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We deﬁne new parameters, a zero interval and a dual zero inter-
val, of subsets in P - or Q -polynomial association schemes. A zero
interval of a subset in a P -polynomial association scheme is a suc-
cessive interval index for which the inner distribution vanishes,
and a dual zero interval of a subset in a Q -polynomial associa-
tion scheme is a successive interval index for which the dual inner
distribution vanishes. We derive bounds of the lengths of a zero
interval and a dual zero interval using the degree and dual degree
respectively, and show that a subset in a P -polynomial association
scheme (resp. a Q -polynomial association scheme) having a large
length of a zero interval (resp. a dual zero interval) induces a com-
pletely regular code (resp. a Q -polynomial association scheme).
Moreover, we consider the spherical analogue of a dual zero in-
terval.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
A subset C in a polynomial association scheme (X,R) with class d has several important param-
eters: the minimum distance and the width in the case of a P -polynomial association scheme, and
the strength and the dual width in a Q -polynomial association scheme. In 1973, Delsarte deﬁned
and widely studied the minimum distance and strength with the duality of translation association
schemes in [6]. Later, in 2003, Brouwer et al. deﬁned the width and dual width in [2]. The concept
of minimum distance (resp. strength) is equivalent to the length of successive subsequence consisting
of 0 from the ﬁrst term of the inner distribution (resp. dual inner distribution) of C . On the other
hand, the concept of width (resp. dual width) is equivalent to the length of successive subsequence
consisting of 0 to the last term of the inner distribution (resp. dual inner distribution) of C . In case of
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case is bounded above by twice of the degree or dual degree, in cases of the width and dual width,
that length is bounded above by the degree or dual degree. If the gap is close to 0, then C induces a
completely regular code or a Q -polynomial association scheme.
As described in this paper, we deﬁne new parameters—a zero interval and dual zero interval—for a
subset in a polynomial association scheme. A zero interval of a subset in a P -polynomial association
scheme is a successive sequence intermediately for which the inner distribution vanishes; a dual zero
interval of a subset in a Q -polynomial association scheme is a successive sequence intermediately
for which the dual inner distribution vanishes. For the case of a P -polynomial association scheme
(resp. Q -polynomial association scheme), we show that the length of a zero interval (resp. a dual
zero interval) of C is bounded above by twice the value of the dual degree (resp. degree). Moreover, if
the gap is close to 0, C carries a completely regular code (resp. a Q -polynomial association scheme)
as Delsarte theory. We give several examples having great length, which derived from perfect linear
codes, regular semilattice and designs in the Johnson or Hamming schemes.
Finally, we consider a spherical analogue of a dual zero interval just as a spherical design. Using
the theory of dual zero intervals, we derive a suﬃcient condition that a ﬁnite non-empty subset in
the unit sphere carries a Q -polynomial association scheme.
2. Preliminaries
We begin with the deﬁnition of association schemes. We refer the reader to [1] for more informa-
tions. Let X be a ﬁnite set and R = {R0, R1, . . . , Rd} be a set of non-empty subsets of X × X . Let Ai
be the adjacency matrix of the graph (X, Ri). The pair (X,R) is a symmetric association scheme with
class d if the following hold:
(1) A0 is the identity matrix;
(2)
∑d
i=0 Ai = J , where J is the all ones matrix;
(3) ATi = Ai for 1 i  d;
(4) Ai A j is a linear combination of A0, A1, . . . , Ad for 0 i, j  d.
The vector space A spanned by the Ai over R forms an algebra which is called the adjacency algebra
of (X,R). Since A is commutative and semisimple, there exist primitive idempotents {E0, E1, . . . , Ed}
where E0 = 1|X | J . Since the adjacency algebra A is closed under the ordinary multiplication and entry-
wise multiplication denoted by ◦, we deﬁne the intersection numbers pki, j and the Krein numbers qki, j
for 0 i, j,k d as follows:
Ai A j =
d∑
k=0
pki, j Ak, Ei ◦ E j =
1
|X |
d∑
k=0
qki, j Ek.
Since {A0, A1, . . . , Ad} and {E0, E1, . . . , Ed} form bases of A, there exist change of bases matrices
P and Q deﬁned by
Ai =
d∑
j=0
P ji E j, Ei = 1|X |
d∑
j=0
Q ji A j .
The matrices P and Q are called the ﬁrst and second eigenmatrices of (X,R) respectively.
The symmetric association scheme (X,R) is said to be P -polynomial if for each i ∈ {0,1, . . . ,d},
there exists a polynomial vi(x) with degree i such that P ji = vi(P j1) for all j ∈ {0,1, . . . ,d}. Dually,
(X,R) is said to be Q -polynomial if for each i ∈ {0,1, . . . ,d}, there exists a polynomial v∗i (x) with
degree i such that Q ji = v∗i (Q j1) for all j ∈ {0,1, . . . ,d}. If (X,R) is P -polynomial then (X, R1) is
a distance-regular graph with diameter d, and conversely any distance-regular graph gives rise to a
P -polynomial association scheme. The path-length distance in (X, R1) is denoted by ∂ .
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{0,1, . . . ,d}.
For a non-empty subset C in X , we deﬁne the characteristic vector χ as a column vector in-
dexed by X whose x-th entry is 1 if x ∈ C , and 0 otherwise. We deﬁne the inner distribution
a= (a0,a1, . . . ,ad) and dual inner distribution b= (b0,b1, . . . ,bd) of C as
ai = 1|C |χ
T Aiχ, bi = |X ||C |χ
T Eiχ,
for i ∈ {0,1, . . . ,d}. It is obvious that a0 = 1 and b0 = |C |. We deﬁne the degree set S(C) and the dual
degree set S∗(C) of C as
S(C) = { j | 1 j  d, ai = 0}, S∗(C) = { j | 1 j  d, bi = 0},
and also deﬁne the degree s and dual degree s∗ as the cardinality of the degree set S(C) and that
of the dual degree set S∗(C) respectively. When the scheme is Q -polynomial, a polynomial F (x) is
called an annihilator polynomial of C if
F
(
θ∗i
)= 0 for any i ∈ S(C).
Dually, when the scheme is P -polynomial, a polynomial F (x) is called a dual annihilator polynomial
of C if
F (θi) = 0 for any i ∈ S∗(C).
In case of P -polynomial association schemes, Delsarte and Brouwer et al. deﬁned the minimum
distance δ and width w of C as follows:
δ =min{i | 1 i  d, ai = 0}, w =max{i | 1 i  d, ai = 0}.
In case of Q -polynomial association schemes, they also deﬁned the dual distance δ∗ and dual width
w∗ of C as follows:
δ∗ =min{i | 1 i  d, bi = 0}, w∗ =max{i | 1 i  d, bi = 0}.
We refer to τ = δ∗ − 1 the strength as a design.
For a subset C in the vertex set X of a P -polynomial association scheme (X,R), we deﬁne an
|X | × (d + 1) matrix B as
Bx,i = eTx Aiχ,
where ex denote the characteristic vector of {x} for x ∈ X . Additionally, B is called the outer distri-
bution matrix of C . Since B = (A0χ, A1χ, . . . , Adχ), BQ = |X |(E0χ, E1χ, . . . , Edχ) holds where Q is
the second eigenmatrix of (X,R). Therefore rank(B) = s∗ + 1. We deﬁne the distance of x ∈ X to C
as ∂(x,C) = min{∂(x, y) | y ∈ C} and the covering radius of C by ρ = max{∂(x,C) | x ∈ X}. Here, C is
called completely regular if, for x ∈ X , Bx,i depends only on ∂(x,C) and i.
For a ﬁxed subset C in X and any M ∈ A, we denote by M¯ the submatrix that lies in the rows of
M indexed by C and the columns indexed by C . And we denote {M¯ | M ∈ A} by A¯.
We denote {Ri ∩ (C × C) | 0 i  d, Ri ∩ (C × C) = ∅} by RC .
3. Zero interval of subsets in P -polynomial association schemes
Throughout this section, assume that (X,R) is a d-class P -polynomial association scheme and let
C be a subset in X .
We deﬁne a parameter of subsets in P -polynomial association schemes as follows:
Deﬁnition 3.1. Let C be a non-empty subset of a d-class P -polynomial association scheme (X,R). For
0 w  d − 1 and 1 t  d − w , C has a zero interval {w + 1, . . . ,w + t} if aw+1 = · · · = aw+t = 0,
aw = 0 and aw+t+1 = 0 whenever w + t + 1 d.
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distribution of C satisﬁes that ai is 0 if i is odd, ki otherwise, where ki is the valency of the regular
graph (X, Ri). Therefore a zero interval of C is not necessarily uniquely determined.
Minimum distance δ is the minimum nonzero index for which the inner distribution does not
vanish. It means that a1 = · · · = aδ−1 = 0 = aδ . Hence the zero interval {1, . . . , δ − 1} is equivalent
to the minimum distance. Width w is the maximum index for which the inner distribution does
not vanish, which means that aw = 0 = aw+1 = · · · = ad . Hence the zero interval {w + 1, . . . ,d} is
equivalent to the width.
The following proposition gives a relation between a dual annihilator polynomial and the inner
distribution of a subset C .
Proposition 3.2. Let C be a non-empty subset of a d-class P -polynomial association scheme (X,R). Let F (x)
be a dual annihilator polynomial of C , and let { f i}di=0 be the scalars such that, for any θ ∈ {θ0, . . . , θd}, F (θ) =∑d
k=0 fk vk(θ). Then
F (θ0)|C ||X | =
∑d
k=0 fkak.
Proof. Since F (θi) =∑dk=0 fk vk(θi) for any 0 i  d,
d∑
i=0
F (θi)Ei =
d∑
i=0
(
d∑
k=0
fkvk(θi)
)
Ei
=
d∑
k=0
fk
d∑
i=0
vk(θi)Ei
=
d∑
k=0
fk Ak.
Therefore
∑d
i=0 F (θi)χ T Eiχ =
∑d
k=0 fkχ T Akχ holds. Since F (x) is a dual annihilator polynomial of C ,
χ T E0χ = |C |2|X | and χ T Akχ = |C |ak , we have the desired result. 
The following proposition holds, as in the case of the minimum distance and width of codes.
Proposition 3.3(2) is already obtained in [2], but we give another proof.
Proposition 3.3. Let C be a non-empty subset of a d-class P -polynomial association scheme (X,R) having a
zero interval {w + 1, . . . ,w + t} and dual degree s∗ .
(1) If w + t + 1 d, then t  2s∗ holds.
(2) If w + t = d, then t  s∗ holds.
Proof. In each case, if d−w  s∗ holds, then t  d−w  s∗ holds. Therefore we assume that s∗ +1
d − w .
We deﬁne F (x) =∏i∈S∗(C) x−θiθ0−θi and G(x) = vw+s∗+1(x)F (x). Here, F (x) and G(x) are dual annihi-
lator polynomials of C . We deﬁne { f j}s∗j=0 as the coeﬃcients of F (x) in terms of {vi(x)}di=0, i.e.,
F (x) =
s∗∑
j=0
f j v j(x).
Then, for any θ ∈ {θ0, . . . , θd},
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=
s∗∑
j=0
f j vw+s∗+1(θ)v j(θ)
=
s∗∑
j=0
f j
min{d,w+s∗+1+ j}∑
k=w+s∗+1− j
pkw+s∗+1, j vk(θ)
=
min{d,w+2s∗+1}∑
k=w+1
(
s∗∑
j=|w+s∗+1−k|
f j p
k
w+s∗+1, j
)
vk(θ).
Set gk = 0 for 0  k  w and gk =∑s∗j=|w+s∗+1−k| f j pkw+s∗+1, j for w + 1  k min{d,w + 2s∗ + 1}.
Then by Proposition 3.2, we obtain
G(θ0)|C |
|X | =
min{d,w+2s∗+1}∑
k=w+1
gkak.
In case (1): If t  2s∗ + 1 holds, then ak = 0 for w + 1  k  w + 2s∗ + 1. Since G(θ0) =
vw+s∗+1(θ0) > 0, |C | = 0, which is a contradiction. Consequently, t  2s∗ holds.
In case (2): Then ak = 0 for w + 1  k  d. Since G(θ0) = vw+s∗+1(θ0) > 0, |C | = 0, which is a
contradiction. Consequently, t  s∗ holds. 
The following is an algebraic proof of Proposition 3.3 using the Terwilliger algebra, see [11–13] for
the details.
Second proof of Proposition 3.3. We denote V = R|X | . Let x be a point in C . Let E∗i = E∗i (x) be the
diagonal matrix with (E∗i )y,y = (Ai)x,y for each i ∈ {0,1, . . . ,d}. Clearly E∗i V ∩ E∗j V = 0 for distinct
integers i, j ∈ {0,1, . . . ,d}.
(1) If w + t + 1 d and aw+t+1 = 0 hold, then there exist a point x ∈ C and integers wx , tx such
that 0  wx  w , w + t  wx + tx < d and eTx B vanishes for a successive index {wx + 1, . . . ,wx +
tx} and does not vanish for indices wx , wx + tx + 1, we ﬁx such an x. In particular t  tx holds.
Therefore E∗wxχ = 0, E∗wx+1χ = · · · = E∗wx+txχ = 0 and E∗wx+tx+1χ = 0 hold. Hence E∗wx+i Ai1χ = 0,
E∗wx+i+1A
i
1χ = · · · = E∗wx+tx−i Ai1χ = 0 and E∗wx+tx−i+1Ai1χ = 0 hold for each 0 i  tx/2	. Therefore,
since wx + i  wx + tx − i + 1 holds if and only if i  tx/2	 holds, χ, A1χ, . . . , Atx/2	1 χ are linearly
independent. Therefore tx/2	+1 rank(B) = s∗ +1, that is, tx  2s∗ holds. Since t  tx , the assertion
holds.
(2) If w + t = d holds, then there exists a unique integer wx such that 0  wx  w and eTx B
vanishes for a successive index {wx + 1, . . . ,d} and does not vanish for index wx . Deﬁne tx = d − wx .
Since wx  w holds, t  tx holds. Therefore E∗wxχ = 0, E∗wx+1χ = · · · = E∗dχ = 0 Hence E∗wx+i Ai1χ = 0,
E∗wx+i+1A
i
1χ = · · · = E∗d Ai1χ = 0 for each i  tx . Therefore, χ, A1χ, . . . , Atx1 χ are linearly independent.
Therefore tx + 1 rank(B) = s∗ + 1, that is, tx  s∗ holds. Since t  tx , the assertion holds. 
The following is the main theorem in this section. The proof is a slight generalization of that of [2,
Theorem 1].
Theorem 3.4. Let C be a non-empty subset of a d-class P -polynomial association scheme (X,R) having the
dual degree s∗ and B be the outer distribution matrix of C . Assume that there exists w ∈ {0,1, . . . ,d − s∗}
such that aw > 0 and for any i ∈ {0,1, . . . , s∗} and x ∈ X with ∂(x,C) = i
Bx, j = 0 if w + i + 1 j  w + s∗.
Then C is completely regular.
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∂(zi, z) = i and ∂(zi, y) = w + i for 0  i  s∗ . Since ∂(zi, z) = i, ∂(zi,C)  i holds. And since
Bzi ,w+i > 0 and the assumption holds, ∂(zi,C) i. Consequently, ∂(zi,C) = i holds for each i.
Let x ∈ X be a vertex with ∂(x,C) = l. The submatrix M of B obtained by restricting the row to
{z0, . . . , zs∗ } satisﬁes Mzi ,i > 0 and Mzi , j = 0 for j < i, which shows that rank(M) = s∗ + 1 = rank(B)
holds; consequently, rowsp(M) = rowsp(B) holds. The row indexed by x is a linear combination of the
rows indexed by z0, . . . , zs∗ . The coeﬃcient of zi is 0 for i < l since Bx,i = 0 and Bzi ,i > 0. Additionally,
the coeﬃcient of zi is 0 for l < i  s∗ since Bx, j = 0 for w + l+ 1 j  w + s∗ by the assumption and
Bzi ,w+i > 0. Since any row sum is |C |, the coeﬃcient of zl is 1. For that reason, the row indexed by x
is equal to the row indexed by zl , which is independent of the choose of x with ∂(x,C) = l. Therefore
C is completely regular. 
Corollary 3.5. (See [2, Theorem 1].) Let C be a non-empty subset of a d-class P -polynomial association scheme
(X,R) having the width w and dual degree s∗ . If w + s∗ = d, then C is completely regular.
Proof. It is suﬃcient to verify that the assumption of Theorem 3.4 holds for width w . By the def-
inition of width, aw > 0 holds. Let x ∈ X be a vertex with ∂(x,C) = i and y ∈ C be a vertex with
∂(x, y) = i. For z ∈ C , by triangle inequality, w  ∂(y, z) |∂(x, y)−∂(x, z)| = ∂(x, z)− i. Consequently,
∂(x, z) w + i holds. Therefore, Bx, j = 0 if w + i + 1 j  w + s∗ . 
Corollary 3.6. Let C be a non-empty subset of a d-class P -polynomial association scheme (X,R) having a
zero interval {w + 1, . . . ,w + t} and dual degree s∗ . If 2s∗ − 1 t, then C is completely regular.
Proof. It is suﬃcient to verify that the assumption of Theorem 3.4 holds for w which appears in a
zero interval. By the deﬁnition of the zero interval, aw > 0 holds. Let x ∈ X be a vertex with ∂(x,C) = i
and y ∈ C be a vertex with ∂(x, y) = i. For z ∈ C , by the triangle inequality, when ∂(y, z)  w +
t + 1, w + t + 1 ∂(y, z) ∂(x, y) + ∂(x, z) = i + ∂(x, z) holds, and when ∂(y, z) w , w  ∂(y, z)
|∂(x, y) − ∂(x, z)| = ∂(x, z) − i holds. Therefore ∂(x, z)  w + i or ∂(x, z)  w + 2s∗ − i holds, which
means, in particular, that Bx, j = 0 if w + i + 1 j  w + s∗ . 
Corollary 3.6 gives a suﬃcient condition that a subset having a nice zero interval carries a com-
pletely regular code. When w = 0, Corollary 3.6 implies that a code with minimum distance δ and
dual degree s∗ satisfying 2s∗  δ carries a completely regular code. However, in fact, it is well known
in [6, Theorem 5.13] that the assumption 2s∗ − 1 δ yields the same result.
Example 3.7. (1) Let C = {0,1} × {0 . . .0,1 . . .1} in the binary Hamming scheme H(2n,2). Then C has
a zero interval {2,3, . . . ,2n− 2} and dual degree set S∗(C) = {2k | 1 k n− 1}. Therefore C satisﬁes
t = 2s∗ − 1, which implies that C is completely regular.
(2) Let C be the [2m−1,2m−m−1,3] Hamming code in the binary Hamming scheme H(2m−1,2).
Then C has a zero interval {w + 1, . . . ,w + t} with w = 2m − 4 and t = 2 and the dual degree s∗ = 1.
Therefore C satisﬁes t = 2s∗ , which implies that C is completely regular. Noting that the minimum
distance of C is 3, this is already shown in [6, Theorem 5.13].
(3) Let C be the [2m,2m − m − 1,4] extended Hamming code in the binary Hamming scheme
H(2m,2). Then C has a zero interval {w + 1, . . . ,w + t} with w = 2m − 4 and t = 3 and the dual
degree s∗ = 2. For that reason, C satisﬁes t = 2s∗ − 1, which implies that C is completely regular.
Noting that the minimum distance of C is 4, this is already shown in [6, Theorem 5.13].
(4) Let C be the [23,12,7] Golay code in the binary Hamming scheme H(23,2). The inner distri-
bution and the dual inner distribution of C are
a= (1,0,0,0,0,0,0,253,506,0,0,1288,1288,0,0,506,253,0,0,0,0,0,0,1),
b= 4096(1,0,0,0,0,0,0,0,506,0,0,0,1288,0,0,0,253,0,0,0,0,0,0,0).
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Consequently, C satisﬁes t = 2s∗ , which implies that C is completely regular. The minimum distance
of C is 7: this is already shown in [6, Theorem 5.13].
(5) Let C be the [23,12,7] Golay code in the binary Hamming scheme H(23,2) and C1 be C ×
{0,1} in the binary Hamming scheme H(24,2). The inner distribution and the dual inner distribution
of C1 are
a= (1,1,0,0,0,0,0,253,759,506,0,1288,2576,1288,0,506,759,253,0,0,0,0,0,1,1),
b= 8192(1,0,0,0,0,0,0,0,506,0,0,0,1288,0,0,0,253,0,0,0,0,0,0,0,0).
Then C1 has zero intervals {w + 1, . . . ,w + t} with (w, t) = (1,5) or (w, t) = (17,5) and the dual
degree s∗ = 3. Consequently, C satisﬁes t = 2s∗ − 1, which implies that C is completely regular.
(6) Let C be the [24,12,8] Golay code in the binary Hamming scheme H(24,2). The inner distri-
bution and the dual inner distribution of C are
a= 1
4096
b= (1,0,0,0,0,0,0,0,759,0,0,0,2576,0,0,0,759,0,0,0,0,0,0,0,1).
Then C has a zero interval {w + 1, . . . ,w + t} with w = 16 and t = 7 and the dual degree s∗ = 4. For
that reason, C satisﬁes t = 2s∗ −1, which implies that C is completely regular. The minimum distance
of C is 8. Therefore, this is already shown in [6, Theorem 5.13].
4. Dual zero interval of subsets in Q -polynomial association schemes
Throughout this section, assume that (X,R) is a d class Q -polynomial association scheme and let
C be a subset in X .
Let S = [S0, S1, . . . , Sd] be a square matrix that satisﬁes S ST = |X |I and diagonalizes the adjacency
algebra, where Ei = 1|X | Si STi for i ∈ {0,1, . . . ,d}. We then deﬁne the i-th characteristic matrix Hi of a
subset C of X as the submatrix of Si that lies in the rows indexed by C .
We deﬁne a parameter of subsets in Q -polynomial association schemes as shown below.
Deﬁnition 4.1. Let C be a non-empty subset of a d-class Q -polynomial association scheme (X,R).
For 0 w∗  d − 1 and 1 t∗  d − w∗ , C has a dual zero interval {w∗ + 1, . . . ,w∗ + t∗} if bw∗+1 =
· · · = bw∗+t∗ = 0, bw∗ = 0 and bw∗+t∗+1 = 0 whenever w∗ + t∗ + 1 d.
If (X,R) is a Q -bipartite Q -polynomial association scheme with dual eigenvalues θ∗0 > · · · > θ∗d
and C is {x, y} with (x, y) ∈ Rd , then the dual inner distribution of C satisﬁes that bi is 0 if i is odd,
and 2mi otherwise, where mi = rank Ei . See [2, Example 12] for details. Therefore a dual zero interval
of C is not necessarily uniquely determined.
As is the case for subsets of P -polynomial association schemes, the dual zero interval {1, . . . , t∗} is
equivalent to the strength, and the dual zero interval {w∗ + 1, . . . ,d} is equivalent to the dual width.
Let ‖ ‖ stand for the Hermitian norm.
Lemma 4.2. Let b be the dual inner distribution of a non-empty subset C of X . Then for i, j ∈ {0,1, . . . ,d} the
characteristic matrices satisfy
∥∥HTi H j∥∥2 = |C |
min{d,i+ j}∑
k=|i− j|
qki, jbk.
Proof.∥∥HTi H j∥∥2 = Tr(HTi H jHTj Hi)= Tr(HiHTi H jHTj )= |X |2 Tr(E¯ i E¯ j)
= |X |2
∑
x∈C
E¯i E¯ j(x, x) = |X |2
∑
x,y∈C
E¯i(x, y)E¯ j(x, y) = |X |2
∑
x,y∈C
(Ei ◦ E j)(x, y)
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∑
x,y∈C
min{d,i+ j}∑
k=|i− j|
qki, j Ek(x, y) = |C |
min{d,i+ j}∑
k=|i− j|
qki, jbk. 
We deﬁne an inner product (,) by (A, B) = Tr(AT B) for matrices A, B having the same size.
Proposition 4.3. Let C be a non-empty subset of a d-class Q -polynomial association scheme (X,R).
(1) The following are equivalent:
(a) bk = 0 for all w∗ + 1 k w∗ + t∗ ,
(b) HTi H j = 0 for w∗ + 1 |i − j|, i + j  w∗ + t∗ ,
(c) HTk H0 = 0 for w∗ + 1 k w∗ + t∗ ,
(d) (E¯ i, E¯ j) = 0 for w∗ + 1 |i − j|, i + j  w∗ + t∗ ,
(e) E¯ i E¯ j = 0 for w∗ + 1 |i − j|, i + j  w∗ + t∗ .
(2) The following are equivalent:
(a) bw∗ > 0,
(b) HTi H j = 0 for |i − j| = w∗ ,
(c) HTw∗ H0 = 0,
(d) (E¯ i, E¯ j) = 0 for |i − j| = w∗ ,
(e) E¯ i E¯ j = 0 for |i − j| = w∗ .
Proof. (1) (a) ⇒ (b) For i, j satisfying w∗ + 1 |i − j|, i + j  w∗ + t∗ , by the assumption of (a) and
Lemma 4.2, ‖HTi H j‖2 = 0 holds. This implies that HTi H j = 0 holds. Therefore (b) holds.
(b) ⇒ (c) Setting j = 0, (c) holds.
(c) ⇒ (a) For k satisfying 1 k t∗ , bw∗+k = |C |−1‖HTw∗+kH0‖2 = 0. Therefore (a) holds.
(b) ⇔ (d) Since E¯ i is a symmetric matrix for each i ∈ {0,1, . . . ,d} and ‖HTi H j‖2 = |X |2 Tr(E¯ i E¯ j) =
|X |2(E¯ i, E¯ j), (b) is equivalent to (d).
(b) ⇔ (e) Since E¯ i E¯ j = 1|X |2 HiHTi H j HTj , (b) implies (e). Since ‖HTi H j‖2 = |X |2 Tr(E¯ i E¯ j), (e) im-
plies (b).
The proof of (2) is similar to that of (1). 
The following proposition gives a relation between an annihilator polynomial and the dual inner
distribution of a subset C .
Proposition 4.4. Let C be a non-empty subset of a d-class Q -polynomial association scheme (X,R) Let F (x)
be an annihilator polynomial of C , and let { f i}di=0 be the scalars such that, for any θ∗ ∈ {θ∗0 , . . . , θ∗d }, F (θ∗) =∑d
k=0 fk v∗k (θ
∗). Then F (θ∗0 ) =
∑d
k=0 fkbk.
Proof. Since F (θ∗i ) =
∑d
k=0 fk v∗k (θ
∗
i ) for any 0 i  d,
d∑
i=0
F
(
θ∗i
)
Ai =
d∑
i=0
(
d∑
k=0
fkv
∗
k
(
θ∗i
))
Ai
=
d∑
k=0
fk
d∑
i=0
v∗k
(
θ∗i
)
Ai
= |X |
d∑
k=0
fk Ek.
Therefore
∑d
i=0 F (θ∗i )χ
T Aiχ = |X |∑dk=0 fkχ T Ekχ holds. Since F (x) is an annihilator polynomial of C ,
χ T A0χ = |C | and since χ T Ekχ = |C ||X |bk , we obtain the desired result. 
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Proposition 4.5(2) is already obtained in [2], but we give another proof.
Proposition 4.5. Let C be a non-empty subset of a d-class Q -polynomial association scheme (X,R) having a
dual zero interval {w∗ + 1, . . . ,w∗ + t∗} and degree s.
(1) If w∗ + t∗ + 1 d, then t∗  2s holds.
(2) If w∗ + t∗ = d, then t∗  s holds.
Proof. Replacing w , t , s∗ , S∗(C) and the inner distribution by w∗ , t∗ , s, S(C) and the dual inner
distribution respectively and using Proposition 4.4, we obtain the desired results using the essentially
the same proof as Proposition 3.3. 
The following is an algebraic proof of Proposition 4.5 using the Terwilliger algebra for w∗ = 0 or
w∗ + t∗ = d. But this does not include the case 1 w∗,w∗ + t∗ < d.
Second proof of Proposition 4.5. We denote V = R|X | . Let x be a point in C . Let A∗i = A∗i (x) be the
diagonal matrix with (A∗i )y,y = |X |(Ei)x,y for each i ∈ {0,1, . . . ,d}. Clearly Ei V ∩ E j V = 0 for distinct
integers i, j ∈ {0,1, . . . ,d}. We deﬁne an |X | × (d + 1) matrix B∗ = B∗(x) as
B∗ = (A∗0χ, A∗1χ, . . . , A∗dχ).
Then, since B∗P = |X |(E∗0χ, E∗1χ, . . . , E∗dχ), rank(B∗) = sx + 1 where sx = |{ j | 1  j  d, E∗jχ = 0}|.
Clearly sx  s holds. For each i ∈ {1, . . . ,d}, the following equivalence is obvious:
bi = 0 ⇔ χ T Eiχ = 0
⇔ Tr( A¯∗i (x))= 0 for any x ∈ C .
(1) for w∗ = 0. There exists a point x ∈ C such that Tr( A¯∗i ) vanishes for a successive index
{1, . . . , t∗} and is positive for the index t∗ + 1, we ﬁx such an x. Here, Tr( A¯∗0) is positive. Then,
Ei(A∗1)iχ = 0, Ei+1(A∗1)iχ = · · · = Et∗−i(A∗1)iχ = 0 and Et∗−i+1(A∗1)iχ = 0 hold for each 0  i 
t∗/2	. Indeed, since (A∗1)i A∗j =
∑ j+i
k= j−i f
k
i, j A
∗
k for some non-negative constants f
k
i, j with f
j−i
i, j = 0
and f i+ ji, j = 0, for i  t∗ − i + 1 and j ∈ {i, t∗ − i + 1}
〈
E j
(
A∗1
)i
χ, ex
〉= χ T (A∗1)i E jex = 1|X | Tr
((
A¯∗1
)i
A¯∗j
)= 1|X |
j+i∑
k= j−i
f ki, j Tr
(
A¯∗k
)
=
⎧⎪⎪⎨
⎪⎪⎩
1
|X | f
0
i,i Tr( A¯
∗
0) if j = i = t∗ − i + 1,
1
|X | f
t∗+1
i,t∗−i+1 Tr( A¯
∗
t∗+1) if j = t∗ − i + 1 = i,
1
|X | f
0
i,i Tr( A¯
∗
0) + f t
∗+1
i,t∗−i+1 Tr( A¯
∗
t∗+1) if j = i = t∗ − i + 1,
all of which are nonzero. Hence Ei(A∗1)iχ = 0 and Et∗−i+1(A∗1)iχ = 0 hold. And it follows from
Ei(A∗1) j Ek is zero matrix if qki, j = 0 that Ei+1(A∗1)iχ = · · · = Et∗−i(A∗1)iχ = 0 hold.
Therefore, since i  t∗ − i + 1 holds if and only if i  t∗/2	, χ, A∗1χ, . . . , (A∗1)t
∗/2	χ are linearly
independent. Therefore, t∗/2	 + 1 rank(B∗) = sx + 1 s + 1 holds, i.e. we obtain t∗  2s.
(2) Assume w∗ + t∗ = d. Then there exists a point x ∈ C such that Tr( A¯∗i ) vanishes for a
successive index {w∗ + 1, . . . ,d} and does not vanish for the index w∗ . Then, Ew∗+i(A∗1)iχ = 0,
Ew∗+i+1(A∗1)iχ = · · · = Ed(A∗1)iχ = 0 hold for each i  t∗ . Therefore χ, A∗1χ, . . . , (A∗1)t
∗
χ are linearly
independent. Therefore, t∗ + 1 rank(B∗) = sx + 1 s + 1, i.e., t∗  s holds. 
126 S. Suda / Journal of Combinatorial Theory, Series A 119 (2012) 117–134Remark that for the case 1 w∗,w∗ + t∗  d if we could take a point x ∈ C such that Tr( A¯∗w∗ ) and
Tr( A¯∗w∗+t∗+1) have the same sign, then the same method can be applied to this case. But the author
have not succeeded to ﬁnd such a point. For the case w∗ = 0, Tr( A¯∗0) is always positive for any base
point x, so we only care to choose a point x ∈ C such that Tr( A¯∗t∗+1) is positive.
The following is the main theorem in this section. The proof is a slight generalization of the proof
presented by [2, Theorem 2].
Theorem 4.6. Let C be a non-empty subset of a d-class Q -polynomial association scheme (X,R) having the
degree s. Assume that there exists w∗ ∈ {0,1, . . . ,d − s} such that bw∗ > 0 and that for (k, l) ∈ {(x, y) ∈
{0,1 . . . ,w∗ + s}2 | w∗ + 1 |x− y|},
E¯k E¯l = 0.
Then (C,RC ) is an s-class Q -polynomial association scheme.
This proof is based almost completely on the proof of [2, Theorem 2]. First we prove the following
lemmas.
Lemma 4.7. The set F j = {E¯0, . . . , E¯ j−1, E¯w∗+ j, . . . , E¯w∗+s} is a basis for A for 0 j  s + 1.
Proof. When j = s + 1, since θ∗l for l ∈ {0} ∪ S(C) are mutually distinct and
(E¯k)0ks = 1|X | ( A¯l)l∈{0}∪S(C)
(
v∗k
(
θ∗l
))
l∈{0}∪S(C)
0ks
,
the assertion holds for j = s + 1.
When j = s, E¯w∗+s and {E¯0, . . . , E¯ s−1} are orthogonal with respect to the inner product (,) by the
assumption. Therefore the assertion holds for j = s.
Assume that the assertion is true for some j > 0. Since {E¯0, . . . , E¯ j−2, E¯w∗+ j, . . . , E¯w∗+s} is lin-
early independent, it is suﬃcient to show that E¯w∗+ j−1 is linearly independent from {E¯0, . . . , E¯ j−2,
E¯w∗+ j, . . . , E¯w∗+s}. Assume E¯w∗+ j−1 =∑ j−2k=0 αk E¯k +∑w∗+sk=w∗+ j αk E¯k for some αk ∈ R. For 0 l j−2,
by the assumption that
E¯l
j−2∑
k=0
αk E¯k = E¯l
(
E¯w∗+ j−1 −
w∗+s∑
k=w∗+ j
αk E¯k
)
= 0.
Therefore (
∑ j−2
k=0 αk E¯k)
2 = 0. Since ∑ j−2k=0 αk E¯k is a real symmetric matrix, ∑ j−2k=0 αk E¯k = 0. Therefore,
we obtain E¯w∗+ j−1 =∑w∗+sk=w∗+ j αk E¯k . Multiplying E¯ j−1, we obtain E¯ j−1 E¯w∗+ j−1 = 0, which is a con-
tradiction by Proposition 4.3.
Therefore E¯w∗+ j−1 is linearly independent from {E¯0, . . . , E¯ j−2, E¯w∗+ j, . . . , E¯w∗+s}, and the asser-
tion holds for j − 1. 
Deﬁne E¯ j = Span{E¯0, E¯1, . . . , E¯ j}.
Lemma 4.8.
(1) The set F ′j = {E¯0, . . . , E¯ j−1, I, E¯w∗+ j+1 . . . , E¯w∗+s} is a basis for A¯ as a vector space for 0 j  s.
(2) A¯E¯ j = E¯ jA¯ = E¯ j for 0 j  s.
Proof. First I¯ ∈ A¯ holds. When j = 0, assume I¯ is linearly dependent from {E¯w∗+1, . . . , E¯w∗+s}. Write
I¯ =∑si=1 αw∗+i E¯w∗+i . Then multiplying E¯0 gives E¯0 = 0, which is a contradiction. Therefore F ′0 is
S. Suda / Journal of Combinatorial Theory, Series A 119 (2012) 117–134 127a basis of A¯. In order to verify (2) for j = 0, it is enough to show that E¯0 is closed under the mul-
tiplication of any element of a basis F ′0. It follows from the assumption that E¯0 E¯w∗+i = E¯w∗+i E¯0 = 0
for any i ∈ {1, . . . , s}, and clearly I¯ E¯0 = E¯0 I¯ = E¯0. Therefore the assertion holds (2) for j = 0.
Assume that (1) and (2) are true for j ∈ {0, . . . , s − 1}. Assume that I¯ is linearly dependent from
{E¯0, . . . , E¯ j, E¯w∗+ j+2, . . . , E¯w∗+s}. Write I¯ =∑ ji=0 αi E¯ i +∑si= j+2 αw∗+i E¯w∗+i . Then multiplying E¯ j+1
gives E¯ j+1 ∈ A¯E¯ j = E¯ j , which contradicts that Fs+1 is a basis. Therefore F ′j+1 is a basis of A¯. Then
A¯E¯ j+1 = A¯E¯ j + A¯Span{E¯ j+1}
= E¯ j + SpanF ′j+1 Span{E¯ j+1}
= E¯ j + Span{E¯0, . . . , E¯ j, I¯}Span{E¯ j+1}
= E¯ j + Span{E¯ j+1}
= E¯ j+1.
E¯ j+1A¯ = E¯ j+1 is also shown by similar method. Therefore the assertion holds (2) for j + 1. 
We now prove Theorem 4.6.
Proof of Theorem 4.6. By Lemma 4.8, (C,RC ) is an s-class symmetric association scheme since A¯i
is a symmetric matrix for i ∈ S(C) ∪ {0}. Finally we show that this scheme is Q -polynomial. Clearly,
Span{ J¯ } = E¯0  E¯1  · · ·  E¯s = A¯ holds and Lemma 4.8(2) implies that E¯ j is an ideal of the adja-
cency algebra. Generally, an ideal of the adjacency algebra is spanned by some primitive idempotents.
Therefore we can take primitive idempotents F0, F1, . . . , Fs of (C,RC ) such that Fi ∈ E¯i \ E¯i−1 for
1  i  s. Since, for each i, the ideal E¯i is spanned by all polynomials of E¯1 as entrywise product
at most degree i, the primitive idempotent Fi is a polynomial with degree i of F1 as an entrywise
product. Therefore (C,RC ) is Q -polynomial. 
Corollary 4.9. (See [2, Theorem 2].) Let C be a non-empty subset of a d-class Q -polynomial association scheme
(X,R) having the dual width w∗ and degree s. If w∗ + s = d, then (C,RC ) is an s-class Q -polynomial
association scheme.
Proof. It is suﬃcient to verify the assumption of Theorem 4.6 for the dual width w∗ . For w∗ < |k− l|,
by Lemma 4.2
∥∥HTk Hl∥∥2 = |C |
min{d,k+l}∑
h=|k−l|
qhk,lbh.
Since bh = 0 when |k − l| h, HTk Hl = 0 holds. Therefore E¯k E¯l = 0 for w∗ < |k − l|. 
Corollary 4.10. Let C be a non-empty subset of a d-class Q -polynomial association scheme (X,R) having a
dual zero interval {w∗ +1, . . . ,w∗ + t∗} and degree s. If 2s−1 t∗ , then (C,RC ) is an s-class Q -polynomial
association scheme.
Proof. It is suﬃcient to verify the assumption of Theorem 4.6 for w∗ , which appears in a dual zero
interval. By Proposition 4.3(1), E¯k E¯l = 0 for w∗ + 1  |k − l|, k + l  w∗ + 2s − 1, in particular for
(k, l) ∈ {(x, y) ∈ {0,1, . . . ,w∗ + s}2 | |x− y| w∗ + 1}. 
Corollary 4.10 gives a suﬃcient condition that a subset having a nice dual zero interval carries
a Q -polynomial association scheme. When w∗ = 0, Corollary 4.10 implies that a design with the
maximum strength t∗ and degree s satisfying 2s − 1 t∗ carries a Q -polynomial association scheme.
However, in fact, it is well known in [6, Theorem 5.25] that the assumption 2s − 2  t∗ engenders
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carries a Q -polynomial association scheme.
Example 4.11. Since each C appearing in Example 3.7 is a linear code, we consider the dual code C∗ .
Then C∗ has the inner distribution 1|C |b and the dual inner distribution
|X |
|C | a.
(1) Let C∗ be the dual code of C appearing in Example 3.7(1). C∗ has the dual zero interval
{2,3, . . . ,2n− 2} and degree set S(C∗) = {2k | 1 k n− 1}. Therefore C∗ satisﬁes t∗ = 2s− 1, which
implies that C∗ is a Q -polynomial association scheme.
(2) Let C∗ be the dual code of C appearing in Example 3.7(2). Then C∗ has a dual zero interval
{w∗+1, . . . ,w∗+t∗} with w∗ = 2m−4 and t∗ = 2 and the degree s = 1. Therefore C∗ satisﬁes t∗ = 2s.
The strength of C∗ is 2, as already shown [6, Theorem 5.25].
(3) Let C∗ be the dual code of C appearing in Example 3.7(3). Then C∗ has a dual zero interval
{w∗ + 1, . . . ,w∗ + t∗} with w∗ = 2m − 4 and t∗ = 3 and the degree s = 2. Therefore C∗ satisﬁes
t∗ = 2s − 1. Note the strength of C∗ is 3, as already shown in [6, Theorem 5.25].
(4) Let C∗ be the dual code of C appearing in Example 3.7(4). Then C∗ has a dual zero interval
{w∗ + 1, . . . ,w∗ + t∗} with w∗ = 16 and t∗ = 6 and the degree s = 3. Therefore C∗ satisﬁes t∗ = 2s,
which implies that C∗ is a Q -polynomial association scheme. Note the strength of C∗ is 6. This is
already shown [6, Theorem 5.25].
(5) Let C∗ be the dual code of C appearing in Example 3.7(5). Then C∗ has dual zero intervals
{w∗ + 1, . . . ,w∗ + t∗} with (w∗, t∗) = (1,5) or (w∗, t∗) = (17,5) and the degree s = 3. Therefore C∗
satisﬁes t∗ = 2s − 1, which implies that C is a Q -polynomial association scheme.
(6) Let C∗ be the dual code of C appearing in Example 3.7(6). Then C∗ has dual zero intervals
{w∗ +1, . . . ,w∗ +t∗} with w∗ = 16 and t∗ = 7 and the degree s = 4. Therefore C∗ satisﬁes t∗ = 2s−1,
which implies that C is a Q -polynomial association scheme. Note the strength of C∗ is 7. This is
already shown in [6, Theorem 5.25].
To obtain examples having a dual zero interval, we will introduce the notation of regular semi-
lattices, see [5] for more informations. Let (X,) be a regular semilattice with the rank function
l : X → N. We denote the maximal rank by d. Let X0, X1, . . . , Xd be the ﬁbers of the regular semilat-
tice. A set Xd is called the top ﬁber. Then a vertex set Xd with a set of binary relations R deﬁned by
the rank of greatest lower bound of two elements in Xd induces an association scheme (Xd,R). As-
sume that the class of the association scheme (Xd,R) is exactly d. Let Aa,d (0 a d) be the Riemann
matrices and set Ca = ATa,d Aa,d for 0 a d. Then {C0,C1, . . . ,Cd} coincides with the Riemann basis.
From the Riemann basis {C0,C1, . . . ,Cd}, we have the natural ordering of eigenspaces V0, V1, . . . , Vd
of the association scheme (Xd,R), where Vi = Ei V , Ei (0  i  d) is a primitive idempotent of the
association scheme (Xd,R) and V = R|Xd | , such that the column space of Ca is V0 ⊥ · · · ⊥ Va . Here
Ei does not mean a member of the Riemann basis in [5].
Assume that the association scheme induced from the top ﬁber of the regular semilattice is
Q -polynomial with respect to the above ordering of eigenspaces V0, V1, . . . , Vd . The following lemma
due to Vanhove [14] gives some examples having a nontrivial dual zero interval. For u, v ∈ X , we say
u contains v if v  u. And we say a set A splits into A1, . . . , An for some positive integer n  2 if A
is a disjoint union of A1, . . . , An . For a subset A in Xa (1  a  d), let χA denote that characteristic
vector of A.
Lemma 4.12. Let a, n be positive integers such that 1 a < d and n  2. If Xa splits into A1, . . . , An and Xd
splits into D1, . . . , Dn such that every element of Di contains λi j elements in A j for i = 1, . . . ,n, then χDi
(1 i  n) are in V0 ⊥ V1 ⊥ · · · ⊥ Va, provided that det((λi j) 1in
1 jn
) = 0.
Moreover let b be a positive integer such that a b < d. If Xb splits into B1, . . . , Bn and D1 splits into D+1
and D−1 for such that, for any i, j ∈ {1, . . . ,n}
• every element of Bi is contained in μi j elements of D j ,
• every element of Bi is contained in μ+i1 , μ−i1 elements of D+1 , D−1 respectively,
then χD+1
, χD−1
are in V0 ⊥ V1 ⊥ · · · ⊥ Va ⊥ Vb+1 ⊥ · · · ⊥ Vd, provided that det((μi j) 1in ) = 0.
1 jn
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∑
y∈A j (A
T
a,d)xy = |{y ∈ A j | y  x}| = λi j for x ∈ Di , ATa,dχA j =
∑n
i=1 λi jχDi
holds. Since the coeﬃcient matrix (λi j) 1in
1 jn
is nonsingular, each χDi (1  i  n) is written by a
linear combination of ATa,dχA1 , . . . , A
T
a,dχAn . Here, E j A
T
a,d = 0 holds for each j > a, so all χDi (1 
i  n) are in V0 ⊥ V1 ⊥ · · · ⊥ Va .
In similar way the above, we have
Ab,dχD+1
=
n∑
i=1
μ+i1χBi , Ab,dχD−1 =
n∑
i=1
μ−i1χBi , Ab,dχD j =
n∑
i=1
μi jχBi .
Since the matrix (μi j) 1in
1 jn
is nonsingular, there exist real numbers α+1 ,α
−
1 ,α2, . . . ,αn such that
α+1 = α−1 and α+1 μ+j1 + α−1 μ−j1 +
∑n
k=2 αkμ jk = 0 for any 1  j  n. Then Ab,d(α+1 χD+1 + α
−
1 χD−1
+∑n
k=2 αkχDk ) = 0 holds, which implies Cb(α+1 χD+1 + α
−
1 χD−1
+∑nk=2 αkχDk ) = 0. Therefore α+1 χD+1 +
α−1 χD−1 +
∑n
k=2 αkχDk ∈ Vb+1 ⊥ · · · ⊥ Vd . Here, χDk for each k ∈ {2, . . . ,n} is in V0 ⊥ V1 ⊥ · · · ⊥ Va , so
α+1 χD+1 +α
−
1 χD−1
is in V0 ⊥ V1 ⊥ · · · ⊥ Va ⊥ Vb+1 ⊥ · · · ⊥ Vd . Since α+1 = α−1 holds and χD1 = χD+1 +
χD−1
is in V0 ⊥ V1 ⊥ · · · ⊥ Va , both χD+1 and χD−1 are in V0 ⊥ V1 ⊥ · · · ⊥ Va ⊥ Vb+1 ⊥ · · · ⊥ Vd . 
We have several examples having a nontrivial dual zero interval.
Example 4.13. (1) Let q be a prime power and d an odd positive integer. Let V (resp. V ′) be
the vector space F2d+1q (resp. F2dq ) equipped with nondegenerate quadratic form f (x1, . . . , x2d+1) =∑d
i=1 x2i−1x2i + x22d+1 (resp. g(x1, . . . , x2d) =
∑d
i=1 x2i−1x2i). Deﬁne X , X ′ to be the set of isotropic
subspaces of V , V ′ respectively. Then pairs (X,⊆) and (X ′,⊆) form regular semilattices. Note the
top ﬁber of (X,⊆) is the vertex set of the dual polar graph Bd(q) and the top ﬁber of (X ′,⊆) is the
vertex set of the dual polar graph Dd(q). Then each ﬁber X ′i is embedded into Xi , in particular Dd(q)
is embedded into Bd(q). We choose subsets appearing in Lemma 4.12 for n = 2, a = 1, b = d − 1 as
follows:
A1 = X ′1, A2 = X1 \ X ′1, B1 = X ′d−1, B2 = Xd−1 \ X ′d−1,
D1 = Dd(q), D2 = Bd(q) \ Dd(q),
D±1 are the vertex sets of halved graphs of Dd(q). Then subsets above satisfy the condition of
Lemma 4.12 with constants
λ11 =
(
qd − 1)/(q − 1), λ12 = 0, λ21 = (qd−1 − 1)/(q − 1), λ22 = qd−1,
μ+11 = μ−11 = 1, μ12 = q − 1, μ+21 = μ−21 = 0, μ22 = q + 1.
Applying Lemma 4.12 shows that there exists the dual zero interval containing {2, . . . ,d − 1}. In
fact D±1 has a dual zero interval {2, . . . ,d− 1}, namely has the dual degree set {1,d}. Since it has the
degree set {2,4, . . . ,d− 1}, D±1 in Bd(q) has the degree s = (d− 1)/2. Hence this satisﬁes t∗ = 2s− 1.
This example appeared in [9, Theorem 23].
(2) Let v be an integer such that v  2d. Let Ωv be a set of size v and X = {x⊆ Ωv | |x| d}. Then
a pair (X,⊆) forms a regular semilattice whose top ﬁber is the Johnson scheme J (v,d). Moreover,
the Johnson scheme J (v,d) is a Q -polynomial association scheme whose Q -polynomial ordering is
determined by the Riemann basis.
Let s, t be positive integers such that s < t < d. Let Y be a t-design in J (v,d). We will ﬁnd an
example having a dual zero interval containing {s + 1, . . . , t} in J (v + s,d). Let Ωs be a set of size s
such that Ωs ∩ Ωv = ∅ and set Ωv+s = Ωv ∪ Ωs . For a ﬁnite set A, we denote the set of all j-subsets
in A by
(A
j
)
.
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Ai =
{
x∪ y
∣∣∣ x ∈ ( Ωv
s − i + 1
)
, y ∈
(
Ωs
i − 1
)}
,
Bi =
{
x∪ y
∣∣∣ x ∈ ( Ωv
t − i + 1
)
, y ∈
(
Ωs
i − 1
)}
,
Di =
{
x∪ y
∣∣∣ x ∈ ( Ωv
d − i + 1
)
, y ∈
(
Ωs
i − 1
)}
,
D+1 = Y , D−1 = D1 \ D+1 ,
where i = 1, . . . , s + 1. Then subsets above satisfy the condition of Lemma 4.12 with constants
λi j =
(d−i+1
s− j+1
)( i−1
j−1
)
, μ+11,μ
−
11 are determined from the property of t-design Y in J (v,d), μ
+
i1 = μ−i1 = 0
for 2  i  n and μi j =
(v−t+i−1
d−t− j+i
)(s−i+1
j−i
)
for 1  i  n. Therefore the matrices (λi j) 1in
1 jn
and
(μi j) 1in
1 jn
are lower and upper triangular matrices with nonzero diagonal entries respectively. Ap-
plying Lemma 4.12 shows that D±1 in J (v + s,d) have a dual zero interval containing {s + 1, . . . , t}.
Similarly, a subset {x∪ Ωs | x ∈ Y } in J (v + s,d + s) has a dual zero interval containing {s + 1, . . . , t}.
These examples for s = 1 appeared in [4, Example 5.3].
(3) Let q be an integer with q  2. Let Q be a set of q-elements and consider a new symbol “∗”.
Deﬁne X to be the set of words of length d over Q ∪ {∗}, and deﬁne the partial order as follows: for
x = (x1, . . . , xd) and y = (y1, . . . , yd), x y if and only if xi = ∗ or xi = yi , for all i. Then a pair (X,)
forms a regular semilattice whose top ﬁber is the Hamming scheme H(d,q). Moreover, the Hamming
scheme is a Q -polynomial association scheme whose Q -polynomial ordering is determined by the
Riemann basis. We denote adjacency matrices and primitive idempotents of the Hamming scheme
H(d,q) by A(d)i and E
(d)
i (0 i  d) respectively. Assume that the ordering E
(d)
0 , E
(d)
1 , . . . , E
(d)
d deﬁnes
Q -polynomial ordering of the Hamming scheme H(d,q).
Let s be a positive integer. The Hamming scheme H(d + s,q) is described as a fusion scheme of
the product of schemes H(d,q) and H(s,q) as follows, see [3]. For association schemes (X ′,R′) and
(X ′′,R′′) where R′ = {R ′i | 0  i  d1} and R′′ = {R ′′j | 0  j  d2}, the product of these two is a
pair (X,R) such that X = X ′ × X ′′ and R = {Rij | 0  i  d1,0  j  d2} where for x = (x′, x′′) and
y = (y′, y′′) ∈ X , (x, y) ∈ Rij if and only if (x′, y′) ∈ R ′i and (x′′, y′′) ∈ R ′′j . Then the set of adjacency
matrices is {A′i ⊗ A′′j | 0  i  d1, 0  j  d2} where A′i , A′′j denote adjacency matrices of (X ′,R′)
and (X ′′,R′′) respectively, and the set of primitive idempotents is {E ′i ⊗ E ′′j | 0 i  d1, 0 j  d2}
where E ′i , E
′′
j denote primitive idempotents of (X
′,R′) and (X ′′,R′′) respectively. Take (X ′,R′) and
(X ′′,R′′) as the Hamming schemes H(d,q) and H(s,q) respectively, then we have
A(d+s)i =
∑
j+k=i
A(d)j ⊗ A(s)k ,
E(d+s)i =
∑
j+k=i
E(d)j ⊗ E(s)k .
Let t be an integer such that 2 t < d, and assume s < t . Let Y be a t-design and not (t+1)-design
in H(d,q) and x be a point in the vertex set of H(s,q). The vector χ := χY ⊗ ex is a (0,1)-vector,
so we regard this as the characteristic vector of a subset Yx in H(d + s,q). Then Yx has a dual zero
interval {s + 1, . . . , t}. Indeed for s + 1 i  t
E(d+s)i χ =
∑
j+k=i
E(d)j χY ⊗ E(s)k ex =
s∑
k=0
E(d)i−kχY ⊗ E(s)k ex = 0,
and similarly E(d+s)s χ = E(d)0 χY ⊗ E(s)s ex = 0, E(d+s)t+1 χ = E(d)t+1χY ⊗ E(s)0 ex = 0 hold. This example is
closely related to the object discussed in [7].
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In this section, we will discuss the spherical analogue of the dual zero interval as spherical designs.
First, we deﬁne the degree set, spherical designs and characterize spherical designs using Gegenbauer
polynomials and spherical characteristic matrices.
We deﬁne the degree set A(X) of a ﬁnite non-empty set X in Sd−1 as
A(X) = {〈x, y〉 ∣∣ x, y ∈ X, x = y},
and the degree s by the cardinality of the degree set A(X). Let A(X) = {α1, . . . ,αs} and α0 = 1, and
deﬁne Ri = {(x, y) ∈ X × X | 〈x, y〉 = αi} for each i ∈ {0,1, . . . , s} and RX = {R0, R1, . . . , Rs}. Let Ai
denote the adjacency matrix of the graph (X, Ri) for 0 i  s.
A polynomial F (x) is called an annihilator polynomial of a ﬁnite non-empty set X in Sd−1 if
F (α) = 0 for any α ∈ A(X).
Let Homl(Sd−1) be the vector space generated by the homogeneous polynomials of total degree
l over R in d variables whose domain is restricted to Sd−1. Let Harml(Sd−1) be the subspace of
Homl(Sd−1) consisting of all functions represented by harmonic polynomials of degree l.
For a positive integer t , a ﬁnite non-empty set X in the unit sphere Sd−1 is called a spherical
t-design in Sd−1 if the following condition is satisﬁed for all f (x) ∈ Homt(Sd−1):
1
|Sd−1|
∫
Sd−1
f (x)dσ(x) = 1|X |
∑
x∈X
f (x).
Here, σ is the Haar measure on Sd−1; |Sd−1| denotes the volume of the sphere Sd−1.
We deﬁne Gegenbauer polynomials {Qk(x)}∞k=0 on Sd−1 as
Q 0(x) = 1, Q 1(x) = dx,
k + 1
d + 2k Qk+1(x) = xQk(x) −
d + k − 3
d + 2k − 4 Qk−1(x).
Using the three-term recurrence formula of Gegenbauer polynomials, we can deﬁne non-negative
numbers qk(i, j) satisfying the following equation for non-negative integers i, j, k:
Q i(x)Q j(x) =
i+ j∑
k=|i− j|
qk(i, j)Qk(x).
It is well known that qk(i, j) > 0 if and only if |i − j|  k  i + j and k ≡ i + j (mod 2). We deﬁne
bk = 1|X |
∑
x,y∈X Qk(〈x, y〉) for each positive integer k.
The direct sum decomposition of Homl(Sd−1) is known, as
Homl
(
Sd−1
)= l/2⊕
k=0
Harml−2k
(
Sd−1
)
.
Let {φl,1, . . . , φl,hl } be an orthonormal basis of Harml(Sd−1) with respect to the inner product
〈φ,ψ〉 = 1|Sd−1|
∫
Sd−1
φ(x)ψ(x)dσ(x).
Then the addition formula for the Gegenbauer polynomial holds [8, Theorem 3.3], as
Lemma 5.1.
∑hl
i=1 φl,i(x)φl,i(y) = Ql(〈x, y〉) for any l ∈ N, x, y ∈ Sd−1 .
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Hl =
(
φl,i(x)
)
x∈X
1ihl
,
and deﬁne Fl = 1|X | HlHTl . It follows from Lemma 5.1 that Fl = 1|X |
∑s
i=0 Ql(αi)Ai for any l ∈ N.
Lemma 5.2. Letting X be a ﬁnite non-empty set in Sd−1 , and letting t be a positive integer, for non-negative
integers i, j, the spherical characteristic matrices satisfy
∥∥HTi H j∥∥2 = |X |
i+ j∑
k=|i− j|
qk(i, j)bk.
Proof. See Lemma 4.2. 
Let k,l denote the hk × hl matrix which equals the identity matrix if k = l and the zero matrix if
k = l. A criterion for spherical t-designs using Gegenbauer polynomials and the spherical characteristic
matrices is known [8, Theorems 5.3, 5.5].
Lemma 5.3. Let X be a non-empty ﬁnite set in Sd−1 . The following conditions are equivalent:
(1) X is a spherical t-design,
(2) bk = 0 for any k ∈ {1, . . . , t}, and
(3) HTk Hl = |X |k,l for 0 k + l t.
Next, we deﬁne a generalization of a spherical design and a spherical dual zero interval. For a
non-negative integer w and a positive integer t , a ﬁnite non-empty set X in the unit sphere Sd−1 is
called a spherical (w, t)-design in Sd−1 if the following condition is satisﬁed:∑
x∈X
f (x) = 0
for all polynomials f (x) = f (x1, . . . , xd) ∈⊕w+tl=w+1 Harml(Sd−1).
A spherical (0, t)-design coincides with a spherical t-design. Seymour and Zaslavsky showed the
following existence theorem:
Theorem 5.4. (See [10, Main Theorem].) Let Ω be a path-connected topological space provided with a positive
ﬁnite measure μ that satisﬁes μ(S) 0 for any measurable set S and μ(U ) > 0 for any no-empty open set.
Let f i : Ω → Rp be continuous integrable functions for i ∈ {1, . . . ,m}. Then a ﬁnite set X of Ω exists that
satisﬁes
1
μ(Ω)
∫
Ω
f i(x)dμ(x) = 1|X |
∑
x∈X
fi(x) for i ∈ {1, . . . ,m}.
Setting p=1, Ω = Sd−1, μ=σ and { f1, . . . , fm} is a basis of the linear space ⊕w+tl=w+1 Harml(Sd−1);
we can obtain the following existence theorem for spherical (w, t)-designs:
Corollary 5.5. For any positive integers w, t, d, a spherical (w, t)-design exists in Sd−1 .
As a spherical design, we can characterize spherical (w, t)-designs by Gegenbauer polynomials and
the spherical characteristic matrices as follows:
Lemma 5.6. Let X be a ﬁnite non-empty set in Sd−1 .
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(a) X is a spherical (w, t)-design,
(b) bk = 0 for any k ∈ {w + 1, . . . ,w + t},
(c) HTi H j = 0 for w + 1 |i − j|, i + j  w + t,
(d) HTk H0 = 0 for w + 1 k w + t,
(e) Fi F j = 0 for w + 1 |i − j|, i + j  w + t.
(2) The following are equivalent:
(a) bw > 0,
(b) HTi H j = 0 for |i − j| = w,
(c) HTwH0 = 0,
(d) Fi F j = 0 for |i − j| = w.
Proof. The equivalence of (b), . . . , (e) of (1) and of (a), . . . , (d) of (2) follows from the proof of Propo-
sition 4.3, so we verify the equivalence between (a) and (d) of (1). Since {φl,1, . . . , φl,hl } is a basis of
Harml(Sd−1), X is a spherical (w, t)-design if and only if∑
x∈X
f (x) = 0 for any f ∈ {φl,1, . . . , φl,hl }, l ∈ {w + 1, . . . ,w + t}. (5.1)
Additionally, (5.1) is equivalent to HTl H0 = 0 for any l ∈ {w + 1, . . . ,w + t}, which proves that (a) of
(1) is equivalent to (d) of (1). 
We deﬁne a spherical dual zero interval as follows.
Deﬁnition 5.7. Let X be a non-empty ﬁnite set in Sd−1. For a non-negative integer w and a positive
integer t , X has a spherical dual zero interval {w +1, . . . ,w + t} if bw+1 = · · · = bw+t = 0, bw = 0 and
bw+t+1 = 0.
If X = {x, y} with 〈x, y〉 = −1, then {bk}∞k=0 satisﬁes that bi is 0 if i is odd, and Q i(1) > 0 other-
wise. Therefore, a spherical dual zero interval of X is not necessarily uniquely determined. For a ﬁnite
non-empty set X in Sd−1, X is a spherical (w, t)-design and not (w, t+1)-design if and only if X has
a spherical dual zero interval {w + 1, . . . ,w + t}.
In Propositions 4.4, 4.5, Theorem 4.6 and Corollary 4.10, replacing {v∗i (x)}di=0, characteristic ma-
trices, a dual zero interval by {Q i(x)}∞i=0, spherical characteristic matrices, and a spherical dual zero
interval respectively, we obtain the following proposition. The proofs are exactly the same.
Proposition 5.8. Let X be a ﬁnite non-empty set in the unit sphere Sd−1 . Let F (x) be an annihilator polynomial
of X with degree l and let { f i}li=0 be the coeﬃcients of F (x) expressed in terms of the polynomials {Q i(x)}li=0 .
Then F (d) =∑lk=0 fkbk.
Proposition 5.9. Let X be a ﬁnite non-empty set in the unit sphere Sd−1 having a spherical dual zero interval
{w + 1, . . . ,w + t} and degree s. Then t  2s holds.
Theorem 5.10. Let X be a ﬁnite non-empty set in the unit sphere Sd−1 having a degree s. Assume that there
exists a non-negative integer w such that bw > 0 and for (k, l) ∈ {(x, y) ∈ {0,1, . . . ,w + s}2 | w + 1 
|x− y|},
Fk Fl = 0.
Then (X,RX ) is an s-class Q -polynomial association scheme.
Corollary 5.11. Let X be a ﬁnite non-empty set in the unit sphere Sd−1 having the spherical dual zero interval
{w + 1, . . . ,w + t} and degree s. If 2s − 1 t, then (X,RX ) is an s-class Q -polynomial association scheme.
134 S. Suda / Journal of Combinatorial Theory, Series A 119 (2012) 117–134Problem 5.12. Does there exist a ﬁnite non-empty set in the unit sphere Sd−1 satisfying the assump-
tion of Corollary 5.11?
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