In this paper we prove a sharp Ostrowski type inequality for random processes of certain classes. This inequality is later applied to a solution of the optimal recovery of the integral 1 0 ξ t dt, using the random variables ξ τ 1 , . . . , ξ τn as an information set, where τ 1 , . . . , τ n are random variables. We also consider the problem of the information set optimization.
Introduction
The problems of optimal recovery of operators and functionals is an important domain of Analysis. The first results in this area were obtained by Kolmogorov in 1940s, where the best linear methods of recovery for integrals (also known as optimal quadrature formulas) were considered.
The problem of optimal quadrature formulas is a partial case of the following general problem of optimal recovery. Let a metric space (X, h X ) and sets Z, Y , and W ⊂ Z be given. Assume also that mappings Λ : Z → X and I : W → Y are given. An arbitrary mapping Φ : Y → X is called a method of recovery of Λ on the class W given the informational mapping I. The error of recovery of Λ by the method Φ is E(Λ, W, I, Φ) = sup z∈W h X (Λ(z), Φ(I(z))). 
is called the optimal error of recovery of Λ on the class W based on the information given by the mapping I. The problem of optimal recovery is to find the optimal error of recovery E(Λ, W, I) and the optimal method of recovery Φ that delivers the infimum in (1) , if it exists. Another problem of interest is to find the best (among some set of addmissible) information operator I. The problem of optimal recovery is heavily studied. Many results in this area can be found in the monographs [1] , [2] , [3] , [4] and references therein.
We are interested in recovery of the integral of random processes on a class of processes that are determined by a majorant of their modulus of continuity. We cite several results concerning the problems of optimal recovery on the classes of functions that are defined by restrictions on the modulus of continuity of the functions or their derivatives.
In 1968 Korneichuk [5] considered the problem of optimal quadrature formulae on a multivariate class H ω of functions with given majorant of modulus of continuity.
In 1974 Motornyi [6] found the optimal quadrature formula n k=1 p k f (x k ) for the integral 2π 0 f (x)dx on the class W r H ω of univariate periodic functions with given a convex majorant ω for the modulus of continuity of the derivatives x (r) , x ∈ W r H ω , r > 3 is odd.
In 1975 Drozhzhina [7] obtained the optimal quadrature formulae for the integral 1 0 ξ t dt using the information about the random variables ξ t 1 , . . . , ξ tn on the class of random processes such that (E|ξ t − ξ s | 2 ) 1 2 ≤ ω(|t − s|). In 1979 Sukharev [8] obtained results on optimal quadrature formulae of the class of multivariate functions f : K → R, K ⊂ R n is a measurable set, such that |f (u) − f (v)| ≤ ρ(u, v) for all u, v ∈ K and ρ : K 2 → R satisfies the following conditions.
For each
Some other related results can be found in [9] , [10] , [11] , [12] and [13] . In [14] the problem of optimal quadratures for set-valued functions was considered. [15] contains results concerning a very broad generalizations of the classes H ω .
In 1938 Ostrowski [16] proved the following theorem.
Theorem. Let f : [−1, 1] → R be a differentiable function and let for all t ∈ (−1, 1) |f ′ (t)| ≤ 1 . Then for all x ∈ [−1, 1] the following inequality holds
The inequality is sharp in the sense that for each fixed x ∈ [−1, 1], the upper bound 1+x 2 2 cannot be reduced. Being interesting themselves, the Ostrowski type inequalities proved to be a useful tool for solving different extremal problems; in particular Ostrowski type inequalities can be applied to optimal recovery of integrals of the lowsmoothness function classes. For some results concerning Ostrowski type inequalities for random variables see [17] , [18] and references therein. Overall, the topic of Ostrowski type inequalities has a very broad bibliography, see for example [19] , [20] and [21] .
The goal of the article is to prove a sharp Ostrowski type inequality for a specific class of random processes and to apply it to the problem of optimal recovery of the integral.
The paper is organized as follows. In Section 2 we introduce the notations that will be used throughout the paper. In Section 3 we state and prove a sharp Ostrowski type inequality. Section 4 is devoted to the problem of integral optimal recovery. In Section 5 we consider the problem of information set optimization.
Notations
Let {Ω, F , P } be a probability space. For a random variable η, defined on the probability space {Ω, F , P }, set η ∞ := ess sup w∈Ω |η(w)|.
For a > 0 denote by R(a) the space of all random variables η on the space {Ω, F , P } such that η(w) ∈ [0, a] for all w ∈ Ω.
Everywhere below ω denotes a concave modulus of continuity, i. e. a continuous non-decreasing concave function ω :
For a > 0 denote by H ω (a) the class of functions x :
For a fixed τ ∈ R(a) denote by H ω τ (a) the set of all measurable random processes ξ t , t ∈ [0, a], defined on the probability space {Ω, F , P }, and such that for all η ∈ R(a)
Set H ω (a) := τ ∈R(a)
H ω τ (a), so that H ω (a) is the class of measurable processes such that inequality (2) holds for all τ, θ ∈ R(a).
In the case, when a = 1, we write H ω , H ω , H ω τ and R instead of H ω (1), H ω (1), H ω τ (1) and R(1) respectively.
Ostrowski type inequality
The following theorem gives an Ostrowski type inequality for random processes of the class H ω (a).
We prove the theorem in the case a = 1, the general case can be proved similarly. The proof of the theorem is given in the following paragraphs.
Some remarks about the proof of Theorem 1
It is enough to prove (3) for the case of simple random variable τ . The general case can be obtained using approximation of τ by simple random variables.
Let Ω 1 , . . . , Ω n ∈ F be pairwise disjoint sets with positive measures such that P n k=1 Ω k = 1, and τ (w) = τ k for w ∈ Ω k , k = 1, . . . , n.
For a fixed k ∈ {1, . . . , n} set
Hence without loss of generality we may assume that 0 ≤ τ k ≤ 1 2 , k = 1, . . . , n. Moreover, we can also assume that
Under the assumptions above, we have t * = 1 2 − τ 1 and the right hand side of (3) becomes
3.2. Estimate from above Lemma 1. Under the assumptions of Theorem 1 and of Paragraph 3.1, the inequality
holds for all ξ ∈ H ω τ , in particular for all ξ ∈ H ω .
For all ξ ∈ H ω τ one has
Analogously
Now set
Finally, inequalities (6)-(9), together with observation (4), give inequality (5) .
The lemma is proved.
A random process generated by a function
The following lemma gives a way to generate random processes from the class H ω , given a function x ∈ H ω .
In order to prove that ξ t ∈ H ω , it is enough to show, that the inequality
holds for arbitrary two simple random variables θ 1 and θ 2 . Assume that the pairwise disjoint measurable sets
Equality (10) follows from the definition of the process.
Estimate from below
Let the assumptions of Paragraph 3.1 hold. Consider the process ξ * t ∈ H ω , built according to Lemma 2 with F = Ω 1 and x(·) := ω(| · −τ 1 |) ∈ H ω . Then
which together with (4) gives the estimate
Optimal recovery of integrals

Statement of the problem
Let n ∈ N and random variables τ 1 , . . . , τ n ∈ R be given. For an arbitrary function ϕ : R n → R, the operator
is called a method of recovery of the integral ξ∈H ω
is called the error of recovery of the method S. We consider the following problem. For fixed n ∈ N and τ 1 , . . . , τ n ∈ R, find the value of the optimal recovery E(τ 1 , . . . , τ n ) := inf S e(τ 1 , . . . , τ n ; S),
and the optimal method of recovery S, on which the infimum in (13) is attained. In [7] , the problem of integral optimal recovery (13) was considered in the case when τ 1 , . . . , τ n are constants on an analogue of the class H ω .
Main result
For t ≥ 0 set
The following theorem gives a solution to the integral optimal recovery problem in a special case, when τ 1 , . . . , τ n contain "one degree of randomness".
Theorem 2. Let n ∈ N, τ ∈ R and the numbers 0 = t 1 < . . . < t n be such that τ + t n ≤ 1 almost everywhere. Set τ k := τ + t k , k = 1, . . . , n, and t * := τ − 1−tn 2 ∞ . Then
The optimal recovery method is S =
The proof of this theorem will follow from the results of subsequent paragraphs. 
Auxiliary result
Then ζ ∈ H ω τ (a − b) and ζ τ ≡ 0.
Equality ζ τ ≡ 0 follows from the definition of the process ζ. For a random variable θ ∈ R(a − b) set
Hence ζ ∈ H ω τ (a − b) and the lemma is proved.
Estimate from above
In this paragraph we prove that
Set α 0 := 0, α k := τ + t k +t k+1 2 , k = 1, . . . , n − 1, and α n = 1. Then c * k = α k − α k−1 , k = 1, . . . , n. Hence
Let ξ ∈ H ω and k ∈ {2, . . . , n − 1}. Then
Due to Lemmas 3 and 1, The latter inequality, together with inequalities (17), (18) and (19) give the estimate from above (16) .
Estimate from below
Below we prove that
It is enough to prove this inequality for the case of simple random variable τ such that assumptions from Paragraph 3.1 hold. For each ϕ : R n → R, taking into account that the class H ω is centrally symmetric, one has
Set s 0 := 0, s k := τ 1 + t k +t k+1 2 , k = 1, . . . , n − 1 and s n := 1. Using Lemma 2, define a random process ξ * t := ξ t (Ω 1 , x) , where
From the equivalent definition
if follows that x(t) ∈ H ω , hence ξ * t ∈ H ω . Moreover, since x(τ 1 + t k ) = 0, k = 1, . . . , n, one has ξ * τ k ≡ 0, k = 1, . . . , n, and hence, due to (21) ,
Evaluating the right hand side of the latter inequality, using representation (22) and the fact that t * = 1−tn 2 − τ 1 , we obtain the right hand side of (20).
Optimization of the informational set
Measurement times optimization
In this section we consider the problem of optimization of the information set {τ 1 , . . . , τ n }, in order to minimize the error of recovery. We consider the random process ξ t as some physical quantity and the random variables ξ τ k to be the measurements of this quantity at (possibly random) times τ k , k = 1, . . . , n.
It appears, that if the error of recovery is measured by the error for the "worst" function, as it is defined in (12) , then the possibility to choose time for measurements randomly does not give benefits compared to the case, when the measurements are done at some fixed, non-random times. More precisely, the following statement holds. The optimal measurement times are given by τ k = 2k−1 2n , k = 1, . . . , n. and the statement of the corollary follows from (15) . Let now the measurements be done by such device, that the first measurement is triggered by some random event (which occurs at the random time τ 1 ) and each of the rest n − 1 measurements are done at time τ k = τ 1 + t k , i. e. in t k time units after the first measurement, k = 2, . . . , n. The following statement optimizes the choice of the numbers t 2 , . . . , t n , given the information about τ 1 . 
then inf , k = 2, . . . , n.
The proof of this statement will be given in subsequent paragraphs.
Auxiliary results
Recall, that the vector a ∈ R d majorizes the vector b ∈ R d (denoted by
denote the i-th biggest coordinates of the vectors a and b respectively. Karamata's inequality [22] states, that for every convex function f and vectors x, y ∈ R d such that x ≻ y, one has
We need the following lemma. 
It is well known, see for example [23, The following lemmas will be used during the proof of Theorem 3.
Lemma 5. Let inequality (23) hold and s ∈ R n be admissible. Set
Then s M ≻ L. Moreover, if 
Then s m ≻ L. If
The proof is similar to the proof of Lemma 5.
Lemma 7. Let neither of inequalities (23) and (24) hold and s ∈ R n be admissible. Set
If inequality (26) holds, then s m ≻ L. If inequality (27) holds, then s M ≻ L.
From the conditions of the lemma it follows, that m < 1−M −m 2n−2 < M. Let inequality (26) hold. Then
where the first majorization follows from Lemma 4 and the second one follows from the inequalities s n − m ≥ M > 1−M −m 2n−2 . The inequality s m ≻ L now follows from Lemma 4.
The second statement of the lemma follows from similar arguments, using the inequalities s n − M ≤ m < 1−M −m 2n−2 . The lemma is proved.
Proof of Theorem 3
The vector with coordinates s k := t k+1 −t k , k = 1, . . . , n−1, s n := 1−t n is admissible. Obviously, the numbers t k , k = 1, . . . , n, are uniquely determined by an admissible vector s ∈ R n .
Note, that if (26) holds, then τ − sn 2 ∞ = sn 2 − m and hence, due to The inequalities from below for the value of E(τ 1 , . . . , τ n ) now follow from Lemmas 5, 6 and 7 and Karamata's inequality. Thus it is sufficient to show, that the estimates from below are attained.
Let inequality (23) where τ * k are determined by the numbers s * k , k = 1, . . . , n. The theorem is proved.
