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Abstract
Markov decision processes (MDPs) are
widely used in modeling decision making
problems in stochastic environments. How-
ever, precise specification of the reward func-
tions in MDPs is often very difficult. Recent
approaches have focused on computing an op-
timal policy based on the minimax regret cri-
terion for obtaining a robust policy under un-
certainty in the reward function. One of the
core tasks in computing the minimax regret
policy is to obtain the set of all policies that
can be optimal for some candidate reward
function. In this paper, we propose an ef-
ficient algorithm that exploits the geometric
properties of the reward function associated
with the policies. We also present an approx-
imate version of the method for further speed
up. We experimentally demonstrate that our
algorithm improves the performance by or-
ders of magnitude.
1 Introduction
Markov Decision Processes (MDPs) have been a pop-
ular model for stochastic sequential decision making
problems (Puterman 1994). Once we obtain the MDP
model of the problem, we can solve it efficiently using
various methods such as value iteration, policy iter-
ation, or linear programming (LP) solver. However,
the specification of model parameters, the transition
probabilities and the rewards, can be a difficult task.
For example, since the transition probabilities are esti-
mated from the data or specified by the domain expert,
there inevitably exists uncertainty regarding the accu-
racy of the estimation, which affects the real perfor-
mance of the optimal policy obtained from the model.
The specification of rewards poses a greater challenge
in the sense that the current practice involves manual
specification by the domain expert, and estimating it
from the data still remains as an emerging research
area, e.g., inverse reinforcement learning (Ng and Rus-
sell 2000).
Over the recent years, a significant body of research
has dealt with finding the robust solution to MDPs
with imprecisely specified parameters. While most of
the work in the past uses the maximin criterion to
address the uncertainty in the transition probabilities
only (White and Eldeib 1994; Nilim and Ghaoui 2005)
or both (White and Eldeib 1986; Givan et al. 1997),
some recent approaches solely focus on the imprecise
specification of rewards (Delage and Mannor 2009; Xu
and Mannor 2009; Regan and Boutilier 2009; Regan
and Boutilier 2010). This is not only because the re-
wards are more difficult to specify than the transition
probabilities, but also the uncertainty in the rewards
is an important subject for preference elicitation al-
gorithms (Regan and Boutilier 2009). The minimax
regret criterion was also proposed for computing the
robust policy for MDPs with imprecise rewards (Xu
and Mannor 2009; Regan and Boutilier 2009; Regan
and Boutilier 2010). The challenge is in finding an
effective algorithm to address the intractability result
for computing the minimax regret policy.
In this paper, we propose an efficient algorithm for
computing the minimax regret policy. Specifically,
we build on the piWitness algorithm by Regan and
Boutilier (2010) for computing the set of nondomi-
nated policies that are optimal for some reward func-
tion. Instead of using linear programming (LP) in find-
ing nondominated policies, we leverage the condition
on the reward function that makes a nondominated
policy optimal. This technique allows the running
time of our method to become linear in the number of
nondominated policies. Since the number of nondom-
inated policies is a dominant factor for the running
time of the piWitness algorithm, our method is orders
of magnitude faster. We also propose an anytime al-
gorithm based on the same technique and empirically
compare it with the anytime version of the piWitness
algorithm.
2 Background
In this section, we cover the fundamentals of MDPs,
reward-uncertain MDPs, and the definition of the min-
imax regret criterion for reward-uncertain MDPs. We
also overview the previous work on computing the min-
imax regret policy of reward-uncertain MDPs.
2.1 Markov Decision Processes (MDPs)
An MDP with an infinite-horizon, finite state and ac-
tion spaces is defined as 〈S,A, T, r, α, γ〉, with the set S
of n states, the set A of m actions, the state transition
function T which is defined as T (s, a, s′) = Pr(s′|s, a),
the reward function r(s, a), the initial state distribu-
tion α, and the discount factor γ ∈ [0, 1).
A (deterministic) policy in MDPs is a mapping pi :
S → A with the associated value function V pi defined
as
V pi(s) = r (s, pi(s)) + γ
∑
s′∈S
T (s, a, s′)V pi(s′) (1)
which is the expected discounted sum of rewards for
each state when executing the policy pi. Using vec-
tor notations, the reward function is denoted as an
nm-dimensional vector r, and the transition function
is denoted as an nm × n matrix T. We also use n-
dimensional vector rpi and n× n matrix Tpi to denote
the reward and transition functions for policy pi. We
can then rewrite Equation (1) as
Vpi = rpi + γTpiV
pi. (2)
The Q-function Q : S×A→ R represents the expected
value of taking action a followed by the execution of
policy pi. Using vector notation, it is defined as
Qpia = ra + γTaV
pi (3)
Each policy pi has an associated occupancy frequency
fpi defined as
fpi(s, a) =
∑
s′
α(s′)
∞∑
t=0
γtPrpi(St = s,At = a|S0 = s
′)
which is the total discounted probability of being in
state s and executing action a. fpi can be obtained
from the equation
γE⊤pi f
′pi + α = 0,
where Epi is an n× n matrix with
Epi(s, s
′) =
{
T (s, pi(s), s′) if s 6= s′
T (s, pi(s), s′)− 1
γ
if s = s′
and f ′
pi
is an n-dimensional vector so that
fpi(s, a) =
{
f ′pi(s) if a = pi(s)
0 otherwise
On the other hand, we can obtain pi from fpi using
pi(s, a) =
fpi(s, a)∑
a′ f
pi(s, a′)
for a randomized policy, and pi(s) = argmaxa f
pi(s, a)
for a deterministic policy. In addition, the expected
discounted sum of rewards by following policy pi can
be obtained using
α⊤Vpi = r⊤fpi. (4)
Thus, we can interchangeably use the terms policy and
occupancy frequency.
If we generalize Epi to cover the set of all policies,
E(sa, s′) =
{
T (s, a, s′) if s 6= s′
T (s, a, s′)− 1
γ
if s = s′
then any f satisfying the equation
γE⊤f + α = 0
is called a valid occupancy frequency since it is associ-
ated to some policy. Hence, if we let F be the set of
all valid occupancy frequencies, it corresponds to the
set of all possible policies.
The relationship between pi and fpi becomes more ev-
ident when we use linear programming (LP) to solve
MDPs. The primal LP is formulated
minV α
⊤V
s.t. V (s) ≥ r(s, a) + γ
∑
s′
T (s, a, s′)V (s′) ∀s, a
of which the dual LP is formulated as
maxf r
⊤f
s.t. γE⊤f + α = 0 (5)
f ≥ 0.
Note that the solution of the dual LP is the occupancy
frequency of the optimal policy.
2.2 Reward-Uncertain MDPs and Minimax
Regret Policies
The exact specification of the reward function can
be difficult in practice. The reward-uncertain MDP
(RUMDP) (Regan and Boutilier 2010) extends the
standard MDP by allowing a set of feasible reward
functions instead of requiring a single exact reward
function. The RUMDP is defined by 〈S,A, T,R, α, γ〉
where R is the space of feasible reward functions, re-
placing the reward function r in the standard MDP.
Hence, the uncertainty in the reward function is con-
fined to the space R. In addition, following the origi-
nal work on RUMDPs, we assume that R is a bounded
and convex polytope defined by the set of linear con-
straints {r|Ar ≤ b}. We use |R| to denote the number
of constraints (the number of rows in A) and dim(R)
to denote the dimension of R.1
Given an RUMDP, we want to find a policy that
is robust to the uncertainty in the reward function.
We thus require a criterion to compare the robust-
ness of policies. We adopt the minimax regret crite-
rion (Boutilier et. al. 2006, Xu and Mannor 2009,
Regan and Boutilier 2009, Regan and Boutilier 2010),
which is defined as
MMR(R) = min
f∈F
max
g∈F
max
r∈R
r⊤g − r⊤f . (6)
The formulation can be viewed as if there is an ad-
versary choosing the reward function r to maximize
the loss with respect to the optimal policy (i.e. occu-
pancy frequency) g, while our agent is selecting policy
f to minimize the loss. The minimax regret corre-
sponds to the worst-case bound on the loss. Formally,
let fMMR(R) = argminf maxg maxr r
⊤g − r⊤f be the
minimax regret policy and MMR(R) be the minimax
regret achieved. Then, given any realization of r, no
policy can outperform f by more than MMR(R) in
terms of the expected value.
2.3 Computing Minimax Regret Policies
Although the minimax regret is a natural criterion
for robustness, computing the minimax policy for a
RUMDP is known to be NP-hard (Xu and Mannor
2009). A number of approaches exist, but we only
review those involving nondominated policies.
A policy g is defined to be nondominated with respect
to the feasible reward space R if and only if
∃r ∈ R s.t. r⊤g ≥ r⊤f , ∀f ∈ F,
which states that a nondominated policy should be op-
timal for some feasible reward function. Let Γ denote
the set of nondominated policies. The set Γ is use-
ful for computing the minimax policy in equation (6)
because, for any f ∈ F , (argmaxg∈F maxr∈R r
⊤g −
1Generally speaking, dim(R) is equal to the dimension
of r, i.e., |S| × |A|. In some cases, however, the reward
function can be compactly represented in a factored form,
so that dim(R) is proportional to the number of basis func-
tions and significantly less than |S| × |A|.
r⊤f) ∈ Γ. We can verify this property from the fact
that the policy g is chosen to maximize the expected
value for some reward r ∈ R. In addition, if we view
the minimax regret policy as a randomization over a
set of deterministic policies, the probability of choos-
ing a dominated policy can be made be zero since there
should be a nondominated policy that performs better.
Xu and Mannor (2009) propose the following LP for-
mulation for computing the minimax regret policy of
RUMDP with R = {r|Ar ≤ b} using the set Γ of
nondominated policies:
minz,c,δ δ
subject to
∑|Γ|
i=1 ci = 1
c ≥ 0
δ ≥ b⊤zi
A⊤zi + Γˆc = gi
zi ≥ 0

 i = 1, . . . , |Γ|
where Γˆ is the matrix formed by taking the elements in
Γ as columns. The |Γ|-dimensional vector c represents
the convex combination of nondominated policies in
the minimax regret policy. The last three constraints
are from the dual of
maxr r
⊤(gi − c
⊤Γˆ)
subject to Ar ≤ b
for each adversarial policy gi ∈ Γ. The overall LP has
O(|R||Γ|) variables and O(|Γ|) constraints.
Since |Γ| can be very large, Regan and Boutilier (2010)
propose ICG-ND, a technique based on constraint gen-
eration for LPs. Given the subset GEN of possible
adversarial policies and rewards, the minimax regret
policy can be found by LP
minf ,δ δ
subject to r⊤i gi − r
⊤
i f ≤ δ ∀〈gi, ri〉 ∈ GEN
γE⊤f + α = 0
In order to iteratively generate the set GEN, an LP
is solved for each g ∈ Γ to determine the reward that
maximizes the regret for the current solution f :
minr r
⊤g − r⊤f
subject to Ar ≤ b
The g with the largest objective value is regarded as
the maximally violated constraint, and included into
GEN along with the associated r.
While it is evident from ICG-ND that the set Γ of non-
dominated policies is important in computing minimax
regret policies, enumerating the set Γ still remains as
a challenge. Hence, Regan and Boutilier (2010) pro-
pose the piWitness algorithm for the exact computa-
tion of Γ. The algorithm incrementally constructs the
Algorithm 1: The piWitness Algorithm
begin
r← some arbitrary r ∈ R
f ← findOptPolicy(r)
Γ← {f}
agenda← {〈r, f〉}
while agenda is not empty do
f ← next item in agenda
for s, a do
r′ ← findWitnessRewardFn(f , s, a,Γ)
while witness found do
f ′ ← findOptPolicy(r′)
add f ′ to Γ
add 〈r′, f ′〉 to agenda
r′←findWitnessRewardFn(f , s, a,Γ)
set of nondominated policies by finding a reward func-
tion that makes some policy optimal but not yet in
Γ. This method is analogous to the witness algorithm
in the POMDP literature. Algorithm 1 presents the
pseudo-code of the algorithm.
findOptPolicy(r) computes an optimal policy for the
MDP with reward r. We can use any MDP algorithm
for this procedure, e.g., value iteration, policy itera-
tion, or LP.
findWitnessRewardFn(f , s, a,Γ) attempts to find r
for which a local adjustment of f at (s, a) has higher
value than any f ′ ∈ Γ by solving an LP. This LP has
O(|Γ|) constraints and O(|S||A|) variables.
Its running time is polynomial in |Γ|, |S|, and |A|, but
not linear in |Γ|. Since |Γ| ≫ |S||A| in general, the
size of Γ is a dominant factor in running time of the
piWitness algorithm. In the later section, we empir-
ically show that computing Γ takes much more time
than ICG-ND alone. Hence, improvement in comput-
ing Γ is critical to the efficient computation of the min-
imax regret policies in RUMDPs.
3 Geometric Traversal for
Nondominated Policies
In this section, we present our algorithm for computing
the set of nondominated policies in RUMDPs, lever-
aging the optimality condition of reward function in
MDPs.
3.1 Optimality Condition for Rewards
Consider an MDPM = 〈S,A, T, r∗, α, γ〉 with an opti-
mal policy pi. If the change ∆r in the reward function
r∗ is very small, pi may still remain as an optimal pol-
icy. Treating the reward function r = r∗ + ∆r as a
variable vector, we can obtain a necessary and suffi-
cient condition for r that guarantees the optimality of
pi using the result in (Ng and Russell 2000):
Vpi ≥ Qpia ∀a.
Using equations (2) and (3), the above inequality be-
comes
rpi + γTpiV
pi ≥ ra + γTaV
pi ∀a. (7)
Note also that, from equation (2),
Vpi = (I− γTpi)
−1rpi = (−γEpi)
−1rpi.
Hence equation (7) becomes ∀a,
rpi − γTpi(γEpi)
−1rpi ≥ ra − γTa(γEpi)
−1rpi
⇔ rpi + (I− γTpi)(γEpi)
−1rpi
≥ ra + (I− γTa)(γEpi)
−1rpi
⇔ rpi − γEpi(γEpi)
−1rpi ≥ ra − γEa(γEpi)
−1rpi.
Since the left-hand side rpi − γEpi(γEpi)
−1rpi = 0, we
obtain
r−E(γEpi)
−1rpi ≤ 0.
Using the definitions r = r∗ +∆r and rpi = rpi +∆rpi,
we have
r∗ +∆r−E(γEpi)
−1(r∗pi +∆rpi) ≤ 0. (8)
We refer to equation (8) as the reward optimality con-
dition with respect to policy pi. It yields the set of lin-
ear inequalities for the changes in the reward function
∆r(s, a) that defines the boundary around r∗ where pi
remains as optimal.
The reward optimality condition is essentially equiva-
lent to performing sensitivity analysis on LP (Bertsi-
mas and Tsitsiklis 1997) for solving the MDP in equa-
tion (5). However, we cannot leverage LP solvers for
computing the exact boundary since their sensitivity
analysis results project the system of inequalities into
each state and action, i.e., the change in the reward
function is analyzed independently for each state and
action.
3.2 Geometric Traversal Algorithm
The reward optimality condition in equation (8) is es-
sentially a set of inequalities, each of which describes
a hyperplanar boundary. Note that the region de-
fined by the reward optimality condition is a convex
bounded polytope. The space of feasible reward func-
tions is visualized in Figure 1 (a). The space is par-
titioned into the regions defined by the reward opti-
mality condition, each region corresponding to a non-
dominated policy. Hence, we can view the partitioned
Figure 1: An example of 2-dimensional feasible reward
function space R (bold polygon) and its partition in-
duced by nondominated policies. (a) Reward regions
(polygons) of each nondominated policy in R. (b)
Graph representation of the nondominated policies.
space as a connected undirected graph with nodes cor-
responding to nondominated policies and edges cor-
responding to the adjacency of their optimal reward
regions, as shown in Figure 1 (b).
Our geometric traversal algorithm for finding nondom-
inated policies essentially constructs this graph using
the reward optimality condition. Since all the nodes
are connected, any exhaustive traversal algorithm can
be used, e.g., breadth-first or depth-first. Algorithm 2
presents the pseudo-code of the algorithm.
findRewardOptRgn(r, f) constructs the set of hy-
perplanes defined by the reward optimality condition
in equation (8). Specifically, it computes the set H of
hyperplanes, where each hyperplane h ∈ H is repre-
sented as c⊤h r ≤ dh. Hence each hyperplane can be
represented as a pair 〈ch, dh〉. Each hyperplane corre-
sponds to one of the edges in the graph of nondomi-
nated policies.
findAdjRewardFn(h,H) yields a reward function
which is located in the adjacent reward region across
the hyperplane h. It is obtained by solving the follow-
ing LP with a small positive constant δ for excluding
Algorithm 2: Geometric Traversal Algorithm
begin
r← some arbitrary r ∈ R
f ← findOptPolicy(r)
Γ← {f}
agenda← {〈r, f〉}
while agenda is not empty do
〈r, f〉 ← next item in agenda
H ← findRewardOptRgn(r, f)
for h ∈ H do
r′ ← findAdjRewardFn(h,H)
if r′ is found then
f ′ ← findOptPolicy(r′)
if f ′ /∈ Γ then
add f ′ to Γ
add 〈r′, f ′〉 to agenda
points exactly on h:
maxr′ 0
s.t. Ar′ ≤ b
c⊤h′r
′ ≤ dh′ if h
′ 6= h
c⊤h′r
′ ≥ dh′ + δ if h
′ = h
}
∀h′ ∈ H
(9)
Note that the reward region of interest is adjacent to
the current reward region by h, since we reverse the
direction of the inequality for h while keeping every
other h′ ∈ H unchanged. If the above LP yields a fea-
sible solution, it implies that there exists an adjacent
reward region with potentially a new nondominated
policy.
Upon the termination of the geometric traversal al-
gorithm, Γ will be the complete set of nondominated
policies. If we implement Γ using a hash set, all the
set operations used in the algorithm take O(1) time.
The running time of our geometric traversal algorithm
is polynomial in |S| and |A|, and linear in |Γ| since:
• Each call to findRewardOptRgn(r, f) takes
O(|S|2|A|dim(R)) and is called |Γ| times. Note
that the running time of the procedure is inde-
pendent of |Γ|.
• Since the size of each H is at most |S||A|,
findAdjRewardFn(h,H) is called at most
|S||A| times for each f ∈ Γ, hence it is called a to-
tal of |Γ||S||A| times. Each call to the procedure
requires solving an LP with dim(R) variables and
|H| ≤ |S||A| constraints, of which the running
time is independent of |Γ|.
• findOptPolicy(r) is called only when an ad-
jacent reward function is found, so it is called
Algorithm 3: Approximate Geometric Traversal Al-
gorithm
begin
Γ← {}
agenda← {}
while Γ is not sufficiently gathered do
r← some arbitrary r ∈ R
l← arbitrary straight line passing through r
f ← findOptPolicy(r)
add f to Γ
add 〈r, f〉 to agenda
while agenda is not empty do
〈r, f〉 ← next item in agenda
H ← findRewardOptRgn(r, f)
{r1, r2} ← find two intersections from H
for r′ ∈ {r1, r2} do
f ′ ← findOptPolicy(r′)
add 〈r′, f ′〉 to agenda
if f ′ /∈ Γ then
add f ′ to Γ
O(|Γ||S||A|) times. The running time of the pro-
cedure is again independent of |Γ|.
In short, each iteration in the while loop takes the run-
ning time polynomial in |S| and |A|, but independent
of |Γ| , so the overall time complexity of the geometric
traversal algorithm is linear in |Γ|.
3.3 Approximate Method For Computing
Nondominated Policies
Although the geometric traversal algorithm signifi-
cantly improves the running time, it still can take a
large amount of time since the algorithm collects ev-
ery nondominated policy, potentially as many as |A||S|.
Regan and Boutilier (2010) propose a method for com-
puting a subset of nondominated policies, using the
piWitness algorithm in an anytime manner. Using a
subset of nondominated policies, they use ICG-ND to
compute an approximate minimax regret policy.
Since our algorithm also incrementally constructs Γ,
it can be also used in an anytime fashion to com-
pute a subset of nondominated policies. The idea is
to traverse in each iteration a subset of adjacent re-
ward regions that are encountered while moving along
a straight line. Specifically, our approximate algorithm
starts with an arbitrary reward function r in R and a
random straight line l that passes through r. All the
points r′ on the line l with direction vector w are rep-
resented by the equation r′ = r+w · t.
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Figure 2: Running times of algorithms on 100 random
instances of RUMDP with |S| = 8, |A| = 5,dim(R) =
2.
Then, once we compute the setH of hyperplanes defin-
ing the boundary of the current optimal reward region
using findRewardOptRgn(r, f), we can obtain the
intersection of line l and hyperplane h ∈ H by solving
the system of linear equations:
r′ = r+w · t
c⊤h r
′ = dh
Two intersections with line l and the boundary de-
fined by H is obtained by taking r′ with the minimum
among the positive solutions and the maximum among
the negative solutions of t. By adding and subtracting
a small positive constant δ to the solutions, we ob-
tain the rewards in the two adjacent reward regions.
Once we gather all the adjacent reward regions along
the current line l, we restart with an arbitrary reward
function r and a new random straight line l. Algo-
rithm 3 presents the pseudo-code of our approximate
method based on the geometric traversal algorithm.
4 Experiments
We tested the performance of our algorithm on ran-
domly generated instances of RUMDPs with differ-
ent state sizes and reward function dimensions. For
each setting of the state size and the reward func-
tion dimension, we randomly generated 100 instances
of RUMDPs, following the same experimental evalua-
tion setup in (Regan and Boutilier 2010). We ran geo-
metric traversal (GT) algorithm, piWitness, and ICG-
ND. Note that GT and piWitness are used to precom-
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Figure 3: The running times of GT and piWitness on larger RUMDPs.
pute the set Γ of nondominated policies, while ICG-ND
computes the minimax regret policy using Γ.
Figure 2 compares the running times of the algorithms
with respect to different sizes of Γ. The figure shows
the running time plots of piWitness only, GT only,
piWitness with ICG-ND, and GT with ICG-ND. First,
notice from the graph that whether we use piWitness or
GT, computing Γ is the dominant factor in the overall
running time for computing the minimax regret policy.
Second, GT is significantly faster than piWitness due
to its time complexity linear in |Γ|.
When the running times are compared on larger
RUMDPs, the performance gain achieved by GT is
much clearer. Figure 3 shows the comparisons of
running times on 5 different settings in the sizes of
RUMDPs. It is evident from the graph that we typi-
cally obtain several magnitudes of order improvement
in the running time using GT.
We also experimented with the approximate version
of GT. Table 1 summarizes the results on RUMDPs
with different sizes. For each of the 4 size settings,
we generated 5 to 10 random instances of RUMDPs,
and ran approximate GT and anytime piWitness al-
gorithms until the relative error in the minimax re-
gret falls below 10%, 5% and 1%, or time out at 20
minutes. We measured the execution time and the
number of produced nondominated policies upon ter-
mination. As expected, our approximate GT signifi-
cantly outperformed anytime piWitness in terms of ex-
ecution time, while generating significantly more non-
dominated policies due to the lack of a prioritization
heuristic. Developing a good heuristic for approximate
GT remains as a future work.
All the algorithms were implemented in Java, and
CPLEX 12.1 was used as the LP solver.
5 Conclusion
We have presented methods to significantly improve
the speed of computing the minimax regret policies
in RUMDPs. Specifically, we identified that the
bottleneck of the state-of-the-art RUMDP algorithm,
piWitness, is in computing the set of nondominated
policies, and proposed an efficient algorithm that ex-
ploits the geometric properties of reward functions as-
sociated with nondominated policies. The end result
is a linear time algorithm with respect to the number
of nondominated policies in the model, achieving or-
ders of magnitude performance improvement. We also
presented an approximate version of the method which
does not depend on solving any LP. Experimental re-
sults show that the approximate method outperforms
anytime version of the piWitness algorithm in terms of
execution time.
There are a number of future research directions worth
pursuing. First, it would be useful to extend the al-
|S| |A| dim(R) |Γ| MMR error
Approximate GT Anytime piWitness
time (sec) |Γˆ| time (sec) |Γˆ|
16 5 2 30.5
< 1% 0.3 14.0 2.6 14.4
< 5% 0.3 12.7 2.5 14.3
< 10% 0.3 11.7 0.4 10.3
32 5 3 716.4
< 1% 4.0 164.2 n/a n/a
< 5% 3.25 154.6 108.9 71.1
< 10% 2.82 137.9 81.0 61.6
64 5 3 1252.2
< 1% 26.2 456.8 n/a n/a
< 5% 22.0 442 356.8 50.3
< 10% 14.0 344 205.5 44.7
64 5 4 10696.8
< 1% 32.5 841.6 n/a n/a
< 5% 26.1 729.6 243.1 72.2
< 10% 19.2 575.2 146.8 55.8
Table 1: Experimental results of approximate GT and anytime piWitness.
gorithm to factored domains. Our approach currently
requires construction of |S||A| hyperplanes that define
the reward optimality condition, but we conjecture
that we can obtain a compact representation. Sec-
ond, although we achieved significant running time im-
provement in anytime performance, but we currently
lack a heuristic to prioritize nondominated policies,
producing a significantly larger set of nondominated
policies than piWitness to achieve the same level of
minimax regret error. It would be interesting to inves-
tigate whether we can adapt the idea behind the Regan
and Boutilier (2009) heuristic into our algorithm.
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