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Many of the existing stochastic models of gene expression contain the first-order decay reaction
term that may describe active protein degradation or dilution. If the model variable is interpreted
as the molecule number, and not concentration, the decay term may also approximate the loss of
protein molecules due to cell division as a continuous degradation process. The seminal model of
that kind leads to gamma distributions of protein levels, whose parameters are defined by the mean
frequency of protein bursts and mean burst size. However, such models (whether interpreted in
terms of molecule numbers or concentrations) do not correctly account for the noise due to protein
partitioning between daughter cells.
We present an exactly solvable stochastic model of gene expression in cells dividing at random
times, where we assume description in terms of molecule numbers with a constant mean protein burst
size. The model is based on a population balance equation supplemented with protein production
in random bursts.
If protein molecules are partitioned equally between daughter cells, we obtain at steady state
the analytical expressions for probability distributions similar in shape to gamma distribution, yet
with quite different values of mean burst size and mean burst frequency than would result from
fitting of the classical continuous-decay model to these distributions. For random partitioning of
protein molecules between daughter cells, we obtain the moment equations for the protein number
distribution and thus the analytical formulas for the squared coefficient of variation.
I. INTRODUCTION
Genetically identical cells in a proliferating microbial
population may differ not only in their cell-cycle age,
volume or growth rate, but also in the copy numbers of
molecules, in particular, the protein molecules. Even if
the dependence of gene expression on growth rate [1–
4] and cell-cycle stage [5] can be neglected, there still
remain at least two factors causing fluctuations in the
molecule numbers between individual cells: First, gene
expression is an inherently stochastic process because of
the small number of molecules involved in biochemical
reactions. Second, molecules, including proteins, are par-
titioned between daughter cells at cell division in a more
or less random manner [6, 7].
Yet, many stochastic models of gene expression neglect
the protein partitioning [8]. The classical models with a
first-order decay reaction term [9–12] may be interpreted
in two ways: (i) If the model describes the protein levels
in terms of molecule numbers, then the degradation term
describes not only a possible active protein degradation
(rare in bacteria [13]) but it also mimicks the effect of cell
division. However, this description neglects the fluctua-
tions both due to the abrupt protein loss at cell division
(which are present even at the half-by-half protein par-
titioning) and due to a possible random partitioning of
the molecules between cells. (ii) If the same classical
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model describes the protein levels in terms of concentra-
tions, then the continuous degradation term reflects, be-
sides possible active degradation, the dilution due to cell
growth. Under the assumption of a perfectly equal pro-
tein partitioning, the concentrations remain unchanged
at cell division. However, if protein partitioning is ran-
dom, then it should result in concentration fluctuations
(at binomial partitioning, they extinct at high gene ex-
pression levels), and these fluctuations are neglected in
the conventional model.
Based on the classical models of gene expression where
proteins are assumed to be produced in random transla-
tional bursts [9–12] and on the population balance equa-
tions [14–16], we propose a minimal analytically tractable
model of gene expression in a population of dividing cells.
This model directly accounts for the protein loss at cell
division and random partitioning of the molecules be-
tween daughter cells.
The manuscript is organized as follows: Sec. II
presents the theoretical model. In Sec. III A we calculate
the moments of the steady-state protein number distribu-
tion for any symmetric random partitioning of proteins
between daughter cells. In Sec. III B we show that a
noise floor, i.e. the absolute lower bound for noise as a
function of mean protein number, occuring for highly ex-
pressed proteins, arises in the model as a consequence of
protein loss at cell division. This kind of a noise floor is a
property of the description in terms of molecule numbers.
In Sec. III C we compare the protein number distribu-
tions resulting from our model to the distributions from
the seminal Friedman’s model [11]. In Sec. III C 1 we
2show that if both distributions have the same mean and
variance then the underlying mean burst frequency and
mean burst size may differ. In Sec. III C 2 we obtain the
analytical form of the protein number distribution for
the half-by-half protein partitioning and we show that
its shape is very similar to the shape of a gamma dis-
tribution from the Friedman’s model [11]. In Sec. III D
we analyze the behavior of the distribution tails for large
protein numbers. In Sec. III E we compare the squared
coefficient of variation of our model to the existing exper-
imental data. Section IV contains discussion and conclu-
sions.
II. MODEL
We combine the analytical framework first introduced
by Friedman et al. [11] with the population balance equa-
tion (PBE) [14–16], a standard tool for modelling micro-
bial populations.
In Ref. [11], gene expression was described as a com-
pound Poisson process with random Poissonian events of
protein production, where a random number of protein
molecules was produced at once in each such event. The
protein burst size u was drawn from a distribution ν(u).
Originally, ν(u) was assumed to be an exponential dis-
tribution [11], based on the experimental data for E. coli
[10, 17], but here we will relax this assumption. Protein
production was counterbalanced in the Friedman’s model
[11] by a continuous, deterministic protein decay term.
The model allowed self-regulation: The burst occurrence
rate k was modulated by a transfer function hp(x), de-
pendent on the current protein level x. We note that the
continuous variable x was assumed to be protein concen-
tration in Ref. [11]. However, in this study, we interpret
x as the molecule number. This distinction is crucial be-
cause cell division exactly by half maintains a constant
protein concentration, whereas the protein number drops
by 1/2. If protein production bursts are constant in terms
of molecule number, then their size in the units of con-
centration decreases in growing cells.
Therefore, we treat here the theoretical framework of
Ref. [11] as a continuous approximation to discrete fixed
cell size gene expression models, cf. e.g. [18], and not
in its original interpretation, as a model describing evo-
lution of protein concentration in growing and dividing
cell. Within the model proposed in Ref. [11], the first
order decay term describes both true protein degradation
(if present) and protein dilution due to cell growth.
On the other hand, population balance equation (PBE)
describes the time evolution of the cell number density
in a proliferating microbial population [14, 15]. At cell
division, protein molecules are partitioned according to
x → {qx, (1 − q)x}, where x ∈ [0,∞) is a continu-
ous protein copy number, and not protein concentration,
whereas the division ratio 0 ≤ q ≤ 1 is a random number,
drawn from the division ratio probability density func-
tion (PDF) η(q) = η(1 − q). Within the PBE approach
as used in [14–16], protein production is described as a
deterministic process. However, both protein production
rate and cell division rate may depend on x in a nontrvial
way.
By merging both the above theoretical frameworks, we
get the time-evolution equation for p(x, t), a PDF of the
protein number x at time t in the population of cells
(Appendix A):
∂p(x, t)
∂t
= −
∂
∂x
[g(x)p(x, t)] − hd(x)p(x, t)
+ 2
∫ 1
0
η(q)
q
hd
(
x
q
)
p
(
x
q
, t
)
dq
− p(x, t)
∫ ∞
0
hd(ξ)p(ξ, t)dξ
+ k
∫ x
0
w(x − x′)hp (x
′) p(x′, t)dx′, (1)
In the above equation, x− x′ is the burst size, ν(x− x′)
is the burst size PDF, w(x − x′) ≡ ν(x− x′)− δ(x − x′)
and δ(x − x′) is Dirac delta distribution [11]. The x-
dependence of cell division and protein production rates
are given by hd(x) and hp(x), respectively. Thus, khp(x)
is the burst frequency, whereas g(x) describes either de-
terministic protein production or degradation. Eq. (1) is
a generalization of both Eq. (1) of Ref. [11] and Eq. (1)
of Ref. [16].
If x cannot be treated as proportional to the cell mass
or volume, it is unclear how the division rate should de-
pend on the copy number of a given protein, and various
functional forms of hd(x) were used in the literature [14–
16]. For that reason, and in order to obtain an analyti-
cally tractable model, we focus here on the simplest case
of the constant cell division rate, 2hd(x) ≡ ∆ = const,
which implies
∫∞
0 hd(ξ)p(ξ)dξ = ∆/2.
III. RESULTS
A. Moments of the steady-state protein number
distribution
We consider the steady-state solution of Eq. (1),
∂p(x, t)/∂t = 0. Assuming g(x) = −γx, γ ≥ 0 and
unregulated protein production (hp(x) = 1), we have
−γ
d
dx
[xp(x)] = ∆
∫ 1
0
η(q)
[
1
q
p
(
x
q
)
− p(x)
]
dq
+ k
∫ x
0
w(x − x′)p(x′)dx′. (2)
The Laplace transform (L{. . .}) of Eq. (2) yields
γs
dG(s)
ds
= ∆
∫ 1
0
η(q) [G(qs)−G(s)] dq + kwˆ(s)G(s),
(3)
3where G(s) = L{p(x)}, and wˆ(s) = L{w(u)} = νˆ(s)− 1.
Moment equations follow from Eq. (3),
[(1−Mr)∆ + rγ]µr = k
r∑
l=1
(
r
l
)
µr−lml, (4)
where µr =
∫∞
0 x
rp(x)dx is the r-th moment of the pro-
tein number PDF,mr =
∫∞
0
urν(u)du is the r-th moment
of the burst size PDF, andMr =
∫ 1
0 q
rη(q)dq is the r-th
moment of the division ratio PDF (note thatM1 = 1/2).
For γ 6= 0, ∆ = 0 (the proteins are degraded, but there
is no protein partitioning at cell division) Eq. (4) yields
µ1 = am1 ≡ µ1,γ , κ2 = µ2 − µ
2
1 =
1
2
am2 ≡ κ2,γ , (5)
where a = k/γ [19]. On the other hand, for γ = 0 (the
proteins are stable) and ∆ 6= 0, from Eq. (4) we get
µ1 = 2ωm1 ≡ µ1,∆, κ2 =
4ω2M2m
2
1 + ωm2
(1 −M2)
≡ κ2,∆,
(6)
where ω = k/∆. The variance of the protein number,
κ2,∆ = var[p(x)] (6) is a monotonically increasing func-
tion of (M2−M21)/M
2
1 = 4M2−1, i.e., of the noise due
to protein partitioning.
For a given ν(u) and η(q), if a = 2ω, i.e., if µ1,γ (5) is
equal to µ1,∆ (6), then from Eqs. (5) and (6) it follows
that κ2,∆ > κ2,γ . Therefore, within the present descrip-
tion in terms of molecule numbers, the first-order decay
such as in the classical model by Friedman et al. [11] is
not equivalent to any protein partitioning mechanism.
B. Squared coefficient of variation has a noise floor
due to cell division
Protein degradation is important for eukaryotic organ-
isms, but may be neglected in the case of bacteria; hence
we put γ = 0. From Eq. (6) we obtain the squared
coefficient of variation
c2v(µ1) ≡
κ2,∆
µ21,∆
=
m2
2m1
1
(1−M2)
1
µ1
+
M2
(1−M2)
. (7)
The protein number noise, measured by the squared co-
efficient of variation (7) is thus of the form
c2v(µ1) =
E1
µ1
+ E0, (8)
with µ1-independent E0 and E1, which leads to the char-
acteristic boomerang-like shape of the log-log plot (Fig.
1A). In Fig. 1, the half-by-half protein partitioning is
assumed,
η(q) = ηd(q) ≡ δ (q − 1/2) , (9)
which does not depend on x and which gives M2 = 1/4.
However, for small x, the half-by-half division as given by
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FIG. 1: (A) Plot of c2v(µ1) (7) as a function of µ1 = 2ωm1 for
m2/m1 = 2b and for selected mean burst sizes b = m1. Half-
by-half protein partitioning is assumed, M2 = 1/4, which
does not depend on x. Dashed line: E0 = E0,d = 1/3, the
lowest value of the noise floor allowed by the model. Points:
Experimental data from Ref. [21], see Sec. III E). Symbols
and colors in (A) are used as in Ref. [21]. Symbols, carbon
source: arabinose ( ), maltose (), glycerol (), glucose (N),
glucose+malate (H). Colors, promoter activity induced by:
10 (blue), 20 (gold), 50 (green), 100 (violet), 1000 (turquoise)
µM IPTG. Gray dashed curve: Fit of our model to the data.
(B) Mapping of mean burst frequency ω and mean burst size
b of our model (where cell division is explicitly taken into
account) onto the corresponding values α and β of these pa-
rameters appearing in Eq. (12) (where there is no protein
loss at cell division but a continuous protein degradation is
assumed). Curves: β(α) (14) for variable ω and constant b.
Colors denote the value of ω. Circles, squares, and triangles
denote ω = 10i, i = −1, 0, 1, 2, 3, 4. Dashed line: upper bound
for α within our model, αmax = E
−1
0,d = 3. Black dots: The
same data as in (A) but the colors and symbols were omit-
ted for the sake of clarity. Gray dashed curve: Fit from (A),
mapped using Eq. (14).
(9) is much less realistic than other continuous approxi-
mations to discrete binomial distribution, such as the ’all
or none’ partitioning (η(q) = ηb(q) ≡
1
2 [δ(q) + δ(1− q)])
or even a uniform distribution of partition ratio (η(q) =
ηu(q) ≡ Θ(q)Θ (1− q)), considered in Refs. [16, 20].
E0 = M2/(1 −M2) provides the lower bound for ex-
trinsic noise and does not depend on the details of pro-
tein production mechanism. However, the contribution
of protein partitioning to the value of E0 predicted by the
present model for a realistic level of protein partitioning
noise is likely to be overestimated for the following rea-
son: Eq. (2) is a Master equation with time-independent
parameters, hence it describes the cell division events as a
Poisson process [22]. In consequence, the cell cycle length
has an unrealistic, exponential distribution, contributing
with too much noise (see Appendix C). Therefore, the
age structure of the population is also unrealistic (Ap-
pendix D). This indicates a limitation of the simplest,
single-variable version of the PBE approach as a candi-
date for a minimal model of gene expression as it assumes
the "most random" distribution of cell cycle lengths (i.e.,
the one that naturally occurs from a Poisson process).
Thus, our model provides an "upper bound" for the
4noise contribution due to cell cycle length fluctuations
(meaning the "most random" fluctuations that can be
generated by a model based on Master equation [23]):
In the case when η(q) is given by Eq. (9) there is no
protein partitioning noise (var[δ
(
q − 12
)
] = 0) and E0
has the minimal value E0 = 1/3 ≡ E0,d. Therefore,
E0,d is the contribution to the noise floor coming solely
from fluctuations of the cell cycle length, whereas the
remaining part, E0 − E0,d = (4M2 − 1)/[3(1 −M2)] is
due to protein partitioning noise.
C. Our model vs. Friedman’s model [11]: Similar
distributions but different parameters
1. Mean burst frequency and mean burst size differ between
the models despite the same mean and variance of protein
number distribution
Let us consider a single-parameter burst size PDF,
ν(u; b) = h (u/b) /b, where u ≡ x − x′ is a burst size,
such that m1 = b and m2 = Cb
2. C = 2 for the expo-
nential burst distribution:
ν(u) = b−1e−u/b,
νˆ(s) ≡ L[ν(u)] = (sb+ 1)−1. (10)
Form2/m1 = Cb = const, the increase in mean protein
number µ1 = 2ωb is caused solely by the increase in ω
(i. e., by the increase in burst frequency k or decrease in
cell division rate ∆). In such a case, we move along the
boomerang-shaped trajectories for a fixed value of b, like
those depicted in Fig. 1A. In general, µ1 may be varied
both due to the change in b and ω.
If k = 0 and g(x) = −γx term in Eq. (2) is replaced
with g(x) = σ > 0 (this is a special case of the model of
Ref. [16]), then instead of (7) we obtain
c2v(µ1) = E0 =
M2
1−M2
= const. (11)
In other words, the squared coefficient of variation is then
described by some general equation in the form of (8)
(but not (7)), where E0 6= 0, E1 = 0 if protein production
in our model is deterministic and cell division is stochas-
tic. The opposite situation, E1 6= 0, E0 = 0, is encoun-
tered for γ 6= 0, ∆ = 0, in particular for the model of
unregulated, bursty gene expression with continuous pro-
tein degradation [11], which predicts that protein num-
bers are gamma-distributed:
pγ(x;α, β) ≡
xα−1 exp (−x/β)
βαΓ(α)
. (12)
Then, c2v(µ1) = 1/α = β/µ1, i. e., E1 = β and E0 = 0.
To make a comparison of pγ(x;α, β) (12) to the protein
number PDF of the present model, p(x), we assume now
that these two distributions have equal means and equal
second moments, µr,γ = µr,∆, r = 1, 2. We also assume
that the burst size PDF ν(u) is given by (10), but the
mean burst size may be different for the two models,
m1,γ = β 6= b = m1,∆. These assumptions yield the
following mapping:
α =
µ21
κ2
=
ω (1−M2)
ωM2 + 1/2
, β =
κ2
µ1
=
(2M2ω + 1) b
1−M2
.
(13)
From (13) we obtain
β(α) =
b
1− (1 + α)M2
. (14)
For simplicity, we assume now that protein partitioning
is deterministic, i.e., that each daughter cell obtains ex-
actly half of the total number of protein molecules at cell
division. In such a case, η(q) = ηd(q) is given by Eq. (9),
so that M2 = 1/4. In Fig. 1B we plot α vs. β (14) to
show that the mean burst frequency ω and mean burst
size b in our model take different values than the corre-
sponding parameters α and β of the gamma distribution
(12). In particular, ω is not limited to several bursts per
cell cycle as was α, so the mean burst size b does not
need to take as high values as would β need to take in
order to obtain a high level of gene expression.
2. Analytical form of the protein number distribution for
half-by-half protein partitioning. Apparent similarity to
gamma distribution.
Below, we will show that equating the two first mo-
ments of our PDF p(x) with those of the gamma dis-
tribution pγ(x) (12) yields similar overall shapes of the
distributions. If so, any experimental gamma-shaped dis-
tributions with c2v ≥ E0,d = 1/3 may be as well fitted
by the distributions given by our model (under the as-
sumption that protein numbers, and not concentrations,
were measured in experiment). With η(q) = δ(q − 12 ),
we can rewrite Eq. (3) as G(s) = R(s)G (s/2), where
R(s) ≡ {1 − ω[νˆ(s) − 1]}−1, R(0) = 1. Solving by itera-
tion, we get G(s) =
∏∞
i=0R
(
s/2i
)
. For νˆ(s) (10), G(s)
reads
G(s) =
∞∏
i=0
2−ibs+ 1
2−i(1 + ω)bs+ 1
=
(−bs; 12 )∞
(−b(1 + ω)s; 12 )∞
=
∞∑
r=0
((1 + ω)−1; 12 )r
(12 ;
1
2 )r
(−b(1 + ω)s)r, (15)
where (a; q)k is a q-Pochhammer symbol. In (15) we used
the q-binomial theorem [24],
(az; q)∞
(z; q)∞
=
∞∑
n=0
(a; q)n
(q; q)n
zn. (16)
The symbol q appering in Eq. (16) should not be con-
fused with protein partitioning ratio q appearing e.g. in
5Eqs. (1), (2), (3) or (9). The letter q is traditionally
used in the branch of mathematics called q-theory or q-
analogs (q-binomial theorem or q-Pochhammer symbol
are examples of such q-analogs).
From Eq. (15) we obtain cumulants of L−1{G(s)},
κr =
2rbr(r − 1)![(1 + ω)r − 1]
(2r − 1)
. (17)
We also have
L−1{G(s)} = p(x) =
∞∑
i=0
Ci(ω)
b
exp
(
−2ix
b(ω + 1)
)
, (18)
where
Ci(ω) =
2iω
(1 + ω)2
(2(1 + ω)−1; 2)i
(2; 2)i
(12 (1 + ω)
−1; 12 )∞
(12 ;
1
2 )∞
.
(19)
For ω = ωn ≡ 2n − 1, n = 1, 2, 3, . . ., p(x) (18) can be
written as a finite series
p(x) ≡ pn(x) =
1
b
n∑
l=1
An,l exp
(
−
x
2lb
)
, (20)
where
An,l =
(−1)n−l2
l(l−3)
2∏l−1
i=1(2
i − 1)
∏n−l
j=1(2
j − 1)
. (21)
Equations (18) and (19) define a two-parameter family of
PDFs, resembling the gamma PDF (Fig. 2). In partic-
ular, p(x) (18) is right-skewed, unimodal for ω > 1, and
monotonically decreasing for ω ≤ 1.
D. Distribution tail for large protein numbers
In both p(x) (18) and pγ(x) (12), the mean burst size
(b and β, respectively) is the scaling parameter. The tail
of p(x) (18) is exponential: For large x we have p(x) ∼
exp[−x/(b(ω + 1))]. However, in contrast to the gamma
distribution, where the leading term is exp[−x/b], the
exponent in our model depends not only on the mean
burst size, but also on burst frequency.
The same asymptotic behaviour as for p(x) (18) is
present if instead of η(q) = δ(q − 12 ) any other η(q)
is used (except for some pathological cases, e.g. for
ηb(q) =
1
2 [δ(q) + δ(1− q)]) (Appendix F). This is the
special case of a yet more general result. Using Eq. (1), it
can be shown in a similar manner as in Ref. [16] that for
g(x) = 0 and ν(u) (10) the ratio p(x2)/p(x1) at the tail
of the PDF is well approximated by exp (−I12), where
I12 =
∫ x2
x1
kh′p(x) + h
′
d(x) + hd(x)/b+R/b
khp(x) + hd(x) +R
dx, (22)
and R =
∫∞
0 hd(ξ)p(ξ)dξ (Appendix F). However, even if
the tails are universal, i.e., independent on the division-
ratio PDF η(q), the corresponding probability distribu-
tions are not. For example, for η(q) = Θ(q)Θ (1− q)
used in Refs. [16] and [20], instead of (18) we obtain a
statistical mixture of two broad (c2v ≥ 1/2) gamma dis-
tributions (Appendix G). Therefore in the present case it
is no longer true that the “steady-state population distri-
bution (...) becomes insensitive to the division details”
[20]. For large x, η(q) = Θ(q)Θ (1− q) is much less real-
istic than η(q) = ηd(q) = δ(q −
1
2 ) (9) used here, and it
leads to a higher noise floor (E0 = 1/2).
E. Comparison to experimental data
In this section, we compare the squared coefficient of
variation as a function of the mean protein level in our
model to the existing experimental data, under the as-
sumption of equal protein partitioning between daugh-
ter cells (the lowest possible noise due to cell division,
Fig. 1A).
In Ref. [21], the authors measured total cell fluores-
cence emitted by the green fluorescent protein (GFP),
encoded for by a gene controlled by the hyper-spank pro-
moter in B. subtilis. The promoter activity was modu-
lated by the concentration of isopropyl-D-thiogalactoside
(IPTG). An independent parameter varied in the exper-
iment was the cell growth rate, depending on the carbon
source in the medium. The data points shown in Fig. 1A
were obtained in Ref. [21] by variation of these two pa-
rameters (we use the symbols and colors as in that Ref-
erence; we manually extracted the data points from Fig.
4a therein using the xyscan software).
Assuming that the total cell fluorescence scales linearly
with the number of reporter proteins, the x variable in
our model may be reinterpreted as the fluorescence level
and the mean protein burst size m1 ≡ b is then expressed
in fluorescence units. Thus, the mean protein number is
proportional to the mean total cell fluorescence, and the
squared coefficient of variation does not depend on the
units in which gene expression was measured (molecule
number or fluorescence units). We note that the lin-
ear scaling between the GFP molecule number and total
cell fluorescence is not necessarily an obvious assumption
(see, e.g., Ref. [25]). On the other hand, the authors of
Ref. [21] estimated that GFP maturation time did not
affect strongly the fluorescence level, which may possibly
exclude one source of non-linear scaling of the fluores-
cence detected vs. molecule number. The linear scaling
was also assumed in Ref. [26].
The range of the mean total cell fluorescence mea-
sured in Ref. [21] was too narrow to show a noise floor
(Fig. 1A). However, the data provide a hint that if the
noise floor exists, it would be lower than that predicted by
our model. This suggests that the distribution of cell cy-
cle lengths in our model is indeed too wide, as we pointed
out in Section III B.
For a rough comparison, we also plotted a fit of the
squared coefficient of variation c2v of our model (7) to
the data. The slope of c2v in our model seems to be in
agreement with the experimental results. The fit yields
6an estimation of the mean burst size m1 ≡ b = 18.0± 2.1
in the units of fluorescence, as used in Ref. [21]; how-
ever, this value should be treated with caution because
some other model with a lower noise floor due to a nar-
rower distribution of cell-cycle lengths may possibly yield
a different value of b.
For completeness, we also plotted the data from Ref.
[21] in Fig. 1B (we omitted the colors and symbols used
in Fig. 1A). We made the assumption that the total cell
fluorescence in the experiment was gamma-distributed,
as shown in the SI of Ref. [21]. We mapped the mean 〈f〉
and squared coefficient of variation c2v,f = var(f)/〈f〉
2 of
the total cell fluorescence onto the corresponding values
of parameters of gamma distributions: α = (c2v,f )
−1, β =
〈f〉 · c2v,f .
A noise floor was observed in other experiments re-
ported in literature [3, 12, 25–29] but most of these data
were not suitable for comparison to our model (see an
overview in Appendix E) because they were normalized
to cell volume or gated to make them independent on
cell-cycle stage. Thus, molecule number fluctuations due
to loss of proteins at cell division were absent in these
data.
There are two studies on S. cerevisiae that reported
the gene expression noise floor in ungated measurements.
Its levels lower than in our model (where E0 = 1/3): In
Ref. [27], Fig. 2 and S2 therein, the noise floor measured
as the coefficient of variation cv took the values between
0.3 and 0.4, corresponding to the squared coefficient of
variation c2v between 0.09 and 0.16. In Ref. [3], Fig. 2A
and S9 therein, c2v was between 0.1 and 0.2. One reason
for that difference may be the too wide distribution of cell
cycle lengths in our model. But it should also be noted
that our model may be far too simplistic for eukaryotic
cells, as it does not account for the discrete promoter
activity states due to chromatin remodeling, the nuclear
transport, etc.
IV. DISCUSSION AND CONCLUSIONS
We have proposed a model of gene expression in a pro-
liferating cell population, which is a generalization of the
models of Refs. [11] and Ref. [16]. In Ref. [11], the
protein production was stochastic, whereas the decrease
of protein concentration was due to a deterministic pro-
tein degradation process. Here, we treat the model of
Ref. [11] as a continuous approximation (still in the units
of protein number) to discrete gene expression models,
such as in Ref. [18], that describe non-growing and non-
dividing cells.
In Ref. [16], the situation was just opposite: Protein
partitioning was stochastic and protein production was
deterministic. After combining the stochastic protein
production (of Ref. [11]) with the stochastic protein par-
titioning (used in Ref. [16]), we obtain the boomerang-
like shape of the log-log plot of mean protein copy number
vs. protein copy number noise.
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FIG. 2: Protein number PDFs of our model, pn(x) =
pn(x;ω(n), b), vs. gamma distributions, pγ(x;α, β). Both
distributions have similar shapes and become identical for
ω = 1 (n = 1). Red solid line: pn(x) (20) for ω = 2
n − 1,
n = 1, 2, 3, 4 and b = 5. Black dashed line: pγ(x;α, β) (12)
with α = 3ω/(ω + 2) and β/b = 2(ω + 2)/3 given by (13) for
M2 = 1/4. Blue lines: Simulations using the Gillespie algo-
rithm ([30], see Appendix K). Inset: Parameter comparison.
Because the protein copy number and not protein con-
centration is the variable in our model, the protein parti-
tioning at cell division along with an age structure of the
cell population (cf. Eq. (D2)) lead to the existence of the
noise floor – an absolute lower bound for noise, present
for highly expressed proteins.
Our results suggest that the values of mean burst size
and burst frequency that may be obtained by fitting the-
oretical distributions to experimental data are strongly
model-dependent. Naïve fitting of the gamma distri-
bution [11] or its discrete counterpart, negative bino-
mial distribution [18], to the data measured in terms of
molecule numbers, would neglect protein loss at cell di-
vision because the underlying models neglected cell divi-
sion, and thus such a fitting might overestimate the mean
burst sizes and underestimate mean burst frequencies for
higher gene expression levels.
Our model, directly accounting for the protein
molecule numbers, may be important for interpretation
of experimental results. In some studies, data correction
for cell size was carried out: In [12], cell volume was mea-
sured by image recognition and the protein fluorescence
was normalized by the volume. In other studies, the flow
cytometry data were gated [25, 26, 28, 29]. Gating filters
out the data only for those cells that scatter light to a
similar extent, so the observed cells are supposed to be of
similar sizes. However, the gating procedure may be im-
perfect because setting the size range too narrow leaves
too little data, whereas setting the gate too wide results
in some variation in cell sizes. One can avoid these prob-
lems by measuring the total cell fluorescence [3, 21, 27]
and then separating the noise contributions from varying
cell sizes (due to cell-cycle progression and other sources
of variability) using independent measurements [21] or
7estimating these contributions theoretically. Our model
brings us closer to theoretical determination of the mag-
nitude of one of these contributions, namely, the protein
loss due to cell division and partitioning between daugh-
ter cells.
We have compared our model to the existing literature
data [21], however, the possibilities of such a comparison
are limited so far. The results for B. subtilis, reported in
Ref. [21], were measured in too narrow a range of gene
expression levels, whereas the results for S. cerevisiae of
Refs. [3, 27] may not be comparable to our minimal
model because of the complexity of gene expression mech-
anisms in eukaryotes. However, a cautious comparison of
our model to the above data suggests that the main lim-
itation of the model is its prediction of too large a con-
tribution of protein loss at cell division to the noise floor.
This is due to the exponential distribution of cell cycle
lengths, since the cell divisions are modelled as Poisso-
nian events (Appendix C). In a more realistic model, the
cell cycle length distribution could be modeled, instead
of the exponential distribution, as gamma distribution
[31] or some other distribution peaked around the mean
cell cycle length, with the limiting case of Dirac delta
distribution describing a deterministic cell cycle. How-
ever, this is beyond the scope of the present paper. In
preparation is our new paper [32] that explores the noise
levels in a more realistic model.
Another limitation of our theoretical approach may
be the description of the messenger RNA (mRNA) as
very short-lived molecules, only implicitly present in the
model [11], and thus the neglect of their partitioning
at cell division. Also, the model does not describe the
factors that may significantly shape the gene expression
noise levels in eukaryotes, e. g., the discrete on-off pro-
moter switching or nuclear transport.
We may expect that negative gene autoregulation (not
considered here) would suppress protein noise [11, 33],
and thus decrease the noise floor. Yet, positive autoregu-
lation is expected to have the opposite effect [11, 33]. In
a similar manner, nontrivial dependence of cell division
rate on protein number (hd(x) 6= const) would probably
result in a lower noise floor. Still, the analytical solution
to our model in presence of gene autoregulation or cell di-
vision regulation does not seem feasible. For that reason,
we have studied here the non-regulated gene expression
and cell division only.
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Appendix A: Derivation of Eq. (1)
Equation (1) follows from an apparently very similar,
but more fundamental equation describing the number
density of cells, F (x, t), in a proliferating population,
∂F (x, t)
∂t
= −
∂
∂x
[g(x)F (x, t)] − hd(x)F (x, t)
+ 2
∫ 1
0
η(q)
q
hd
(
x
q
)
F
(
x
q
, t
)
dq
+ k
∫ x
0
w(x − x′)hp (x
′)F (x′, t)dx′. (A1)
Namely, F (x, t)dx is the number of those cells in a
population, which at time t contain exactly x protein
molecules. In order to derive Eq. (1) from Eq. (A1), we
define
p(x, t) =
F (x, t)
N (t)
, (A2)
where
N (t) =
∫ ∞
0
F (x, t)dx (A3)
is the total number of cells in the population [15]. Inte-
grating both sides of Eq. (A1) from x = 0 to x = ∞,
assuming that F (∞, t) = g(0)F (0, t) = 0 and making use
of (A2) and (A3) we obtain
dN (t)
dt
= N (t)
∫ ∞
0
hd(x)p(x, t)dx. (A4)
Now, Eq. (1) follows from (A1)-(A4) and from obvious
identity
∂F (x, t)
∂t
= N (t)
∂p(x, t)
∂t
+ p(x, t)
dN (t)
dt
. (A5)
The above derivation is essentially that of Ref. [15], the
only difference is the presence of the terms responsible
for bursty protein production in the present case.
In spite of their apparent similarity, there are impor-
tant differences between Eq. (1) and Eq. (A1). First, the
terms related to protein partitioning in Eq. (A1) con-
serve the total number of protein molecules (molecules
are neither created, nor destroyed during cell division),
8whereas from Eq. (1) it follows that the cell division
always decreases the mean protein number in the pop-
ulation. This is due to the (−1)p(x, t)
∫∞
0 hd(ξ)p(ξ, t)dξ
term in Eq. (1), not present in Eq. (A1).
Second, N (t) grows indefinitely according to Eq. (A4),
therefore in contrast to Eq. (1), Eq. (A1) does not have
nontrivial stationary solutions.
Our task now is to determine, for the present model:
(i) the population growth rate, νm, (ii) probability distri-
bution f(τ) of generation time (cell cycle length), τ , for
each newborn cell, and (iii) the cell age (a˜) distribution
φ(a˜) in the state of a balanced, exponential growth [35].
This is done in next three sections.
Appendix B: Population growth rate νm
The steady state solutions of Eq. (1), p(x), corre-
spond to the so called state of balanced growth, when
the shape of F (x, t) = N (t)p(x) does not change but is
only rescaled by N (t) [15]. In such a case, from Eq. (A4)
we obtain
N (t) = N0e
νmt, (B1)
where νm, given by
νm =
∫ ∞
0
hd(x)p(x)dx (B2)
is the population growth rate. N (t) as given by (B1) is
characteristic for (in fact, defines) the phase of exponen-
tial growth [31][36].
If g(x) = −γx and if neither the protein production
rate nor the cell division rate depend on the number of
protein molecules (hp(x) = 1, hd(x) ≡ ∆/2), Eq. (1)
reads
∂p(x, t)
∂t
= γ
∂
∂x
[xp(x, t)] + k
∫ x
0
w(x − x′)p(x′, t)dx′
+ ∆
∫ 1
0
η(q)
[
1
q
p
(
x
q
, t
)
− p(x, t)
]
dq. (B3)
Central to this paper is the steady-state limit of Eq. (B3),
−γ
d
dx
[xp(x)] = ∆
∫ 1
0
η(q)
[
1
q
p
(
x
q
)
− p(x)
]
dq
+ k
∫ x
0
w(x − x′)p(x′)dx′, (B4)
i.e., Eq. (2). Although time-independent, Eq. (B4)
describes the stationary protein distribution p(x) in a
growing population of dividing cells (i.e., the state of
balanced growth), as discussed above. In particular, for
hd(x) = ∆/2 ≡ ∆0, from Eq. (B2) it follows that
νm = ∆0, (B5)
i.e., the population growth rate νm appearing in Eq. (B1)
is equal to individual cell division rate ∆0, as should be
expected.
It is instructive to show this result in an alternative
way. Consider time evolution of the moments of p(x, t),
resulting from Eq. (B3),
µ˙r = − [(1−Mr)∆ + rγ]µr + k
r∑
l=1
(
r
l
)
µr−lml. (B6)
In the absence of protein production (k = 0) and degra-
dation (γ = 0), from Eq. (B6) it follows that the time
dependence of the first moment of p(x, t), i.e., the mean
protein number is given by [37]
µ1(t) = µ1(0)e
−∆0t. (B7)
On the other hand, from the definition of the popula-
tion average, the mean protein number µ1(t) is equal to
X(t)/N (t), where X(t) ≡
∑N (t)
i=1 xi(t) denotes the to-
tal number of protein molecules in a population, and
xi(t) is a number of protein molecules in i-th cell at
time t. If there is no protein production or degrada-
tion, X(t) is constant and equal to its initial value,
X(t) = X(0) = N0µ1(0). In such a case, time evolu-
tion of the mean protein number µ1(t) is caused solely
by the increase in cell number,
X(t)
N (t)
=
N0µ1(0)
N0eνmt
= µ1(0)e
−νmt. (B8)
Comparing (B7) and (B8) we see that νm = ∆0, i.e., the
population growth rate νm is equal to the individual cell
division rate ∆0, as it should.
So far, we have considered the whole proliferating cell
population, for which ∆ = 2∆0 = 2νm (scenario A).
However, Eq. (B3), but not Eq. (1), may be also used
to describe the time evolution of the protein number dis-
tribution p(x, t) in a single cell lineage. In such a case,
we discard one of the daughter cells at each cell division,
and therefore ∆ = ∆0 (scenario B).
Appendix C: Generation time distribution f(τ )
In order to find the generation time distribution f(τ),
consider Eq. (B3). This is a special case of the differ-
ential Chapman-Kolmogorov equation [22] with x- and
t-independent coefficients. We assume once again that
there is no protein production (k = 0) and that the pro-
tein is stable (γ = 0). In such a case, (B3) becomes the
Master equation, describing ’jump process’ between dif-
ferent states of the system (there is no drift term), and
these ’jumps’ are solely due to the cell division events.
The probability that the system does not undergo such
a ’jump’, and that it is still in the same state at t = τ
as it was at t = 0, is equal to exp(−∆τ) [22]. Therefore,
the probability of a jump occurring in the infinitesimal
interval (t, t+ dt) is given by [34]
π(t)dt = ∆exp(−∆t)dt. (C1)
9In the case of a single lineage (scenario B mentioned
above), we have∆ = ∆0, and π(t)must be identified with
the cell cycle length distribution, π(τ) = f(τ). Therefore,
we obtain
f(τ) = ∆0 exp(−∆0τ). (C2)
If we deal with the whole proliferating population, then
∆ = 2∆0 (scenario A), and π(t) (C1) reads
π(t) = 2∆0 exp(−2∆0t). (C3)
π(τ) (C3) is identical with the quantity defined as
C(τ) ≡ 2e−νmτf(τ) = 2∆0 exp(−2∆0τ), (C4)
and called the ’carrier distribution’ in [31].
Appendix D: Cell age distribution φ(a˜)
To convince ourselves that (C2) is valid, and to find
the explicit form of the age distribution φ(a˜), assume
that f(τ) = λ exp(−λt), for λ yet unspecified. From Eq.
(9) of Ref. [31] it follows that φ(a˜) is given by
φ(a˜) = 2νme
−νm
∫ ∞
a˜
f(τ)dτ = 2νme
−(νm+λ)a˜. (D1)
The normalization of φ(a˜) (i.e., the condition∫∞
0
φ(a˜)da˜ = 1) yields νm = λ, whereas from Eq.
(B5) or from (B7) and (B8) we obtain λ = ∆0, i.e., we
recover Eq. (C2). Hence, the age distribution φ(a˜) is
given by
φ(a˜) = 2∆0e
−2∆0a˜. (D2)
It should be emphasized that functional forms of f(τ)
(C2), C(τ) (C4) and φ(a˜) (D2) are rather unrealistic.
This is a consequence of a Poissonian nature of cell di-
vision in the present model. In particular, both f(τ)
and C(τ) should be unimodal, and vanishing not only for
τ = 0, but also for the values of τ sufficiently close to zero
– there certainly must be a minimal length of generation
time.
Because the functional forms of f(τ) (C2) and C(τ)
(C4) are identical, one can treat the results of numeri-
cal simulation of a single cell lineage as referring to the
whole proliferating population, if only the division rate
is rescaled. Namely, for a single call lineage (scenario
B) we obtain identical protein number probability dis-
tribution as for the whole growing population (scenario
A), provided that in the latter case the the true division
rate ∆0 = νm ≡ ∆0(A) is two times smaller then in the
former, i.e., 2∆0(A) = ∆0(B).
Note that the simulation curves shown in Fig. 2 in the
main text were generated by simulation of a single cell lin-
eage with the cell division rate∆0(B) (scenario B, see Ap-
pendix K). However, the theoretical curves pn(x;ω(n), b)
shown in Fig. 2 in the main text can be interpreted in
two ways, depending on how we define the ω parameter:
ω = k/∆0(A) assumes Scenario A (whole population) and
ω = k/∆0(B) = k/(2∆0(A)) assumes Scenario B (single
lineage). Therefore, the simulation results shown in Fig.
2 can also be reinterpreted as the results for Scenario A
(whole population) where the cell division rate was twice
smaller than the value set in the simulation algorithm:
∆0(A) = ∆0(B)/2.
The above discussion applies to the batch culture.
Analogous formulas can be derived for the continuous
cell culture [31], for which, in fact, conditions for state of
balanced growth can be more easily reached and main-
tained.
Appendix E: Noise floor: Overview of other
experimental results in the literature
A noise floor was observed in a number of experiments
reported in the literature, however, these data were not
suitable for comparison to our model. Below we overview
the existing studies, which we are aware of, and which
report the noise floor in gene expression.
In Ref. [12], the noise floor in gene expression in E.
coli manifested itself as a boomerang-shaped log-log plot
of the squared coefficient of variation vs. mean gene ex-
pression. However, protein levels were measured in that
Reference as concentrations and not absolute molecule
numbers, which excluded the effect of protein loss at cell
division inherent to our model. The description of the
results in Ref. [12] may seem slightly misleading at first
glance because the plots in that reference were shown in
the units of protein numbers. In fact, the protein flu-
orescence was measured in each cell and then its level
for that cell was normalized by the volume of that same
cell to get the protein concentration. The protein con-
centrations were then again normalized by a mean cell
volume to obtain the description in the units of molecule
numbers. And therefore, the resulting plots in Ref. [12]
show the protein numbers corresponding to the content
of average-sized cells, but the underlying method of mea-
surement intentionally removed the effects of protein loss
at cell division from the data. Thus, the results of Ref.
[12] should be interpreted using a model that describes
protein levels in terms of concentrations. For that reason,
the Friedman’s model [11] describing protein concentra-
tions was used for data fitting in Ref. [12]. Our model
cannot be fitted to these data because it describes protein
levels in terms of protein numbers and thus it explicitly
accounts for protein loss at cell division.
In Refs. [28] and [26], a noise floor was observed in
gene expression in E. coli. These data were unsuitable
for comparison to our model because they were gated
to observe the gene expression levels in only those cells
that were in similar cell-cycle stages. Thus, the effect of
protein loss due to cell division would not be visible in
these data. A noise floor was also observed in gated data
in S. cerevisiae [25, 29].
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Appendix F: Distribution tails
The protein number distribution p(x) as given by Eqs.
(18) and (19) in the main text, i.e.,
p(x) =
∞∑
i=0
Ci(ω)
b
exp
(
−2ix
b(ω + 1)
)
, (F1)
where
Ci(ω) =
2iω
(1 + ω)2
(2(1 + ω)−1; 2)i
(2; 2)i
(12 (1 + ω)
−1; 12 )∞
(12 ;
1
2 )∞
,
(F2)
has exponential tail of the form exp{−x/[b(ω+1)]} (the
leading exponent in (F1)). The same is true for pu(x)
(G6) (see the next section), i.e. the solution of Eq. (B4)
for η(q) = Θ(q)Θ (1− q) = 1 given by Eq. (G1). In
fact, it can be shown that for most of functional forms
of η(q), the solution of Eq. (B4) has exactly the same
exponential tail (there are, however, exceptions: for ex-
ample, η(q) = 12 [δ(q) + δ(1− q)] yields the tail of the
form exp{−x/[b(2ω + 1)]}).
This is a special case of a yet more general result. We
assume here that g(x) = 0 and the burst size PDF is
exponential, as given by Eq. (10),
ν(u) =
e−u/b
b
, L[ν(u)] ≡ νˆ(s) = 1/(sb+ 1), (F3)
but we allow for arbitrary x-dependence of hd(x) and
hp(x) in Eq. (1). Following Ref. [16], we neglect the
q-integral term in the steady-state limit of Eq. (1) (for
large protein number x, the contribution of states with
still larger x may be neglected) and obtain
0 = −
[
hd(x) +
∫ ∞
0
hd(ζ)p(ζ)dζ
]
p(x)
+ k
∫ x
0
w(x − x′)p(x′)dx′. (F4)
Next, we combine the derivative of (F4) with respect to
x with the original equation and obtain
p′(x)
p(x)
=
kh′p(x) + h
′
d(x) + hd(x)/b +R/b
khp(x) + hd(x) +R
, (F5)
(F6)
where
R =
∫ ∞
0
hd(ζ)p(ζ)dζ = νm, (F7)
c.f. Eq. (B2). From (F6) it follows that at the tail of the
PDF the ratio p(x2)/p(x1) is well approximated by
P12 = exp (−I12) , (F8)
where
I12 =
∫ x2
x1
kh′p(x) + h
′
d(x) + hd(x)/b +R/b
khp(x) + hd(x) +R
dx. (F9)
For hd(x) = ∆/2 and hp(x) = 1, from (F7), (F8) and
(F9) we obtain the tail of the form exp{−x/[b(ω + 1)]}.
Note that the the above derivation is not universally
valid. For example, for the ’all or none’ mode of pro-
tein partitioning, i.e., for ηb(q) = [δ(q) + δ(1− q)] /2, one
cannot simply drop out the integral over q in Eq. (1).
However, apart from such rather pathological situations,
it seems that the derivation of the large-x asymptotic be-
haviour of p(x) proposed in Ref. [16] can be generalized
to the present case of stochastic protein production, pro-
vided the burst size PDF is of the form (F3) and there
are is no protein decay.
Appendix G: Distribution of protein numbers for
the uniform protein partition ratio distribution.
In this section we solve Eq. (B4) (Eq. (2) of the main
text) for γ = 0, exponential burst size PDF as given by
Eq. (F3), and for uniform partition ratio distribution
η(q) = Θ(q)Θ (1− q) = 1, (G1)
for 0 < q < 1, where Θ(q) denotes the Heaviside theta
function. η(q) (G1) is not very realistic at large x, where
any such distribution should be peaked around q = 1/2,
like, e.g., the symmetric beta distribution (a continuous
counterpart of the binomial distribution), considered in
Ref. [15]. η(q) (G1) becomes more acceptable for x of
order of few protein molecules. Yet, η(q) (G1) has been
used in Refs. [16, 20], probably due to its mathemati-
cal simplicity – it is one of the few examples of a parti-
tion ratio PDF, for which analytical solutions of PBE-like
equations are known.
For γ = 0 and η(q) (G1), Eq. (3) reads
0 = kwˆ(s)G(s) + ∆
∫ 1
0
[G(qs) −G(s)]dq. (G2)
By differentiating (G2) with respect to s and combining
such obtained equation with the original one, integrating
by parts and using the identity
∫ 1
0
qG′(qs)dq =
1
s
[
G(s)−
∫ 1
0
G(qs)dq
]
, (G3)
in order to to cancel the terms containing G(qs) (note
that G′(qs) ≡ (dG(y)/dy)y=qs), we finally get
G′(s) =
ω [swˆ′(s) + wˆ(s)]
s[1− ωwˆ(s)]
G(s). (G4)
ODE (G4) is equivalent to the integral equation (G2).
For νˆ(s) (F3) we have wˆ(s) = νˆ(s) − 1 = −sb/(sb + 1)
and Eq. (G4) has the following solution:
G(s) = (1− ǫ)
ξǫ
(s+ ξ)ǫ
+ ǫ
ξǫ+1
(s+ ξ)ǫ+1
, (G5)
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where ǫ = ω/(ω + 1), ξ = 1/[b(ω + 1)]. The inverse
Laplace transform of G(s) (G5) reads
pu(x) = (1− ǫ)
ξǫxǫ−1e−ξx
Γ(ǫ)
+ ǫ
ξǫ+1xǫe−ξx
Γ(ǫ+ 1)
. (G6)
Because pu(x) (G6) is a statistical mixture of two broad
gamma distributions (note that 0 < ǫ < 1), pu(x) itself
is broad (c2v ≥ 1/2).
For the case of deterministic protein production, in-
stead of pu(x) (G6) we obtain a gamma distribution
[16, 20], cf. next Section.
Appendix H: Distribution of protein numbers for
the deterministic protein production and
half-by-half protein partitioning
We consider here the case of unregulated, deterministic
protein production, i.e., in Eq. (1) we put k = 0 and
g(x) = σ > 0. For hd(x) = ∆/2, in the steady-state limit
instead of Eq. (B4) (Eq. (2)) we obtain
λ
d
dx
[p(x)] =
∫ 1
0
η(q)
[
1
q
p
(
x
q
)
− p(x)
]
dq, (H1)
where λ = σ/∆. Laplace transform of Eq. (H1) yields
λsG(s) =
∫ 1
0
η(q) [G(qs) −G(s)] dq, (H2)
and we have assumed p(0+) ≡ limx→0+ p(x) = 0 (validity
of this assumption is checked a posteriori). For the half-
by-half protein partitioning, η(q) = δ(q − 12 ), Eq. (H2)
can be rewritten as
G(s) = (1 + λs)
−1
G
(s
2
)
. (H3)
Eq. (H3) can be solved by iteration; we obtain
G(s) =
∞∏
i=0
1
1 + 2−iλs
=
1
(−λs; 12 )∞
=
∞∑
r=0
(−λs)r
(12 ;
1
2 )r
,
(H4)
where (a; q)k is a q-Pochhammer Symbol. In (H4) we
have used the following identity
1
(z; q)∞
=
∞∑
n=0
zn
(q; q)n
, (H5)
which is a special case of the q-binomial theorem [24].
Note that G(s) (H4) can be also rewritten as
G(s) =
∞∑
r=0
(−2λs)r
[r] 1
2
!
= e 1
2
(−2λs), (H6)
where [r]q! ≡ (1− q)
−r(q; q)r denotes the q-factorial and
eq(x) is the q-exponential function.
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FIG. 3: Protein number PDFs of our model in case of deter-
ministic protein production. p(x;λ) (H7) (red) is a solution
of Eq. (H2) for η(q) = δ(q − 1/2) (9), whereas the gamma
distribution pγ(x;λ) = λ
−2x exp(−x/λ) (H11) (green) is a so-
lution of Eq. (H2) for η(q) = Θ(q)Θ (1− q) (G1); both are
plotted here for λ = 1, i.e., as a function of the rescaled vari-
able x/λ. Both distributions have the same average value,
〈x〉 = µ1 = 2λ, and identical exponential tails ∼ exp(−x/λ)
but seemingly different shapes. The variance of p(x;λ), equal
to 4
3
λ2, is smaller than the variance of pγ(x;λ), equal to 2λ
2.
In contrast to pγ(x;λ), the maximum of p(x;λ) cannot be
found analytically; for λ = 1 we have xm ≈ 1.2773 and
p(xm) ≈ 0.4549. Note that, for both p(x;λ) and pγ(x;λ), the
squared coefficient of variation is constant (does not depend
on λ, i.e., on the mean protein number), and is equal to its
minimal value for the corresponding solution with stochastic
protein production.
The inverse Laplace transform of (H4) reads
p(x;λ) =
1
λ
∞∑
i=0
Di exp
(
−
2ix
λ
)
, (H7)
where the coefficients Di are given by
Di =
i∏
j=1
2
1− 2j
∞∏
l=1
2l
2l − 1
=
2i
(2; 2)i
1
(12 ;
1
2 )∞
. (H8)
For i = 0, we obtain the leading-order term, i.e., the
slowest-decaying exponent, e−x/λ, which determines the
behaviour of p(x;λ) (H7) at the x → ∞ limit. Note
that p(x;λ) (H7) can be regarded as a counterpart of
the probability distribution given by (F1) and (F2) (Eqs.
(14) and (15) in the main text) in the case of determin-
istic protein production.
From G(s) (H4) we obtain both the moments (µr) and
the cumulants (κr) of L−1[G(s)] ≡ p(x;λ) (H7), namely
µr =
λrr!
(12 ;
1
2 )r
=
2rλrr!
[r] 1
2
!
, (H9)
κr =
2rλr(r − 1)!
2r − 1
. (H10)
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In the present case, µr can be also easily obtained from
moments equations.
For a uniform distribution of protein division ratio
(G1), the solution of Eq. (H1) reads [16]
pγ(x;λ) = λ
−2xe−x/λ. (H11)
The gamma distribution pγ(x;λ) (H11) is therefore a de-
terministic counterpart of pu(x) (G6).
Both p(x;λ) (H7) and pγ(x;λ) (H11) define a one-
parameter family of probability distributions; we have
p(x, λ) = λ−1f(x/λ), where f(z) = p(z, 1) is a func-
tion of the rescaled variable x/λ. Also, both p(x;λ)
and pγ(x;λ) are right-skewed, unimodal, and vanish in
the x → 0+ limit, as has been assumed for p(x;λ), cf.
Fig 3. However, in contrast to the gamma distribution,
for p(x;λ) we have p(k)(0;λ) = 0 for arbitrary k, hence
p(x;λ) is not analytic at x = 0. In consequence, the Tay-
lor expansion of p(x;λ) at x0 = 0 does not exists. This
can be shown using properties of G(s) (H4). We have
p(0) = lim
s→∞
sG(s) = 0,
p′(0) = lim
s→∞
s [sG(s)− p(0)] = 0,
p′′(0) = lim
s→∞
s
[
s2G(s) − sp(0)− p′(0)
]
= 0,
. . . (H12)
etc., due to the obvious relation
lim
s→∞
skG(s) = 0, (H13)
valid for any k <∞.
Appendix I: Similarity of gamma distributions and
the distributions resulting from our model
In this section we present an alternative method of fit-
ting of gamma distributions to the distributions resulting
from our model: We match the maxima of our distribu-
tion,
pn(x;ω(n), b) =
1
b
n∑
l=1
An,l exp
(
−
x
2lb
)
, (I1)
where An,l = (−1)n−l2
l(l−3)
2 /[
∏l−1
i=1(2
i− 1)
∏n−l
j=1(2
j − 1)]
(c.f. Eqs. (20) and (21) of the main text) and of the
gamma distribution pγ(x;α, β), c.f. Eq. (12) of the main
text, i.e.:
pγ(x;α, β) ≡
xα−1 exp (−x/β)
βαΓ(α)
. (I2)
The coordinates of the gamma distribution’s maximum
for α > 1 are given by:
xmax,pγ = β α− β,
ymax,pγ =
[(α− 1)β]α−1 exp(1− α)
βαΓ (α)
. (I3)
n=2
n=3
n=4
; ;(n)
FIG. 4: Gamma distributions pγ(x;α, β) (I2) are almost indis-
tinguishable from the pn(x;ω(n), b) distributions of our model
as given by Eq. (I1), when fitted by matching their maxima.
Red lines: pn(x;ω(n), b) with b = 5 and n = 2, 3, 4. Green
lines: The corresponding pγ(x;α, β) (I2), whose parameter
values are given in Table I.
The coordinates xmax,pn and ymax,pn of the maximum of
pn(x;ω(n), b) can be found analytically for small values
of n (in our case, the Maple software was able to find
them explicitly for n ≤ 5). Otherwise, they can be calcu-
lated numerically. In Fig. 4, we put b = 5 and n = 2, 3, 4
(corresponding to ω = 3, 7, 15) in pn(x;ω(n), b). By nu-
merically solving the equations
xmax,pn = xmax,pγ ,
ymax,pn = ymax,pγ , (I4)
we found the α and β parameters of the gamma dis-
tributions whose maxima exactly match the maxima of
pn(x;ω(n), b).
Fig. 4 shows that this way of fitting yields the
gamma distribution plots that are even more similar to
pn(x;ω(n), b) than those obtained by matching the first
two moments of the distributions, as in the main text,
Fig 2.
n 2 3 4
ω 3 7 15
α 1.90 2.52 2.88
β/b 3.07 5.28 9.74
TABLE I: Parameters of the distributions pn(x;ω(n), b) and
pγ(x;α, β) shown in Fig. 4.
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Appendix J: A property of the distribution pn(x)
We denote the Laplace transform of pn(x) (I1) as
Gn(s). From Eq. (12) of the main text, it follows that
Gn(s) =
2−
n(n+1)
2 bn(
s+ b2
) (
s+ b4
)
. . .
(
s+ b2n
) . (J1)
One can show that
s Gn+1(s) =
b
2n+1
[Gn(s)−Gn+1(s)] . (J2)
Assuming
pn+1(0) = 0 for n > 0, (J3)
it follows from Eq. (J2) that
d
dx
pn+1(x) =
b
2n+1
[pn(x)− pn+1(x)] . (J4)
We can solve Eq. (J4) iteratively for n ≥ 1 to ob-
tain the formulas for consecutive pn+1(x), starting from
p1(x) = (b/2) exp(−bx/2) and using (J3) as the bound-
ary condition. From Eq. (J4) it follows that pn+1(x) has
a maximum in the point where its plot intersects with
the plot of pn(x).
Appendix K: Simulation
The simulation results shown in Fig. 2 in the main text
were obtained using a custom extension of the StochPy
package [30]: The standard simulation using the direct
Gillespie algorithm was supplemented with cell division.
Histograms were calculated along a single trajectory,
which mimics the observation of a single cell lineage. The
initial part of the trajectory was cut off to obtain only the
steady-state behavior. The reaction kinetics (see the file
NonRegulatedGeneCellDivision.psc) was given by:
O
k
−−→ O+M (K1)
M
kp
−−→ M+P
M
kdm−−→ ∅
where O denotes the gene promoter, M is mRNA, and
P is protein. k is transcription rate and kp is transla-
tion rate. kdm denotes mRNA degradation rate and its
value is chosen such that mRNA life time is much shorter
than the mean cell cycle duration 1/∆0(B), consistently
with the assumption of the analytical model described in
the main text. Additionally, cell division occurs at the
rate ∆0(B): The custom function multiple_division()
draws a random cell cycle length T from a specified dis-
tribution (here: exponential with the mean 1/∆0(B)).
In a given cell cycle, the simulation runs until the cell
age T and at that time point the molecule numbers M
and P are divided by 2. If the remainder of the divi-
sion is 1, then the remaining molecule goes to the "ob-
served" daughter cell with probability 1/2. The simula-
tion for the next cell cycle is initialized with the result-
ing molecule numbers M and P for the daughter cell.
Simulation parameter values are shown in Table II and
III. The simulation code, containing the custom func-
tions that implement cell division can be found in the file
NonRegulatedGeneCellDivision.ipynb (Jupyter note-
book file, Supplemental Material) [38].
∆0(B) 1
kp 250
kdm 50
max_simulation_time 20000
time_cutoff 2000
TABLE II: Simulation parameter values for Fig. 2 in the main
text. These values were the same in all simulations.
n 1 2 3 4
k 1 3 7 15
TABLE III: Simulation parameter values for Fig. 2 in the
main text. These values correspond to the specific curves in
Fig. 2.
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