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Abst ract - - In  this paper, we present disconjugacy properties of a functional equation or the 
associated differential system from the input-output point of view. These functional equations or 
differential systems play a major role in transport systems. Our main result was that such a system 
had a unique solution under a stated if and only if condition. (~) 1999 Elsevier Science Ltd. All rights 
reserved. 
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INTRODUCTION 
The purpose of this paper  is to investigate some disconjugacy propert ies of the functional system 
u(y) = t(x, y)u(~) + p(x, y)v(y) + F(x, y), 
v(x) = r(x, y)~(x) + r(x, y)~(y) + a(x,  y), 
and the differential system 
--~u(y) = a(y)u(y) + b(y)v(y) + f(y), 
- ddv(y) = c(y)~(y) + d(y)v(y) + g(y), 
both  systems obta ined from the input -output  model related to scattering matrix: 
[ t(~,y) p(~,y) F(~,y) 
= r(~, c(~y)) P(x,y) ~r (~y)  0 Y) " 
The above functional and differential systems are commonly used in specific forms in many 
pract ical  problems, such as transmission line theory, network analysis, radiat ive transfer,  etc., 
0898-1221/99/$ - see front matter. (~) 1999 Elsevier Science Ltd. All rights reserved. Typeset by JtA4S-TEX 
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where t and v are usually called transmission operators and p and r are reflection operators, while 
F and G are source operators. Coefficients a, b, c, d,f, g are generators associated with t, p, r, r,  
F, G, respectively. From the input-output point-of-view, the functional system relates inputs u(x) 
and v(y) to outputs u(y) and v(x). For example, in radiative transfer [1,2], u(x) and v(y) are 
incident intensities at boundary x and y of a layer of atmosphere extended from optical thickness x
to y, while u(y) and v(x) are resultant intensities at y and x, respectively. F(x, y) and G(x, y) 
are operators which generate local directional internal sources. The differential system denotes 
the local changing of intensities at optical thickness y. While a, b, c, d are related to coefficients 
of atmosphere, such as absorption coefficient, attenuation, and phase function, and f ,  g are 
directional source functions. The differential system in this case corresponds to the abstract 
model of equation of transfer in Chandrasekhar's work [1]. Therefore those systems can be viewed 
as a system of input-output models related to a Redheffer scattering matrix [3], see Figure 1. 
The functional system and the differential system are usually boundary value problems. They 
are difficult to do mathematical nalysis and to obtain computational numbers. The scattering 
matrix can be presented as a Cauchy type initial value problem, see equation (7), for which we 
can obtain solution by electronic omputers, for details, see [2]. However, in this paper our focus 
is on the discussion of disconjugacy properties. 
We discuss various properties of disconjugacy, nonsingular solutions, and the motion of self- 
conjoined solutions. We show relations between systems and the scattering matrix. We present 
the conditions for the unique local and global solutions. Since the scattering matrix is associated 
with Riccati equations, see equation (10), the by-product is the property of such global solutions. 
Various conditions lead to nonsingular solutions u(y) and compactness ofp. In case those systems 
are homogeneous and self-adjoint, we have the result of Williams [4], see Corollary 16. Our main 
results are the disconjugacy properties for a nonhomogeneous and non-self-adjoint system. 
DISCONJUGACY ANALYS IS  
In order to do this work, we study an equivalent functional system related to the given one by 
assuming the nonsingularity of T (or of t) and then perform the tilde (~) operation (or hat (^) 
operation) as defined by Mistiri and Wang [5]. 
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Figure 1. Input-output model. 
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For our work we consider an input-output model given by a slab located between the space 
variables x and y as shown in Figure 1, and from this we have the following relation: 
where 
{ t(x,y) p(x,y) F(x,y) 
) \o  0 E 
(1) 
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known as the Redheffer scattering matrix with elements assumed to be continuous bounded 
operators on some Hilbert space H,  and their inverses, whenever they exist, to also be bounded 
operators on H. We assume also that - co  < a < x < y < f~ < co with [a,/3] some compact 
interval and u and v are inputs and outputs at x and y, and E is the identity operator with 
(u, v, E) x E H 3 as defined by [5]. 
The matrix relation (1) can also be written as a functional system as follows: 
u(y) = t(~,y)~(z) +p(~,y)~(y) +F(x,y),  
v(x) = r(x,y)u(x) ÷T(x,y)v(y) ÷G(x,y).  
(2) 
If N(y) is the generator for the scattering matrix P(x, y), then N(y) satisfies the differential 
[ u(y) ~ fu(y) d ~_~y)) N(y) ~v~) 
) 
: 
equation 
(3) 
with a _< y <_/3, or 
~u(y)  a(y)u(y) + I(y), + b(y)v(y) 
d 
_,:v(y) = c(y)u(y) + d(y)v(y) + g(y). ay 
(4) 
Now we assume the nonsingularity of T on [a,/3] and perform the tilde operation as follows 
(similar results are obtained by assuming t -1 exists): 
u(y)) / u(~) v~) =/5(~,y) ~v~)), (5) 
where 
P(x,  y) = P = 
0 
F - pr- lG'~ 
- -T - - I v  T - -1  __ 1G . 
0 0 
Equation (5) can also be written as 
u(y) = ~u(x) + pv(x) + ~, 
v(y) = eu(x) + ev(x) + ~. 
(6) 
By taking limits on y = x ÷ Ax, equation (6) leads to equation (4). On the other hand, u(y) 
and v(y) in equation (6) are solutions of (4) with (u(x), v(x)) as initial conditions at x. I f /5  
exists and is differentiable, then it satisfies the differential equation 
~ b(z ,  ~) = ~(y)P (z ,  y), P(x, x) = E, (7) 
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or equivalently, 
~-~t~x,y) =a(y)t(x,y)+b(y)f(x,y), 
~yf(X,y)=-c(y)t(x,y)  -d(y)( f ) (x ,y) ,  
- -~(x,y) = a(y)~(z,y)+b(y)~(x,y), 
~--~(x,y)=-c(y)~(x,y) -d(y)~(x,y), 
-~P(x,y)=a(y)f i ' (x,y)+b(y)G(x,y)+f(y) ,  
~yG(z ,y)=-c(y)P(x ,y)  -d(y)G(x,y) -g(y),  
COROLLARY 1. 
v(y) -G(x ,  y) ) satisfies the homogeneous differential system 
--~U(y)=a(y)U(y)+b(y)V(y), 
d 
---V(y) =c(y)U(y) +d(y)V(y), 
dy 
{(x, x) = E, 
~(z, z) = o, 
~(x, ~) = o, 
~(x, x) = E, 
P(~, z) = o, 
~(z, z)  = o. 
(8) 
If(u, v) is a solution of(6) and P satisfies (7), then (U (y) = u(y)-F(x, y), V (y) = 
with x <_ y in [a, 8]. 
PROOF. From (6), we have 
(9) 
(u(y)-fi'(x,y)=tu(x)÷[rv(x), 
,(y) -O(~,Y) = e~(~)+~(~); 
hence, 
or, by (8), 
_0 
(u(y) - ~'(x, y) ) -= (at + b~) u(x) d- (a~ + b~-)v(x) 
Oy 
= ~ (~u(~) + ~(~) )  + b (~u(~) + ~,(~)) 
and if we let U ( y ) = u( y ) - F ( x, Y), V ( y ) = v( y ) - G ( x, y ) , then the above differential equation 
becomes ~y U(y) = a(y)U(y) + b(y)V(y). 
Similarly, 
or  
dyv(y)=e(yW(~)+d(y)V(y). 
Functional and Differential Systems 47 
COROLLARY 2. THE ASSOCIATED RICCATI EQUATION. I[ (u(y),v(y) ) is a solution of (4), and 
i f  (u(y) - F(x ,  y)) is nonsiagular on [a, ~), then w(y) = (v(y) - G(x, y))(u(y) - F(x,  y)-1 satiS~O~ 
the Riccati differential equation 
~--~w(y) -- -c (y)  d(y)w(y) - w(y)a(y) - w(y)b(y)w(y).  (lO) 
PROOF. Since w(y) = (v(y) - G(x,y)) (u(y)  - [~(x, y))- i ,  then 
~(y) (u(y) - ~(x,  y)) = ~(y) - ~(x,y) 
and 
and by Lemma 1, we have 
or 
and 
PROOF. Since w - l (y)w(y) = E, then 
COROLLARY 3. I f  w(y) given above in Corollary 2 is nonsingular on [a, fl], then w- l (y)  satisfies 
the Riccati equation 
d 1 - j_w-  (y) = b(y) + a(y)w- l (y )  + w- l (y )d(y)  + w-l(y)c(y)w-l(y). 
ay 
d 1 d -~yW- (Y) = -w- l (Y )  (~yW(y) )  w- l (y ) ,  
and by Corollary 2, we have 
d 1 ~yW-  (y) = -w  -1 ( -c (y)  - d(y)w(y) - w(y)a(y) - w(y)b(y)w(y) ) w-l(y) ;  
that is, 
PROPOSITION 4. LOCAL UNIQUE SOLUTION. If wo E H, then there exists an h > 0 and an 
H-valued operator w(y) defined on (s, s + h) when s E [a,13] such that w(y) is the unique 
solution of (10) on (s, s + h) C [a,~] with w(s) = wo. 
PROOf. Let (u, v) be a solution of (6) on [a,f~] such that u(s) = E and v(s) = wo for some 
s e [a, f~]. Since u(s) = u(s) - F(s,  s) = E,  then (u(s) - F(s,  s)) is nonsingular and there exists 
an h > 0 such that (u(y) - F(s,  y)) is nonsingular for y e (s, s + h) c [a, f~], if we let 
~(y) = (v(y) - a(s, y)) (u(y) - ~(s, y ) ) - l ,  
(11) 
~y W-l (y )  = b(y)+a(y)w-l(y)+w-l(y)d(y)+w-l(y)e(y)w(y)- l(y).  
--~w(y) = -c (y )  - d(y)w(y) - w(y)a(y) - w(y)b(y)w(y).  
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then by Corollary 2, w(y) satisfies the Riccati differential equation (10) on (s, s + h), and w(s) = 
(v(s) - 0)(u(s) - 0) -~ = v(s)u(s) -~ = woE = To. 
To show uniqueness, consider ~(y) as a solution of (10) on (s, s + h) C [a, ;3] with ~(s) = w0; 
then it can be shown that there is a solution (fi(y),~(y)) of (6) such that ~(y) = (~(y) - 
G(s, y))(fi(y) - F(s,  y))-~ in which case ~(s) = ~(s)fi-~(s) = w0, and this implies that ~(s) = 
Toil(s) = v(s)u- l(s)f i (s)  = v(s)fi(s). But by uniqueness of solutions of (6), we must have 
~(y) = (u(~) - ~(s, y)) ~(s) + k(s, y) 
~(y) = (,(~) - ~(s,~))  ~(s) + ~(s, ~) 
on (s, s + h) C [c~, ;3]; therefore, 
- -  -1  
hence, the uniqueness of solution of (10) on (s, s + h) C [a, ;3]. 
System (2) is known to be self-adjoint if t = T*, p* = p, and r* = r, where * denotes adjoint, 
and in this case with simple algebra it can be shown that if r is nonsingular, 
P? - f * [=O,  ~*~-~*~=0,  and [ *~- f *~=E.  
Now if (u, v) is a solution of (6) and the corresponding system (2) is self-adjoint, then it is easily 
checked that 
= u*(x)~(x) - ~*(x)~(x) 
for x < y in [~,/~]. If x is fixed in [a,f~], then u*(x)v(x) -v* (x )u(x )  = constant. 
DEFINITION 5. A solution (u, v) of(6) where the system (2) is self-adjoint is cM1ed a self-conjoined 
solution if 
(u(y) - F(x, y) )*(v(y) - G(x, y) ) - (v(y) - G(x, y) )* (u(y) - F (x ,y)  ) = O, 
for x fixed and x < y in [a, f~]. 
If F(x,  y) = G(x, y) ~ 0, then the solution (u, v) of (6) is a self-conjoined solution on [a, ;3] 
if u*(y)v(y) -v* (y )u(y )  = 0; consequently, the solution (u,v) of the homogeneous self-adjoint 
differential system 
~ u(y) = a(y)u(y) + b(y)v(y) 
-d~V(y) = c(y)u(~) + a'(~)v(y) 
is self-conjoined on [~, f~] if u* (y)v(y) - v* (y)u(y) = 0, as given by Williams [4]. 
DEFINITION 6. Two distinct points Yl,Y2 of [a,/~] are conjugate with respect to system (2) if 
there is a solution (u(y),v(y)) of(2) such that u(y) ~ 0 on (Yl,Y~) while u(yl) = u(y2) = 0. 
System (2) is disconjugate on [a, f~] provided no two points on [a, f~] are conjugate. 
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As we mentioned, we study system (2) through system (6) under the assumption of the existence 
of v -1 on [a,/3], so in this case, Definition 6 is applicable to system (6). Furthermore, it is 
applicable to the associated ifferential system (4). 
The following results are easily verified. 
LEMMA 7. Let v be nonsingular on [a,f~]. Then the unique solution (us,vs) of (4) satisfying 
us(s) = O, vs(s) = E for some s e [a,~ l is given by 
us(y) = y) + $'(s, y), 
vs(y) = y) + y). 
COROLLARY 8. Let (ua,va) be the solution of (4) satisfying ua(a) = O, ua(a) = E on [a,f~]; 
then (4) is disconjugate on [a, 8] if and only if ~(a, y) + F(a, y) is nonsingular on [a, 8]. 
PROPOSITION 9. Let r be nonsingular on [a,;3] and f(y) + b(y) > 0 for y in [a,B]; then for the 
unique solution (us, vs) of (4), satisfying us(s) = O, vs(s) = E for some s E [a, B], there exists 
h > 0 small enough such that us(y) is nonsingular on (s, s + h) C [a, t3]. 
PROOF. Consider the unique solution (us,vs) of (4) for some s in [a,f~], satisfying us(s) = O, 
vs(s) = E. Let h > 0 be small and consider a thin slab located between s and s + h. 
Since r is nonsingular, then for any (u, v) satisfying (4) we have: 
v(s+h) =P(s ,s+h)  v(s) , 
E E 
and since P(s, s + h) = E + N(s)h + o(h), then (see [2] for details) 
u(s + h) ) [ E + a(s)h b(s)h f(s)h 
v (s ;  h) = l -c~s)h E -d(S)ho -g(E s)h ) 
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PROOF. From Lemma 7 the solution (ua, va) of (4) is given by 
u. (y )  = + y) 
v° (y )  = + 
but 
ua(y) = p(a,y)v- l (a ,y)  + (F(a,y) -p(ol, y)T-l(ol, y)a(O~,y) 
= F(a, y) -b p(a, y)v- ' (a,  y)(E - G(a, y)),  
and since r - l ,G  are bounded, then also T- I (E  -- G) is bounded on [a,;3]; hence, since p is 
compact, v r - l (E  - G) is also compact on [a, ;3]. 
So we have ua(y) = F [nonsingular] + pr - l (Z  - G) [compact]. Then either (see [6]) 
(i) u~ (y) is nonsingular on (a, ;3], or 
(ii) there is an I e H with I ~ 0 such that u,~(y)I = 0 on (a,;3], that is, 
[F+pT- I (E -G) ] I=O,  on (a,;3] 
or 
F I  = -gr - l (E  - G)I, on (a,;3]. 
Now since F(a,y)  is nonsingular on (a,;3], then we must have gr - l (E -  G) nonsingular 
on (a,;3], but [[G[[ < 1, that is, (G - E) is nonsingular. Then p(a,y) is nonsingular on (a,;3]. 
But this cannot occur since, by assumption, p being compact would imply that pp-1 = E be 
compact, which is false. So (ii) does not occur, and consequently, ua(y) is nonsingular on (a, ;3]. 
PROPOSITION 11. Let r be nonsingular, and let ( u~, va) be the unique solution of (4), ua ( a ) = O, 
va(a) = E. I f  p is nonsingular on (a,;3] and both F and G are compact on [a,;3], then u~(y) is 
nonsingular on (a, ;3]. 
PROOF. p(a, y) nonsingular on (a, ;3] implies that p(a, y ) r - l (a ,  y) is also nonsingular on (a, ;3]. 
Since pr -1 is bounded and G is compact, then vr - IG  is also compact, along with F being 
compact, which implies that F(a, y) is compact on [a, ;3]. 
Now, since ua(y) = p(a, y) [nonsingular] + F(a, y) [compact], then either 
(i) us(y) is nonsingular on (a,b], or 
(ii) there is an I E H with I ¢ 0 such that 
[p(a, y) + F(a, y)]I = 0, on (a, ;3], or 
p(a,y) I  = -F (a ,y ) I ,  
but since p(a, y) is nonsingular for y E [a, ;3], then we must have F(a,  y) also nonsingular on (a, ;3]. 
But this cannot happen since ~-1  = E would be compact, which is false, so (ii) cannot occur 
and, consequently, u~(y) is nonsingular in (a, ;3]. 
REMARKS 12. 
(i) Under either conditions of Propositions 10 or 11, system (4) is disconjugate on [a, ;3]. 
(ii) If in Proposition 11 p is the positive operator (p > 0) on H, that is, l*p*pI > 0 for 
all I ~ 0 in H, then p is nonsingular. 
(iii) If p is positive, then b is also positive. 
In the next proposition we drop the condition of nonsingularity of p but we need additional 
conditions to have similar results as Proposition 11. 
PROPOSITION 13. Let 7- be non,singular and F = G - 0 in the se]f-adjoint system corresponding 
to system (2). Also let ( u, v) be a self-conjoined solution of the correspondin K system (4), with u 
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nonsingular on [a, f~]. I f  (u, v) is a solution of the corresponding system (4), satisfying ua(c~) = 0, 
v~(a) = E and ifb > O, then u~(y) is nonsingular on (a,13]. 
PROOF. Since r is nonsingular, then it follows from Lemma 7 that 
u~(~) = ~(~, y) + ~(~,  y) 
~(y)  = ~(~,y) + ~(~,y) .  
Also, since F = G -- 0, then F = G = 0. Consequently, 
and since u(y) is nonsingular on [a, ~3], then ua(y) can also be written as 
~o(~) = u(~) [~-~(~)~(~, ~)].
Let ¢(a,y,u) = u-~(y)~(a,y). Then 
u(~)¢(~, ~, u) = ~(~, ~) 
d a, 
and 
or 
hence, 
au(y)¢+bv(y)¢+u(y)~-~¢=au(y)¢+b~(a,y) 
bv(y)¢+u(y)~---~¢ = b~(~,y); 
d ~ = ~- lb  (~ - .~)  = ~-~b (~ - ~-1~). 
Now, since (u,v) is self-conjointed, then vu -1 = u*-lv *, and 
_~y¢__d u- lbu *-1 (u*~ - u*vu-l~) = u-tbu *-1 (u*~ - v*~). 
But from (6) we have 
and then, 
hence, 
u*(u) = u*(a)~* + v*(~)~* 
v*(y) = u*(~)e* + v*(~)e*, 
u*Cy)e - v*(y)~ = u*(~) (~*e - e*~) + v*(~) (~*e - ~*~) 
= u*(a) (E)  + v*(a)(0) = u*(a); 
d ~¢ = u- l(y)b(y)u*- l (y)u'(~) 
¢(a,y,u) = [fVu-t(s)b(s)u*-l(s)ds] u*(a) 
¢(a,  a, u) = 0, 
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and consequently, 
[/: ] ua(y) = u(y)¢(a, y, u) = u(y) u-~(s)b(s)u*-t(s) ds u*(a) 
and 
u.(~) = 0; 
and since b > 0, then ¢(a, y, u) is nonsingular on (a, B], and consequently, ua(y) is nonsingular 
on (~, Z]. 
In the following proposition, we establish the connection between the solution of (6) when 
system (6) is considered as a two-point boundary value problem and initial-value problem. But 
first we rewrite system (6) as given by the following functional equations: 
u(u) = ~(s~, u) u (s,) + ~ (s~, u) v (s,) + P (s,, u), 
v(u) = e (s,, u ) .  is,) + e (s,, ~) ~ (s,) + ~ (s,, u), 
(12) 
with i = 1,2 and where Sl, s2, and y are in [a, j3]. This system can be considered as a two-point 
boundary value problem with U(Sl) = Ul and u(s2) = u2. 
PROPOSITION 14. Suppose that r is nonsingular on [a, ~]. Then for Sl ~ s2 in [a, ~] and 
arbitrary Ul,U2 E H, there exists a unique solution of (12) if and only if for each s E [~, f~] the 
solution (us, vs) of (12), satisfying u8 (s) = O, vs (s) = E, is such that us (y ) -F (s ,  y) is noasingular 
for all y ~ s in [a, 1~], or equivalently, p(s, y) is nonsingular for all y 7£ s in [a, ~]. 
PROOF. Assume that p(s, y) is nonsingular for all y ~ s in [a, f~]. Then ~(s, y) = p(s, y)~--l(s, y) 
is also nonsingular for all y ~ s in [a, f~]. Let Sl ~ s2 in [a, f~]. Then, by Lemma 7, we have 
u.,(y) = ~(s,,y) + P(s , ,~) ,  
v.,(~) = ~ (s,, ~) + ~ (s,, ~), i = 1, 2 
or  
u., (y) - P (s,, y) = ~ (s~, y), 
vs,(y) - ~(s~,y) = ~(si ,y) ,  i = 1,2. (13) 
Equations (12) and (13) give 
uCy) = ~(s,, y)u, + (~. , (y ) -  P (s,, y)) vCs,) + ~(s , ,y ) ,  
i = 1, 2. (14) 
v(~) = ~ (s,, y) ~, + ~. , (y)  - ~ (s,, y)) ~ (s,) + ~ is,, y), 
[ \ 
By taking i = 1 and y = s2 in the first equation of (14), we get 
~ = ~(s,)  = ~(Sl,S~)~, + (u., (s21- ~(S l ,S , l ) . ( s l )  + f (~l ,S2) ,  (151 
and since ~(sl, s2) is nonsingular for Sl ~ s2, then (us~ (s2) - F(Sl, s2)) is also nonsingular for 
S l¢  s2, and (15) then gives 
and consequently, the first equation of (14), with i = 1, becomes 
+P(s~,y) .  
Functional and Differential Systems 53 
On the other hand, if we take i = 2 and y = sl, we get similarly as above, from the first equation 
of (14), 
u~/-- (~-  ~ ~,~))(u.~/~,)- p (~, ~)_1 (~1- p ~,~)  
+ ~ (s2, y) 
equating the coefficients of Ul from (16) and (17). Then (16) becomes 
~/~: (~,/~/- ~ (~,~))(~ (~-  ~ (s~, ~)) -~ (~- ~/~,~/) 
+ P (sl, y). 
With a similar argument as above, the second equation of (14) yields 
~(~: (v .~-  o~1,~)(~.~ ~-  ~ ~,, ~/) -1 (~2- ~ ~1, ~)) 
+ ~(Sl,y). 
To show uniqueness of the solution (u, v) given by (18) and (19), we let (fi, ~) be a solution of (12) 
such that fi(sl) = ul and fi(s2) = u2. Then, clearly, u(y)  - ft(y) = 0 for y = s~, i = 1,2. 
Hence, by uniqueness of the solution of the initial value problem, we must have 
u(~) - ~(~) = (u~l (~) - ~ (~1, ~)) (v (Sl) - ~ (~)), 
~(~) = (~.,(~) - ~ (~1, ~)) (~ (~1) - ~ (sl)) • v(y) 
Since u(s2) -f i(s2) = 0 and (u~ -F (S l ,  s2)) is nonsingular, then we must have (V (S l ) -9 (S l ) )  = 0; 
that is, V(Sl) = 9(s2), and therefore, u(y) =_ fi(y) and v(y)  - 9(y).  
Conversely, suppose that the solution of (12) exists and is unique. Let Sl ~t s2 in [a,~]. Then 
there is a solution (u, v) of (12) such that U(Sl) = 0 and u(s2) - -~(Sl, s2) = E, but by uniqueness 
of the initial value problem we must have 
~(~) = (~s,(~)- ~(~,~))~ (~1 + ~(~1,~1,  
v(~) = (~,(~) - ~(~1,~) )  ~(~1) + ~(~1,~) ;  \ 
hence, 
and therefore, for y = s2, 
u(y) - ~ (Sl, y) = (~.,  (y) - P ( Sl, ~)) v (~1), 
(us1 (s2) - ~ (Sl, s2)) = E. 
To show that (us~(s2) -F (S l ,  s2)) is nonsingular, we need only show that V(Sl) (Usl (s2)  - 
F(s l ,  s2)) = E. For this, consider the solution (~2(y), 9(y)) of (12) given by 
(20) 
Clearly, ~(sl) = 0 and ~(s2) = F(s l ,  s2). 
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However, the solutions fis~(y) _= P(s,y),~s,(y) =_ ¢ (s , ,y )  is such that fi,,(s,) = 0 and 
fis~ (s2) = F(Sl, s2). Hence, by uniqueness of solution (12), we must have 
U(y) :--F(81,y), v(y) - -~¢(8 , ,y ) .  
Therefore, from (20), 
0---: V(S,)---- (UsI (81)-G(81,8,) ) [~1(81)(us1 (82)-/~(s,,82)) -E] +¢(81,8,) 
= (E-0)[v (Sl)(~., (8~)- ~(Sl,S2))- E] +0 
or 
V(8') (Usl($2)-F($,,s2)) -~E. 
COROLLARY 15. 
differential system 
du 
= au + bv + f , dy 
dv 
- - -=cu+dv+g.  
dy 
The solution (u, v) of (12) given by (18) and (19) satisfies the nonhomogeneous 
(21) 
The next corollary is equivalent to a theorem given by Williams [4] for the homogeneous self- 
adjoint differential system obtained from (21), but there we shall see that it is valid for the 
non-self-adjoint homogeneous differential system obtained from (21). 
COROLLARY 16. I f  F(s ,y)  = G(s,y) - 0 for all s and y in [c~,f~], then the solution (u,v) of(12) 
given by (18) and (19) becomes 
u(y) = U.l(y)u;11 (s2)us + u.2(y)u;~' (s , )u , ,  
v(y) : v81 (y)usl 1 (82) u2 + vs 2 (y)u-ls2 (81) u,, 
where s, # s2 in [a, f~]. Furthermore, (u(y), v(y) ) satisfies also the differential system 
d 
~yU = au + by, 
d 
---;-v = cu + dv, 
ay 
on [~, ~]. 
EXAMPLE AND REMARKS 
In radiative transfer of plane-parallel atmosphere, the equation of transfer at optical thickness y 
takes the form [1,2], 
t o z(y,a)+ ~(y)z(y;a)= ~(y) / 
u oy 47r J4r p (y' ~'  ~')  I (y, N') dn', (22) 
where I is the intensity in the direction ~. The ~ stands for (8 = cos -1/~, ¢) the polar and 
azimuthal angle measured from normal, where a, a, and p are level dependent attenuation, 
absorption, and phase functions. Equation (22) can be cast into the form of a differential system 
by separating I into two parts: ICy , ~) and I (y , -~) ,  the upward and downward intensities and 
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likewise for the phase functions; for example, p(y, it, - i t ' )  means a downward intensity is scattered 
to the upward direction. Equation (22) can be expressed as a differential system, see (4), 
and 
= 10I(y ,  it) -a (y ) I (y ,  a)  + ~ p (y, it, -12) I (y, - i t ' )  dit' 
u Oy 
10 I (y , - i t )  
u Oy 
°(Y) 
- a (y ) I (y ,  + (y, I (y, it ')  df '. 
(23) 
(24) 
Compare (23) and (24) with the differential system (with u = I(y, it) and v = I (y , - i t ) ) ,  the 
source functions f and g are missing in this case where -c~ is the a and d in (4) and b and c in (4) 
are integral operators with kernel p(y, ~, - i t ' )  and p(y, - i t ,  ~'), respectively [6]. Physically, first 
right-hand terms of equations (23) and (24) are specular parts and second terms are diffuse parts. 
It can be shown [7] for the atmosphere with optical thickness z that the specular part of 
7"I(y, - i t )  = e-(~/u)ZI(y - t, it). (24) 
Therefore v is always nonsingular, unless z --* oo. Proposition 10 indicates that I(y, it) is never 
zero on (c~, f~] if and only if p is compact on (a, f~]. Physically this indicates that a certain amount 
of I(y; - i t )  is reflected to I(y, - i t )  for y 6 (a, 8]- Mathematically, the reflection operator p in this 
case is an integral operator [6] with piecewise continuous kernel. Such an operator is completely 
continuous. Proposition 10 provides a condition for p to be compact. The compactness of p was 
also discussed in [8]. 
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