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Abstract
Many Content-based Image Retrieval (CBIR) systems and image analysis tools 
employ color, shape and texture (in a combined fashion or not) as attributes, or 
signatures, to retrieve images from databases or to perform image analysis in 
general. Among these attributes, texture has turned out to be the most relevant, 
as it allows the identification of a larger number of images of a different 
nature. This paper introduces a novel signature which can be used for image 
analysis and retrieval. It combines texture with complexity extracted from 
objects within the images. The approach consists of a texture segmentation 
step, modeled as a Markov Random Field process, followed by the estimation 
of the complexity of each computed region. The complexity is given by a 
Multi-scale Fractal Dimension. Experiments have been conducted using an 
MRI database in both pattern recognition and image retrieval contexts. The 
results show the accuracy of the proposed method in comparison with other 
traditional texture descriptors and also indicate how the performance changes 
as the level of complexity is altered.
Keywords: Markov random field, multi-scale fractal dimension, texture, 
complex image analysis, image analysis, image retrieval
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1. Introduction
Image retrieval systems find a broad range of applications in cases where very large image 
sets are present. That is especially true in medical environments. Medical diagnostic equip-
ment currently produces a large amount of digital data and the retrieval of such data has 
become a crucial task for medical information systems (Markkula et al 2001, Gagaudakis and 
Rosin 2002). Efficient content-based image retrieval (CBIR) systems are strongly dependent 
on methods that provide a good and concise set of descriptors capable of correctly character-
izing an image.
In the context of CBIR systems, texture plays an important role (Wu et al 1992, Markkula 
et al 2001), as many image samples frequently exhibit a set of non uniform features. This 
diversity poses a hurdle for many image retrieval processes when other attributes such as color 
and shape are employed. Texture, on the other hand, contributes to a more robust analysis 
regardless of the nature of the image.
Most image retrieval techniques employ texture only (Wu et al 1992). The general approach 
consists of extracting texture from the entire image or some regions of interest (ROI). This 
information is then used as signatures during the image retrieval process.
In this paper we propose a more reliable signature for medical images, which combines 
textural attributes and complexity analysis. We show how it can be successfully used in both 
CBIR and image analysis grounds.
We model texture as a Markov Random Field (MRF). This is a stochastic method which 
produces image segmentation by observing the relationship of a pixel and its neighborhood. 
MRF has been successfully used in texture and image segmentation (Giordana and Pieczynski 
1997, Fjortoft et al 2001) and one of these applications includes medical images (Rajapakse 
et al 1997). Complexity, on the other hand, is one of the best shaped methods to deal with 
biological images (Plotze et al 2005, Bruno et al 2008). Shape complexity is estimated by 
Multi-Scale Fractal Dimension (Carlin 2000, Bruno et al 2008, Florindo et al 2010, Florindo 
et al 2011). This work implements the Bouligang–Minkowski method to estimate the Multi-
Scale Fractal Dimension (Tricot 1995, Bruno et al 2008, Florindo et al 2010).
The complexity of an object is a measure of its shape regularity, which is related to the level 
of occupation imposed by the object in a given space (Chaudhuri and Sarkar 1995, Smith et al 
1996). Complexity can also be successfully used to characterize images. Images of natural 
scenes, especially those of biological nature, exhibit characteristics that many vision tech-
niques fail to detect. The performance of such vision systems could be enhanced if complexity 
were also considered.
Image signatures are computed as follows. First, texture segmentation is performed on 
a magnetic resonance imaging (MRI) data sample, producing a new set of labeled images. 
Each label represents a distinct texture class in the image. The complexity is then computed 
for each class, which may contain one or (more likely) various regions. The outcome is a set 
of signatures that will be used to characterize images and perform retrieval from a database.
To assess the proposed signatures two experiments have been conducted. The first employs 
Discriminant Analysis to classify large sets of MRI data and compares the new signature with 
traditional texture descriptors. The second is an image retrieval experiment in which queries 
to a large MRI database are carried out.
This paper is organized as follows. Section 2 describes the Markov Random Field Model 
to segmentation. In section 3 the multi-scale fractal dimension is introduced. The signature 
making process, based on Fourier analysis, is described in section 4. Section 5 presents the 
methodology adopted in this work. The results and conclusion are finally given in sections 6 
and 7, respectively.
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2. Markov random field model to segmentation
Many objects in real images are characterized by the texture of random or non deterministic 
behavior. In such a case, a probabilistic approach to segmentation may be desirable. Many 
works on stochastic models for images have been developed (Geman and Geman 1984, Derin 
and Elliott 1987, Giordana and Pieczynski 1997, Comer and Delp 2000) and successfully 
applied in different situations (Rajapakse et al 1997, Balan et al 2005).
For such models, objects in a digital image are seen as a group of pixels enclosed in a given 
area. The representation of each object can be done by labeling them and constructing a label 
field. Generally, stochastic segmentation algorithms define such labels as random variables, 
grouped into a so called 2D random field.
Many random field models exist such as Gibbs, Ising, Potts, Pickard and Markov (Rosholm 
1997). The latter is very adequate for modeling texture (especially micro—texture) as it defines 
a probability function for the field by means of local features only, i.e. neighboring features.
Unsupervised segmentation by stochastic models belongs to the family of incomplete 
data problems. Hence, the segmentation task is, eventually, a problem of statistical optimi-
zation of a given criterion. In this model, the image to be segmented is the observed data; 
the result sought, normally named the class map or label field, is considered the missing 
data and the set of model parameters is an item to be computed. The implementation of 
such an approach comprises a two-fold process: (a) parameter estimation and (b) the statisti-
cal optimization itself.
The parameter estimation process can be accomplished by some iterative algorithms: 
EM (expectation maximization), SEM (stochastic estimation-maximization) and ICE (itera-
tive conditional estimation). For the statistical optimization, two processes are known: MAP 
(maximization of a posterior) (Derin and Elliott 1987, Lakshmanan and Derin 1989) and 
MPM (maximizer of the posterior marginals) (Marroquin et al 1987, Comer and Delp 2000). 
MPM is more appropriate than MAP to image segmentation, as the latter assigns the same cost 
to each incorrect segmentation, while the former computes the same cost based on the number 
of misclassified pixels. For image segmentation, MAP would not only result in less accurate 
segmentation, but would also require more iterations to converge (Comer and Delp 2000).
This work has adopted the EM/MPM approach as proposed by Comer and Delp (2000). 
The approach will be briefly described in the next section.
2.1. The EM/MPM segmentation model
In the Markovian EM/MPM image segmentation method, the observed data is the observed 
image, given by Y = Y1, ..., YN and the label field X = X1, ..., XN is the missing data. X and Y 
are 2D random fields of a rectangular grid S with N variables. According to Bayes' Theorem, 
the posterior probability pX∣Y is proportional to the prior probability p∣X 
times a likelihood function fY∣X. Hence,
θ θ∣ ∝ × ∣∣ ∣p p fx y x y x( , ) ( ) ( , ) ,X Y X Y X
where θ is the parameter array for the model and y = y1, ..., yn and x = x1, ..., xn are sample 
realizations of Y and X, respectively. Each xs can be assigned the value of a label k = 1, ..., L, 
with L being the number of labels previously defined. On the other hand, ys are gray levels in 
the range 0, ..., 255.
The segmentation method seeks to find an estimate for the label field x through the MPM 
optimization method, whose minimization criterion is the expected number of mislabeled 
A R Backes  et alPhys. Med. Biol. 60 (2015) 1125
1128
pixels. As an unsupervised segmentation method, the EM algorithm is then employed to esti-
mate the parameters θ of the model.
In the original formulation proposed by Comer and Delp (2000) for image segmentation, 
the probability fYs∣X, ∀ s ∈ {1, ..., N} is considered a normal distribution that only depends on 
Xs. Hence,
∏
∏
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The array of parameters θ are the means and variance of each label, i.e. θ μ σ μ σ= [ ], , ..., ,L L1 12 2 . 
The distribution pX of the label field is a Markovian Random Field (Rosholm 1997, 
Dougherty 1998) which, according to Hammersley–Clifford’s theorem (Besag 1974, Geman 
and Geman 1984), has a conditional probability mass function given as a Gibbs distribution
= −p
Z
Ux x( )
1
exp ( ( )) ,X
where Z is a normalization factor and U (x) is an energy function in the form
∑=
∈
U Vx x( ) ( ) .
c C
c
Vc(x) is a function that depends on the cliques and the family {Vc:c  ∈  C} is called 
 potential. The set of pixels C ⊆ S is a clique in the label field if, for any pixels r, s ∈ C, 
then G∈s r. That is, they are all neighbors. A collection = ⊆ ∈S s S{ , }sG G  is a neighboring 
system for S if, for any pixel in s ∈ S, then G∈s s and G G∈ ⇔ ∈ ∀ ∈s r r S,r s . The elements of 
Gs are then the neighbor pixels of a pixel s. Figure 1 shows a pixel and its 4- and 8-connected 
neighborhood, with its respective cliques.
For image segmentation purposes, an adequate energy function is given by
∑ ∑β γ= +
∈ ∈
U t x xx( ) ( , ) ,
r s C
r s
r C
x
{ , } { }
r
where
⎧⎨⎩=
  =
  ≠  t x x
x x
x x
( , )
0, if ,
1, if .r s
r s
r s
Notice that only double cliques (two pixels) and single cliques (one pixel) are taken into account 
in this model. The parameter β, called the Spatial Interaction Parameter, 
defines a weight for the penalty function t(xr, xs) of a double clique. This function aims to 
prevent neighboring pixels from having different labels. The set of parameters γk, k = 1, ..., 
L, which acts upon single cliques, can be considered as the occurrence cost of each label k. 
If a given class k is less likely to occur than others, γk should be high. When there is a priori 
information about the relative sizes of the classes, the parameter γk can be set so that this 
information can be incorporated into the model. Since this is an unsupervised segmentation, 
parameters γk are generally assumed to be 0, ∀ k.
Tests with cliques beyond two pixels have also been conducted in our experiments. However, 
no benefits for the final segmentation have been noticed, despite higher computational costs. 
The choice of cliques for the Markovian model is related to the chosen neighborhood system 
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(Comer and Delp 2000). For images, it makes sense to choose double cliques, as they rep-
resent the horizontal, vertical and diagonal adjacencies, when an 8-connected neighborhood 
scheme is used.
3. Multi-scale fractal dimension
The complexity of an object can be efficiently represented by fractal dimension. Unlike a 
topological dimension, which is an integer number, the fractal dimension is a fractionary 
value that describes how irregular an object is and also how much room it takes, that is, it is a 
measure of occupation of an object in a given space.
Literature provides several methods to compute the fractal dimension. One of the most 
important, and accurate, is the Bouligand–Minkowski dimension (Tricot 1995, Emerson et al 
1999). It consists of shape dilation by a disc of radius r, A(r) being the area of the dilated 
shape. The Bouligand–Minkowski fractal dimension, FD, is formally defined as:
= −
→
FD
A r
r
2 lim
log ( ( ) )
log ( )
,
r 0
where
= ∈ ∃ ∈ − ≤A r x R y A x y r( ) { | | } .2
The log–log curve produced by the Bouligand–Minkowski dimension gives an insight into the 
complexity of the shape in several scales (different values of radius r). It should be pointed out 
though that FD is estimated by linear regression of the curve, as shown in figure 2(a) and it 
produces a single real value. However, a single value is not enough to convey all the informa-
tion conveyed in the shape of the objects.
Figure 1. (a) 4-connected neighborhood and (b) its corresponding cliques. 
(c) 8-connected neighborhood and (d) its corresponding cliques.
(a) (b)
(c) (d)
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Multi-scale Fractal Dimension overcomes this problem. It consists of estimating a curve 
that represents the variation of the complexity of an object with the changes of the scales. 
Unlike a single numeric value, the curve produced by this method conveys much more infor-
mation on the object under investigation. Therefore, a more accurate discrimination can be 
performed. A sample of such a curve is illustrated in figure 2(b).
The Multi-scale Fractal Dimension is computed by a multi-scale transformation over the 
curve u(t) originated from the Bouligand–Minkowski method (Emerson et al 1999). The u(t) 
curve depicts the logarithm of the area of influence of a given shape A(r), originated from its 
dilation by a disc of radius r (Tricot 1995, Plotze et al 2005). From the first derivative of the 
curve u(t), a function that represents the variation of shape complexity through different scales 
is obtained. This function is known as the Multi-scale Fractal Dimension (figure 2) and can 
be defined as:
= −t u t
t
DFM ( ) 2
d ( )
d
,
where t is the logarithm of the dilation radius used in the Bouligand–Minkowski method.
In this paper, Multi-scale Fractal Dimension curves will be used as signatures, which con-
vey the complexity of shapes present in medical images (Gonzalez and Woods 2002, Plotze 
et al 2005). One can think of a multi-scale fractal dimension curve as a function from which 
information can be extracted across different scales and stored as an n-dimension feature vec-
tor. Hence, the image shape can be represented and characterized by analysis of such feature 
vectors. Figure 3 shows an example with three multi-scale fractal dimension curves, each cor-
responding to a region (or object) of an image sample.
4. Fourier analysis
The Fourier transform has been widely used in the field of pattern recognition, as it enables 
a signal to be decomposed into frequencies and its behavior is more easily interpreted. The 
Fourier transform brings a number of advantages, when compared with the analysis of a signal 
in the time domain (or spatial domain in the image case): noise tolerance, analysis of a signal 
into different groups of frequencies and easy data normalization, yielding data which is invari-
ant to rotation, translation and scale (Brigham 1988, Bracewell 2000). By applying the Fourier 
transform over a signal u(t), the complex components U(f) are obtained:
Figure 2. (a) Bouligand–Minkowski log–log curve; (b) multi-scale Fractal Dimension.
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∫= π
−∞
∞
−U f u t t( ) ( ) e dj u2
which is a representation of the signal in the frequency domain. This frequency approach over 
the signal gives the means to split distinct signal features into different groups of frequencies. 
Lower frequency coefficients correspond to the portion of the spectrum that concentrates the 
most relevant information about the behavior of the signal, whereas higher frequency coef-
ficients convey information on noise and details present in the signal (da Fontoura Costa and 
Cesar 2000). For the MFD, only the lower frequency portion of the spectrum is considered. 
The signal descriptors, DU (f), are computed from the amplitude of the selected coefficients:
=DU f U f( ) ( )
Prior to using such descriptors, a normalization process must be carried out. This can be done 
as follows:
⎧⎨⎩=
=
≠DU f
f
DU f DU f
( )
0 0
( )/ (1) 0
The normalization process gives the selected descriptors a higher tolerance to disturbances in 
the original signal, such as changes in scale, translation and rotation. Figure 3(b) shows 40 
Fourier descriptors computed for Multi-scale fractal dimension curves.
5. Methodology
To perform a successful retrieval, CBIR systems must extract and store meaningful measures 
from images. However, selecting measures which best represent an image is a difficult task 
and image retrieval is only possible if an image is properly characterized in an image data-
base. We propose a new way to characterize images by combining MRF segmentation and 
Complexity analysis through a fractal dimension. Such an approach has proven to be efficient 
in both image retrieval and image analysis grounds.
Figure 3. Signatures extracted by the proposed approach, considering three different 
binary objects. (a) Multi-scale fractal dimension curve as a complexity signature, 
(b) 40 Fourier descriptors computed for the Multi-scale fractal dimension curves and 
(c) binary objects.
A R Backes  et alPhys. Med. Biol. 60 (2015) 1125
1132
Given an input image, the proposed approach carries out a texture-based segmentation by 
MRF, thus yielding a set of n regions. Each region corresponds to a different texture pattern 
in the image. The term region designates the number L of labels used by the MRF technique. 
Next, complexity analysis by Multi-scale fractal dimension (MFD) is performed for each 
region computed in the previous step.
At this stage, the image is characterized by a set of MFD curves. Each MFD curve indi-
cates how the complexity changes through the scales. As already pointed out, this approach 
grasps more information about the object than a single fractal dimension value. However, 
MFD curves tend to zero as scales grow. The larger the dilation performed on an object, 
the more similar to a point it becomes. As a consequence, its fractal dimension tends to the 
dimension of a point, i.e. zero. For that reason, it is not convenient to use very large values 
for the dilation radius. Hence, not all information present in the curve is relevant for analysis. 
By using Fourier analysis, it is possible to represent a curve as sets of low and high frequen-
cies: low frequency coefficients represent the main aspect of the curve, while high frequency 
coefficients are associated to abrupt changes and noise. Discarding higher frequencies while 
keeping lower ones, not only provides a better image characterization, it also contributes to 
simplifying the image analysis stage.
Our image signature is the combination of the Fourier descriptors computed from each 
MFD curve. Sets of three and four curves per image were extracted and employed in the 
experiments of image analysis and CBIR systems.
6. Experiments and results
We evaluate our approach with two experiments. The first is meant to explore the benefits 
of the proposed signature in the field of image analysis, or more specifically, a classification 
scheme by Flexible Discriminant Analysis (FDA) (Chen 1973). The second experiment evalu-
ates the signatures in the CBIR context. A set of pre-classified MRI images have been used. 
The data set contains 1421 images, distributed into 23 different classes with an uneven num-
ber of images per class. Each class represents a different part of a section of the human body. 
Figure 4 illustrates 23 image samples, each belonging to a different class.
As mentioned before, we used Fourier descriptors to characterize MFD curves produced 
for each region of the image. For each image, we computed n regions by MRF segmenta-
tion. MFD curves are then computed with a dilation radius r = 100. We calculated a set of 
40 Fourier descriptors (i.e. the first 40 frequency values—as described by section 4) for each 
MFD curve, thus yielding a n × 40-dimension feature vector. This feature vector represents 
the signature of an image sample. Figure 5 illustrates this process in which the segmentation 
by MRF was set to three regions, i.e. n = 3.
As we increase the number of Fourier descriptors, more information on the MFD curve 
is captured, leading to a better description of the curve and, consequently, a better classifica-
tion/retrieval of the original image. However, beyond a certain number of descriptors, only 
high frequency information is available (figure 3). This information is characterized by small 
descriptor values and it is not significant for our purposes as the main aspect of the MFD 
curve is important, not the minor details. Empirical analysis has shown that the best results are 
achieved with only 40 descriptors.
We compared our proposed approach with three other texture analysis methods found in 
the literature. They are: Gabor filters (Jain and Farrokhnia 1991, Daugman and Downing 
1995, Idrissa and Acheroy 2002, Traina et al 2003), Wavelet descriptors (Huang et al 2006, 
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Sengür et al 2007) and Local Binary Patterns (Ojala et al 2002). These three sets of texture 
descriptors are briefly described in the following paragraphs:
A Gabor filter is basically a 2-dimensional Gaussian function represented with an oriented 
sinusoid for certain frequencies and directions. This procedure consists of convolving an input 
image with a family of Gabor filters of different scales and orientations. Among the numerous 
tests performed, the best results were achieved for a family of 24 filters (six rotation filter and 
four scale filters) and values of 0.01 and 0.3, for lower and higher frequencies, respectively. 
A definition of the individual parameters of each filter follows the mathematical model pre-
sented in Manjunath and Ma (1996). The mean and standard deviation were computed from 
each Gabor filter, giving a total of 48 descriptors (Traina et al 2003).
Wavelet descriptors: A wavelet transform is a set of basis functions that represents sig-
nals in different frequency bands, each with a resolution matching scale. Wavelet methods 
enable a multi-scale representation and analysis of an image. In this paper, three-level 
wavelet decompositions have been obtained for each image sample, yielding nine high 
Figure 4. 23 MRI samples from one of the data sets used in the experiments.
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frequency components. Energy and entropy were then computed from each high fre-
quency component, leading to a set of 18 wavelet descriptors (Huang et al 2006, Sengür 
et al 2007).
Local Binary Patterns: This is a rotation invariant measurement of the near gray levels of 
the neighbors of the central pixel. It considers some binary patterns to characterize the spatial 
configuration of local image texture. Then, it computes the occurrence histogram of these pat-
terns and uses it as texture descriptors. In this experiment, we considered the concatenation 
of the histograms computed for (P, R) = {(8, 1), (16, 2), (24, 3)}, where P is the number of 
symmetric neighbors at a radius R from the central pixel, to characterize a texture pattern, thus 
resulting in a total of 54 descriptors (Ojala et al 2002).
The number of features for each of the methods was chosen according to the literature. An 
image analysis method achieves its maximum performance when the optimal number of fea-
tures is adopted. This way, adding or removing features probably will result in a performance 
decrease. In the case of the Gabor filter, a study of the discriminant power for a different num-
ber of features is reported in Alvaro Gomez Zuniga and Bruno (2014). Although the number 
of features could be adjusted using techniques as feature selection (Liu and Motoda 2008) or 
projections (for instance PCA (Duda et al 2000)), we decided to use the features directly from 
the method, without considering any processing, in order to avoid bias.
6.1. Experiment 1: image classification by FDA
In order to evaluate the properties of the proposed approach on pattern recognition, we per-
formed a statistical classification experiment. We applied Flexible Discriminant Analysis 
(FDA) (Chen 1973) over the proposed signatures. FDA is a generalization of the Linear 
Discriminant Analysis (LDA), although more sophisticated. It uses non-parametric tuning in 
order to produce a more flexible classifier than that obtained with LDA. Moreover, FDA is 
also a deterministic method and it does not require training between classes (like SVM), 
Figure 5. Signature computed for MRF set to 3 classes, i.e. n = 3.
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which makes its use less expensive. The statistical analysis was carried out with the R 2.1.1 
system (R Development Core Team 2005). We used the leave-one-out cross validation scheme, 
a common approach to estimate the classifier error. This scheme separates the data so that one 
sample is used as validation data and the remaining samples are used as training data. This 
procedure is repeated until all samples are used as validation data. The total number of errors 
leads to the estimation of the classification error probability.
At first, it is necessary to determine the number of regions n that best segments the texture. 
Figure 6 shows an example of an MRI image segmented in n = {2, 3, 4, 5} distinct regions 
using MRF. We noticed that for n = 2, most of the texture details are lost. During the segmen-
tation process, different texture patterns are grouped as belonging to the same region in the 
image. This results in a segmentation more related to the shape aspect than the texture pattern 
of the image. On the other hand, for n = 5, the segmentation process emphasized the small 
variations in the texture pattern. This results in an over-segmented image, where subtle vari-
ations in a texture pattern contribute to its division in two or more different texture regions. 
Thus, we performed the classification with MRF segmentation set to three and four regions, 
i.e. n = 3 and n = 4.
Table 1 presents the overall performance of the method for MRF segmentation with three 
and four regions and the other approaches. We obtain the best results (93.03%) with n = 4 for 
the segmentation process. Our solution outperforms all compared approaches, thus indicating 
that the combined texture and shape of the texture regions' signature is superior to texture 
descriptors alone for the characterization of this type of image. It should be noted that for 
n = 3, the performance is slightly worse. In this case, the approach performance (88.74%) 
is inferior to Local Binary Patterns (89.73%). This confirms that the number of regions is an 
important aspect of the method and has an influence on its performance. The optimal number 
of regions are determined empirically by conducting an experiment in a partial dataset. By 
doing so, the method can be adjusted to different problems and images of different sources and 
modalities (MRI, x-rays, echographic, etc).
Table 1. Results for the proposed signature and the other two texture descriptors.
Method Success rate (%)
Gabor Filters 88.53
Wavelet descriptors 82.19
Local Binary Patterns 89.73
Proposed Method (n = 3) 88.74
Proposed Method (n = 4) 93.03
Figure 6. Example of an MRI image segmented into different regions.
Original Image n = 2 n = 3 n = 4 n = 5
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6.2. Experiment 2: content-based image retrieval
In this experiment we evaluate the performance of our approach in a CBIR context. It consists 
of computing a signature for an MRI image and the retrieval of the most similar samples pres-
ent in the database. We built this signature, a set of Fourier descriptors, as described in the 
previous experiment (see figure 5). We used the Euclidean norm as a similarity measure to 
retrieve images from the database.
The search for the most similar images was carried out as follows. Given a specific number 
of regions n, we computed the signature for each image in the database. Let x = [ x (1), ⋅, x(k)] 
be the signature computed for a given image, with k = 40 × n. Next, we randomly selected one 
sample image, xi, which will be used as a reference image in the retrieval process. To compare 
the signatures of two distinct images, xi and xj, we computed the Euclidean norm d(xi, xj) = ∣ 
xi −xj∣. The smaller the value of this distance, the higher the similarity between the two images. 
Then, we compute the distance d(xi, xj) for all signatures in the image database, xj, j = 1, ⋅ ⋅ ⋅, N, 
j ≠ i. As a result, we obtain a set R of all computed distances, that is, R = [d(xi, x1), d(xi, x2), ⋅ ⋅ ⋅, 
d(xi, xN)], where N is the number of images in the database.
The values in set R are grouped in ascending order (the smallest value corresponds to the 
most similar image retrieved), so that the first images in R are those which are more similar to 
the reference image xi. In this experiment, we retrieved the first 50 images.
The outcome of this experiment can be assessed by precision recall curves, a very impor-
tant approach to validate and measure the performance of CBIR methods. The recall is the 
proportion of relevant images retrieved from the database, while the precision is the percent-
age of images retrieved during the search. Let A be a set of relevant images for the search, 
B the set of recovered images and α, β and γ the number of images in the sets A ∩ B, ∩A B, 
∩A B , respectively. Thereby, precision and recall can be expressed as:
α
α β
α
α γ
= ∣ = ∩ =
+
 
= ∣ = ∩ =
+
P A B
P A B
P B
P B A
P B A
P A
precision ( )
( )
( )
, and
recall ( )
( )
( )
.
To compute the Precision-Recall curves, we use a scheme similar to the leave-one-out cross 
validation. One sample is selected to be retrieved, but this sample is not removed from the 
set of all samples. This modification is performed just so the curve starts at 1, i.e. 100% of 
precision. As we retrieve one image at time, the recall gives the normalized amount of images 
retrieved from the dataset (e.g. a recall of 0.3 means that we retrieved 15 images of the 50 that 
we expect to retrieve). Meanwhile, the precision gives the percentage of images retrieved that 
belong to the class of the sample image (e.g. a precision of 0.55 when the recall is 0.3 means 
that around eight images of the 15 retrieved belong to the same class as the sample image).
Figure 7 illustrates the precision recall curves of the proposed signature and three texture 
descriptors. These curves represent the average precision recall curve computed for different 
sample images. As in the previous experiment, we obtained the best performance with MRF 
segmentation for four regions, outperforming other texture descriptors. However, the preci-
sion recall curve for the three-region signature is not as good as the four-region signature. We 
evidence the same outcome for the Local Binary Patterns method, which exhibited the second 
best result in the previous experiment. An explanation for this result may lie in the nature of 
the methodology of analysis adopted in both experiments. The image retrieval experiment 
employs the Euclidean norm to measure the similarity between two feature vectors. This is a 
rather ‘naive’ statistical analysis, whereas in the first experiment, a more sophisticated statisti-
cal methodology (FDA) was used. Nevertheless, this result also reveals the robustness of the 
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four-region segmentation, as it produces a better image description, and it is not affected by 
the nature of the methodology adopted, as is the case of the three-region segmentation.
7. Conclusions
We have presented in this paper a novel methodology for image classification and retrieval 
based on a hybrid approach that combines complexity and texture analysis. Texture and com-
plexity are visual attributes that share similar characteristics. Neither attributes have a formal 
definition in literature. The attribute of texture lies on the pattern analysis of the pixels, while 
complexity is related to the geometric distribution, organization and auto similarity of objects 
or sets of objects. Texture is the attribute most used in image retrieval, whereas complex-
ity analysis, by fractal dimension, is a very efficient methodology for dealing with medical 
images. Hence, the approach proposed in this paper combines both attributes, yielding an 
optimal solution for medical image retrieval.
By MRF segmentation, an image is split into different textural regions, followed by MFD 
to estimate the complexity curve of each textural region. These complexity curves are used to 
produce a signature vector that efficiently describes the image.
It is worth mentioning that the proposed segmentation process and the one provided by 
a specialist are by no means related. The segmented regions in the proposed method are the 
classes labeled by the MRF process. They will not match those performed by a specialist 
which will certainly take into account anatomical and other biological factors. Nevertheless, 
MRF segmentation is meaningful and, when combined with fractal analysis, is capable of 
distinguishing the general content of medical images. Therefore, the approach is suitable for 
CBIR and image classification tasks.
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