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Abstract
Automatic classification of epliptic seizure types
in EEG data could enable more precise diagnosis
and efficient management of the disease. Automatic
seizure type classification using clinical electroen-
cephalograms (EEGs) is challenging due to factors
such as low signal to noise ratios, signal artefacts,
high variance in the seizure semiology among indi-
vidual epileptic patients, and limited availability of
clinical data. To overcome these challenges, in this
paper, we present a deep learning based framework
which learns multi-spectral feature embeddings us-
ing multiple CNN models in an ensemble architec-
ture for accurate cross-patient seizure type classifi-
cation. Experiments on the recently released TUH
EEG Seizure Corpus show that our multi-spectral
dense feature learning produces a weighted f1 score
of 0.98 for seizure type classification setting new
benchmarks on the dataset.
Introduction
Epilepsy is a neurological disorder which affects 1% of the
world’s population. Epilepsy causes sudden and unforeseen
seizures which can result in critical injury, or even death
of the patient. One third of epileptic patients do not have
appropriate medical treatments available. For the remaining
two thirds of the patients, the treatment options and quality
vary due to the fact that seizure semiology is different for
every epileptic patient. An important technique to diagnose
epilepsy is through visual inspection of electroencephalog-
raphy (EEG) recordings by physicians to analyse detect ab-
normalities in brain activities. This task is time-consuming,
inefficient, and subject to inter-observer variability. With the
advancements in IoT-based data collection, machine learning
based automated systems have been developed. They pro-
mote standardization in seizure analysis by reducing inter-
observer variability, and allow better management of the dis-
ease through more efficient and reliable patient monitoring.
A typical automated system performs feature extraction from
∗Now with Google
the EEG data followed by classification using a machine
learning model. In this process feature extraction is the most
crucial step as the extracted features capture meaningful char-
acteristics of neural patterns from the EEG data and enable
the classifier to discriminate the data into normal and ab-
normal neural behaviours. Furthermore, seizure semiology
varies not only across different epilepsy patients but also
for the same individual over time. Therefore, it is critical to
learn highly discriminative and robust features from the EEG
data which can generalize among different neural semiologies
(e.g., among different patients).
In literature, one stream of work proposes features based on
raw EEG signals for seizure detection. For instance, the work
of [Zandi et al., 2010] proposed wavelet-transform based fea-
tures to distinguish between seizure and non-seizure states
of the brain. The work of [Vidyaratne et al., 2016] pro-
posed Cellular Neural Networks and Bidirectional Recurrent
Neural Networks to extract temporal features from the EEG
data for seizure analysis. Another stream of work uses time-
frequency based spectrogram representations which encode
more rich information than the raw EEG signals for training
machine learning models [La¨ngkvist, Karlsson, and Loutfi,
2014; Jia et al., 2014; Thodoroff, Pineau, and Lim, 2016;
Vidyaratne et al., 2016; Golmohammadi et al., 2017]. For in-
stance, the work of [Pramod et al., 2014; Turner et al., 2014;
Johansen et al., 2016; Antoniades et al., 2016; Supratak, Li,
and Guo, 2014; Li et al., 2016; Yan et al., 2016; Lin et al.,
2016] used deep belief networks and sparse auto-encoders
to automatically learn features from EEG-based spectrogram
data for seizure detection. Other methods such as [Boubchir,
Al-Maadeed, and Bouridane, 2014a; Boubchir, Al-Maadeed,
and Bouridane, 2014b] proposed several hand-crafted repre-
sentations (based on the mean, variance, skewness, and kur-
tosis of histogram spectrogram intensities) for seizure classi-
fication.
Most of the above studies apply machine learning for
seizure detection or seizure prediction from the EEG data.
However, an automated seizure analysis system should not
be restricted to these tasks only. It should also have the ca-
pability to discriminate between different types of seizures as
they are detected. This is because automatic epileptic seizure
type logging has the potential to improve long-term patient
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care, enabling timely drug adjustments and remote monitor-
ing in clinical trials [Harrer et al., 2019]. In [Roy et al., 2019],
the authors attempted the seizure type classification task by
conducting a search space exploration of various standard
machine learning algorithms and pre-processing techniques.
In this paper, we improve on the results reported in [Roy et
al., 2019] by presenting an ensemble learning approach for
cross-patient seizure type classification. To achieve this, we
present a framework which focuses on diversifying individ-
ual classifiers of an ensemble by learning multi-spectral fea-
tures at different spatial and frequency resolutions of the EEG
data spectrum. Experiments show that our multi-spectral fea-
ture learning encourages diversity in the ensemble and re-
duces the variance in the final predictions. We also present
a novel visual representation of the raw time-series EEG data
which combines frequency transformation of the EEG signals
and the salient information contained in the frequency trans-
forms. The central tenets of our work are that knowledge for
seizure type classification is better represented through the
proposed saliency-encoded feature maps than traditional fre-
quency transforms, and diversifying individual sub-networks
of an ensemble improves the quality of the final predictions.
In summary, the main contributions of this paper are as fol-
lows:
1. We present a deep learning framework termed
SeizureNet, which learns multi-spectral feature em-
beddings in an ensemble architecture from EEG data
for seizure classification. Experiments show that the
proposed architecture diversifies the individual subnet-
works and improves the quality of the final predictions
for cross-patient seizure type classification.
2. We present a visual representation termed Saliency-
encoded Spectrogram which captures frequency trans-
form and salient information contained in the frequency
transform of the time-series EEG data. Experiments
show that our saliency-encoded spectrograms produce
higher seizure classification accuracy than the spectro-
grams containing only frequency transform information
of the EEG data.
3. We evaluate our framework on the TUH EEG Seizure
Corpus [Shah et al., 2018] and present benchmark re-
sults for seizure type classification in cross-patient sce-
narios. Our results show that the proposed multi-spectral
feature learning improves seizure classification accuracy
compared to other machine learning methods.
The Proposed Framework (SeizureNet)
Fig. 1-A shows the overall architecture of the proposed
framework which is composed of two main modules. i) a
data transformation module which transforms raw time-series
EEG signals into the proposed saliency-encoded spectro-
grams, and ii), an ensemble of deep CNN (DCN) models,
where the sub-networks have a common network architec-
ture but vary in terms of depth, and their outputs are summed
to produce final predictions. In the following, we describe in
detail the individual modules of the proposed framework.
Saliency-encoded Spectrograms
The main motivation for saliency-encoded spectrograms
stems from the foundations of visual attention mechanisms
according to which human vision is more sensitive to the
salient parts of image data in recognizing low level features
such as edges or patterns. Inspired from visual saliency de-
tection [Hou and Zhang, 2007], we aim to transform time-
series EEG data into a visual representation which captures
multi-scale saliency information from the EEG data. Specifi-
cally, our saliency-encoded spectrogram consists of three fea-
ture maps as shown in Fig. 1-D. i) a Fourier Transform map
(FT ) which encodes the log amplitude Fourier Transform of
the time-series EEG signals, ii) a spectral saliency map (S1),
which extracts saliency by computing the spectral residual of
the FT feature map, and iii) a fine-grained saliency map (S2),
which captures saliency by computing center-surround differ-
ences of the features of the FT feature map [Montabone and
Soto, 2010; Itti, Koch, and Niebur, 1998]. Mathematically,
given a time-series EEG sequence X(c, t) from a channel c
parameterized by time t, we compute the Fast Fourier Trans-
form (F) of the sequence as:
F(X) =
∫ −∞
∞
X(c, t)e−2piitdt (1)
We computeF on data from selected 20 channels and take the
log of the amplitude of the Fourier Transform. The output is
reshaped into aRp×20−dimensional feature map (FT ) where
p denotes the number of data points of the EEG sequence.
Mathematically, FT can be written as:
FT = log(Amplitude(F(X))) (2)
To compute saliency feature map S1, we take the log am-
plitude spectrum of the feature map and subtract it from the
average log amplitude spectrum of the feature map. Specifi-
cally, given a Fourier Transform feature map FT , its saliency
map S1 can be computed as:
S1 = G ∗ F−1(exp(FT −H ∗ FT ) + P)2, (3)
where, F−1 denotes the Inverse Fourier Transform. The term
H the average spectrum of FT approximated by convoluting
the feature map FT by a 3×3 local averaging filter. The term
G is a Gaussian kernel to smooth the saliency feature map.
The term P denotes the phase spectrum of the feature map
FT . Our second saliency feature map S2 captures saliency of
each data point in the Fourier Transform feature map FT with
respect to its surrounding data points by computing center-
surround differences. FTi represents feature value at loca-
tion i, and Ω denotes a circular neighborhood of radius ρ sur-
rounding the location i. Mathematically, the saliency calcula-
tion at location i can be written as:
S2(i) =
∑
ρ∈[2,3,4]
(FTi −min([FTk,ρ])),∀k ∈ Ω, (4)
where, [FTk,ρ] represents the feature values in the local
neighborhood Ω. Finally, we concatenate the three feature
maps FT , S1, and S2 into an RGB-like data structure (D)
which is normalized to 0 to 255 range as shown in Fig. 1-D.
It can be written as:
D = [|FT |, |S1|, |S2|], (5)
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Figure 1: The overall architecture of the proposed framework (A). Input EEG data is first transformed into the proposed saliency-encoded
spectrograms (D), which are then sampled at different frequency and spatial resolutions, and fed into an ensemble of deep CNN (DCN)
models. The outputs of the DCN models are combined through summation and fed into a Softmax operation for producing probabilistic
distributions with respect to the target classes.
where, | · | denotes normalization of the feature map. Our
saliency-encoded spectrogram generation provides an unsu-
pervised mechanism to capture statistical singularities re-
sponsible for anomalous patterns in the EEG data. It produces
feature maps which maximize variation in the information
flow during the training phase and provide regularization to
reduce over-fitting for training deep CNN models with lim-
ited training data.
Multi-Spectral Feature Learning
While deep neural networks are well suited for feature learn-
ing, large deep architectures are often over-parameterized and
require sufficient amount of training data to effectively learn
features that can generalize to the unseen test data. When
confronted with limited training data which is a common
issue in health informatics [Alotaiby et al., 2014], deep ar-
chitectures suffer from poor convergence or over-fitting. To
overcome these challenges, we present Multi-Spectral Fea-
ture Sampling (MSFS), a novel method to encourage diver-
sity in ensemble learning by training the sub-networks of
the ensemble using training subsets sampled from different
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Figure 2: Examples of individual feature maps of our Saliency-
encoded Spectrograms at different frequency resolutions. The
saliency map S1 captures saliency by calculating spectral residual
of the FT feature map. The saliency map S2 captures saliency by
calculating center-surround differences for each pixel in the FT fea-
ture map. Experiments show that combining salient characteristics
of the EEG data with Fourier Transform turns out to be useful for
discriminating different seizure classes.
frequency and temporal resolutions of the EEG data. Fig.
1-E shows an overview of our multi-spectral feature sam-
pling. Consider an M−dimensional training dataset D =
{(Di, yi)|0 ≤ i ≤ Nd}, which is composed of Nd train-
ing samples, where Di is a training spectrogram sample with
the corresponding class label yi ∈ Y . During training, our
multi-spectral feature sampling generates a feature subspace
Dm = {(Dmi , yi)|0 ≤ i ≤ Nd} which contains spectro-
grams generated by the random selection of the sampling fre-
quency f ∈ F (Hz), a window length parameter w ∈ W
(seconds), and a window step size parameter o ∈ O1. This
process is repeated Ne = 3 times to obtain the combination
of random subspace {Dm1 , ...,DmNe}, where Ne is the size of
the ensemble. Our multi-spectral feature sampling provides
two main benefits. First, the generation of spectrogram rep-
resentations D at different frequency and spatial resolutions
captures neocortical dynamics of the brain (exhibiting differ-
ent characteristics at different areas of the brain as recorded
by EEG). This increases variation in the information during
the training process and enables the deep ensemble to learn
highly discriminative features for different seizure classes.
Second, using independent feature subspaces for training the
sub-networks encourages diversity among the sub-networks,
and the combination of their outputs reduces variance in the
final predictions.
The Proposed Model Architecture (SeizureNet)
Our model architecture consists of three deep convolutional
neural networks (DCN) connected in an ensemble as shown
in Fig. 1-A. The DCN models of our ensemble have a similar
network topology consisting of multiple convolutional layers
interconnected through fuse connections. The basic building
block of our DCN model is a Dense Block which is composed
of multiple bottleneck convolutions interconnected through
dense connections [Huang et al., 2017]. Specifically, each
DCN model starts with a 7×7 convolution followed by Batch
Normalization (BN), a Rectified Linear Unit (ReLU), and a
3 × 3 average pooling operation. Next, there are four dense
blocks, where each dense block consists ofNl number of lay-
ers termed Dense Layers which share information from all
the preceding layers connected to the current layer through
fuse connections. Fig. 1-B shows the structure of a dense
block with Nl = 6 dense layers. Each dense layer consists
of 1 × 1 and 3 × 3 convolutions followed by Batch Normal-
ization (BN), Rectified Linear Units (ReLU), and a dropout
block as shown in Fig. 1-C. To maximize diversity among the
sub-networks, we modify the Dense block 3 and Dense block
4 of the sub-networks with different numbers of dense lay-
ers. Mathematically, the output of the lth dense layer (Xl) in
a dense block can be written as:
Xl = [X0, ...,Xl−1], (6)
where [· · ·] represents concatenation of the features produced
by the layers 0, ..., l − 1. The final dense block produces
Ydense ∈ Rk×R×7×7−dimensional feature maps which are
squeezed to k × R−dimensions through a global averaging
operation, and then fed to a fully connected layer fc ∈ RK
which learns probabilistic distributions of the input data with
respect to K target seizure classes. Mathematically, the out-
put of the fully connected layer (fc) can be written as:
Yfc = Ydense ∗Wfc +Bfc, (7)
1In this work, we used F = [24, 48, 64, 96] Hz, W =
[1, 2, 4, 8, 16] seconds, and O = [0.25, 0.5, 1.0, 2.0, 4.0, 8.0]
Table 1: Total count of different types of seizures in the TUH EEG
Seizure Corpus.
Seizure type Count
1. Focal Non-Specific Seizure (FN) 992
2. Generalized Non-Specific Seizure (GN) 415
3. Simple Partial Seizure (SP) 44
4. Complex Partial Seizure (CP) 342
5. Absence Seizure (AB) 99
6. Tonic Seizure (TN) 67
7. Tonic Clonic Seizure (TC) 50
where, Wfc and Bfc represent weights and bias matrices, re-
spectively.
Training and Implementation
Consider a training dataset of spectrograms and labels
(D, y) ∈ (D,Y), where each sample belongs to one of the
K classes (Y = 1, 2, ...,K). The goal is to determine a func-
tion fs(D) : D → Y . To learn this mapping, we train our
ensemble network parameterized by f(D, θ∗), where θ∗ are
the learned parameters obtained by minimizing a training ob-
jective function (LCE):
θ∗ = arg min
θ
LCE(y, f(D, θ)), (8)
where LCE denotes a Cross-Entropy loss which is applied
to the combined outputs of the ensemble with respect to the
ground truth labels (y). Mathematically, the CrossEntropy
loss LCE can be written as:
LCE =
K∑
k=1
I(k = yi) log σ(Oe, yi), (9)
where Oe = 1/Ne
∑Ne
e=1Ok denotes the combined logits
produced by the ensemble, Ok denotes the logits produced
by an individual sub-network, I is the indicator function, and
σ is the SoftMax operation. It is given by:
σ(zi) =
exp zi∑K
k=1 exp zk
. (10)
We trained the convolutional and the fully connected layers
of our networks using the loss function in Eq. 9. The weights
were initialized from zero-mean Gaussian distributions, stan-
dard deviations were set to 0.01, and biases were set to 0. We
trained the networks for 200 epochs with a start learning rate
of 0.01 (which was divided by 10 at 50% and 75% of the to-
tal number of epochs), and a parameter decay of 0.0005 (set
on the weights and biases). Our implementation is based on
the auto-gradient computation framework of the Torch library
[Paszke et al., 2017]. Training was performed by ADAM op-
timizer with a batch size of 50.
Experiments
We used the recently released TUH EEG Seizure Corpus
[Shah et al., 2018] (v1.4.0) which includes information about
the time of occurrence and type of each seizure. The dataset
Figure 3: Average weighted f1 scores produced by the proposed SeizureNet for different values of the hyper-parameters: window length (w),
window step size (o), and sampling maximum frequency (f ). The shaded regions represent the minimum and maximum bounds of the average
weighted f1 scores.
24 Hz48 Hz96 Hz 64 Hz
24 Hz48 Hz96 Hz 64 Hz
Confusion matrices produced by the model using the proposed Multi-Spectral Feature learning
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Figure 4: Confusion matrices for seizure type classification on the TUH EEG Seizure Corpus produced with (top-row) and without (bottom-
row) using the proposed multi-spectral feature learning. The comparison shows that features learnt at multiple frequency and temporal
resolutions generalize better to the unseen test data thereby, decreasing confusions for all the seizure classes compared to the case where
frequency-specific features were learnt for seizure type classification.
contains 2012 seizures thereby making it the world’s largest
publicly available dataset for seizure type classification. Ta-
ble 1 shows the distribution of seizures in terms of differ-
ent seizure types. The sclap EEG data was collected us-
ing the 10-20 system [Silverman, 1963], and the TCP mon-
tage [Lopez et al., 2016] was used to select 20 channels of
the input. In this work, we used the following 20 channels:
FP1−F7;F7− T3;T3− T5;T5−O1;FP2−F8;F8−
T4;T4−T6;T6−O2;T3−C3;C3−CZ;CZ−C4;C4−
T4;FP1−F3;F3−C3;C3−P3;P3−O1;FP2−F4;F4−
C4;C4−P4;P4−O2. We adopted a 5-fold cross-validation
approach, where for each fold, the seizures for each type were
Table 2: Average weighted f1 scores on the TUH EEG Seizure Cor-
pus for seizure type classification.
Methods Sampling frequency24 Hz 48 Hz 64 Hz 96Hz
[Roy et al., 2019] kNN 0.884 0.882 0.898 0.883
[Roy et al., 2019] SGD 0.649 0.669 0.723 0.724
[Roy et al., 2019] XGBoost 0.782 0.751 0.851 0.773
[Roy et al., 2019] Adaboost 0.509 0.503 0.593 0.531
SeizureNet 0.982 0.981 0.983 0.984
proportionally divided into the training and the test sets.
Results
We evaluated the proposed SeizureNet on the test data
for all combinations of the hyper-parameters: sampling
frequency F = [24, 48, 64, 96] Hz, window length
W = [1, 2, 4, 8, 16] seconds, and window step size O =
[0.25, 0.5, 1.0, 2.0, 4.0, 8.0]. Fig. 3 shows the results of this
experiment. The results show that the model performance in-
creases with the decrease in window length as shown in Fig.
3 (left). This is because, smaller window lengths increase the
number of training samples and reduces over-fitting during
training. Fig. 3 (middle) shows that while the best perfor-
mance is obtained for a window step size of 1, it drops for
larger step sizes. Fig. 3 (right) shows that the model perfor-
mance increases at higher frequency levels. This is because
spectrograms generated at higher frequency levels capture
more discriminative information for distinguishing between
different seizure classes compared to the spectrograms gen-
erated at lower frequency bands. The shaded regions in Fig.
3 exhibit the minimum and the maximum bounds of the av-
erage weighted f1 scores. The results show that the best per-
formance was achieved when the test data was processed at
window length 2 and a step size of 1 as shown by the shaded
regions.
Table 2 shows seizure classification results on the TUH
EEG Seizure Corpus of our model compared with other meth-
ods. From the table we see that the classification performance
of the traditional machine learning algorithms is affected by
the data sampling frequency. This is mainly due to the fact
that the EEG recordings exhibit different characteristics of
neural activities of the brain at different frequency bands. The
proposed multi-spectral feature sampling captures informa-
tion from different frequency and spatial resolutions during
training, and enables our CNN model to learn features which
are more robust compared to the features learnt at individual
frequency bands or spatial locations. This results in improved
average f1 scores as shown in Table 2. For instance, our model
outperforms the compared methods with an improvement of
9 points in the average f1 score compared to the best perform-
ing kNN for seizure classification. Table 3 shows evaluation
of our SeizureNet for different architectures of its base mod-
els. The results show that a light-weight version of our model
“SeizureNet-lite” using MobileNet [Howard et al., 2017] as
the base sub-networks requires 6× less training parameters,
35× less number of flops, 7× smaller memory, and produces
3× faster inference, making it suitable for low-power and
memory-constrained systems.
Significance of Saliency-encoded Spectrograms
Here, we investigate the significance of the proposed
saliency-encoded spectrograms for seizure classification. For
this we compare our SeizureNet model trained using the pro-
posed saliency-encoded spectrograms and the model trained
using only Fourier Transform information. Table 4 shows the
results of these experiments in terms of weighted f1scores for
different sizes of the training data. The results show that com-
bining saliency information with Fourier Transform produced
improvement in the f1 scores for all the tested data sizes. The
combination of spectral residual of Fourier Transform and
multi-scale center-surround difference information turned out
to be more discriminative for seizure classification especially
for small training data. For instance, model trained using
saliency-encoded spectrograms produced around 2 points im-
provement in the f1 scores when only 10% of the data was
used for training compared to the model that was trained us-
ing only Fourier Transform information.
Significance of Ensembling
Here, we investigate the performance of our ensemble ar-
chitecture for seizure classification. For this, we compare
SeizureNet trained using the ensemble architecture with the
model using only one deep CNN branch. Table 4 shows the
results of these experiments. The results demonstrate that,
combining multiple DCN models with different layer con-
figurations encourages diversity in ensemble feature learning
thereby producing higher f1 scores than non-ensemble based
models.
Significance of Multi-Spectral Feature Learning
Here, we investigate the importance of the proposed multi-
spectral feature learning for seizure classification. For this, we
compare SeizureNet model trained with the proposed multi-
spectral feature sampling with models trained at individual
frequency bands. Table 5 shows the results of these experi-
ments for different sizes of the training data. The results show
that models trained using the proposed multi-spectral fea-
ture sampling (MSFS) produced higher f1 scores compared
to the frequency-specific models. For instance, when only
10% training data was used, SeizureNet with MSFS produced
improvements of around 9 points, 8 points, 8 points, and 17
points in the weighted f1 scores compared to models trained
at 24 Hz, 48 Hz, 64 Hz, and 96 Hz, respectively. These im-
provements show that information from different frequency
resolutions compliment each other in discriminating seizure
classes, and they increase variation in the training data result-
ing in features which generalize better to the unseen test data,
especially for small data sizes compared to the features learnt
at specific frequency bands.
Fig. 4 shows a comparison of the confusion matrices pro-
duced with and without using the proposed multi-spectral fea-
ture learning. From the comparison we see that when multi-
spectral feature sampling was used, the confusions decrease
(as shown in Fig. 4 top-row) for almost all the seizure classes
exhibiting the importance of combining data from differ-
ent frequency and spatial resolutions. To further investigate
the significance of multi-spectral feature learning for seizure
Table 3: Ablation study of SeizureNet in terms of base model architecture, model size, and inference speed.
Methods Base Mean No. of parameters Flops Model Inferencearchitecture f1scores (Million) (Million) size (MB) time
SeizureNet - lite MobileNets 0.9822 7.54 398.77 54.66 32 ms
SeizureNet DenseNets 0.9845 45.94 14241.37 396.51 90 ms
Table 4: Ablation study on the TUH EEG Seizure Corpus for seizure type classification in terms of the proposed saliency-encoded spectro-
grams and the proposed ensembling architecture for different sizes of training data.
No. Saliency Ensembling Data size Data size Data size Data size Data sizeencoding (85%) (70%) (50%) (30%) (10%)
1 No No 0.7951 0.7428 0.7238 0.6511 0.5029
2 No Yes 0.8021 0.7544 0.7399 0.6536 0.5123
3 Yes No 0.7996 0.7573 0.7444 0.6600 0.5215
4 Yes Yes 0.8074 0.7674 0.7475 0.6754 0.5310
Table 5: Ablation study on the TUH EEG Seizure Corpus for seizure type classification in terms of the proposed Multi-Spectral Feature
Sampling (MSFS) using different sizes of training data.
Data size Sampling at 24 Hz Sampling at 48 Hz Sampling at 64 Hz Sampling at 96 Hzno MSFS with MSFS no MSFS with MSFS no MSFS with MSFS no MSFS with MSFS
10% 0.3947 0.4825 0.3755 0.4501 0.2883 0.3950 0.2712 0.4466
30% 0.6197 0.6712 0.5594 0.6646 0.5416 0.6431 0.5401 0.6230
50% 0.6312 0.7446 0.6219 0.7270 0.6147 0.7050 0.5945 0.7045
70% 0.6739 0.7675 0.6829 0.7406 0.6358 0.7492 0.6499 0.7323
85% 0.7360 0.8052 0.7314 0.7803 0.7066 0.7520 0.6987 0.7560
24 Hz48 Hz96 Hz 64 Hz
24 Hz48 Hz96 Hz 64 Hz
Seizure type manifolds produced by the model using the proposed Multi-Spectral Feature learning
Seizure type manifolds produced by frequency-specific models without using the proposed Multi-Spectral Feature learning
Figure 5: TSNE visualizations of the seizure type manifolds produced by SeizureNet using the proposed multi-spectral feature learning (top
row) and without using the proposed multi-spectral feature learning (bottom row) at different frequency bands. The comparison shows that
features learnt at multiple frequency and temporal resolutions produce better separation of seizure manifolds for the target seizure types in
the high-dimensional feature space (top row) compared to manifolds produced by frequency-specific features (bottom row).
classification, we conducted a comparison of the TSNE map-
pings produced with and without the proposed multi-spectral
feature learning on the TUH dataset. Fig. 5 shows that the
seizure manifolds produced with multi-spectral feature learn-
ing are better separated in the high-dimensional feature space
(as shown in Fig. 5 top-row) compared to the seizure mani-
folds produced without using the multi-spectral feature learn-
ing (as shown in Fig. 5 bottom-row). This shows that increas-
ing variation in the training information by combining data
from different spatial and frequency bands is beneficial for
learning discriminative features for seizure classification.
Conclusion and Future Work
This paper presents a deep learning based ensemble frame-
work for EEG-based automatic seizure type classification in
cross-patient scenarios. The greatest challenge in a cross-
patient approach is to learn robust features from limited train-
ing data which can effectively generalize to patient data that
was not used during the training phase. This is achieved
through two novel contributions: i) a data transformation
method which transforms time-series EEG data into visual
spectrograms which encode multi-scale saliency information
contained in the frequency transform of the EEG signals, and
ii) multi-spectral feature sampling which encourages diver-
sity in ensemble learning (by training the sub-networks of
the ensemble with independent feature subspace generated
at different frequency and spatial resolutions), and reduces
variance in the final predictions by combining the outputs
of the sub-networks. Experiments show that the proposed
saliency-encoded spectrograms together with the proposed
multi-spectral feature sampling enables an ensemble of deep
CNN models to learn highly robust features that generalize to
unseen test data producing seizure classification performance
of 0.98 f1 score in cross-patient scenarios. In future, we plan
to investigate memory efficient CNN architectures to reduce
the computation and memory cost of our ensemble for de-
ployment in low-power and memory-constrained mobile sys-
tems in real-world healthcare applications.
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