This paper considers the application of importance sampling to simulations of highly available systems. By regenerative process theory, steady state performance measures of a Markov chain take the form of a ratio. Analysis of a simple three state Birth and Death process shows that the optimal (zero variance) importance sampling distributions for the numerator and denominator of this ratio are quite different and are both dynamic in that they do not correspond directly to time homogeneous Markov chains. Analysis of this three state example suggests heuristics for choosing effective importance sampling distributions for more complex models of highly available systems. These heuristics are applied to a large model of computer system availability. The example shows that additional variance reduction over that previously reported can be obtained by simulating the numerator and denominator independently with different dynamic importance sampling distributions.
INTRODUCTION
The requirement for highly available systems, such as fault tolerant computing systems, is increasing the importance of reliability and availability prediction during the design phase of these systems. While such systems can typically be modeled as Markov chains (see, e.g., [3] ), the size of the corresponding Markov model increases rapidly with complexity of the system. Thus numerical solution techniques are only feasible for relatively small models, i.e., simple systems. Simulation analysis is an alternative approach, however, because system failures are rare, extremely long simulations may be required in order to obtain accurate estimates of availability. This paper discusses the use of importance sampling (see, e.g., [4] ) as a variance reduction technique for simulating highly available systems. Importance sampling for rare event simuIation has been successfully used in [l] , [7], 191 and [IO] .
Proper selection of the importance sampling distribution makes the rare events more likely to occur and Walrand [IO] gives an additional intuitive explanation as to why importance sampling can be an effective variance reduction technique for rare event simulations. The key, of course, is to choose a good importance sampling distribution. The theory of large deviations was used in [9] and [lo] to select an effective distribution for problems of essentially estimating buffer overflow probabilities in queueing networks. Effective heuristics were used in [l] Our goal is to use importance sampling to derive an estimator with a smaller asymptotic variance than p,JP). First, let P(s)
denote the probability of a sample path s = (X0, X,, . , X7,> using the transition matrix P:
P(s) = PW,, X,lP(X,, X2) ... PW,, -11 X,,). Now let P'(s) denote the probability of s under another probability distribution. Assuming P'(s) # 0 whenever G(s)P(s) # 0, then (under some additional technicai conditions)
where E,, denotes the expectation using the probability distribution P' and L'(s) = P(s)/P'(s) is the likelihood ratio of the sample path s.
Letting f.',Js) denote the likelihood ratio during cycle k, then t,,,,(P') = ~~,L'k(~)Gk(s)/~~~L'~(s)H*(s) converges to T with Measure Specific Dynamic Importance Sampling probability one and is asymptotically normally distributed with mean r and variance 02(P')/(Ep[H(s>12m) where
We are free to chose P' in an essentially arbitrary manner; in particular P' need not correspond to a time homogeneous Markov chain. A general form for P' is
Thus the importance sampling one-step transition distrib- 
(2.5)
Because there is no covariance term in Equation 2.5, the use of different distributions allows one to reduce the variance of the numerator without adversely affecting the variance of the denominator and vice versa.
A THREE STATE EXAMF'LE
In this section, the optimal dynamic importance sampling .1, P'*(so) = 0, P"(S,) = p2, P'*(s,) = 2p2( 1 -p) and so on. That is, in the notation of Equation 2.4 P"(OIO,l) = 0, P"(0 ) 0,1,2,1) = p2, P"(0 IO,1,2,1,2,1) = 2p2/(1 + p) etc. Therefore, each successive time the simulation enters state 1, the probability of returning to state 0 changes (.under both P'*(s) and P"*(s)).
Thus the optimal change of measures for both the numerator and the denominator of Equation 2.1 are dynamic.
The following observations may be made from these optimal importance sampling distributions. In highly available systems, we are specifically interested in the case where p is close to 1, i.e., the probability of entering state 2 in a regenerative cycle is very small. While simulating the numerator using P"(s), the probability of returning to state 0 from state 1 is zero if state 2 has not been visited, otherwise, for p close to 1, it is order p for small values of i and goes back to zero for large values of i. On the other hand, while simulating the denominator using P"*(s), the probability of returning to state 0 from state 1 is order p. Thus, the optimal importance sampling distributions are very different for the numerator and the denominator in rare event simulations.
HEURISTICS FOR LARGE MODELS
Based on the observations made on the three state example, heuristics may be developed for larger models. One natural way to do rare event simulations would be that while simulating the numerator, we should force the simulation to enter the desired rare state as quickly as possible, and once this state is entered, we should make P'(s) = P(s) for the remainder of the regenerative cycle. Therefore, typically a small number of transitions take place in the remainder of the regenerative cycle. The heuristic assumes this condition would occur and does not change P'(s) any further. (Instead of a single rare state, there could be a set of rare states with non-zero g(X,J reward functions.) On the other hand, we should not change the sampling distribution to simulate the denominator (i.e., the length of the regenerative cycle), that is, P"(s) = P(s).
The dynamic importance sampling distribution employed in
[l] was the same as above heuristic employed to simulate the numerator. However, both the numerator and the denominator were estimated from the same simulation runs. The P'(s) ( = P"(s)) was selected such that from any state the probability of getting closer to a rare state wasp' and getting closer to the regenerative state was 1 -p'. Once a rare state was visited in a regenerative cycle, P(s) was used for the remaining part of the regenerative cycle. Experiments done in
[I] suggested that p' should be selected as 0.5. Typically, the confidence intervals became wider as p' deviated from 0.5.
The heuristic employed in [ 1] will be referred to as DIS (dynamic importance sampling) while heuristic proposed here will be referred to as MSDIS (measure specific dynamic importance sampling).
From our analysis it becomes clear why this phenomenon occurs. As p' increases, we move closer to P'*(s), but further away from P"*(s), and when p' decreases, the reverse effect occurs. Therefore, for small p' the variance of the numerator dominates, while for large p' the variance of the denominator dominates. This phenomenon was clearly visible when we duplicated the experiments done in [I] .
As a simple experiment, we ran the three state example of
[l] which has Tc = 1/2A, 7'r = l/(p + A), T2 = l/p and p = ~L/(,u + X). In this example, h is the component failure rate and or. is the repair rate. We used p' = 0.999 for the numerator for a total of about 52,500 events and used no change of measure for the denominator for a total of 52,500 events.
We completed the regenerative cycle in progress when the desired number of events was exhausted as suggested in [ 81.
The results obtained from this experiment are compared in Table 1 to those in [I l] where the results were obtained from a single simulation run of 105,000 events with p' = 0.5. As h decreases (p increases), we observe a greater improvement factor in the confidence interval widths (the improvement factor is the ratio of the confidence interval widths). The last row in the table shows two orders of magnitude reduction in the confidence interval widths, which means four orders of magnitude reduction in variance over and above the method in [ 11, which itself is a few orders of magnitude improvement over the direct simulation (i.e., no importance sampling).
A.Goyal, P.Heidetberger and PShahabuddin proximately equal). Thus almost 8.3 x lo7 times reduction in Table 1 Half events for the denominator; the contributions of the numerator and denominator to the asymptotic variance are then apvariance over direct simulation i:; obtained.
----__---___ We have observed similar improvements for many models of computer system availability. Whenever DIS works well, MSDIS works even better. Furthermore, since for unavail-ability estimation rz0, by Equation 2.5 the variance of the numerator is the dominant term in the asymptotic variance of the ratio. Therefore, our current research is concentrating on selecting good importance sampling distributions for the numerator.
