Abstract. Groups with commuting inner mappings are of nilpotency class at most 2, but there exist loops with commuting inner mappings and of nilpotency class higher than 2, called loops of Csörgő type. In order to obtain small loops of Csö rgő type, we expand our programme from [5] and analyze the following set-up in groups:
Introduction
Let Q be a loop with neutral element 1. For x A Q, let L x : Q ! Q, y 7 ! xy be the left translation by x, and R x : Q ! Q, y 7 ! yx the right translation by x in Q. Then Mlt Q ¼ hL x ; R x ; x A Qi
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is the multiplication group of Q, Inn Q ¼ fj A Mlt Q; jð1Þ ¼ 1g is the inner mapping group of Q, and ZðQÞ ¼ fx A Q; jðxÞ ¼ x for all j A Inn Qg is the center of Q.
Set Z 1 ðQÞ ¼ ZðQÞ and define Z iþ1 ðQÞ by ZðQ=Z i ðQÞÞ ¼ Q=Z iþ1 ðQÞ. Then Q is (centrally) nilpotent if Z m ðQÞ ¼ 1 for some m, and the nilpotency class clðQÞ of Q is the least integer m for which Z m ðQÞ ¼ 1 occurs.
The associator subloop AðQÞ of Q is the smallest normal subloop of Q such that Q=AðQÞ is a group. The derived subloop Q 0 is the smallest normal subloop of Q such that Q=Q 0 is a commutative group. Set Q ð1Þ ¼ Q 0 and Q ðiþ1Þ ¼ ðQ ðiÞ Þ 0 . Then Q is solvable if Q ðmÞ ¼ 1 for some m. Questions concerning relations between nilpotency and solvability of Q, Inn Q and Mlt Q go back at least to the 1940s and the foundational paper of Bruck, cf. [1, p. 278] . Figure 1 summarizes what is currently known about this problem for finite loops. In more detail and in chronological order:
if Q is nilpotent then Mlt Q is solvable, by [ [12] , if Inn Q is nilpotent then Mlt Q is solvable, by [7] , if Inn Q is nilpotent then Q is nilpotent, by [10] .
This accounts for all nontrivial implications in Figure 1 . Moreover, no implications in the figure are missing, as is indicated by the dotted lines that represent counterexamples and give some information about their nature. For instance, there exists a Steiner loop Q of order 16 which is solvable but with Inn Q not solvable.
Our understanding of the situation is very incomplete, however. If clðQÞ ¼ 2 then Inn Q is abelian by a result of Bruck [1] but, conversely, if Inn Q is abelian we still know little regarding the structure of the loop Q. For instance, we do not know if there exists a loop Q with Inn Q abelian and clðQÞ > 3. We also do not know if there exists an odd order loop Q with Inn Q abelian and clðQÞ ¼ 3.
We call loops with Inn Q abelian and clðQÞ d 3 of Csörgő type since Piroska Csö rgő gave the first example of such a loop [2] . Her example is of order 128 and no known loop of Csö rgő type has smaller order. In [5] we reconstructed Csö rgő's example by a method that defines a loop by modifying a group operation. We have shown that a vast number of such examples can be obtained by this method, even for the order 128. All known examples of loops of Csö rgő type of order 128 are very close to groups in the sense that their associator subloop consists of only two elements.
In this paper we explore the power of the construction invented in [5] . We show that it cannot be used for odd order loops and that it yields no loop of order less than 128. We also describe all 125 groups of order 128 that can be used in the construction as the starting point. In all cases we obtain a loop Q such that K ¼ Q=AðQÞ has K 0 ¼ ZðKÞ of order 8. There are ten such groups K and all of them can occur in our construction. However, we do not know if all loops of Csö rgő type can be obtained by our construction.
The original set-up of [5] with its complicated subgroup structure (see (A 0 )) is recalled in Section 2. In that section we introduce the much simpler new set-up that is based only on the group G, a central subgroup Z, and a mapping d : G=Z Â G=Z ! Z. We show that every original set-up gives rise to a new set-up, cf. Proposition 2.3.
After defining the radical Rad j and the multiplicative part Mul j for general mappings j in Section 3, we investigate the radical and the multiplicative part of d and of the three multiplicative mappings f ðx; y; zÞ ¼ dð½x; y; zÞ; gðx; y; zÞ ¼ f ðx; y; zÞ f ðy; z; xÞ f ðz; x; yÞ and hðx; y; zÞ ¼ ½x; ½y; z:
In Section 5 we show how to obtain an original set-up from a new set-up. As far as the subgroup structure is concerned, it su‰ces to take R ¼ Rad d and N ¼ G 0 R, cf. Proposition 5.1. There is then an obvious choice for the mapping m that will turn the new set-up into an original set-up. With any valid choice of m we have clðGÞ c 3, clðG½mÞ c 3. Moreover, clðG½mÞ ¼ 3 if and only if the mapping g is nontrivial.
Section 6 is concerned with minimal set-ups, that is, with nontrivial new set-ups with G as small as possible. We know from [5] that jGj c 128 in a minimal set-up. As a consequence of the Hall-Witt identity, we show that jGj must be even in a nontrivial set-up, and that Im f is a cyclic group of even order in a minimal set-up. A more detailed analysis implies that jGj d 128, and that the equality jGj ¼ 128 holds if and only if we find ourselves in one of the three scenarios of Theorem 7.3. Conse- In Section 7 we also show that the three scenarios of Theorem 7.3 do occur, and we describe how to construct all minimal set-ups. Proposition 7.4 characterizes the groups G=Z that occur in minimal set-ups. The groups G that occur in minimal setups can be found in Subsection 7.2. For each such group G we show how to construct all minimal set-ups based on it, starting with the determinant g that uniquely specifies the mapping f , which gives rise to d via some free parameters.
There are many examples of loops of Csö rgő type of order 128 due to the free parameters in the transition from f to d, and also due to the numerous choices of m for a given d. Some explicit examples can be found in Section 8.
As a byproduct, we construct for the first time a loop Q of Csö rgő type for which Inn Q is not elementary abelian. Recall that the structure of abelian Inn Q is a frequently studied but not very well-understood problem, consisting mostly of nonexistence results. It can be deduced from [3, Remarks 5.3 and 5.5] that if Q is a p-loop (that is, jQj is a power of p, p a prime) and Inn Q is abelian then Inn Q is a p-group. By [11] , Inn Q is cyclic if and only if Q is an abelian group. If Q is a p-loop with clðQÞ > 2 then Inn Q is isomorphic neither to Z p Â Z p , by [4, Theorem 4.2] , nor to [2] . If Q is finite, k d 2, p is an odd prime [9] or an even prime [4, Theorem 4.1], then Inn Q is not isomorphic to Z p k Â Z p . On the positive side, taking the examples of [5] and of this paper into account, we now know that Inn Q can be isomorphic to ðZ 2 Þ 6 or to ðZ 4 Þ 2 Â ðZ 2 Þ 2 when Q is a 2-loop with clðQÞ > 2.
2 The original set-up and the new set-up
As in [5] , let G be a group and Z c R c N t G; Z c ZðGÞ; R t G; G 0 c N; N=R c ZðG=RÞ: ðA 0 Þ Let m : G=R Â G=R ! Z be a mapping satisfying mð1; xÞ ¼ mðx; 1Þ ¼ 1 for every x A G, where we write mðx; yÞ instead of the formally correct mðxR; yRÞ. The original set-up consists of G, Z, R, N, m and d as above, satisfying (A 0 )-(A 4 ).
Remark 2.1. Note that in [5] we also assumed N 0 ¼ 1 as part of (A 0 ). This was because we reconstructed the first example of Csö rgő by means of nuclear extensions, cf. [5, Section 2], which we understood only with the added assumption that the normal nuclear subgroup is abelian. But the assumption N 0 ¼ 1 is not used in [5, § §4-7] . In particular, it is not used in any of the results of [5] that we need here.
From the original set-up we can define a loop G½m on G by x Ã y ¼ xymðx; yÞ;
and we obtain:
. Let Q ¼ G½m be the loop obtained from an original set-up. Then clðGÞ c 3, clðQÞ c 3 and Inn Q is an abelian group. Moreover, clðQÞ ¼ 3 if and only if dð½x; y; zÞdð½ y; z; xÞdð½z; x; yÞ 0 1 for some x; y; z A G:
ð2:1Þ
The condition (2.1) can be satisfied even if clðGÞ ¼ 2, and we managed to obtain in [5] many examples of loops Q of order 128 with clðQÞ ¼ 3 and clðInn QÞ ¼ 1 from groups of nilpotency class 2.
Unlike the original set-up, the new set-up will be based only on the groups G, Z c ZðGÞ, and the mapping d.
Let G be a group and Z c ZðGÞ: where core G A is the largest normal subgroup of G contained in A, that is,
Call a mapping j : 
Proof. Assume that t A Rad 1 j. It is not di‰cult to construct j : G 2 ! H such that Rad 2 j is not a subgroup of G, or such that Rad 1 j is not a normal subgroup of G. It is therefore necessary to pass from Rad 1 j to its core Rad j if we wish to consider the mapping j modulo its radical.
More precisely, j : G 2 ! H satisfying (3.1) induces a mapping j : ðG=Rad jÞ 2 ! H with trivial radical, and we will often identity this induced mapping with j. Since we will also need the radical for multiplicative mappings j : G 3 ! H, we set Rad j ¼ ft A G; jðt; x; yÞ ¼ jðx; t; yÞ ¼ jðx; y; tÞ ¼ 1 for every x; y A Gg ð3:2Þ in such cases. It is then easy to see that G 0 c Rad j t G and that j is well defined modulo Rad j once again. jðt; xyÞ ¼ jðt; xÞjðt; yÞ for every x; y A Gg:
Lemma 3.2. Let G be a group, H an abelian group, and j : G 2 ! H a mapping satisfying (3.1). Then
Proof. To show (i), assume that t; s A Mul j. Then jðtsx; yÞ ¼ jðt; yÞjðsx; yÞ ¼ jðt; yÞjðs; yÞjðx; yÞ ¼ jðts; yÞjðx; yÞ; and the conditions jðts; yÞjðx; yÞ ¼ jðxts; yÞ, jðx; tsyÞ ¼ jðx; tsÞjðx; yÞjðx; ytsÞ are established similarly. We also have jðxy; tsÞ ¼ jðxy; tÞjðxy; sÞ ¼ jðx; tÞjðy; tÞjðx; sÞjðy; sÞ ¼ jðx; tsÞjð y; tsÞ; hence ts A Mul j. Now, jðt À1 ; yÞjðtx; yÞ ¼ jðt À1 ; yÞjðt; yÞjðx; yÞ ¼ jðt À1 t; yÞjðx; yÞ ¼ jð1; yÞjðx; yÞ ¼ jðx; yÞ ¼ jðt À1 tx; yÞ for all x; y A G, and hence jðt À1 x; yÞ ¼ jðt À1 ; yÞjðx; yÞ for every x; y A G. The rest of (i) is similar.
To prove (ii), let t A Rad 1 j. Lemma 3.3. Let G be a group, H an abelian group, and j :
(ii) Mul j=Rad j c ZðG=Rad jÞ. (ii) f is multiplicative, Mul d c Rad f , and f ðx; y; zÞ ¼ f ðy; x; zÞ À1 ;
(iii) g is multiplicative, Rad f c Rad g, and gðx; y; zÞ ¼ gðy; z; xÞ ¼ gðy; x; zÞ À1 ;
(iv) h is multiplicative, Im h c Z, Rad f c Rad h, and hðx; y; zÞ ¼ hðx; z; yÞ À1 ;
(v) G=Rad g is an elementary abelian 2-group, and the mapping g : G 3 ! Z induces a trilinear alternating mapping ðG=Rad gÞ 3 ! fa A Z; a 2 ¼ 1g. (ii) f is well defined modulo Rad d and clðG=Rad dÞ c 2 by (i). Since ½xy; z ¼ ½x; z½ y; z in any group of nilpotency class 2, we have f ðxy; z; wÞ ¼ dð½xy; z; wÞ ¼ dð½x; z½ y; z; wÞ ¼ dð½x; z; wÞdð½ y; z; wÞ ¼ f ðx; z; wÞ f ðy; z; wÞ:
Similarly f ðx; yz; wÞ ¼ f ðx; y; wÞ f ðx; z; wÞ. Finally, using G 0 c Mul d, we have f ðx; y; zwÞ ¼ dð½x; y; zwÞ ¼ dð½x; y; zÞdð½x; y; wÞ ¼ f ðx; y; zÞ f ðx; y; wÞ.
We have shown that f is multiplicative, so Rad f is defined by (3.2). (iii) The mapping g is multiplicative since f is, and it is clearly invariant under a cyclic shift of its arguments. If t A Rad f , we have gðt; x; yÞ ¼ f ðt; x; yÞ f ðx; y; tÞ f ðy; t; xÞ ¼ 1 for every x; y A G, so t A Rad g. By (ii), gðx; y; zÞ ¼ f ðx; y; zÞ f ðy; z; xÞ f ðz; x; yÞ ¼ f ðy; x; zÞ À1 f ðz; y; xÞ À1 f ðx; z; yÞ À1 ¼ ð f ð y; x; zÞ f ðx; z; yÞ f ðz; y; xÞÞ À1 ¼ gðy; x; zÞ À1 :
(iv) By (i) and (ii), h is multiplicative and Im h c Z. Assume that t A Rad f . Then hðt; x; yÞ ¼ f ðt; y; xÞ f ðt; x; yÞ À1 ¼ 1 and, similarly, hðx; t; yÞ ¼ hðx; y; tÞ ¼ 1, so t A Rad h. Since 1 ¼ ½y; ½x; x ¼ hð y; x; xÞ, we have hðx; y; zÞ ¼ hðx; z; yÞ À1 by multiplicativity.
(v) Let us first show that gðx; y; zÞ 2 ¼ 1 for every x; y; z A G. In view of (iii), this is equivalent to gðx; y; zÞ ¼ gð y; x; zÞ. Now, gð y; x; zÞ ¼ f ð y; x; zÞ f ðx; z; yÞ f ðz; y; xÞ ¼ f ð y; z; xÞ½ y; ½z; x f ðx; y; zÞ½x; ½ y; z f ðz; x; yÞ½z; ½x; y ¼ gðx; y; zÞ½x; ½y; z½ y; ½z; x½z; ½x; y;
by (iv). The Hall-Witt identity ½½x; y À1 ; z y ½½ y; z À1 ; x z ½½z; x À1 ; y x ¼ 1 valid in all groups yields ½x; ½y; z½ y; ½z; x½z; ½x; y ¼ 1 in groups of nilpotency class 3, so we are done by (i). The established identity gðx; y; zÞ 2 ¼ 1 shows not only that the image of g is contained in the vector space U ¼ fa A Z; a 2 ¼ 1g, but also that G=Rad g is of exponent 2, since for every x A G we have gðx 2 ; y; zÞ ¼ gðx; y; zÞ 2 ¼ 1, by multiplicativity of g. r 
In view of Proposition 5.1, to obtain an original set-up from G we only need to construct m : G Â G ! Z so that (A 1 )-(A 3 ) hold. We show how to construct all such mappings m in principle (by rephrasing the problem in terms of compatible parameter sets below), and we construct one m explicitly (see Lemma 5.2) .
Let T ¼ ft 1 ¼ 1; . . . ; t n g be a transversal to N in G. We say that
is a compatible parameter set if
. . . ; ng, and t 1i ¼ 1 for all i A f1; . . . ; ng.
Note that c k ð1Þ ¼ 1, c 1 ðkÞ ¼ dð1; kÞc k ð1Þ ¼ 1 and j 1 ðkÞ ¼ c k ð1Þ ¼ 1 holds for every k A N in a compatible parameter set.
. . . ; t n g be a transversal to N in G. For every k A N, let c k ¼ dðk; ÀÞ. For every i A f1; . . . ; ng, let j i ¼ dðÀ; t i Þ. For 1 c i c j c n, let t ij ¼ dðt i ; t j Þ. Then P of (5.1) is a compatible parameter set. 
by Lemma 4.1 (ii). Finally, the equality c k ðt i Þ ¼ j i ðkÞ holds trivially. r Given a compatible parameter set P, define m P ¼ m : G Â G ! Z as follows:
mðk; t i Þ ¼ j i ðkÞ for k A N; 1 c i c n; mðt i ; kÞ ¼ dðt i ; kÞmðk; t i Þ for k A N; 1 c i c n;
mðt j ; t i Þ ¼ dðt j ; t i Þmðt i ; t j Þ for 1 c i c j c n;
Observe that m P is well defined. similarly for mðt i ; kÞ, and we have We split the proof of (A 2 ) into three cases, depending on which of the arguments x, y, z in (A 2 ) belongs to N. In all situations, we will assume that k; k 0 ; k 00 A N and t; t 0 ; t 00 A T. 
. Then there exists a compatible parameter set P such that m ¼ m P .
Proof. For every
. For every i A f1; . . . ; ng, let j i be the restriction of mðÀ; t i Þ to N. By (A 2 ), j i is a homomorphism. Moreover, c k ðt i Þ ¼ mðk; t i Þ ¼ j i ðkÞ for all k A N, i A f1; . . . ; ng. Finally, for 1 c i c j c n, let t ij ¼ mðt i ; t j Þ. Then P ¼ fc k ; k A Ng U fj i ; 1 c i c ng U ft ij ; 1 c i c j c ng is a compatible parameter set, and we can use it to obtain n ¼ m P : G Â G ! Z. It remains to show that n ¼ m.
We have nðk; In [5] , the original set-up yielded many loops Q of order 128 with Inn Q abelian and clðQÞ ¼ 3. Hence we can assume jGj c 128 in a minimal set-up.
In this section we show that jGj is even in any nontrivial set-up, that jGj ¼ 128 in a minimal set-up, and obtain many structural results that allow us to describe all minimal set-ups in the next section.
The investigation will be guided by the already established inclusions Lemma 6.1. In a minimal set-up G, Z, d the group Z is cyclic of even order, and g : ðG=Rad gÞ 3 ! fa A Z; a 2 ¼ 1g is a nontrivial trilinear alternating form.
Proof. Assume that G, Z, d is a minimal set-up and Z is not cyclic. Then Z ¼ Z 1 Â Á Á Á Â Z k for some cyclic groups Z i and k d 2. Let p i : Z ! Z i be the canonical projections. Since g : G 3 ! Z satisfies g 0 1, there is j such that p j g :
is a new set-up. Let g be associated with d in a way analogous to (4.1). Then g ¼ p j g 0 1, by contradicting with the minimality of jGj.
Thus Z is cyclic. Assume that it is of odd order. Then U ¼ fa A Z; a 2 ¼ 1g ¼ 1 and the set-up is trivial by Lemma 4.1 (v), a contradiction.
Since U ¼ fa A Z; a 2 ¼ 1g G Z 2 , we can view G=Rad g as a vector space over the two-element field and identify g with a nontrivial trilinear alternating form, by Lemma 4.1 (v). r Lemma 6.2. In a minimal set-up, if x; y; z A G are such that gðx; y; zÞ 0 1 then G ¼ hx; y; ziZ.
Proof. Let L ¼ hx; y; ziZ. Since Z c ZðGÞ, Z c L and L V ZðGÞ c ZðLÞ, we have
is a new set-up (i.e., the conditions (B 1 )-(B 4 ) hold with L in place of G) and since x; y; z A L, this set-up is nontrivial. r Lemma 6.3. In a minimal set-up, let L be a subgroup satisfying Z c L t G. Then G=L is generated by at most 3 elements. In particular, G=Rad g is an elementary abelian group of order 8.
Proof. We know that G=Rad g is an elementary abelian 2-group by Lemma 4.1 (v) and we must have dimðG=Rad gÞ d 3 to ensure g 0 1. The rest follows from Lemma 6.2. r Lemma 6.4. In a nontrivial set-up, jMul d=Rad dj is even and jGj is even. Moreover, if Mul d=Rad d is an elementary abelian 2-group then G=Rad f is an elementary abelian 2-group, too. We have shown that in a minimal set-up we must have jG=Rad gj ¼ 8, jMul d=Rad dj d 2 even, and jZj d 2 even. We proceed in two directions, depending on whether ZðG=Rad dÞ is a subgroup of Rad f =Rad d or not. Assume that H 0 is the Klein group, and let H=ZðHÞ be generated by x, y, z. Then H 0 is generated by ½x; y, ½ y; z and ½z; x. Note that at most one of ½x; y, ½y; z, ½z; x is trivial, since otherwise the three elements do not generate H 0 . The three elements cannot all be the same for the same reason.
If ½x; y, ½y; z, ½z; x are all nontrivial and are distinct, we automatically have ½x; y½ y; z ¼ ½z; x and we are done. If all three are nontrivial and precisely two coincide, say ½x; y ¼ ½y; z, then ½xz; y ¼ ½x; y½z; y ¼ 1 and ½y; z, ½z; xz ¼ ½z; x are two distinct nontrivial elements of H 0 . We can therefore assume that ½x; y ¼ 1 and ½y; z, ½z; x are two distinct nontrivial elements of H 0 . Then u ¼ zx, v ¼ zy, w ¼ z do the job, as ½u; v ¼ ½zx; zy ¼ ½z; y½x; z½x; y ¼ ½z; y½x; z ¼ ½zy; z½z; zx ¼ ½v; w½w; u is not equal to 1. r Lemma 6.7 (Baer). Let H be a group and H=ZðHÞ an abelian group. For a prime p let eðpÞ be the exponent of the p-primary component of H=ZðHÞ. Then 
ZðGÞ c Rad f < G we see that G is not abelian. Hence clðGÞ ¼ 2 by Lemma 4.1 (i), and we have 1 < G 0 c ZðGÞ < G. Recall that we have jGj c 128, and thus jGj c 64. By Lemma 6.4, jMul dj ¼ 2k for some k d 1, so jGj is divisible by 16k, which means that either G is a 2-group or jGj ¼ 48 ¼ 16 Á 3. Since G is nilpotent, G 0 has to be a 2-group in any case. We claim that if G 0 is elementary abelian then G=ZðGÞ is elementary abelian and jG 0 j d 4. Indeed, we have ½x 2 ; y ¼ ½x; y 2 ¼ 1 so G=ZðGÞ is elementary abelian, its order cannot exceed 8 (by Lemma 6.3), hence it is equal to 8 (as ZðGÞ c Rad f ), and so jG 0 j d 4 follows by Lemma 6.6. If jG 0 j ¼ 2, we have a contradiction with the claim. We can therefore assume that jG 0 j d 4, and thus also jZðGÞj d 4. Suppose next that jZðGÞj ¼ 4 and ZðGÞ ¼ Rad f . Then G=ZðGÞ G G=Rad f is elementary abelian of order 8, and we are in the situation of Lemma 6.6 with jG 0 j ¼ 4. Let u, v, w be as in Lemma 6.6, so ½v; w ¼ ½u; v½u; wr for some r A Rad d. We have gðu; v; wÞ 0 1, and we can assume that, say, f ðv; w; uÞ 0 1. Now, f ðu; v; uÞ ¼ hðu; v; uÞ and f ðu; w; uÞ ¼ hðu; w; uÞ. That means that f ðv; w; uÞ ¼ dð½v; w; uÞ ¼ dð½u; v½u; wr; uÞ ¼ dð½u; v; uÞdð½u; w; uÞ ¼ hðu; v; uÞhðu; w; uÞ ¼ ½u; ½v; u½u; ½w; u ¼ ½u; ½v; w ¼ hðu; v; wÞ:
However, that yields gðu; v; wÞ ¼ f ðv; w; uÞhðu; v; wÞ ¼ 1, a contradiction. Now suppose that jZðGÞj ¼ 4 and ZðGÞ < Rad f . Then jRad f j ¼ 8 and jG=ZðGÞj > 8, so G=ZðGÞ cannot be elementary abelian by Lemma 6.3. But G=Rad f is elementary abelian, jRad f =ZðGÞj ¼ 2, a contradiction with Lemma 6.7.
It
Proposition 6.9. In a minimal set-up, suppose that ZðG=Rad dÞ is not contained in
Proof. We will use Lemma 4.1 freely in this proof. Let G 
We claim that ½a; u i ¼ ½a; u i for every i. The claim is certainly true for i ¼ 1. The group identity ½r; st ¼ ½r; t½r; s½½r; s; t yields ½a; u i u ¼ ½a; u½a; u i ½½a; u i ; u, so it su‰ces to show that ½½a; u i ; u ¼ 
Finally, let us assume that Rad d=Z is a cyclic group of order 4. Then one of ½a; uZ, ½a; vZ generates Rad d=Z, a contradiction with (6.2). r Lemma 6.10. In a minimal set-up, suppose that ZðG=Rad dÞ is not a subgroup of
Proof. With the notation of the proof of Proposition 6.9, Rad d=Z is the Klein group generated by ½a; uZ, ½a; vZ, and the commutator ½u; vZ does not belong to Rad d, which implies that jK 0 j d 8. For the rest of the proof assume that jRad f =Zj ¼ 8.
On the other hand, G=Rad f G ðG=ZÞ=ðRad f =ZÞ is an abelian group by Lemmas 6.3 and 6.5, so
Since clðKÞ ¼ 2 by Lemma 4.1, we have K 0 c ZðKÞ. For the other inclusion, let r A ZðKÞ. Then ½r; s A Z for every s A G, so f ðs; r; tÞ ¼ f ðr; s; tÞ ¼ dð½r; s; tÞ ¼ 1 and f ðs; t; rÞ ¼ ½s; ½r; t f ðs; r; tÞ ¼ ½s; ½r; t ¼ 1 for every r; t A G. Hence
The minimal set-ups
We will need the following two lemmas concerning small 2-groups: Hence jG 0 j c 8. Suppose that jG 0 j ¼ 8. To show that jZðGÞj c 16, it su‰ces to prove that G=ZðGÞ G Z 2 Â Z 2 is impossible. This is once again easy. r
We can now summarize our results on minimal set-ups:
is an elementary abelian 2-group, G=Rad g is an elementary abelian group of order 8, K ¼ G=Z satisfies (7.1), and one of the following scenarios holds, with G ¼ G=Rad d:
Proof. We know that jGj ¼ 128 can occur thanks to the examples constructed already in [5] . Assume that jGj c 128. Then G=Rad g is an elementary abelian group of order 8 by Lemma 6.3, jMul d=Rad dj d 2 by Lemma 6.4, and Rad g ¼ Rad f by Lemma 6.5. Let K ¼ G=Z.
If 
which implies jG 0 j ¼ 16 and thus
The rest of (ii), (iii) has already been established. r
It is now easy to characterize all groups G=Z from minimal set-ups. Note that these groups are of interest for the associated loops Q ¼ G½m, too, since G=Z G Q=Z.
Proposition 7.4.
A group K appears as G=Z in a minimal set-up if and only if K satisfies (7.1). All such groups appear already in scenario (i) of Theorem 7.3.
Proof. By Theorem 7.3, K ¼ G=Z from a minimal set-up satisfies (7.1). Conversely, assume that K satisfies (7.1). Then K ¼ G=Z for some G in scenario (i) by the results of [5, §5] . r 7.1 Constructing minimal set-ups for scenarios (ii) and (iii). We show how to construct all minimal set-ups. Note that all minimal set-ups of scenario (i) of Theorem 7.3 were constructed already in [5, §5] , so it su‰ces to work with scenarios (ii) and (iii).
First we obtain a few auxiliary facts about minimal set-ups.
Lemma 7.5. Let G, Z, d be a minimal set-up. Then for every basis fe 1 ; e 2 ; e 3 g J G of G=Rad g we have (7.2). In particular, g and f are determined already by G and Rad g.
Proof. By Theorem 7.3, G=Rad g is an elementary abelian group of order 8. Let fe 1 Rad g; e 2 Rad g; e 3 Rad gg be a basis of G=Rad g. Since g is nontrivial, it is the determinant, so gðe i ; e j ; e k Þ 0 1 if and only if i, j, k are distinct. This determines g as a mapping G Â G Â G ! Z. We have derived (7.2) in the proof of Theorem 7.3. It remains to show that f is determined by g and G. Indeed, 1 ¼ f ðe i ; e i ; e i Þ, 1 ¼ f ðe i ; e i ; e j Þ determines f ðe i ; e j ; e i Þ and f ðe j ; e i ; e i Þ by Lemma 4.1, f ðe 1 ; e 2 ; e 3 Þ is determined by (7.2) , and this value determines f ðe i ; e j ; e k Þ whenever i, j, k are distinct. r Let G, Z, d be a minimal set-up from scenario (ii) or (iii), and let
here, by Theorem 7.3. By Lemma 7.1, there are e 1 ; e 2 ; e 3 A G such that fe 1 M; e 2 M; e 3 Mg is a basis for G=M, and f½e 1 ; e 2 Z; ½e 1 ; e 3 Z; ½e 2 ; e 3 Zg is a basis for M=Z.
In scenario (ii), Z ¼ R, so we have a basis for M=R. In scenario (iii), jR=Zj ¼ 4, and we can therefore assume without loss of generality that ½e 1 ; e 2 R ¼ ½e 1 ; e 3 R.
We finally turn to the construction of all minimal set-ups. Let us therefore forget about d, f and g, but let us keep the groups G, M, R, Z and the elements e 1 , e 2 , e 3 . Our goal is to construct a nontrivial set-up
First of all, the mapping g : ðG=MÞ 3 ! Z must be a trilinear alternating form, and hence we must and can set gðe i ; e j ; e k Þ ¼ À1; if i; j; k are distinct; 1; otherwise;
and then extend g linearly. Next we need a multiplicative mapping f : A straightforward calculation yields gðe i ; e j ; e k Þ ¼ f ðe i ; e j ; e k Þ f ðe j ; e k ; e i Þ f ðe k ; e i ; e i Þ for all i; j; k A f1; 2; 3g. We can now extend f linearly into a mapping ðG=MÞ 3 ! Z, and force Rad f ¼ M.
Finally, we need to construct d : ðG=RÞ 3 ! Z so that dð½x; y; zÞ ¼ f ðx; y; zÞ and (B 1 )-(B 4 ) hold. We will encounter a di‰culty in scenario (iii), and only manage to answer some questions concerning scenario (iii) using a computer. Set dð½e i ; e j ; e k Þ ¼ f ðe i ; e j ; e k Þ for 1 c i; j; k c 3:
Since G 0 ¼ M, we can now attempt to extend d into a mapping M=R Â fe 1 ; e 2 ; e 3 g ! Z:
This unique extension is well defined in scenario (ii), as the values ½e 1 ; e 2 , ½e 1 ; e 3 , ½e 2 ; e 3 are linearly independent modulo R. But in scenario (iii) the extension might not exist, and this can be verified with a computer in each particular case. Assuming that d : M=R Â fe 1 ; e 2 ; e 3 g ! Z is well defined, we extend it routinely into a mapping M=R Â G=R ! Z, using M ¼ Rad f .
The last step is to extend d into a mapping G=R Â G=R ! Z, and this involves some free parameters. Namely, let T ¼ ft 1 ¼ 1; . . . ; t n g be a transversal to M=R in G=R, and for 1 c i; j c 3 choose dðt i ; t j Þ as follows: dðt 1 ; t j Þ ¼ 1 for 1c j c n; dðt i ; t j Þ arbitrary when 1 < i < j c n; dðt j ; t i Þ ¼ dðt i ; t j Þ À1 when 1 < i < j c n; dðt i ; t i Þ ¼ 1 for 1 c i c n:
ð7:4Þ
Every element h A G=R can be written uniquely as h ¼ mt for some m A M=R, t A T. We define d : G=R Â G=R ! Z by dðmt; m 0 t 0 Þ ¼ dðm; t 0 Þdðm 0 ; tÞ À1 dðt; t 0 Þ; where dðm; t 0 Þ, dðm 0 ; tÞ have already been defined above. We leave it to the reader to check that this correctly defines d : G Â G ! Z satisfying (B 1 )-(B 4 ) and dð½x; y; zÞ ¼ f ðx; y; zÞ.
We have arrived at a minimal set-up G, Z, d.
7.2
The groups G in minimal set-ups. For the sake of completeness, we now describe the groups G and G=Z that appear in individual scenarios of Theorem 7.3:
The groups G=Z of scenario (i) (respectively (ii)) are precisely the groups K satisfying (7.1). There are ten such groups, identified as ð64; 73Þ-ð64; 82Þ in GAP [6] .
The groups G=Z of scenario (iii) are precisely the groups ð64; 73Þ-ð63; 76Þ and ð64; 80Þ of GAP, by computer search.
The groups G of scenario (i) are precisely the groups G such that clðGÞ ¼ 2, there is Z c ZðGÞ such that jZj ¼ 2 and K ¼ G=Z satisfies (7.1). There are 19 such groups, identified in GAP as ð128; mÞ for m A f170-178; 1116-1119; 1121-1123; 1125; 1126; 1132g:
The groups G of scenario (ii) are precisely the groups G such that clðGÞ ¼ 3, Z ¼ ½G; G 0 c ZðGÞ, jZj ¼ 2, and K ¼ G=Z satisfies (7.1). There are 106 such groups, identified as ð128; 731Þ-ð128; 836Þ in GAP.
The groups G of scenario (iii) are precisely the ten groups ð128; mÞ for m A f742; 749; 753; 754; 761; 762; 776; 794; 823; 830g of GAP, by computer search.
Examples of loops of Csörgő type
Very many examples of loops of Csö rgő type can be constructed from Theorem 7.3 due to the free parameters (in (7.4) and (5.1)) used in the top to bottom construction of m from g. All examples listed below were obtained with the LOOPS [8] package for GAP [6] by using trivial values for all free parameters.
To obtain a loop of Csö rgő type as in scenario (ii) of Theorem 7.3, let G be the group of order 128 generated by g 1 ; . . . ; g 7 with ZðGÞ ¼ hg 5 ; g 6 ; g 7 i subject to the relations g To obtain a loop of Csö rgő type as in scenario (iii) of Theorem 7.3, let G be the group of order 128 generated by g 1 ; . . . ; g 7 with ZðGÞ ¼ hg 4 g 5 g 6 ; g 7 i subject to the relations
