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I. INTRODUCTION 
A. The Outlier Problem 
An outlying observation is one that does not fit with 
the pattern of the remaining observations in relation to 
some assumed model. After the parameters of the model are 
estimated an observation that differs very much from its 
fitted value is considered to be an outlier. When a sample 
contains an outlier or outliers, one may wish to discard 
them or treat the data in a manner which will minimize 
their effects on the analysis. 
There are basically two kinds of problems to be dealt 
with in the possible presence of outliers, as discussed by 
Dixon (1953). The first problem is "tagging" the observa­
tions which are outliers, or are from different populations. 
The purpose of this identification may be to find when and 
where something went wrong in the experiment or to point out 
some unusual occurrence which the researcher may wish to 
study further. The second problem is to insure that the 
analysis is not appreciably affected by the presence of the 
outliers. This has led to the study of "robust" procedures, 
especially in recent years (see, e.g., Ruber, 1972). Robust 
procedures are not concerned with inspection of the individual 
items in the sample to ascertain their validity; these pro­
cedures are for analysis of the aggregate. The second problem 
2 
above may be associated very closely with the first, in one 
respect. If outliers are identified and discarded, the 
second problem is solved by analysis of the remaining obser­
vations. This procedure, analyze-identify-discard-analyze, 
has three major disadvantages: the efficiency of the analysis 
may be decreased, bias may be introduced, and the really im­
portant observations (in terms of new information about the 
problem being investigated) may be ignored. 
The research reported on in this thesis deals primarily 
with tagging the particular aberrant observation or observa­
tions in linear models. This is the problem of outlier 
detection, which will be treated as a problem in hypothesis 
testing. Procedures for identifying one, two, and an un­
specified number of outliers are considered. The effects 
on inferences are also studied. 
B- Review of Literature 
The problem of rejection of outliers has received 
considerable attention from the late nineteenth century 
on. The differences in the observations and their fitted 
values, that is, the "residuals" have long been used in 
outlier detection, generally for models having the property 
that the residuals have a common variance. Anscorabe (19 60) 
stated that Wright (1884) suggested that an observation 
whose residual exceeds in magnitude five times the probable 
3 
error should be rejected. The simplest example of a model 
with residuals having a common variance is a single sample 
from a normal population. A thorough discussion of the prob­
lem of detecting outliers in this special case was given by 
Grubbs (1950). David and Paulson (1965) mentioned several 
possible measures of the performance of tests for the 
case of one outlier. In the model of unreplicated factorial 
designs, Daniel (195 0) proposed a statistic equivalent to 
the maximum normed residual (MNR) for testing the hypothesis 
that the assumptions of the model are satisfied against the 
alternative that the expected value of a single observation 
is different from the expected value specified by the model. 
Subsequently, Ferguson (1961) showed that for designs 
with the property that all residuals have a common variance, 
the procedure based on the MNR has the optimum property of 
being admissible among all invariant procedures. Stefansky 
(1972) described a general procedure for calculating critical 
values of the MNR and gives the tables for a two-way classifi­
cation with one observation per cell. They were all stu-
dentized by Srikantan (1961) for the residuals with unequal 
variances in regression model. 
Consider the regression model 
y = X6 + u, (1.1) 
where y is the nxl vector of observations, X, an nxm full-
4 
rank matrix of constants; g, an mxl vector of unknown param­
eters; and u, an nxl vector of deviations, normally distributed 
2 
with mean zero and variance a I. 
Letting 
M = I - X(X'X)~^X' 
= [m. . ] (1.2.) 
and Ù = y- xS ,  where B is the usual least squares estimator, 
form the studentized residuals, 
Û .  
r. = — yjt~ (1.3) 
{miiû'Û/(n-m)} ^  
For identifying a single unspecified outlier, a test statistic 
R = max{|r.lj (1.4) 
n 1 ' 
was suggested by Srikantan (1961). Mickey et al. (1967) 
suggested an approach which pinpoints an observation as an out­
lier if deletion of that observation results in a large re­
duction in the sum of squares of residuals. Calculations for 
the selection of an outlier can be accomplished by use of stepwise 
regression programs. Andrews (1971) developed a test based 
on a projection of 
d = (1.5) 
( û ' û )  
onto columns of M. Ellenberg (19 76) showed that the test 
procedure proposed by Mickey et al. was equivalent to a 
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procedure based on R^. Likewise it is readily seen that 
Andrews' statistic is also equivalent to R^. 
The distribution of depends on X; hence, it is not 
practical to provide tables of the critical values of R^. 
Hartley and Gentle (19 75) gave a numerical procedure, which 
could be implemented in a computer program for regression, 
for approximating the percentage points of R^ for a given X. 
Tietjen, Moore, and Beckman (1973) reported on a Monte Carlo 
study of distribution of R^ for m=2, giving tables of 
critical values averaged over several patterns of X matrices. 
Percentage points of R^ can also be approximated by means of 
Bonferonni inequalities and the relation of arbitrary r,. to 
a t-variable. Lund (1975) gave a tabulation of over-
approximations to the 0.10, 0.05 and 0.01 critical values of 
R . An indication of the extent to which the values of Lund's 
n 
table differ from the true values for certain types of X may 
be obtained by comparing the points for m=2 with the cor­
responding values from the simulation study of Tietjen, Moore, 
and Beckman (1973). The values generally differ by less than 
.01. 
Joshi (1972) studied the power of a single outlier test 
using externally studentized and pooled studentized maximum 
residuals. For a simple linear regression, Ellenberg (1976) 
described a Monte Carlo study of the performance of the 
conservative test using the nominal critical values of R^ 
6 
from Lund's table. The work of Ellenberg and Joshi empha­
sized the dependence of the power of the tests on the pattern 
of the X matrix and on the position of the outlier with regard 
to this pattern. Gentle (1977) reported some simulation 
studies of the power of the conservative test for identifying a 
single outlier in regression model with one, two and three 
independent variables. 
For the identification of multiple outliers, Mickey 
et al. (1967) recommended a forward (stepup) deletion 
procedure. Observations are successively deleted by adding 
dummy variables in such a manner as to effect the maximum 
decrease in the residual sum of squares at each stage. 
Andrews (19 71) gave a procedure based on the projections of 
residual vector onto the hyperplanes generated by all combina­
tions of k columns of M for identifying a specified number 
of outliers. Gentleman and Wilk (1975) suggested a backward 
(stepdown) procedure for identifying a maximum of k outliers. 
A statistic 
Q* = max{û'û-uu}, (1.6) 
where ù is the residual vector from the regression with k 
observations deleted, is used for identifying k outliers. If 
Q* does not appear aberrant, k is decreased by one and the 
procedure is repeated until k=l. Gentle (19 77) described a 
forward (stepup) deletion procedure based on for identifying 
7 
multiple outliers, and reported on a simulation study of the 
procedure for handling two outliers. 
C. Scope and Content of the 
Present Study 
This research is concerned with outliers in the linear 
model. In Chapter II the problem of identification of a 
single outlier is studied. The use of the maximum absolute 
studentized residual as a conservative test for a single 
outlier has been studied by Srikantan (1961) and a number of 
later authors. This work is reviewed in Sections A and B. 
In Section C the performance of the test is studied. First, 
the power function is obtained for testing whether a speci­
fied observation is an outlier. The power function depends 
on the position of the outlier in relation to the design 
matrix. Next, the test for an unspecified outlier is con­
sidered. In this case there are three possible decisions 
that must be considered when exactly one outlier, say observa­
tion k, is present: 
i) no outlier is present; 
ii) observation i is an outlier (k/^i) ; 
iii) observation k is an outlier. 
Bounds on probabilities of these decisions are obtained. 
Again, the probabilities depend on the position of the outlier 
8 
vis-a-vis the X matrix. This occurs even though the stu-
dentized residuals have equal variances. An additional problem 
arises from using the absolute-maximum studentized residual 
when the data contain more than one outlier. An observation 
lying far from the centroid of the independent variables has 
a large influence on the orientation of the regression line. 
The presence of spurious data at the high influence points can 
cause valid data to appear as outliers. An example in Section 
D is given to show the procedure designed to detect a single 
outlier can lead to identification of valid data as spurious 
when more than one outlier exist. 
Chapter III considers a test for exactly two outliers 
in the linear model. The maximum of the squared bivariate 
studentized residual is considered in Section A as a test 
statistic, for the identification of two outliers. The sta­
tistic is equivalent to that of Andrews (1971) for two out­
liers and to that of Gentleman and Wilk (19 75) at a stage in 
their procedure when the possibility of two outliers is being 
considered. The conservative critical values of the test 
statistic based on the Bonferroni inequalities are tabulated. 
The table is similar to that of Lund (1975) for the single out­
lier case. To obtain the test statistic involves many compu­
tations. In Section C it is shown that the amount of compu­
tations will reduce greatly for some special designs- In 
9 
particular, the computation formulas for the two-way clas­
sification model with one element per cell are given. In Section 
D the performance of the test is considered and, for the 
special case of the two-way layout, tables of the proba­
bilities of detection of two outliers are given. Section E 
provides a numerical example to illustrate the use and some 
properties of the test procedure. Section F deals with the 
performance of a single outlier procedure in Chapter II when, 
in fact, two outliers exist. The technique of McMillan 
(1971) is used to derive the conditions for the second largest 
order statistic to exceed the critical value when two outliers 
are present. To evaluate the exact performance, two methods 
can be used; one is computed by numerical integration, 
another is obtained from doubly noncentral t-distribution. 
The approximate values of performance computed from the 
asymptotic distribution of a doubly noncentral t-distribution 
are tabulated for certain two-way layout. 
Chapter IV contains a procedure for identifying an un­
specified number of outliers. The presence of more than one 
outlier can lead to difficulties in the identification of any 
of the wild data. The problems are caused by inflation of the 
variance estimator or by bias in the location estimators. 
In the regression model, the position of outliers in relation 
to the pattern of the design matrix gives rise to further 
complications in the detection of the outliers. In Section B 
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a description of a backward deletion procedure for detecting 
multiple outliers is given. An outlier resistant regression 
procedure is used to identify a set of observations that is 
likely to contain outliers. Least squares methods are then 
employed to identify the specific observations to be con­
sidered outliers. To illustrate the use of the procedure, 
a well-known example in the outlier problem is considered. 
Section C gives a comparison of the procedure and the 
forward procedure of Mickey et al. (1967). It is found that 
backward procedure generally performs better than the forward 
procedure. In Section D a Monte Carlo study for the per­
formance of the backward procedure is presented. Section E 
contains a discussion of the procedure, and a simulation 
study of the performance of the preliminary procedure is also 
reported. 
Chapter V is concerned with the problem of the effects of 
outliers on inferences. Only the case of a single outlier is 
considered, but can easily be extended to the case of multiple 
outliers. The biases of the parameter estimates and predicted 
values are derived. The bias depends on the position of the out­
lier in the design matrix as one may expect. Finally, it is 
shown that for a small amount deviation of the outlying obser­
vation the estimation and prediction based on the full data 
set may be better in mean square error than that based 
on the reduced data set. 
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II. DETECTION OF A SINGLE OUTLIER 
A. General Background 
Consider an n-dimensional random vector y from the popu­
lation defined by 
y = X6 + u, (2.1) 
where B is an m-dimensional vector of unknown parameters, and 
X is fixed and a full-rank matrix. Further assume that u 
is distributed as multivariate normal with mean vector 0 and 
2 
covariance matrix a I^, where denotes the (nxn) identity 
matrix. 
The following notation for various statistics are from 
the least squares analysis of (2.1): 
i B = (X'X)"^X'y (2.2) 
ii u = y-Xg (2.3) 
iii Eu = 0 and Eûû'= Ma^ (2.4) 
iv = Û'Û, (2.5) 
-1 
where M = (I^ - X(X'X) X') is a symmetric and idempotent 
matrix. 
The vector ù has a multivariate normal distribution with 
mean and variance given in (2.4). The studentized residuals 
are defined as 
"i r = —— i = 1,2,...,n. 
12 
where is the ith element of û, m^ is the squared root 
2 2 2 
of the ith diagonal element of M, and s = S /(n-m). s 
2 is an unbiased estimator of a . Srikantan (1961)considered 
the quantity C, given by 
m. 
1 
172 ' ( 2 . 6 )  (n-m) 
Each is identically distributed with 
f(Ç.) = 1 (l-S.2)Y-2 with -1<Ç.<1, (2.7) 
r(i)r(Y+7) ^ 
2 
where y = (n-m-2)/2. It is easily seen that is distribu­
ted as Be(^, (n-m-l)/2). 
The distribution of r. can also be related to the F-1 
statistic suggested by Mickey et al. (1967) . Define the 
reduction error sum of squares 
Qi = i = 1,2,...,n, (2.8) 
2 
where is the residual sum of squares computed with the 
2 ith observation deleted. is also the residual sum of 
squares computed after adding an extra column in the x 
matrix, where is an nxl vector with 1 in the ith position 
2 2 2 
and zero elsewhere. S. has a a y t distribution and is 
1 ^ n-m-i 
2 2 independent of Q. which has a o distribution. Hence 
13 
S./(n-m-l) ^ 1,2,(2.9) 
where has the F distribution with 1 and (n-m-1) degrees of 
freedom. From least squares theory we have 
2 2 S - s .  =  .  (2.10) 
1 mii 
It follows that 
or 
S^-Si^ r.2 
S.2 r.2 
(2.11) 
= 1 _ _L- . (2.12) 
s -
From Equations (2.9) and (2.12) we have 
2 (n-m-1)r. 
F = ^ (2.13) 
(n-m-r^ ) 
where F^ is as in (2.9) 
Alternatively, 
^ (n-m)F. 
^i ^ (n-m-l+F^) (2.14) 
2 1 
so that r^ /(n-m) has a Be (-^f (n-m-1) /2) distribution for 
all i. Note that when m=l (2.12) becomes 
( 2 . 1 5 )  
14 
2 2 
Taking the minimum in (2.15), then /S is the Grubbs 
statistic and r^ is the Pearson and Sekar statistic. Hence, 
(2.15) is an extension of the relation between two statistics 
given in Grubbs (1950). 
Next, consider the distribution of the maximum-absolute 
studentized residual 
R = max{1r.I} 
i 
From the relation of F. and r^ in (2.13) and (2.14), we have 
(n-m-l)R ^ 
F* = ^— (2.16) 
(n-m-R^ ) 
and 
where F* is the maximum of the F^ in (2.9) . The F^ are not 
independent; the covariances of the r^(F^) depend on the design 
matrix; hence, it is not practical to provide tables of the 
critical values of R^(F*). However, the Bonferroni in­
equalities can be applied to approximate the probabilities. 
For any c 
n n 
E Pr(r.>c) - Z Pr(r.>c, r.>c) < Pr(R >c) 
i=l ^ i<i ] - n 
n 
2 Pr(r.>c) (2.18) 
i=l 1 
Because of the identical distribution of r^ we have 
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n 
nPr(r.>c) - ï. Pr(r.>c, r.>c) < Pr(R >c) < nPr(r->c). 
(2.19) 
For a given rx = Pr(R^>c), an approximation, to c can be 
obtained by using (2.15) and (2.19), i.e. 
(n-m-1)c ^ 
> 2-' = ÏÏ 
(n-m-c^ ) 
For certain designs, sample sizes, and a-levels the 
values obtained in this manner are exact. For example, in 
the model 
= BQ + Bj^i + Uj^ i = 1,2,...,n, (2.20) 
for a = 0.01, n ^ 14. This fact follows from Srikantan's 
(1961) result that in this situation at most one studentized 
residual can exceed the 0.01 critical value derived from the 
F-variable relationship. Lund (1975) tabulated the critical 
values for a = 0.10, 0.05 and 0.01 for various values of n and 
m. 
B. Test Procedure 
1. Test for a specified observation 
In the linear model of (2.1), let 
Eyi = = (Xg)^, i = 1,2,...,n. 
If we suspect a specified observation, say y, , may be in error 
16 
by an unknown amount A^, then we can set up the hypotheses: 
Ey^ = i = 1,2,...,n. 
Eyj_ = irk 
= y^+A^ i = k, k is specified. 
Equivalently, 
= 0 i = l,2,.,.,n. 
^k* ^k ^ ^  k is specified. 
If y^ is an outlier, then the studentized residual r^^ 
will be large in absolute value. The distribution of r^ is 
related to F in (2.13). Let F be the upper 100 a% point of 
the F-variate with 1 and (n-m-l) degrees of freedom. The 
test criterion would be 
If F, > F then reject k a o 
If F, < F then accept H . k — a ^ o 
2. Test for an unspecified observation 
In general, the observation which could possibly be an 
outlier is not known. We shall test the hypothesis: 
H : there is no outlier. 
o 
H^: there is one outlier. 
If there is an outlier in the data, then the absolute-maximum 
studentized would be large. For given a, n and m, let ^ 
17 
be the critical value from Lund's table. The test criterion 
would be 
If R > R T then reject . 
n a, 1 o 
If R < R , then accept H . 
n — a, 1 ^ o 
Equivalently, 
If F* > F * then reject H . 
a o 
If F* < F * then accept H , 
— a o 
2 2 
where F* = (n-m-l)R . / (n-m-R ,). Cv Ci ^ X f J-
C. The Performance of the Test 
1. For a specified observation 
Consider the regression model based on , i.e., 
y = X6 + XJ. + u. (2,21) 
where is an n-vector with a ]. in kth position, O's else­
where. From a least squares fit we have the quadratic forms 
= y' [I-(X:J^) [(X:J^) ' iXzJ^) (X:J^) ']y (2.2 
Then 
2 2 
Ok = s -5% 
= y' (X:J^) [(X:J^) ' (X:J^) ]"^(X: Jj,) ' y - y ' X (X ' X) "^X'y 
X ' X X ' J 
= - y'X(X'X)"^X'y. 
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Using the formula for the inversion of partitioned matrices 
we have 
(X'X)~^+FE~^F' -FE~^ 
0. =y'(X:J)[ _ _ ](X:J)'y-y'X(X'X)^X'y, 
^ -E' F' E 
where 
E = j;j, - J'X(X'X)~^X'J-
k k k k 
and 
F = (X'X)"^X'J. . 
Thus, 
= y' (XFE"^F'X'-XFE~^JJ^-JJ^E~^F'X' + J^Erlj^)y 
= y' [XFE~^ (F'X'-Jjl) - JJ^E~^(F'X'-J^) ]y 
= y ' (XFE~^-Jj^E~^) (F'X'-J')y 
= y' (XF-JJ^)e"^(XF-J^) 'y. 
Let 
^k " f'i^k 
then 
XF-J^ =- MJ], 
and 
E = Jj^(I-X(X'X)"^X') 
= 
19 
Hence 
2 2 2 S has a a X n-m-1 distribution and is independent of 
2 2 
which has a noncentral a  Xj distribution, where the noncentral-
ity is _ 2 
6% = (Xg+XJ%)'Z%(Z^Z%) ^Z^(Xg+XJ%)/a^ 
Since 
Zk^k = JkM'MJk 
= % 
= 
we have 
6 %  =  ( 2 . 2 4 )  
We assume X contains a column of I's, and that the other 
columns have been adjusted to the means. Let the kth row of 
X be [1, (x^-x) •], Then 
= 1-[1, ( X  - Ï Ï )  ' ]  [ "  °  ] " ^  [1, ( X  - Ï Ï ) ' ] '  
XK Jc 0 % X ^ 
= ^  - (x^-x) (X'X)"^(X3^-X) • , . (2.25) 
where X denotes the matrix in which the columns are expressed 
as deviations from their means. 
20 
The power function for testing a specified observation is 
For any c Pr(F^(0^)>c) is an increasing function of 5^. From 
(2.24) and (2.25), it follows that the power function is an 
2 2 increasing function of X  / a  and a decreasing function of the 
norm (x^-x) '(x'yj ^(x^-x). In particular, when m=2 the 
noncentrality becomes 
(X,-X) ^ ,2 
^ ' (2-26) 
i=l ^ 
2 2 Hence for fixed A /a , the power of the test will decrease as 
x^ moves away from the mean x. 
There is another way to see that the power of the test 
depends on the position of the outlier in the design matrix X. 
Suppose there are (n-1) observations in a data set, another 
observation was added with the revised residual X, i.e., 
À = y -y , where y is the predicted value of y based on the 
^n ^ n •'n ^ n 
(n-1) observations from a least square fit. Applying the least 
squares theory and using (2.8) and (2.10) for the n observa­
tions we have 
21 
°n = S'-Sn' 
/X 2 
^nn 
Û 2 
= 0 (2.27) 
(1-x* (X'X) X ) 
n n : 
Next, it can be shown that 
û„ = (i+x^(x;x^)-^x^r^ï, (2.28) 
where X is an (n-l)xm matrix consisting of the row vectors 
^i'^2'•''^n-1* Since 
(X'Xo)-^ = (%'X-XnXA'"^ 
= (X'X)~^+(X'X)"^x^x^(X'X)"^(l-x^(X'X)~^x^)~^, 
then 
+ x'(X'X) ^x X' (X'X)"^ d-x' (X'X) ^ x ) ^ x 
n n n n n n 
= x'(X'X) ^x (l-x'(X'X) 1%. ) 
n n n n 
From which it follows that 
(l+x^fX/X^)"!*^) ^  (l-x^(X'X)"^x^)~^ . (2.29) 
22 
Substitution of (2.28) and (2.29) into (2.27) gives 
Using the notation x defined previously, let % denote 
the adjusted matrix of X . Then 
On = :—îpr—5 : ' (2.30) 
1+[1, 0 XoXo'tl' 
where denotes the mean of x^,X2,...x^_^. The denominator of 
the second term of (2.30) is 
n - 1 0 ,  _  
i+[i, (x^-x^)'][ r^[i, (x-x^)']' 
ï ï?r + ' 'Vi '  
Thus, is a decreasing function of the norm 
(x - X  )'(X'X_) ^ {x - X  ). Recall the F-statistics defined in 
n- n o o n n 
( 2 . 9 ) :  
^ S^V(n-in-l) 
Therefore, when the position of x is close to x the value 
n n 
of would be large, and hence, it would be more likely to 
2 2 be significant for fixed X /a . 
Example 1. 21 observations were simulated from the model 
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Table 2.1. Example with the dependence of the significance 
of the test and the position of outlier 
srvation X Y u 
1 -10 -24.957 -0.957 
2 -9 -22.876 -1.376 
3 -8 -19.144 -0.144 
4 -7 -14.575 1.925 
5 — 6 -14.070 -0.070 
6 -5 -10.020 1.480 
7 -4 -8.258 0 .742 
8 -3 -5.437 1.063 
9 -2 -3.801 0.199 
10 -1 -1.496 0.004 
11 0 0.146 -0.854 
12 1 4.511 1.011 
13 2 6 . 5 7 9  0 .579 
14 3 9.789 1.289 
15 4 11.600 0.600 
16 5 13.390 -0.110 
17 6 15.694 -0.306 
18 7 19 .429 0.929 
19 8 21.094 0.094 
20 9 23.568 0.068 
21 10 27.133 1.133 
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y .  = 1 + 2 . 5 x .  + u . ,  
•^1 11 
where NID (0,1), i = 1,2,...,21. The data are given 
in Table 2.1. After the least squares fit, another observa­
tion was added with the revised residual 3, i.e. 
^22 " ° 6X22 ^ 
where a = 1.34 7 and 3 = 2.528 are the least squares estimates 
of the regression coefficients based on the first 21 obser­
vations. To illustrate how the values of increase as 
X22 approaches ^22' compute F^^ for ~ -50(5)50, 
^22 
^22 
+50 +45 +40 +35 +30 +25 +20 +15 +10 +5 0 
2.90 3.40 3.99 4.73 5.63 6.71 7.97 9.32 10.60 11.56 11.92 
Since there is a one to one correspondence between the abso­
lute value of X22 2nd ^22/ we can roughly divide the X-axis 
into 4 disjoint sets by using table values of the F-
distribution with 1 and 22 degrees of freedom. 
= {x 1 50 _< |x|} FQ = 2.95 
I2 = {x I 35 |xj<50} Fq Qg = 4.30 
1 3 =  { x  1 2 5  <  | x | < 3 5 }  F g  0 1  =  7 . 9 4  
= {x 1 |xl<25} 
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^2 ^3 ^4 ^3 ^2 ^1 
^ =3^5 =2^0 Ô 20 3D 3Ô ^ 
^22 
The value of would be nonsignificant, significant at 
a = 0.10, 0.05 or 0.01 depending on whether is in the 
range of I^, I3, or , respectively. 
2. For an unspecified observation 
Suppose just - with k not known - is an outlier, then 
the regression model would be 
y = XS + A + u, 
where k is not specified. Without loss of generality but 
for convenience in notation, however, take k=l, and let 
P, = Pr(F*>F*) 
1 a 
and 
= Pr(F.>F*) 
z  i  a  
P3 = Pr{F^>F*, F^>F^, i = 2,3,...,n). 
Note that the probabilities defined above can also be written 
in terms of the maximum-absolute studentized residual R^. 
One may consider P^ as the "power function" of the test by 
viewing the hypothesis of the test, the null hypothesis 
"there is no outlier" versus the alternative "there is 
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one outlier", gives the probability of concluding that 
there is an outlier in the data; however, a valid datum could 
have yielded significance. P_ is the probability that 
the outlier is significant without regard to whether other ob­
servations also are significant. is the probability that the 
outlier is significantly large and the largest among all the 
observations; therefore, P^ is the probability that the outlier 
is correctly identified, P^ is considered as the "performance 
function". It is easily seen that P3 £ ^ 2 — " Applying 
the Bonferroni inequalities in (2.18), we have 
n 
Pr (?.>?*) < Pr(F*>F*) < Z Pr(F.>F*). 
1  a  —  a  —  1  a  
Hence 
n 
P„ < P, < P_ + Z Pr(F.>F*). (2.31) 1  a  
9 2 
If is true, then has a a^x (0^) distribution and the non-
centrality is 
6^ = (X3+XJj_) 'Z^ (ZjZ^) ^ Zj(Xg + AJ^) 
( 2 . 3 2 )  
a 
where p .  . denotes the correlation coefficient between the 
ith and jth residuals. Since 
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2 2 
Si = S -Qi 
= y'My - y•Z.(Z!Z )Z'y 
^ 1 1 n n-^ 
= y' (M - ^ • MJ. JM) y . 
^ii 1 1 
2 2 2 
Sj^ has a a x distribution, where , 
Ô; = (X3+XJ, ) • (M--^ MJ-. J:M) (XB+ÀJ^ ) 1 -L m. 1 1 JL 
= '"11 - 4 
IX a 
^l"Pli ^ . (2.33) 
a 
It follows that has a noncentral F(ô^) distribution, while 
F^, i = 2,3,...,n have doubly noncentral F(5^,6^) distribu­
tions . 
Of the three probabilities , P^ and P^ defined above, 
the only one easily P^. In this case it would 
be obtained from the F^ (6^) distribution. However, as 
IÀ I/o increases P^ approaches P^, and so P^ can be used as an 
approximation of the "power function" P^, or the performance 
function" P^. Tables 2.2 and 2.3 show these quantities for 
the two design matrices used in Ellenberg's (1976) Monte 
Carlo study with two values of \ and two a-levels he used. 
The model was + ®i^i ^i' where u^ NID (0,1), 
i = 1,2,...,20. indicates a design pattern given by 
X ^  = i-11 for i = 1, 2 , . . . , 10 and Xj_ = i-10 for 
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( 2 )  i = 11, 12,...,20. The pattern denoted by X is the same 
except x^Q = 20. The amount X is added to the model value 
for a given i to create an outlier in that position as indi­
cated in the first column of the tables. 
The probabilities given in Tables 2.2 and 2.3 are quite 
close to tlie values given in Ellenberg's Table 4, which are 
indicated in parentheses; and hence, appears to be a good 
approximation. (It is not clear from the description in 
Ellenberg (1976) whether he tabulated the "performance", P^, 
or the power, P^, as defined above. In a Monte Carlo study 
by Gentle (1977), however, P^ was found to be within approxi­
mately 0.03 of P^ when X _> 4, in the simple linear model with 
the x^'s chosen independently from a uniform (0, 1) distribu­
tion and a sample size of 20.) 
In the modified model of (2.20), i.e., 
y^ = 6Q + Bj^i + AJ^+u^ i = l,2,...,n, 
for a = 0.01 and n_<14 we have proof is given in 
Chapter III. It is similar to Srikantan's (1951) result 
that at most one studentized residual can exceed the 
critical value, for the case where the data contain no 
outlier. 
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Table 2.2. Approximate probabilities of detection of outlier 
with A=4 
Outlier a = 0.05 a = 0 .01 
Position 
X 
(1) x(2) 
1 .543 ( .52) . 5 6 2  (  .57) .313 ( .31) .330 ( . 3 3 )  
2 .561 .576 .329 .342 
3 .577 .588 .343 . 3 5 3  
4 .591 . 5 9 8  .356 .363 
5 .603 .615 .367 .371 
6 .612 .615 .376 .378 
7 .620 .622 . 3 8 3  .384 
8 .626 .627 .389 .389 
9 .631 .630 .393 .393 
10 .633 ( . 6 3 )  . 6 3 3  ( .  . 6 4 )  . 3 9 6  (  .40) . 3 9 5  (  .41) 
11 .633 .634 .396 .396 
12 .631 .633 .39 3 .395 
13 . 6 2 6  . 6 3 0  .389 .393 
14 .620 .627 . 3 8 3  . 3 8 9  
15 .612 . 6 2 2  . 3 7 6  .384 
16 .603 .615 . 3 6 7  .378 
17 .591 .607 . 3 5 6  .371 
18 .577 .59 8 .343 .363 
19 .561 .588 . 3 2 9  .353 
20 .543 (.52) . 3 6 0  ( .  35) .313 (, .33) .177 (, . 1 5 )  
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Table 2.3. Approximate probabilities of detection of outlier 
with A. = 5 
Outlier a = 0.05 a = 0.01 
Position ^^TT) J^(2T x(l) x(2) 
1 . 810 (.85) .826 ( . 8 5 )  .597 ( .63) .619 
2 .825 .837 .618 .635 
3 . 8 3 8  . 8 4 6  . 6 3 6  . 6 4 8  
4 .849 . 8 5 4  .652 . 6 6 0  
5 .857 .861 .665 .670 
5 .864 .866 .676 .679 
7 .870 .871 . 6 8 5  .686 
8 . 874 . 874 . 6 9 1  .691 
9 .877 .877 . 6 9 6  .695 
10 , 879 ( . 9 0 )  . 878 0
0 00 
.699 ( . 7 0 )  . 6 9 8  
11 .879 .879 .699 .699 
12 . 877 .878 . 6 9 6  .698 
13 . 8 7 4  .877 .691 .695 
14 .870 .874 .685 .691 
15 .864 . 871 .676 .686 
16 .857 .866 .665 .679 
17 .849 .861 .652 .670 
18 .838 . 854 .636 .660 
19 .825 .846 .618 . 6 4 8  
20 .810 ( . 8 2 )  .619 ( . 6 2 )  .597 ( . 6 2 )  .382 
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3. Application to two-way layout 
Below we will study the performance of the tests in the 
case of the r x c two-way classification model having one element 
per cell. We assume the additivity of row and column effects 
and the deviations u^ are normally distributed with mean 0 
2 
and variance a I. The model is 
y.. = u + a. +S. +u... 
^IJ 1 J xj 
The residuals are distributed as 
for i = l,2,...,r, j = 1,2,...,c. Note that the variance of 
is constant for all i and j. The pairwise correlation 
of the ith and jth residuals is ((r-1)(c-1)) for those in 
-1 -1 different rows and columns, and is -(r-1) (-(c-1) ) for 
those in the same column (row). 
Suppose one of the observation y^j is an outlier with 
v.. = ij + a. + B. + X + u.. 
' 1] 1 ] ij 
The variance of the residual remains unchanged; moreover, 
it does not depend on the position of i and j. The non-
centrality of the F-statistics given in (2.24) for the per­
formance of the test for a specified outlier is 
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(r-l)(o-l) 
^ F5 2 • 
a 
The test has the same power function for all i and j. For 
testing an unspecified outlier, the upper bound of the power 
given in (2.31) can be simplified. For this design since 
there are only three kinds of correlations, (2.31) reduces 
to 
n 
P. < P, < Z Pr(F.>F*) + P-
2 - 1 - ^^2 ^ ^ ^ 
P^ + (c-l)Pr (F(ô^,ô^) >F*) 
+ (r-l)Pr(F(ô, ,5')>F*) 
D  i D  a  
+ (c-1) (r-l)Pr(F(ô ,6 ') >F*) 
c c a  
Where 
, _ (c-1) (r-2)(c-1) 
°a (r-l)rc ^2 ' a (r-l)c ^2 ' 
r _ (r-l) (c-2)(r-l) 
"^b (c-l)rc ^2 ' °a (c-l)r ^2 ' 
7 2 2 2 
. _ 1 (r-l) (c-1) -1 XT 
°c (r-l)(c-1)rc ^ ' c (r-l)(c-1)rc ^2 
These noncentralities are derived from (2.32) and (2.33). 
For the 5x5 table, X/a = 5 and a = 0.05, we have 
0.8703 1 Pi 1 .8912 
The lower bound of P^, and hence P^, approaches 1 as |X]/o^m. 
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D. Effects of Multiple Outliers 
While the problem of testing for a single outlier 
has received considerable attention to assume that there 
is only one outlier is generally unrealistic. The 
mechanism giving rise to the outlier is likely to operate more 
than once, if at all. The presence of more than one outlier, 
however, complicates any testing procedure. One well-known 
effect of multiple outliers is "masking". The outliers 
contribute substantially to the variance estimator; and thus 
the scale factor in the studentized outlier criterion is in­
flated, reducing the chance of a sufficiently extreme value. 
Gentle (1977) reported on a Monte Carlo study of the per­
formance of the outlier test based on when two outliers 
are present. For sample sizes less than 40 or so, there was 
a considerable attenuation in the power of the procedure. 
Another problem may arise when there are more than one 
outlier. Especially if the multiple outliers occur at high 
leverage points, their combined effect can result in valid 
data points appearing as outliers under a single-outlier 
criterion. Table 2.4 contains artificial data from a simple 
linear model to illustrate this problem. The data is gene­
rated from the simple regression model y^ = 1 + 2.5 + 
u^ with u^ % NID(0, 0.01), i = 1,2,...,21. Two outliers are 
created by subtracting and adding a quantity 5 to the 
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observations number 1 and 20. The observations number 1, 20 
and 21 are the high leverage points. After the least squares 
fit from all the data, R^, which corresponds to observation 
number 21, is found to be significant at the 0.01 level (using 
Lund's (1975) table). When observation number 21 is removed 
from the data set, the studentized residuals, as shown in 
the sixth column of Table 2.4, are all of moderate sizes. 
(The pattern of the residuals should alert the analyst to 
problems, however.) If observations 1 and 20 are removed, 
the remaining data including observation number 21 appears to 
satisfy the simple linear regression model. Their residuals 
shown in the last column of Table 2.4 are rather ordinary 
looking in most respects. Hence, observations 1 and 20 ap­
pear to be the true outliers, although a straightforward use 
of the maximum studentized absolute residual criterion may 
lead one to a different conclusion. This type of problem 
only occurs when there are more than one outlier. This 
example shows that when using the studentized residual for 
testing for a single outlier, one is implicitly assuming there 
is at most one outlier. If the data contain more than one 
outlier, the single outlier testing procedure will lead to a 
wrong conclusion. 
The above example indicates the importance of the dis­
persion of the regressor effect the outlier detection pro­
cedure. Since the residual variances are determined by the 
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Table 2.4.  Example with outl iers  at  high leverage points  
Observation 
Number X Y m. .  11 
Studentized Residuals  
Using 
All  Data 
Removed 
°21 
Removed 
^ °20 
1 -10.0 -29.99 0.644 -2.357 -1.827 -
2 11.0 28.47 0.921 0.917 1.530 0.120 
3 12.0 31.02 0.927 0.871 1.414 0.834 
4 13.0 33.51 0.932 0.768 1.218 0.689 
5 14.0 35.89 0.937 0.558 0.873 -1.026 
6 15.0 38.60 0.941 0.668 0.975 1.913 
7 16.0 40.87 0.945 0.349 0.479 -1.402 
8 17.0 43.32 0.947 0.213 0.239 -2.043 
9 18.0 45.99 0.950 0.280 0.283 0.239 
10 19.0 48.45 0.951 0.151 0.052 -0.325 
11 20.0 50.98 0.952 0.088 0.087 0.057 
12 21.0 53.50 0.952 0.016 -0.238 0.327 
13 22.0 55.94 0.952 -0.134 -0.499 -0.542 
14 23.0 58.49 0.957 -0.181 -0.615 0.085 
15 24.0 60.87 0.949 -0.388 -0.958 -1.606 
16 25.0 63.52 0.949 -0.335 -0.935 0.473 
17 26.0 56.00 0.944 -0.440 -1.137 0.263 
18 27,0 68.56 0.941 -0.471 -1.234 1.143 
19 28.0 71.07 0.936 -0.559 -1.412 1.207 
20 49.0 128.50 0.700 2.619 1.902 -
21 50.0 126.00 0.681 -3.122 — -0.564 
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design points (i.e. the rows of X). The residual variance 
2 
of the ith observation is , any large gaps between the 
mu^'s indicates a corresponding gap in the spacing of the 
design points. Those points that have small values of are 
considered as the high leverage (outlier design) points- By 
inspecting the ordered values of residual variances, an ex­
tremely large gap may indicate the necessity of special 
attention to the outlier design points. The value of 
for the observations 1, 20, and 21 are relatively low com­
pared to the rest of the observations as given in column 4 
of Table 2.4. Thus, for this kind of example examination 
the variances of residuals as well as the studentized 
residuals is desirable. 
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III. TEST FOR TWO OUTLIERS 
A. Test Statistic 
Consider the linear model 
y = X6 + u, (3.1) 
with the assumptions given in (2.1), and the further assump­
tion that n-2>m. Form a partition of y and X (after any 
necessary reordering) into 
y = [ ] and X = [ ], 
y* 
where y^ denotes the (n-2)-vector resulting from omitting y^ 
and y, from y, y* denotes the omitted 2-vector, X is 
(n-2)Xm and X* is 2xm corresponding to y and y* respectively. 
The corresponding partitions of u will be denoted by u^ 
and u+. Let M.(=M..) be the lower right 2x2 submatrix of 
* 13 
M, then M* = (I -x*(x'x)"lx;). Since 
det(D+ARB) = det(D)-det(R).det(R~^+BD~^A) 
for "any" matrices D, A, R, and g. We have 
det(M*) = det[I-X*(X'X)~^X*] 
= det(I).det( x ' x)"^.det( x x ' - x ; x ^ )  
= det(X'X) ^.det(XgXQ) 
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Thus, it follows that is nonsingular if and only if 
is a full column rank matrix. In the following, assume M* 
is nonsingular (for which it is sufficient to assume that is 
full column rank). This last assumption is frequently satisfied. 
Let 
Oij = . (3.2) 
From the least squares theory we have 
2 
where is the residual sum of squares computed with the 
2 two observations y. and y. deleted. S. . is also the resi-1 J 1] 
dual sum of squares computed after adding two columns 
and J. in the X matrix. (J is the same as in Chapter II, 
J K 
i.e., a column vector containing a 1 in the kth position and 
O's elsewhere. Its length will be obvious from the context.) 
2 2 has a a X distribution with 2 degrees of freedom and is 
2 2 2 independent of , which has a o x distribution with 
(n-m-2) degrees of freedom. Hence, 
Qii/2 
F. . = (3.4) 
^ /(n-m-2) 
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has an F-distribution with 2 and (n-m-2) degrees of freedom. 
Define the "squared bivariate studentized residual" as 
(3.5) 
2 2 
where s = S /(n-m). Using (3.3) and simplifying, we obtain 
S..2 r..2 
Finally, from (3.4), (3.5), and (3.5) we have 
r..^(n-m-2) 
F . = ^ (3.7) 
^ 2(n-m-r^J ) 
or 
2(n-m)F.. 
^ij " Tn-m-2+2F^j)' 
2 1 hence, r.. /(n-n) has a Be(l, ^ (n-m-2)) distribution for all 
i^g. Note that (3.6), (3.7), and (3.8) are extensions of 
(2.12), (2.13), and (2.14) respectively. 
The "squared bivariate studentized residual" is related 
to the norm of the projection of the normalized residual, 
I Id*I I, proposed by Andrews (1971). (Andrews denotes this 
quantity by ||r^^||.) Andrews' definition couched in no­
tation consistent with that used in the present work is 
I  I d * I  I  = Zi.(z: . Z.j)"^Z!jd, (3.9) 
where Z.. = MJ.., J.. is the (nx2) matrix with columns J. 
13 1] i 
and Jj, and d = Û/S. Therefore, 
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l|d*||2= d'Z.^(Z^jZ..)-lz^jd (3.10) 
Since Z!.Z.. = M,, it follows that 
13 1] 
2 Û* 
1 |d* I 1 = 2— 
S 
= ./(n-m). (3.11) 
13 
Hence, the two statistics are equivalent. 
2 Finally, let R,, ^ denote the maximum of the squared 
bivariate studentized residuals, i.e., 
2 2 R ~ = max r. . . (3.12) 
N,^ i^j 
2 From the relationship of r^^ and F^^ in (3.7) and (3.8) we 
have 
R^ 2(n-m-2) 
F* = 2 (3.13) 
2 ( n—m—Rj. g ) 
and 
Where F* is the maximum of the ^c^ F\j's in (3.4) for all 
if^j • 
2 The distribution of R^ 2 is just as intractable as that 
of the maximum of the univariate studentized residuals, as 
discussed in Chapter II. As in the single outlier case, 
however, Bonferroni inequalities may be used to arrive at con­
servative critical values for the statistic. The relation­
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ship is 
NPr(r..^>c)-LPr(r^ >c, r^ >c) < Pr(R^ _>c) j-j Su ur — N, z 
< NPr(r^.>c) (3.15) 
— 1J 
where N = c_ andL= c^, and the summation is taken over all 
n 2 N z 
combinations. From the righthand side of (3.15) conservative 
critical values for the maximum squared bivariate studentized 
residuals can be computed for various a-levels and values of 
n and m as in Chapter II. Selected critical values are 
given in Table 3.1, which is similar to Lund's (1975) table 
for testing for single outliers. 
For m=l, i.e. the model = g^+u^, the squared bivariate 
studentized residual is equivalent to the Grubbs-type statis­
tic for the two sided alternative hypothesis in testing for 
2 2 two outliers, or , discussed by Tietjen and Moore 
(1972). Their Table II gives critical values for from a 
Monte Carlo study. In order to get an indication of the 
degree of conservativeness of the critical values in Table 
III.l, we used the relationship in (3.5) to get estimates 
from Tietjen and Moore's Monte Carlo study for the critical 
2 
values of ^- These are shown in parentheses next to the 
conservative values in Table 3.1 for m=l. 
Table 3.1.  Upper bound for  cr i t ical  values of  squared bivariate studentized residual  (a=.10) 
m 
n 1  2 3 4 5 6 8 10 15 20 
6 4.823 ( 4 .720) 
7 5.586 ( 5 .436) 4 ,859 
8 6.265 ( 6 .041) 5 .641 4 .883 
9 6.875 ( 6 .600) 6 .335 5 .684 4 .901 
10 7.429 ( 7 .074) 6 .956 6 .392 5.717 4.915 
12 8.401 ( 7 .942) 8 .027 7 .592 7.081 6.478 5.766 
14 9.234 ( 3 .619) 8 .928 8 .580 8.179 7 .715 7.174 5.801 
16 9.961 ( 9.240) 9 .705 9 .418 9,094 8,7 24 8.301 7.247 5.827 
18 10.605 ( 9 .792) 10 .387 10 .146 9,876 9.573 9.232 8.401 7.306 
20 11.183 (10.260) 10 .995 10 .787 10,558 10.305 10.022 9.349 8.485 4.967 
25 12.409 (11.328) 12 .271 12 .121 11,959 11.784 11.592 11.154 10.623 8,649 4.976 
30 13.409 (12.122) 13 .302 13 .188 13.065 12.934 12.794 12.481 12.116 10,867 8.769 
35 14.250 (12.784) 14 .164 14 .073 13.978 13.875 13.767 13.529 13.259 12,385 11.061 
40 14.976 (13.377) 14 .904 14 .829 14.751 14 .670 14.582 14.394 14 .184 13,532 12.611 
45 15.609 (13.904) 15 .550 15.487 15.423 15.354 15.283 15.130 14,961 14.451 13.767 
50 16.174 (14.308) 16 ,122 16 .069 16.014 15.957 15.896 15.768 15,628 15.218 14.686 
Table 3.1 (Continued) (a=.05) 
m 
n 1  2 3 4 5 6 8 10 15 20 
6 4 .888 ( 4 .  830) 
7 5 .707 • (  5 .  610) 4 .911 
8 6 .443 ( 6 .  307) 5 .746 4.926 
9 7 .107 ( 6 .  904) 6 .496 5.776 4 .938 
10 7 .711 ( 7 .  452) 7 .171 6.539 5 .800 4 .946 
12 8 .772 ( 8 .  426) 8  .341 7.845 7 .271 6 .605 5.835 
14 9 .679 ( 9 .  191) 9 .326 8.925 8 .469 7 .946 7.345 5 .859 
16 10 .470 ( 9 .  900) 10 .174 9.842 9 .470 9 .049 8.571 ? .402 5 .945 
18 11 .170 (10.  506) 10 .916 10.636 10 .326 9 .979 9,590 8 .655 7 .678 
20 11 .795 (11.  096) 11 .576 11.336 11 .071 10 .780 10,456 9 .692 9 .148 4.993 
25 13 .117 (12.  168) 12 .956 12.782 12 ,595 12 .392 12.172 11 .670 11 .066 8 .864 4 .985 
30 14 .191 (13.  079) 14 .064 13.932 13 .791 13 .640 13.478 13 .118 12 .700 11 .284 8 .964 
35 15 .088 (13.  736) 14 .990 14.883 14 ,774 14 .654 14.529 14 .255 13 .945 12 .950 11 .459 
40 15 .860 (14.  469) 15 .776 15.693 15.600 15 .507 15.405 15 .189 14.948 14 .202 13 .158 
45 16 .531 (15.  ,048) 16 .465 16.390 16 .316 16 .236 16.157 15 .980 15 .788 15 .201 14 .4 24 
50 17 .130 (15,  ,484) 17 .069 17.010 16 .944 16 .881 16.809 16 .662 16 .502 16 .036 15 .425 
Table 3.1 (Continued) (a=.01) 
m 
n 1  2 3 4 5 6 8 10 15 20 
6 4.  962 ( 4 .940) 
7 5.  869 ( 5 .832) 4.970 
8 6.  707 ( 6 .650) 5.887 4 .975 
9 7.  4 78 ( 7 .376) 6.735 5 .900 4 .979 
10 8.  136 ( 8 .091) 7.515 6 .758 5 .911 4.982 
12 9.  442 ( 9 .251) 8.890 8 .271 7 .573 6 .792 5.9 26 
14 10.  522 (10.309) 10.062 9 .549 8.976 8 .335 7.617 5 .937 
16 11.  464 (11.055) 11.074 10 .643 10 .166 9 .635 9.044 7 .650 5 .878 
18 12.  295 (11.798) 11.961 11 .593 11 .190 10 .745 10.253 9 .101 7 .449 
20 13.  037 (12.559) 12.746 12 .429 12 .083 11 .705 11.289 10 .327 8 .726 4.979 
25 14.  597 (13.968) 14.382 14 .152 13 .904 13 .637 13.349 12 .699 11 .928 9.240 4 .995 
30 15.  853 (15.022) 15.687 15 .510 15 .323 15 .123 14.910 14 .438 13 .895 12.099 9 .307 
35 16.  901 (15.878) 16.764 16 .624 16 .476 16 .320 16.155 15 .795 15 .389 14 .104 12 .236 
40 17.  801 (16.614) 17.677 17 .573 17 .442 17 .326 17.180 16 .895 16 .578 15.609 14 .277 
45 18.  561 (17.292) 18.477 18 .373 18 .287 18 .169 18.070 17 .845 17 .566 16 .806 15 .803 
50 19.  254 (17.836) 19.167 19 .098 19 .002 18 .933 18.823 18 .628 18 .418 17.793 17 .008 
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B. Test Procedure 
1. For two specified observations 
For the linear model in (3.1), if we suspect two observa­
tions, say y^ and y^ where i and j are specified, may be in 
error by some unknown quantities, we set up the hypotheses: 
: y^^ and y^ are not outliers; 
y^ and y^ are outliers, 
where i and j are specified. 
2 Under H , the distribution of r.. is related to the F-
o 13 
distribution by (3.7). If is true then the squared bi-
2 
variate studentized residual r.. will be large. Let F be 
xj ^ a 
the upper 100a% point of an F-variate with 2 and (n-m-2) 
degrees of freedom. The test criterion would be 
If F.. > F then reject H 13 a o 
If F.. < F then accept H . ij — a ^ o 
2. For two unspecified observations 
In general, it would not be known which two observa­
tions could possibly be outliers. We shall test the 
hypothesis 
H : there is no outlier. 
o 
there are two outliers. 
2 
If there are two outliers in the data then ^ would be 
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2 large. For given a, n, and m, let 2 be the critical value 
from Table ,3.1. The test criterion would be 
2 2 
If R., « > R -, then reject H ; N, 2 a, 2 o 
If R^ _ < R^ _ then accept H . N , 2 — a , 2  o  
Equivalently, 
If F* > F* then reject H 
a o 
If F* < F* then accept H , 
— a o 
where 
F* = ^ 
R^ _{n-in-2) 
2 ( n—m—R _ ) 
OL f ^ 
C. Computation Formula for Balanced 
Complete Design 
To obtain the maximum of the squared bivariate studen-
2 tized residuals involves the computation of r.. for each of 
the ^C^ possible partitions. However, quantities such as the 
of Equation (3.2) were considered by Gentleman and Wilk 
(1975) for the case of two outliers; and as they point out, 
2 
the amount of computations for all Q.., hence for R », is 
ID N, z 
not as great as it may appear at first. It is possible to 
develop specialized results to economize further on computing 
for special configurations or designs. For example, for an 
rxc two-way classification model with one element per cell, 
the pairwise correlation of the residuals can only have three 
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values, i.e., there are only two basic patterns of the M* matrix 
(A) Two cells in the same row columns : 
 ^r:: 
,,-1 _ r rC-l 1 1 
* (r-1) (c-zf^ 1 c-1^ • 
Then is 
[ (c-1) (û^^+ûj^) + 2û^ûj]r/[(r-l) (c-2)]. 
(For two cells in the same column, interchange r and c above.) 
(B) Two cells in the different rows and columns: 
(r-1) (c-1) 1 
1 (r-1) (c-1) ^ 
f (r-1) (c-1) 1 
(r-1) (c-1) -1 -1 (r-1)(c-1) 
Then is 
[(r-1)(c-1)(û.2+ûj2)_2ûiû ]rc/[(r-l)2(c-l)2_i]. 
2 
using- these formulas the computations for ^ quite 
straightforward. 
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D. Performance of the Test 
To investigate the performance of the test for the two 
outliers test, consider a modification of the model (3.1) 
containing two outliers 
y = X3 + + AjJj + u (3.15) 
where and X^ are the unknown shifts in the mean and and 
Jj are as before, i.e., n-vector with a 1 in ith and jth 
position respectively and 0*s elsewhere. 
The quadratic forms discussed in Section A are 
^ij = ^"'^j (3.17) 
and 
Sij = s'-Oij 
= y'[M-Z^j(Z2jZ^j)"lz2j]y. (3.18) 
Note that the derivation of (3.17) is similar to (2.23) 
described in Section C of Chapter II. 
2 2 2 S.. has a a X i distribution and is independent of 1] n-m-2 
2 2 Q. . which has a a distribution, where 
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= (X6+X^J^+XjJj)'2^j(Z^jZ^j) lz^j(X6+X^J^+X J )/o^ 
= [(A^,Aj) (JjjMJij) (Jj^jMJ^j) (X^yA.) ']/a^ 
= (Ai,Xj)Muj (A_,X ) Va^ 
= ( + A j+2A^A )/a^ . (3.19) 
with 
m. . m. . 
M. . = [ ^ ^ . 
1] Mjj 
For a given design matrix, the noncentrality in (3.19) could 
2 be used to determine the probability of a significant r^^ for 
specified values of A^ and A^ and specified positions of the 
outliers in the design matrix. 
In case of the two-way table with one observation per 
cell, the expression (3.19) for the noncentrality simplifies 
considerably. If we consider the case A^ = + A^ = A, we have 
Û.. = 2m..(1+p)A^/a^ when A. = A. (3.20) 
1] 11 1 ] 
and 
6^. = 2m^^(l-p)A /o when A^ = -A., (3.21) 
where p is the correlation between the residuals and . 
Using the result of (3.20) and (3.21) we can evaluate the 
2 2 probability of r^^ exceeding a critical value 2 
Table 3.1 for given values of A. This would be the 
2 
probability that the true outliers yield a significant r^j, 
2 2 
without regard to whether r.. = R„ i.e. ij N, 2 
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> F*] 
0. 
> F*} ( 3 . 2 2 )  
^n-m-2/(n-m-2 ) 
This is for the case of testing for two unspecified observa­
tions; for two specified observations F* is reolaced by F 
a " a 
in ( 3 . 2 2 ) .  
For a  =  0 . 0 5 ,  Tables 3 . 2  through 3 . 5  gives these proba­
bilities for A/a = + 5 when the outliers are in the same 
column (row) or when they are in different rows and columns. 
Tables 3 . 2 - 3 . 5  show that for either a fixed column or a 
fixed row the probability of detection of the two outliers in­
creases with table size as one would expect. For a given 
rxc design with (X^=-Aj) the probability of detection 
of two outliers in different rows and columns is greater 
(less) than two outliers in the same column or row. More­
over, for two outliers in the same column or row, the 
probability of detection of two outliers with is greater 
than that for two outliers with on the other hand, for 
two outliers in different rows and columns the probability of 
detection of two outliers with is less than that for two 
outliers with X^=-Xj. 
The "power" function for this test may be defined 
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2 -
which is similar to the "power" defined in the case of single 
outlier of Chapter II. (Here it may be recalled that the 
performance of the procedures being discussed depends on both 
the correct correspondence of the test statistic to the out­
liers and the exceedence of the critical value.) 
Since 
a R',2> 1 i 
the values in Tables 3.2-3.5 are the lower bounds for "power". 
However, these are the probabilities of correct identification 
2 2 provided r.. = R 
ID N,2 
Table 3.2. Probability of detection of two outliers (i and j) 
in the same column (row) with X.=5a, A . = 5a, and 
a=0.05 ^ ^ 
a 
r ^  
4 5 6 7 
4 0.093 0.159 0 . 2 1 7  0.253 
5 0 .201 0 . 3 0 5  0.382 0.437 
6 0.309 0.428 0.507 0 . 5 5 9  
7 0.401 0.520 0.594 0 . 6 4 1  
^For two outliers in the same row interchange r and c 
above. 
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Table 3.3. Probability of detection of two outliers (i and j) 
in different rows and columns with \.=5o, \.=5o, and 
a=0.05^ ^ ^ 
^ c 4 5 6 7 
4 0.235 0.388 0.501 0.579 
5 0.545 0.642 0.703 
6 0.721 0.769 
7 0.808 
^The table is symmetric. 
Table 3.4. Probability of detection of two outliers (i and j ) in the 
same column (row) with A^=5cr, A^=-50, and a=0.05 
c^ 4 5 6 7 
r 
4 0 . 3 1 7  0 . 5 2 8  0.659 0.758 
5 0.483 0.669 0 . 7 7 3  0.833 
6 0.590 0.744 0 . 8 2 4  0 . 8 6 7  
7 0.658 0.787 0 . 8 5 1  0 . 8 8 6  
^For two outliers in the same row interchange r and c 
above. 
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Table 3.5. Probability of detection of two outliers (iand j) in 
different columns and rows v;ith/a • =5c, A . =-5a, and 
a=0.05^ ] 
4 
r 
5 6 7 
4 0.159 0.292 0.406 0 . 4 9 3  
5 0.451 0.561 0.6 36 
6 0.657 0.718 
7 0.767 
^The table is symmetric. 
E. Numerical Example and Discussion 
To illustrate the use and some properties of the 
procedure discussed above, a widely studied data set from 
Snedecor and Cochran (1967, p. 384) will be used. The data 
were collected to investigate the influence of source of in­
organic (X^) and organic (X^) phosphorus on estimated plant 
available phosphorus (y) for corn grown on 18 Iowa soils. 
The concentrations of phosphorus were determined chemically. 
The phosphorus content y of the corn grown in these soils 
was measured. The original data set has one outlier, observa­
tion number 17. For the present study, observations numbers 
10 and 17 are modified slightly, so that the resulting data set 
has two outliers. Table 3.6 shows the modified data set (the 
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Table 3.6. Data and studentized 
for two outliers 
residuals to illustrate test 
Observation 
Number ^i ^li ^2i ^i 
1 64 0.4 53 0.374 
2 60 0.4 23 -0.019 
3 71 3.1 19 0.254 
4 61 0.6 34 0.0 76 
5 54 4.7 24 —0.668 
6 77 1.7 65 1.153 
7 81 9.4 44 0.306 
8 93 10 .1 31 0.725 
9 93 11.6 2 9  0.597 
10 21(51)^ 12.6 58 -2.693 
11 76 10.9 37 -0.081 
12 96 23.1 46 -0.136 
13 77 23.1 50 -0.994 
14 93 21.6 44 -0.159 
15 95 23.1 56 -0.125 
16 54 1.9 36 -0.345 
17 158(168) 26 . 8 58 2,607 
18 99 29.9 51 -0.583 
^The numbers shown in parentheses are the original values 
of Snedecor and Cochran, p. 384. 
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original values are shown in parentheses) as well as the 
studentized residual r^^, from a least squares fit of the 
model 
= gg + >^1^11 02*24 + i = 1, 2 , . . . , 18. 
The studentized residuals corresponding to observations 
10 and 17 are seen to be quite large; however, neither exceeds 
the 0.05 critical value, 2.70, form Lund's (1975) table. For­
ward sequential outlier detection schemes such as discussed in 
Gentle (1977) operating at the 0.05 level would not identify 
any outliers. If the data set did not contain observation 10, 
however, the studentized residual for observation 17 would be 
3.077; and if observation 17 were not present, observation 10 
would have a studentized residual of -3.118. This is an 
example of the well-known phenomenon of masking when two out­
liers are present. The maximum squared bivariate studentized 
2 
residual, R^g corresponds to the pair of observations 
10 and 17. It is 12.493, which is seen to exceed the 0.01 
critical value 11.59 3, from Table 3.1. Hence, the two out­
lier procedures are able to identify the mutually masked out­
liers . 
The original data set from Snedecor and Cochran provides 
motivation for a caveat regarding the use of the two-outlier 
procedures. This data set contains an outlier with a rather 
large residual (see Lund (1975)) When this datum (observation 
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17) is removed, the largest absolute studentized residual is 
-2.259; hence, none of the remaining observations appear 
suspicious, and it seems reasonable to conclude that the 
data contained exactly one outlier. All of the squared bi-
2 
variate studentized residuals, r^j from (3.5), corresponding 
to observation 17 in the original data set are rather large, 
varying from 10.086 to 11.877, which exceeds the 0.01 critical 
value from Table 3.1. The implication is clear: the method 
described in Section B should not be used when there is a 
possibility of a single outlier with a very large absolute 
studentized residual. This situation should be detected by a 
single outlier procedure, however. It should be pointed out 
that, while the statistic used in the two-outlier procedure 
above is equivalent to that of Gentleman and Wilk (1975), the 
method itself is different. Gentleman and Wilk consider the 
entire set of from (3.3), not just the maximum one; hence, 
their procedure would not be led astray by the presence of a 
single large outlier. 
The method described above is a very simple conservative 
test for the presence of two outliers in the linear model. It 
can be used advantageously following a test for a single out­
lier. Finally, it is important to notice that the two most 
likely outlying points will not, in general, correspond to the 
two points with the largest studentized residuals. The 
correlations of residuals can produce two seemingly unlikely 
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candidates as the most outlying values. The artificial data in 
Table 2.3 is an example; the procedure will correctly identify 
two outliers, observation 1 and 20, but observations 21 and 
20 have the largest studentized residuals. 
F. Performance of the Single Outlier Procedure when 
Two Outliers are Present 
Given the model in (3.16), the probability that |r\| is 
significant based on the single outlier procedure (Section C of 
Chapter II) is 
. 2 
2 2 
= Pr{-^ > R ,s } 
^ a, 1 
2 
u. ^ rri ' • rn. • • _ i o 
= Pr{^(n-m) > ^ [ (Û, ,û . ) , Û. ) •-^S . . 1 } 
û.^ - , û.^ g û. û. 
= Pr{-^(n-m) > R [—^ — ^ 
^ii (1-p ) ^ii (1-p ) i j 
r 2 
1 i 2 
+ ^ 2 + s; ]}, (3.23) 
(1-p^) "jj 
where R , is the critical value from Lund's table, and 
a, i 
k  =  i ' i '  
Now, using the techniques of McMillan (1971), we let 
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2 2 2 Since is distributed as a x with (n-m-2) degrees of freedom 
and is independent of and 
We have 
Pr(|ril > : 
= Pr{e-^(n-m) > _ [——5— e.e. 
= 7 1 : 7 7 ' ^  7 ^  7 1 : 7 7  
U. / -L 
' %n-m-2)- 13-241 
The discriminant of the quadratic function is 
(_la^)2 + 4 ( - — 0-) — 
2' ^ 2 2 2 l-p (l-p)(l-p) 
4 ((n-m) 
2 ^ 2 
(1-P ) *a,l 
2 
which is strictly positive since R , < (n-m). Hence the 
OL r 
quadratic expression in (3.24) represents families of 
2 hyperbolas indexed by x^_m_2' 
2 For fixed x o the conditional probability that Ir.l 
m—n-z ' 1 ' 
is significant can be computed by integrating the joint density 
of e^ and e^ over the region bounded by two branches of the hyper­
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2 bola corresponding to the fixed Y '> • The unconditional 
n-m-^ 
probability can be obtained by integrating the conditional 
2 probability with respect to the pdf of X^_j^_2- Similarly, 
the probability that ]r^| is significant can be obtained by 
interchanging i and j in (3.24), i.e. 
Prilr.! > 
= i—j] + e e 
^ , (1-p ) (1-p ) ^ ^ Ct / -L 
1 2 2 
y 2 ®i >%n-m-2^' (3.25) 
(1-p ) 
The probability that both |r^| and |r^[ are significant 
is bounded by the probability that the second largest order 
statistic of |r^| exceeds the critical value. This probabil­
ity can be obtained by integrating over the region where |r^| 
and Irj ] are significant. The condition that the second 
largest order statistic does not exceed the critical value 
is equivalent to the condition that the two hyperbolas (3.24) 
and (3.25) do not overlap. This can be expressed by requiring 
the slope of the asymptote to be less than 1, i.e. 
2p 
(l-p2) - 7^)-^ 1-p R 1 1-P 1-p 
m = Szi : < 1, 
^ 1 2(—:U) 
1-P 
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which implies 
1 > ("2^^ (1+P)• (3.26) 
Also, requiring the slope 10.2 of the asymptote to be greater 
than -1, i.e. 
+ 4(2;ZL_ 1 ,_A. 
. (l-p^ ) Il-p2) l-pZ l-p2 
^2 ~ ^ : > -1 
2(-^) 
1-p 
yields 
1 > ("2^^ (1-P)• (3.27) 
Combining (3.26) and (3.27) yields 
a',! ' 
Therefore, the condition for the second largest order 
statistic to exceed the critical value is 
R^ 1 > ^^2"^^ ( 1 + max I p ! ) . 
This is similar to a result given by Srikantan (1961) or 
Stefansky (1971). 
For certain designs, the upper bound for the second 
largest order statistic can be found in Stefansky (1971). 
For the model of (2.20) 
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7^ = 3^ + i = 1,2,...,n 
1 
2 ~ ? 
The max jpj is 4(n -2n+13) which was given by Srikantan 
(1961). Hence, for n=14. 
(1 + max I p I ) = 7.78. 
The conservative 0.01 critical value is 2.82 (from Lund's 
Table 1), ^ = 7.95, which is greater than 7.78. Thus, Cc, -L 
for the model of (2.20), for n ^  14 and a = 0.01, at most 
one studentized residual can exceed the conservative 
critical value. 
The probability that ]r^| is significant (as in a single 
outlier procedure) can also be computed from a double non-
central t-distribution. 
Since 
Pr{ Ir. 1 > R ,} = Pr{F. > F*} 
' 1 ' a, 1 1 a 
S. /(n-m-1) 
= Pr{—2"^ > F*}, (3.28) 
a 
2 (n-m-1)R , 2 2 
where F* = — . Q. has a a Xi (5 - ) distribution, where 
^ (n-m-R2 ) ^ ^ 
a,l 
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Ô. = (X6+A . J.+A . J.) 'Z. (Z.'Z. ) ^Z.'(X3+A. J.+X . J. )/a^ 
2 2 
= (À. m.•+2X.X.m..+A. m..m../m.;) i 11 1 ] 1] ] 1] 1] Il 
2 2 2 2 
= (X- m..+2X.X.m..+X. m.•p.•)/a (3.29) 
1 11 1 ] 1] ] DD 1] 
2 2 
= (X^+Pj_jXj) /a , if (3.30) 
= S^-Q^ has a distribution with 
Ôj = (XS+Xj_J^+XjJ^) • (M-Z^(ZjZ^)~^Z^) (X6+X^J^+XjJj)/a^ 
2 2 2 
= [ (m. . X • +2m. . X . X • +X . m . . ) - ( X . m . . +2A . X .m. . 11 1 1] 1 ] ] ]] 1 11 1 ] 1] 
2 2 
+ X j ]/a 
= Xj^m j(1-p^y/a^. (3.31) 
Thus, the probability that |r.| is significant can be 
^ 1/2 
obtained by evaluating the double noncentral t(5^ ,6 M 
distribution with (n-m-1) degrees of freedom. By inter­
changing i and j, the probability that 1^jI is significant 
can also be obtained. Next, let 
Z a. N(y,l) 
and 
~ Xg(T); 
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then 
t" _ z/f 
t" has doubly noncentral t(p,T) distribution with f degrees of 
freedom. The approximation 
y-k/(f+T)/f-(f+2T)/{2f(f+T)} 
p(t">k) = C [—^ ], (3.32) 
v^l+k^(f+2T)/{2f (f+T) } 
where $(.) denotes the cumulative distribution function of a 
N(0,1) variable, given by Hawkins (1973), may be used to 
approximate the probability in (3.28) with 
f = n-m-1 
? 2 2? 1/2 
V = {(X. m..+2X.X.m..+X. ' 1 11 1 ] 1] ] ]] 1] 
=  j m .  (/I.. +p . .  A  . )/a I  if m. .=m.. 
' X 1 ^13 ] ' 11 ]] 
and 
,2 2 , , 2 
T = (1-pj^j) /a 
From Equation (3.32) it is easily seen that the performance 
of the test procedure increases with the agrument of 0. For 
fixed Aj, if jA^1 approaches ® the probability of detection 
approaches 1. For the two-way designs considered in Section 
D, with a=0.05, the probabilities that |r\{ is significant are 
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given in Tables 3.7-3.10, For two outliers in the same column 
or row with A^=Aj=5, the probabilities are quite low, as 
shown in Table 3.7. It is interesting that these probabili­
ties will approach 0 as and approach For example, 
for a 5x5 table 
Pr{Ir.I > R ,} < 0.01 
1 — a, 1 — 
when _> 230 . Finally, Table 3.9 indicates that for a 
fixed column the probability that [r^] is significant 
decreases as the row increases.when two outliers in the same 
column. 
Table 3.7. Probability that |r^| is significant when there 
are two outliers (i and j) in the same column 
{row) with A^=5o', Aj = 5a, and a=0.05 
r 
4 5 6 7 
4 0.136 0.148 0.158 0.166 
5 0.203 G . 2 2 8  0.24 8 0 . 2 6 5  
6 0 .266 0.302 0.329 0.350 
7 0 . 3 2 1  0.364 0.395 0 . 4 1 8  
^For two outliers in the same row interchange r and c 
above. 
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Table 3.8. Probability that |r^| is significant when there 
are two outliers 
and columns with 
(i and 
X^=5a, 
j) in different rows 
A^=5a, and =0.05& 
c 
r 
4 5 6 7 
4 0.543 0.569 0.592 0.611 
5 0.605 0.633 0.655 
6 0.663 0.685 
7 0.706 
^The table is symmetric. 
Table 3.9. Probability that |r^l is significant when there 
are two outliers 
(row) with A^=5a, 
(i and 
A.=-5a 
1 
j) in the same column 
, and =0.05 
ca 
r 
4 5 6 7 
4 0.807 0 . 857 0.889 0.909 
5 0.775 0 . 8 3 0  0.864 0.887 
6 0.761 0.817 0.851 0.874 
7 0.7 54 0.810 0.844 0.866 
^For two outliers in the same row interchange r and 
c above. 
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Table 3.10. Probability that |r%| is significant when there are 
two outliers (i and j) in different columns and 
c 
r 
row with Aj^=5a, A_.=-5a, and =0.05^ 
4 0.293 0.361 0.416 0.460 
5 0.437 , 0.494 0.536 
6 0.549 0.589 
7 0.627 
^The table is syinme trie. 
57 
IV. TEST FOR AN UNSPECIFIED NUMBER OF OUTLIERS 
A. Introduction 
Procedures for detecting an unspecified number of out­
liers in linear models have been suggested by Gentle (1977) , 
Gentleman and Wilk (1975), and Mickey, Dunn and Clark (1967). 
The procedures of Gentle and Mickey et al. are forward 
(step-up) deletion procedures. They start with the full data 
set and delete each spurious observation sequentially. A 
forward procedure for identifying outliers has a good feature 
when there is at most one outlier in the data; it will avoid 
unnecessary computations. Because of the masking effect 
in the presence of multiple outliers, however, the forward 
deletion procedure is insensitive, as we have seen in the 
example of Chapter III. Moreover, when the outliers occur at 
high influence points valid data points can appear as out­
liers under a forward procedure, as shown in Chapter II. The 
procedure of Gentleman and Wilk is a backward (step-down) 
deletion procedure. They begin by choosing a maximum number 
of outliers, k, thought to be reasonably possibly and de­
crease k sequentially. In general, backward procedures per­
form better than forward procedures in detecting more than 
one outlier, as they are less affected by the masking effect. 
In this chapter a sequential backward deletion procedure 
based on the application of the maximum absolute studentized 
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residuals, R^, is proposed. 
B. Backward Deletion Procedure 
1. The test procedure 
The procedure is similar to the one in backward stepwise 
regression for variable selection. We start by identifying a 
subset of k possible outliers from the full data set. There 
may be several ways of selecting this subset. If k is fixed 
in advance, the subset whose deletion yields the minimum re­
sidual sum of squares of the remaining observations may be:used. 
Another way would make use of a preliminary outlier-resistant 
regression. Least absolute values, or L^, regression may be 
used for this identification of a subset of suspect data. Those 
observations, say 0 0 , 0-y ,^ having "large" residuals from 
an fit may be considered as potential outliers from an ordi­
nary least squares analysis. Since the exact distribution of 
these residuals, even under the null hypothesis of no out­
liers, is unknown, they can be used only in some intuitive 
fashion to start the procedure. If k is preassigned, the 
observations having the k largest absolute residuals could be 
considered as a set of possible outliers. When k is not 
assigned in advance, the following procedure appears useful. 
Order the residuals according to their absolute values. 
Let d^, d2,...,d^ denote this set of ordered absolute 
residuals with d^^ ^ d. for i> j . Determine max | d^_j_^-d^. [, 
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letting d* denote the value of d^ yielding this maximum. Then 
those observations with absolute residuals from the fit 
larger than d* may be considered as elements of the subset of 
possible outliers,- and k is taken as the number of elements in 
this set. In using this procedure it may be advantageous to 
place an upper bound, k^, on the acceptable values of k, and 
choose only the k^ observations with largest absolute resi­
duals if the maximum gap procedure yields a value of k greater 
than k^. 
Beginning with a sample of size (n-k), we reenter the 
possible outliers 0^ one by one and calculate its corre­
sponding residual *r^ from the (n-k+1) observations, where 
i = 1,2,...,k. Let 
*R = min{*r^, *^2' •••> . 
If *R is less than a critical value for the sample size (n-k+1) 
(from Lund's table of conservative values, say), then we 
enter the corresponding observation, say . We repeat the 
process with the (n-k+1) observations until none of the , 
Cu,...,0 can be reentered where p<k. 2 p -
2. Numerical example 
The example is based on data from Brownlee (1965, 
Section 13.21) with 21 observations and 3 independent vari­
ables. The data are also presented in Draper and Smith (1966, 
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Chapter 6), Daniel and Wood (1971, Chapter 5), and given 
here in Table 4.1. 
From an regression we compute the residual for each 
observation as shown in column 4 of Table 4.2. The largest 
difference (gap) between two ordered absolute-residuals is 
I 5.26 I - 12.90 I =2.35. Observations 0^, 0^, 0^, and 0 
have absolute residuals greater than 2.90 and, hence, 
constitute the set of suspected outliers. These observations 
are entered one by one, and for each analysis the studentized 
residuals from the least squares fit are given in columns 5, 
6, 7 and 8 respectively. All of the corresponding studentized 
residuals exceed .05 critical values from Lund's table. We 
stop the procedure and conclude that 0^, 0^, 0^, and 0^^ are 
outliers. 
C. Comparison with a Forward Sequential 
Procedure 
We now consider a forward sequential procedure based on 
described by Gentle (1977), The test statistic at the first 
stage is equivalent to the one proposed by Mickey et al. 
(1967). The method is to calculate from the full data set 
and identify the corresponding observation, say 0^. If 
exceeds the critical value of sample size n given in Lund 
(1975), remove and repeat the calculations, obtaining 
R^_^ and the corresponding observation ©2 from the n-1 
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Table 4.1. Data from operation of a plant for the oxidation of ammonia 
to nitric acid 
Observation 
Number 
Stack 
loss 
Y 
Air 
flow 
^1 
Cooling water 
inlet 
temperature 
^2 
Acid 
concentration 
^3 
1 42 80 27 89 
2 37 80 27 88 
3 37 75 25 90 
4 28 62 24 87 
5 18 62 22 87 
6 18 62 23 87 
7 19 62 24 93 
S 20 62 24 93 
9 15 58 23 87 
10 14 58 18 80 
11 14 58 18 89 
12 13 58 17 88 
13 11 58 18 82 
14 12 58 19 93 
15 8 50 18 89 
16 7 50 18 86 
17 8 50 19 72 
18 8 50 19 79 
19 9 50 20 80 
20 15 56 20 82 
21 15 70 20 91 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
1 2  
13 
14 
15 
16 
17 
18 
19 
20 
21 
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4,2. Example for backward rejection procedure 
Studentized Residuals 
Response Enter Enter Enter Enter 
Residuals Residuals *^1 "^4 *^3 '^21 
42 3.24* 5.26* 2.73* - - -
37 -1.92 0.00 -1.03 -0.04 -0.92 2.27 
37 • 4.56* 5.43* 
-
- 2.87* -
28 5.70* 7.64* 
- 3.21* - -
18 -1.71 -1.22 -.076 -0.59 -0.72 -0.06 
18 -3.01 -1.79 -1.12 -0.98 -1.04 -0.53 
19 -2.39 -1.00 -0.54 -0.78 -0.56 -0.29 
20 -1.39 0.00 0.11 -0.30 0.07 0.23 
15 -3.41 -1.46 -0.79 -1.01 -0.72 -0.83 
14 1.27 -0.02 -0.05 0.30 -0.07 0.08 
13 2.64 0.54 0.56 0.61 0.38 1.17 
13 2.78 0.04 0.24 0.54 0.06 1.16 
11 -1.43 -2.90 -1.81 -1.06 -1.74 -0.61 
12 -0.05 -1.80 -0.83 -0.63 -0.94 -0.12 
8 2.36 1.18 1.33 0.61 1.12 0.63 
7 0.91 0.00 0.48 0.03 0.36 -0.01 
8 -1.52 -0.43 0.22 -0.47 -0.07 -0.73 
8 -0.46 • 0.00 0.28 -0.15 0.29 -0.31 
9 -0.60 0.49 0.62 -0.05 0.62 -0.25 
15 1.41 1.62 1.05 -0.68 0.98 0.95 
15 -7.24* -9.48* _ — — -3.14* 
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observations, if exceeds the critical value of sample 
size n-1 remove O^r etc. 
In order to illustrate the forward procedure for the 
stack-loss data, the studentized residuals at each stage are 
shown in Table 4.3. After the least squares fit from the 
full data set, column 3 shows that = 2.64 which corre­
sponds to observation number 21 is greater than the conserva­
tive 0.10 critical value, 2.62, but less than 0.05 critical 
value, 2.74. For a = 0.05, the procedure cannot identify any 
outliers. Since the Mickey-Dunn-Clark procedure is equiva­
lent at the first stage, that procedure would not identify 
any outliers either. If the level of significance 0.10 (a 
rather large value for outlier detection) is used, observa­
tion number 21 is removed from the data set and the analysis 
repeated. Column 3 shows that R^Q = 2.63 which corresponds 
to observation number 4 is also significant at 0.10 level. 
Observation 4 is removed from the reduced data set and 
analysis repeated. Column 5 shows that = 2.0 2 is not 
significant, the process would be stopped, and we conclude 
that and are outliers. Hence, in this example, due 
to the masking effect of multiple outliers, the forward 
sequential procedure fails to identify tha observations 1 
and 3 even using a = 0.10. A modified stopping rule for which 
two consecutive instances of nonsignificance must occur may 
be applied. Under this modification, 0^ would be removed at 
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Table 4.3. Example for forward rejection procedure 
Studentized Residuals 
Obs. Response Full 
no. Y data 
set 
Removed Observation (s) 
21 O21 O21, O4 °21' °4 °21' °4 
ana 
O. 
and 
0, 
and and 
O3' Ol 03'°l'0l3 
1 42 1.19 0.97 1.59 2.73* - -
2 37 -0.72 -1.45 -1.55 -1.03 1.67 1.49 
3 37 1.55 1.41 2.02* 
- - -
4 28 1.88 2.63* - -
- -
5 18 -0.54 -0.83 -0.83 -0.76 -0.56 -0.83 
5 18 -0.97 -1.17 -1.14 -1.12 -1.06 -1.30 
7 19 -0.83 -0.91 -0.62 -0.54 -0.39 -0.17 
8 20 -0.48 -0.47 -0.04 0.11 0.53 0.97 
9 15 -1.05 -0.98 -0.74 -0.79 -0.93 -0.94 
10 14 0.44 0.00 -0.19 -0.05 0.33 -0.34 
11 14 0.88 0.42 0.36 0.56 0.86 0.59 
12 13 0.97 0.31 0.06 0.24 0.45 -0.13 
13 11 -0.48 -1.20 -1.73 -1.81 -2.23* -
14 12 -0.02 -0.63 -0.84 -0.83 -1.23 -1.72 
15 8 0.81 0.90 1.28 1.33 1.22 1.44 
16 7 0.30 0.32 0.53 0.48 0.12 0.03 
17 8 -0.61 -0.28 -0.07 -0.22 -0.39 -0.93 
18 8 -0.15 0.08 0.36 0.28 0.08 -0.07 
19 9 -0.20 0.21 0.68 0.62 0.53 0.64 
20 15 0.45 0.55 0.88 1.05 1.61 1.73 
21 15 -2.64* _ — _ _ — 
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the third stage, as shown in Table 4,3. Following removal 
of 0^, the residual corresponding to observation number 1 
is significant, hence, is removed and the analysis con­
tinued. Column 7 shows that = 2.23 which corresponds to 
observation number 13 is not significant. In order to stop 
the procedure 0^^ is removed. The last column shows that the 
studentized residuals are ordinary looking, hence, we decide 
that observation number 13 is a valid datum and stop the 
process. O^, 0^, 0^, and O22 would be declared outliers at 
a = 0.1 by the modified procedure. 
D. Performance of the Backward Procedure 
To investigate the performance of the backward deletion 
procedure, a Monte Carlo study including one, two, three, and 
four outliers was conducted. The simple regression model 
y\ = a + bx^ + uwith 20 observations was used. Throughout 
the experiment, we allowed consideration of at most 6 out­
liers in data set. The independent variables (x's) were 
generated from a uniform population and the errors from inde­
pendent normal (0, 1) populations. The procedure was carried 
out by a FORTRAN program, with the random numbers being 
generated from IMSL subroutines. 
Outliers were created by adding 5 to the dependent vari­
able. The proportion of correct identifications of outliers 
for a = 0.0 5 is given in Table 4.4. The k denotes the 
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number of outliers in data, and I denotes the correct number 
of outliers identified. Each entry in the table is the re­
sult of 1,000 simulations, for ten sets of independent vari­
ables, each set being used 100 times. The diagonal entries 
are the proportions of successful identification. Thus, the 
value 0-838 in the position (1, 1) is the proportion of times 
a single outlier was correctly identified, and is very close 
to the value, 0.839, given by Gentle (1977) in the Monte 
Carlo study for single outlier testing procedure by R^. When 
two outliers are present, the proportion of correct identifi­
cation of the two in forward sequential procedure reported in 
Gentle (19 77) is 0.284. The corresponding value from Table 
4.4 is 0.615. Thus, the backward deletion procedure seems 
superior to the forward sequential procedure. The power of 
the test appears to decrease as the number of outliers in­
crease. The quantities 1-y, where y denotes the sum of a 
column of Table 4.4, are the proportions of times in which at 
least one good datum was wrongly identified. 
E. Discussion and Further Remarks 
The backward deletion procedure described above depends 
on the initial identification of the suspect set, S. Although 
this preliminary selection could be performed in a number of 
ways, the use of an fit was considered above. The 
77 
hyperplane derived from the criterion is less sensitive to 
large deviations than that derived from the (least squares) 
criterion; hence, a wild observation would usually be expected 
to have a larger residual from an regression. Columns 3 
and 4 of Table 4.2 give the and residuals for the 
example. The residuals of those observations farther from 
the hyperplane are generally larger than the residuals. 
This is not necessarily the case, however; and the pattern 
of the design matrix can lead to larger or smaller residuals. 
The use of the maximum gap in the residuals to identify 
the subset of likely outliers is similar to a procedure using 
least squares suggested by Tietjen and Moore (1972) for identi­
fication of outliers in a sample from a normal population, 
which is particularly appealing if all the outliers are from 
a single contaminating population differing only in location. 
In the linear model the maximum gap may not be quite as ef­
fective as in the single samples, although the Monte Carlo 
study did indicate it was a useful procedure for moderately 
well-behaved patterns of independent variables. The propor­
tion of times that a good starting set was identified by the 
procedure using the maximum gap is shown in Table 4.5. 
Row 1 gives the proportion of times that T c S and Row 2 
the proportion of times T = S, where T denotes the set of true 
outliers and S, the suspect set. 
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Table 4.4. Percentage of identification of outliers for 
a=0.0 5 
0 12 3 4 
0 94.8 15.4 15.6 28.2 46.0 
1 83.8 21.2 7.3 1.4 
2 61.5 12.1 1.7 
3 51.0 6.4 
4 41.9 
denotes the number of outliers in the data, 
denotes the number of outliers identified. 
Table 4.5. Percentage of correct identification from 
regression 
Number of , - , 
Outliers 
T^ C 99.8 72.4 62.4 57.8 
T = S 91.5 67.5 57.6 49.7 
is set of true outliers. 
is set of suspected data identified on first pass 
using . 
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If the data contain more than two populations or popula­
tions differing only in variance, then the set identified by 
the maximum gap procedure will possibly be a proper subset 
of the set of true outliers. In this case the procedure could 
not identify all the outliers. 
The procedure described above appears to be a fairly 
useful screening device for identifying possible outliers. 
The significance level of the critical values of the stu-
dentized residuals used is not the significance level of this 
sequential procedure nor is it an upper bound for the true 
significance level. The Monte Carlo results of Table 4.4 
show an empirical significance of .052 when a nominal level 
of .05 is used. The actual significance will also depend on 
the pattern of the design matrix. It is not suggested that 
the procedure be viewed as a test of significance, but rather 
as a monitoring procedure to identify data points that warrant 
closer inspection. 
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V. EFFECTS OF OUTLIERS ON INFERENCES IN 
THE LINEAR MODEL 
Consider the full-rank linear model 
y=XB+u,' (5.1) 
^ 2 
with the assumptions as in (2.1). Let B and s denote the 
2 least squares estimates of S and a respectively, i.e., 
g = (X'X)~-X'y 
s^= y'(I-X(X'X)~^X')y/(n-m) . 
2 S and s are the minimum variance unbiased estimators and 
6 N(6, (X'X)"^a^) 
, 2 2  2  
The regression equation is frequently used to predict the 
response to a particular input, say x* (here x* denotes a 
row vector), the predicted value of the response is y = x*g, 
which has mean x*g and variance 
V(y) = (l+x;(X'X)~^x^)a^. 
In the following, we consider the effect of an outlier 
on parameter estimates and the predicted responses. Let the 
kth observation be an outlier differing from the model 
specification (5.1) only in its mean, i.e. consider the 
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model of (2.21) 
y = X 6  +  J j ^ A + u .  ( 5 . 2 )  
( i s  a  c o l u m n  o f  z e r o s  i n  a l l  p o s i t i o n s  e x c e p t  t h e  k t h ,  
which contains a 1.) The ordinary least squares estimator, B, 
is again normally distributed with 
eB = E(X'X)~^X'y 
= (X'X)~^X' (XS+Jj^A) 
= B+(X'X)~^Xj^A (5.3) 
VB = (X'X)~^a^ 
MSEB = (X'X)~^a^+X^(X'X)~^x^x^(X'X)~^, 
where x' is the kth row of X matrix. When x, is a column of k k 
zeroes, i.e., x^=0, the bias of g is zero and Vg = MSEB; this 
is an uninteresting case and can not occur in a model with 
an intercept, it will be ignored for the remainder of the 
discussion. 
The equations of (5.3) lead immediately to the results 
we state as Theorem 1 and 2 below. 
Theorem 1: If Equation (5.2) is the true model and Xf^O, 
then S is a biased estimator of the coefficient g. Moreover, 
-1 
the bias is proportional to (X'X) x^,. 
Note that the bias of B is the regression coefficients 
of the model 
8 2  
AJ^ = XB + u 
Consider, for example the simple regression model 
+ 6^(x^-x) + u^, i = l,2,...,n. 
An outlier as above for the kth observation gives estimates 
S and with O 1 
«o = «o + 
Eg, = 6. + — ? A. 
^ ^ S(x^-x) 
Note that when x^=x, is an unbiased estimator of the slope 
and as n approaches œ, Ê is an unbiased estimator of 
the intercept . Thus, for a large sample, the outlier with 
corresponding regressor values at the mean of the regressor 
will not affect the estimation. 
Theorem 2: If Equation (5.2) is the true model then 
the predicted response y = has 
Ey = + x*(X'X) 
Vy = (1+x^(X'X)~^x*) a2 
MSEy = a^(l+x^(X'X)"^x^) + A^(x;(X'X)"^Xj^)^. 
As in Section C of Chapter II consider 
2 2 
where S and are the residual sum of squares for the models 
8 3  
2 (5.1) and (5.2) respectively. As shown in Chapter II, has 
2 2 
a a Xn-m-1 distribution and is independent of Q^, which has a 
9 2 
a^Xi^iSj^) distribution, where 
. 2 , 2  
\ ' 
with denoting the kth diagonal element of M as in 
Chapter II (M = I-X(X'X) ^X'). Therefore, has a 
distribution. We state this result as the following theorem. 
Theorem 3: If Equation (5.2) is the true model then 
2 2 (n-m)s /a is distributed as noncentral chi-squared with 
,2 
2 2 ^ k (n-m)Es /a = (n-m) + ——g— • 
a 
Since 
6 ^ N(g+(X%)"^x,A, (X'X)~^a2), 
we have 
(S-S) ~ N(X'X)~^XJ^A, (X'X)~^A^) 
and 
and 
(g-6)'(X'X)(8-6) ~ x^^Xk(X'X) 
Further, since 
= y'(I-X(X'X)~^X')y/(n-m) 
(X'X) (I-X{X'X)~^X) = 0, 
^ 9 
B and s are distributed independently. Therefore, 
(3-6) ' (X'Xl(|-B)/m^p„ (x/(X'X)~^x, m. , X^/a^) , 
2 m,n-m k k 'kk 
8 4  
where F" denotes the doubly noncentral F-distribution with 
parameters as specified. 
Furthermore, 
SSR y^(P'X'Xg/G^+2A6'x/o^+x'(X'X)"^x, 
m K K 
where 
SSR = BX'y = y'X(X'X)~^X'y. 
2 
Hence, the analysis of variance F-statistic, SSR /ns , has 
2 2 
a F" ^(k, m, , X  / o  ) distribution, where 
k = 6'X'X6/a^ + 26')L X/o^+x^(X'X)"^x^X^/o^. 
Theorem 4: The least squares estimate of B and A in 
(5.2) is 
B = 
À = 
where X^ is an (n-l)xm full-rank matrix (with the kth row, 
x^, deleted) and y^ is an (n-1) vector (with y^ deleted). 
Proof : The least squares estimators of (5.2) are 
B = [?] 
A 
= ([X:J^r '[X:J%])"l[X:J%]'y 
= [X'X x'J],^-\x'y] 
= [(X'X-x^x')-l -(X'X-X^y',-% ] (X'y. 
.X^tX'X-X^X^, 1+K^(X'X-X^X^) J'y 
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Since X'X-x, x,' = X'X and X'y-x, y, = X'y , we have k k o o k k cro 
[g,. . 
This completes the proof. 
Note that S is the least squares estimator of B computed 
from the model (5.1) or (5.2) with the kth observation de­
leted. And the residual sum of squares in the model (5.2), 
2 is the residual sum of squares computed with the kth 
observation deleted. 
It is readily seen that 
6 ~ N(6, (X^X^)"^o^) 
and 
X N(X, (l+x'(X^X^) ^x^)G^). 
The predicted response, y = x*B, has a N(x*B, (l+x4(X^x^) \<^ ') a 
distribution. 
Theorem 5: Deleting a (good) observation in the model 
(5.1) does not introduce bias in the least squares estimator 
of Br but it does increase the variance. (The latter state­
ment may be stated more precisely as V(a'B) _< V(a'B) for all 
^ -w 
a, and there exists a^O such that V(a'B) < V(a', 3) where B 
and B are respectively the estimators from the full data set 
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and the data set with one observation deleted.; 
Proof : As noted above, E(g) =3, hence the least squares 
estimator in (5.1) with one observation deleted is un­
biased. 
Theorem 6: If V(X) / then the matrix (V ( 3)-MSE (3 ) ) 
is positive semi-definite. 
Proof : 
V(g) - MSE(3) 
= (X'X )"lo2-(X'X)"lo2-x2(x'X)"lx,x'(X'X)"l 
O O 
Since 
(X'Xo)-l = (%'X-XkXk) 
= (X'X)~"+(X'X)~^Xj^^(X'X) ^(l-Xj^(X'X) ^.(5.4) 
It follows that 
V(3)-MSE(3) 
= (X'X)"^Xj^x^(X'X)"^ (l-x^(X'X)"lx^)o2 
- A^(X'X)~^Xj^Xj^(X'X)~^ 
= (X'X)"^Xj^Xj^(X'X)~^] (l-Xj^(X'X)~^Xj^) a^-A^] 
From Equation (2.29) of Chapter II, it follows that 
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V(6)-MSE(3) 
= {X'X)"^Xj^x^(X'X)"^ [(l+Xj^(X^X^)"^Xj^) a^X^] 
= (X'X)"^x,^Xj^(X'X)"^ [V(X)-A^] 
> 0 
This completes the proof. 
Theorem 7: If V(À)^X^ then V(y)^MSE(y) 
Proof: 
V(y)-MSE(y) 
= (l+x;(x^x^)"^x^a^-a^(l+x; (x'x)"^^+:\^(x; (x'x)~^Xj^) ^ 
Using (5.4) and from Equation (2.29) we have 
V(y)-MSE(S^) 
= x;(X'X)"^Xj^Xj^ (X'xr^x*(l-x^(X'X)"lx%)"l 
- X^(x;(X'X)~^Xj^) ^ 
= (x*(X'xTlx%)2[(l+x^(X^/^)-lx^-x2] 
= (x^(X'X)"^Xj^)^[V(À-A^] 
> 0 
This completes the proof. 
Theorem 1, 2, and 3 indicates that when the sample con­
tains an outlier then estimators and predictions will be 
biased. On the other hand. Theorem 5 shows that when a good 
datum is deleted there will be a loss in the precision of 
8 8  
the estimations and predictions. These theorems can be 
interpreted in Anscombe's (1960) analogy of rules for treat­
ment of outliers with insurance policies. Theorems 1, 2, and 
3 refers to the "protection" against the presence of an out­
lier, while Theorem 5 indicates the "premium" paid by the 
2 
rejection of a valid or invalid observation. If V(X)>A , 
Theorems 6 and 7 demonstrate that for small quantity of 
2 2 X  / a  ,  the estimation and prediction based on the full data 
set may be better in the mean squares error than one based on 
the reduced data set when the data contains one outlier. Of 
course the values of X and a are not known in a real applica-
2 tion, but we may replace V(X) and X by their estimated values 
V(À) and 
Consider the inequality 
V(X) >_ 
which is 
(l+x^(X^Xg) > (y^-x^6)^. (5.5) 
Using the following result shown by Beckman and Trussell 
(1974) 
(y^-x^g) = (5.6) 
Then 
(5.7) 
Substituting (5.7) into (5.5) gives 
8 9  
Using Lemma 1 we have 
(l-x^(X'X) ^xj,) 
or 
Therefore, the studentized residual r^ less than or equal to 
1 can approximate the sufficient condition in Theorem 6 and 
2 7, i.e. V(A)_>A . It may be noted here that all the critical 
values given in Lund's (1975) table for rejection a single 
outlier are greater than one. 
We have considered the case in which the data contains 
one outlier but the results can be extended to the case of two 
or more than two outliers. For example, consider the model 
y = Xg + J. A . + J. A . + u 
X 1 3 D 
= Xg + j A + u 
where A' = [A^,A.]. The biases and MSE of the estimators and 
2 the predicted value, i.e. g, s , and x*g, can be derived 
analogously, and hence the double F-test statistic can be 
obtained.. Moreover, Theorems 6 and 7 may be generalized 
as follows : 
If (V(A)-AA') is positive semi-definite, then 
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i) V(S)-MSE(6) is positive semidefinite, and 
ii) V(y)-MSE(y) >_ 0. 
Again, the condition that (V(A)-XX') may be approximated 
by replacing their estimated values V(X) and XX'. 
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