quality of critical care. 1 Consequently, the outcomes of critically ill patients may be improved by concentrating care at more experienced centers. [1] [2] [3] By centralizing patients who are at greater risk of mortality in referral hospitals, regionalized care in critical illness may achieve improvements in outcome similar to trauma networks. 4 In 2006, the Institute of Medicine called for a regionalized, coordinated system of emergency care for high-risk patients, 5 one in which patients in most need of highintensity acute care are distributed to centers with the greatest expertise in caring for the critically ill.
Current out-of-hospital triage of noninjured, critically ill patients uses dispatch criteria, 6 subjective emergency medical services (EMS) assessments, 7, 8 coordination by medical command officers, 9 and patient preference. 10 In specific conditions such as coronary artery disease and stroke, out-of-hospital care providers use objective tools to triage and risk-stratify prehospital patients for early treatment and choice of destination. [11] [12] [13] However, these subjective and disease-specific assessments alone may not be sufficient for triage in general populations at risk of critical illness. 8, [14] [15] [16] Future development of regionalized systems of acute care will require objective, routinely measured predictors that are associated with important clinical end points in a heterogeneous population. An objective triage tool may also identify patients for early treatment by out-of-hospital care providers.
We sought to develop a tool for prediction of critical illness during out-ofhospital care in noninjured, non-cardiac arrest patients. Using a population-based cohort of EMS records linked to hospital discharge data, we hypothesized that objective,out-of-hospitalfactorscoulddiscriminate between patients who were and were not likely to develop critical illness during hospitalization.
METHODS Study Design, Population, and Setting
We conducted a retrospective cohort study among patients who activated EMS during the 5-year period from 2002 through 2006 in King County, Washington, excluding metropolitan Seattle. King County has a heterogeneous population of 1.7 million persons residing in rural, suburban, and urban areas. Residents are served by a 2-tier EMS system accessed by calling 911. First-tier response is provided by emergency medical technician-fire fighters who provide basic life support (BLS) care. The second tier is provided by paramedics who are trained in advanced life support (ALS) and respond to more severely ill patients based on protocols and assessments by both emergency medical dispatchers and BLS responders. Patients encountered by King County EMS may be transported to 1 of 16 hospitals.
We linked EMS records to the Washington State Comprehensive Hospital Abstract Reporting System (CHARS) database from 2002 through 2007. We excluded patients with traumatic injury and cardiac arrest as determined by EMS documentation. Patients with traumatic injury are already triaged under explicit clinical criteria, 17 and patients with cardiac arrest have a near certain likelihood of requiring intensive care unit (ICU) admission. 18 Among remaining patients, we included EMS encounters that met the following 3 criteria: patient age of at least 18 years; documentation of out-ofhospital vital signs/physical examination; and transport to a receiving facility. The final sample was randomly allocated into development (60%) and validation (40%) cohorts.
Variable Definitions
We defined critical illness as severe sepsis, delivery of mechanical ventilation, or death at any point during hospitalization. We use this definition of critical illness rather than simple admission to an ICU, which can be influenced by emergency department disposition, ICU bed availability, and local practice variation. We used a clinically validated, administrative definition for severe sepsis based on International Classification of Diseases, Ninth Revision, Clinical Modification (ICD-9-CM) diagnosis codes for a bacterial or fungal infectious process and the presence of acute organ dysfunction. 19 Because of changes in coding for sepsis, we also included ICD-9-CM codes 995.91 (systemic inflammatory response syndrome due to infectious process without acute organ dysfunction), 995.92 (severe sepsis), and 785.52 (shock without mention of trauma; septic shock) in our definition. We used the ICD-9-CM procedure code (96.7x) to define the need for mechanical ventilation. 20 We defined hospital death using discharge disposition in CHARS. We abstracted out-of-hospital clinical data from the King County EMS database, including dispatch, demographic, physical examination, procedure, and transport data. We evaluated only initial out-ofhospital vital signs, documented by firstarriving EMS personnel.
Record Linkage
In the King County EMS database, each patient has a BLS record, yet additional responders (both BLS and ALS) may create duplicate records for the same patient incident. No unique identifier is present across these duplicate records. To identify the first responder, we used probabilistic matching to link ALS encounters (n = 106 694) and BLS encounters (n = 436 159) that represent the same patient (LinkPlus software, version 2.0, Centers for Disease Control and Prevention Cancer Division, Atlanta, Georgia).
21, 22 We successfully matched 90 191 ALS records (85%) to corresponding BLS records and removed unmatched ALS records (15%), which are likely to represent redundant ALS responders. Two King County epidemiologists assessed probabilistic match quality through manual review of 200 ALS-BLS pairs, blinded to probabilistic match outcome, of which 192 (96%) were correctly matched. We then applied exclusion criteria to the final matched data set (n=436 159), then linked eligible encounters (n = 166 908) using direct identifiers (first/last name, age, sex, receiving hospital, transport/ admission date) to hospital discharge data using a hierarchical, deterministic matching algorithm.
Model Development
We developed a multivariable model for critical illness during hospitalization in 4 steps: (1) assessment of candidate variable quality and categorization of continuous predictors; (2) construction of a parsimonious model; (3) development of a point score; and (4) internal validation in a separate cohort of patients. 23, 24 When choosing candidate variables for the model, we considered clinical relevance, generalizability (inclusion in the National EMS Information System database), 25 and timing of the exposure during out-ofhospital care, in that order. Continuous candidate predictors were categorized using a priori-determined cut points based on clinical relevance and natural distributions. We considered age (Ͻ45, 45-64, or Ն65 years), sex, initial systolic blood pressure (Յ90, 91-140, 141-180, or Ͼ180 mm Hg), initial heart rate (Յ60, 61-99, 100-119, or Ն120/min), initial respiratory rate (Ͻ12, 12-23, 24-35, or Ն36/min), initial Glasgow Coma Scale score (15, 12-14, 8-11, or Ͻ8) , initial pulse oximetry (93%-100%, 88%-92%, 80%-87%, or Ͻ80%), and out-of-hospital location (nursing home, adult medical facility, home, public building, or street/ highway). For simplicity, we did not consider multiplicative or additive interactions as candidate predictors or outof-hospital procedures that may occur after initial EMS assessments. In our primary analysis, we used single imputation with normal value substitution for variables presumed to be clinically normal if not measured (eg, Glasgow Coma Scale, pulse oximetry), a method previously used for critically ill patients. 26 We constructed a multivariable logis-tic regression model from candidate predictors and used backward selection with the Akaike information criterion to populate the model. 27 This measure of model fit penalizes models with a large number of variables and attempts to reduce overfitting.
We assigned a point score to each covariate by rounding regression coefficients in the final model to the nearest integer. 28 We generated predicted probabilities of critical illness for each value of the point score using logistic regression with the Huber-White estimator to generate standard errors for regression coefficients. In the validation cohort, we determined overall performance using the Brier score 29 and the McKelvey and Zavoina R 2 statistic. 30 We assessed discrimination using the area under the receiver operating characteristic curve for the composite outcome, as well as each contributing component (death, mechanical ventilation, and severe sepsis). 31 We assessed calibration using the Hosmer-Lemeshow statistic with PϽ.10 indicating that fit was inadequate. 32 Since small, clinically insignificant differences in predicted and observed outcomes result in a significant HosmerLemeshow statistic in large samples, 33 we also calculated the calibration slope. 34 Further details of model performance measures are available in the eAppendix; available at http://www.jama.com. We calculated the sensitivity, specificity, and positive and negative likelihood ratios for each point score as a threshold and grouped patients into 3 categories by risk of critical illness: low (Ͻ10%), intermediate (10%-20%), and high (Ͼ20%).
We performed several sensitivity analyses to assess the robustness of our findings. To determine if our handling of missing data introduced bias, 35 we assumed data were missing at random and performed multiple imputation for all missing values using a regression switching approach (multiple imputation by chained equations). 36 We then repeated both model development and validation steps on imputed data. To determine the performance of a more flexible but complex model, we reanalyzed model fit after rounding regression coefficients to the nearest half integer. Finally, we repeated our analysis using a different definition of critical illness that included diagnostic and procedure codes for cardiac and respiratory arrest, hypotension, shock, cardiopulmonary resuscitation, and acute respiratory failure. 37 Additional details of sensitivity analyses are provided in the eAppendix. All analyses were performed with Stata software, version 10.0 (Stata Corp, College Station, Texas). All tests of significance used a 2-sided PՅ .05. This study was approved by the institutional review boards for the Washington State Department of Health, King County Emergency Medical Services, and University of Washington.
RESULTS
Among the 436 159 unique prehospital patients (FIGURE 1), the primary reasons for exclusion were traumatic injury (26%), no transport to a hospital (14%), and absence of physical examination by EMS responders (15%). We evaluated 166 908 eligible patients for data quality of candidate predictors (eTable 1) and split complete cases (n=144 913) into development (n=87 266) and validation (n=57 647) cohorts. Critical illness during hospitalization occurred in approximately 5% of both the development (n=4835) and validation (n=3121) cohorts. Patients experiencing critical illness were older and more likely to be transported from nursing homes, receive ALS care, and present with out-of-hospital respiratory symptoms (TABLE 1) . In general, patients with critical illness during hospitalization presented with greater alterations in initial out-of-hospital vital signs. Among patients with and without critical illness, EMS response and transport intervals were similar, while total time from patient side to departure was greater for both BLS and ALS personnel responding to patients who developed critical illness.
In the development cohort, we identified 8 objective out-of-hospital predictors of critical illness in our final model (TABLE 2) . We used point values generated from the rounded regression coefficients to develop a score. The coefficients for sex and nursing home residence rounded to 0 and did not contribute to our final score (eTable 2). We entered the point total for each patient Missing covariate data do not include participants who were missing Glasgow Coma Scale or pulse oximetry data.
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©2010 American Medical Association. All rights reserved. (2) 16 ( by guest on February 23, 2011 jama.ama-assn.org Downloaded from in a logistic regression model to generate the individual predicted probability of critical illness. For scores ranging from 0 to 8, the mean predicted probabilities of critical illness were 1.2% (95% confidence interval [CI], 1.0%-1.4%), 2.9% (95% CI, 2.7%-3.0%), 6.7% (95% CI, 6.4%-7.1%), 15% (14%-16%), 30% (29%-33%), 52% (47%-56%), 72% (64%-79%), 88% (69%-98%), and 100% (64%-100%), respectively.
In our independent validation sample, the critical illness score demonstrated satisfactory discrimination (area under the receiver operating characteristic curve, 0.77; 95% CI, 0.76-0.78; Brier score, 0.04). The critical illness score had similar performance for each component end point of our primary outcome ( (TABLE 3) . Using a cut point of 4 or higher to identify patients who develop critical illness (Ͼ20% expected risk), we observed a sensitivity of 0.22 (95% CI, 0.20-0.23), a specificity of 0.98 (95% CI, 0.98-0.98), a positive likelihood ratio of 9.8 (95% CI, 8.9-10.6), and a negative likelihood ratio of 0.8 (95% CI, 0.79-0.82). If this cut point were used to triage patients to a regional referral center for critical care services, we would transport 1887 patients (3.2%) to the regional center, of whom 1211 (64%) would be mistriaged (ie, brought to the regional center but not subsequently develop critical illness). Of 55 760 patients (97%) brought to nonreferral centers, 2445 (4.4%) would be mistriaged (ie, brought to a nonreferral center but subsequently develop critical illness). Using a threshold of 1 or greater to identify critical illness (Ͼ2% expected risk) would increase sensitivity to 0.98 (96% CI, 0.97-0.98) but decrease specificity to 0.17 (95% CI, 0.17-0.17). Triage using this cut point would result in the transport of 48 286 patients (84% of the total) to the regional center, of whom 45 231 (94%) would be mistriaged. Of 9361 patients (16%) brought to nonreferral centers, 66 (1%) would be mistriaged.
In our sensitivity analysis, multivariable logistic regression estimates derived after multiple imputation were similar to our primary analysis in the development cohort (eTable 3). Only a point score between 12 and 14 on the Glasgow Coma Scale decreased from 1 to 0 after rounding. Performance of the imputed model in imputed validation data sets was also similar (eTable 4). We observed comparable results when we derived a point score by assigning halfintegers to regression coefficients and used an alternative definition of critical illness (eTable 4). 
37

COMMENT
We developed and internally validated an out-of-hospital model that predicts critical illness during hospitalization in a heterogeneous medical population. The critical illness score incorporates a small number of objective outof-hospital variables, such as systolic blood pressure, heart rate, respiratory rate, Glasgow Coma Scale score, and pulse oximetry. We demonstrate the role that simple physiologic assessment can play in risk stratification in the prehospital period among noninjured patients. The model provides an important foundation for future efforts to identify patients at greatest risk of critical illness using information from the out-of-hospital phase of emergency care.
We developed the current model in direct response to recent calls for centralized, coordinated care in patients with acute illness. 5, 38 A system that regionalizes patients with critical illness to centers with greater hospital admission volume has the potential to significantly improve outcomes but is generally not feasible at this time. 39 One major challenge to an optimal regionalized system is identifying which patients will benefit from admission to a regional referral center. 4, 40 This challenge is particularly salient in the outof-hospital setting, where variable utilization of EMS, 41 heterogeneous reasons for dispatch, 42 incomplete information, 43 and subjective assessments 8 may limit accurate identification of critical illness. Disease-specific tools such as the prehospital 12-lead electrocardiogram 44 and Los Angeles or Cincinnati stroke scales 7, 45 or trauma triage guidelines 46 facilitate complex management decisions. Yet they are limited to their disease context and may lead to multiple, overlapping systems with less certain benefits to overall system efficiency. Objective tools that apply to a heterogeneous, noninjured population may improve discrimination of critical illness and potentially better match early treatment with patient needs. 
Validation cohort
Error bars represent 95% confidence intervals (CIs). Data points are staggered for clarity. If patients with a critical illness score of 6 or higher are collapsed into a single group, the probability of critical illness is 0.76 (95% CI, 0.69-0.82) in the development cohort and 0.78 (95% CI, 0.69-0.85) in the validation cohort. The current model demonstrated good discriminative capacity. Yet the model tended to overidentify critical illness among those judged at high risk and underidentify critical illness among those judged at low risk. These errors in calibration have important implications for the development of regionalized systems of emergency care. Concerns about overwhelming referral centers are a major barrier to regionalization. 47 Should the current tool be applied, a significant number of patients would be unnecessarily brought to regional referral centers. Likewise, many patients who subsequently develop critical illness would be brought to hospitals with fewer resources to manage critical illness, reducing the clinical effect of a regionalized system. More accurate models are needed before regionalization can be practically implemented. Although the current investigation provides a necessary framework for prehospital triage, future research should be directed to develop accurate, feasible predictive models, perhaps incorporating biomarker measurement (eg, prehospital lactate level). 48 Because complex prediction models are difficult to implement during emergency care, 49 information technology solutions may be needed to integrate real-time physiologic data, biomarkers, and clinical decision making. Additionally, novel collection methods may be required to assess some variables in our model.
The current model requires prospective, external validation. With future linking of national EMS databases to hospital outcomes, 25 we recommend validation in temporally and geographically distinct populations using contemporary data. Since we used objective measures that are relatively easy to assess and included first vital sign measurements, we believe the model will perform well in other EMS system structures (eg, 1-tier systems). Model variables would also be unaffected by the presence of physicians during outof-hospital care 50 or the longer transport times found in rural settings. 51 In addition to prospective validation, randomized trials are needed to evaluate the clinical and economic effect of the triage tool in a real-world setting. Even triage tools that identify critical illness with great accuracy might have unintended, adverse consequences when used in regionalized system. Large, population-based trials that capture a broad range of outcomes for patients triaged to both regional referral and community hospitals are necessary.
We recognize several limitations of our study. We defined critical illness using a composite outcome derived from administrative diagnosis and procedure codes at any time during hospitalization. Although our definition encompasses a broad range of severely ill patients at high risk of death, it may misclassify some patients who either do or do not truly require critical care. For example, some low-risk sepsis patients may be included in our definition while some high-risk patients that do not meet our definition of severe sepsis may not be included. Missing data for Glasgow Coma Scale and pulse oximetry was common, either due to absent documentation or lack of assessment. We used simple imputation with normal value substitution, a method commonly used in ICU severity scores. 26 Because this method may introduce bias, we performed a sensitivity analysis using multiple imputation that showed minimal change in our model or performance in the validation cohort. We also observed statistically significant evidence of inadequate fit using the Hosmer-Lemeshow statistic, and differences between observed and expected probabilities of critical illness at greater score values. 32 Yet the calibration slope analysis confirmed that overfitting was unlikely, and our plot of observed vs expected probabilities demonstrated adequate calibration for low and intermediate scores. We did not evaluate important predictors of critical illness, such as race/ethnicity 52 and individuallevel socioeconomic status, 53 because these were not documented in our data source and could not be objectively assessed at the scene. Finally, we categorized continuous covariates to facilitate usability in future studies, a step that adds a conservative bias to our performance estimates. All predictive models must trade off accuracy for simplicity, and in this case, we favored a simple model for more practical application in the field.
In summary, we developed a prediction rule using best available out-ofhospital data, and the score on the prediction rule was significantly associated with development of critical illness during hospitalization in noninjured patients. Although improved accuracy and external validation are required, this model provides a foundation for future efforts to identify noninjured patients who may benefit from coordinated systems that regionalize emergency care.
