There is comparatively little empirical evidence regarding the accuracy of regional housing sector forecasts. Much of the recent analysis conducted for this topic is developed for housing starts and indicates a relatively poor track record. This study examines residential real estate forecasts previously published for El Paso, TX using a structural econometric model. Model coverage is much broader than just starts. Similar to earlier studies, the previously published econometric predictions frequently do not fare very well against the selected random walk benchmarks utilized for the various series under consideration.
Regional housing sector forecasts are widely used to shape public policy and business decisions (West 2003a) . They are often reported in the media as business cycle indicators and can serve to inform public opinion about the current state of the economy. Despite their widespread usage, relatively little research has examined the accuracy of housing sector forecasts. Time constraints plus contractual obligations provide commercial economists with little incentive to perform such tests. Lack of access to complete data sets makes it difficult for academicians to undertake research in this area. This study takes advantage of such a data set to perform accuracy analyses for housing sector forecasts compiled over time for a relatively large metropolitan market in Texas.
Data utilized consist of residential real estate forecasts published by the University of Texas at El Paso Border Region Modeling Project between 1998 and 2003. The housing sector of the model includes variables such as starts, stocks, prices, and affordability for the El Paso County Metropolitan Statistical Area (MSA). El Paso is the sixth largest MSA in Texas and is located directly across the border from Ciudad Juá rez, the largest city in the state of Chihuahua in Mexico. The model is used to generate econometric forecasts of El Paso and Ciudad Juá rez, as well as Chihuahua City and Las Cruces. Chihuahua City is the capital and second largest city in the state of Chihuahua. Las Cruces is the second largest MSA in New Mexico. Housing equations are included in the model only for El Paso (Fullerton 2001) . Macroeconomic data for the United States and Mexico are used as explanatory variables in many of the equations and obtained from Global Insight (Alemá n; Behravesh, Hodge, and Latta).
The forecasts are ex ante in the sense that all of the model predictions published each year are for periods beyond those used in parameter estimation. As such, they satisfy the evaluation criteria established in several earlier studies for realistic model assessment (Christ; Granger; Howrey, Klein, and McCarthy) . Along those same lines, preliminary estimates for El Paso housing data are not available during the year in progress in the manner that such data are for unemployment rates or transportation aggregates. Although the housing sector estimation results are generally good, it is well known that good in-sample fits do not guarantee reliable out-of-sample simulation performance (Leamer; McCloskey and Ziliak) . Given the important role that residential real estate plays in local economic performance, assessment of housing model forecasting performance merits additional attention (Reback; Smith and Tesarek) .
Although recognition that real estate forecast assessment is useful, how to carry out such an exercise is not immediately obvious (McNees 1978; West 2003a) . To say that forecast errors are large or small is meaningless without a frame of reference (McNees 1992) . The required accuracy of a forecast will, in large part, depend on the way in which the forecast is used. Preferably, a standard can be generated from a long history of previous results for a variety of statistical and econometric models that forecast the same types of data, or for one model type forecasting across a large number of regional markets. In the case of metropolitan housing sectors, neither of the above options for a predictive accuracy standard exists. Consequently, forecast precision is assessed relative to random walk (RW) benchmarks using root mean square error comparisons (RMSE) (Harvey, Leybourne, and Newbold; Inoue and Kilian) . References to other regional housing sector studies are also made, but the collective value of such comparisons is constrained by the limited number of regional housing forecast accuracy studies currently available.
Literature Review
The literature devoted to regional econometric forecast accuracy covers a variety of topics and methods. Regional housing sector forecast accuracy studies are still relatively scarce, but growing in number and scope. One common approach to forecast accuracy analysis involves comparing the model of interest to alternative benchmarks (Stekler) . Such benchmarks include vector autoregressive, autoregressive integrated moving average, and RW forecasts (Fair and Shiller; Moore; Nelson) . Studies that are limited to benchmark comparisons commonly use RMSE calculations to determine relative predictive accuracy.
Without an absolute standard to compare the RMSE results of the structural equation model, the benchmark comparison is a good starting point. Ashley, Granger, and Schmalensee propose a regression technique wherein the mean square errors (MSE) of any two forecast methods can be compared and potentially shown to be statistically different. That method has been previously utilized in advertising and gross domestic product analyses (Kolb and Stekler) and may be of use in other applications such as regional housing markets.
A variety of time series methods has been utilized to develop comparison benchmarks for econometric forecasts. Historically, RW forecasts have provided stiff competition for the out-of-sample structural model simulations (Ashley 1988; Zarnowitz) . No-change RWs that rely on the last available historical observation generally perform better for variables displaying erratic growth patterns. RWs with drift utilize the last observed rate of change. That method frequently provides competitive extrapolations for variables that exhibit relatively stable rates of change.
An early effort to forecast residential real estate centered on the housing component of gross national product in the United States (Friend and Taubman) . Although that model's housing forecasts are found to be more accurate than those of a RW, the U-coefficients for both approaches are relatively high (Stekler) . High U-coefficients for both methods are an indication of the general difficulty associated with forecasting the housing sector that has also been encountered in subsequent studies. Several factors have been found to contribute to challenges typically faced in real estate predictive efforts.
At the macroeconomic level, an ongoing struggle to accurately forecast interest rates has proven to be particularly problematic for real estate studies because of the sensitivity of residential construction to financing costs (Cooper and Nelson) . Similarly, Hendershott and Weicher further note that failures to predict important inflationary trends can lead to housing sector forecasts that fall wide of the mark. National tax policy changes can also result in compounded errors in real estate and other model sector forecasts (Fullerton and West; Lowry) . At the regional level, local construction sector dependency on population growth patterns also introduces considerable cross-block reverberation errors in out-of-sample model simulations (Charney and Taylor) . Net migration flow estimates can especially cause problems in forecasting many markets because of frequent revisions to historical data and complicated interplays between local and national labor market conditions. An even more problematic regional data obstacle is posed by the absence of vacancy rate data for many metropolitan economies. Given the central role of vacancy rates in market behavior (DiPasquale and Wheaton), this represents a serious handicap for a large number of regional econometric models.
To date, the track record for regional housing forecasts is checkered at best. Stekler and Thomas reported limited evidence that favors the performance of a regional construction model in an early study. Fullerton and West, however, conducted a housing start forecast accuracy study for Florida and its six largest metropolitan economies. That study covered the period from 1986 to 1995, and included all phases of the business cycle.
Structural model predictive accuracy is compared to both univariate time series and nochange RW benchmarks. Although the structural forecasts usually outperform the time series model, in only half of the comparisons do the econometric predictions obtain greater precision than their RW counterparts. Two subsequent studies using data for Florida report similar outcomes for single-and multifamily starts (Fullerton, Laaksonen, and West; Fullerton, Luevano, and West) .
For the work at hand, there is also a question as to whether certain regions are inherently more difficult to forecast. West (2003b) explores labor market forecast accuracy across different metropolitan areas in Florida. Evidence reported therein indicates that regional market characteristics strongly influence forecast accuracy. Specifically, high unemployment rates tend to be associated with higher forecast errors. Because El Paso's unemployment rate tends to be substantially greater than the national average, it does not bode well for housing sector predictive accuracy. An earlier study of the transportation sector in the 216-equation borderplex model indicates that this phenomenon may affect the degree of precision associated with the out-ofsample simulations for this regional market (Fullerton 2004) .
In light of the difficulty associated with forecasting housing starts, Fullerton, Luevano, and West suggest expanding real estate coverage in structural econometric models (SEMs) to include more variables. There are a total of 11 equations in the residential real estate block of the borderplex model. They include multi-and single-family starts, average monthly mortgage payments, affordability, multi-and single-unit housing stock variables, median new and resale prices, and sales of existing units (Fullerton 2001) . In the material that follows, econometric forecasts for those variables are evaluated for relative predictive accuracy using previously published data from 1998 to 2003.
Data and Methodology
Complete annual data for the 11 El Paso real estate and housing construction variables are available back to 1975 for all of the series. As indicated in Table 1 , median price estimates are available from 1970 forward. Housing starts and stocks are reported in thousands. The existing units-sold data are reported for both single-and multiunit dwellings in thousands. Average monthly mortgage payments are reported in current dollars and do not include property taxes or insurance. The median new and resale price series for singlefamily stand-alone units are reported in thousands of nominal dollars. The two median price series are based on aggregate data. As such, they may fail to capture the true nature of local real estate pricing dynamics resulting from home improvements and other hedonic factors (Gatzlaff and Ling) . Descriptive statistics for the historical data through 2003 are shown in Table 1 .
The forecast data analyzed in this study are taken from the Borderplex Economic Outlook reports published by the University of Texas at El Paso between 1998 and 2003 (see Fullerton and Tinajero (Theil) . In those instances where the variables exhibit upward growth trends, RW with drift benchmarks are utilized to increase overall accuracy competitiveness (Zarnowitz) .
The residential real estate and housing construction block of the borderplex econometric model consists of nine stochastic equations and two identities (Fullerton 2001) . Parameter estimation is accomplished using a nonlinear ARMAX procedure (Pagan). That method is useful in regional econometric applications because it can handle autoregressive, moving average, and mixed data generation processes. The stochastic equations are re-estimated once per year after new data become available for El Paso and preliminary historical estimates are revised. That process usually occurs during the third quarter in late August and early September.
Re-estimation of the econometric model is carried out in year t with data for most El Paso variables available through year t 2 1. For several key series, historical data estimates are only available through year t 2 2. The latter include 10 personal income, nine labor market, and five demographic variables. Simulation data are used to fill in the historical gaps for year t 2 1 before forecasting years t, t (Fullerton and West; Rosenthal) .
Two methodologies are used to analyze the accuracy of the residential real estate econometric predictions. The first is descriptive, and involves calculations of the RMSE and the second-moment proportions of the Theil U-coefficient for each set of econometric model forecasts and their corresponding RW benchmarks. The second approach uses a linear regression procedure based on the method outlined in Ashley, Granger, and Schmalensee. It is applied to the output from all 11 housing equations to determine if the MSEs of the structural equation forecasts are statistically different from the RW MSEs.
The RMSE measures the square root of the variance of forecasting errors for a given forecast method. Further insight into the nature of the forecast errors can be gleamed by examining the Theil inequality components, U M , U S , and U C , representing bias, variance, and covariance proportions, respectively (Theil) . The bias proportion measures the extent to which the average values of the simulated and actual series deviate from each other. It provides an indication of systematic error. Optimally, the bias proportion will approach zero. The variance proportion indicates the ability of the model to replicate the degree of variability in the variable of interest. Again, as simulation performance improves, the variance proportion approaches zero. The covariance proportion measures unsystematic error. As simulation accuracy improves, the covariance proportion approaches one. The optimal distribution of the inequality proportions over the three sources for any U . 0 is U M 5 U S 5 0 and U C 5 1 (Pindyck and Rubinfeld; Theil).
The U-coefficient inequality proportions are calculated as shown below:
In Equations 1 through 3, P , Ā , and s P , s A are the means and standard deviations of the Y P t , Y A t series, respectively, whereas r measures the correlation between the predicted and actual series. The sum of the proportional coefficients should be equal to one. As the distribution for the proportional coefficients indicates, forecast error attributable to bias and a failure to replicate the proper variance should be minimized. Any prediction error that is present would ideally be ascribed to the unsystematic component of the data being analyzed, and this type of error is embodied in the U C proportional coefficient (Theil) . Because the RMSEs and the Theil Ucoefficient proportions are descriptive measures, an alternative comparison to which statistical significance can be attributed is helpful. Ashley, Granger, and Schmalensee use a methodology that considers the following null hypothesis: 
where m denotes sample mean and cov denotes sample covariance for the out-of-sample forecast period. For the purposes of this analysis, let e 1 be associated with the forecast errors of a given benchmark RW process and e 2 be associated with the forecast errors of a corresponding econometric equation from Appendix 1. Forecasts from the econometric model will be judged as superior if the joint null hypothesis that m(D) 5 0 and cov(D,S) 5 0 can be rejected in favor of the alternative hypotheses described below.
Two regression equations can be drawn from Equation (6) to test if the MSEs are significantly different. The structure of the regression equation used to test the null hypothesis depends on the signs of the error means. When the error means are of the same sign, the regression equation used to test the joint null hypothesis is given by:
where u t is a randomly distributed error term. The test for m(D) 5 0 is embodied in the interpretation of b 1 , whereas the test for cov(D,S) 5 0 is embodied in the interpretation of b 2 . A positive value for b 2 will always indicate that the MSE in the RW forecast errors is larger than the MSE in the structural equation model forecast errors. Therefore, a significantly positive b 2 will indicate structural equation model superiority. The interpretation of b 1 will depend on the signs of the error means. When both error means are positive, econometric forecast superiority results when the joint null hypothesis that b 1 5 b 2 5 0 is rejected in favor of the alternative hypothesis that both are nonnegative and at least one is positive. If either b 1 or b 2 is significantly negative, the econometric forecast cannot be considered more accurate than its RW benchmark. If one of the estimates is insignificantly negative and the other is positive, a one-tailed t-test can be performed to test for significance. Last, if both estimates are positive, an F-test can be used to test if they are jointly different from zero. However, because the F-test does not take sign into account, a four-pronged test results, and the true significance that both estimates are positive will not be more than half the probability obtained from the F distribution (Ashley, Granger, and Schmalensee).
When both error means are negative, Equation (7) is still used to test Equation (4) but the interpretation of b 1 changes. In this case, if b 1 is found to be significantly negative and b 2 is either insignificant or significantly positive, the structural equation model is deemed superior. Conversely, a significantly positive b 1 will indicate RW superiority.
If the error means of the forecasts are of opposite signs, a different regression equation must be used to test Equation (4). For such a case, the dependent variable becomes the sum of the forecast errors:
Once again, if b 1 5 b 2 5 0, the test fails to reject Equation (4). As before, interpretation of the b 2 coefficient is the same, but interpretation of the b 1 depends on which of the error means is positive and which is negative. For the sample data available to complete this study, the only category of opposite signs involves negative RW error means and positive structural equation error means. As such, if b 1 is significantly negative with b 2 either insignificant or significantly positive, the structural equation model is deemed superior. Further, if b 1 is insignificant while b 2 is significantly positive, the structural predictions are also regarded as most accurate. Last, if b 1 is significantly positive or b 2 is significantly negative, it will indicate RW forecast superiority.
Outlier analysis is also applied to the forecast errors. When forecast errors lie outside of two standard deviations, they may bias the results. Consequently, any prediction errors that exceed that threshold will be removed from the sample. Given the small number of sample observations, removal of the outliers can potentially lead to degree of freedom difficulties for the error differential regressions. For that reason, results are reported below both with and without the outliers in the sample.
Empirical Results
Estimates for the RMSEs and second-moment proportions of the U-statistic are reported in Table 2 . For 7 of the 11 variables, the previously published econometric forecasts obtain RMSEs that are lower than those of the RWs with which they are compared. Those outcomes vary somewhat from earlier regional housing studies that report evidence that tends not to favor structural model predictions. However, some problems are noted with respect to replicating the El Paso housing cycles in the SEM. For 7 of the 11 variables in Table 2 , the structural model Uvar variance proportion statistics are larger than those of the RW benchmarks. Furthermore, the magnitude of the RMSE differentials is relatively small in some of the cases.
Although comparing second-moment proportions of the SEM with those of the RW can be useful, they also provide information about weaknesses in an individual model's out-ofsample simulation performance. Bias represents the main cause for error in over half the equations. The ability to replicate variance represents the smallest proportion in 7 of the 11 equations. Unsystematic error contributes about as much as bias does to the errors for many of the variables. Model improvements should be possible when the error results from bias or variance, but unsystematic error is usually difficult to correct.
Outliers are present in 4 of the 11 equations. In the case of multifamily housing stock, two observations are removed. For total housing stock, median new price, and median resale price only one observation per series is excluded. As shown in Table 2 , removal of the outlier observations does not change the accuracy rankings associated with any of the RMSE estimates for the SEM and RW forecasts. The overall patterns observed for the U-statistic second-moment proportions also remain intact for each of the four variables in question.
RMSE estimates by step length are reported in Table 3 . Limited numbers of observations mean that some caution should be exercised when examining these results. There are six 1-year-ahead forecasts, five 2-yearahead forecasts, and four 3-year-ahead forecasts available for each set of predictions. For obvious reasons, outliers are not removed from the calculations shown in this table. Similar to other regional housing forecast accuracy studies (Fullerton, Luevano, and West; Fullerton and West) , the 1-year-ahead RMSEs tend to be smallest but there are no definitive temporal patterns across step lengths in Table 3 . Also reminiscent of earlier empirical work in this area, the rankings for two methodologies are less definitive than what might be indicated in Table 1 . For 1-year-ahead forecasts, the SEM RMSEs are lower for 6 of the 11 variables. For the twostep predictions, the SEM forecast data are more accurate in only 5 of the 11 cases examined. For the 3-year-ahead forecasts, seven SEM RMSEs are smaller than their RW counterparts.
Information provided by the RMSE estimates and proportional inequality statistic comparisons are descriptive only. To further examine relative forecast precision, a MSE differential regression technique is used. The purpose of this step is to establish whether the Borderplex model forecast MSEs and the RW MSEs are statistically different from each other. As noted above, the equation is arranged so that the signs of the regression parameters can determine which method is most accurate. Table 4 summarizes the regression output for the 11 housing variables. For structural forecasts that are compared with RW and RW with drift predictions, only the most competitive of the latter forecasts are reported. Results using the MSE regression approach are consistent with the RMSE results reported in Table 2 . In four cases, affordability, singlefamily starts, median new price, and median resale price, the regression results point to statistically superior structural model precision. In three instances, single-family stocks, multifamily stocks, and multifamily starts, the outcomes indicate statistically superior RW accuracy. For the remaining four variables, total housing stock, total housing starts, existing units sold, and average monthly mortgage payment, the results are inconclusive.
Removal of the outliers for the four variables mentioned above is also carried out Table 2 are calculated using structural econometric and random walk forecasts for all of the variables listed in column 1. a Column 2 reports the root mean square of the forecast errors (RMSE) for each method. b Column 3 reports the bias proportion (U-bias) of the second moment of the Theil inequality coefficient calculated for each set of forecasts. c Column 4 reports the variance proportion (U-var) of the second moment of the Theil inequality coefficient calculated for each set of forecasts. d Column 5 reports the covariance proportion (U-cov) of the second moment of the Theil inequality coefficient calculated for each set of forecasts. e Forecast errors lying beyond two standard deviations in any of the forecasts are removed from the samples where noted.
for the regression results summarized in Table 4 . Similar to what occurs with the RMSE rankings, there is no material change in the results of the MSE differential tests subsequent to the exclusion of the outlier observations. One interesting development does arise in the results for the median new price variable. When the outliers are present the MSE differential is 12% and the test outcome favors the SEM forecasts in a statistically significant manner. Because differentials of less than 40% are not expected to yield reliable results, structural equation superiority is not clear cut (Ashley 2003) . Removal of the outliers, however, increases the MSE differential to 46%, providing stronger evidence in favor of SEM accuracy for median prices of new single-family structures. The findings in this paper largely confirm evidence reported in earlier efforts regarding Table 3 reports the root mean square errors for the forecast errors associated with each of the variables listed in Column 1. The data are calculated using structural econometric and random walk prediction errors segregated by the number of periods being forecast. a Column 2 reports the 1-year-ahead root mean square of the forecast errors (RMSE) for each method. b Column 3 reports the 2-year-ahead root mean square of the forecast errors (RMSE) for each method. c Column 2 reports the 3-year-ahead root mean square of the forecast errors (RMSE) for each method. Table 4 reports the mean square error differential regression results for the forecast errors associated with each of the variables listed in Column 1. The null hypothesis tested is equality of the MSEs of the random walk and econometric forecasts for each variable. Since the desired signs of the coefficients are predetermined, a one-tailed t-test is appropriate. a Column 2 contains the constant term and associated t-statistic for each equation. b Column 3 contains the slope coefficient and associated t-statistic for each equation. c Column 4 contains the computed F-statistics and associated significance levels for a joint test that both regression parameters are equal to zero. Given the discussion above regarding the expected signs of b 1 , b 2 , the significance levels for the F-statistics reported in column 4 are halved to reflect the true probability of rejecting the joint null hypothesis that the parameter estimates are not equal to zero. d Column 5 contains the interpretation of the regression output in terms of model superiority. Indeterminate (IND) designations imply that the regression results were inconclusive with regard to model superiority. Structural equation model (SEM) designations imply that the regression results point toward a statistically significant reduction in MSE for the SEM. Random walk (RW) and Random walk with drift (RWD) designations imply that the regression output favored those comparative benchmarks in statistically significant manners. e Column 6 contains the percentage reduction in MSE from the competing models. f Forecast error outliers beyond two standard deviations were detected and removed. * t-statistics are significant at the 93% level in one-tailed tests.
the relatively low accuracy of regional econometric housing sector forecasts (Fullerton, Laaksonen, and West; Fullerton, Luevano, and West) . Results obtained herein suggest that regional structural equation models utilizing annual data may be reliably used for forecasting only some housing sector variables. In other cases, equal or superior levels of precision can be achieved from standard RW extrapolation rules. Because the data included in this study cover a fairly broad range of housing sector variables, its results raise a cautionary flag with regard to users of metropolitan residential real estate forecasts.
Although the latter point should be taken seriously, additional work remains before any firm conclusions can be reached. El Paso is a market in which the unemployment rate is typically several percentage points higher than the national average. Metropolitan economies in this category frequently exhibit higher prediction errors than other markets (West 2003b ). Data quality, or lack thereof, may also hamper the effectiveness of the housing block in the Borderplex model. Vacancy rates are currently not available for either structure category. Also, the two median price series are based on aggregate data and may be less representative of the El Paso real estate market than alternative assessed value or limited hedonic series approaches that are currently not feasible to implement (Gatzlaff and Ling) .
Another limitation in this study is the relatively small sample size of the out-ofsample forecast errors. Ashley, Granger, and Schmalensee report statistical significance for a sample that contains only 20 observations. Subsequent research indicates that MSE reductions of 40% to 70% are required for statistical significance at the 5% level to be attributed at these sample size levels (Ashley 2003) . This is borne out in the results in Table 4 where, with the exception the median new price variable, MSE differences of less than 37% point to inconclusive evidence with regard to model superiority. As more observations become available, larger sample sizes may yield different assessments regarding the accuracy of the structural model simulations. It would also be helpful to examine whether the results obtained in this study are unique to the El Paso housing market or if they are representative of what occurs for a wider geographic range of residential real estate forecasting efforts.
Conclusion
This study examines the historical accuracy of 11 housing variables that are forecast every year for the El Paso metropolitan economy. Data used in the analysis are obtained from 3-year forecasts published between 1998 and 2003. The accuracy of each of the 11 sets of previously published predictions is assessed relative to RW benchmarks. In cases where positive growth trends are present, a RW with drift procedure is utilized.
The structural equation model forecasts and RW benchmarks are compared using RMSE statistics and the Theil U-coefficient second-moment proportions. Because these are only descriptive measures, an error differential regression technique is also used to help establish relative forecast precision. The latter technique determines if differences between the MSEs of the two sets of prediction data are statistically significant.
Results of the accuracy assessment procedures are mixed. For 7 of the 11 variables, the structural forecasts have lower RMSEs than their respective RW benchmarks. That result, however, is partially overturned once the forecast errors are segregated by step length. The Theil coefficient second-moment proportions indicate that bias and failure to replicate variability are sometimes more problematic for the econometric forecasts than for their RW counterparts. In most cases, however, the proportional component related to forecast variance is close to zero, implying that the structural equation model is fairly effective in replicating the variance of the housing data in the sample.
The error differential regression estimates point to superior econometric forecast performance for 4 of the 11 variables tested. In four cases, inconclusive results with respect to relative accuracy are obtained. RWs are shown to be more precise in the remaining three sets of forecasts. Taken together, these results indicate that the structural model is statistically more reliable than RWs for less than 50% of the residential real estate variables modeled for El Paso during the period under consideration.
Regional housing forecast assessment has not previously received very much attention. Because this study only examines results for one market, it is not known if the results obtained here also apply to other metropolitan economies. Eventually, analysis of larger samples will become feasible for El Paso and other regional housing markets. Use of quality-adjusted or repeat-sales housing price indices may prove helpful for markets in which those data are available. Although those steps are likely to be productive, the track record to date for regional econometric housing forecasts is not overly encouraging. Consumers of these forecasts should, therefore, exercise caution when using them. 
