Current epigenomics approaches have facilitated the genome-wide identification of regulatory elements based on chromatin features and transcriptional regulator binding and have begun to map long-range interactions between regulatory elements and their targets. Here, we focus on the emerging roles of CTCF and the cohesin in coordinating long-range interactions between regulatory elements. We discuss how species-specific transposable elements may influence such interactions by remodeling the CTCF binding repertoire and suggest that cohesin's association with enhancers, promoters, and sites defined by CTCF binding has the potential to form developmentally regulated networks of long-range interactions that reflect and promote cell-type-specific transcriptional programs.
Introduction
Mammalian genomes are vast and are composed of billions of bases of DNA containing sufficient regulatory information to create complex organisms with thousands of cell types and considerable behavioral repertoires. Each of the twenty-odd thousand genes in the human genome likely has many distinct regulatory regions spread across tens to hundreds of kilobases that operate in concert to accurately instruct when, where, and how much of each gene to transcribe. Here, we focus on the role of the sequence-specific DNA-binding protein CTCF (CCCTC-binding factor) and the multiprotein cohesin complex in orchestrating tissue-specific gene regulation in an evolutionary context.
The Interplay between Regulatory Elements and Chromatin Directs Tissue-Specific Transcription
Tissue-specific transcription of protein-coding genes is controlled by one or more small regulatory regions that contain sets of DNA-binding proteins, which occupy DNA in a combinatorial fashion (Lee et al., 2002; Odom et al., 2006 ; see Box 1 for a brief overview of regulatory elements). The DNA itself is coiled around nucleosomes that are composed of histone octamers and convey regulatory information by their position and in the form of posttranslational histone modifications (Segal and Widom, 2009; Campos and Reinberg, 2009 ). Regulatory regions are combined by through-space interactions to finalize both assembly and control of basal transcriptional machineries (Lee et al., 2002; Sanyal et al., 2012; Handoko et al., 2011; Li et al., 2012; Dixon et al., 2012; Noordermeer et al., 2011) . How to Recognize Regulatory Elements Regulatory elements can be identified genome wide using indirect and direct means. The successful application of sequence conservation among mammals has been instrumental in identifying the complete protein-coding complement of mammals (Church et al., 2009 ). More recently, the same strategy has been taken to identify the sequences in the genome under selective pressure, presumably by DNA-binding proteins and other noncovalent regulators (Lindblad-Toh et al., 2011) . One notable success of this strategy includes the identification of thousands of highly conserved CTCF binding locations that appear shared among most mammalian species. However, a considerable fraction of the regulation of the genome seems to occur in a highly species-specific manner due to the rapid evolution of tissue-specific transcription factor binding, indicating that direct comparison of genome sequences has inherent limitations (Kunarso et al., 2010; Schmidt et al., 2010b) .
Recent advances in sequencing technology have facilitated the genome-wide identification of regulatory elements based on chromatin accessibility, posttranslational histone modifications, and the binding of regulatory factors (Johnson et al., 2007, reviewed in Noonan and McCallion, 2010 ; see Box 2 for a brief overview). These approaches have been integrated across the human genome to generate a first pass encyclopedia of the regulatory features that are functional in the human genome (reviewed in Noonan and McCallion, 2010) . How Regulatory Elements Work How do histone marks, chromatin state, and genome architecture conspire to create gene expression programs? Local chromatin accessibility, transcription factor binding, and specific chromatin modifications such as acetylation, methylation, phosphorylation, or ubiquitylation not only mark regulatory elements, but they also actively contribute to the control of gene expression (Figure 1 ). Specifically, DNA methylation, histone modifications, and the proteins that interact with them affect the accessibility of chromatin. These factors link chromatin marks to the general transcription machinery (Thomas and Chiang, 2006) , including TBP-associated factors (TAFs) and Mediator, as well as RNA polymerase II (RNAPII) to regulate transcription initiation and elongation (see Figure 1 and Box 3).
Classical models of transcriptional control begin with transcription factors binding to DNA, recruiting nucleosome remodeling complexes and histone modifying enzymes whose products can then interact with basal machinery to drive transcription. Although this is often true, in reality, these events are mutually interdependent (Figure 2 ).
In summary, chromatin marks facilitate not only the cataloguing of genomic features, but more importantly, they also link regulatory elements to downstream effectors of transcriptional activation or repression.
Evolution and Gene Regulatory Strategies
In simple eukaryotes such as yeast, gene regulation is largely controlled by elements immediately proximal to their target genes (Borneman et al., 2006; Harbison et al., 2004; Lee et al., 2002 ). More complex model organisms like Drosophila and C. elegans have vastly larger genomes than yeast, yet most regulatory regions remain relatively close to their target genes (He et al., 2011; MacArthur et al., 2009 ). Population genetics analyses suggest that large breeding population sizes drive the condensation of regulatory and genic sequences (Lusk and Eisen, 2010; Lynch, 2007) . In effect, competitive pressures can select for more efficient genome organization and utilization, leading to subtle growth advantages that become dominant only over thousands of generations in large breeding population sizes.
In contrast, vertebrate species often have small breeding populations and thus lack these genome-compressing effects. Therefore, their genomes must have mechanisms to adapt to the constant onslaught of selfish element expansion and genetic drift. The resulting fragmentation of the genome has been exploited by mammals to increase the possible regulatory combinations of control elements in the interest of cell-type and tissue-specific gene expression (Dunham et al., 2012) . Indeed, the organismal complexity found in mammals, and more generally in vertebrates, may be a direct result of this fragmentation ( Figure 3A ).
The challenge that had to be overcome to create this opportunity to expand organismal complexity, however, was how to efficiently connect the now-diffuse regulatory sequences with their targets. Linking Regulatory Elements with Their Targets Eukaryotes appear to have evolved molecular systems from preexisting cellular machineries to connect remote enhancers and promoters. The components of these systems have been investigated to different degrees. The proteins that directly occupy DNA, such as CTCF and clusters of tissue-specific transcription factors, create a protein landscape that can be more readily handled biophysically than the substrate nucleic acid. Connecting directly with these regulators is the multicomponent cohesin complex, including the associated loading complex NIPBL-MAU2. An interesting feature of the cohesin complex is its ring-like shape with an internal diameter of 40 nm (Nasmyth and Haering, 2009 ). This arrangement enables cohesin to handle the molecular dimensions of chromatin fibers, as illustrated by its ability to mediate the interactions of sister chromatids (reviewed in Nasmyth and Haering, 2009; Skibbens, 2009) . Additional players in the process of organizing regulatory elements include polycomb, which associates with repressive histone marks, SATB1 and -2, and the nuclear lamina (Galande et al., 2007; Morey and Helin, 2010; van Steensel, 2011) .
Methods to interrogate chromatin interactions include chromosome conformation capture (Dekker, 2008) and fluorescence in situ hybridization (FISH) (Dostie and Bickmore, 2012 ) (see Box 3) and have shown that particular enhancers and promoters interact in a nonrandom fashion. A depletion of contacts can be used to suggest locations for insulating elements that divide gene expression domains.
CTCF: The CCCTC-Binding Factor CTCF and cohesin are central players in regulating long-range interactions. We briefly describe the scientific history of each, the recent discovery that they colocalize and interact to control long-range regulatory interactions, and what models may fit our current understanding of their roles in tissue-specific transcription. Identification of CTCF as a Transcriptional Regulator CTCF was originally identified as a transcriptional regulator of the c-myc oncogene (Baniahmad et 
Box 2. Mapping Regulatory Elements and Their Interactions
DNase hypersensitivity reveals accessible sites that are not protected by nucleosomes or DNA-binding proteins (Hesselberth et al., 2009 ) and can be analyzed for transcription factor binding motifs, sequence conservation, and the tissue-specific gene expression . The chromatin state and the binding of regulatory proteins can be mapped by chromatin immunoprecipitation (ChIP) using antibodies against covalent histone modifications, site-specific transcription factors, and transcriptional cofactors (Bernstein et al., 2005; Suganuma and Workman, 2011; Visel et al., 2009; Odom et al., 2004) . A recent refinement is ChIP-exo, which can identify the exact bases to which a factor is bound, as exemplified for CTCF (Rhee and Pugh, 2011) . Chromosome conformation capture interrogates chromatin interactions based on crosslinked and ligated DNA (Dekker, 2008 ) on a gene-specific, regional, or genome-wide scale (Dostie et al., 2006; Lieberman-Aiden et al., 2009; Simonis et al., 2009) . The output of current chromosome conformation capture experiments represents probability distributions within cell populations (Nora et al., 2012; Sanyal et al., 2012) . FISH visualizes the proximity of specific sequences in individual cells on a gene-specific level (Dostie and Bickmore, 2012) and on a genomic scale (Boyle et al., 2011) . Lobanenkov et al., 1990 ). This widely expressed 11 zinc finger DNA-binding protein is conserved in most higher eukaryotes (Klenova et al., 1993) and is essential for cellular function (Burcin et al., 1997; Fedoriw et al., 2004) .
One of the most interesting aspects of CTCF is that it appears to be the unique, major DNA binding component that establishes vertebrate insulators (Bell et al., 1999) . CTCF can block enhancer function when placed between enhancers and promoters in reporter plasmids, and most-if not all-CTCF binding sites can serve as ''insulators'' in such constructs (Giles et al., 2010; Phillips and Corces, 2009) . Demonstrating enhancer blocking function of CTCF sites in their native chromatin context is much more difficult. A well-studied case is the IGF2/H19 locus, where CTCF binding controls the functional interaction of the IGF2 and H19 promoters with a distal enhancer, as supported by the analysis of natural (Beygo et al., 2013) and engineered mutations (discussed in detail below).
The functions of other CTCF sites have been probed by the deletion of specific CTCF sites from the mouse immunoglobulin heavy chain locus (Guo et al., 2011) and the insertion of ectopic CTCF sites into the T cell receptor b chain locus (Shrimali et al., 2012) . Such site-specific experiments are complemented by loss-of-function approaches in which CTCF is genetically deleted (Ribeiro de Almeida et al., 2011; Hirayama et al., 2012) . Correlative studies link the position of CTCF binding sites to long-range interactions by chromatin conformation assays Sanyal et al., 2012) and the analysis of chromatin features. CTCF binding is often found at transitions between distinct chromatin states as marked by histone modifications (Cuddapah et al., 2009) or interactions with the nuclear lamina (van Steensel, 2011) , supporting the notion that, in addition to limiting the ''reach'' of regulatory elements, CTCF can form ''boundaries.'' However, based on these data, only a minor fraction of CTCF sites appears to demarcate chromatin boundaries in their native chromatin context in vivo Schmidt et al., 2012b) . This suggests that plasmid-based reporter constructs may not accurately capture the native chromatin environment, which is crucial to integrate regulatory inputs.
Remarkably, CTCF may also help regulate viral genomes (Holdorf et al., 2011; Stedman et al., 2008; Tempera et al., 2010) . CTCF interacts with specific locations in numerous viral genomes, including EBV and murine and human herpes viruses (Stedman et al., 2008; Stevens et al., 2012) . These interactions are functional, and CTCF regulates both individual viral genes as well as entire programs; for instance, viral latency is influenced by CTCF Kang et al., 2011) . In the case of Kaposi's sarcoma-associated herpes virus, cooperation between CTCF and cohesin has been documented (Chen et al., 2012; Kang et al., 2011; Stedman et al., 2008) .
As a host protein that can directly control viral gene expression, CTCF links the mammalian host's defenses and gene 
. Chromatin Modifications at Regulatory Elements-from Marks to Function
Models for gene regulation have moved from an early focus on transcription factors and DNA to encompass the full context of chromatin (left). Regulatory elements are marked by patterns of DNA methylation, histone marks, and interacting proteins that link chromatin modifications to the regulation of transcription (center). Regulatory elements are often separated by considerable distances in the linear sequence of metazoan genomes. Transcriptional control is thought to involve interactions between regulatory elements in three-dimensional nuclear space (right). To illustrate this, the figure depicts regulatory elements of the imprinted IGF2/H19 locus and their interactions as detailed in the section ''CTCF and Cohesin Regulate Complex Loci.'' regulatory elements with the regulation, function, and pathogenicity of the virus genome. In the next section, we explore how CTCF interacts with and potentially controls another form of parasite: transposable elements. Insights from the Genome-wide Analysis of CTCF Binding Early genome-scale mapping of CTCF binding in mammalian cells revealed a large, information-rich motif and mostly tissueindependent binding preferentially to gene-dense regions but with little or no enrichment in promoters (Kim et al., 2007) . A substantial minority of CTCF sites may be cell-type specific, particularly in cancer-derived cell lines in which differential binding correlates with differential DNA methylation ; see legend of Figure 2 for discussion). High conservation of CTCF binding was predicted and later demonstrated by both comparative (Lindblad-Toh et al., 2011) and experimental (Kunarso et al., 2010; Schmidt et al., 2012a) approaches.
A series of simultaneous papers reported that CTCF and cohesin co-occupy the genome (Parelho et al., 2008; Rubio et al., 2008; Stedman et al., 2008; Wendt et al., 2008) . This observation provided a functional link between an extremely high-affinity DNA-binding protein (CTCF) and cohesin, a key component of chromatin. Cohesin had long been known to connect sister chromatids, a function that strongly suggested that cohesin may play a similar role in connecting chromatin domain loops within one chromosome, which might also be anchored by CTCF. The interaction of cohesin and CTCF may explain how CTCF acts in specific locations as a domain boundary for chromatin states. Evolution of CTCF Binding A link between CTCF and SINE repeat elements was reported in a seminal paper that dissected transcription factor binding profiles based on their association with repetitive elements (Bourque et al., 2008) . Thousands of B2 SINE elements in the mouse genome carry a CTCF binding motif, and a significant proportion of these motifs are bound by CTCF in vivo. It was postulated that embedding a long, complex CTCF motif into such a repeat represented a powerful mechanism for rapidly expanding the CTCF regulatory repertoire; such a mechanism had been previously suggested for REST/NRSF, a repressor that targets a similarly large and complex motif (Mortazavi et al., 2006) .
Most recently, by comparing the in vivo genomic occupancy of CTCF in six mammalian species, it was discovered that the SINE repeats currently active in at least three of four major mammalian lineages carry a high-affinity CTCF site (Schmidt et al., 2012a) . Indeed, hundreds to many thousands of SINE-expanded CTCF sites were identified in dog, gray short-tailed opossum, and rat, as well as in mice ( Figure 3A ). The comparison of the sequences surrounding the most ancient, highly conserved CTCF binding sites reveals over a hundred fossilized SINE repeat sequences in multiple species of mammals, separated by up to 180 MY of evolution. Thus, the repeat-driven expansion of CTCF binding sites is an ancient mechanism of genome evolution. Interestingly, neither human nor macaque show evidence of recent repeatassociated expansion of SINEs, suggesting that primates may have escaped this mode of genome remodeling. In contrast, rodents show massive SINE element expansion; however, the relative transposon activity of the SINE B2 elements that carry CTCF is considerably accelerated in mouse versus rat. In the time since their most recent common ancestor, almost four times more SINE B2 insertions carrying CTCF have occurred in mouse.
The comparison of the thousands of CTCF binding events occurring in mouse at SINE B2 repeat elements with the similar number of CTCF binding sites that are deeply shared in mammalian evolution revealed that both types of CTCF binding function as transcriptional and chromatin insulators (Schmidt et al., 2012a) . CTCF Binding as a Potential Survival Strategy for Expanding Repeats Analysis of the mechanisms by which mammals epigenetically silence repeats such as SINE elements suggests possible benefits that repeat elements might obtain by carrying binding motifs for a transcriptional regulator.
The first possible advantage is that CTCF binding may modulate DNA methylation, which could otherwise silence transposons . It has been suggested that mammalian genomes defend against the large burden of transposons and endogenous retroviruses by methylating cytosines in DNA (Walsh and Bestor, 1999) , which leads to comparatively rapid decay of these sequences via a C to T transposition (Bird, Enhancers display monomethylated lysine 4 (H3K4me1) together with acetylated lysine 27 on histone H3 (H3K27ac) in the active state and trimethylated lysine 27 on histone H3 (H3K27me3) in the repressed state, whereas promoters are marked by trimethylation of histone H3 at lysine 4 (H4K4me3) (reviewed by Bannister and Kouzarides, 2011) . H3K4 methylation marks are established by the SET1 and mixed lineage leukemia (MLL) family of histone methyltransferases. Among the readers of di-and trimethylated H3K4 are PHD (plant homeodomain) finger proteins (Bannister and Kouzarides, 2011 )-for example, the TAF3 subunit of the general transcription machinery for RNAPII. The targeting of TFIID connects the promoter mark H3K4me3 to the initiation of transcription (Vermeulen et al., 2007) . Other readers of H3K4 methylation include the V(D)J recombinase subunit RAG2, chromatin modifiers, and remodeling factors. In contrast to H3K4, H3K27 is methylated by the polycomb repressive complex 2 (PRC2). This modification recruits PRC1, a polycomb complex that blocks RNA polymerase and mediates transcriptional repression (Morey and Helin, 2010) . Trimethylated H3K9 is a mark of inaccessible chromatin, or heterochromatin. Among the readers of H3K9me3 is the chromodomain protein heterochromatin protein 1 (HP1), which propagates the formation of inaccessible chromatin (Bannister and Kouzarides, 2011) . Most CG dinucleotides in mammalian genomes are targeted by DNA metyltransferases that modify cytosine residues. CG-rich promoterproximal sequences (CpG islands) are specifically protected from DNA methylation by the binding of Cfp1 (Thomson et al., 2010) . Readers of DNA methylation include methyl-binding proteins such as MECP2 (mutated in Rett syndrome; Guy et al., 2007) . Histone acetylation is linked to the transcriptional machinery by bromodomain proteins such as the BET protein BRD4, which interact with the Mediator complex and transcription elongation factors. Mediator regulates transcription by bridging sequence-specific DNAbinding proteins with RNAPII (Conaway and Conaway, 2011; Soutourina et al., 2011) , and elongation factors facilitate transcription by promoting Pol II processivity (Yang et al., 2005; Jang et al., 2005). 1980). Indeed, a substantial fraction of cytosine methylation in mammalian genomes is found in transposable elements; CTCF binding occurs in hypomethylated regions, thus partially protecting surrounding genetic sequences from methylation (see also Cohen et al., 2011) .
A second possible advantage is in modulating the RNAi-mediated control of transposable elements in somatic cells or in the germline (Fedoroff, 2012; Siomi and Siomi, 2011) (Figure 2 ). Duplication either of entire genomes or of genomic regions results in repeated genomic information and the danger of illegitimate recombination, and RNAi may have facilitated the expansion of higher eukaryotic genomes by limiting the danger of illegitimate recombination (Fedoroff, 2012) . Once controlled, duplications can diversify to drive the evolution of genes, gene regulatory elements, and the factors that bind them (for example, Boris, a CTCF paralog active in germline cells [Loukinov et al., 2002] ).
Epigenetic mechanisms such as DNA methylation and RNAi have facilitated the domestication of transposable elements, which in turn has enabled the genomes of higher eukaryotes to accommodate vast numbers of transposable elements. These transposable elements have been repurposed to build centromeres and telomeres (Ló pez-Flores and Garrido-Ramos, 2010), to remodel genome and regulatory architectures (Kunarso et al., 2010; Schmidt et al., 2012b) , and to rearrange immune receptor loci (Schatz, 2004) .
Cohesin
Cohesin Functions in the Cell Cycle A strong candidate for mediating long-range interactions between regulatory elements is cohesin, a multiprotein complex that provides cohesion between sister chromatids from the time of DNA replication in S phase until cell division (Nasmyth and Haering, 2009 ). This function of cohesin enables postreplicative DNA repair and proper chromosome segregation through mitosis and meiosis and hence the integrity of genomic information passed on from mother to daughter cells and from one generation of multicellular organisms to the next. Unsurprisingly, this function of cohesin is essential, and cohesin is highly conserved through evolution (Nasmyth and Haering, 2009). At (Soufi et al., 2012) . Lineage-specific TFs often rely on pre-existing permissive chromatin; Foxp3, T-bet, and RORgt are induced in specialized T cell subsets and bind pre-existing regulatory elements (Ciofani et al., 2012; Samstein et al., 2012; Vahedi et al., 2012) . TF binding can be indifferent to DNA methylation (Bell et al., 2011) , but CTCF prefers hypomethylated DNA (Bell and Felsenfeld, 2000; Hark et al., 2000; Kanduri et al., 2000; Wang et al., 2012) . This relationship is reciprocal, as CTCF can influence the methylation status of distal regulatory regions (Stadler et al., 2011) , blurring cause and effect of preferential binding to hypomethylated DNA. The differential methylation of CG-rich sites can exclude CTCF, allowing for the parentof-origin-specific (imprinted) regulation of IGF2/H19 (Bell and Felsenfeld, 2000; Hark et al., 2000; Kanduri et al., 2000) . CTCFL, a paralog of CTCF, binds DNA irrespective of methylation (Nguyen et al., 2008) . TF binding recruits chromatin remodelers and chromatin-modifying enzymes (''writers'' and ''erasers'') that modify histones or methylate DNA. Chromatin modifications can limit recombination between repetitive regions of the genome and impact the activity of transposable elements that drive genome evolution, including the evolution of regulatory elements. DNA methylation and histone modifications are recognized by chromatin ''readers'' that link chromatin modifications to the transcription machinery (Box 3). Transcription alters the chromatin structure of transcribed regions; at lymphocyte receptor loci, transcription drives rearrangement by depositing H3K4me3, which is recognized by the PHD finger of Rag2, a component of the V(D)J recombination machinery. As the process of transcription itself, RNA transcripts can impact the chromatin landscape. Repeat-associated transcripts activate RNA interference mechanisms that modify chromatin and control transposable elements (Fedoroff, 2012) . In mammals, this mechanism appears restricted to germ cells (Siomi and Siomi, 2011) . Long noncoding RNAs also regulate chromatin structure and gene expression, as exemplified by Xist, which mediates X chromosome inactivation in female mammals (Brockdorff, 2011) . Cohesin is recruited to active genes alongside TFs and the basal transcription machinery (Schmidt et al., 2010a; Kagey et al., 2010) and in turn can facilitate TF binding to low-affinity sites (Faure et al., 2012) . the heart of cohesin (as well as of the highly related condensin and Smc5/6 complexes) are heterodimers of SMC (structural maintenance of chromosomes) proteins. The V-shaped Smc1-Smc3 heterodimer is complemented by Rad21/Scc1 and Scc3/SA1/SA2 subunits to form a ring-like structure large enough to topologically embrace two chromatin fibers (Nasmyth and Haering, 2009) .
Consistent with its role in postreplicative DNA repair and chromosome segregation, cohesin is enriched at sites of DNA damage (Strö m et al., 2004; Unal et al., 2004) and at centromeres (Nasmyth and Haering, 2009 ). In higher eukaryotes, cohesin is a major component of chromatin also in noncycling and even in postmitotic cells. This points to a role for cohesin outside of the cell cycle, and indeed, there is growing evidence that cohesin contributes to the regulation of chromatin structure and gene expression in interphase.
Cohesin's Emerging Roles in Gene Regulation
Initial evidence for a role of cohesin in gene regulation came from genetic studies in Drosophila, in which the expression of specific , and contributes to long-range interactions (Sekimata et al., 2009; Hadjur et al., 2009). homeobox genes is dependent on the dosage of the cohesin loading factor Nipped-B (Rollins et al., 1999) . Heterozygous mutations in NIPBL, the human homolog of Nipped-B, were subsequently found to cause the developmental disorder Cornelia de Lange syndrome (Strachan, 2005) , and similar developmental abnormalities are associated with mutations in cohesin subunits (Strachan, 2005) , cohesin cofactors , and cohesin-modifying enzymes (Vega et al., 2005; Deardorff et al., 2012) . Although cultured cells derived from NIPBL heterozygous individuals do not show clear defects in chromosome segregation (Strachan, 2005) , a distinction between cell-division-related and celldivision-independent cohesin functions is required to support a direct link between cohesin and gene expression. This was first demonstrated by depleting cohesin from postmitotic cells in Drosophila (Pauli et al., 2008 (Pauli et al., , 2010 Schuldiner et al., 2008) and later in noncycling mouse thymocytes (Seitan et al., 2011) . Cohesin-depleted Drosophila neurons show defective axon pruning as a result of deregulated ecdyson receptor expression (Pauli et al., 2008 (Pauli et al., , 2010 Schuldiner et al., 2008) . Genetic ablation of the Rad21 cohesin subunit in mouse thymocytes impairs the transcription and rearrangement of the developmentally regulated T cell receptor a locus and disrupted thymocyte differentiation (Seitan et al., 2011) .
Recent studies uncovered two distinct types of cohesin sites that might mediate cohesin's roles in gene regulation. Strong cohesin sites usually coincide with the binding of CTCF (Wendt et al., 2008; Parelho et al., 2008; Stedman et al., 2008; Rubio et al., 2008) , whereas numerous and often weaker cohesin sites map to active promoters and enhancers (Schmidt et al., 2010a; Kagey et al., 2010; Faure et al., 2012) . Here, cohesin is colocalized with its loading factor Nipbl, with Mediator components, and with tissue-specific transcription factors (Schmidt et al., 2010a; Kagey et al., 2010) .
Cohesin Functions in Gene Regulation and Development Mediating Chromosomal Long-Range Interactions
The demonstration of long-range interactions between cohesin binding sites (Hadjur et al., 2009; Nativio et al., 2009; Kagey et al., 2010; Seitan et al., 2011) suggested that cohesin may affect gene expression by this mechanism. CTCF had long been thought to contribute to the spatial organization of the genome (Wallace and Felsenfeld, 2007) , but a dependence of CTCF-based long-range interactions on cohesin was first demonstrated for the mouse Ifng locus (Hadjur et al., 2009) . A CTCF binding site 60-70 kb upstream of the Ifng coding region is conserved in many mammals and is selectively retained in rodent genomes, despite the near-complete deletion of the associated gene, Il26 ( Figure 3B ). This site is preserved despite the insertion of a long interspersed nuclear element (LINE) at +57-59 kb and a long terminal repeat (LTR)-LINE-LTR at +73-87 kb (Schoenborn et al., 2007) and complex structural rearrangements and segmental duplications that disrupt synteny with human over a region of 50 kb upstream of the Ifng coding region (Schoenborn et al., 2007; She et al., 2008) . In both human and mouse, this site contacts two other CTCF sites, one in the first intron of Ifng and the other about 100 kb downstream of the locus (Sekimata et al., 2009; Hadjur et al., 2009) . These long-range interactions occur selectively in T helper 1 cells, which inducibly express Ifng. CTCF and cohesin are both required for these interactions. The contribution of the upstream CTCF binding site suggests that the selective retention of this site, despite the deletion of the associated Il26 locus, is functionally relevant for the regulation of Ifng (Sekimata et al., 2009; Hadjur et al., 2009 ).
Cohesin depletion is linked to disrupted promoter-enhancer interactions in embryonic stem (ES) cells (Kagey et al., 2010) and in thymocytes (Seitan et al., 2011) . Interactions mapped in ES cells involve relatively short distances (3-5 kb; Kagey et al., 2010) , whereas deletion of the cohesin subunit Rad21 in noncycling mouse thymocytes distorted the chromatin architecture of the developmentally regulated T cell receptor a locus Tcra over at least 80 kb. Interestingly, cohesin binding sites flank major promoter and enhancer elements of Tcra, and cohesin strengthens long-range promoter-enhancer interactions (Figure 4 ). This correlates with transcription and rearrangement of the locus and, ultimately, thymocyte differentiation (Seitan et al., 2011) . In another example, the imprinted H19/IGF2 locus, CTCF-based, cohesin-mediated long-range interactions were shown to disrupt enhancer-promoter contacts (Nativio et al., 2009) . It is tempting to think that the impact of cohesin on gene regulation depends on the nature of gene regulatory elements it connects at a specific locus.
Although these examples show correlations between gene expression, long-range interactions, and cohesin binding, it should be noted that the detailed causal relationships remain to be worked out. It also remains to be explored how the mechanism of cohesin-mediated long-range interactions in cis relates to the topological embrace thought to provide sister chromatid cohesion in trans (Nasmyth and Haering, 2009 ). Limitations of current experimental approaches to understanding cohesin's role in gene expression are discussed in Box 4. 
. Cohesion and CTCF Link Regulatory Elements at the Tcra Locus
Cohesin binding sites flank major regulatory elements of Tcra, the TEA promoter, and the Ea enhancer. Cohesin strengthens promoter-enhancer interactions over a genomic distance of 80 kb, facilitating Tcra transcription and rearrangement of coding sequences (Seitan et al., 2011) . A CTCFdependent insulator separates the Ea enhancer from the housekeeping gene Dad1 (Magdinier et al., 2004; Zhong and Krangel, 1999) . Cohesin depletion increases the transcription of Dad1 at the expense of Tcra (Seitan et al., 2011) . Schmidt et al. (2010a) correlated the binding of transcription factors with cohesin recruitment but did not explore the biochemical mechanisms that mediate this colocalization. They found that cohesin depletion affects gene expression, but the interpretation of these data is complicated by global shifts in gene expression. The authors dealt with this issue by focusing on estrogen-responsive genes, but many other gene expression changes remain to be explained. Kagey et al. (2010) deprived ES cells of cohesin, a complex that is essential for successful chromosome segregation in mitosis and for other aspects of chromosome biology in cycling cells such as DNA replication and postreplicative DNA repair. This resulted in the misexpression of most ES-cell-expressed genes. However, ES cells are rapidly cycling, making it difficult to discern whether loss of cohesin brought about changes in gene expression as a result of specific gene regulatory functions or the activation of DNA damage checkpoints. The authors deliberately limited the scope of their analysis by focusing on the effects of knocking down cohesin, cohesin-loading factors, and mediator subunits and by combining gene expression data with genomic binding data. Nevertheless, it is important to remember that the loss of cohesin from cycling cells can trigger damage responses that may radically alter the pattern of gene expression and antagonizes the expression of pluripotency factors (Lin et al., 2005) . A study by Seitan et al. (2011) largely avoids cell-cycle-related issues but does make the assumption that cohesin-dependent enhancerpromoter interactions are the ''cause''-rather than a correlate-of defective transcription in cohesin-depleted cells. Studies on postmitotic cells in Drosophila provide the clearest dissociation to date between cohesin functions in cycling and noncycling cells (Pauli et al., 2008 (Pauli et al., , 2010 Schuldiner et al., 2008) but provide little mechanistic insight into how cohesin affects gene expression.
Box 4. Limitations of Current Experimental Approaches to Understanding Cohesin's Role in Gene Expression

Strengthening Transcription Factor Binding at Low-Affinity Motifs
In addition to its role in supporting long-range interactions, cohesin may facilitate the binding of transcription factors to suboptimal sequence motifs (Faure et al., 2012) . A recent study exhaustively compared the genomic binding of a large set of tissue-specific transcription factors, cohesin, and RNAPII with full annotation of chromatin state in mouse liver with the goal of understanding the transcriptional interplay among these elements of regulation. Cohesin is found to stabilize the binding of transcription factors to lower-affinity sequence motifs-a hypothesis confirmed by testing whether specific transcription factor modules (identified based on their motif quality) are destabilized in a mouse haploinsufficient for the cohesin subunit RAD21.
In summary, mounting evidence argues for multiple roles of cohesin in gene regulation. In a few examples (Pauli et al., 2008 (Pauli et al., , 2010 Schuldiner et al., 2008; Seitan et al., 2011) , the impact of cohesin on gene expression has been dissociated from cohesin's essential functions in DNA repair, chromosome segregation, and emerging functions in DNA replication (TittelElmer et al., 2012) .
CTCF and Cohesin Regulate Complex Loci
The interdependence of chromatin modifications, regulatory elements, transcription factor binding, and promoter-enhancer interactions is illustrated by the imprinted H19/IGF2 locus, which provides a well-documented example of a mammalian insulator (Figure 1) . The IGF2/H19 imprinting control region (ICR) comprises a cluster of CTCF sites, and imprinted H19/ IGF2 expression is regulated by the selective ICR methylation in sperm, but not in ova. Thus, CTCF selectively binds the unmethylated maternal allele, where it blocks the expression of IGF2 (Bell and Felsenfeld, 2000; Hark et al., 2000; Kanduri et al., 2000) . The insulator function of CTCF at the maternal IGF2/H19 allele is reflected in reduced long-range interactions of a distal enhancer with the maternal IGF2 promoter (Murrell et al., 2004) . In contrast, methylation of the paternal ICR precludes CTCF binding and abrogates insulator function so that paternal IGF2 is expressed (Bell and Felsenfeld, 2000; Hark et al., 2000; Kanduri et al., 2000;  Figure 1 ). Maternally inherited ICR microdeletions that remove a subset of CTCF sites can result in the methylation of remaining sites and the loss of imprinting in Beckwith-Wiedemann syndrome (Choufani et al., 2010) . The impact of such deletions correlates with the spatial arrangement rather than the number of the remaining CTCF sites (Beygo et al., 2013) .
In addition to H19/IGF2, CTCF and cohesin regulate many other complex loci, including the b-globin locus (Splinter et al., 2006) , proto-cadherin loci (Hirayama et al., 2012; Remeseiro et al., 2012) , lymphocyte receptor loci (Seitan et al., 2012) , and the X chromosome inactivation region (Spencer et al., 2011) . It is possible that complex loci are particularly dependent on CTCF and cohesin.
Regulation of Multigene Cluster Loci
Conditional deletion of CTCF from postmitotic projection neurons results in the misexpression of several hundred transcripts, including the clustered protocadherin genes. Mice lacking CTCF in a subset of their neurons have defects in functional somatosensory mapping and suffer from postnatal growth retardation and abnormal behavior (Hirayama et al., 2012) . A different mouse model demonstrates that the cohesin subunit SA1 positively regulates neuronal protocadherin gene expression (Remeseiro et al., 2012) .
Lymphocyte receptor loci contain hundreds of coding elements arranged over large genomic regions. To make functional lymphocyte receptors, these regions must be rearranged by a somatic recombination process mediated by the transposon-derived recombinases Rag1 and Rag2 (Schatz, 2004) . Rag2 links chromatin structure to the somatic rearrangement of lymphocyte receptor gene loci due to its selective interaction with H3K4me3 (Matthews et al., 2007) . Recruitment of Rag2 by transcription-associated histone modifications explains why the initiation of recombination requires transcriptional activity. Regulation of this activity in a cell-type-and developmentalstage-specific manner provides a mechanism for rearranging each lymphocyte receptor locus at the appropriate time and in the appropriate cell type (Stanhope-Baker et al., 1996) . Interestingly, the coordination of cell-type-and developmental-stagespecific lymphocyte receptor locus transcription requires both CTCF and cohesin (Degner et al., 2011; Seitan et al., 2011; Ribeiro de Almeida et al., 2011 ; reviewed by Seitan et al., 2012; Bossen et al., 2012) . Furthermore, transcription and rearrangement of lymphocyte receptor loci are perturbed by the deletion of endogenous CTCF sites (Guo et al., 2011) or the introduction of ectopic CTCF sites (Shrimali et al., 2012) . CTCF Control of Noncoding RNA Transcription The impact of CTCF and cohesin on the transcription and rearrangement of lymphocyte receptor gene loci is mediated in part by long-range interactions and in part by antisense transcription (Degner et al., 2011; Featherstone et al., 2010) . This theme is reiterated at the locus encoding ataxin-7, which is flanked by a CAG/polyglutamine repeat. When expanded, this repeat results in the neurodegenerative disorder spinocerebellar ataxia. The ataxin-7 repeat and translation start site are flanked by binding sites for CTCF, and CTCF promotes the transcription of a noncoding, convergently transcribed antisense RNA, which determines ataxin-7 promoter usage (Sopher et al., 2011) .
The ribosomal DNA (rDNA) locus contains hundreds of copies of rDNA genes, only some of which are actively transcribed. In addition to rDNA gene promoters, rDNA transcription is regulated by spacer promoters that give rise to noncoding RNAs and are regulated by CTCF (van de Nobelen et al., 2010) .
In mammals, X chromosome inactivation equalizes X-linked gene expression between XY male and XX female cells and is controlled by a genomic region designated the X-inactivation center. This region harbors two distinct chromatin segments, each centered around noncoding genes transcribed in opposite directions, Xss, ist and Tsix. A conserved CTCF binding element positioned between these regions facilitates Xist induction and X chromosome inactivation in female cells (Spencer et al., 2011) . Transcriptional Regulation Linked to CTCF Eviction or Recruitment Inducible noncoding RNA transcription has been reported to evict CTCF from a site upstream of the chicken lysozyme promoter (Lefevre et al., 2008) . The RARb2 gene displays an intriguing mechanism for regulated CTCF recruitment (Le May et al., 2012) . It starts with the introduction of DNA breaks by the XPG endonuclease and is followed by DNA repair, which replaces methylated with unmethylated DNA. This allows CTCF to bind and to form chromatin loops that correlate with locus transcription (Le May et al., 2012) . Regulation of RNA Polymerase Elongation and Alternative Splicing Fay et al. (2011) have shown that local cohesin binding can impact the processivity of RNAPII. The rate of transcriptional elongation is known to impact on alternative splicing (Ip et al., 2011) , and CTCF can promote the inclusion of weak exons by mediating local RNAPII pausing at the alternatively spliced CD45 locus as well as genome wide (Shukla et al., 2011) . Both CTCF binding and exon inclusion are sensitive to DNA methylation, linking the developmental regulation of splicing with epigenetic marks.
The mechanisms described in this section are the result of detailed locus-specific studies, and their general significance remains to be tested on a genome-wide level.
Perspective CTCF binding is often associated with constitutive DNaseI hypersensitive sites (Parelho et al., 2008) . Within one species, some CTCF sites can reflect cell-type-specific chromatin states , but most CTCF sites are shared among different cell types (Kim et al., 2007) . Most-but not all-CTCF sites attract cohesin and, although the mechanisms of selective cohesin recruitment by CTCF remain to be defined, it is clear that, in isolation, CTCF-associated cohesin sites are relatively static among diverse cell types and tissues. On the scale of evolutionary time, the ancient and ongoing remodeling of the mammalian genome by repeat elements that carry CTCF insures that even these stable CTCF-cohesin anchorages diverge between species. In contrast, cohesin binding at enhancers and promoters is often cell-type specific and thus reflects the dynamic transcriptional state of different cell types (Kagey et al., 2010; Schmidt et al., 2010a; Kim et al., 2005; Rada-Iglesias et al., 2011; Heintzman et al., 2009; Visel et al., 2009; Shen et al., 2012) . The interaction of cohesin with both CTCF and active enhancers and promoters can be thought of as a unifying mechanism that links the rapidly evolving binding of tissue-specific transcription factors with the more developmentally and evolutionarily stable binding of CTCF into networks of long-range interactions that reflect and promote the transcriptional programs of specific cell types.
