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a b s t r a c t
This paper deals with an approximation problem concerning vector fields through the
new notion of div–rot variational splines. The minimizing problem is addressed in a finite
element space through the choice of some semi-norms based on decomposition of the
divergence operator and vector fields into a form with a rotational part. We study the
existence and the uniqueness of the solution of such a problem. Then, a convergence result
and an estimation of the error are established. Some numerical and graphical examples are
analyzed in order to prove the validity of our method. Furthermore, we compare and show
how our method improves upon one existing in the literature.
© 2013 The Authors. Published by Elsevier B.V
1. Introduction
Vector field approximation is a problem arising in many scientific applications, in areas such as fluid mechanics, meteo-
rology, optical flow analysis, electromagnetics and image processing; see for example [1] and some of its references.
In recent years, different techniques for the construction of a curve or surface have been developed—for example, inter-
polation or fitting with spline functions, based on the minimization of a certain functional in a Sobolev space in relation to
certain Lagrange or Hermite data (see [2–6]). In [7] the authors studied the approximation of vector fields using thin splines
with tension. In [8], they studied the splines under tension in a bounded domain, discussing error and convergence for in-
terpolation using div–curl splines under tension of a vector field in the classical vectorial Sobolev space (see also [9]). In [10]
the authors chose a semi-norm based on the decomposition of vector fields into rotational and gradient parts. They used the
variational spline technique, determining the vectorial function which minimizes such semi-norms over all the functions in
a suitable semi-Hilbert space interpolating the data. Meanwhile, the same authors in [11] define three-dimensional splines
interpolating data while being irrotational or divergence free.
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In this context, we present an approximation problem involving the novel notion of div–rot variational splines. The min-
imizing problem is resolved by choosing some semi-norms based on the decomposition of a diverging operator and vector
fields with a rotational part. We study the existence and the uniqueness of the solution of such a problem, and show how to
compute it in practice. We then establish a convergence result to show that the theory of minimizing functional splinesmay
be used for an approximation or for the fitting of a vector field controlled by divergence and rotation of the vector field. Such
minimizing functionals combine semi-norms of Sobolev space with the expressions for divergence and rotation, which in
turn are controlled by some parameters. Another advantage of this work is that it can be considered as a generalization of
papers [2–6] to the study of approximating vector fields.
The remainder of this paper is organized as follows. In Section 2, we briefly recall some preliminary notation and results.
Section 3 states the approximation problem and defines the notion of a discrete div–rot smoothing variational spline, while
in Section 4 we show how to compute such a spline. A convergence theorem and an estimation of the error are studied in
Section 5. In Section 6, some numerical and graphical examples are given, and a comparison with another method existing
in the literature is established.
2. Notation and preliminaries
Let n,m ∈ N∗, ⟨ · ⟩n and ⟨ · , · ⟩n denote, respectively, the Euclidean norm and the inner product in Rn. Let Ω be an
open bounded subset ofRn and let Hm(Ω;Rn) be the usual Sobolev space of (classes of) functions u belonging to L2(Ω;Rn),
together with all their partial derivatives ∂αu, in the distribution sense, of order |α| ≤ m, where α = (α1, . . . , αn) ∈ Nn and
|α| = α1 + · · · + αn ≤ m. This space is equipped with the inner semi-products
(u, v)ℓ,n =

|α|=ℓ

Ω

∂αu(x), ∂αv(x)

n dx, 0 ≤ ℓ ≤ m,
the semi-norms
|u|ℓ,n =

|α|=ℓ

Ω

∂αu(x)
2
n dx
1/2
, 0 ≤ ℓ ≤ m,
and the corresponding norm
∥u∥m,n =

|α|≤m

Ω

∂αu(x)
2
n dx
1/2
.
In Hm(Ω), which means n = 1, we simplify the previous notation to (u,u)ℓ, |u|ℓ and ∥u∥m, respectively.
We denote byMN,n the space of real matrices with N rows and n columns equipped with the inner product
⟨T , B⟩N,n =
N,n
i,j=1
tijbij,
and the corresponding norm
⟨T ⟩N,n =
⟨T , T ⟩N,n1/2 ,
with T = (tij) 1≤i≤N
1≤j≤n
and B = (bij) 1≤i≤N
1≤j≤n
belonging toMN,n.
In the following, let Ω be a polyhedrical open subset of R3. We use the classical notation for divergence and rotational
operators, given by
divu = ▽ · u =
3
i=1
∂iui
rotu = ▽× u = (∂2u3 − ∂3u2, ∂3u1 − ∂1u3, ∂1u2 − ∂2u1)
with u = (u1, u2, u3), and× stands for the vector product in R3 and ∂iuj = ∂uj∂xi , i, j = 1, 2, 3.
Moreover, we assume as given:
• a partition T ofΩ into tetrahedra or parallelepipeds K ;
• a finite element space X constructed on T such that
X is a space of finite dimension I of Hm(Ω) ∩ Ck(Ω), m ≤ k+ 1. (1)
Let V = X3 be the parametric finite element space obtained from X . From (1) we deduce that
V ⊂ Hm(Ω;R3) ∩ Ck(Ω;R3), (2)
Ck(Ω;R3) standing for the classical set of continuous functions of class Ck. For the construction of the parametric finite
element space V and its properties, see [12].
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3. Discrete div–rot smoothing variational splines
To formulate the variational problem, we assume as given:
• an ordered subset A of N distinct points ofΩ;
• for i = 1, . . . ,N , a vector ϕi = (ϕ1i , ϕ2i , ϕ3i ) ∈ R3.
Let Φ = (ϕi)1≤i≤N ∈ MN,3 and let L : Hm(Ω;R3) → MN,3 be the Lagrangian operator defined by Lv = (v(ai))1≤i≤N , with
ai ∈ A for i = 1, . . . ,N .
We suppose that A contains a Pm−1(Ω;R3)-unisolvent subset, which means that
KerL ∩ Pm−1(Ω;R3) = {0}, (3)
where Pm−1(Ω;R3) stands for the space of vectorial polynomials with a total degree≤ m− 1.
In this situation, given τ = (τ1, τ2, τ3) ∈ R3, with τi ≥ 0, for i = 1, 2 and τ3 > 0, we consider the followingminimization
problem: Find σ ∈ V such that
∀v ∈ V , J(σ) ≤ J(v), (4)
where, for all v ∈ V , J is the functional defined by
J(v) = ⟨Lv− Φ⟩2N,3 + τ1 |div v|20 + τ2 |rot v|20,3 + τ3 |v |2m,3 .
Remark 1. We observe that the functional J can be interpreted as follows:
• the first term of J(v) indicates how well v approachesΦ in a least discrete squares sense;
• the second term measures the divergence operator of the approximating function v;
• the third term measures the rotational operator of the approximating function v;
• meanwhile, the last term represents the classical smoothness measure, and it is introduced in order to avoid any
oscillations;
• the parameter vector τ weights the importance given to each term.
Although it is clear that σ and J depend on various data, for the sake of simplicity we omit this dependence in the notation.
Definition 2. Each solution of (4), if it exists, will be called a discrete div–rot smoothing variational spline in V relative to
A, L,Φ and τ .
Theorem 3. The problem (4) has a unique solution σ ∈ V , which is also the unique solution of the following variational problem:
For all v ∈ V ,
⟨Lσ, Lv⟩N,3 + τ1(div σ, div v)0 + τ2(rot σ, rot v)0,3 + τ3(σ, v)m,3 = ⟨Lσ,Φ⟩N,3 . (5)
Proof. Taking into account (2), (3) and that the following norm:
[[v]] = ⟨Lv⟩2N,3 + τ1(div v, div v)0 + τ2(rot v, rot v)0,3 + τ3|v|2m,31/2 (6)
is equivalent in Hm(Ω;R3) to the norm ∥.∥m,3, one easily checks that the symmetric bilineara : V × V −→ R given bya(u, v) = ⟨Lu, Lv⟩N,3 + τ1(divu, div v)0 + τ2(rotu, rot v)0,3 + τ3(v, v)m,3
is continuous and V -elliptic. Likewise, the linear form
ϕ : v ∈ V −→ ϕ(v) = ⟨Lv,Φ⟩N,3
is continuous. The result is therefore a consequence of the Lax–Milgram lemma (cf. [13]). 
4. Computing the solution
We are now going to show how to obtain, in practice, any discrete div–rot smoothing variational spline, yet assuming
that we know the parameter values associated with the given data points. Therefore, setting σ(Ω), for selected values of τ ,
provides a solution for our problem.
Let {w1, . . . , wI} be a basis of X . Then, the family B = {v3(i−1)+j = ejwi; i = 1, . . . , I, j = 1, 2, 3} is a basis of V , where
{e1, e2, e3} indicates the canonical basis of R3. Let R = 3I .
Hence, σ belongs to V , so it can be expressed as σ =Ri=1 γivi, with γi ∈ R, for i = 1, . . . , R, which are unknown.
Applying the relation (5), for all v ∈ V , we obtain (γi)1≤i≤R as a solution of a linear system of the order R.
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This system can be expressed in matrix form as
(R1 + τ1χ1 + τ2χ2 + τ3R2) γ = C γ = β, (7)
where
γ = (γi)⊤1≤i≤R ∈ RR,
R1 =

Lvi, Lvj

N,3

1≤i,j≤R
∈MR,R,
χ1 =

(div vi, div vj)0

1≤i,j≤R ∈MR,R,
χ2 =

(rot vi, rot vj)0,3

1≤i,j≤R ∈MR,R,
R2 =

(vi, vj)m,3

1≤i,j≤R ∈MR,R,
β =

Lvj,Φ

N,3

1≤j≤R
∈ RR.
Proposition 4. The coefficient matrix C of the linear system given in (7) is symmetric, positive definite and of the band type.
Proof. Obviously matrix C is symmetric.
Now, let x = (x1, . . . , xR) ∈ RR. Then,
xCxT = x (R1 + τ1χ1 + τ2χ2 + τ3R2) xT
=
R
i,j=1
xi

Lvi, Lvj

N,3 + τ1(div vi, div vj)0 τ2(rot vi, rot vj)0,3 + τ3(vi, vj)m,3

xj
=
L R
i=1
xivi

, L

R
j=1
xjvj

N,3
+ τ1

div

R
i=1
xivi

, div

R
j=1
xjvj

0
+ τ2

rot

R
i=1
xivi

, rot

R
j=1
xjvj

0,3
+ τ3

R
i=1
xivi,
R
j=1
xjvj

m,3

= ⟨Lw⟩2N,3 + τ1|divw|20 + τ2|rotw|20,3 + τ3|w|2m,3 ≥ 0,
with w = Ri=1 xivi. Moreover, if xCxT = 0, then using the norm defined in (6), one has [[w]] = 0, and it follows that
w = 0.
For the linear independence of the family {vi}1≤i≤R, we therefore deduce that xi = 0, for all i = 1, . . . , R, and in
consequence x = 0. Hence, C is a positive definite matrix.
Finally, the matrix C is of the band type because each functionwi has reduced local support. 
5. Convergence and estimation of the error
Suppose we are given a vector function F ∈ Hm(Ω;R3). For any r ∈ N, we consider Ar , Lr , LrF, Jr , Tr , Xr and Vr instead
of the elements A, L,Φ, J, T , X and V given in Section 2.
Let us show that, under certain hypotheses, the discrete div–rot smoothing variational splineσr inVr relative toAr , Lr , LrF
and τ = τ(r) converges to F as r →+∞.
To this end, we suppose that the following hypothesis holds:
sup
x∈Ω
min
a∈Ar
⟨x− a⟩3 = o

1
r

. (8)
For any r ∈ N, let h = h(r) = maxK∈Tr diam K , where diam K is the diameter of K , and suppose that
h → 0, as r →+∞. (9)
Furthermore, for the convergence result, we suppose that card(Ar) = N = N(r) verifies
∃ C > 0, ∃r0 ∈ N : ∀ r ≥ r0, N(r) ≤ Cr3, (10)
which is an asymptotic regularity property of the distribution of the points of Ar inΩ .
We suppose that there exists a constant C > 0 and, for any r ∈ N, a linear operator Πr : L2(Ω;R3) → Vr verifying
(Clément [14]):(i) ∀ l = 0, . . . ,m, ∀ y ∈ Hm(Ω;R3), |y−Πry|l,3 ≤ Chm−l |y|m,3 ;(ii) ∀ y ∈ Hm(Ω;R3), limr→+∞ |y−Πry|m,3 = 0. (11)
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Let pi, for each i = 1, 2, 3, denote the projection function from R3 into R. Then, the expression for the operator Πr(v) =
(πr(pi ◦ v))i=1,2,3 is the following:
∀ v ∈ L2(Ω), πrv =
I
i=1
ϕi(qi)wi, (12)
I = dim Xr , {ϕ1, . . . , ϕI} being the degree of freedom of Xr . Moreover, for each i = 1, . . . , I, wi is the basis function
associated with ϕi, with support Si ⊂ Ω , and qi ∈ Pm(Si) is the polynomial associated withwi defined by
∀ q ∈ Pm(Si), (v − qi, q)0,Si = 0, (13)
where (·, ·)0,Si is defined as (·, ·)0 for Si instead ofΩ .
Likewise, we need the following results.
Proposition 5. Let B0 = {b01, . . . , b0△} be a Pm−1(Ω;R3)-unisolvent subset of points of Ω , with △ = dimPm−1(Ω;R3).
Then, there exists η > 0 such that, if Bη designates the set of a△-tuples B = {b1, . . . , b△} of points inΩ verifying the following
condition:
∀j = 1, . . . ,△, bj − b0j3 < η,
then, the application defined for all B ∈ Bη by
[[v]]Bm =
 △
j=1

v(bj)
2
3 + |v|2m,3
1/2
, ∀v ∈ Hm(Ω;R3),
is a norm in Hm(Ω;R3), uniformly equivalent inBη to the usual Sobolev norm ∥ · ∥m,3.
Proof. It is analogous to Proposition V-1.2 of [2]. 
We suppose that the families (Ar)r∈N and (Tr)r∈N are linked by the relation
∃C > 0,∀r ∈ N, ∀K ∈ Tr , card(A
r ∩ K)
meas(K)
≤ Cr3. (14)
This is a translation of the asymptotic regularity of the density of the points of Ar over the elements K of Tr , with meas(K)
denoting the area of K .
Lemma 6. We suppose that the hypotheses (1), (9)–(11) and (14) hold. Then, there exist C > 0 and h0 > 0 such that
∀v ∈ Hm(Ω;R3), ∀r ∈ N, h ≤ h0,
Lr(Πrv− v)
2
N,3 ≤ Ch2mr3 |v|2m,3 .
Proof. See Lemma VI-3.1 of [2]. 
Theorem 7. Suppose that the hypotheses (2), (3), (8)–(11) and (14) hold and that
∀ i = 1, 2, τi = o(τ3), as r →+∞, (15)
τ3 = o(r3), as r →+∞. (16)
h2mr3
τ3
= o(1), as r →+∞. (17)
Then, one has
lim
r→+∞ ∥F− σr∥m,3 = 0.
Proof. Step (1): First of all, for all r ∈ N, we have
Jr(σr) ≤ Jr(ΠrF). (18)
Taking into account (3), (8) and (9), it follows from (11) that
|ΠrF|2m,3 = |F|2m,3 + o(1), as r →+∞. (19)
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In addition, from Lemma 6, for great enough r , we obtain
Lr(ΠrF− F)
2
N,3 ≤ Ch2mr3 |F|2m,3 . (20)
Then, it can be deduced from (8)–(20) that the family (σr)r∈N verifies the following relations:
|σr |2m,3 = |F|2m,3 + o(1), as r →+∞, (21)
and 
Lr(σr − F)
2
N,3 = O(τ3), as r →+∞. (22)
Step (2): Let B0 = {b01, . . . , b0△} be a Pm−1(Ω;R3)-unisolvent set of points inΩ , and let η be the constant in Proposition 5.
Obviously, withΩ being an open set, there exists η′ ∈ (0, η] such that
∀j = 1, . . . ,△, B(b0j, η′) ⊂ Ω.
From (8), we have
∀r ∈ N, 1
r
< η′, ∀j = 1, . . . ,△, B(b0j, η′) ⊂

a∈Ar∩B(b0j,η′)
B

a,
1
r

.
IfNj = card

Ar ∩ B(b0j, η′)

, it follows that
∀r ∈ N, 1
r
< η′, ∀j = 1, . . . ,△,

η′ − 1
r
3
≤ Njr−3,
which implies, for all r0 ∈ (0, η′), that
∀r ∈ N, r ≥ r0, ∀j = 1, . . . ,△, Nj ≥

η′ − 1
r
3
r3. (23)
Now, from (16) and (22), it follows that
∀j = 1, . . . ,△,

a∈Ar∩B(b0j,η′)
⟨(σr − F)(a)⟩23 = o(r3), as r →+∞. (24)
Let arj ∈ Ar ∩ B(b0j, η′) such that
(σr − F)(arj )

3
= min
Ar∩B(b0j,η′)
⟨(σr − F)(a)⟩3 .
Then, it follows from (23) and (24) that
∀j = 1, . . . ,△, (σr − F)(arj )23 = o(r3), as r →+∞. (25)
Let us now denote by Br the set {ar1, . . . , ar△}. Applying Proposition 5 for B = Br , for sufficiently great r , we obtain from (21)
and (25) that
∃C > 0, ∃r∗ ∈ N,∀r ∈ N, r ≥ r∗, ∥σr∥m,3 ≤ C .
Hence, the family (σr) r∈N
r≥r∗
is bounded in Hm(Ω;R3). Furthermore, there exists a sequence (σrl)l∈N, extracted from that
family, and an element F∗ ∈ Hm(Ω;R3), such that
σrl converges weakly to F
∗in Hm(Ω;R3), as l →+∞,
with liml→+∞ rl = +∞.
Therefore, by using Steps (1) and (2) and proceeding in the same way as in Theorem VI-3.2 of Arcangéli et al. [2], the
result can be confirmed. 
Corollary 8 (Estimation of the Error). Under the hypotheses of the previous theorem, for all ℓ = 0, . . . ,m, it is verified that
|F− σr |ℓ,3 = o

1
r
m−ℓ
, as r →+∞.
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Fig. 1. Graph of Υ0 .
Proof. The proof is deduced from the previous theorem and the proof of Theorem VI-3.4 of [2]. 
6. Numerical and graphical examples
We consider the graph Υ0 defined by the test vector field function F ∈ Hm(Ω;R3) inΩ = (0, 1)× (0, 1)× (0, 1), where
F is given by
F(x, y, z) =

2ye−
x2+y2+z2
49 ,−2xe− x
2+y2+z2
49 , 1

. (26)
The graph corresponding to this function appears in Fig. 1.
For each r ∈ N, the finite element space Vr is constructed from the Bogner–Fox–Schmidt finite element of class C2. By
applying Cholesky’s method, we have solved the linear system studied in Section 4, whose coefficient matrix and indepen-
dent terms are given in (7). Hence, we have constructed various approximating functions of class C2 in the finite element
space Vr from a 3× 3× 3 partition inΩ .
Furthermore, for each example and for some values of r ∈ N∗ and τ ∈ R3, we have computed the following estimation
of the relative error in norm of L2(Ω;R3):
Er =

300
i=1
⟨σr(ai)− F(ai)⟩23
300
i=1
⟨F(ai)⟩23

1
2
,
where σr is the discrete approximation and a1, . . . , a300 are random points in Ω . We took ten sets of scattered points
{a1, . . . , a300} and computed Erel as the mean value of the ten corresponding Er .
Figs. 2–4 show the graphs of some discrete approximating functions defined via σr and are constructed from 216 points
of approximation, 3 × 3 × 3 partitions of equal rectangles and some given values of τ . In these cases, the dimension of
Vr = 648 is the order of the linear system given in (7).
To compare our method with another one existing in the literature, we chose the paper [15], in our opinion close to the
study presented here.
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Fig. 2. Graph of the approximation of Υ0 for τ = {1, 1, 10−9}. In this case Erel = 9.71366× 10−1 .
Fig. 3. Graph of the approximation of Υ0 for τ = {10−3, 10−3, 10−9}. In this case Erel = 2.4291× 10−1 .
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Fig. 4. Graph of the approximation of Υ0 for τ = {10−9, 10−9, 10−9}. In this case Erel = 3.03658× 10−2 .
Firstly, from the theoretical point of view, we have to compare the two functionals: that tominimize in ourwork and that
presented in [15]. The first observation that we canmake is that our functional given in (4) contains several terms, which are
discussed and explained in Remark 1; thusminimizing such terms produces as far as possible several real applications, but at
the same time hinders the minimization study, while the functional given in (32) of [15] contains only two terms, becoming
one term in the case of interpolation for ε = 0, and is under appropriate conditions equivalent to the classic measure of
smoothness. As we are only going to compare Section 6.3 of [15], having similar data to our work, i.e. 3D data, the functional
in such an example has only one term, i.e. the least squares measure disappears for ε = 0; this is a case of interpolation, that
logically has to produce better numerical results than the smoothing case. In short, our functional contains four terms, while
the functional studied in Example 3 of Section 6.3 of [15] contains only one term. Still, as we will show, from the numerical
point of view we observe an improvement of our method over the method studied in [15] for the 3D data.
Secondly, from the numerical point of view, we are going to compare our study with Section 6.3 of [15], because the
authors studied 3D data there, while the other examples did not study 3D data as in ourwork. Hence, we compare the degree
of approximation presented as the absolute error measure. Then, to compute the maximum absolute error with respect to
the number N of scattered approximating points, the authors took a very great uniform partition of a 20× 20× 20 uniform
rectangular grid T . Furthermore, a summary of these numerical results is given in Table 2 of Section 6.3 of [15]: themaximum
absolute error Eρ,s computed, for distinct values of the parameters ρ and s, and different values of the interpolating points,
is of the order of 10−1.
In order to provide a logical comparison between our method and the method presented in [15], we adopted the same
vector field to be approximated, which is defined by the function given in (26), and the same domain Ω as is studied in
Section 6.3 of [15]. We took in this section a very small partition of rectangles 3 × 3 × 3 in our example, and with only
216 approximating points, we obtained some better computed values of the maximum absolute error presented in Table 4,
reaching the order 10−2.
7. Conclusion
From Tables 1–3 one can observe that the numerical results are compatible with the theory presented in this work,
especially Theorem 7 for convergence, since the computation of the relative error diminishes when the number of points
increases (meaning that r tends to infinity). Figs. 1 and 5 clearly show that the original graphs and their respective approx-
imations are similar. Hence, we can conclude that our proposal is valid as an approximation method for three dimensions.
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Fig. 5. Graph of the approximation of Υ0 for τ = {10−7, 10−12, 10−9}. In this case Erel = 3.57484× 10−2 .
Table 1
Influence of the parameter τ1 on the approximating graph of Υ0 .
τ1 τ2 τ3 Erel
10−7 0 10−9 8.89376× 10−2
10−3 0 10−9 9.50341× 10−2
1 0 10−9 3.06953× 10−1
Table 2
Influence of the parameter τ2 on the approximating graph of Υ0 .
τ1 τ2 τ3 Erel
0 10−7 10−9 9.65258× 10−2
0 10−3 10−9 1.085130× 10−1
0 1 10−9 1.609410× 10−1
Table 3
Influence of the parameter τ (τ1 and τ2) on the approximating graph of Υ0 .
τ1 τ2 τ3 Erel
1 1 10−9 9.71366× 10−1
10−3 10−3 10−9 2.42910× 10−1
10−9 10−9 10−9 3.03658× 10−2
Table 4
Influence of parameter τ (specifically τ1 and τ2) on themaximumabsolute errors.
τ1 τ2 τ3 Eabs
1 1 10−9 8.46980
10−3 10−3 10−9 3.71240× 10−1
10−9 10−9 10−9 7.19296× 10−2
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Furthermore, from the above study of the comparison, we conclude that our method, with only a very small data set and
far more terms to minimize in the functional given in [8], provides improvement in terms of the degree of approximation,
which implies measurement of the maximum absolute errors.
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