Nonlinear dynamical method of projecting the transmission of an epidemic is accurate if the input parameters and initial value variables are reliable. Here, such a model is proposed for predicting an epidemic. A method to supplement two variables and two parameters for this proposed model is demonstrated through a robust statistical approach. The method described here worked well in case of three continuous distributions. Model predictions could be lower estimates due to under-reporting of disease cases. An ad hoc procedure with a technical note is provided in the appendix.
Introduction
For the past several decades mathematical principles have had an important role in diseasecontrol strategies (Murray 1989; Anderson & May 1991) and will continue to do so in future. Application of the models becomes easier if there are sufficiently accurate data for the variables used and the concerned parameter values. However, even a theoretical model developed with proper spread mechanisms without the use of any real data can assist in generating the required public health information. In this paper, a model is proposed for predicting an epidemic, where some of the variables and parameters in the model are obtained from convolution of statistical functions and likelihood estimation. This method is applicable when information about the early stages of the epidemic is not available, but appropriate surveillance reports are available for the later period. The method elaborated here is for HIV spread and is restricted to transmission dynamics of sexual infection between males and females. However, it can be extended to other infectious diseases as well. The treatment is mostly mathematical and does not go into details of the biology of epidemics. We demonstrate the method of predicting an epidemic and also show numerical results.
An earlier version of this paper was presented at the annual conference of the Indian Society for Mathematical Modelling & Computer Simulation, Bangalore, November 14-15, 2002 
Model
Denote the populations of those not infected by HIV as X 0 , Y 0 , those infected as X 1 , Y 1 and those who subsequently develop AIDS as X 2 , Y 2 for males and females. Here, it is assumed that HIV-infected individuals will clinically progress to AIDS (the advanced stage of HIV infection) with an average incubation period 1/η 1 (for males) and 1/η 2 (for females). Infection is assumed to transmit from male to females and vice versa. No other mode of transmission is considered in the model. However, we discuss the applicability of the model to other modes of transmission in the conclusions section. Females transmit the virus to their male counterparts with a probability of β 01 (at contact rate C), while males transmit to females with a probability β 01 (at contact rate C ). Males and females enter the susceptible class (susceptible here means those who can get the infection but are not infected yet) at exponential rates λ 1 and λ 2 i.e. λ 1(2) (t) = λ 0 e r 1(2) t . This assumption is very valid in the case of large population sizes. Infected individuals are allowed to withdraw from risk behaviour (at rates ω 1 and ω 2 , say) and die naturally (at rates µ 1 and µ 2 , say). These death rates are unrelated to AIDS, hence the same rates are applicable for non-infected individuals. Deaths which are due to AIDS are assumed to be the same (at rate µ, say) for both the sexes, because on an average it is about 1 year from the development of AIDS. Now we form the the differential equations based on the above explanation for the transmission between males and females as follows:
Application of this model to explain the transmission dynamics from the beginning of the epidemic is less appropriate than from the recent past or the present situation as epidemiological parameters (viz, µ, η 1 and η 2 ). More importantly, population sizes which can transmit (viz, X 1 , Y 1 ) the virus to susceptible population are generally not available at the beginning. This is due to one or a combination of several factors like: low technology public health system, poor awareness (including misconceptions), social stigma, economic instability etc. When the population sizes at risk are used as multiplying factors, it is essential to know them accurately to provide valid predictions for the future. We explain a method in the next section for the estimation of X 1 and Y 1 for the initial input values for the model equations explained above. We also explain how obtain to the average incubation periods i.e. 1/η 1 and 1/η 2 . We give numerical example for the statistical method of estimation and implementation of the above model in § 4.
Formation of the likelihood equation and estimation
Let R 1 , R 2 , R 3 . . . R N be the number of AIDS cases reported in the calender time intervals
and ϑ be the HIV density that represents the past infection growth. The length of the incubation period U and the time of HIV infection V are independent random variables. The time of AIDS diagnosis = V + U (because since the time of HIV infection, AIDS develops after a length of time called incubation period). Now the distribution of cumulative AIDS is represented as a convolution of the two functions ϑ and U as given below,
Then through deconvoluting (7), we estimate parameters of incubation period to AIDS distribution (which is also called incubation distribution). An individual who is diagnosed at calendar time N must have got the infection at time prior to . 1 and 2 are parameter(s) for the infection density and incubation distribution respectively. A similar equation was used for the first time to project AIDS cases in US (Brookmeyer & Gail 1988) . The conditional probability p i for an infected individual at time V to be diagnosed with full-blown symptoms of AIDS before N , which is when they actually develop it in the time interval
Then, substituting (7),
Since R 1 , R 2 , R 3 ...R N are mutually exclusive events, we assume they follow multinomial distribution with cell probabilities p 1 , p 2 , p 3 , ..., p N . Here p i = 1. Then the likelihood for these probabilities is given by
Fixing a plausible range of infection density parameter 1 values and from the reported R 1 , R 2 , R 3 . . . R N , we estimate parameters of the incubation distribution 2 (sayˆ 2 ) from (10) through the method of maximum likelihood estimation. Now, with theˆ 2 estimated from previous computation, along with the unknown 1 and from the reported R 1 , R 2 , R 3 . . . R N , we estimateˆ 1 (an estimate of 1 ) with the likelihood function (10).
1 is used to estimate initial values for X 1 and Y 1 to begin the epidemic predictions from calendar year N .ˆ 2 is used in calculating average incubation periods 1/η 1 and 1/η 2 . Assuming Poisson distribution also, we can construct the above type of likelihood. However, when infection numbers are large then multinomial distribution is preferred to Poisson. We show below three sets of likelihood functions for different parametric assumptions on V and U .
Case (i): V ∼ exp. growth (σ ) and U ∼ Logistic (α, γ )
Since V has exponential growth (a common assumption for an epidemic which grows rapidly at the beginning) with parameter σ and U is a G(α, γ ) variate (G is logistic, say), we have
Then from (9) the likelihood equation is given by
Case (ii): V ∼ exp.growth (σ ) and U ∼ Weibull (π, δ)
Since V has exponential growth as in case (i) with parameter σ and U is a W (π, δ) variate (W is Weibull, say), we have
Case (iii): V ∼ exp.growth (σ ) and U ∼ gamma (ξ )
Since V has an exponential growth as in cases (i) and (ii) with parameter σ and U is a (ξ ) variate, we have
Then from (9) the likelihood is given by
The logistic distribution is less known for its flexible shapes when compared to the Weibull or gamma distributions. However, in bioassays logistic distribution is considered a good substitute for normal distribution. Two-parameter (scale, shape) Weibull distribution which we use here is similar to the form used by Brookmeyer & Gail (1988) . However, the theoretical properties of these parameters are the same in both the forms. The number of parameters can be increased to three to incorporate further epidemic behaviour. We (Rao & Kakehashi 2002) have taken truncation as the third parameter and constructed the likelihood. Instead of the simple exponential, we have estimated the parametric values of the quadratic exponential. However, we did not use likelihood estimation as a supplement of parameters to a mathematical model. Considering the shape parameter to be known, statistical tests for the mean of the three-parameter Weibull was developed by Bain & Thoman (1968) . Shape parameter is crucial in epidemic forecasting and understanding the hazard of disease progression. Further details on this parameter has been discussed by (Bowman & Shenton (2001) and Chen (1997) . One can also apply the truncated logistic distribution (Tarter 1966) , but the estimation procedure is more complicated. Gamma distribution also has interesting properties like the Weibull distribution. In addition, in the case of one parameter gamma (ξ ), the estimated value of its parameter (ξ ,say) is 1/η (i.e. mean incubation period). One can also connect exponential growth rate in the early phase of the spread to maximum value of the Jacobian matrix evaluated for disease free equilibrium (Kakehashi 2000) . In our next section, we give results of numerical computation for the above three cases using Indian AIDS data. Demonstration of the model equations given in § 2 is carried out only for one case study which has come nearest to the epidemiological evidence. In practice all the three cases can be applied depending upon the accuracy and coverage of the data.
Numerical computations
We have taken the total number of annual AIDS cases reported to the National AIDS Control Organisation for the time period between 1986 and 2000. These numbers were divided in a -320 60:40 ratio to get male and female numbers separately. (60% of the total reported cases are males, see www.naco.nic.in). We have applied the method given in § 2 using these annual numbers along with assumptions in the 3 cases discussed. Fixing 1 = {0·10 − 0·60} we estimated 2 and usingˆ 2 we have fine-tuned 1 . This was explained clearly in § 2.ˆ 1 values are used to get the number of HIV cases in the beginning of the year with the numerical condition that cumulative number of reported AIDS cases and estimated number match. The results of the entire estimation are given in table 1.
Model predictions
The average incubation periods in case (ii) are close to the values estimated by the United Nations (2002). Estimated X 1 + Y 1 for case (iii) ( 1 million) is almost one-third of the estimated figure in 2000 ( 3·5 millions) for India. However, for demonstration purposes of the model equations in section 1 we use the results of case (ii) from table 1. Though the estimated HIV number for case (iii) may be closer to the National HIV estimate than those obtained from cases (i) and (ii), the lengthier incubation period (above 15 years) obtained in this case will change the dynamics. The other parameters which are not estimated are taken as follows: β 01 = 0·0004, β 01 = 0·0004, C = C = 50, r 1(2) = 0·001, µ = 1. These assumptions are close to the observations given by others (Anderson 1988; Kakehashi 1998 Kakehashi , 1999 Gray et al 2001) . We took reasonable withdrawal rates ω 1 = 10%, ω 2 = 20% from the risk behaviour. These can be varied if any further survey results on adults are available. Applying all the above information to the model equations the predictions are obtained until 2011 (see figure 1) .
Conclusions
Application of nonlinear differential equations model in predicting the course of epidemics is well established. The model presented here captures the dynamics of (a) virus transmission and (b) full-blown disease in males and females. Initial populations and average incubation periods are estimated through a detailed statistical approach. The parameters which could not be estimated with the available data are taken from the literature. This method of combining a mathematical model and estimating the variables, parameters is novel for epidemic prediction. All the three cases ( § 2) work well (i.e. a reasonable range is obtained for estimated parameters). An advantage of the method demonstrated here is that it uses available information in addition to estimated values. On availability of further information, one can relax the assumption of strong exponential growth in the three cases ( § 2) and can explore new information. Hence, the predictions obtained can be considered the trends of the epidemic. The model and method explained here is valid for predicting any country's data if they suits our parameter definitions. Modelling the AIDS information available in India and related technicalities can be found elsewhere , 2003 , Rao & Kakehashi 2002 Kakehashi & Rao 2004) . Incubation period in the population is highly variable. This period could vary from a couple of months to several years. Though the gamma function can mimic several exponential forms, we suggest the Weibull function as it is more suitable for modelling the incubation period owing to its highly flexible nature. Computationally Weibull is simpler if we are dealing with cumulative functions.
An unavoidable limitation at present is the under-reporting of AIDS cases used in § 2. This under-reporting can be modelled as a uniform or some suitable parametric form considering that it decreases from the early stage of the epidemic to the present time period. A non-parametric form or mixture of two parametric forms cannot be ruled out. Generally under-reporting in the past is difficult to trace unless a specific study was conducted. In such cases, a gross under-reporting function (φ(y), say) can be used as a multiplier to the number of AIDS cases as an ad hoc procedure (see appendix A). However, the model and the method explained in § 2 and § 3 remain applicable.
