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Abstract 
In recent years, image processing has been applied to metallurgy but its applications were 
mainly confined to iron. This research instead focuses on recognizing phases present in 
steel.  Phase recognition is very important because it aids in specifying the properties of 
steel specimens. This research is concentrated on recognizing Pearlite, Ferrite, Martensite 
and Cementite present in steel. A neural network was used to recognize these four phases. 
For a neural network to recognize any object it requires input values called features. This 
research introduces a combination of features which were not used before: texture based 
features of entropy, energy, contrast, and homogeneity along with a count of significant 
peaks on the histogram and the percent of black pixels present if the image is converted 
to a binary format.  A neural network was successfully trained to recognize Pearlite, 
Ferrite, Martensite and Cementite. In addition information was provided regarding 
problems faced with Martensite and Cementite. 
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Chapter-1  
Introduction to Metallurgy  
Originally, humans had access to only a very limited number of materials. With time, 
new materials with superior properties have been developed. Material utilization was a 
selection process that involved deciding from a given, rather limited set of materials the 
one best suited for an application by virtue of its characteristics. It was not until relatively 
recent times that scientists came to understand the relationship between the structural 
elements of materials and their properties. Thus, different materials with different sets of 
properties have been evolved that met with modern requirements. Stepwise progression 
in technology can be achieved with advancement in understanding the material type. 
Material engineering is the development of materials of required properties.  
The structure of a material is generally termed as an arrangement of its internal 
components; subatomic structure involves electrons within the individual atoms and 
interactions with their nuclei. On an atomic level, structure encompasses the organization 
of atoms or molecules relative to one another. Next, large group of atoms that normally 
combined together are termed microscopic, meaning they are subject to direct 
observation using some type of microscope.   
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Classification of Materials 
Solid materials have been conveniently grouped into three basic categories:  
1. Metals :  
Materials groups that are composed of one or more metallic elements (e.g., iron, 
aluminum, copper, titanium, gold, and nickel), and often also nonmetallic 
elements (e.g., carbon, nitrogen, and oxygen) in relatively small amounts are 
called metals. 
2. Ceramics: 
Ceramics are compounds between metallic and nonmetallic elements; they are 
most frequently oxides, nitrides, and carbides. 
3. Polymers 
Polymers include the familiar plastic and rubber materials. Many of them are 
organic compounds that are chemically based on carbon, hydrogen, and other 
nonmetallic elements (i.e., O, N, and Si). 
Metals 
When metals solidify from the molten state, the atoms arrange themselves into orderly 
configurations, called crystals. This arrangement of atoms is called a crystalline 
structure. The smallest group of atoms showing the characteristic lattice structure of a 
particular metal is called unit cell.  
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The basic arrangement is as follows [1]: 
1. Body Centered Cubic: Alpha iron, Chromium, Molybdenum, Tantalum, Tungsten 
and Vanadium. 
2. Face Centered Cubic: Gamma iron, Aluminum, Copper, Nickel, Lead, Silver, 
Gold and Platinum. 
3. Hexagonal Centered Cubic: Beryllium, Cadmium, Cobalt, Magnesium, Alpha 
Titanium and Zirconium. 
The reason that metals form different crystal structures is to minimize energy required to 
fit together in a regular pattern. The appearance of more than one type of crystal structure 
is known as allotropism or polymorphism. 
Grains and Grain Boundary 
When a mass of metal starts to solidify, crystals begin to form independently of each 
other at various locations within the same liquid mass, which in turn forms a crystalline 
structure or grain. The number and the size of grains developed in a unit volume of metal 
depend on the rate of nucleation. 
The number of different sites at which individual crystals begin to form and the rate at 
which these crystals grow both influence size of grain developed. If the crystal nucleation 
rate is high, the number of grains in a unit volume of metal will be large; consequently, 
grain size will be small. Conversely, if the rate of growth of crystal is high, there will be 
fewer grains per unit volume, and their size will be larger. Generally rapid cooling 
produces small grains whereas slow cooling will produce larger grains. The surfaces that 
differentiate individual grains are called grain boundaries. 
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Grain Size 
At room temperature, a large grain size is generally associated with low strength, low 
hardness, and low ductility. Large grains, particularly in sheet metals, also cause rough 
surface appearance after the material has been stretched [1].  
Grain size is usually measured by counting the number of grains in a given area, or by 
counting the number of grains that intersect a length of line randomly drawn on an 
enlarged photograph of grains. The properties and behavior of metals and alloys during 
manufacturing and their performance depend on their composition, structure, and 
processing history and on heat treatment to which they are subjected. Important basic 
properties like strength, hardness, ductility and toughness as well as resistance to wear 
and scratching are greatly influenced by alloying elements and heat treatment process. 
Improvement in non-heat-treatable alloy properties is obtained by cold working 
operations such as rolling, forging and extrusion. 
Alloy 
An alloy is composed of two or more chemical elements, at least one of which is metal. 
The majority of metals used in engineering applications are some form of alloy. Alloying 
consists of two basic forms: 
1. Solid solutions 
2. Intermetallic compounds 
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Solid Solutions 
The solute is the minor element and the solvent is the major element in solution. In terms 
of elements involvement in metal crystal structure, a solute is the element that is added to 
the solvent. When a particular crystal structure is maintained during alloying, the alloy is 
called a solid solution [1].  
a. If the size of the solute atom is similar to that of the solvent atom, the solute atom 
can replace the solvent atoms and form a Substitutional Solid Solution. Two 
conditions for forming are : 
1. Two metals must have similar crystal structure. 
2. The difference in their atomic radii should be less than 15%. 
b. If the size of the solute atom is smaller than that of the solvent atom, each solute 
atom can occupy an interstitial position which is called the Interstitial Solid 
Solution. Two conditions are required for forming: 
1. The solvent atom must have more than one valence. 
2. The atomic radius of the solute atom must be less than 59% of the atomic 
radius of the atoms. 
Intermetallic Compounds 
This is a complex structure consisting of two metals in which solute atoms are present 
among solvent atoms in certain proportions. They are strong, brittle, and hard along with 
high melting point and strength at elevated temperature, good oxidation resistance, and 
relatively low density. The type of atomic bond may range from metallic to ionic bonds. 
Metal alloys are divided into two types depending on iron content. 
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1. Ferrous alloy in which iron is principal constituent. 
2. Non Ferrous alloy are non iron based. 
Figure 1 shows the classification of ferrous alloys. 
 
Figure 1 Classification of various ferrous alloys 
Ferrous Alloys 
In ferrous alloys, iron is the prime constituent. Their widespread use is accounted for by 
the following factors: 
1. Abundant availability in earth’s crust. 
2. Produced by economical extraction, refining, alloying and fabrication techniques. 
3. Extremely versatile.  
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Steels 
Steels are iron – carbon alloys with appreciable concentrations of other alloying 
elements. Mechanical properties are sensitive to the content of carbon, which is normally 
less than 1.0% weight. Steels are commonly classified into the following depending on 
their carbon content: 
1. Low Carbon Steel. 
2. Medium Carbon Steel. 
3. High Carbon Steel. 
Low Carbon Steel 
Low-carbon steel contains less than 0.25 wt% of carbon and is unresponsive to heat 
treatments intended to form martensite; strengthening is accomplished by cold work. 
Microstructure consists of ferrite and pearlite constituents. They have greater ductility, 
toughness, and are machinable, wieldable and less expensive. Plain carbon steels contain 
only residual concentrations of impurities other than carbon and a little manganese. Other 
low carbon alloys contain other alloying elements in combined concentration of 10 wt% 
as shown in Table 1. Table 2 shows mechanical characteristics of hot rolled material and 
typical applications for various plain low-carbon and high-strength, low-alloy steels. 
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Table 1 Compositions of five plain low - carbon steels and three high -strength, low - 
alloy steels [2] 
 
Table 2 Mechanical characteristics of hot rolled material and typical applications for 
various plain low-carbon and high-strength, low-alloy steels [2] 
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Medium Carbon Steel 
Medium carbon steel has carbon concentrations between 0.25 – 0.60 wt%. They may be 
heat – treated by austenitizing, quenching and then tempered.  The tempered condition 
has microstructures of tempered martensite. Plain medium carbon steels have low 
hardened abilities and can be heat treated easily. The compositions of several of alloyed 
medium carbon steels are shown in Table 3. 
Table 3 Composition ranges for plain carbon steel and various low alloy steels [2] 
 
High Carbon Steels 
High carbon steels have carbon contents between 0.60 and 1.4 wt% and, are the hardest, 
strongest and yet least ductile of the carbon steels. Tool and die steels are high-carbon 
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alloys, usually containing chromium, vanadium, tungsten and molybdenum. Some tool 
steel compositions and their applications are shown in Table 4. 
Table 4 Oil quenched and tempered plain carbon and alloy steels [2] 
 
Stainless Steel 
Stainless steel is steel where the predominant alloying element is chromium; a 
concentration of at least 11 wt% Cr is required. Corrosion resistance may also be 
enhanced by nickel and molybdenum additions. Stainless steels are divided into three 
classes on the bases of the predominant phase constituent of the microstructure: 
1. Martensitic 
2. Ferritic 
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3. Austenitic 
Common compositions are shown in Table 5. 
 
 
The main objective of this research was texture recognition of the following phases: 
1. Pearlite  
2. Ferrite 
3. Cementite 
4. Martensite 
The strong correlation between microstructure and mechanical properties, and the 
development of microstructure of an alloy is related to the characteristics of the phase 
diagram of material.  
Table 5 Compositions for six tool steels [2] 
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In addition, the phase diagram provides valuable information about [2]: 
1. Melting 
2. Casting 
3. Crystallization  
A phase may be defined as homogeneous portion of system that has uniform physical and 
chemical characteristics. When a substance can exist in two or more polymorphic forms 
(example having both FCC and BCC structures), each of these structures is a separate 
phase because their respective physical characteristics differ.  
 
Figure 2 Iron-carbon phase diagram 
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Most metallic alloys are heterogeneous system. And for these two-phase alloys, one 
phase may appear light and the other phase dark. But for single phase or solid solution, 
the texture will be uniform, except for grain boundaries [2]. Figure 2 shows the phase 
diagram of iron-carbon. 
Typical metallurgical images are shown below in Figures 3 and 4. 
 
Figure 3 Low-carbon steel, dark area are pearlite and white matrix is ferrite [3] [4] 
 
 
Figure 4 Dark area is martensite and light area (in martensite) is cementite [3] [5] 
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Chapter-2 
Introduction to Image Processing 
An image is defined as a two – dimensional light intensity function f(x,y), where x and y 
are spatial coordinates. The values of f at any given point are proportional to brightness or 
gray level of the image at that particular point. A digitized image can be defined as an 
image f(x,y) in which both spatial coordinates and brightness have been digitized. It can 
be considered as matrix in which each row and column identifies a point in the image and 
the corresponding matrix element value represents gray level at that point. These 
elements are called pixels.  
Computer Vision 
Computer vision can be defined as recognition of objects or structures from images with 
the help of their properties. The structure can be geometrical or material properties. The 
purpose of computer vision is to differentiate the state of the physical world from noisy 
or ambiguous images. It is basically concerned with analyzing the surface and properties 
of three dimensional objects from their two-dimensional representations. Complex 
computer vision systems are implemented in various modulus, which makes it easier to 
control and monitor the performance of system. Various stages of modules are 
implemented by using different conventional statistical methods, neural networks, fuzzy 
logic techniques and general algorithms.  
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The typical system consists of six stages which are as follows:  [6] 
1. Image acquisition 
2. Pre-processing 
3. Feature extraction   
4. Associative storage 
5. Knowledge base 
6. Recognition 
The first three stages – image acquisition, pre-processing, and feature extraction – are 
early processing or low-level processing, whereas the last three stages are high-level 
processing.  
A dot is the minimum unit of visual communication. When dots are very close to each 
other, patterns, like a line or circle, are formed. This effect is called Grouping. It is also 
possible that what is perceived from an image may not be ambiguous or illusory, but can 
be globally unrealized, meaning that one cannot physically construct the perceived   
three-dimensional object in this entirety from what is observed. 
The basic colors of combinations of images are red, green, and blue.  These values are 
commonly referred to as RGB. Secondary colors are drawn from combinations of the 
basic colors. This is illustrated in Figure 5.   
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Figure 5 Hue, Saturation, and Intensity [7] 
 
RGB values are expressed in number between 0 and 255, which gives 256 possible 
values for each color. Taking R, G, and B values to 0, black color is produced. By taking 
R, G, and B values to 255, white color is produced. Hence there are 16,777,216 colors 
possible theoretically.  
The appearance of a colored spot of light can be described in terms of its hue, saturation, 
and brightness. Hue is an attribute associated with the dominant wavelength in mixture of 
light waves. Saturation refers to the amount of white light mixed with hue, and brightness 
refers to intensity. 
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 To specify color chromaticity the following are used: 
1. r = R/(R+B+G) 
2. b = B/(R+B+G) 
3. g = G/(R+B+G) 
 
where R,B,G are the amount of red, blue, and green are needed to form a particular color, 
and r, b, g are trichromatic coefficients.  This is illustrated in Figure 6.  The trichromatic 
coefficient is also known as chromaticity coordinates [8]  which are the ratio of each of 
the three tristimulus values R, G, and B in relation to the sum of three; designated as r, g, 
and b respectively [9] 
 
Figure 6 RGB in coordinates [4] 
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Sampling and Quantization  
An image is a continuous function f(x,y), where f(x,y), in its simplest format, is the gray 
intensity value at (x,y). Basically, a continuous function of gray intensity values must be 
converted into a series of discrete gray intensity values based on sampling at regular 
intervals.  The sampling interval is determined by a sampling theorem, which states that it 
is possible to reconstruct the continuous function from its discrete samples if the 
sampling rate is at least equal to or more than twice the highest spatial frequency of the 
signal. By sampling a continuous function f(x,y) at a frequency equal to or more than 
twice the highest spatial frequency, the continuous function can be represented 
unambiguously by its samples.  
The next step is digitization. Note that the representation of an image will be better with a 
higher number of discrete levels to represent gray value. However, the number of bits 
required to represent the image increases with the number of discrete levels.  
Pre-processing Techniques  
Pre-processing techniques deal with processing and include techniques such as geometric 
and radiometric correction, etc. Images will be improved with image enhancement 
techniques. Image enhancement techniques are basically heuristic procedures, which are 
contrast stretching, histogram equalization, noise removal, filtering, and edge 
enhancement. In most practical cases, gray values in the image fall within narrow range, 
and therefore most practical images do not show good contrast. In contrast stretching, 
each pixel in the input image is assigned a new gray value.  
19 
 
In image restoration, the imaging system is modeled and an inverse process is applied in 
order to recover the original image. The degraded image is given by [6] 
  (   )  ∫∫ (     ) (         )        (   )               ( 1 ) 
where f (x’,y’) is an object or original image, h(x,x’,y,y’) is the impulse response or the 
point spread function of the imaging system, g(x,y) is the degraded image, and ε(x,y) is 
detector noise or quantization error. 
Image Transforms 
Various transforms, are used in image processing for data compression, extracting 
features, analyzing textures, and filtering. The most commonly used ones are summarized 
below [6]. 
1. Fourier Transform: let f(x) be a continuous functions of a real variable x. The 
Fourier transform F(u) is then defined as shown in Equation 2, where j=√-1.   
 ( )  ∫  ( )    (      )   
 
  
                                                           ( 2 ) 
2. Discrete cosine transform: the one – dimensional discrete cosine transform can be 
defined as shown below in Equation 3. 
 ( )  
  ( )
 
∑  ( )    (
(    )  
  
)       ( 3 ) 
 ( )  
 
√ 
                               
3. Walsh - Handamard transform: the Walsh representation of a signal is analogous 
to the Fourier representation, while the Walsh – Handamard transform is 
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analogous to the discrete Fourier transform.  The transformation is shown below, 
in Equation 4, where n=1, 2 … N and H(0) = 1. 
 ( )  [
 (   )  (   )
 (   )   (   )
] ( 4 ) 
Feature Extraction and Recognition 
A pattern refers to a quantitative or structural description of an object. A pattern vector 
often contains redundant information; hence, a pattern vector is mapped to a feature 
vector.   Features are values that correspond to different shapes, textures, and spectral 
structures.   
Other features used may be moment invariants, which characterize various shapes. Given 
an arbitrary picture function f(x,y) the (p,q)th moment mpq of f(x,y) is defined as shown 
below in Equation 5 [6], for p, q = 0, 1, 2 … 
    ∫ ∫      (   )     
 
  
 
  
  ( 5 ) 
Neural Networks 
As mentioned earlier in this chapter, computer vision is classified into image acquisition, 
pre-processing, feature extraction, associate storage, knowledge base, and pattern 
recognition. In feature extraction, neural networks models have been used to extract 
transformed domain features. Neural networks can also be trained for pattern recognition.  
In the late 1960s, progress in neural networks was slowed due to the limitations of single 
layer perceptron models. Today multilayer neural networks are available.  
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The most significant aspect of neural networks is the fact that an output mapping function 
can be determined from training vectors. A neural network is characterized by its pattern 
of connection, called the network’s architecture, and its learning algorithm. The learning 
algorithm determines how the weights or connection strengths are updated during 
training.  
Learning paradigms for neural networks are divided into these four classes [6]: 
1. Auto associator: deals with storing a set of patterns in the system and retrieving 
any pattern from the set with a stimulus pattern. Here, during the storing process, 
the response and stimulus pattern may be noisy or incomplete but the system will 
still work. 
2. Pattern associator: is similar to auto associator, but pairs of stimulus and response 
patterns are stored.  
3. Classification associator: the goal is to classify the stimulus vector into fixed sets 
of categories. It is supervised learning wherein training data needs to be provided.  
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Chapter-3 
Literature Review    
The metallographic image processing technology is the easiest, the most widespread and 
the most effective method of research and testing in materials science. Metallographic 
testing is very important in various countries, as shown by the ISO international material 
test standard [10] and ASTM material test standards [11].  For example, the ASTM 
E2567-11 standard is for determining the nodularity and nodule count in ductile iron 
using image analysis method. New methods of testing are continually being developed, 
such as the proposed automatic digital microstructure image analysis system to qualify 
and quantify the graphite in the form of nodular shape in ductile cast iron material based 
on ASTM E2567-11 [11].  
In this section, the current state of research in digital image processing on metallographic 
images will be studied on various metals. This is a new interdisciplinary scientific field, 
the significance of which has gradually been increasing since the beginning of the 1980s 
and today it has become one of the key fields of research of material structure. The image 
transformations, the development of binary images and the binary procedures are 
illustrated by showing the practical tasks of material science in [12].  
Currently the key techniques for metallographic image processing are edge detection and 
segmentation of the images. However, to analyze a very complex image that contains rich 
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details makes is complicated with edge detection.  For that reason, other techniques have 
evolved.  For example, digital image processing is used for developing the shape 
classification of shapes and evaluates size and morphology parameters of corrosion pits 
[13]. Pitting corrosion occurs when an electrolyte produces a passive film break which 
results in local dissolution and cavities formation. There are different formation degrees 
for pitting which includes conical, and hemisphere. Even though visual inspection and 
weight change measurement are available, image processing analysis is best for finding 
penetrations.  
Cracked particles with width of 0.5μm or larger can be detected and segmented. A 
method is designed for particle crack detection during tensile testing, and not for the 
particle cracks during thermo-mechanical processing steps such as hot-rolling [14]. 
 An algorithm was proposed for automatic classification of real metallographic images. 
[15]  It can be summarized as follows: 
1. Convert the analyzed image to gray level image 
2. Based on segmented images, further refining of segmentation is done with 
selecting the region of interest using simple geometrical calculations. 
3. Contrast stretching transformation is applied on images in order to further 
emphasize the dark dots using the formula shown in Equation 6. 
  (   )  
   
(  (
   
( (  )  )  
))
      ( 6 ) 
  
4. The average intensity value in each row of the analyzed image is calculated.  
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5. A minimization filter is applied to the average intensity row vector while 
attempting to emphasize the rows that contain the targeted dots that are darker 
than their background.  
6. An averaging filter is applied to the average intensity row vector while 
smoothing. 
This was proposed for automatic pattern classification of metallographic images to 
determine the process quality in a steel plant.  
The visual texture varies with the particles content, which can be quantified by using 
image processing technique in RGB (red, green, and blue) color space and, first and 
second order statistical analysis. The relationship between texture and image intensity is 
extremely complicated. Texture is repeating patterns of local variations in image intensity 
which is too fine to be distinguished as separate objects at the observed resolution. [16] 
Image can be characterized by intensity properties and spatial relationships. There are 
two foremost methods to extract noteworthy information from image, which are first 
order statistical method (histogram) and second order statistical method based on gray 
level. [16] 
A grayscale image measures light intensity only. Each pixel is a scalar proportional to the 
brightness. The brightness in grayscale images is usually quantized to Z a level, so light 
intensity f(X, Y) is sub set of (0, 1 …. Z - 1). If Z has the form 2L then the image is 
referred to as having L bits per pixel. Many common grayscale images use 8 bits per 
pixel, giving 256 distinct gray levels. [16] 
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When an image is captured by a camera, variations in intensity of light, variations in 
illusion or variations in contrast might occur, which would in turn lead to errors in image. 
In addition, the concave nature of the lens also might cause an error in image. In order to 
process an image to find out the particulars from it, errors must be removed. Filters come 
into play for removal of these errors [17]. Filters also allow small details and edges to be 
enhanced [18].  
When filtering noise from images, the assumption is that any single pixel in an image is 
much smaller than the details of interest.  This implies that neighboring pixels most likely 
belong to the same phase. Various methods have been used to eliminate noise, including 
median filters and modified mean filters.  
As an example, consider the quantitative information obtained about grain size and shape 
from fractured surfaces of ceramics and compared to that of polished and etched surfaces 
grain size and shape [19]. The selection of light contrast and image processing used for 
polished and etched surface was as follows:  
1. The boundaries of grains were enhanced. Both bright field illumination and 
differential interference contrast with green intensity filters were used to optimize 
image. 
2. A mean filter with a neighborhood of 15x15 pixels was carried out to find the 
shading background, which was subtracted from original image, pixel by pixel 
(background removal filter).  
3. A median filter with a 3x3 neighborhood was applied to reduce the effect of 
saturated points on image.  
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The results of applying this algorithm are illustrated in Figures 7 and 8. 
Color quantizations applied on images result in discrete subset of colors called a color 
codebook or palette. It is extensively used for display, transfer, and storage of natural 
images in Internet-based applications, computer graphics and animation. [20] 
Image data is represented by physical quantities such as chromaticity, which is the color 
quantity defined by its wavelength, and luminance, which is the amount of light. Texture 
methods used can be categorized as follows: statistical, structure, model – based and 
signal processing features. Many methods are available to characterize the texture of 
materials directly from gray level images; the principal approaches are statistical, 
structural, morphological, fractal and spectral. 
First order statistical method 
First order statistics can be computed from the histogram of pixel intensities in the image, 
which depends on individual pixels only. An image histogram is a chart that shows the 
distribution of intensities in an indexed or intensity image and simply a count of the gray 
levels in the images.  
Formally, the elements of a GxG gray level co-occurrence matrix P for a displacement 
vector d = (dx,dy) is defined as: 
 (   )  |{((   ) (   ))  (   )     (   )    }|   ( 7 ) 
Where I(-,-) denotes an image of size N*N with G gray values, (r,s), (t,v) ∈N*N, (t,v) = 
(r+dx, s+dy) and |.| is the cardinality of a set. [16] 
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Figure 7 Sequence of digital image processing for fractured surface [19]  
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Figure 8 Sequence of digital image processing for fractured surface (continued from 
previous page) [19] 
29 
 
Since research focuses on extracting distinctive invariant features from images, it is 
important to recognize the required features. The features are highly distinctive, in the 
sense that a single feature can be correctly matched with high probability against a large 
database of features from images. The major stages of computation used to generate the 
set of image features from scale-invariant keypoints [21] are scale – space extrema 
detection, keypoint localization, orientation assignment, and keypoint descriptor. 
Another approach to recognizing key features is to focus on the texture of the image.  
Texture is one of important characteristics used in identifying objects. There are some 
easily computable texture features based on gray-tone spatial dependencies. There are 
applications in category identification tasks of three different kinds of image data [22].  
The properties used by Singh and Rao for iron ore are listed below [16]. In the Equations 
4 through 6,  Pd(i,j) = P(i,j)/R where R is the total number of pixel pairs (i,j).  
 
1) Entropy 
          ∑ ∑   (   )     (   )                                                  ( 4 ) 
The complexity of image is studied by entropy. When the value is zero, pixels 
have same intensity. 
2) Contrast 
         ∑ ∑ (   )   (   )                                                             ( 5 ) 
Local variations are measured with contrast.  
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3) Energy 
       ∑ ∑ *  (   )+
 
                                            ( 6 ) 
Energy is a measure of the homogeneity of an image. Hence it is a suitable 
measure for detection of disorders in textures. For homogeneous textures value of 
energy turns out to be small compared to non-homogeneous ones.  
4) Homogeneity 
             ∑ ∑ .
 
  (   ) 
/  (   )                                                 ( 7 ) 
The sum and difference of two random variables with the same variances are decorrelated 
and define the principal axes of their associated joint probability function. Therefore, sum 
and difference histograms are introduced as an alternative to the usual co-occurrence 
matrices used for texture analysis. [23].  
Image Recognition Technique  
The two major computational intelligence approaches to image recognition are: 
1. Fuzzy logic algorithm  
2. Neural networks  
Both of these methods can be used for detection of particular objects in image processing. 
In general, research has shown that neural networks show more superiority than fuzzy 
logic algorithms in image detection [24]. 
A typical neural network based image registration is shown in Figure 9. 
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Figure 9 Neural network based registration scheme [25] 
There are various types of neural networks that have been developed, and all of them 
have applications in classification (e.g., classifying, or registering, and image).  Radial 
basis neural networks have been found very useful for image classification.    
 
Figure 10 Structure of radial basis neural networks [26]  
 
Figure 10 shows a radial basis neural network with a hidden layer.  The input layer is 
composed of input nodes that are equal to the dimension of the input vector x, which 
means there are the same number of input nodes as there are features used to identify the 
specimen. The output of the jth hidden neuron with Gaussian transfer function can be 
calculated as shown in Equation 8 [25]. 
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 ||    ||
 
      ( 8 ) 
Note that hj is the output of jth neuron, x∈Ȑ
|x|
 is an input vector, cj∈Ȑ
|x|
 is the jth radial 
basis function center, 𝛔 is the center spread parameter which controls the width of the 
radial basis function and ||.||
2
 represents the Euclidean norm. The output of any neuron at 
the output layer of radial basics function network is calculated as [25] 
    ∑      
 
     ( 9 ) 
The nonlinear activation function in the neuron is usually chosen to be the smooth 
step function. The default function in Mathematica 9 is sigmoid function. This is given by 
Equation 10 [27],  
        , -  .
 
     
/  ( 10 ) 
which appears as shown in Figure 11. 
 
Figure 11 Example of sigmoid curve 
The radial basis function may be multi-output as shown in Figure 12 [26].  The radial 
basis neural network has a strong resemblance to the distance, weighted regression or 
memory based and inspired by a curve fitting problem in multidimensional space. The 
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radial basis neural network has three layers. The input layer made of source nodes and 
works as an information recipient. Nonlinear transformations from input space to high 
dimensional hidden space are in one layer which is hidden.  The last layer is the output 
layer. 
 
Figure 12 A multi-output radial basis function network [26] 
 
There is evidence which suggests that the analysis of stimulus by a visual system might 
involve a set of quasi- independent mechanisms called channels which could be 
conveniently characterized in the spatial frequency domain [28]. In this paper the FT 
(Fourier Transform) feature space with angular and radial bins to characterize spatial 
domain filters to extract features was used.   
One way to extract features in FT feature space is to partition FT space into bins, of 
which angular and radial are commonly used. Radial features are sensitive to texture 
coarseness or spatial frequency contents. Angular features are sensitive to directivity of a 
texture pattern.  
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The radial basis function expression for the hidden layer is as shown in Equation 11 [16]: 
  ( )  ∑      (   (    ))
 
      ( 11 ) 
Where yk, output vector; x, input vector; wki weight ith kernel node to kth output node; ci, 
centroid of ith kernel node; M, kernel nodes, fi=exp (-||ci-x) ||/2(𝛔i) 
2
). 
   √
 
 
 ∑ .||     ||/
 
 
      ( 12 ) 
Radial basis function neural networks have only one layer of weighted connections and 
the output nodes are simple summation units.  
Training of radial basis neural network can be done using linear least square estimation or 
by using pseudo-inverse of the matrix (MxN) matrix G giving all outputs from the all M 
radial basic functions fi for a case of N example vector sets, i.e. M number of centers or 
kernel node where N is number of input vectors pairs, K is the output vector dimension is 
unknown (KxM) weight matrix, G is the matrix of output vectors set from kernel layer 
(MxN) and T is matrix of target or desired vector set at the output (KxM). The solution of 
equation (G=T) will calculate a solution W=TG
T
 (GG
T
)
-1
 with min ( )          .  
[16]  
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Chapter-4 
Image Acquisition and Pre – Processing of Image 
Image Acquisition 
In the process of image recognition, the first step is image acquisition. The first step in 
this image acquisition was making a specimen. To make specimen, metal samples were 
cut to desired dimensions using a Buehler Samplmet – 2 Abrasive Cutter. With the help 
of Buehler Sampler – Kwick liquid and Buehler Sampler – Kwick powder, an epoxy disc 
containing the specimen was made, to withhold the sample for viewing clearly under 
microscope. The specimen was then processed on the Buehler Ecomet 6 variable speed 
grinder /polishers for flattening the surface of the specimen and polishing it to make it 
clear to view under microscope.  
After processing through the grinding and polishing steps, two drops of 3% Nital etchant 
were applied to the surface of the specimen. Etchant was used to distort the smooth 
surface, to help view clearly grain structure under microscope.  
A Nikon Type 104 microscope with 50*/0.80 CF plan lens and 20*/0.46 CF plan lens and 
5*/0.13 Nikon Japan plan lens and 0*/0.30 CF plan lens images were acquisition. DMP 
1000 software was used with a digital camera mounted to the microscope to capture the 
images. The desktop computer which processed this operation had 2 GB of RAM. The 
entire image acquisition was processed in The Material Science Lab in The University of 
Texas at Tyler. 
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The following steel alloys were considered  
1. ASTM 1038 steel for pearlite (as visibility was good) 
2. Carbon steel for ferrite (as visibility was good) 
3. Damascus steel for martensite and for cementite 
Figures 13 through 15 shows examples of the phases identified in the images used for this 
research. 
 
Figure 13 Metallurgical image showing pearlite 
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Figure 14 Metallurgical image showing ferrite 
 
Figure 15 Metallurgical image showing martensite and cementite 
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Of the images acquired, the Figures 16 - 19 were selected for use in the research because 
of the high-quality of the images and the range of phases they include. 
 
Figure 16 1038 steel 
 
Figure 17 Low carbon steel 
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Figure 18 Damascus Steel 
 
Figure 19 Carbon steel support pipe 
Pre – Processing 
Pre-processing is applied to the acquired images (which were captured as colored images) 
to prepare them for image recognition. During pre-processing, images are processed with 
specific methods which improve image quality and highlight features of interest. As the 
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quality of image improves, more accentual data can be extracted from image. But there is 
a possibility of losing useful data as the functionality of image may be changed. 
With the help of the Mathematica 8 function ColorConver, the image has been 
transformed into gray scale. [29] 
After color converting the image, Mathematica 8 function ImageAdjust was used. Image 
adjust basically distributes the values in images and rescales them so that they are evenly 
distributed from the minimum value to the maximum value [30].  This is also known as 
histogram equalization.  
The main goal for this image pre-processing is to extract desired area of interest. To 
acquire the desired area Mathematica 8 function ImageKeypoint was used. Image 
keypoints can be specified with position, pixel position, scale, orientation, strength, 
contrast sign, descriptor, and oriented descriptor. 
After recognition of keypoints in image, Mathematica 8 function ImageTrim was used to 
trim area around the keypoint and make it a new image. In the script, 75*75 pixels were 
selected for the trim area. But as Mathematica 8 function ImageTrim takes origin in 
center of the image, an image of 150*150 pixels was formed. [31] 
The output of image trim is in the form of array of images, each one centered about a 
keypoint in the original image.  This array must be flattened from a 3D list to a 2D list.  
To do this, the command Flatten (to level 1) was used. This only deletes inner braces. 
[32] 
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Length is the command used in Mathematica 8 to find out the length of array. For 
calculations and verification of the result length command was used to find out the array 
length after it was flattened. [33] 
Color quantization is applied for reduction of image color information. Even though the 
images were gray scale, values of the gray can be limited. [34]  Mathematica 8 function 
ColorQuantize is the command used for this. In this particular coding color quantization 
reduces the level of gray to 4 levels [35].   
Mathematica 8 function ImageCooccurrence returns a matrix whose elements represent 
the probability of all occurrences of a pixel with intensity i to the left or bottom of a pixel 
with intensity of j, assuming all pixels to lie in one of n successive bins. Here n is matrix 
size which is nxn and i,j are mij. [36]  Because the image was reduced to four levels of 
gray, the matrix size will be 4x4. 
Image levels give the histogram data, providing the number of pixels occurring at each 
level of gray. [37] 
The code is as shown in Figures 20 - 27. 
Note that “(*” is used to start a comment “*)” is used to close a comment in Mathematica 
8.  
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Figure 20 Code for converting colored image into grayscale 
 
Figure 21 Code for extracting images from main image 
 
Figure 22 Code for finding entropy, contrast, energy and homogeneity 
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Figure 23 Code for finding peaks in histogram 
 
Figure 24 Code for finding number of pixels binarized 
 
Figure 25 Code for table for storing data in excel sheet 
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Figure 26 Code for exporting the data into an Excel file 
 
 
Figure 27 Final output in Mathematica 
 
The final Excel file will be referred to as Excel 1 in the rest of this document. 
After acquiring the Excel file a pdf file of extracted images was obtained. To obtain this, 
“;” at the end of line in code for extracting images was removed and saved as pdf file 
after executing code. The pdf file was manually checked for images which had required 
texture. This process is explained in Chapter 4.  
The desired image was selected, the corresponding values from the Excel file were 
extracted. The values associated with each desired image were made into one more Excel 
worksheet, and will be referred to as Excel 2. 
Excel 2 is has entropy, energy, contrast, homogeneity, and percentage of black pixels. 
Subtraction of percentage of black pixels from 100% would give the percentage of white 
pixels. This was performed in Excel 2 to get the percentage of white pixels.  
After obtaining all the required features required for training the neural network, one 
more Excel worksheet was created, and will be referred to as Excel 3. Note that the neural 
45 
 
network should have an equal number of data samples to train it and test it. That is the 
main reason for creating the Excel 3.  
Neural Network 
A radial basis function neural network which uses Levenberg-Marquardt (LM) algorithm 
was used in Mathematica 9. This algorithm is a widely used optimization algorithm. It 
outperforms simple gradient descent and other conjugate gradient methods in a wide 
variety of problems. [38] 
The problem for which the LM algorithm provides a solution is called Nonlinear Least 
Squares Minimization. This implies that the function to be minimized is of the following 
special form: 
 ( )  .
 
 
/∑   
 ( )         ( 13 ) 
where x = (x1,x2,…,xn) is a vector, and each rj is a function from R
n
 to R. The rj are 
referred to as residuals and it is assumed that m≥n.  
The Mathematica 9 code for training and validating the neural network is shown in 
Figure 28. The Mathematica 9 code for obtaining output of neural network is shown in 
Figure 29. 
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Figure 28 Code for Training Neural Networks 
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Figure 29 Code for extracting output from Neural Network 
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Chapter-5 
 Filters for Image Processing 
Filters are common tools used in image processing. The result of the any transformation 
of any image pixel depends only on the initial gray values of pixel and is independent of 
its neighbors. However, the pixel value after filtering is a function of its own value and 
the gray levels of it neighbors. [39] 
There are a set of filters common to just about any image editing software.   Mathematica 
8, used in this research, provides the filters shown in Table 6 [40]. 
Table 6 Filters in Mathematica 8 
Linear Filters Non Linear Filters 
Blur Median 
Sharpen Min 
Gaussian Max 
Gradient Commonest 
Laplacian Gaussian Range 
Laplacian Entropy 
Mean Standard Deviation 
Wiener Harmonic Mean 
Image Convolve Geometric Mean 
Image Correlate Kuwahara 
Derivative Bilateral 
Non Local Filters Mean shift 
Image Deconvolve Perona Malik 
Total Variation  Curvature Flow 
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The best for binarization are given below [40] in Table 7. 
 
Table 7 Filters best for binarization in Mathematica 8 
Linear Filters Non linear Filters 
Blur Median 
Sharpen Min 
Mean  Max 
Wiener Commonest 
Image Convolve Harmonic Mean 
Image Correlate Geometric Mean 
Gaussian Kuwahara 
 Bilateral 
 Mean Shift 
 Personal Malik 
 Curvature Flow 
 
The best filters for quantization are given in Table 8 [40]. 
 
Table 8 Filters best for quantization in Mathematica 8 
Linear Filter Non Linear Filter 
Blur Median  
Sharpen Min 
Mean Max 
Wiener Commonest 
Image Convolve Harmonic Mean 
 Geometric Mean 
 Kuwahara 
 Bilateral 
 Mean Shift 
 Peronal Malik 
 Curvature Flow 
 
An interactive way for applying filters was proposed. The script is as shown in Figure 30 
below [41]. 
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Figure 30 Script for interactive way for applying filters in Mathematica 8 
 
The output for the script is as shown in Figure 36 [41], and includes filtered images and 
their corresponding histogram.  What this script does is allow side-by-side comparison of 
the results of applying different filters.  The user can adjust the neighborhood size for the 
filters individually.  The original color image and color image histogram are also show 
for comparison.  The filters used are Median filter, Mean filter, Weiner filter, Laplacian 
Gaussian filter, Gradient filter and Gaussian filter.  All images are histogram equalized. 
This script lets the user to determine which filter produces the best results for their 
application. 
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Figure 31 Output of script 
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Chapter-6 
Results  
In this section the results obtained from analyzing the data for each subimage will be 
discussed.  The raw data is the entropy, contrast, energy, homogeneity, histogram peaks, 
and the percent of black pixels that were present once the image was binarized.  Part of 
this data would be used for training the neural network.  However, additional information 
is gathered by looking at the basic statistics and histograms. 
Statistical Analysis 
Statistical analysis was performed on each type of phase studied.  In the tables that 
follow, STD standards for standard deviation, MAX standards for maximum, and MIN 
standard for minimum.  Histograms were also obtained for each of these values.  The 
histograms give good visual representations of how the behavior of the data differs 
between phases. 
Pearlite 
From the main image used for pearlite, 566 subimages were extracted and analyzed. 
Table 9 shows mean, standard deviation, maximum and minimum of entropy, energy, 
contrast, homogeneity, % black pixels for the extracted subimages. Figure 32-36 shows 
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entropy, energy, contrast, homogeneity, % black pixels histograms for extracted 
subimages.  
Table 9 Mean, standard deviation, maximum, and minimum for samples of pearlite 
 Entropy Contrast Energy Homo- 
geneity 
Peaks % Black 
pixels 
Mean 1.39 0.015 0.00086 0.055 3.99 41.4 
STD 3.11 0.00368 0.00030 0.0018 0.094 6.50 
MAX 1.39 0.022 0.0019 0.060 4 66.0 
MIN 1.39 0.0058 0.00052 0.052 3 26.3 
 
Figure 32 Histogram for entropy of pearlite 
 
Figure 33 Histogram for energy of pearlite 
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Figure 34 Histogram for contrast of pearlite 
 
 
 
 
Figure 35 Histogram for homogeneity of pearlite 
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Figure 36 Histogram for % black pixels of pearlite 
 
Ferrite 
From the main image used for ferrite, 245 subimages were extracted and analyzed. Table 
10 shows mean, standard deviation, maximum and minimum of entropy, energy, contrast, 
homogeneity, % black pixels for the extracted subimages. Figure 37 - 41 shows entropy, 
energy, contrast, homogeneity, % black pixels histograms for extracted subimages. 
 
Table 10 Mean, standard deviation, maximum, and minimum for samples of ferrite 
 Entropy Contrast Energy Homo-
genity 
Peaks %Black 
Pixels 
Mean 1.39 0.012 0.0015 0.057 3.97 73.7 
STD 2.67 0.0054 0.00058 0.0024 0.17 7.49 
MAX 1.39 0.036 0.0032 0.061 4 93.87 
MIN 1.39 0.0026 0.00057 0.051 3 52.14 
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Figure 37 Histogram for entropy of ferrite 
 
 
 
 
Figure 38 Histogram for energy of ferrite 
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Figure 39 Histogram for contrast of ferrite 
 
 
 
Figure 40 Histogram for homogeneity of ferrite 
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Figure 41 Histogram for % black pixels of ferrite 
 
Martensite 
From the main image used for martensite, 97 subimages were extracted and analyzed. 
Table 11 shows mean, standard deviation, maximum and minimum of entropy, energy, 
contrast, homogeneity, % black pixels for the extracted subimages. Figure 42 - 46 shows 
entropy, energy, contrast, homogeneity, % black pixels histograms for extracted 
subimages. 
Table 11 Mean, standard deviation, maximum, and minimum for samples of martensite 
 Entropy Contrast Energy Homo- 
genity 
Peaks %Black 
Pixels 
Mean 1.29 0.0089 0.0020 0.058 3.08 62.1 
STD 0.15 0.0044 0.00084 0.0022 0.61 17.3 
MAX 1.39 0.016 0.0038 0.062 4 91.9 
MIN 1.04 0.00044 0.00084 0.054 2 24.9 
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Figure 42 Histogram for entropy of martensite 
 
 
 
 
Figure 43 Histogram for energy of martensite 
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Figure 44 Histogram for contrast of martensite 
 
 
 
 
Figure 45 Histogram for homogeneity of martensite 
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Figure 46 Histogram for % black pixels of martensite 
 
 Cementite 
From the main image used for cementite, 150 subimages were extracted and analyzed. 
Table 12 shows mean, standard deviation, maximum and minimum of entropy, energy, 
contrast, homogeneity, % black pixels for the extracted subimages. Figure 47 - 51 shows 
entropy, energy, contrast, homogeneity, % black pixels histograms for extracted 
subimages. 
Table 12 Mean, standard deviation, maximum, and minimum for samples of cementite 
 Entropy Contrast Energy  Homo- 
geneity 
Peaks %Black 
Pixels 
Mean 1.34 0.010 0.0016 0.057 3.27 44.7 
STD 0.12 0.0028 0.00050 0.0014 0.66 15.8 
MAX 1.39 0.018 0.0036 0.062 4 87.1 
MIN 1.04 0.0017 0.00078 0.053 2 20.1 
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Figure 47 Histogram for entropy of cementite 
 
 
 
 
Figure 48 Histogram for energy of cementite 
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Figure 49 Histogram for contrast of cementite 
 
 
 
 
Figure 50 Histogram for homogeneity of cementite 
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Figure 51 Histogram for % black pixels of cementite 
 
Comparisons 
From the histogram results, the following can be stated:  
1. Entropy :  
a. The values of the entropy for pearlite will be of negligible difference and 
graph will be shifted towards right i.e. towards lower values. But the values 
will be really small. 
b. The values of the entropy for ferrite will have considerable variations and will 
be uniformly distributed along the graph. 
c. The values of the entropy for Martensite will have considerable variations and 
graph will be shifted towards right. 
d. The values of the entropy for Cementite will have considerable variations and 
will be shifted toward right. 
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As the values of entropy for Martensite and Cementite will appear similar this 
will cause a problem for neural network to differentiate between them. Figures 32, 
37, 42, and 47 were used for comparison of entropy. 
2. Contrast: 
a. The graph of contrast of Pearlite will be skewed towards right. 
b. The graph of contrast of Ferrite will be skewed towards left. 
c. The graph of contrast of Martensite will have no pattern. 
d. The graph of contrast of Cementite will be concerted on the center of graph. 
The Contrast will be really smaller than 0.35 for all the textures. Figures 34, 39, 
44, and 49 were used for comparison of contrast.  
3. Energy : 
a. Maximum values of energy for pearlite will be in between 0 and 0.0010 and 
skewed towards right. 
b. The values of energy for Ferrite will be centered and will be in between 
0.0002 and 0.0020.  
c. The graph of energy for Ferrite will be non-uniform.  
d. The values of energy for Ferrite will be in between 0.0010 and 0.0025 and 
skewed towards right. 
Figures 33, 38, 43, and 48 were used for comparison of energy.   
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4. Homogeneity: 
The values and graph of desired textures are varying in all images. Figures 35, 40, 
45, and 50 were used for comparison of homogeneity.  
5. % Black Pixels: 
a. The values of % black pixels of Pearlite will be between 30 - 50% 
b. The values of % black pixels of Ferrite will be more than 60% 
c. The values of % black pixels of Martensite will be more than 40% 
d. The values of % black pixels of Cementite will be less than 60% 
Figures 36, 41, 46, and 51 were used for comparison of %black pixels. 
Results from Neural Networks 
The results for the radial basis function neural networks with 6 inputs and one output for 
each phase, trained with the Levenberg-Marquardt algorithm, are presented for two cases.  
Fifty samples of each phase were used for training, and 50 samples were also used for 
validation.  
For the first case, all features were used and four outputs were implemented.  Each output 
had a value between 0 and 1, where 1 is true and 0 is false.  The values were rounded to a 
crisp value of 0 or 1.  For example, if the sample was predominantly cementite then the 
cementite output would have a value of 1, while all other outputs would be 0.  Using the 
Mathematica Neural Network add-in package, this network converged after 3,357 
training iterations to Root Mean Square Error of 22.7%.  This is shown in Figure 52. 
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Figure 52 Plot of root mean square error versus iterations for all four grain types. 
 
Figure 53 Classification of validation samples 
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The classification of validation samples shown in Figure 53 is summarized in Table 13.  
Values along the diagonal were correctly classified, while off-diagonal values were 
noted.  This table shows that the greatest confusion occurred with reference to martensite 
and cementite. 
Table 13 Results from validation samples 
 
 
The values of Martensite and Cementite are a source of concern as discussed above and 
the percentage of error was high.  So Cementite was eliminated to see if the accuracy of 
the neural network would be increased. 
On eliminating Cementite the percentage of error was 17.2% in 3,336 iterations, as 
shown in Fig. 54. The classification of validation samples shown in Figure 55 is summarized in 
Table 14.   
The network was re-initialized and trained again.  Due to the random nature of 
initialization, the values may change.  When the iteration was increased to 5000, the 
output is shown in Table 15.  The percent error was 16.4%. 
 
 Pearlite Ferrite Martensite Cementite 
Pearlite 49 0 1 0 
Ferrite 0 48 0 0 
Martensite 4 0 39 4 
Cementite 4 1 5 41 
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Figure 54 Plot of root mean square error versus iterations with cementite eliminated 
 
 
Figure 55 Graph of validation after cementite eliminated 
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Table 14 Results from validation samples after eliminating cementite 
 Pearlite Ferrite Martensite 
Pearlite 50 0 0 
Ferrite 0 48 1 
Martensite 3 1 45 
 
Table 15 Results from validation samples after eliminating cementite with 5000 
iterations 
 Pearlite Ferrite Martensite 
Pearlite 49 0 1 
Ferrite 0 49 0 
Martensite 4 0 45 
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Chapter-7 
Conclusions  
The main aim of this research was to train a neural network to recognize these steel 
phases: 
1. Pearlite 
2. Ferrite 
3. Martensite 
4. Cementite 
The objective was achieved as the neural network recognized all different textures for 
these phases. Using six features (entropy, energy, contrast homogeneity, number of peaks 
in the histogram, and percentage of black pixels in the binary version of the image) and 
one output for each of the phases listed above, the root mean square error for the network 
was 22.4%. When cementite was not included in the output, thus reducing the output to 
pearlite, ferrite, and martensite, the error reduced to 16.2%.   
The first interesting fact which was found was that cementite and martensite had nearly 
the same texture. It would be hard for any neural network to differentiate between them 
without the help of the percentage of binarized black pixels and the number of significant 
peaks in the image histogram. The possibility of error would be more if number of 
features where less than six. 
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The second interesting fact was that pearlite and ferrite can be easily differentiated to a 
high level of accuracy using only six features already discussed.  
From the above facts it can be stated that more features, such as the power spectrum or 
additional histogram data, should be used for differentiating cementite and martensite. In 
addition, greater number of samples mainly comprised of cementite and martensite is 
recommended for training neural networks to recognize these phases.   
The implementation of digital image processing techniques in metallography has been in 
development for two decades.  This thesis represents a new area for research which will 
help in automatic recognition of metals. 
In addition, this work can be expanded for use in automated quality control in steel 
manufacturing plants. It can be also adapted for analyzing composite materials, including 
fiber-reinforced composites and nano-reinforced composites, by recognizing different 
constituents present.  It can also be used for identifying materials present in concrete.  
In terms of scale, the concepts of texture analysis combined with neural networks can 
also be applied to images captured using a scanning electron microscope.  
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