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Abstract To improve the exploration and exploitation abilities of the standard Gravitational Search
Algorithm (GSA), a novel operator called ‘‘Disruption’’, originating from astrophysics, is proposed. The
disruption operator is inspired by nature and, with the least computation, has improved the ability of
GSA to further explore and exploit the search space. The proposed improved GSA has been evaluated on
23 nonlinear benchmark functions and compared with standard GSA, the genetic algorithm and particle
swarm optimization. The obtained results confirm the high performance of the proposed method in
solving various nonlinear functions.
© 2011 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
Heuristic algorithms are stochastic global optimization
methods which, in recent years, have been widely used for
numerical and combinatorial optimization, classifier systems
and many other engineering problems. Global numerical
optimization problems arise in almost every field of science,
engineering and business. Many of these problems cannot be
solved analytically due to the increase in search space, with
the problem size and dependency of these algorithms on initial
solutions, problem dimensions, etc. Therefore, solving these
problems using conventional techniques is impractical. Hence,
heuristic algorithms have become popular methods to address
optimization problems.
Heuristic algorithms must have a good balance between
exploration and exploitation (also termed diversification/
intensification) to achieve both efficient global and local
searches. In this way, they can efficiently solve optimization
problems. Exploration is the ability to investigate the search
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Open access under CC BY-NC-ND license.space for finding new and better solutions, and exploitation is
the ability to look for the optimal solution near a good one. The
abilities of exploration and exploitation in every heuristic al-
gorithm are applied with specific operators. Since each oper-
ator has its own abilities of exploration and exploitation, the
operators should be artfully hybridized together for a good
trade-off between exploitation and exploration. Hence, newop-
erators are designed or available operators redesigned in order
to add specific capabilities to heuristic algorithms for solving
some problems. Such improvements can be seen in [1–10].
Rogers et al. [1] indicate the important role of the crossover
operator in a genetic algorithm, which has a significant effect
on the search of the problem space. The improved genetic
algorithm in [2] is based on a family tree that evaluates
the degree of similarity between chromosomes, and validly
avoids genetic operations among similar chromosomes when
the population size is small. This policy is done to prevent
premature convergence. The same-site-copy-first principle as a
crossover is introduced for GA in [3]. The new genetic algorithm
in [4] became faster with higher precision, using ‘‘multiple’’
mutation, localized mutation and a double crossover. There
are several mutation operations for permutation problems,
such as, adjacent two-change, arbitrary two-change, arbitrary
three-change and shift change [5]. For permutation-based
representations, partially matched crossover (PMX) and linear
order crossover (LOX) have been widely used. PMX attempts
to keep the absolute positions of elements, and LOX to respect
relative positions [6].
Three regulations (immigration, local optimization and
global optimization) were established in [7] based on several
empirical optimization strategies, to enhance the local opti-
mization capability of GA and its convergence speed. The im-
proved algorithm in [8] employs the generation alternation
540 S. Sarafrazi et al. / Scientia Iranica, Transactions D: Computer Science & Engineering and Electrical Engineering 18 (2011) 539–548model based on minimal generation gap and blend crossover
operators (BLX-α). This proposed method not only has the ad-
vantage of having simpler algorithms and good flexibility, but
also unifies planar straightness and spatial straightness evalua-
tions. Ye et al. [9] adjust crossover and mutation rates by using
themean and standard deviation of fitness values of each gener-
ation and better results are obtained by means of adaptive GAs
with a decreasing mutation rate and an increasing crossover
rate.
New operators are not only limited to GA but they are also
designed and tuned for other heuristic algorithms. For example,
some researchers have improved Particle Swarm Optimization
(PSO) [10–16]. Chen and Chi [10] used a local search to
improve the PSO algorithm. For increasing the diversity of
particles, Jiang et al. [11] utilized a mutation operator. Fourie
and Groenwold [12] divided the population to sub-divisions,
applied PSO to them separately and then combined the
results of the sub-divisions to transfer the information. In
the proposed improved PSO in [13], a new velocity strategy
equation with a scaling factor is proposed, and the Constriction
Factor Approach (CFA) utilizes the eigenvalue analysis to
control the system behavior. This proposed algorithm enhances
convergence characteristics, reduces the damping effect in the
search procedure of PSO, takes less computational time and has
the ability to search the different regions efficiently.
Yuan et al. [14] propose a new Improved Binary PSO
(IBPSO) which is a combination of PSO with the lambda-
iteration method, and adjusts their solutions in search of
a better solution. The proposed PSO algorithm in [15] is
to modify the velocity formula by introducing the third
kind of best particle into it. Therefore, the new algorithm
improves the searching efficiency. Three crossover operators,
namely, arithmetic crossover operator (AMXO), average convex
crossover operator (ACXO) and root probability crossover, are
considered for fine tuning of the PSO algorithm, so that they
help to sharpen both the optimal solution and convergence
rate [16].
GSA is one of the newest heuristic algorithms introduced
by Rashedi et al. [17,18]. It is inspired by the law of gravity
and mass interactions, and implements Newtonian gravity
and the laws of motion. The fruitful ability of GSA in finding
and converging to an optimum infers from the results of
experiments undertaken previously [17–19]. In this algorithm,
the gravitational force guides the masses. As this force absorbs
the masses into each other, if premature convergence happens,
therewill not be any recovery for the algorithm. In other words,
after becoming converged, the algorithm loses its ability to
explore and then becomes inactive. Therefore, new operators
should be added to GSA in order to increase its flexibility
for solving more complicated problems. In this case, a new
operator, based on astrophysics, is proposed in this paper.
This paper is organized as follows. The section ‘‘Gravitational
Search Algorithm’’ provides a brief review of GSA. In the
section ‘‘Disruption Phenomenon in Nature’’, we explain the
disruption phenomenon. The proposed disruption operator and
its characteristics are described in the section ‘‘Simulation
of Disruption Phenomenon as a Gravitational Operator’’. A
comparative study is presented in ‘‘Experimental Results’’ and
finally in the last section, the paper is concluded.
2. Gravitational search algorithm
The Gravitational Search Algorithm (GSA) was first intro-
duced by Rashedi et al. as a new stochastic population-basedheuristic optimization tool [17–19]. This approach provides an
iterative method that simulates mass interactions, and moves
through a multi-dimensional search space under the influence
of gravitation. This heuristic algorithm has been inspired by the
Newtonian laws of gravity and motion [19]. The effectiveness
of GSA and its version for binary encoded problems (BGSA) [20]
in solving a set of nonlinear benchmark functions has been
proven [19,20].
Based on [19], in GSA, the mass of each agent is calculated
after computing the current population fitness, as follows (for a
minimization problem):
qi(t) = fiti(t)−worst(t)best(t)−worst(t) , (1)
Mi(t) = qi(t)N∑
j=1
qj(t)
, (2)
where N , Mi(t) and fiti(t) represent the population size, the
mass and the fitness value of agent i at t , and worst(t) and
best(t) are defined as follows (for a minimization problem):
best(t) = min
j∈{1,...,N} fitj(t), (3)
worst(t) = max
j∈{1,...,N}
fitj(t). (4)
To compute the acceleration of an agent, total forces from a set
of heavier masses applied on it should be considered based on a
combination of the law of gravity and the second law of Newton
on motion (Eq. (5)) [19,20]. Afterwards, the next velocity of an
agent is calculated as a fraction of its current velocity added to
its acceleration (Eq. (6)). Then, its position could be calculated
using Eq. (7).
adi (t) =
−
j∈kbest,j≠i
randjG(t)
Mj(t)
Ri,j(t)+ ε

xdj (t)− xdi (t)

,
d = 1, 2, . . . , n, i = 1, 2, . . . ,N, (5)
vdi (t + 1) = randi × vdi (t)+ adi (t), (6)
xdi (t + 1) = xdi (t)+ vdi (t + 1), (7)
where adi , v
d
i and x
d
i present the acceleration, velocity and
position of agent i in dimension d, respectively. randi and randj
are two uniform randoms in the interval [0, 1], ε is a small
value, n is the dimension of the search space, and Ri,j(t) is the
Euclidean distance between two agents, i and j. kbest is the set
of first K agents with the best fitness value and biggest mass,
which is a function of time, initialized to K0 at the beginning
and decreased with time. Here K0 is set to N (total number of
agents) and is decreased linearly to 1. G is a decreasing function
of time, which is set to G0 at the beginning and decreases
exponentially towards zero with lapse of time. It is noted that
Xi = (x1i , x2i , . . . , xni ) indicates the position of agent i in the
search space, which is a candidate solution. The pseudo code
of the Standard GSA (SGSA) is given by Figure 1.
3. Disruption phenomenon in nature
‘‘When a swarm of gravitationally bound particles having
a total mass, m, approaches too close to a massive object, M ,
the swarm tends to be torn apart. The same thing can happen
to a solid body held together by gravitational forces when it
approaches a much more massive object’’ [21].
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Figure 2: Pseudo code of the IGSA.
Table 1: Unimodal test functions.
Test function S fopt
F1(X) =∑ni=1 x2i [−100, 100]n 0
F2(X) =∑ni=1 |xi| +∏ni=1 |xi| [−10, 10]n 0
F3(X) =∑ni=1 ∑ij=1 xj2 [−100, 100]n 0
F4(X) = maxi {|xi| , 1 ≤ i ≤ n} [−100, 100]n 0
F5(X) =∑n−1i=1 [100(xi+1 − x2i )2 + (xi − 1)2] [−30, 30]n 0
F6(X) =∑ni=1([xi + 0.5])2 [−100, 100]n 0
F7(X) =∑ni=1 ix4i + random [0, 1) [−1.28, 1.28]n 0
Gravitational disruption in astronomy is the sudden inward
fall of a swarm of gravitationally bound particles under the in-
fluence of the force of gravity. It occurswhen all other forces fail
to supply a sufficiently high pressure to counterbalance gravity
and keep the massive body in (dynamical) equilibrium [21].
4. Simulation of disruption phenomenon as a gravitational
operator
For simulating the disruption phenomenon, it is assumed
that the best solution (the massive object, M) is the star of
the system, and the other solutions can potentially disrupt
and scatter in space under the gravity force of the star. For
preventing divergence in solutions and an inordinate increase
in the complexity of the algorithm, we suggest a condition
(Eq. (8)). The solutions that can satisfy this condition becomedisrupted. In the proposed condition, the ratio of the distance
between mass i and its nearest neighboring mass (solution) to
its distance from the star (the best solution) is checked, and if it
is smaller than a specific threshold, mass i should be disrupted.
Depending on the search concept, two solutions too close to
each other are useless, and it is suggested to move one of them
in order to have more exploration in the search space:
Ri,j
Ri,best
< C, (8)
where Ri,j and Ri,best are Euclidean distances between masses
i and j and between mass i and the star (the best solution),
respectively. It is noted that mass j is the nearest neighbor
of mass i in the decision space. The threshold, C , should be a
variable, in order tomake the operatormoremeaningful. When
the masses are not converged, threshold C has to be large to
provide more exploration, and as the masses get closer to each
other, parameter C has to become smaller.
We should be concerned about some factors regarding the
disruption operator:
(a) Eq. (8) is checked for all solutions except the best solution
(star).
(b) The position of every mass (solution) that satisfies Eq. (8)
will change, according to the following equation:
Xi(new) = Xi(old).D,
D =

Ri,j.U(−0.5, 0.5) if Ri,best ≥ 1
(1+ ρ.U(−0.5, 0.5)) otherwise. (9)
In this equation, U(−0.5, 0.5) returns a uniformly dis-
tributed pseudorandom number in the interval [−0.5, 0.5].
Xi = (x1i , x2i , . . . , xni ) is the position of mass i that should be
disrupted, and ρ is a small number.
(c) Depending on the value of D, the algorithm is exploring or
exploiting. When Ri,best ≥ 1, the value of Ri,j.U(−0.5, 0.5)
can be a smaller or larger value than 1, and bymultiplying it
to Xi(old), the dimensions of Xi(old) change randomly and
become larger or smaller than what they were previously.
Consequently, this may place Xi(new) in a position far
from Xi(old). Therefore, the algorithm is able to explore
the search space thoroughly. On the other hand, when
Ri,best < 1 (i.e., mass i is close to best mass and, in
this case, the algorithm should exploit around the best
solution), the value of D is set to a region with radius ρ/2
to provide exploitation around Xi(old). Thus by multiplying
D to Xi(old), the algorithm finds new solutions near to the
old ones. In this way, the algorithm is exploiting.We put the
condition (Ri,best < 1 or Ri,best ≥ 1) for D, because we need
exploration when all masses are not converged. This means
that when Ri,best ≥ 1, the disruption operator explores and
when Ri,best < 1, the masses are converging and getting
close to the star, so it is the time to exploit.
(d) The old solutions are replaced by the new ones.
The disruption operator explores initially and as time passes,
the operator switches to the exploiting condition. It is set by
the value of D, which is large during exploring, and becomes a
value near to 1 during exploiting. In Figure 2, the pseudo code
of GSA equipped with the disruption operator, called Improved
GSA (IGSA), is given.
5. Experimental results
To evaluate the performance of the proposed algorithm,
we applied it to 23 standard benchmark functions [19,20].
These benchmark functions are presented in the next section. A
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Test function S fopt
F8(X) =∑ni=1−xi sin(√|xi|) [−500, 500]n −418.9829× n
F9(X) =∑ni=1[x2i − 10 cos(2πxi)+ 10] [−5.12, 5.12]n 0
F10(X) = −20 exp

−0.2

1
n
∑n
i=1 x
2
i

− exp  1n ∑ni=1 cos(2πxi)+ 20+ e [−32, 32]n 0
F11(X) = 14000
∑n
i=1 x
2
i −
∏n
i=1 cos

xi√
i

+ 1 [−600, 600]n 0
F12(x) = πn {10 sin2(πy1)+
∑m−1
i=1 (yi − 1)2[1+ 10 sin2(πyi+1)] + (yn − 1)2}
+∑mi=1 u(xi, 10, 100, 4) [−50, 50]n 0
yi = 1+ xi+14 , u(xi, a, k,m) =
k(xi − a)
m xi > a
0 −a < xi < a
k(−xi − a)m xi < −a
F13(X) = 0.1{sin2(3πx1)+∑ni=1(xi − 1)2[1+ sin2(3πxi + 1)]
+ (xn − 1)2[1+ sin2(2πxn)]} +∑ni=1 u(xi, 5, 100, 4) [−50, 50]
n 0Table 3: Multimodal test functions with fix dimension.
Test function S fopt
F14(X) =

1
500 +
∑25
j=1
1
j+∑2i=1(xi−aij)6
−1
[−65.53, 65.53]2 1
F15(X) =∑11i=1 [ai − x1(b2i +bix2)b2i +bix3+x4
]2
[−5, 5]4 0.00030
F16(X) = 4x21 − 2.1x41 + 13 x61 + x1x2 − 4x22 + 4x42 [−5, 5]2 −1.0316
F17(X) =

x2 − 5.14π2 x21 + 5π x1 − 6
2 + 10 1− 18π  cos x1 + 10 [−5, 10] × [0, 15] 0.398
F18(X) = [1+ (x1 + x2 + 1)2(19− 14x1 + 3x21 − 14x2 + 6x1x2 + 3x22)] × [30+ (2x1 −
3x2)2 × (18− 32x1 + 12x21 + 48x2 − 36x1x2 + 27x22)]
[−5, 5]2 3
F19(X) = −∑4i=1 ci exp −∑3j=1 aij(xj − pij)2 [0, 1]3 −3.86
F20(X) = −∑4i=1 ci exp −∑6j=1 aij(xj − pij)2 [0, 1]6 −3.32
F21(X) = −∑5i=1[(X − ai)(X − ai)T + ci]−1 [0, 10]4 −10.1532
F22(X) = −∑7i=1[(X − ai)(X − ai)T + ci]−1 [0, 10]4 −10.4028
F23(X) = −∑10i=1[(X − ai)(X − ai)T + ci]−1 [0, 10]4 −10.5363Figure 3: Comparison of performance of SGSA and IGSA for minimization of (a) F3 , (b) F4 , (c) F6 and (d) F7 with n = 30.
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SGSA IGSA PSO RGA
F1
Average best-so-far 2.12× 10−17 7.36× 10−81 0.0018 23.1310
Median best-so-far 2.08× 10−17 5.59× 10−88 0.0012 21.8710
Best best-so-far 9.39× 10−18 1.32× 10−90 1.07× 10−4 9.4989
Std best-so-far 6.10× 10−18 4.03× 10−80 0.0020 12.1463
F2
Average best-so-far 2.23× 10−8 1.43× 10−44 2.0016 1.0725
Median best-so-far 2.22× 10−8 8.01× 10−45 0.0019 1.1371
Best best-so-far 1.51× 10−8 1.75× 10−46 6.69× 10−4 0.6557
Std best-so-far 3.65× 10−9 1.51× 10−44 4.2162 0.2666
F3
Average best-so-far 238.17 3.29× 10−86 411.27 561.71
Median best-so-far 222.14 2.51× 10−87 226.82 569.01
Best best-so-far 98.42 5.98× 10−90 139.62 395.88
Std best-so-far 101.76 7.16× 10−86 322.96 125.60
F4
Average best-so-far 3.42× 10−9 2.89× 10−35 8.1607 11.7803
Median best-so-far 3.21× 10−9 8.45× 10−45 7.4464 11.9402
Best best-so-far 2.15× 10−9 2.19× 10−46 5.5391 9.3608
Std best-so-far 9.33× 10−10 1.51× 10−34 2.4104 1.5762
F5
Average best-so-far 29.76 0.6328 3.64× 10+4 1.18× 10+3
Median best-so-far 26.06 0.2425 1.79× 10+3 1.04× 10+3
Best best-so-far 25.76 7.13× 10−5 82.2979 544.9827
Std best-so-far 18.89 1.4139 4.61× 10+4 548.0843
F6
Average best-so-far 2.07× 10−17 0.0041 0.0010 24.0129
Median best-so-far 2.08× 10−17 0.0027 6.63× 10−4 24.5594
Best best-so-far 9.71× 10−18 5.90× 10−8 6.05× 10−5 4.0495
Std best-so-far 6.54× 10−18 0.0045 0.0011 10.1747
F7
Average best-so-far 0.0165 1.80× 10−5 0.0433 0.0675
Median best-so-far 0.0146 1.06× 10−5 0.0432 0.0635
Best best-so-far 0.0012 1.71× 10−7 0.0331 0.0333
Std best-so-far 0.0103 2.32× 10−5 0.0064 0.0287Table 5: Minimization result of benchmark functions in Table 2 with n = 30 and tmax = 1000.
SGSA IGSA PSO RGA
F8
Average best-so-far −2.82× 103 −1.2569× 104 −9.88× 103 −1.2483× 104
Median best-so-far −2.83× 103 −1.2569× 104 −2.83× 103 −1.2496× 104
Best best-so-far −3.67× 103 −1.2569× 104 −1.0665× 104 −1.2523× 104
Std best-so-far 404.55 0.0010 512.22 53.2640
F9
Average best-so-far 15.52 0 55.1429 5.9020
Median best-so-far 15.91 0 55.6035 5.7165
Best best-so-far 8.95 0 35.3898 3.7858
Std best-so-far 3.60 0 15.4611 1.1710
F10
Average best-so-far 3.55× 10−9 8.88× 10−16 0.0090 2.1395
Median best-so-far 3.53× 10−9 8.88× 10−16 0.0066 2.1680
Best best-so-far 2.74× 10−9 8.88× 10−16 0.0031 1.3778
Std best-so-far 3.75× 10−10 0 0.0076 0.4014
F11
Average best-so-far 3.99 0 0.0101 1.1683
Median best-so-far 3.89 0 0.0081 1.1411
Best best-so-far 1.24 0 6.16× 10−4 1.0470
Std best-so-far 1.42 0 0.0093 0.0795
F12
Average best-so-far 0.0524 4.62× 10−4 0.2926 0.0510
Median best-so-far 1.86× 10−19 1.16× 10−4 0.1140 0.0399
Best best-so-far 6.55× 10−20 1.61× 10−6 6.87× 10−4 0.0110
Std best-so-far 0.1144 8.65× 10−4 0.3164 0.0352
F13
Average best-so-far 2.90× 10−32 0.0477 3.19× 10−18 0.0817
Median best-so-far 2.39× 10−32 0.0458 2.24× 10−23 0.0325
Best best-so-far 5.99× 10−33 0.0073 1.21× 10−31 2.52× 10−8
Std best-so-far 1.78× 10−32 0.0447 8.33× 10−18 0.1074comparison of Standard GSA (SGSA) and Improved GSA (IGSA),
with a different number of dimensions, is given in ‘‘Comparison
with SGSA, PSO and RGA’’. They are also comparedwith Particle
Swarm Optimization (PSO) and a Real Genetic Algorithm (RGA)
when the number of dimensions is set to 30.5.1. Benchmark functions
The benchmark functions are taken from [19,22]. These
functions are given in Tables 1–3, where n is the number of
the dimension of the function, fopt is the optimum value of
544 S. Sarafrazi et al. / Scientia Iranica, Transactions D: Computer Science & Engineering and Electrical Engineering 18 (2011) 539–548Table 6: Minimization result of benchmark functions in Table 3 with tmax = 500.
SGSA IGSA PSO RGA
F14n = 2
Average best-so-far 4.72 0.9980 0.9980 0.9980
Median best-so-far 3.30 0.9980 0.9980 0.9980
Best best-so-far 0.9980 0.9980 0.9980 0.9980
Std best-so-far 3.34 6.14× 10−6 7.40× 10−17 1.33× 10−5
F15
n = 4
Average best-so-far 0.0029 8.23× 10−4 0.0028 0.0040
Median best-so-far 0.0022 7.88× 10−4 7.01× 10−4 0.0017
Best best-so-far 0.0016 4.09× 10−4 3.07× 10−4 0.0011
Std best-so-far 0.0018 2.29× 10−4 0.0062 0.0061
F16
n = 2
Average best-so-far −1.0316 −1.0282 −1.0316 −1.0316
Median best-so-far −1.0316 −1.0295 −1.0316 −1.0316
Best best-so-far −1.0316 −1.0316 −1.0316 −1.0316
Std best-so-far 5.37× 10−16 0.0027 7.40× 10−17 4.51× 10−4
F17
n = 2
Average best-so-far 0.3979 0.4031 0.3979 0.3996
Median best-so-far 0.3979 0.4009 0.3979 0.3980
Best best-so-far 0.3979 0.3979 0.3979 0.3979
Std best-so-far 0 0.0064 0 0.0048
F18
n = 2
Average best-so-far 3.0000 3.3988 3.0000 5.7045
Median best-so-far 3.0000 3.2974 3.0000 3.0005
Best best-so-far 3.0000 3.0211 3.0000 3.0000
Std best-so-far 2.51× 10−15 0.3684 1.13× 10−15 8.5399
F19
n = 3
Average best-so-far −3.8628 −3.8168 −3.8628 −3.8627
Median best-so-far −3.8628 −3.8277 −3.8628 −3.8628
Best best-so-far −3.8628 −3.8586 −3.8628 −3.8628
Std best-so-far 2.30× 10−15 0.0347 9.36× 10−16 2.12× 10−4
F20
n = 6
Average best-so-far −3.3220 −3.1641 −3.2369 −3.3099
Median best-so-far −3.3220 −3.1738 −3.2031 −3.3217
Best best-so-far −3.3220 −3.2718 −3.3220 −3.3220
Std best-so-far 1.37× 10−15 0.0577 0.0773 0.0375
F21
n = 4
Average best-so-far −9.9541 −10.1532 −6.6290 −5.6605
Median best-so-far −10.1486 −10.1532 −5.1008 −2.6824
Best best-so-far −10.1532 −10.1532 −10.1532 −10.1527
Std best-so-far 0.3514 6.88× 10−5 3.1701 3.8581
F22
n = 4
Average best-so-far −10.4008 −10.4028 −9.1118 -7.3421
Median best-so-far −10.4029 −10.4028 −10.4029 −10.3932
Best best-so-far −10.4029 −10.4029 −10.4029 −10.4029
Std best-so-far 0.0120 6.85× 10−5 2.7783 3.9440
F23
n = 4
Average best-so-far −10.5364 −10.5363 −9.7634 −6.2541
Median best-so-far −10.5364 −10.5363 −10.5364 -4.5054
Best best-so-far −10.5364 −10.5364 −10.5364 −10.5364
Std best-so-far 2.23× 10−15 7.18× 10−5 2.4444 3.7500the function and S ⊆ Rn defines the search space. A detailed
description of the functions is given in [19,22].
The first seven functions (F1 to F7) are unimodal. For
unimodal functions, the convergence rates of the algorithm are
more interesting than the final results of optimization. F8 to F13
aremultimodal; havingmany localminima, the algorithmmust
be capable of finding the optimum solution (or a good near-
global optimum) and should not be trapped in local optima. F14
to F23 are multimodal functions not having many local minima.
A detailed description of these functions can be found in the
appendix of [19,20].
5.2. Comparison with SGSA, PSO and RGA
We applied IGSA to these minimization functions and
compared the results with SGSA, PSO and RGA. In all cases,
population size is set to 50 (N = 50). The dimension is 30
(n = 30) and maximum iteration (tmax) is 1000 for functions
of Tables 1 and 2; maximum iteration is considered to be 500
for functions of Table 3.
In both forms of GSAs (SGSA and IGSA),G is set using Eq. (10),
where G0 is set to 100, α is set to 20 and tmax is the total numberof iterations (the total age of the system) [19]:
G = G0 exp

− α.t
tmax

. (10)
C in the disruption operator decreases by time, as shown in
Eq. (11). In this equation, θ and ρ are set to 100 and 10−16,
respectively, therefore, adding robust abilities of exploration
and exploitation to GSA. As mentioned before, C is better to
be a variable since the distances between masses are large at
the beginning; the masses getting close to each other as time
passes. Therefore, the ratio of Ri,jRi,best is becoming small:
C = θ

1− t
tmax

. (11)
In RGA, arithmetic crossover, Gaussian mutation and roulette
wheel selection are used, as described in [23]. The crossover and
mutation probabilities were set to 0.3 and 0.1, respectively. In
PSO, xdi and v
d
i are calculated as follows [24]:
xdi (t + 1) = xdi (t)+ vdi (t + 1), (12)
vdi (t + 1) = w(t)vdi (t)+ c1ri1

pbestdi − xdi (t)

+ c2ri2

gbestd − xdi (t)

, (13)
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SGSA IGSA SGSA IGSA
F1
Average best-so-far 7.27× 10−17 3.12× 10−58
F7
Average best-so-far 0.0678 2.98× 10−5
Median best-so-far 6.92× 10−17 7.30× 10−87 Median best-so-far 0.0604 1.64× 10−5
Best best-so-far 4.36× 10−17 1.49× 10−89 Best best-so-far 0.0240 8.51× 10−7
Std best-so-far 2.48× 10−17 1.75× 10−57 Std best-so-far 0.0311 2.97× 10−5
F2
Average best-so-far 5.30× 10−8 4.87× 10−44
F8
Average best-so-far −3.5133× 103 −2.0949× 104
Median best-so-far 5.30× 10−8 2.33× 10−44 Median best-so-far −3.4870× 103 −2.0949× 104
Best best-so-far 3.56× 10−8 7.48× 10−46 Best best-so-far −4.3137× 103 −2.0949× 104
Std best-so-far 8.50× 10−9 6.37× 10−44 Std best-so-far 534.60 0.0018
F3
Average best-so-far 980.55 4.15× 10−67
F9
Average best-so-far 29.91 0
Median best-so-far 976.11 1.15× 10−85 Median best-so-far 30.84 0
Best best-so-far 555.88 4.30× 10−88 Best best-so-far 19.89 0
Std besd-so-far 275.44 2.27× 10−66 Std best-so-far 5.41 0
F4
Average best-so-far 4.05 1.05× 10−35
F10
Average best-so-far 5.07× 10−9 8.88× 10−16
Median best_so_fab 3.77 1.63× 10−44 Median best-so-far 5.10× 10−9 8.88× 10−16
Best best-so-far 1.95 1.33× 10−46 Best best-so-far 3.85× 10−9 8.88× 10−16
Std best-so-far 1.31 5.79× 10−35 Std best-so-far 8.51× 10−10 0
F5
Average best-so-far 60.60 1.49
F11
Average best-so-far 16.70 0
Median best-so-far 46.33 0.28 Median best-so-far 17.36 0
Best best-so-far 44.85 6.64× 10−5 Best best-so-far 9.21 0
Std best-so-far 28.48 2.61 Std best-so-far 4.46 0
F6
Average best-so-far 6.58× 10−17 0.0077
F12
Average best-so-far 0.4440 1.83× 10−4
Median best-so-far 6.71× 10−17 0.0011 Median best-so-far 0.4243 7.57× 10−5
Best best-so-far 3.80× 10−17 1.16× 10−8 Best best-so-far 6.34× 10−4 2.62× 10−12
Std best-so-far 1.61× 10−17 0.0140 Std best-so-far 0.2955 2.16× 10−4
F13
Average best-so-far 0.0336 0.0017
Median best-so-far 2.39× 10−32 8.93× 10−4
Best best-so-far 3.17× 10−119 8.79× 10−6
Std best-so-far 0.1772 0.0029where ri1 and ri2 are two random variables in the range [0,
1], c1 and c2 are positive constants, and w is the inertia
weight. Xi = (x1i , x2i , . . . , xni ) and Vi = (v1i , v2i , . . . , vni ) rep-
resent the position and velocity of the ith particle, respec-
tively. pbesti = (pbest1i , pbest2i , . . . , pbestni ) and gbest =
(gbest1, gbest2, . . . , gbestn) represent the best previous posi-
tion of the ith particle and the best previous position among all
particles in the population, respectively. In PSO, c1 = c2 = 2
and inertia factor (w) is decreasing linearly from 0.9 to 0.2.
• Unimodal High-Dimensional Functions. Functions F1 to F7
are unimodal functions. In this case, the convergence rate of
the search algorithm ismore important than the final results,
because there are other methods specifically designed to
optimize unimodal functions.
The results are averaged over 30 independent runs
under different random seeds and the average best-so-far
solutions, median of the best solutions, best of the best
solutions and standard deviation of the best solutions in the
last iteration of 30 runs are reported for unimodal functions
in Table 4.
As Table 4 illustrates, in Functions 1, 2, 4 and 7, SGSA
has the ability to explore and exploit but IGSA provides
much better results than SGSA because it is more robust.
In Function 3, SGSA has poor exploration and exploitation,
whereas IGSA has a very powerful ability to explore and
exploit the search space and also has a high convergence
rate. Therefore, these characteristics significantly cause good
results. In Function 5, SGSA against IGSA does not skillfully
explore the search space to find the optimum. In Function
6, both algorithms could find the optimum, while SGSA is
better than IGSA in exploiting. In Function 7, IGSA is better
than SGSA in exploitation. In Table 4, PSO and RGA are too
weak to compete with IGSA. The progress of the averagebest-so-far solution of SGSA and IGSA over 30 runs, for F3,
F4, F6 and F7, are shown in Figure 3.• Multimodal High-Dimensional Functions. Multimodal func-
tions have many local minima and are almost too difficult
to optimize. For multimodal functions, the final results are
more important since they reflect the ability of the algorithm
to escape frompoor local optima and locate a near global op-
timum. We have carried out experiments on F8 to F13 where
the number of local minima increases exponentially as the
dimension of the function increases. The dimension of these
functions is set to 30. The results are averaged over 30 dif-
ferent runs and the average best-so-far solutions median of
best solutions, best of best solutions and standard deviation
of best solutions in the last iteration of 30 runs are reported
for these functions in Table 5.
Table 5 shows the strong ability of our method. The
largest difference in performance between SGSA and IGSA
occurs with these multimodal functions for the robust
power of the proposed algorithm to explore and exploit,
except in F13. In Functions 8, 9 and 11, IGSA performs
significantly better than SGSA in exploring and exploiting,
and it exactly leads to finding the optimum. IGSA and
SGSA have acceptable exploring and exploiting in Functions
10 and 12. In Function 10, IGSA is better than SGSA and,
in Function 12, IGSA is more robust than SGSA based on
comparing the obtained standard deviations, while SGSA is
better than IGSA in exploiting. In Function 13, IGSA is worse
than SGSA at exploiting. IGSA and RGA act nearly the same in
Functions 8 and 13, but in F8, IGSA is a little better than RGA
in exploiting. In other functions, IGSA is much better than
RGA.
In all functions, the diversification and intensification of
IGSA are more powerful than PSO, but in F13, this matter is
vice versa. The progress of the average best-so-far solution of
546 S. Sarafrazi et al. / Scientia Iranica, Transactions D: Computer Science & Engineering and Electrical Engineering 18 (2011) 539–548Figure 4: Comparison of performance of SGSA and IGSA for minimization of (a) F8 , (b) F9 , (c) F10 and (d) F11 with n = 30.Figure 5: Comparison of performance of SGSA and IGSA for minimization of (a) F14 with n = 2, (b) F15 with n = 4, (c) F19 with n = 3 and (d) F20 with n = 6.SGSA and IGSA over 30 runs, for F8, F9, F10 and F11, are shown
in Figure 4.
• Multimodal Low-Dimensional Functions. Table 6 shows a
comparison between SGSA and IGSA on themultimodal low-
dimensional benchmark functions of Table 3. The dimension
of these functions is set according to Table 3, and themaximum number of iterations for both SGSA and IGSA
is set to 500. The results are averaged over 30 different
runs and the average best-so-far solutions, median of best
solutions, best of best solutions and standard deviation of
best solutions in the last iteration of 30 independent runs
are reported for these functions in Table 6.
S. Sarafrazi et al. / Scientia Iranica, Transactions D: Computer Science & Engineering and Electrical Engineering 18 (2011) 539–548 547Figure 6: Comparison of performance of SGSA and IGSA for minimization of (a) F3 , (b) F6 , (c) F8 , and (d) F11 with n = 50.Table 6 contains multimodal low-dimensional functions
in which exploitation is more effective than exploration, so
SGSA, PSO and RGA work slightly better than IGSA, except
in F14, F15 and F21 to F23. The exploration ability of the
disruption operator in IGSA does not let it exploit as well as
SGSA. A comparison of the performance of SGSA and IGSA for
the minimization of F14, F15, F19 and F20 is shown in Figure 5.
According to the results, it is concluded that the
SGSA has the ability to explore and exploit, while the
proposed algorithm (IGSA) has improved the exploration
and exploitation of SGSA for high-dimensional unimodal and
multimodal optimization functions. In order to show the
higher power of IGSA for finding better solutions, we applied
it to functions with higher dimensions.
• Unimodal and Multimodal Higher-Dimensional Functions.
Table 7 shows a comparison between SGSA and IGSA on
unimodal and multimodal high-dimensional benchmark
functions of Tables 1 and 2, but with a dimension of 50. This
table better shows the difference between SGSA and IGSA.
In Functions 1, 2 and 10, SGSA has a good ability to
explore and exploit, but IGSA is much more powerful in
this. In Functions 3, 4, 5, 8, 9, 11 and 12, SGSA is poor
in finding good solutions since it cannot explore well, but
IGSA is so much more successful in exploring and exploiting
the search space, especially in Functions 8, 9 and 11 that
IGSA exactly finds the global optimum faster than SGSA.
In Function 7, SGSA is able to explore, but not exploit,
the optimum solution, and it is compensated by IGSA in
Functions 6 and 13. In these functions, IGSA can explore and
exploit the optimumsolution,while SGSAdo the exploration
better than IGSA. It is noted that according to obtained
average best-so-far solutions and standard deviation, IGSA
is more robust than SGSA in finding the global optimum.
However, it can be concluded that increasing the number
of the dimensions does not decline the quality of IGSA. Inotherwords, the disruption operator can promote theGSA to
search the optimum in high-dimensional search problems.
A comparison of the performance of SGSA and IGSA for the
minimization of some functions with dimension 50 is given
in Figure 6.
5.3. IGSA with different parameters
Parameter θ , which is crucial to exploring in the IGSA, is
studied in this section. To examine the effect of the different
values of θ on the performance of IGSA in detail, a set of
experiments have been carried out on IGSA using different
values of θ . A set of six benchmark functions from Tables 1 and
2 were selected in these experiments. No function was selected
from Table 3 since the functions of this table do not need much
exploration, which is done by the disruption operator. The
setup of these experiments, such as population size, maximum
iteration, etc. is the same as before, and the number of the
dimensions is considered to be 30. Values θ = 0.1, θ = 10 and
θ = 100 are examined in Table 8 for six benchmark functions.
It is noted that, in previous experiments, we used the value of
100 for θ . For simplicity, the results related to θ = 100 are also
reported, along with those of new values in Table 8.
The results are averaged over 30 independent runs, and the
average best-so-far solutions and the standard deviation of best
solutions, in the last iteration of 30 runs, are reported for these
functions in the table.
In fact, different values of parameters lead the algorithm
to different exploration and exploitation capabilities. In other
words, by setting these parameters, one can control the
convergence rate, exploration and exploitation capabilities, and
escape trapping local optima. On the other hand, each problem
needs to have the specific capabilities of exploration and
exploitation. Hence, it is acceptable to have some parameters
problem dependent.
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Functions θ = 0.1 θ = 10 θ = 100
F1 2.25× 10−17 ± 7.27× 10−18 1.55× 10−33 ± 1.08× 10−33 7.36× 10−81 ± 4.03× 10−80
F3 2.09× 10−9 ± 9.71× 10−9 1.04× 10−32 ± 8.69× 10−33 3.29× 10−86 ± 7.16× 10−86
F5 26.14± 0.1970 1.97± 5.43 0.6328± 1.4139
F9 15.81± 3.85 0± 0 0± 0
F11 1.16× 10−9 ± 6.39× 10−9 0± 0 0± 0
F13 1.54× 10−32 ± 1.66× 10−32 0.0018± 0.0029 0.0030± 0.0053As θ increases, the ability of the algorithm for exploration
and exploitation increases in some cases. Therefore, having a
good balance between exploration and exploitation is possible
by controlling parameter θ . For θ = 0.1, the disruption operator
has more exploitation since the disruption is applied when
the masses are converging. At this time, parameter D in Eq.
(9) is about 1 and actually the disruption operator just adds
exploitation ability.
In this part we conclude that for making the disruption
operatormoremeaningful, as mentioned before, and for having
the most precision, it is better to have variable C with θ = 100.
6. Conclusion
GSA is a powerful global searcher, but it is not effective
enough for more complicated problems. The overall goal of this
paper was to increase the exploration and exploitation abilities
of GSA and therefore the disruption operator was introduced,
inspired by astrophysics. The disruption operator starts with
exploring well the search space and, as time passes, it switches
to exploiting. This operatorwas added to GSA and the improved
GSA (IGSA) is successful, faster and more precise than GSA
itself. Also IGSA avoids premature convergence in cases where
standard GSA failed.
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