Intraseasonal sea surface height (SSH) variability and associated eddy energy in the South China Sea (SCS) is studied using satellite observations and an eddy-resolving, global ocean general circulation model. In both the model hindcast and satellite observations, a conspicuous minimum of intraseasonal SSH variance is found along the continental break between the shallow shelf and deep basin. 
Introduction
The South China Sea (SCS) is a large semi-enclosed marginal sea located between the western Pacific Ocean and eastern Indian Ocean, covering an area from 3°S to 23°N and from 99°E to 121°E. It is connected with the East China Sea to the northeast (via Taiwan Strait), the Pacific Ocean and the Sulu Sea to the east (via Luzon and Mindoro Straits, respectively), the Java Sea to the south (via Karimata Stait) and the Indian Ocean to the west (via Malacca Strait). All of these straits are shallow except the Sea surface height (SSH) is a useful indicator of upper ocean circulation. There is a long history of studying SCS surface circulation. Pioneering works note a distinct seasonal cycle of basin-scale circulation, predominantly cyclonic in winter and anticyclonic in summer [Dale, 1956; Wyrtki, 1961] with stationary eddies embedded [Xu et al. 1982] . The seasonal cycle in SSH is forced mainly by the monsoon through baroclinic Rossby waves [Liu et al., 2001b; Gan et al., 2006] . In the NSCS, the circulation is influenced by the Kuroshio intrusion [Shaw, 1991; Qu, 2000] , for which mesoscale eddies appear important [Yuan et al., 2006] . Satellite altimeter observations have revealed rich SSH variability on the mesoscale [Shaw et al., 1999; Ho et al., 2000a] and interannual timescales [Ho et al., 2000b; Hwang and Chen, 2000] . Interannual variability in SSH and sea surface temperature (SST) is highly correlated with El Niño and Southern Oscillation (ENSO) (Xie et al., 2003; Liu et al. 2004; Wu and Chang, 2005; Fang et al., 2006; Wang et al., 2006a] . Ocean dynamical adjustments take place on interannual timescales [Qu et al., 2004; Cheng and Qi, 2007; Rong et al., 2007] , affecting SST via horizontal advection [Xie et al., 2003; Liu et al., 2004] .
The SCS monsoon displays significant intraseasonal variability (ISV) with two dominant periods of 30-60 and 10-25 days, respectively [Lau et al., 1998; Annamalai and Slingo, 2001; Mao and Chan, 2005; Kajikawa and Yasunari, 2005] . In response to atmospheric forcing, SST in the SCS displays strong ISV features with distinct seasonality [Gao and Zhou, 2002] . In summer, SST ISV is strong off southern Vietnam associated with the ISV of an orograhic wind jet . Based on buoy and satellite altimeter observations, Liu et al. [2001a] note that ISV in the thermocline depth in the central SCS is greatly influenced by mesoscale eddies and is out-of-phase with the SSH. ISV in subsurface temperature also exists in the NSCS, associated with westward propagating mesoscale eddies that originate near the Luzon Strait [Wu and Chiang, 2007] .
Some in-situ current measurements near the southern tip of Taiwan Island reveal significant ISV in the velocity field associated with local wind curls .
Energetic mesoscale eddies have been observed in the SCS from hydrographic data [Chu et al., 1998; Fang et al., 2002] and their geographical distributions are mapped from satellite altimetry [Wang et al., 2003b] . Based on alongtrack Topex-Poseidon (T/P) altimeter data, significant mesoscale variability in the SCS is found along two bands, along the western boundary and oriented in a southwest-to-northeast direction across the central SCS, respectively [Wang et al., 2000] . Metzger and Hurburt [2001] suggest that eddy variability in the SCS is to a large degree nondeterministic on interannual timescales.
The scarcity of in-situ observations prevents a detailed description of the intraseasonal SSH variability in the SCS. As for satellite observations, high-frequency (HF) variability at period shorter than 20 days could be aliased into lower frequencies and contaminate altimeter measurements. The sources of such aliasing could be tides [e.g. Schlax and Chelton, 1994] or HF atmospheric forcing [e.g. Fukumori et al., 1998 ]. To mitigate aliasing errors, previous studies on SCS sea level variability tend to filter out the high frequent signals or directly make seasonal means [e.g. Shaw et al., 1999; Wang et al., 2000] . The present tidal models have reached centimetric accuracy in the deep ocean, but are still unable to remove all tidal aliasing in shallow waters [Lyard et al., 2006] . The alias of atmospheric-forced HF signals can now be largely suppressed by subtracting model-simulated HF variability [Carrère and Lyard, 2003] . Compared with previous altimetry products, the newly released altimetry data set (since 2005) makes better tidal and atmospheric barometric correction. The improved accuracy enables the study of sea level variability even over some continental shelves [Volkov et al., 2007] .
The present study systematically maps the spatial and seasonal variations in sea level ISV over the SCS, and explores their dynamics. We take advantage of the upgraded altimetry data set, together with simulations by a global eddy-resolving model. The synergy of satellite observations and model simulations reveals bands of strong ISV over the SCS. Intraseasonal SSH variations are distinct in their dynamics between the shelf and deep basin. In shallow zones, ISV reflects wind-driven barotropic motions while it is associated with mesoscale eddy propagations in deep regions due to mean flow instabilities.
The organization of this paper is as follows. Section 2 describes observational data and model output. Section 3 illustrates the spatial distribution of sea level ISV and its seasonality. Sharp differences between the shelf and deep basin are highlighted.
Section 4 explores physical mechanisms for ISV in several parts of the SCS. Section 5 is a summary.
Observations and model

Observational data
Sea level anomaly (SLA) has been measured by multi-satellite altimeters for more than one decade. We adopt the merged SLA data derived simultaneous measurements of two satellites (Topex/Poseidon or Jason-1 + ERS or Envisat), which are distributed by Archiving, Validation and Interpretation of Satellite Oceanographic data (AVISO). The estimation of mesoscale signals is greatly improved from one to two satellites [Le Traon and Dibarboure, 1999] . In 2005, the multi-mission altimeter data set is updated with new corrections using a new tidal model (GOT2000, Goddard/Grenoble Ocean Tide) and a barotropic model (MOG2D-G, Modèle aux Ondes de Gravité 2-Dimensions Global) to reduce the HF aliasing [Volkov et al., 2007; Collecte Localisation Satellites, 2008] . The product is available on 1/3° Mercator grids, with the meridional grid spacing kept the same as the zonal one varying from 37 km at the equator to 18.5 km at 60°N/S. The weekly mean data from 2000-2006 are analyzed for comparison with the OGCM simulations.
We use an improved global mean dynamic topography for the annual mean, calculated from a combined analysis of drifter, satellite altimetry and wind data based on a momentum balance requirement [Maximenko and Niiler, 2005] .
Surface wind is an important forcing for ocean circulation and SSH. The QuikScat microwave scatterometer was launched in June 1999 and measures surface wind velocity at high resolution and accuracy [Liu, 2002] , covering 92% of the global, ice-free oceans every day. We use a product of Remote Sensing System (RSS), which maps the original swath data to a daily 0.25°×0.25° grid.
Eddy-resolving model
We analyze the results from an eddy-resolving OGCM for the Earth Simulator [OFES; Masumoto et al., 2004; Sasaki et al., 2004] Another hindcast run starts from the NCEP run on 20 July 1999 but is forced by daily mean surface wind stress from QuikScat measurements (QSCAT run). Other atmospheric forcing is the same as in the NCEP run [Sasaki and Nonaka, 2006] . This study mainly uses the QSCAT run, whose performance, as will be seen, is better than the NCEP run because of high resolution and accuracy of the wind product. The simulated fields during 2000-2006 are saved every 3 days for analysis.
To extract intraseasonal/subseasonal variability, we use a 100-day high-pass filter, which is commonly used in ISV studies. For the 3-day model output and daily QuikScat wind product, an additional running mean is applied to suppress synoptic disturbances with periods shorter than 9 days. The weekly altimetric data could not resolve the sea level signals shorter than the Nyquist period of 14 days. As a result, the possible influence of significant 10-25 day monsoon ISV is partly suppressed, which, as suggested by the OFES simulation, has little effect on deep basin variability but leads to a 20% reduction in SSH ISV in shallow regions. well reproduced in other two runs. The differences between these runs confirm that the simulation of SCS circulation is sensitive to the choice of atmospheric forcing [Metzger, 2003] . With higher resolution and accuracy of the wind product, the QSCAT run simulates the upper ocean flow fields better than the NCEP and CLIM runs.
Features of Intraseasonal SSH Variability
Intraseasonal Variance
This subsection presents a variance analysis to elucidate the spatial distribution of ISV. Figure 1a (shaded) shows the standard deviation of altimetric intraseasonal SSH variability. The ISV is weakest in the southeast SCS and strong in the following four regions: (1) the NSCS shelf, (2) the Gulf of Thailand, (3) south of the NSCS continental slope west of Luzon Strait, and (4) southeast of Vietnam. Regions 1 and 2 are shallow shelves, and regions 3 and 4 are in deep water (DW; hereafter northern and southern DW bands, respectively). SSH ISV is also large east of the Luzon Strait associated with active eddy energy [Qiu, 1999] but relatively small in the Strait. The ISV minimum in the strait separates high-variance zones on both sides. All these active ISV regions are simulated in the QSCAT run ( Figure 1b ) with some discrepancies in magnitude from observations. 
Differences between the shelf and deep basin
Results from the CLIM run indicate that SSH ISV on the shelf is more sensitive to surface forcing than in the deep basin. To further illustrate their difference, we select four locations, one in each of the above-mentioned high-variance zones (see Figure 1a) , and analyze the power spectra of observed SSH there. The annual and semi-annual harmonics have been removed.
The spectra are essentially red (Figure 3 ). In the subseasonal band, SSH is of higher frequencies on the NSCS shelf than in the northern DW band west of Luzon Strait (Figure 3a) . Similarly, SSH in the Gulf of Thailand exhibits higher frequencies than in the southern DW band southeast of Vietnam (Figure 3b ). The spectral power is higher in deep water for periods longer than 8 weeks while it is higher in shallow water at periods shorter than 6 weeks. Results from the QSCAT run are similar (not shown).
To examine the contribution of density changes to SSH ISV, we calculate the
where η is SSH anomaly, ρ is water density, ρ m its time mean, and ρ o a typical density.
The bottom pressure contribution (η b ) to SSH can be derived as η b =η-η SH [Gill and Niller, 1973] , due to the oceanic barotropic response to atmospheric forcing. Figure 4 presents intraseasonal variance of η SH and η b from the QSCAT run, revealing sharp contrasts between shallow and deep regions. In the deep basin, SSH ISV results from the density change in the water column, due to the baroclinic response to atmospheric forcing or ocean instability processes. On shallow shelves, sea level ISV is largely explained by barotropic adjustments to atmospheric forcing. In OFES, ocean barotropic motions are forced by surface wind stress and the barometric pressure effect is not considered. The latter is generally dynamically uninteresting and commonly removed from sea level records, such as altimeter data and tidal gauge measurements, by inverted barometer correction. Indeed, barotropic model experiments show that the dynamic ocean response to atmospheric pressure is much weaker than to wind forcing, especially in low-latitude coastal regions [Carrère and Lyard, 2003] . Therefore, observed ISV fluctuations in shallow waters of the SCS could be attributed to wind forcing and the approximation in OFES is reasonable for this work.
Origins of intraseasonal variability
Owing to high resolution and accuracy of QuikScat wind, OFES captures spatial variations of SSH ISV quite well over the SCS. We take a further step to correlate Figure 2 , the observation-OFES correlation reaches a maximum in winter and minimum in summer.
In the deep basin, the point-to-point correlation is generally low ( Figure 5 ). The region along the offshore jet east of southern Vietnam (11°N) during summer is an exception, with correlation exceeding >0.6 (Figure 5c ). High correlations also exist along the southeast boundary of the SCS basin, a region of small ISV variance. The high correlation there may be due to wind-forced coastal trapped Kelvin waves [Wang et al., 2003a] .
The following subsections investigate physical processes in high-variance zones identified above. The sharp decrease in variance in the CLIM run suggests that SSH ISV on the NSCS shelf is also sensitive to high-frequent atmospheric forcing. Compared with the semi-enclosed Gulf of Thailand, the correlation on the NSCS shelf is mostly lower than 0.5 because of tidal aliasing in altimetry. Furthermore, the NSCS shelf is affected by complex dynamic processes such as coastal trapped waves through Taiwan Strait, the Kuroshio intrusion, and cross-shelf exchange. All these reduce model skills.
Gulf of
Along the Vietnam offshore jet during summer
The western SCS off the Vietnam coat is a dynamically active region. In summer, the southwesterlies are blocked by Annam Cordillera and accelerated to form a wind jet on the south edge of the mountain range [Xie et al., 2003] . Numerical experiments by Xu et al. (2008) indicate that positive wind stress curls (WSCs) north of the wind jet is forced by the orographic blockage but negative WSCs to the south are part of large-scale atmospheric circulation rather than simply forced by orography. The resultant WSC dipole drives a double gyre in the ocean [Wang et al., 2006b; Xu et al., 2008] , with an eastward offshore jet on the intergyre boundary between 11°N and 12°N (Figures 2 c and   g ). The ocean jet's separation from the coast involves a balance between wind stress and adverse pressure gradient force over shelf topography around the coastal promontory [Gan and Qu, 2008] . is relatively low, indicating that ISV is more complex than in the Gulf of Thailand. To validate the EOF analysis, we average SSH in a strip along the offshore jet where the standard deviation exceeds 5 cm (see Figure 2c ). The PC-1 and this SSH index are correlated at 0.88 for observations, corroborating that the EOF mode well represents the summer ISV near the offshore jet.
We apply the same EOF analysis to intraseasonal WSC during JJAS. The EOF-1 accounts for 40% of the total variance and exhibits a dipole structure with a stronger northern than southern pole (Figure 9a days. The lags for their correlations support the westward Rossby wave adjustment mechanism proposed by Xie et al. (2007) . We draw an analogy to the Kuroshio Extension, an inertial jet on the boundary between the subtropical and subpolar gyres. OFES achieves a similar success in capturing decadal variability of the inertial jet in response to basin-scale wind [Taguchi et al., 2007] . At the latitude of the offshore jet, the critical period for first baroclinic Rossby waves is about 50-60 days (not shown) following Lin et al. (2008) , while the jet may significantly modify the effective beta and critical period.
With a typical period of 8 weeks, SSH ISV induced by the orographic wind jet features is permitted to travel westward as Rossby waves. Figure 10 shows the lag correlation of SSH ISV along the northern DW highvariance band west of Luzon Strait (Line 1 in Figure 1a ). SSH at 117°E is taken as the reference time series. ISV displays a pronounced southwestward propagation during the active season of December-March (DJFM) but is somewhat localized during the inactive season of July-September (JJAS). During DJFM, typical oscillation period is 10-11 weeks, and typical phase speed is about 11 cm/s, consistent with eddy motions in the NSCS [Wu and Chiang, 2007] . The speed of eddy movement is comparable to both the current velocity averaged between 50-300 m along Line 1 and the phase speed of the first-mode baroclinic Rossby wave. Thus, the propagation of SSH variability along the northern DW band may represent eddy advection by mean flow or the signal of Rossby wave propagation. The correlation is weak in Luzon Strait, indicating that intraseasonal perturbations do not generally propagate directly from the western Pacific. Instead SSH ISV in the northern DW band is locally generated just west of Luzon Strait and then
Northern DW band
propagates southwestward, consistent with previous analyses [Li et al., 2007; Wu and Chiang, 2007] .
The same lag correlation indicates that the QSCAT simulation captures the longrange, southwestward propagation in winter and rather stationary variability in summer along the northern DW band (not shown). The phase correlation between observations and OFES is low, suggestive of instability processes in deep waters. Energetics analysis elsewhere is useful to evaluate contributions from instabilities of mean flow and explain high SSH variability along the South Equatorial Current [e.g., Feng and Wijffels, 2002; Yu and Potemra, 2006] . Similar analysis has never been made in the SCS. We perform such an energetics analysis using the QSCAT simulation.
Following Böning and Budich [1992] , eddy kinetic energy (EKE) and eddy available potential energy (EPE) per unit mass are defined as follow: The four-box energy diagram of Lorenz [1955] shows the energy transfer terms among various energy components. While the model output is not enough to close the mean and eddy energy budgets, some insights into instability mechanisms can be gained by considering energy transfers from mean to eddy energy. Specifically the conversion from mean to eddy potential energy, corresponding to baroclinic instability, is given by
The work of the Reynolds stresses against the mean shear is given by
which, if positive, indicates the occurrence of barotropic instability.
Since the flow and density fields are in quasi-geostrophic relationship in the SCS, the vertical integrated EKE and EPE show similar spatial patterns and seasonal cycles (not shown). So we use total eddy energy (TEE) as the sum of EKE and EPE. Figure 11 shows that there are two high TEE zones, respectively located west of Luzon Strait and southeast off Vietnam, consistent with the SSH variance distribution in deep waters. Figure 12 shows the seasonal cycle of eddy energy and the energy transfer terms in both DW band, averaged for 2000-06 into a 5-day climatology. In both zones, TEE shows a similar seasonality to intraseasonal SSH variance. In shallow waters, TEE is small (< 2×10 6 cm 3 /s 2 ), in contrast to the SSH variance distribution.
In the northern DW band, TEE maintains a high level around 15×10 6 cm 3 /s 2 during January to February, decreases rapidly in March, and reaches a minimum value of about 4×10 6 cm 3 /s 2 at the first pentad of August (Figure 12a ). TEE increases slowly in September-October, and then rapidly in November-December. Baroclinic (T2) and barotropic (T4) conversions are both active but the former is stronger. The instabilities mainly occur in the eastern part of the high-TEE zone (Figure 11 , white contours), consistent with Figure 10 ; TEE is generated near Luzon Strait by Kuroshio intrusion and then propagates southwestward following the mean flow or wave motion. As the area selected is large enough to cover active TEE, the instability term (T2+T4) dominates over the energy advection term ( v TEE ⋅∇ ) ( Figure 12a) , with the latter mainly affecting the spatial distribution of TEE within the high-variance zone. The sum of the instability and energy advection terms is in phase with TEE, suggesting a balance with dissipation that is presumably proportional to TEE, rather than with TEE t ∂ ∂ .
Evolution of instabilities is affected by several factors, including the mean flow shear and ocean stratification. Here we take as an example the Kuroshio inflow zone west of Luzon Strait (green box in Figure 11 ), which is also the main instability zone within the northern DW band. Figure 13 shows the vertical velocity shear and stratification, both affecting the seasonal cycle of T2. The westward inflows and their vertical shears are both similar between autumn and winter, but T2 is much weaker in autumn because of stronger stratification and larger Richardson number in autumn. In summer, T2 is the weakest as the zonal velocity shear weakens and stratification strengthens. Figure 14 shows the latitude-lag sections of SSH correlation along the southern DW band (Line 2 in Figure 1a ). SSH at 11°N is chosen as the reference time series. SSH variability displays a robust southward propagation during its active season of September-December (SOND) but is rather localized during the inactive season of March-June (MAMJ). During SOND, the typical oscillation period is about 8 weeks, and the phase speed about 19 cm/s in 9°N-13°N. The correlation in the southern DW band diminishes more quickly in distance than that in the northern DW band. During SOND, the southern DW band is located at the southwest corner of the basin-scale cyclonic circulation, and the southward propagating, intraseasonal disturbances correspond to the variability in the southwest extent of this circulation.
Southern DW band
In the southern DW band, TEE peaks at 18×10 6 cm 3 /s 2 around the fifth pentad of November after a rapid increase during September and October (Figure 12b ). TEE then falls from January and maintains low values around about 5×10 6 cm 3 /s 2 during May to August. During high-TEE period, barotropic conversion T4 is much stronger than baroclinic conversion T2, different from most of the world ocean where baroclinic instability is the primary source of eddy energy [Beckmann et al., 1994; Stammer, 1997] .
The sum of instability and advection terms is in agreement with TEE rather than its time derivative, indicating the importance of dissipation as a sink of eddy energy.
Summary
We have investigated SSH ISV in the SCS using the OFES hindcasts and satellite altimeter observations. SSH ISV is strong on the NSCS shelf, in the Gulf of Thailand, 
