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Abstract: In this paper a model selection test procedure for seasonal time series is proposed. It uses the estimated autocorrelations 
of the moving average part of the Box and Jenkins airline model. This ensures that the test statistics asymptotically follow standard 
normal distributions. The merits and limitations of the procedure are illustrated via simulations as well as by some empirical series. 
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1. Introduction 
There are several models which characterize a 
(non-) stationary univariate time series with sea- 
sonality. Examples are (a) models which assume 
the presence of seasonal unit roots, (b) models in 
which seasonality is deterministically modelled, 
and (c) the airline model proposed in Box and 
Jenkins (1970). The latter model assumes that a 
seasonally and first order differenced series can 
be described by a multiplicative moving average 
process. Recent contributions to the search for an 
appropriate model selection strategy are Dickey, 
Hasza and Fuller (19841, Osborn (1990), and 
Hylleberg et al. (1990). A characteristic of these 
approaches is that test procedures are developed 
for a certain nonstationary null hypothesis. This 
implies that only a subset of possible models is 
considered, and that the empirical distributions 
of the test statistics have to be tabulated. In the 
present paper an alternative model selection pro- 
cedure is proposed which tries to cope with these 
difficulties. 
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In Section 2, it is argued that the airline model 
is linked with several common univariate models 
for seasonal time series. In Section 3, the esti- 
mated autocorrelations of the doubly differenced 
variable are used to construct test statistics. It is 
shown that the test statistics asymptotically follow 
standard normal distributions under the null hy- 
potheses. In Section 4, the test procedure is eval- 
uated by simulation experiments, and applied to 
some empirical time series. Section 5 contains the 
concluding remarks. 
2. Models for time series with seasonal@ 
Consider 12 observations on the possibly nonsta- 
tionary process ytr which is a univariate time 
series measured s times a year. Define E, as an 
uncorrelated zero mean process with variance u,~, 
and let there be seasonal dummies D,,, . . . , D,, 
which take a value of 1 in the corresponding 
season every year, and 0 in other periods. The 
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where B is defined by Bky, = yr _ k. In many 
applications this model appears to be a reason- 
able approximation to empirical data, although 
the parameters 13~ and/or 0, may sometimes be 
close to - 1, see also Harvey (1984). This may 
indicate that one or both of the differencing 
filters on the left hand side of (1) is inappropri- 
ate. Other simple models, see also Ghysels (1990), 
are 
(I-B)(I-B”)Y,=T,~, (2) 
(I -B?Y,=v~~, (3) 
(~-B)Y,= CaiDit+q3r, (4) 
i=l 
s 
Y, = c QiQr + 774r 3 (5) 
i=l 
where the error processes qit, i = 1, 2, 3, 4, are 
stationary and invertible ARMA processes. Model 
(5) may also contain a linear deterministic trend. 
The null hypothesis in Dickey, Hasza and 
Fuller (1984) is (31, and it is tested against a 
stationary AR model, y, = ~$y,_, + qZf. The null 
model in Hasza and Fuller (1982) is given by (2), 
and versions of (3), (4) and (5) are the alterna- 
tives. A test procedure applied in Osborn (1990) 
considers similar null and alternative models. The 
vast literature on testing for unit roots in nonsea- 
sonal time series considers (4) against (5), where 
the latter model may contain a linear trend. The 
procedure proposed in Hylleberg et al. (1990) 
compares model (3) with (4) and (5) and some 
intermediate cases. From this brief summary it is 
clear that these procedures test distinct nonsta- 
tionary null hypotheses. First, this implies that 
the empirical distributions of the test statistics 
have to be tabulated since these models are non- 
stationary. Second, the practical application of 
the tests can give rise to conflicting empirical 
evidence since the models are nonnested, see also 
Ghysels (1990) and Osborn (1990). 
In some occasions there is however a possibil- 
ity to circumvent these drawbacks. As already 
said, the airline model in (1) appears to be useful 
in many practical situations, albeit that some- 
times the estimated 0, and/or 0, may approach 
minus 1. This suggests that model selection with 
respect to the first and annual differencing filter 
can be carried out by checking the values of 0, 
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and es. In particular, assuming that the vir in (2) 
through (5) can be restricted to be E,, it is clear 
that when 8, = 13, = 0 model (1) reduces to (2). 
Restricting 0, in (1) to minus 1 gives a model like 
(3). In Bell (1987) it is shown that when in 
(l-B”)y,=(l+0,B”)~~, (6) 
the value of the parameter Bs is equal to minus 1, 
a model with seasonal dummy variables emerges. 
Of course, similar results apply when yt is re- 
placed by X, = (1 - B)y,. This implies that with 
0, = - 1 one obtains a model like (41, and with 
0, = es = - 1 model (5) shows up. Hence it can be 
seen that, in some specific cases, the airline model 
is linked with several other seasonal time series 
models. 
3. The model selection procedure 
A natural model selection procedure is now given 
by testing whether 8, = - 1 and/or 0, = - 1 in 
(1). These parameter values imply that the airline 
model is noninvertible, or, equivalently, that there 
are unit roots in the MA part of the model. This 
noninvertibility has a downward biasing effect on 
the estimates of the parameters, see Plosser and 
Schwert (1977). So, model selection should 
preferably not be based on the estimated parame- 
ters. It may however be more appropriate to base 
inference on the sample autocorrelations of the 
variable 
x, = (1 -B)(l -B”)y,. (7) 
The relevant nonzero autocorrelations of the air- 
line model at lags 1, s - 1, s and s + 1, when 
s > 2, are given by 
PI = W($ + I)> (8) 
Ps-1 =ps+1= %%/(p: + l)(@ + 1)) =PlPs, 
(9) 
Ps = %/( 0,’ + 1)7 (10) 
which are estimated by r,, rs_,, rs and rs+l. 
These expressions show that it is convenient for 
the construction of test statistics to consider p, 
and ps only, since they are uniquely determined 
by 0, and 0,, respectively. 
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The distributional results for the sample auto- 
correlations of MA processes, given and proved 
in Anderson and Walker (1964), are now useful. 
Consider n observations on the zero mean linear 
process 
+W 
w,= c 77,Et_j, t=0,*1,*2 )...) (11) 
i= __m 
where Cy= _-ml 77i I < ~0 and C~=Pmliln? < KJ. It 
can be shown that n”*(rk - pk), with 1 < k <s, 
asymptotically follows an s-variate normal distri- 
bution with mean zero and with covariances given 
by 
= E (PjPj+k-I’PjPj+k+I’2PkPIP: 
j= -m 
-2PkPjP,+I - 2PIPjPj+k). (12) 
Note that the restrictions for 77; apply in the MA 
cases considered here. 
Applying (12) to the present MA model gives, 
after some algebraic manipulation, the following 
distributional results, 
where 
A,, = 1 + f-G-, + ~P:P:-, - ~~PIP,-,P, +2~,2 
+~P:P,~+~P,P,-,-3~:+4~;, 
A,, =A,, = 4~,-, + 8~,~:-1~s - ~P,-IP,~ 
- 8P:P,-,+ 4P:Ps - 2P,P, + 4P:Pu 
A,, = 1+ 6~:-,+ ~P:-,P: - ~~PIP,-,P, + 4~: 
- 3p,2 + 2p; + 4p:p,2. 
Under the null hypothesis that 8, = - 1 it can 
easily be verified that p, = - i, that ps_l = 
1 
2Ps7 and that A,, equals i + p,’ + ip,. The 
most likely range of values of ps is between - i 
and 0, hence implying that in this case A,, theo- 
retically varies from i and 4. This last value is 
the minimum of A r, established by p, = - $. 
Under the null hypothesis that es = - 1 it can 
similarly be derived that A,, becomes equal to 
i + pf, the range of which is from $ to $. Hence, 
the variance of each estimated autocorrelation 
under either of the null hypotheses contains a 
function of the other true but unknown autocor- 
relation. One might now consider estimates of 
the latter, and use these to estimate the vari- 
ances. The risk involved in this approach is that 
in small samples the asymptotic results may not 
be valid. However, considering the ranges of val- 
ues for A,, and A,,, a simple alternative strategy 
may be to set the variances at their highest val- 
ues. Note that this is equivalent to testing f?, = - 1 
while assuming that 0,? = - 1, and vice versa. This 
may ensure a somewhat conservative procedure 
in the sense that the null hypothesis may now be 
accepted more often. Given the results in, e.g., 
Franses (1991) and Osborn (1990) where it is 
shown that incorrect differening can have a sub- 
stantial impact on several types of inference, it is 
not harmful to be somewhat conservative in this 
case. Setting p, =p, = - i and thus ps_, =ps+, 
at f, (13) becomes 
(14) 
Simple test statistics for the null hypotheses 0, = 
- 1, O,Y = - 1, and /3, = 13, = - 1 are respectively 
given by 
T, = (2n)“2(r, + $), (15) 
T, = ($n)“‘( rs + i), (16) 
T,,, = (+n)“‘( r, + rs + l), (17) 
the asymptotic marginal distributions of which 
are N(0, 1) distributions. In Franses and Kloek 
(1990) it is shown that the estimated first order 
autocorrelation of a noninvertible MA(l) process 
is indeed symmetrically distributed. Hence, the 
test statistics in (1.5) through (17) will be consid- 
ered in a two-sided test procedure. 
The first step in the model selection strategy 
for a seasonal time series y, is now to transform 
it with the (1 - BXl -B”) filter into x,. Then, 
the estimated autocorrelations of x, at lags k 
other than 1, s - 1, s and s + 1 are checked to be 
zero, otherwise the airline model may not be 
255 
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appropriate. It is eary to derive from (12) that for 
these k it holds that 
n Var rk = E (Pf+ PjPj+Zk). (18) 
j= -_m 
Under the null hypothesis 8, = 0, = - 1 it can be 
derived that the expression in (18) is equal to 2:, 
with some exceptions. For example, for quarterly 
data n Var r2 is +, and for monthly data n Var r5, 
II Var r, and n Var r, are equal to 2, 5 and 2, 
respectively. When this null hypothesis is not 
valid, (18) can not be reduced to such simple 
expressions, and one strategy may now be to 
apply the rough approximation n’12r, _ N(0, 1). 
The next step for model selection consists of 
testing whether p, and/or ps are equal to - $, 
and to see which of the seasonal models may be 
appropriate. 
4. Empirical performance 
To investigate the performance of the above pro- 
cedure, 100 Monte Carlo replications have been 
carried out for the case where s = 4 and n = 100. 
The rejection frequencies of the three tests are 
reported in Table 1. The first four data generat- 
ing processes (DGPs) are 
(i) y, =Yrel +Yr-4-YIp5+&t 
(O,, o,+ -1, p, P), 
(ii) Y, =Yre4 +et 
(0, = -1, s, P), 
(iii) y, =y,_, + D,, - OSD,, + lSD,, 
- D,, + E, 
(O,= --I, P, S), 
(iv) y, = D,, - OSD,, + 1.5D3, - DJt +E~ 
(O,, es= -1, s, S), 
where the null hypothesis, as well as whether the 
outcomes for the DGP convey information about 
the empirical size (S) or power (P), are given 
between parentheses. From the results in Table 1 
it is clear that for these DGPs the empirical size 
and power of the tests are almost ideal values. To 
illustrate that the first step of checking the auto- 
256 
Table 1 
Rejection rates of testing for the noninvertibility of the airline 
model, based on 100 Monte Carlo replications and sample 
size 100 
DGP Nominal size T, T, T 1,s 
(i) 0.05 1.00 (P) 1.00 (P) 1.00 (P) 
0.10 1 .oo (Pl 1 .oo (P) 1 .oo (Pl 
(ii) 0.05 0.05 (S) 0.99 (P) 0.99 (P) 
0.10 0.11 (S) 1 .oo (P) 0.99 (PI 
(iii) 0.05 0.99 (P) 0.01 (S) 0.95 (PI 
0.10 1 .oo (P) 0.01 (S) 0.98 (P) 
(iv) 0.05 0.06 (S) 0.04 (S) 0.03 (S) 
0.10 0.11 (S) 0.11 (S) 0.09 w 
(vl 0.05 0.50 w 0.99 (P) 0.89 (PI 
0.10 0.70 w 1 .oo (P) 0.92 (P) 
(vi) 0.05 0.08 (S) 0.13 (P) 0.11 (P) 
0.10 0.08 (S) 0.26 (P) 0.17 (P) 
(S) and (P) correspond to the empirical size and power. 
Expressions for the test statistics can be found in (151, (16) 
and (17). 
correlations at lags other than 1, s - 1, s and 
s + 1 is important, consider the DGP, 
(v) yt =Y~-~ + E, - O.~E,_, 
(0, = - 1, s, P). 
Doubly differencing results in X, = (1 - B)(l - 
6B)e,, which theoretically would show an auto- 
correlation at lag 2, and so the airline model is 
not appropriate. When 6 equals 0.6, this correla- 
tion is about 0.153, and its estimate may often 
appear to be significant in case n = 100 (see (18)). 
From the fifth row of Table 1 it is clear that now 
the size is largely affected. Finally, when DGP is 
(vi) y, =y,_, + at - 0.6s,_, 
(0, = - 1, S, P), 
it can be expected that the power of the test for 
8, becomes low. This is reflected by the last row 
of Table 1. 
To empirically illustrate the above test proce- 
dure, I have chosen to consider the seasonal 
series discussed in Granger and Newbold (19861, 
the Box and Jenkins (1970) airline data, the Dutch 
car sales series given in Franses (1990), the 
monthly car sales in the U.S., given in Nelson 
(19731, and the price of steers series for the U.S. 
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in Net-love et al. (1979). The results are summa- 
rized in the Table 2. It appears that the airline 
model may be appropriate, at least in the sense 
that there is no autocorrelation other than those 
at lags 1, s - 1, s and s + 1, for 6 of the 7 series. 
Only the Dutch car sales series shows estimated 
values for r2, r5 and r9 of -0.28, 0.24 and 0.24, 
which may be significant under an hypothesis 
other than 0, = 0, = - 1. The GNllO series is 
clearly doubly overdifferenced, and model (5), 
possibly with the inclusion of a trend, may be 
useful. For both the GN108 and GN106 series 
the double filter can be used, which corresponds 
to the successful estimation results for both series 
in Granger and Newbold (1986, p. 111). Curiously 
enough, the airline data themselves are overdif- 
ferenced when the airline model is used, and the 
most suitable model seems to be a model of type 
(4). This corresponds with the findings in Franses 
(19911, where the Hylleberg et al. (1990) proce- 
dure is extended and applied to the case where 
s = 12. The FRCAR series illustrates the proba- 
ble size distortions of the test statistics in case the 
error process in the airline model is not white 
noise. In Franses (1991) it is found that for this 
series a type (4) model with several ARMA terms 
is appropriate. Although the doubly differenced 
U.S. car sales series shows a correlation at lag 2 
of 0.20 which is even significant under the null 
hypothesis, there seems to be an indication that 
the (1 - B”) filter is not suitable. This may also be 
confirmed by the estimated value of 8, which is 
-0.85 (cf. Nelson, 1973, p. 1871. Finally, the price 
of steers series may also be modeled with a model 
like (4), a result which might have been expected 
by the estimate of -0.96 for Bs in Nerlove et al. 
(1979, p. 211). 
5. Concluding remarks 
The model selection testing procedure for sea- 
sonal time series proposed in the present paper 
seems to meet its purpose. Advantages of the 
procedure are, first, that it selects a model by 
testing for restrictions in a general model, and, 
second, that the test statistics asymptotically fol- 
low standard normal distributions. The limita- 
tions to the procedure can be found in size dis- 
tortions because of nonwhite error processes, and 
in power reduction in case the null and alterna- 
tive hypotheses are in some sense close to each 
other. It may therefore be sensible to use the 
method together with related model selection 
strategies. Since the proposed procedure necessi- 
tates only simple calculations, it might however 
provide an initial quick check before any other 
methods are applied. 
Table 2 
Model selection for some empirical seasonal time series via testing for noninvertibility of the airline model 









59 4 - 0.34 - 0.46 
95 12 0.17 -0.14 9.24 * 4.05 * 8.20 * 
109 12 0.06 - 0.25 8.27 * 3.01 * 6.90 * 
83 12 - 0.34 -0.44 2.06 * 0.46 1.64 
71 12 -0.15 -0.28 4.17 * 2.14 * 3.92 * 
253 12 - 0.09 -0.41 9.22 * 1.65 6.49 * 
647 12 0.29 - 0.46 28.42 * 1.18 17.24 * 
T, T, T 1 ,., 
1.74 0.35 1.25 
* Significant at a 5% level. 
a The series refer to the doubly differenced series. 
b The sample autocorrelations of these series are given in Granger and Newbold (1986) on pages 110, 108 and 106, respectively. 
’ Monthly airline data given in Box and Jenkins (1970). The last three years were excluded. 
’ Monthly new car sales in the Netherlands, given in Frames (1991). 
’ Monthly new car sales in the U.S., given in Nelson (1973). 
’ Monthly price of steers for U.S., given in Nerlove et al. (1979). 
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