Abstract: Nonpoint source pollution affects the quality of numerous watersheds in the Midwestern United States. The Illinois State Water Survey conducted this study to ͑1͒ assess the potential of artificial neural networks ͑ANNs͒ in forecasting weekly nitrate-nitrogen ͑nitrate-N͒ concentration; and ͑2͒ evaluate the uncertainty associated with those forecasts. Three ANN models were applied to predict weekly nitrate-N concentrations in the Sangamon River near Decatur, Illinois, based on past weekly precipitation, air temperature, discharge, and past nitrate-N concentrations. Those ANN models were more accurate than the linear regression models having the same inputs and output. Uncertainty of the ANN models was further expressed through the entropy principle, as defined in the information theory. Using several inputs in an ANN-based forecasting model reduced the uncertainty expressed through the marginal entropy of weekly nitrate-N concentrations. The uncertainty of predictions was expressed as conditional entropy of future nitrate concentrations for given past precipitation, temperature, discharge, and nitrate-N concentration. In general, the uncertainty of predictions decreased with model complexity. Including additional input variables produced more accurate predictions. However, using the previous weekly data ͑week tϪ1͒ did not reduce the uncertainty in the predictions of future nitrate concentrations ͑week tϩ1͒ based on current weekly data ͑week t͒.
Introduction
Many communities in the midwestern United States depend on surface water sources for their drinking water and have been facing chronic water quality problems related to nonpoint source pollution. Nitrate contamination of drinking water in central Illinois is one of the most critical and difficult problems. Several water supply utilities occasionally have exceeded the maximum contaminant level ͑MCL͒ for nitrate-nitrogen ͑nitrate-N͒, which the United States Environmental Protection Agency ͑EPA͒ set at 10 mg/L ͑EPA 1991͒. The Illinois Environmental Protection Agency is enforcing the drinking water regulations by requiring water supply utilities and municipalities to develop plans to reduce nitrate-N concentrations below the MCL within a specified period of time. As a result, several utilities are evaluating alternative solutions. An effective solution necessitates identifying important parameters that control nitrate-N concentrations in the water and developing a procedure that uses these parameters to accurately predict nitrate-N concentration under different conditions. Such predictions are important in water supply planning and in reducing nitrate-N concentration during the critical periods.
The traditional modeling approach applies watershed hydrologic and water-quality models calibrated and verified to simulate water quantity and quality. Those models require preparation of extensive input data sets and a time-consuming calibration and verification process that is often too expensive for small utilities and municipalities.
The artificial neural network ͑ANN͒ approach could potentially provide an inexpensive alternative to using traditional conceptual modeling to predict water quality under different hydrologic and meteorological conditions. ANNs, an alternative methodology for dealing with mathematically intractable problems, can capture the important features and subfeatures embedded in a large data set to produce predictable outputs. Models that successfully capture the governing relationships between inputs and outputs then can be used to predict water quality under different conditions. This paper describes the application of ANNs to predict the nitrate-N concentration in the Lake Decatur watershed in Illinois. The Illinois State Water Survey has collected hydrologic, meteorological, and water-quality data in the Lake Decatur watershed to identify pollution sources and monitor nitrate concentrations ͑Keefer and Demissie 2000͒. A weekly time increment was chosen to test several ANN models for the studied watershed, and the models were evaluated using root mean square error ͑RMSE͒ of prediction, bias and entropy.
This approach does not address the origins of nitrates, longterm changes in nitrate concentration, climate variations, or changes in land use. Such analyses are beyond the scope of this paper. The method described here uses the approximately six years of observed hydrologic and meteorological data averaged weekly and aggregated at a watershed scale to predict weekly fluctuations within the period of record. It was also assumed that the models developed here could be applied within the foreseeable future.
Artificial Neural Networks
ANNs are ''massively parallel interconnected networks of simple elements and their hierarchical organizations which are intended to interact with the objects of the real world in the same way as biological nervous systems do'' ͑Kohonen 1988͒. The nodes are classified as input, hidden, and output nodes. Input nodes receive data from sources external to the network, hidden nodes send and receive data only to and from other nodes in the network, and output nodes produce data generated by the network, which exit the system ͑Fig. 1͒. The number of hidden layers equal to one occurs in most hydrologic applications.
There have been various applications of ANNs in evaluating a range of water resources problems. In numerous rainfall-runoff studies ͑Lachtermacher and Fuller 1993; Zhu and Fujita 1993; Markus et al. 1995; Tokar and Markus 2000͒ , the ANNs compared favorably with traditional models. ANNs also had promising results in water-quality modeling, including salinity forecasting ͑Maier and Dandy 1996͒, agriculture chemical assessment of rural wells ͑Ray and Klindworth 1996͒, and predicting pesticides leaching through the soil ͑Starrett et al. 1996͒. A comprehensive analysis of the role of ANNs in hydrology was undertaken by the American Society of Civil Engineers ͑ASCE͒ Task Committee on Artificial Neural Networks in Hydrology ͑ASCE Task Committee 2000a, b͒ to serve as an introduction to ANNs for hydrologists, and also to summarize the merits and limitations of neural networks. Among rare attempts to quantify the uncertainties in the ANN models, Guan et 
Based on the ANNs, continuous real-valued functions can be approximated in a certain interval within a desired accuracy using a sufficient number of sigmoids ͑Cybenko 1989; Ito 1991͒. A simple ANN approximation ͑Salas et al. 2000͒ for n inputs, x 1 through x n , and one output, f (x), can be presented as
where ⌽͑•͒ϭsigmoid defined by Eq. ͑1͒, and ␣ j , ␤ j , ji , and ␥ϭmodel parameters. Index i represents the ith input, and j is a hidden node. Symbol h represents the number of nodes in the hidden layer.
The process of updating model parameters based on known system inputs and outputs is based on the following principle: Model parameters are modified iteratively such that the computed output differs as little as possible from the observed one. The method must be applied iteratively until convergence is reached. Approximation error is minimized by adapting the ANN model parameters are ␣ ji , ␤ ji , ji , and ␥. The cross validation technique ͑Sheedvash 1992; Weigend and Gernshfeld 1994͒ that performs the training procedure on a part of a time series, while the remainder of the time series serves for testing, was used. Both training and testing errors are recorded for each iteration. The training error generally decreases steadily, while the testing error initially decreases over time and then starts to increase after reaching its minimum. After the iteration at which testing error is at its minimum, it is likely that the neural network is trained on the noise of the training data set. Therefore, the minimum testing error indicates the iteration at which the procedure should be terminated and at which the parameter values are assumed to be final.
ANNs were found to be a robust tool for modeling various hydrologic processes ͑ASCE Task Committee 2000b͒. The backpropagation method has fast convergence, but there is a risk of premature convergence to local optima. Although Ito's theorem defines the existence of a desired optimum ͑Ito 1991͒, that optimum may not be unique, and reaching it may need several runs with randomly assumed parameters each time. ANNs are easy to use, flexible, efficient, and do not require much knowledge about the hydrologic system. There is no scientific method to define the ANN architecture, such as the number of inputs, hidden layers, and nodes; it is rather empirically based and may differ for various researchers. Although ANN architecture, optimal training data sets, adaptive learning, extrapolation, and other issues must be explored further, numerous successful hydrologic ANN applications have been reported. This study explores the potential of ANNs for use in weekly nitrate forecasting, a real-world engineering problem.
Entropy
As defined in information theory, entropy is a measure of the uncertainty of a particular outcome in a random process. Linfoot ͑1957͒ demonstrated that informational correlation in physical applications is invariant under transformations, which is not the case with the ordinary correlation. Amorocho and Espildora ͑1973͒ and Valdes et al. ͑1975͒ were among the first to introduce this new concept in hydrology, strongly influencing future research directions. Harmancioglu et al. ͑1986͒ compared correlation- based and entropy-based measures of information transfer between variables. Entropy-based techniques also have been used in various studies for streamgaging network design ͑Husain 1989; Yang and Burn 1994͒ and water-quality monitoring network design ͑Harmancioglu and Alpaslan 1992͒.
Entropy ͑Yang and Burn 1994͒ can be expressed as follows:
where f (x) represents a probability density function of variable X. Entropy H(X) is also called the marginal entropy of a single variable X. Similar to Eq. ͑3͒, uncertainty of two variables, X and Y, can be described by joint entropy:
Here, f (x,y) represents the joint probability density function of variables X and Y. The joint and marginal entropies are related
where
If X and Y are independent, T(X,Y )ϭ0, the uncertainty of Y after obtaining X is the same as the original ͑marginal͒ uncertainty of Y. If the variables are perfectly correlated, then the knowledge of one variable gives complete information about the other variable.
In that case T(X,Y )ϭH(Y ).
The marginal entropy of the predictant, H(Y ), is reduced through a model by introducing various inputs. Model entropy predictions can be computed as a conditional entropy H(Y ͉Ŷ ), where Ŷ represents the model forecast, and Y represents the observed data.
Model Application to the Sangamon River near Decatur, Illinois
The assessment of weekly ANN-based forecasts was performed on the Sangamon River ͑Fig. 2͒ using observed hydrologic and meteorological data for January 1994 -April 1999. Various models were tested using average weekly air temperature and total weekly precipitation data observed at Decatur; discharge data from the Monticello gaging station, routed to just upstream of Lake Decatur using the PACE model ͑Durgunoglu et al. 1987͒; and nitrate-N concentration time series observed at the Decatur North water treatment plant ͑Fig. 3͒. Data analysis demonstrated that a high-flow season, typically between December and July, coincides with a high-nitrate concentration season. High and low seasons of nitrate-N concentration are so distinct that each of them can be analyzed separately ͑Fig. 4͒. Naturally, the highconcentration season is of greater importance in water management. An arbitrary cutoff level of 2.5 mg/L was set for highconcentration season. Data points at which the nitrate concentration was less than 2.5 mg/L were not used in this study. Table 1 were moderate to low. The data for a lead time equal to two weeks ͑Table 2͒ demonstrated a decrease in autocorrelation for nitrate-N, while the cross correlations remained similar to those of the lag-one correlation matrix. The correlation between lag-zero discharge and nitrate-N concentration was smaller than those of lag-one and lag-two data. The lag-zero correlation coefficient between nitrate-N concentration and discharge was equal to 0.277, significantly less than the lag-zero correlation before removing lowseason data from the model, Rϭ0.446. The lag-one autocorrelation for nitrate-N was 0.943 before introducing the high-season approach, and 0.823 afterwards.
Preliminary Data Analysis
Although the high-nitrate and high-discharge seasons match fairly closely ͑Fig. 3͒ and visually appear to be correlated, nitrate-N, and discharge are not strongly correlated; the lag-zero correlation is only 0.277. Lag-one (Rϭ0.401) and lag-two (R ϭ0.394) correlation coefficients exceeded the lag-zero correlation, which indicates that one of the causes for high nitrate concentrations may be found in the high flows of previous time intervals. Correlations between nitrate-N concentration and previous precipitation do not contradict this hypothesis. The lagzero correlation between precipitation and nitrate-N is small, while the lag-one and lag-two correlations are greater. The cross correlation between nitrate-N and temperature reaches its maximum for lag-zero and decreases with lag time from 0.455 ͑lag zero͒ to 0.249 ͑lag two͒.
Artificial Neural Network-Based Models
The accuracy of ANNs even with a minimum number of parameters can be comparable and even higher than in linear models ͑Markus et al. 1995; Markus and Salas 1998͒. A simple ANN forecasting model based on Eq. ͑2͒ demonstrates how model uncertainty varies with the number of inputs and time steps.
Three ANN models were tested for one-step weekly nitrate prediction using one input ͑N1͒, four inputs ͑NQPT1͒, and seven inputs ͑NQPT2͒. Various combinations of previous nitrate concentration, air temperature, precipitation, and discharge represented model inputs. The models have only one output, the future nitrate concentration. All models assumed that data in the current interval t and previous intervals were known, while future data in interval tϩ1 were predicted based on the known past. Prior to using ANN models, data were standardized by subtracting the mean and dividing by the standard deviation. After simulating ANN model output in the standard domain, data were transformed back to the original domain. Average weekly nitrate-N concentration were expressed in milligrams per liter ͑mg/L͒, the mean weekly discharge in cubic meters per second ͑cms͒, total weekly precipitation in centimeters ͑cm͒, and average weekly air temperature in degrees Celsius ͑°C͒.
Model N1 was the simplest model with only one input, nitrate-N concentration in week t, N(t), and one output, nitrate-N concentration in week tϩ1, N(tϩ1). Previous concentration N(t) was expected to explain a significant portion of the variability in N(tϩ1) because the lag-one autocorrelation coefficient for series N(t) was 0.823. The predicted nitrate concentration Ñ (t ϩ1) is expressed based on Eq. ͑2͒:
Model NQPT1 used nitrate-N in week t, N(t), discharge, Q(t), precipitation, P(t), and temperature, T(t) to predict N(tϩ1).
A modified version of Eq. ͑2͒ describes the dependence between the output and the inputs To better represent the data set and to reduce the potential effects of temporal variability within the six-year data set, training data included the first quarter of observed data ͑January 1994 -March 1995͒ and the last quarter of observed data ͑December 1997-April 1999͒. Testing data included the remaining period ͑April 1995-December 1997͒. Although other training/testing combinations could have been tested, it was assumed that this combination was appropriate for the purposes of this paper. To minimize the number of parameters and potentially ensure easier and faster computational convergence, the parameter h was assumed to be equal to one in all ANN models used in this study. This simple ANN model having minimum number of parameters also permitted more appropriate comparison with linear regression.
Model NQPT2 used N(t), Q(t), Q(tϪ1), P(t), P(tϪ1), T(t), and T(tϪ1) to predict N(tϩ1
The cross validation method was used on the training data set to estimate model parameters and simultaneously monitor the accuracy of the training model applied to the testing data set. Changes in the testing errors shown in Fig. 5 suggested an optimum number of iterations of 60 ͑models N1 and NQPT1͒, and 135 ͑model NQPT2͒. Using a relatively large learning rate of 0.25 resulted in a faster convergence.
The forecast accuracy of the ANN models is expressed through RMSE and absolute value of the average forecast error ͑bias͒. Results in both training and testing phases are presented in standard domain, original domain, and as a fraction of the mean value ͑Table 3͒. For example, the last number in the first row of Table 3 , 0.006, means that in the testing stage model N1 had average bias equal to 0.6% of the mean value for the entire data set. Table 3 also indicates that model NQPT1 produced smaller RMSE than the other two models. The training RMSE demonstrated an increase in accuracy with model complexity. Nonetheless, it appears that the model NQPT2 had some redundancy in inputs. Model NQPT2 was more complex than NQPT1, but had approximately equal RMSE. The forecast bias demonstrated similar behavior in the training stage, but model NQPT2 had minimum bias compared to the other two models in the testing stage. However, all forecast bias values were relatively small, ranging from 0.1 to 0.6% of the mean. The RMSE values were much larger, between 14.6 and 17.3% of the mean. Based on the forecast RMSE and forecast bias, the model NQPT1 appears to be more accurate than the other two models for predicting weekly nitrate concentrations. Fig. 6 compares observed nitrate-N concentration and predicted using model NQPT1.
Comparison of Artificial Neural Network and Linear Regression
While conceptual models require extensive data sets and lengthy model calibrations, linear regression models and ANNs offer sim- pler, and faster solutions. ANNs are more flexible than regression models and require less prior knowledge of the system under study. Unlike ANNs, the regression theory imposes strict conditions for error statistics, such as normal distribution and constant ͑homoscedastic͒ variance. On the other hand, it is difficult to interpret a physical meaning of the ANN parameters. Regression coefficients can reveal useful information about the system under study, but there are no established techniques to obtain such information from the ANN parameters.
The aforementioned ANN models were compared with linear regression models. The one-input ANN model ͑N1͒ was compared with two one-input linear regression models, with and without the intercept term, LR1 and LR2 respectively. Similarly, the four-input ͑NQPT1͒ and the seven-input ͑NQPT2͒ models were compared with corresponding linear regression models. The ANN and regression models were compared using RMSE ͑Fig. 7͒. On average, the ANN models outperformed the corresponding linear regression models by 4.42% in training, and 3.30% in testing stage.
Uncertainty of Artificial Neutral Network Using Entropy
The aforementioned ANN models also were validated using the entropy measures of uncertainty. A discrete version of Eq. ͑3͒ was used to compute entropy for various models ͑Press et al. 1995͒:
where k denotes a discrete data interval for variable X, x k is an outcome corresponding to interval k, and p(x k ) is the probability of x k . The probability p(x k ) is based on the empirical frequency of variable X. The entropy is expressed in bits because the base of the logarithm was assumed to be equal to 2. It was assumed that variable X has a finite number of possible outcomes ͑K͒. A discrete version of Eq. ͑4͒ ͑Press et al. 1995͒ was used to calculate joint entropy where k denotes a discrete data interval for variable X, l denotes a discrete data interval for variable Y, p(x k , y l ) is the probability of an outcome corresponding to interval k for X and interval l for Y, K, and L are the numbers of possible outcomes for X and Y, respectively. It was assumed that KϭL. Transinformation was computed using Eq. ͑5͒, and conditional entropy was calculated using Eq. ͑6͒.
To assess the sensitivity of entropy to the number of discrete intervals ͑K͒, the values of K between 1 and 20 were explored. Fig. 8 presents resulting marginal ͑unconditional͒ entropy and conditional entropies for ANN models N1, NQPT1, and NQPT2. Fig. 8 shows how the uncertainty changes with the number of intervals. The top line in Fig. 8 represents the testing uncertainty of weekly high-season nitrate-N concentrations. This uncertainty assumes no knowledge of previous observations of any predictor. Other lines represent the conditional entropy of various models predicting nitrate concentration in the testing stage, when previous concentrations and other hydrologic and meteorological variables are known. The line representing the model N1, the highest among the conditional entropies, represents the uncertainty of future nitrate-N concentrations, given past nitrate-N concentrations. It is evident that the conditional uncertainty of model N1 is smaller than the marginal unconditional entropy. The difference between the marginal entropy ͑top line, Fig. 8͒ and the entropy given previous nitrate concentrations ͑second line from the top, Fig. 8͒ represents the amount of information conveyed from N(tϪ1) to N(t). It also represents the reduction of uncertainty in one-step nitrate predictions based on the model N1. The more complex models NQPT1 and NQPT2, in general, performed similarly and had smaller uncertainty than the model N1. The pattern seems to be more regular and less noisy for seven intervals or less. A larger number of intervals provides noisier results, particularly for model NQPT2. Although the model NQPT2 had significant noise, and in some cases, it is entropy exceeded that of model N1, the relative proportions between the uncertainties remained relatively constant. Table 4 presents the entropy measures of uncertainty for 5, 10, and 15 discrete intervals for both training and testing data. On average, model N1 had the highest uncertainty and NQPT1 and NQPT2 performance was similar. Model NQPT2 appears more sensitive to changes in the number of data intervals in both the training and testing phases.
Summary and Conclusions
Accurate nitrate-N concentration predictions are important in water supply management. ANNs, an inexpensive alternative to traditional conceptual modeling, were applied in forecasting weekly nitrate-N concentration in the Sangamon River near Decatur, Ill. Data analysis suggested that high and low seasons of nitrate-N concentrations closely coincide with high-and low-flow seasons, and the research focused on the high nitrate-N concentration season. The initial results of a simple ANN model were encouraging.
Preliminary analysis indicated that during training and testing stages, the ANN models were more accurate than the corresponding linear regression models. More complex ANN architecture could potentially provide more insight into the basic cause-effect relationships and possibly produce more accurate weekly predictions. Besides the traditional measures, bias and RMSE, the onestep weekly nitrate-N concentration forecasts were also validated using marginal and conditional entropies. Dividing the data into high-and low-flow data reduced the marginal entropy of the historical data. Adding various model inputs further reduced the forecast uncertainty.
Among the three ANN models used for weekly nitrate concentration forecasting ͑N1, NQPT1, and NQPT2͒, model NQPT1 was the most accurate. The entropy-based validation test was an objective method for quantifying the uncertainties of all three models. Each entropy of the model was highly correlated with RMSE, but not with forecast bias. Moreover, the biases were relatively small compared to RMSE and were less critical in comparing the performance of each model. It is concluded that reasonably accurate weekly nitrate concentration predictions can be achieved using simple ANNs, and the results can be adequately validated using marginal and conditional entropies. 
