ABSTRACT In the attribute-based access control (ABAC) model, attributes are the basis for controlling access to data resources. The existing attribute extraction methods that are based on manual management are time consuming and have a high cost, variable accuracy, and poor scalability when dealing with massive unstructured text from big data resources. This paper proposes a multidimensional hybrid feature generation method for text resource attributes. The method comprehensively calculates the characteristics of attributes themselves, the relationships between attributes, and the relationship between attributes and resources. It can fully and accurately characterize the attributes. It converts attribute features into grayscale images in order to translate attribute mining problems into image recognition problems. We propose an attribute mining method based on a convolutional neural network (CNN). We use neural networks to automatically correlate features. It means there is no need to manually consider the importance of features and their relationships. This avoids the need for security experts to manually label the attributes of massive resources and facilitates the automatic and intelligent mining of ABAC resource attributes. The experimental results show that compared with the benchmark algorithm, the proposed method has improved accuracy and recall rate and can provide attribute support for ABAC of big data resources.
I. INTRODUCTION
Recently the rapid development of big data technology has received more and more attention. While big data can provide convenience for people, for example, by suggesting things they may like, it also brings huge security and privacy risks. How to effectively protect the security of big data resources has become a challenge for big data promotion and its application. Access control technology [1] is one of the core technologies for providing big data security. Access controls prevent the unauthorized use of data resources by managing user permissions. Attribute-Based Access Control (ABAC) [2] uses the attributes of the subject, resource, operation and environment as the basic elements of access control. It can flexibly utilize the set of attributes owned
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by the subject and or the resource to determine whether to grant access or not. Attributes can strongly express semantics. ABAC can better separate policy management from the access control decision and is compatible with traditional mechanisms such as discretionary, mandatory and role based access control (DAC, MAC, and RBAC) [3] , [4] . It is suitable for solving fine-grained access control and large-scale dynamic authorization in big data computing environments.
Attributes are the foundation and core of the ABAC mechanism. Attributes are divided into subject attributes, resource attributes, operational attributes, and environmental attributes. The number of subject attributes, action attributes, and environment attributes is relatively limited. But the number of resource attributes used to describe massive data resources can be enormous. Unlike data resources in traditional information systems, big data resources are composed of structured, semi-structured and unstructured multivariate data. As an important part of the big data set, unstructured data is exploding at an alarming rate. According to the IDC survey [5] , 80% of the data in the enterprise is unstructured data, which is growing at an exponential rate of 60 percent a year. Especially in social big data, the Internet of Things big data, medical big data, and industrial big data, unstructured data often exhibits features such as: real-time, dynamic, multi-source, and heterogeneous. These features provide new requirements for the automatic, scalable, and adaptable application of ABAC technologies [6] . In order to implement efficient fine-grained ABAC for big data resources, it is necessary to conduct further research into the attribute extraction methods of unstructured data resource objects. How to achieve automatic attribute extraction from unstructured big data resource objects has become a key problem that needs to be solved urgently.
Existing research into the attribute extraction from unstructured big data has identified the following two main challenges.
(1) It is difficult to accurately describe the unstructured resource objects being access controlled, which challenges the implementation of fine-grained access control. A premise of ABAC is that the resource's attributes can be identified and managed. When controlling access to structured data, the resource object is often described by its data type attribute, for example, user A cannot access resources of data type B. This is convenient and feasible for pre-processed structured data. Unfortunately, unstructured data only carries basic attributes such as generation time and generator, and lacks business attributes describing the internal characteristics and types of the resources. Research is needed into methods for extracting a resource's attributes.
(2) It is difficult for security experts to manually identify and manage the attributes of massive and dynamic data resources, which poses a challenge to the implementation of dynamic access control. Existing attribute management technologies mainly rely on the experience of security experts to manually annotate and manage resource attributes. However, in the complex big data computing environment [7] , the scale of object resources is huge, and the growth rate is extremely fast, making it even more difficult for security experts to implement such labor-intensive attribute marking and management schemes [8] , [9] . In addition, the quality of attribute selection directly affects the performance of ABAC. Therefore, it is urgent to: relieve security personnel from this onerous attribute management work, reduce the dependence of attribute management on the professional knowledge of security experts, and improve the reliability and accuracy of attribute management.
Since the unstructured data has endogenous attributes, it can depict the characteristics of the resource object itself. For example, in social big data [10] , [11] , unstructured ''message data'' published by different types of users at different times tends to be different in its attributes; in medical big data [12] , [13] , the attributes of unstructured ''case data'' for patients with different types of diseases are also fundamentally different. Since text data is a typical unstructured data resource, this paper mainly solves the problem of extracting text resource attributes. Automatically mining the attributes of unstructured text data realizes the objective of accurately describing text resources. Configuring these attributes into the predicates of access control rules, results in accurate and efficient dynamic fine-grained access control for big data resources. Consequently, this paper studies the problem of unstructured text big data attribute extraction. Our contribution includes:
-the design of a feature generation method based on multi-dimensional hybrid features, and -a neural network-based access control attribute mining mechanism, called AM_NET. The attributes in the unstructured text are converted into grayscale images, and the attribute mining problem is transformed into the two-class/binary classification problem. A convolutional neural network (CNN) is used to further extract the features and relationships of the grayscale images, and realize the automatic mining of resource attributes. The experimental results show that the proposed method can achieve an accuracy of 90.57%, and it has certain advantages in precision, recall and F1 compared with the benchmark methods. It can effectively support intelligent decision support for management of attributes for ABAC in big data environments.
The rest of the paper is organized as follows. Section 2 reviews the related work. Section 3 formalizes the key issues that are solved by attribute mining and it introduces the implementation framework in detail. Section 4 proposes the multidimensional mixed feature generation method. Section 5 proposes the attribute mining mechanism based on a CNN. Section 6 presents the experiments and related analysis of the proposed method. Finally, in section 7 we summarize our research.
II. RELATED WORK
In the field of access control attribute mining, there are many papers on subject role mining [14] , [15] , but the research on resource attribute mining is minimal. Using the combined keywords of ''access control'' and ''attribute mining'', no published literature was directly retrieved from databases such as Google Scholar, Web of Science, and CNKI. However, similar publications do exist in the fields of knowledge reasoning, network data attribute discovery, and natural language processing.
In the field of knowledge reasoning, Lee et al. [16] proposed a concept-based attribute mining method. This method supports knowledge reasoning by using Bayesian probabilities to realize the automatic acquisition of attributes from different knowledge concepts, and evaluates the importance of corresponding attributes. Li et al. [17] proposed an attribute mining method based on unsupervised compact clustering for mining entity attribute synonyms, which achieved optimal attribute acquisition. In the field of network data attribute discovery, Ming [18] proposed a latent attribute information discovery method based on link semantics for vertical search website data. Guo-Qing and Jian-Hua [19] used pre-defined rules and evidence to achieve the discovery of new attributes of Web pages based on credibility analysis. In the field of natural language processing, text keywords or topics are important attributes describing text resources. Text keyword extraction [20] , [21] automatically extracts words or phrases that are related to the topic or are of great importance from the collected text. Keyword extraction is basic and necessary work in the field of natural language processing, and its research results are widely used in data retrieval, abstract generation, topic analysis and so on. Commonly used text keyword extraction methods mainly include unsupervised methods and supervised methods.
Unsupervised methods include statistical-based methods (such as Term Frequency-Inverse Document Frequency (TF-IDF) [22] -see section 4.1 for more details), graph structure-based methods (such as TextRank [23] ), topicbased methods (such as Latent Dirichlet Allocation (LDA) [24] ), and their improved methods. Huang et al. [25] introduced the intra-distribution degree DI (Distribution Information) to adjust the feature weight of the vocabulary, and improved the traditional TF-IDF extraction method. Liu and Peng [26] improved the performance of TF-IDF by adding emotional judgments of positive and negative examples. Ma et al. [27] transformed the text into a word graph structure, and proposed an extraction algorithm based on random walk. The node weights were calculated according to the node correlation degree and co-occurrence distance in the graph, which is better in short text experiments. Florescu and Caragea [28] integrated the positional information of words into a biased PageRank algorithm. To solve the problem of lacking global computation in existing methods, Boudin [29] , [30] converts the keyword extraction into a combinatorial optimization problem, which is solved by using an Integer Linear Program (ILP). The method only uses the average value of TF-IDF, TextRank and Logistic Regression as the weight value, so its scalability is poor. Saeidi et al. [31] introduced uncertainty to improve the performance of LDA methods for input data in the presence of noise and distortion. In the field of supervised extraction, the key words are extracted into machine learning problems, and the model is trained based on a manually labeled corpus. Haddoud and Said [32] introduced a document maximum index (DPM-index) to develop a supervised learning system using 18 statistical features. In the keyword extraction of scientific literature, Caragea et al. [33] extracted 9 features by combining literature citations with statistical features, and implemented keyword extraction by a Naive Bayesian method. Gollapalli et al. [34] incorporated expert knowledge into feature selection and implemented supervised keyword extraction based on CRFs (conditional random field). Meng et al. [35] proposed a keyphrase prediction generation model based on the encoder-decoder framework. It can overcome the lack of semantic information in other methods, and can generate missing keyphrases according to the text.
Other supervised extraction methods include decision trees [36] , random forests [37] , Support Vector Machine [38] , and so on.
The unsupervised method is simple and easy to implement. However, only the word structure in a single text is considered. The semantic information inherent in the text cannot be reflected. The extraction effect is poor compared to the supervised method. However, most existing supervised methods take a single feature with a practical meaning, or a limited number of features (the number of features is generally less than 20) for attribute extraction. There are some shortcomings such as less feature quantity, poor robustness and weak expansion. There is a lack of consideration of other multi-dimensional features in the text. The attribute description is not accurate enough, and the actual effect needs to be improved.
Based on the above analysis, the current research on attribute mining in the field of text big data access control is still in its infancy. Existing text keyword extraction technology is of interest to our research. However, the direct application of text keyword extraction technology for text attribute mining has problems due to the low accuracy of attribute mining, the large computational cost of attribute mining, and the difficulty in mining dynamic resource attributes.
III. PROBLEM DEFINITION AND IMPLEMENTATION FRAMEWORK A. PROBLEM DEFINITION
The access control attribute mining problem is defined as follows:
Let R = {r 1 , r 2 , . . . , r n } be a set of n text resources that need to be protected by access control. Each resource r i ∈ R has a set of m attributes A = {a i,1 , a i,2 , . . . , a i,m }, and the target of attribute mining is:
(1) Generate candidate attribute sets
(2) Find a function that maps the candidate attribute c i,j ∈ C i to a category or score. Then, the most representative key attribute set in the resource r i is extracted from the candidate attribute set according to the category or the score.
B. IMPLEMENTATION FRAMEWORK
The implementation framework for attribute mining is shown in Figure 1 . The specific process is as follows:
(1) Text resource preprocessing. Preprocessing includes: calculation of word segmentation and part-of-speech tagging, dependency analysis, named entity recognition for the text resource training set, removal of redundant and invalid words, and analysis of the attribute semantic associations within the text. This step can significantly affect the accuracy of the attribute mining method.
(2) Generate a candidate attribute set. Based on the attribute semantic association analysis in the text, stop words and words of a particular part-of-speech are removed, and the candidate attribute set of top 20 is extracted based on the TF-IDF algorithm.
(3) Feature extraction and selection. The Skip-gram neural network is used to train the language model. Training of language model mainly includes two kinds of models: CBOW (Continuous bag-of-Words) and Skip-Gram. In the CBOW, surrounding words are used to predict the center word. In Skip-gram, the central word is used to predict the words around it. The Skip-gram makes more predictions. However, as in skip-gram, each word is affected by the words around it. Each word as the central word, will carry out many times of prediction and adjustment. Therefore, this multiple adjustment will make the word vector relatively more accurate. All the attributes and texts in the training set are mapped to the abstract high-dimensional word vector space and text vector space. The multi-dimensional attribute features, such as attributes and relationships between attributes, and relationships between attributes and resources, are computed and extracted. This produces the attribute feature vector.
(4) Attribute mining engine. The attribute mining problem is transformed into a two-class/binary classification problem of whether the candidate attribute is a key attribute or not. We convert the feature vector of the candidate attributes into a representation of the grayscale image. The classifier is trained using a CNN to obtain a trained attribute mining model.
(5) Model evaluation and application. After evaluating the performance of the attribute mining engine through a test set, it is applied to the attribute mining processing of real big data resources.
IV. MULTI-DIMENSIONAL HYBRID FEATURE GENERATION METHOD
We designed a multi-dimensional hybrid feature generation method to extract as many text-related features as possible, so as to more accurately characterize the attributes of unstructured text resources. The hybrid features can be divided into: general features, structural features, and semantic features, which are used to represent attributes, relationships among attributes, and relationships between attributes and resources. These three categories of features include a total of 40 specific feature categories. A 100-dimensional attribute feature vector is constructed to characterize the candidate attributes.
A. GENERAL FEATURES
A single feature is not sufficient to accurately identify the key attributes. Attributes need to be portrayed from multiple dimensions. For example, the frequency of a key attribute is usually higher than that of a normal attribute, because key attributes often appear more frequently throughout the text. However, the attributes frequently appearing in all texts have high frequency, but they are not special and are not representative of specific texts. The following is an introduction to some of the key general features.
(1) Term Frequency-Inverse Document Frequency (TF-IDF). Where TF (terms frequency) indicates the frequency at which a certain keyword appears, and IDF (inverse document frequency) indicates the level at which the attribute distinguishes different types of document. The TF-IDF value evaluates the importance of an attribute, by calculating the frequency with which the attribute appears in the current document and the frequency with which the attribute appears in different documents.
(2) TextRank. TextRank draws on the PageRank idea and calculates the importance of attributes based on random walks. The candidate attributes are constructed into the nodes of a directed graph. When two attributes appear simultaneously in a co-occurrence window of length K, there is a co-occurrence relationship between the two attributes. Edges are used to connect related attributes, propagate the attribute weights iteratively and get the TextRank value after convergence.
(3) Terms co-occurrence matrix probability skewness When two attributes appear in a sentence at the same time, we think that the related attributes are co-occurring once. The co-occurrence frequency of the candidate attributes will constitute a diagonal matrix. In order to evaluate the skewness of the co-occurrence probability distribution, a skewness concept is introduced to quantify the direction and extent of the attribute distribution skew.
B. STRUCTURAL FEATURES
Structural features are used to indicate the representativeness of attributes. The foundation of the scheme lies in the structural difference between key attributes and non-key attributes. It is necessary to design an attribute structure representation method to characterize the structural features of the candidate attributes. Structural features are complex and difficult to visually analyze. If there are certain differences in the position of an attribute in the document, the location information of the attribute can be used to describe the distribution, span and position of the candidate attribute in the target resource. In general, attributes often appear in specific positions in the text. For example, words that appear at the head of a document and the head of a paragraph have a stronger representation than words that appear elsewhere in the text. Therefore, we introduce the location feature of an attribute, to say whether the attribute appears in the title, whether it appears in the first sentence of the body, whether it appears in the last sentence of the body, and whether it appears in the middle of the text. In addition, we also introduce the frequency of attributes appearing in the first half of the text and the statistical characteristics of the sentence in which the attribute is located. We have selected the following 12 important features as our structural features.
C. LINGUISTIC FEATURES
Linguistic features refer to the features extracted from the morphology (such as the part of speech) and sentence syntax of the candidate attributes. They are obtained through lexical and syntactic analysis for automatic word segmentation, partof-speech tagging, dependency analysis, and named entity recognition. The details of lexical and syntactic analysis are not the focus of this paper, so we won't go into too much detail about them. We have selected the following 10 important features as linguistic features. The Euclidean distance (L7 in the table) is the distance between two points in the n-dimensional Euclidean space. In the language model obtained through neural network word vector training, the attribute vector Word2vec and the text vector Doc2vec contain potential semantic information. Generally speaking, the higher the semantic similarity and the closer the distance.
V. MINING ALGORITHM BASED ON CNN
CNNs [40] , [41] are widely used in popular fields such as image recognition, video analysis, and autopilots because of their good learning performance. CNNs have developed rapidly in recent years. A CNN uses spatial local perception and a weight sharing network structure to reduce the complexity and number of parameters in neural network model training. CNNs are more advantageous when the input data feature dimension is high. In the work of this paper, we transform the 100-dimensional attribute feature vector into 10 * 10 grayscale image as the input to the network, and transform the attribute mining problem into image recognition problem. Compared with traditional algorithms, this method is not limited by feature relationship calculation and data reconstruction, and there is no need to artificially consider the importance of features and their internal relationships. Automatic correlation analysis of features by neural networks is more robust and scalable.
The network structure of AM_NET for grayscale image recognition consists of the components shown in Figure 2 . The first component is the input layer, which introduces training images into the neural network. Next are the convolutional layer and the sub-sampling layer. Convolutional layers enhance signal characteristics and reduce data noise. The subsampling layer can reduce the amount of data processing while retaining useful information. Two fully connected layers are then connected together, which converts the twodimensional features into one-dimensional features that conform to the classifier criteria. Finally, the classifier classifies the candidate attributes according to the characteristics of the candidate attribute image to determine whether it is a key attribute.
A. CONVOLUTION LAYER
A convolutional layer can effectively reduce the number of image parameters while preserving the main features of the image. It can effectively avoid over-fitting and improve the generalization ability of the model. The input is multiple mappings and the output is a dimensionally reduced mapping. Each mapping is a combination of input mapping convolution values belonging to the upper layer and can be given by the following equation.
N j is the set of input maps, K
i,j is the convolution kernel for connecting the i-th input feature map and the j-th output feature map, b (l) j is the offset term of the j-th feature map, and f is the activation function. The backpropagation error δ (l) j is calculated as follows:
The δ of each neuron of the convolutional layer l is only related to the related neurons of the l + 1 layer, and the convolutional layer l to the pooled layer l + 1 is subjected to a downsampling operation to reduce the matrix dimension.
Therefore, δ of the matrix which can be obtained by calculating the convolution value of the input feature map in the region (s, t) and the convolution kernel K (l) i,j .
B. DOWNSAMPLING LAYER
The downsampling layer is also referred to as the pooling layer. Generally, it takes the maximum or average value in the pooled area (called maximum pooling or average pooling respectively). It is not affected by backpropagation. This layer can reduce the influence of image deformation, reduce the dimension of feature mapping, improve the accuracy of the model, and avoid over-fitting. The output of the downsampling layer is as follows:
where down(·) is the downsampling function and b l j is the bias term. The error of backpropagation is calculated as follows:
The partial derivative of the error cost function for the bias b and the weight .. can be expressed as follows, where d
C. FULLY CONNECTED LAYER
The calculation of the fully connected layer is consistent with the calculation of the common neural network. Its output is as follows:
The error of backpropagation is calculated as follows:
The partial derivative of the error cost function for the bias b and the weight w is calculated as follows:
In addition, before inputting the attribute grayscale data into the CNN network, the data needs to be normalized to improve the efficiency and accuracy of the model training. The normalization calculation method is as follows:
where a is the raw data for each feature in the data set, and a max and a min are the maximum and minimum values of the original data set respectively. After the above calculation, we can get the CNN weight update formula and apply it to the candidate attribute classification.
VI. EXPERIMENTAL ANALYSIS A. DATA SET AND EXPERIMENTAL ENVIRONMENT
In order to evaluate the proposed method, a data set [42] consisting of 1000 Chinese Mandarin texts was constructed based on the SOHU news corpus. It contains text data in the military, entertainment, sports, education and other categories. The attributes of the text resource in the dataset are pre-marked.
After preprocessing and normalization of data such as stop words and invalid symbols, an experimental data set consisting of 19,600 pieces of attribute is finally obtained. The data set is randomly segmented to obtain a training set consisting of 15600 (80%) pieces of data, a verification set consisting of 2000 (10%) pieces of data, and a test set consisting of 2000 (10%) pieces of data. This paper uses the jieba software to implement text segmentation, and uses the Tensorflowbased neural network framework Keras to create and train the CNN network. The experimental software and hardware environment is as follows: the operating system is Win 10 64-bit, the CPU is Intel(R) Core(TM) i7-4710MQ@2.5GHz, the GPU is GeForce GTX 850M, the memory size is 16GB, and the Keras version is 2.1.3.
B. EVALUATION INDICATORS
The functional indicators of this method are mainly used to evaluate the mining effect of the candidate attributes. We define the confusion matrix of attribute classification results as follows: where N TP indicates the number of samples whose key attributes are correctly detected as key attributes; N FN indicates the number of samples whose key attributes are incorrectly detected as non-key attributes; N FP represents the number of samples whose non-key attributes are incorrectly detected as key attributes; and N TN indicates the number of samples whose non-key attributes are correctly detected as non-key attributes. The corresponding evaluation indicators are as follows:
(1) Accuracy represents the proportion of the number of correct samples in the experimental results to the total number of samples. The formula is as follows:
(2) Precision represents the proportion of the number of correct positive samples in the experimental results to the number of forecast positive sample. The formula is as follows: (1) Accuracy of attribute mining and evaluation of Loss value. As shown in fig.3 and fig.4 , the trained attribute mining model can achieve an accuracy rate of 90.57% and a loss value of 0.213 with the test data set. This can basically meet the requirements of mining accuracy rate for accessing mining attributes of big data. (2) Comparison with other benchmark methods, namely TF-IDF, LDA, COW-IDF and FP-Growth. Fig. 5 , it compares our method AM_NET with these other attribute mining methods for: the precision rate, the recall rate, and the F1-measure. It can be seen from the experimental results that our method AM-NET is superior in all three indicators.
(3) Evaluation of results of different training models under the same feature condition. Under the condition of selecting the same feature, the precision, recall rate and F1-measure of different attribute mining classifiers are compared. Fig. 6 shows that compared with naive Bayes, decision tree, support vector machine, logistic regression and random forest, the AM_NET method proposed in this paper has better overall performance. Whilst the precision rate and the F1-measure are best for AM_NET, the naive Bayesian model is best for the recall rate, but its other two indicators are poor.
(4) Comparison of mining efficiency with different training models. Table 7 compares AM_NET with the other mining methods: Bayes, DT, SVM, Logistic and RF. AM_NET takes more time for single text detection than the other methods. This is mainly due to the CNN model having more parameters. Under our experimental conditions, the average time for the evaluation of a single text resource is about 24ms, which can meet the needs of real-time detection.
D. EXPERIMENTAL LIMITATIONS ANALYSIS
The experiments show that compared with existing classifiers, our AM_NET method shows a large (≈10%) improvement in precision, recall rate and F1-measure. Meanwhile, compared the existing benchmark methods (TF-IDF, LDA, COW-IDF and FP-Growth) the proposed scheme is shown to be the best. This is because we use more comprehensive multi-dimensional hybrid features to achieve accurate characterization of candidate attributes. And for this problem, convolutional neural network has a very strong learning ability. However, our experiments still have certain shortcomings. The word vector and text vector language models used in this paper are based on our experimental data sets. Therefore, its scalability is still to be verified with other data sets. Furthermore, in order to ensure the actual effect of attribute mining, it is necessary to construct a targeted language model for the processed text resources. This will adversely affect the performance improvement of attribute mining for different types of text resources. Since the experimental results are better for supervised algorithms, there is still a need to label the available data sets for training, which limits the rapid use and deployment of the method to some extent. Finally, the data in our test set was unbalanced data. This is because in most text resources, the number of general attributes is much larger than the number of key attributes. Therefore it still has to be tested if our method will perform better with more specialized texts.
VII. CONCLUSION
In order to overcome the problems of traditional artificial attribute extraction management methods, such as high cost, time consuming, variable accuracy and poor scalability, this paper proposes a method based on a convolutional neural network for attribute mining from big data. It provides a new solution for the automation and intelligent mining and extraction of attributes. Such attributes might be used to support access control to unstructured big data text resources. First, we convert the candidate attributes into grayscale images. Afterwards, a CNN is used to identify and classify the image, thereby realizing the mining of text resource attributes. The experimental results show that our CNN can automatically analyze the features of the higher dimension of the extracted attributes and achieves better attribute mining results than existing methods, but at some cost to performance. In future work, we hope to achieve more accurate and efficient attribute mining based on text and attribute vectors. In addition, due to the limited amount of data in the data set of this paper, we will try to build a more complete data set to improve the next research results.
