
































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Day  0  0  0  0  0  0  0 
Day  10  108  4  1  3  2  6 
Day  20  599  43  4  18  17  28 
Day  30  2331  146  12  49  64  80 
Day  40  3129  181  19  57  82  96 
Day  50  3795  199  21  67  95  104 








231  ±54  13  ±4  1  ±1  7  ±2  9  ±3  9  ±6 
 




Lineage  Number  of  substitutions  Number  of  insertions  Number  of  deletions  Total  number  of  mutations 
BN100.1  4433  211  159  4803 
BN100.2  371  5  9  385 
BN100.3  287  10  6  303 
BN100.4  216  6  7  229 
BN100.5  339  7  2  348 
BN100.6  578  33  35  646 
BN100.7  234  6  7  247 
BN100.8  323  9  7  339 
BN100.9  345  18  19  382 
BN100.10  268  6  4  278 
C100.1  283  10  6  299 
C100.2  224  7  4  235 
C100.3  214  3  3  220 
C100.4  229  11  14  254 





















Line  BN100.1  4433  211  159  541  1571  8  258  2482  211 
BN100.2  371  5  9  79  91  1  9  209  5 
BN100.3  287  10  6  81  55  0  7  157  6 
BN100.4  216  6  7  102  84  0  14  248  6 
BN100.5  339  7  2  84  69  1  2  190  4 
BN100.6  578  33  35  156  149  0  35  312  6 
BN100.7  234  6  7  62  54  0  4  132  3 
BN100.8  323  9  7  78  78  0  12  166  9 
BN100.9  345  18  19  57  115  0  16  209  8 
BN100.10  268  6  4  78  67  1  8  125  8 
C100.1  283  10  6  72  57  1  12  160  0 
C100.2  224  7  4  64  59  1  8  112  1 
C100.3  214  3  3  47  59  0  4  119  0 
C100.4  229  11  14  49  51  0  8  128  2 



















Nominal  0.1673  0.2068  0.2318  0.4829  0.07203  0.9133  0.3247  0.0849  0.0328 
Corrected  for 
condition  (lm) 

















































Bottleneck  0  36  178  35816  1  0  1 
Control  0  20  49  19942  1  0  1 
Mutational 
meltdown 
1  3  476  3484  0.401  2.439  0.731 
C  Energy  production  Bottleneck  16  2493  162  33359  0.299  1.322  0.697 
Control  1  1393  48  18569  0.259  0.278  1 
Mutational 
meltdown 
48  230  429  3257  0.007  1.584  0.070 
D  Cell  cycle  control  Bottleneck  0  396  178  35456  0.273  0  0.697 
Control  0  220  49  19742  1  0  1 
Mutational 
meltdown 
6  38  471  3449  0.645  1.156  0.847 
E  Amino  acid  transport/ 
metabolism 
Bottleneck  12  2507  166  33345  1  0.962  1 
Control  0  1399  49  18563  0.048  0  0.336 
Mutational 
meltdown 
41  237  436  3250  0.152  1.289  0.662 
F  Nucleotide  transport/ 
metabolism 
Bottleneck  2  1024  176  34828  0.252  0.387  0.697 
Control  1  569  48  19393  1  0.710  1 
Mutational 
meltdown 
18  96  459  3391  0.240  1.385  0.721 
G  Carbohydrate  transport/ 
metabolism 
Bottleneck  14  3107  164  32745  0.790  0.900  1 
Control  5  1729  44  18233  0.612  1.198  1 
Mutational 
meltdown 
45  297  432  3190  0.487  1.119  0.731 
H  Coenzyme  transport/ 
metabolism 
Bottleneck  5  1201  173  34651  1  0.834  1 
Control  0  670  49  19292  0.414  0  1 
Mutational 
meltdown 
7  127  470  3360  0.010  0.394  0.070 
I  Lipid  transport/ 
metabolism 
Bottleneck  6  758  172  35094  0.285  1.615  0.697 
Control  0  425  49  19537  0.628  0  1 
Mutational 
meltdown 
13  70  464  3417  0.305  1.368  0.731 
J  Translation,  ribosome 
structure 
Bottleneck  1  1619  177  34233  0.005  0.119  0.114 
Control  2  898  47  19064  1  0.903  1 
Mutational 
meltdown 
10  168  467  3319  0.005  0.423  0.070 
K  Transcription  Bottleneck  11  2652  167  33200  0.666  0.825  0.932 
Control  2  1477  47  18485  0.582  0.533  1 
Mutational 
meltdown 
30  265  447  3222  0.352  0.816  0.731 
L  Replication, 
recombination 
Bottleneck  11  2158  167  33694  0.874  1.028  1 
Control  4  1201  45  18761  0.538  1.389  1 
Mutational 
meltdown 
25  216  452  3271  0.475  0.838  0.731 
M  Cell  wall/membrane  Bottleneck  15  2359  163  33493  0.290  1.307  0.697 
Control  7  1311  42  18651  0.040  2.371  0.336 
Mutational 
meltdown 
31  227  446  3260  1  0.998  1 
N  Cell  motility  Bottleneck  0  378  178  35474  0.271  0  0.697 
Control  1  209  48  19753  0.404  1.969  1 
Mutational 
meltdown 
3  38  474  3449  0.472  0.575  0.731030556 
O  Posttranslational 
modification 
Bottleneck  8  1360  170  34492  0.555  1.193  0.832 
Control  2  757  47  19205  0.709  1.080  1 
Mutational 
meltdown 
12  138  465  3349  0.158  0.626  0.662239775 
P  Inorganic  ion  transport/ 
metabolism 
Bottleneck  18  2268  160  33584  0.045  1.666  0.469 







35  217  442  3270  0.367  1.193  0.731030556 
Q  Secondary  metabolites  Bottleneck  3  420  175  35432  0.469  1.446  0.804 
Control  0  235  49  19727  1  0  1 
Mutational 
meltdown 
5  41  472  3446  1  0.890  1 
S  Function  unknown  Bottleneck  38  8598  140  27254  0.481  0.860  0.804 
Control  12  4783  37  15179  0.869  1.029  1 
Mutational 
meltdown 
110  837  367  2650  0.689  0.949  0.851 
T  Signal  transduction  Bottleneck  8  1214  170  34638  0.401  1.343  0.804 
Control  2  677  47  19285  0.683  1.212  1 
Mutational 
meltdown 
18  117  459  3370  0.592  1.129  0.828 
U  Intracellular  trafficking  Bottleneck  7  839  171  35013  0.204  1.708  0.697 
Control  3  466  46  19496  0.107  2.728  0.563 
Mutational 
meltdown 
10  82  467  3405  0.871  0.889  1 
V  Defense  mechanisms  Bottleneck  3  456  175  35396  0.497  1.331  0.804 
Control  3  252  46  19710  0.025  5.099  0.336 
Mutational 
meltdown 
9  42  468  3445  0.198  1.577  0.692 
W  Extracellular  structures  Bottleneck  0  9  178  35843  1  0  1 
Control  0  5  49  19957  1  0  1 
Mutational 
meltdown 


















































































































































































































































































































































































































































































Class  Gastrointestinal  19  1  0.05 




























Table 2 | Genes with the best value in discriminating between invasive and                         










OXC6292_01615  ENOG410I4UI  S  FUSC  family  protein  0.022*  0.963  0.006* 
OXC6292_01140  ENOG410I2PS  M  Gne,  UDP­GlcNAc/Glc  4­epimerase  0.065  0.865  0.008* 
OXC6292_00702  ENOG410I2XB  D  MreB,  rod  shape  determining  protein  0.008*  0.808  0.011* 
OXC6292_01248  ENOG410I5ZU  S  Hypothetical  protein  0.123  0.776  0.012* 
OXC6292_00469  ENOG410I39I  P  ABC  transporter, 
spermidine/putrescine  transport 
0.040*  0.408  0.059 
OXC6292_00355  ENOG410I4S2  S  Peptidase  C39  family,  bacteriocin 
transport,  quorum  sensing 
0.062  0.346  0.082 
OXC6292_00090  ENOG410I4U5  O  Disulfide  bond  formation  protein  0.202  0.335  0.088 
OXC6292_00266  ENOG410I2YA  S  Pgp1  LD­carboxypeptidase  0.068  0.332  0.089 




































































































































































































































































































































OXC6292_01248  ­1.95  0.033  0.400  0.005  Y 
OXC6292_01147  ­2.8  0.022  0.350  0.015  N 
OXC6292_01615  6.5  0.012  0.500  0.001  N 
OXC6292_00095  18.3  0.006  0.450  0.003  Y 
OXC6292_00639  ­2  0.031  0.350  0.015  Y 
OXC6292_00465  ­5.5  0.013  0.329  0.020  Y 
OXC6292_00354  190.45  0.000  0.438  0.004  N 
OXC6292_00355  7.2  0.011  0.563  0.000  Y 
OXC6292_01685  2.65  0.024  0.500  0.001  N 
OXC6292_00886  ­1.8  0.036  0.381  0.014  Y 




















































































































































































































































































































































































































































































































Supplementary Figure 1 | Votes of pathovar classification using the full random forest                         
model 
 























































































































































































































































































































































































































































Figure 1 | While agreement of individual sequences within an orthologous group to                         



































































































































































































































































































































































































































































ENOG410QR3U  Pfl01_2295  Diguanylate  cyclase  147.2  0.006  0.67  0.008 
ENOG410R1V2  Pfl01_2873  Periplasmic  iron  transport  protein  EfeO  144.5  0.006  1.00  0.000 
ENOG410R78U  Pfl01_2182  Oligopeptide  ABC  transporter  OppA  121.8  0.007  0.89  0.000 
ENOG410QQIS  Pfl01_2897  Putative  autotransporter  of  pectin  lyase  112.9  0.008  0.80  0.001 
ENOG410R96I  Pfl01_5484  HemY­like  protein  112.35  0.008  0.89  0.000 
ENOG410R1KB  Pfl01_2095  Hypothetical  protein  103  0.008  0.88  0.001 
ENOG410R9IN  Pfl01_0859  Lipoprotein  A  export  system  protein  LptA  96.2  0.009  0.89  0.000 
ENOG410QPVC  Pfl01_1777  Outer  membrane  fibronectin  binding  protein  OmpF  89  0.009  0.61  0.023 
ENOG410RA8U  Pfl01_5038  Putative  membrane  protein  76.7  0.011  0.81  0.002 
ENOG410RAYZ  Pfl01_4924  Putative  exonuclease  70.6  0.011  0.89  0.000 
ENOG410R950  Pfl01_1538  Flagellar  assembly  protein  FliH  68.2  0.012  0.78  0.002 
ENOG410RA8Z  Pfl01_0583  Putative  GCN5­like  N­acetyltransferase  66.95  0.012  0.89  0.000 
ENOG410QWN6  Pfl01_1032  Putative  lipoprotein  64.3  0.013  0.73  0.011 
ENOG410QHZG  Pfl01_2183  3  membrane­bound  lytic  murein  transglycosylase  D  62.6  0.013  0.78  0.001 
ENOG410R2VH  (Psefu_2796)  LmbE  family  protein  61.85  0.013  0.61  0.043 
ENOG410QJ6E  Pfl01_3829  Extracellular  polysaccharide  biosynthesis  protein  WcaJ  61.05  0.014  0.67  0.007 
ENOG410QM5W  Pfl01_0786  Hypothetical  protein  59  0.014  0.60  0.016 
ENOG410RA8K  Pfl01_4535  L­glutamate/L­aspartate  binding  protein  GltI  58.5  0.014  0.89  0.000 
ENOG410QSW6  Pfl01_3622  Metal  transport  related  protein  48.5  0.016  0.85  0.003 
ENOG410QRC2  Pfl01_2834  Phosphoglycerate/bisphosphoglycerate  mutase  47.95  0.016  0.75  0.004 
ENOG410QJ0R  Pfl01_2636  Putative  mannitol  2­dehydrogenase  46.6  0.017  0.78  0.002 
ENOG410QPRG  Pfl01_2097  Non­homologous  end  joining  protein  LigD  46.45  0.017  0.67  0.005 
ENOG410QTZ7  Pfl01_4329  GCN5­like  N­acetyltransferase  46.2  0.017  0.86  0.004 
ENOG410QYAE  Pfl01_1661  TetR  family  transcriptional  regulator  44.3  0.017  0.79  0.005 
ENOG410QSYD  Pfl01_4426  Glutathione  S­transferase  like  protein  43.3  0.018  0.89  0.001 
ENOG410R3KT  Pfl01_0814  Outer  membrane  porin  42.75  0.018  0.75  0.004 
ENOG410QVZX  Pfl01_1852  Putative  aminotransferase  PvdN  40.7  0.019  1.00  0.000 
ENOG410QUV1  Pfl01_4914  Putative  exported  protein  40.5  0.019  0.89  0.000 
ENOG410RA00  Pfl01_2608  Major  facilitator  superfamily  transporter  39.2  0.020  0.67  0.015 
ENOG410QIG1  Pfl01_4086  Diguanylate  cyclase/phosphodiesterase  RbdA  ­38.1  0.021  0.82  0.000 
ENOG410QNPT  Pfl01_3125  Iron  uptake  protein  FecR  ­38.4  0.021  0.69  0.009 
ENOG410QK68  Pfl01_0939  Fuscaric  acid  resistance  protein  ­39.05  0.020  0.86  0.000 
ENOG410QRT5  Pfl01_4022  methyl  accepting  chemotaxis  protein  ­39.65  0.020  0.81  0.001 
ENOG410QX18  Pfl01_0909  LclR  family  transcriptional  regulator  ­39.8  0.020  0.81  0.001 
ENOG410QJN6  Pfl01_2361  LysR  family  transcriptional  regulator  ­40.95  0.019  0.83  0.000 
ENOG410QIH8  Pfl01_4652  Flavohemoprotein  Hmp  ­41.3  0.019  0.94  0.001 
ENOG410QPSB  Pfl01_1300  Putative  membrane  protein  ­41.9  0.018  0.76  0.003 
ENOG410QQDR  Pfl01_0066  D­methionine  ABC  transporter  ­42.6  0.018  0.83  0.001 
ENOG410QM4H  Pfl01_2693  Sodium  hydrogen  antiporter  ­46.3  0.017  0.81  0.002 
ENOG410RAFM  Pfl01_4807  Two­component  system  sensor  kinase  CbrA  ­50  0.016  0.65  0.014 
ENOG410QIBS  Pfl01_3863  FAD:protein  FMN  transferase  AbpE  ­53.1  0.015  0.89  0.000 
ENOG410R80A  Pfl01_2672  DNA  helicase  ­56  0.015  0.76  0.002 
ENOG410QJGJ  Pfl01_2909  CdaR  family  transcriptional  regulator  ­62.45  0.013  0.76  0.002 
ENOG410RA58  Pfl01_0797  Flavodoxin  nitric  oxide  synthase  ­67.7  0.012  0.69  0.009 
ENOG410QJXA  Pfl01_3630  Glycerol  transporter  ­68.8  0.012  0.76  0.003 
ENOG410RB3U  Pfl01_1833  Putative  aerotaxis  receptor  ­72.6  0.011  0.71  0.005 
ENOG410R8YE  Pfl01_5304  Signal  transduction  histidine  kinase  CheA  ­73.6  0.011  0.58  0.047 
ENOG410R9RW  Pfl01_1782  Serine  threonine­protein  kinase  ­86.7  0.009  0.76  0.002 
ENOG410RAGW  Pfl01_3260  Putative  ABC  transporter,  periplasmic  polyamine  binding  protein  ­129.95  0.007  0.83  0.000 
ENOG410QJAF  (Psefu_1476)  Error­prone  lesion  bypass  DNA  polymerase  V   (UmuC)  ­162.65  0.005  0.60  0.039 




















































































































































































































































































































































































































































































































































































































Parameter  Maximum  value  Maximum  within­strain  range  Median  within­strain  range 
Area  under  the  curve  20803.57  12927.4  839.13 
Lag  time  86.71  79.40  6.84 
Slope  18.98  13.77  0.65 












Supplementary Figure 2 | Consistency of curve shape for sample 27152, for which                         
four  replicates  were  run 
 








Supplementary Figure 4 | An example of a strain that showed reproducible growth in                           
the  negative  control  well  and  no  growth  in  some  of  the  inhibitory  wells 
 























































































































































































































































Figure 3 | Examples of conditional associations that could be captured by random                         
forests 
A:  If  two  genes  in  a  pathway  contribute  to  metabolism  of  a  nutrient  not  present  in  the  new 
niche,  the  function  of  either  gene  could  be  stochastically  lost  during  niche  adaptation.  This 
could  be  captured  in  a  decision  tree  by  interpreting  loss  of  either  gene  A  or  gene  B  as  a  sign 
of  niche  adaptation.  B:  If  two  genes  serve  a  redundant  function  metabolising  a  gene  not 
present  in  the  new  niche,  loss  of  both  genes  may  signal  niche  adaptation.  This  could  be 
captured  in  a  decision  tree  by  interpreting  loss  of  gene  A  and  gene  B  as  a  sign  of  niche 
adaptation.  
 
 
 
 
151 
An  example  that  appears  particularly  relevant  in  the  context  of  niche  adaptation  is 
gene­gene  interactions  relating  to  biochemical  pathways  important  for  niche  adaptation.  As 
Figure  3  illustrates,  information  not  only  on  the  co­occurrence  of  genes  in  a  tree  but  also  on 
their  positions  in  the  tree  could  give  an  indication  of  the  relationship  of  the  genes,  e.g. 
whether  they  are  both  required  for  the  same  function  or  whether  they  perform  redundant 
functions.  There  is  no  reason  why  environmental  and  patient  variables  could  not  also  be 
incorporated  into  the  model,  for  cases  where  immunocompromisation  affects  invasive  ability, 
or  where  there  is  an  interaction  between  lifestyles,  for  example  host  adaptation  and 
invasiveness  in  Salmonella  enterica  (Rabsch  et  al.,  2002) .  
Identifying  misclassified  samples 
In  training  a  classifier,  some  samples  that  have  gone  into  the  training  data  can  be 
misclassified.  For  example,  if  a  strain  of  bacteria  was  isolated  from  a  patient  exhibiting 
symptoms  of  a  disease,  but  was  not  the  causative  factor,  it  may  be  mis­labelled  as 
pathogenic.  If  these  cases  are  in  the  minority,  they  could  be  identified  by  a  random  forest 
model  using  proximity  scores  for  different  samples.  Proximity  scores  are  calculated  during 
model  building  for  each  sample,  by  running  each  sample  through  the  random  forest,  and 
counting  how  many  times  two  samples  end  up  in  the  same  terminal  node  of  a  tree  (Touw  et 
al.,  2013) .  This  metric  gives  an  indication  of  how  similar  two  samples  are  based  on  the  key 
indicators  of  phenotype  identified  by  the  model.  If  a  given  sample  is  labelled  as  pathogenic, 
but  appears  more  similar  to  nonpathogenic  samples  based  on  the  key  predictors  in  the 
model,  this  could  give  us  cause  to  question  the  classification  of  the  sample.  Sometimes  high 
similarity  between  pathogenic  and  nonpathogenic  samples  could  indicate  a  recent  switching 
of  niche,  meaning  that  not  enough  time  has  passed  for  sufficient  loss  of  function  mutations  to 
accumulate  for  the  sample  to  show  the  same  genomic  signatures  seen  in  other 
niche­adapted  isolates.  Investigators  would  have  to  practise  careful  judgement  in  assessing 
class  allocations  based  on  experimental  and  clinical  evidence  compared  to  prediction  by  the 
model.  Typically  if  evidence  for  a  correct  classification  is  strong,  we  would  choose 
experimental  evidence  over  the  prediction  by  the  model,  but  if  our  confidence  in  prior 
phenotype  assignments  is  low,  potentially  mislabelled  samples  could  be  excluded  from  the 
model,  tested  further  experimentally,  or  examined  manually  for  genomic  indicators  of 
phenotype.  
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An  iterative  learning  process 
Collecting  phenotypic  data  on  large  sets  of  sequenced  bacteria  is  not  always  practical.  There 
are  large  collections  of  genomes  online  already,  however  metadata  associated  with  these 
strains  can  be  inconsistent,  and  often  do  not  include  phenotypes  of  clinical  significance.  This 
means  that  often  data  collection  for  microbial  GWAS  has  to  be  performed  with  such  a  study 
in  mind,  rather  than  using  current  publically  available  data.  Another  option  is  to  iteratively 
train  a  model  on  a  subset  of  well  characterised  data,  then  run  the  model  on  uncharacterised 
samples,  classify  them  and  add  them  to  the  training  set.  A  similar  approach  has  been 
applied  to  the  building  of  profile  hidden  Markov  models  for  remote  homology  detection  and 
has  been  found  to  work  well  (Johnson  et  al.,  2010) .  The  potential  for  success  of  this 
approach  remains  to  be  tested,  however  it  could  be  tested  on  large  groups  of  phenotyped 
bacteria  by  taking  a  subset  for  model  training,  and  testing  the  model  on  the  remaining 
samples.  The  idea  would  be  that  there  are  a  few  sets  of  genes  that  lose  their  function  earlier 
on,  and  could  be  detected  with  the  original  model.  Other  genes  are  lost  more  stochastically 
over  time,  so  represent  weaker  signals.  As  the  model  captures  more  samples  that  display 
the  highly  replicable  losses,  power  to  identify  weaker  trends  increases  by  increasing  the 
sample  size.  There  is  potential  for  this  iterative  learning  process  to  go  awry,  however  our 
ability  to  experimentally  test  associations  in  vivo  would  allow  us  to  verify  that  genes  we  have 
identified  have  a  true  impact  on  our  phenotype  of  interest.  
Could  DBS  work  on  nucleotide  sequences? 
A  key  limitation  of  DBS  is  that  it  only  works  on  amino  acid  sequences  of  protein  coding 
genes.  We  know  that  mutations  in  promoter  sequences  of  bacteria  can  affect  gene 
expression,  allowing  rapid  adaptation  to  selective  pressures  (Corvec  et  al.,  2002;  Marvig  et 
al.,  2014) .  In  addition,  we  know  that  many  top  SNPs  identified  in  human  GWAS  studies  have 
been  intergenic  (Li  et  al.,  2016) .  Thus,  it  would  be  a  vast  improvement  on  DBS  if  it  could 
effectively  detect  deleterious  mutations  in  DNA  sequence  outside  of  coding  regions.  This  is  a 
further  avenue  for  study,  and  would  likely  require  a  markedly  different  approach.  Sequence 
conservation  on  the  DNA  level  is  less  than  that  observed  on  the  protein  level,  making 
alignment  and  interpretation  of  sequences  difficult.  In  addition,  DNA  contains  only  four 
bases,  compared  to  20  canonical  amino  acids,  making  patterns  of  sequence  variation  less 
complex  and  harder  to  distinguish.   This  approach  could  be  tested  and  tuned  using 
saturation  mutagenesis  data  (Baliga,  2001) .  If  viable,  the  choice  of  which  sequences  to 
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include  in  each  model,  and  the  appropriate  evolutionary  distance  or  sequence  identity  cutoff 
to  use  would  need  to  be  explored. 
Open  questions 
Interpreting  low  variance  in  bitscores 
In  the  studies  performed  in  this  thesis,  I  have  been  assuming  that  low  variance  in  bitscore  for 
a  gene  for  a  particular  group  indicates  high  conservation  of  function  due  to  strong  selection 
on  that  gene  in  a  particular  niche,  while  this  may  not  actually  be  the  case.  David  et  al  (2016) 
found  in  an  investigation  of  Legionella  associated  with  clinical  infections  a  range  of 
nucleotides  showing  lower  diversity  in  pathogens  than  in  non  pathogens.  This  was 
eventually  traced  back  to  recombination  events,  where  it  appeared  that  the  same  region  had 
been  acquired  by  several  phylogenetically  distinct  pathogenic  lineages  of  Legionella .  This 
may  also  indicate  that  a  region  is  important  for  pathogenicity,  in  a  scenario  where  acquisition 
of  this  region  of  DNA  confers  pathogenic  potential  or  advantage.  Further  testing  for 
recombination  events  using  other  software  would  resolve  this  question.  A  more 
straightforward  solution  may  be  available  in  some  cases,  where  while  the  distribution  of  delta 
bitscores  is  much  tighter  in  one  group  than  in  the  other,  the  number  of  nonsynonymous 
changes  is  actually  quite  similar.  This  indicates  that  a  similar  amount  of  sequence  change 
has  occurred  over  time  in  bacteria  from  both  niches,  but  deleterious  mutations  have  been 
avoided  in  one  niche.  
Are  the  effects  of  mutations  in  a  protein  additive? 
A  key  assumption  behind  DBS  is  that  it  is  appropriate  to  sum  the  individual  scores  for 
residues  in  a  protein  that  match  the  profile  HMM,  to  get  an  overall  indication  of  how  likely 
individual  deviations  of  residues  from  the  predicted  sequence  constraints  on  a  protein  are  to 
cause  a  loss  of  protein  function.  The  benchmarking  datasets  used  in  Chapter  Two  use  data 
on  single  amino  acid  substitutions,  so  give  us  no  indication  of  how  DBS  would  perform  on 
combinations  of  mutations  occurring  in  the  same  protein.  Are  the  effects  of  individual 
mutations  on  protein  function  truly  additive?  Fortunately,  experimental  evidence  suggests 
that  most  mutations  do  have  additive  effects,  with  a  few  exceptions  mostly  involving  physical 
contacts  between  residues  (Reetz,  2013;  Skinner  &  Terwilliger,  1996) .  Modelling 
non­additive  effects  would  be  an  additional  challenge  for  the  method,  and  would  require  an 
extension  of  profile  hidden  Markov  models,  possibly  in  a  way  similar  to  covariance  models  in 
ncRNAs  (Eddy  &  Durbin,  1994)  or  a  covarion  model  (Wang  et  al.,  2009) .  
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Concluding  statement 
The  delta­bitscore  metric  as  outlined  in  this  thesis  presents  a  novel  method  of  identifying 
functionally  significant  sequence  variation  in  bacterial  genomes,  and  the  statistical  and 
machine  learning  approaches  employed  present  opportunities  to  use  this  metric  to  identify  
sequence  variation  associated  with  phenotype.  The  weighting  of  sequence  variants 
according  to  their  likely  functional  impact,  and  the  combination  of  information  on  sequence 
variation  within  the  same  gene  to  a  single,  comparable  metric  represent  key  improvements 
in  increasing  the  power  of  statistical  methods  to  detect  true  associations.  These  advances 
come  at  a  critical  time,  when  our  approach  to  genome­wide  association  studies  in  bacteria  is 
still  being  developed.  A  challenge  in  the  interpretation  of  GWAS  results  is  the  large  number 
of  associations  that  result  from  analyses  and  our  ability  to  draw  meaningful  conclusions  from 
these  results.  The  value  of  human  GWA  studies  has  been  questioned,  with  major  criticisms 
including  the  lack  of  biological  insight  that  has  been  generated  by  them  and  the  spurious 
nature  of  the  results  (Visscher  et  al.,  2012) .  Tying  variants  to  specific  proteins  and  increasing 
confidence  that  associations  identified  are  related  to  measurable  differences  in  protein 
function  allows  for  greater  interpretability  of  results  and  a  greater  probability  that 
experimental  validation  of  associations  will  result  in  measurable  differences  in  phenotype. 
Arguments  can  be  made  about  whether  it  is  preferable  to  identify  a  small  number  of 
confident,  testable  associations  or  whether  it  is  better  to  identify  the  most  comprehensive  set 
of  associations  possible  while  still  maintaining  statistical  rigour.  I  believe  the  method 
proposed  in  this  thesis  draws  a  fair  balance  between  the  two  approaches,  and  offers  a  novel 
approach  to  bacterial  GWA  studies  that  has  unique  strengths  when  compared  to  other 
currently  available  methods.  
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