We derive a bound on generalized currents for Langevin systems in terms of the total entropy production in the system and its environment. For overdamped dynamics, any generalized current is bounded by the total rate of entropy production. We show that this entropic bound on the magnitude of generalized currents imposes power-efficiency tradeoff relations for ratchets in contact with a heat bath: Maximum efficiency-Carnot efficiency for a Smoluchowski-Feynman ratchet and unity for a flashing or rocking ratchet-can only be reached at vanishing power output. For underdamped dynamics, while there may be reversible currents that are not bounded by the entropy production rate, we show that the output power and heat absorption rate are irreversible currents and thus obey the same bound. As a consequence, a power-efficiency tradeoff relation holds not only for underdamped ratchets but also for periodically driven heat engines. For weak driving, the bound results in additional constraints on the Onsager matrix beyond those imposed by the Second Law. Finally, we discuss the connection between heat and entropy in a non-thermal situation where the friction and noise intensity are state-dependent.
I. INTRODUCTION
A defining feature of an out-of-equilibrium system is a positive irreversible entropy production. Indeed, the Second Law of thermodynamics demands that during any thermodynamic process, the total change in entropy is greater or equal than zero [1] . More precisely, zero change in entropy is only possible for infinitely slow processes, during which the system is in thermal equilibrium at any point. For most applications, however, a thermodynamic process has to occur on a finite time scale. A useful engine, for example, should possess a finite power output. Such a finite current-defined as the rate of change some physical observable over time-is necessarily accompanied by a strictly positive rate of irreversible entropy production.
While the connection between entropy production and non-equilibrium is a very strong and universal statement, it is not quantitative. The Second Law makes no prediction about the size of the irreversible entropy production or the currents in the system. While it seems reasonable that a small rate of entropy production rate should not allow for the presence of arbitrarily large currents, this statement does not follow from the Second Law. For a stochastic dynamics in contact with a heat bath, an explicit relation between the rate of entropy production and the size of heat currents has recently been derived by Shiraishi et al. [2] : The square of the heat current between the system and the heat bath is bounded from above by a system-dependent positive constant times the instantaneous rate of entropy production. This establishes that any heat current is accompanied by a minimal rate of entropy production.
A related result, originally suggested by Barato et al. in the form of a so-called thermodynamic uncertainty relation [3] , has recently been proven and investigated in various contexts [4] [5] [6] [7] [8] . It states that the square of the current is bounded from above by the product of the variance of the current and the entropy production. While applicable to more general types of currents and stochastic dynamics, this relation has the drawback of being restricted to steady states and thus excludes any timedependent driving, which is a crucial ingredient of many real-world non-equilibrium systems. However, the similarity between the thermodynamic uncertainty relation and the bound derived in Ref. [2] suggests that a similar instantaneous bound may hold for more general currents and dynamics.
In this work, we show that, for a general stochastic dynamics described by a set of Langevin equations, such a bound can be derived using the Cauchy-Schwarz inequality. This bound generalizes the result of Ref. [2] to currents other than heat currents, non-thermal heat baths and dynamics with broken time-reversal symmetry: The square of any irreversible current is bounded from above by a positive constant times the rate of total entropy production. We argue that this entropic bound is in fact a more precise statement of the Second Law of thermodynamics: It provides a non-zero lower bound on the rate of entropy production in terms of the square of any irreversible current. While the derivation of the bound is mathematically straightforward, when applied to physical systems, it offers some intriguing insights into the connection between currents and entropy.
In Section II, we specify the class of systems that will be investigated over the course of this work and define generalized currents. In Section III, we then show that the irreversible part of a such a generalized current is bounded from above by the rate of entropy production. This is the most general statement of the bound, which we will apply to specific situations in Sections V through VIII. As a general consequence of the bound, we establish in Section IV a connection between the system (or Shannon) entropy production and the entropy production in the medium. For overdamped Langevin dynamics with only even variables under time-reversal, discussed in Section V, any current is an irreversible current. We argue that in this case, the entropy production rate serves as a measure of the passage of time for the macroscopic state of the system. We apply the entropic bound on the current to derive a tradeoff relation between power and efficiency for ratchet models, generalizing the relation derived in Ref. [2] for time-periodic heat engines. This tradeoff relation states that maximal efficiency can only be realized at vanishing output power, independent of whether the ratchet is driven by a temperature difference or a time-dependent ratchet potential. In the presence variables that are odd under a reversal of time-in particular velocities or a magnetic field-there are generally reversible currents as well as irreversible ones. However, as we show in Section VI, most currents of interest are in fact irreversible and thus bounded by the entropy production rate. The power-efficiency tradeoff relations derived for overdamped dynamics thus also apply to the underdamped case. One important class of model that serves as a prototype for stochastic heat engines [2, [9] [10] [11] is a trapped particle with a periodically varying temperature and trapping force. We show that the tradeoff relation derived in Ref. [2] remains valid in the presence of a magnetic field and also applies when the engine is operated in reverse, serving as a Brownian refrigerator. Though valid arbitrarily far from equilibrium, the entropic bound also yields insights into the properties of a system close to equilibrium. As we discuss in Section VII, constraints on the Onsager coefficients in the linear response regime arise as a consequence of the bound. These constraints were proven before by Brandner et al. [12] , but our analysis illuminates their physical origin in a refinement of the Second Law. Finally in Section VIII, we discuss systems that are in contact with a non-thermal heat bath, represented as a velocity-dependent friction and diffusion coefficient. While in this case, the thermodynamic correspondence between heat and entropy is lost, we show that the bound remains valid and thus establishes a connection between heat and entropy in non-thermal situations. This leads to a tradeoff relation between power and efficiency for non-thermal engines.
II. GENERALIZED CURRENTS IN LANGEVIN SYSTEMS
We consider a set of M coupled Langevin equations for the dynamical variables x(t) = (x 1 (t), . . . , x M (t))
where i = 1, . . . , M , A i (x, t) and B i (x, t) ≥ 0 are arbitrary (time-dependent) functions of x and ξ i (t) are mutually independent Gaussian white noises, ξ i (t)ξ j (s) = δ ij δ(t − s). Here, we choose to interpret the multiplicative noise as an Itō product, without loss of generality, since another interpretation just renormalizes the drift coefficients A i (x, t). We can also describe these dynamics by the Smoluchowski-Fokker-Planck equation for the probability density P (x, t) and current J (x, t) [13] 
The time evolution of the average Y t of some observable Y (x, t) with respect to the probability density P (x, t) can then be expressed in terms of the probability currents
where we used the continuity equation (2a) and integrated by parts, assuming natural boundary conditions, i. e. that the probability density and current vanish at the boundaries. Here, and throughout the rest of the paper, we adopt the convention that a derivative operator inside brackets only acts in terms inside the brackets, e. g. [∂ x f ]g = g∂ x f ; by contrast, parentheses are transparent to a derivative operator, e. g.
3) states that a change in the average Y t decomposes into the explicit time dependence of the function Y (x, t) and the time-evolution of the dynamical variables x(t), expressed via the probability currents. Note that this is similar to the decomposition of the energy change into work and heat employed in the framework of stochastic thermodynamics [14, 15] . We may thus refer to the first part on the right-hand side of Eq. (3) as work-like and the second part as heat-like. In this work, we will be mainly be interested in the latter, heat-like, contribution. We define a generalized average currentṘ(t)Ṙ
with arbitrary functions Z i (x, t). The heat-like part of Eq. (3) is included in this definition for the particular choice Z i (x, t) = ∂ xi Y (x, t), however, the above definition is more general and also includes observables that cannot be written as a total time derivative of an ensemble-averaged quantity. Note that the definition Eq. (4) is equivalent to the average of the generalized current discussed in Refs. [8, 16, 17] . Examples of such generalized currents are the velocities of the dynamical variables, the heat current between a particle and a heat bath or the entropy production rate (see below).
III. TIME REVERSAL AND ENTROPIC BOUND
We assume that all variables and parameters governing the dynamics Eq. (1) are either even or odd under timereversal. The time-reversed drift coefficients A † i ( x, t) are obtained by reversing the sign on all odd (velocity-like) variables x(t) = ( 1 x 1 (t) , . . . , M x M (t)), with i = 1 for even and i = −1 for odd variables. The sign is also reversed on all odd parameters (for example a magnetic field) that may appear in the explicit form of A i (x, t). We further demand that the diffusion coefficients be even under time-reversal, B † i ( x, t) = B i (x, t). We define the reversible and irreversible probability currents via
We further define the entropy production during a time interval [0, t] as [15, 18] 
The first part, the system entropy production, is the Shannon entropy difference between the initial and final state of the system. In the second part, the medium entropy production, we integrate over all possible paths {x(s)} s∈ [0,t] where the path probability density P(x(s)) measures the probability for traversing a given path with initial conditions distributed according to P (x, 0). P(x(s)|x (0)) is the the probability of a path given the initial condition x(0). The time-reversed path probability density P † (x(s)|x(0)) is obtained from the forward path probability density by (i) reversing the explicit timedependence of all parameters and (ii) reversing the sign of all odd parameters (like a magnetic field). Note that x † (s) = x(t − s) denotes the time-reversed trajectory. The path integral in Eq. (6) can be evaluated explicitly by introducing a suitable discretization of time. The result is the compact expression for the total entropy production [18] ∆S
This shows that the total entropy production increases monotonically with time and is determined by the irreversible probability currents. The entropy production rate σ tot (t) = d∆S tot (t)/dt further decomposes into a sum of positive contributions
with
Note that a finite entropy production requires either that all the diffusion coefficients are strictly positive B i (x, t) > 0 or that, if there are vanishing diffusion coefficients, the associated irreversible currents also vanish. If the latter condition is not satisfied, this corresponds to a deterministic contraction of phase space, which leads to fully irreversible transitions and thus infinite entropy production [19, 20] . In the following, we will assume that the entropy production is finite. Since, by definition, the probability currents can be decomposed into the reversible and irreversible part
, we can similarly decompose the generalized current Eq. (4) into a reversible and an irreversible part.
We now rewrite the integral over x as an average,
and use the Cauchy-Schwarz inequality to bound
We identify the second factor on the right-hand side as the contribution σ tot i (t) to the entropy production rate. We thus have
Thus every single contribution toṘ irr (t) is bounded by the corresponding contribution to the entropy production rate times a positive factor. We can also use this to bound the total irreversible generalized current
and, once more using the Cauchy-Schwarz inequality,
We have thus shown that the magnitude of an irreversible generalized current is bounded from above by the total entropy production rate in the system. The inequality (14) constitutes the first main result of this paper. This general bound is a more detailed statement of the Second Law of thermodynamics for stochastic dynamics:
The rate of entropy production is not only positive, but bounded from below by the square of any irreversible current in the system.
IV. MEDIUM AND SYSTEM ENTROPY
We can split the entropy production rate Eq. (8) into the rates of system and medium entropy production
which correspond to the time derivatives of the respective quantities in Eq. (6) . The system entropy production rate, which is equivalent to the rate of change in the Gibbs-Shannon entropy, vanishes in the steady state ∂ t P (x, t) = 0. Since the entropy production in the medium is an irreversible current with
we can apply the bound (14) to find
where we used the decomposition σ tot = σ med + σ sys . Comparing the quantity χ with Eq. (15b), we can write
Plugging this into Eq. (17), we get
This relation implies a more intricate connection between the medium and the system entropy production than the bare Second Law σ med + σ sys ≥ 0. The relation (19) between the medium and system entropy production rates is shown graphically in Fig. 1 . In many cases, the quantity ρ is positive; for example we have ρ = γ for an underdamped particle under Stokes friction with damping rate γ, and ρ = κ/(mγ) for an overdamped particle in a harmonic potential with spring constant κ (more generally, ρ is determined by average curvature of the potential). In this case, we have
While this inequality is redundant if both σ med and σ sys are positive, it becomes meaningful if the medium and system entropy production have opposite sign. In particular, it is not possible to have σ med = −σ sys with a finite value for σ med , i. e. vanishing total entropy production requires both the system and medium part to vanish. Moreover, the product of the two terms provides a lower bound on their sum. Let, e. g., be σ sys < 0 and
Thus, the rate at which the system entropy decreases is bounded by ρ, and the corresponding rate, at which the medium entropy increases, diverges as the former approaches this bound. Since a decrease of system entropy corresponds to a compression of the phase space available to the system [21] , there is a "speed limit" for this phase-space compression and that limit can be approached only at the cost of diverging dissipation. The case ρ < 0, which may occur, e. g., for the relaxation of an overdamped particle initially located at a maximum of the potential, leads to
In this case, both the medium and system entropy production rates have to be positive; thus ρ < 0 cannot occur in a steady state and always corresponds to transient behavior. Further, by minimizing the bound with respect σ med and σ sys , we get the bound on the total entropy production rate
For an overdamped particle in a potential, this translates to a bound on the total entropy production rate in terms of the curvature of the potential,
For a particle initially located near the maximum of the potential ( U t < 0), the rate of entropy production during the relaxation is thus bounded from below by the average curvature of the potential.
FIG. 1. (Color online.
) Allowed values for the medium and system entropy production rates, indicated by the shaded areas. While the Second Law only requires the total entropy production rate to be positive (gray), the bound (19) is tighter and restricts the possible values for the medium and system contribution. For ρ > 0 (orange, green) an equilibrium state can exist in principle, since σ med = σ sys = 0 is permitted. Also, for any σ med > 0, σ sys = 0 is allowed, and thus the possibility of a non-equilibrium steady state. The case ρ < 0 (red, blue), by contrast, cannot occur in a steady state and thus corresponds to transient behavior with both medium and system entropy production rates being positive.
Finally, we note that the medium entropy production can be measured without knowledge of the explicit form of the probability density P , provided that the coefficients A i and B i entering the equations of motion are known. By contrast, the system entropy production explicitly depends on the probability density and thus cannot be measured without knowing the solution of the Fokker-Planck equation (2) . Nevertheless, the relation (17) yields a lower bound on the system entropy production rate,
This lower bound on the rate of change of the Shannon entropy is expressed in terms of quantities that can be measured without knowledge about the explicit form of the probability density. This bound is tighter than the one obtained from the Second Law, σ sys ≥ −σ med . As an example, we consider a particle under the influence of Stokes-friction and arbitrary reversible (i. e. velocityindependent or magnetic) external forces and in contact with a heat bath at temperature T (t) (see also Section VI). In this case, the rate of entropy production in the medium is given by
where γ is the damping rate, m is the mass of the particle and v 2 t is average of the squared velocity. The entropy production in the medium is directly related to the heat flowQ from the heat bath to the particle. This expression is a standard result of stochastic thermodynamics [14, 15] . The relation Eq. (25) implies that the rate of change of the Shannon entropy is bounded by the same quantities,
This shows that also the system entropy production is related to the heat flow, albeit in the form of an inequality. Since the system entropy is a total differential, we can write
The left-hand side is the difference in Gibbs-Shannon entropy, which depends only on the final and initial state, whereas the right-hand side measures the heat absorbed from the heat bath relative to the particle's kinetic energy, along the entire trajectory. While the precise physical interpretation of the Gibbs-Shannon entropy for nonequilibrium states is still a matter of debate [21] [22] [23] [24] , this shows that it provides a bound on measurable currents.
V. OVERDAMPED DYNAMICS
The statement of the inequality (14) is strongest for dynamics that only involve even variables and parameters under time reversal, for example for overdamped Langevin dynamics. In this case, the reversible probability currents vanish, J i = J irr i , and the total generalized current is bounded by entropy production rate
For any explicitly time-independent observable Y (x),
This means that the rate of change of any observable that does not explicitly depend on time is bounded by the rate of entropy production. For dynamics with only even variables, any time evolution (on the level of ensemble averages) thus necessarily entails a finite entropy production rate. Conversely, zero entropy production rate implies that there are no currents and no time evolution on average in the system. Since the rate of entropy production bounds the time evolution of any ensemble-averaged observable, entropy can be understood as a measure of the passage of time on the ensemble level, see [22, 25] for related discussions. Note that this intimate relation between time evolution and entropy production is lost in the presence of odd variables -in this case zero entropy production does not preclude the presence of reversible currents and time evolution on average. Many examples of overdamped Langevin dynamics involve periodic boundary conditions [26] [27] [28] [29] [30] [31] [32] [33] [34] . Then, an additional boundary term from the integration by parts appears in Eq. (3),
where ∂Ω denotes the boundary of the phase-space region. We still take Eq. (4) as the definition of the generalized current, however, the additional boundary term means that even for 
A. Smoluchowski-Feynman ratchet
Let us consider two paradigmatic examples: the Smoluchowski-Feynman ratchet [35] [36] [37] [38] and a flashing [31, 39] or rocking [28, 29] ratchet. The simplest model for the Smoluchowski-Feynman ratchet, consists of two particles of masses m 1 and m 2 undergoing overdamped diffusion coupled to heat baths of temperatures T 1 and T 2 . The particles are subject to a potential U (x 1 , x 2 ), which includes interactions between the particles and external potentials, and is assumed to be spatially periodic
. In addition, there is a constant load force F 0 applied to particle 1 against which the ratchet should perform work. The corresponding system of Langevin equations read (i = 1, 2)
where we absorbed the masses into the damping coefficients γ i . The total change in position of particle 1 over a time interval [0, t] is given by
or on average
since the noise averages to zero. We assume that the distribution has relaxed to a steady state P s (x 1 , x 2 ) with the same periodicity as the potential. Then this can be rewritten as
where J s,1 is the x 1 -component of the steady state probability current corresponding to P s . We thus identify the drift velocity of particle 1,
This has the form of a generalized current, Eq. (4) with Z 1 = 1 and Z 2 = 0. Then a straightforward application of Eq. (29) yields the bounds
The total energy of both particles is E(t) = U (x 1 (t), x 2 (t)) − F 0 x 1 (t) and we have by applying Itō's lemmȧ
The average change in energy is then
Again assuming a periodic steady state, we get by integrating by parts and using the fact that the potential is a periodic function of x 1 and x 2
where we defined the heat flowsQ 1 andQ 2 between the particles and the baths. Integrating by parts, this can be written as
Since ∂ t P s = −∂ x1 J s,1 − ∂ x1 J s,2 = 0, the second term vanishes. Then, defining the work rateẆ = −F 0 v 1 , we get the First-Law-like equalitẏ
A few remarks about the physical interpretation of the above definitions are in order. Referring to the quantitieṡ Q i as heat flows is justified in the sense of stochastic thermodynamics, in thatQ i is the ensemble average of a quantityq i = −F i •ẋ i , where F i is the total systematic force on particle i and • denotes a Stratonovich product. This is the negative of the dissipation into heat bath i [36] , i. e. the heat absorbed by particle i from the heat bath. The work rateẆ is the rate at which the particle performs work against the external load; thus, in order for the ratchet to be used as an engine, we should havė W ≥ 0. The heat flowQ 1 has precisely the form of a generalized current with
and Z 2 = 0, and we find the bounds
where we defined the positive constants
, which have dimensions of 1/time. The inequalities (37) and (43) state that the drift velocity of a particle as well as the heat exchange rate between the particle and the bath are bounded by the total entropy production rate. From these inequalities, we can derive a number of useful relations. Since the system entropy production rate is a total time derivative (see Eq. (15a)), it vanishes in the steady state and we have σ 
as can be seen by evaluating Eq. (15b) explicitly and replacingQ 2 using Eq. (40) . ForẆ ≥ 0, the positivity of the entropy production rate implies that either (i)Q 1 ≥ 0 and T 1 ≥ T 2 or (ii)Q 1 ≤ 0 and T 2 ≥ T 1 . In the following, we will focus on case (i), case (ii) follows by exchanging the labels 1 and 2. The explicit expression for the heat currentQ 1 readṡ
Since the first term on the right hand side is negative, in order to haveQ 1 ≥ 0, we require
Note that this imposes a restriction on the choice of the potential function -only a potential with specific symmetry properties will lead to a ratchet current in the desired direction. For T 1 ≥ T 2 andẆ ≥ 0, we define the efficiency of the ratchet as
where we introduced the Carnot efficiency η C = 1 − T 2 /T 1 . Multiplying by η and using Eq. (43), we geṫ
This is exactly the tradeoff relation between power and efficiency found in Ref. [2] . It states that the power produced by the ratchet vanishes as the efficiency approaches the Carnot efficiency, prohibiting Carnot efficiency at finite power. Note that in Ref.
[2] the relation Eq. (48) was derived for alternating coupling to the heat baths, whereas the Smoluchowski-Feynman ratchet is coupled to two heat baths simultaneously. From Eqs. (47) and (43), we further find
This provides an upper bound on the entropy production rate in terms of the efficiency of the ratchet. In particular, if the ratchet operates at Carnot efficiency, the entropy production rate is zero unless the constant χ 1 diverges. From the definition of χ 1 we see that can only happen in the rather pathological case where the average square of the force on particle 1, (
B. Flashing and rocking ratchets
Whereas the Smoluchowski-Feynman ratchet operates using two heat baths and a static potential, the so-called flashing [31, 39] and rocking [28, 29] ratchets operate using a single heat bath and a potential that changes periodically in time U (x, t + τ ) = U (x, t). In the simplest case, these ratchets consist of an overdamped particle in one dimensioṅ
As before, the potential is also periodic in space U (x + L, t) = U (x, t). The average displacement is (see (34))
We now assume that probability density has the same spatio-temporal periodicity as the potential P (x, t + τ ) = P (x + L, t) = P (x, t). Then, if the length of the time interval of interest is t = nτ , we can write the average displacement as
wherev is the drift velocity averaged over one period of the drivinḡ
We have from the Fokker-Planck equation
Since the left hand side is zero due to the time-periodicity of the probability density, we find that the time-averaged probability currentJ = 1/τ
Since the system entropy production rate can be written as a total time derivative (see Eq. (15a)), it does not contribute to the time average. Qualitatively, we thus have the same bound on the drift velocity as Eq. (37), but now the steady state quantities are replaced by time averages. For the total energy of the particle E(t) = U (x(t), t) − F 0 x(t), we geṫ
which, after averaging over the ensemble and one period of the driving, yields time-averaged rate of energy change
where, as in the previous example,Q denotes the (now time-averaged) heat current between the particle and the heat bath. In addition, there is now an additional energy input rateĖ in due to the time-dependent driving through the variation of the potential U (x, t). Integrating by parts with respect to time, respectively space, the energy input rate and the first term in the heat current cancel and we have the connection to the time-averaged work rateẆ = −vF 0 ,Ẇ
From Eq. (15b), we find the time-averaged entropy production rateσ
The positivity of the entropy production now straightforwardly impliesQ ≤ 0. In order to haveẆ ≥ 0, we thus have to demandĖ in ≥ 0 and define the efficiency as
We then have
We thus want to boundĖ in by the entropy production rate. Integrating by parts with respect to time in Eq. (57), we geṫ
We take the square of this expression
where we used Eq. (29) from the second to the third line and the Cauchy-Schwarz inequality from the third to the fourth line.
/(γτ T ), we thus have the bound
Plugging this into Eq. (61) we find a tradeoff relation similar to Eq. (48)Ẇ
Since the ratchet is now driven by an external variation of the potential, the efficiency is no longer bounded by the Carnot efficiency, but can reach a value of 1. However, as for the Smoluchowski-Feynman ratchet, reaching the maximal efficiency leads to vanishing power output. This tradeoff relation is a consequence of two physical bounds:
On the one hand, the maximally attainable efficiency is a consequence of the Second Law of thermodynamics, which states that the entropy production rate is positive. This imposes a lower bound on the rate at which energy is dissipated into the heat bath, i. e. the rate of energy loss. On the other hand, the vanishing power output at maximal efficiency is a consequence of Eq. (29), which bounds any current in the system, in particular also the rate of energy input, by the entropy production rate.
VI. UNDERDAMPED DYNAMICS
If the dynamics Eq. (1) contains odd variables or parameters under time reversal, then the reversible probability currents are generally non-zero. Then only the irreversible currents are bounded by the entropy production rate, see Eq. (14) . Fortunately, many currents of physical interest, in particular heat currents, turn out to be irreversible currents and thus similar statements as in the previous section are possible also for dynamics including odd degrees of freedom. As a specific but still rather general case, we consider a set of position and velocity variables, x = (x 1 , . . . , x M ) and v = (v 1 , . . . , v M ). These are governed by the underdamped Langevin equationṡ
While the positions are even under time reversal, x i → x i , the velocities are odd and change sign, v i → −v i . The reversible and irreversible currents are then, from the definition Eq. (5),
assuming that the non-conservative forces F i are even under time reversal. Since the irreversible probability currents associated with the position variables vanish, we have for the total entropy production rate
For the total energy of the system E(t) =
This yields for the change in average energy
where we assumed natural boundary conditions on the velocity degrees of freedom, i. e. that the probability density and its derivatives vanish as v i → ±∞. Any change in the average energy of the system thus decomposes into a part that involves the explicit time-dependence of the potential and a part that is proportional to the irreversible velocity probability currents. In the spirit of stochastic thermodynamics [14, 15] , the first part can be interpreted as work done on the system and the second part as the heat absorbed from the reservoirs. Since the heat flow has precisely the form of an irreversible current (see Eq. (9)), we can apply the inequality (14) to get a bound on the former
A similar relation holds for the individual heat currents,
Thus any energy exchange between the system and the coupled reservoirs in the form of heat is bounded by the total entropy production rate. Further, we get for the medium entropy rate, Eq. (15b),
A. Ratchets
We now apply this bound to the ratchet models studied in the overdamped limit in the previous section. For the Smoluchowski-Feynman ratchet with load force F 1 = F 0 (and F 2 = 0), the potential is time independent and we have in the steady state
We can relate this to the workẆ = −F 0 v 1 s performed against the load force by noting
where we integrated by parts and used the definitions of the heat currents. This is exactly the same as Eq. (42). The rest of the argument then proceeds analog to the previous section and we find the tradeoff relatioṅ
with the positive constant
We note that the value of the constant χ 1 is different for the overdamped and underdamped description. In particular, in the overdamped limit mγ → ∞, the underdamped constant diverges and does not converge to the overdamped value. The reason for this behavior is that the velocity degrees of freedom contribute a non-vanishing heat current even in the overdamped limit, which is neglected in the overdamped description [40, 41] .
For the periodically driven rocking or flashing ratchet, we again have to consider quantities that are averaged over one period τ of the driving. We find
Again, the total change in energy is found to be equal tȯ
We can further relateĖ in to the irreversible velocity current,
t) . (78)
The integral over the derivative of the velocity current vanishes and we have, integrating by parts,
in analogy to Eq. (62). We then find the tradeoff relatioṅ
/(mγτ T ).
Contrary to the Smoluchowski-Feynman ratchet, the coefficient on the right hand side of tradeoff relation is the same in both the overdamped and underdamped description. The reason is that now, only a single thermal reservoir is present and there thus is no additional heat current due to the relaxation of the velocity degree of freedom.
B. Periodically driven heat engine
While the Smoluchowski-Feynman ratchet can be considered as a type of heat engine due to the presence of two baths at different temperatures, there is a paradigmatic type of stochastic heat engine more akin to classical heat engines, which has been realized in several experimental systems [10, 42] : a single trapped particle coupled to a heat bath [9, 11] . In this case, both the potential and the temperature are varied as functions of time. We consider a particle of mass m in three dimensions x = (x 1 , x 2 , x 3 ) under the influence of a potential force and a magnetic field,
where B(x, t) is the magnetic field and A(x, t) is the associated vector potential, B(x, t) = ∇ × A(x, t). Here ∇ = (∂ x1 , ∂ x2 , ∂ x3 ) and × denotes the vector product. The potential U (x, t) may be due to an electric scalar potential, but also other potential forces like gravity. Since the magnetic field is odd under time-reversal, so is the vector potential and its time-derivative is even. Then the reversible and irreversible probability currents read
The total energy of the particle is E(t) = mv(t) 2 /2 + U (x(t), t). Applying Itō's lemma and averaging yields
The terms involving the potential force −∇U (x, t) cancel. Further, the term involving the magnetic field can be written as v · v × B(x, t) = 0 since v × B is orthogonal to v. The remaining terms can be written as
where we defined J v = (J v1 , J v2 , J v3 ). The work has now two contributions, one due to the time-dependence of the potential, which has the same form as in the absence of a magnetic field, and an additional term stemming from the time-dependence of the vector potential and thus the magnetic field. Due to the absence of explicitly nonconservative forces, the energy difference is equal to the difference in internal energy
is the Hamiltonian of the system. The heat flow is again of the form of a generalized irreversible current and is thus bounded by the total entropy production rate according to Eq. (14) Q (t)
The medium entropy Eq. (15b) production now reads
and thus the heat flow is related to the medium entropy production rate via Eq. (73),
Using this, we can express bothQ(t) and v 2 t in terms of σ med (t) and obtain the inequality between total, medium and system entropy production rate
which corresponds to Eq. (19) with ρ = γ. We take the potential, vector potential and temperature to be periodic functions of time, U (x, t + τ ) = U (x, t), A(x, t + τ ) = A(x, t) and T (t + τ ) = T (t), and assume that the probability density has the same periodicity P (x, v, t + τ ) = P (x, v, t). Since the Hamiltonian H(x, v, t) = mv 2 /2 + U (x, t) is time-periodic, so is its average with respect to the time-periodic probability density, and we have
Using the continuity equation
integrating by parts with respect to x and v, respectively, and using the fact that the boundary terms vanish, we then find
which means that the energy of the system is conserved over one period of the driving. Likewise, the system entropy does not change over one period and the timeaveraged entropy production rate consists only of the medium part Eq. (73)
In order to define the efficiency of the engine, we follow Ref. [12] and parameterize the inverse temperature in terms of minimal and maximal temperatures T c and T h ,
where φ(t) is a dimensionless periodic function with 0 ≤ φ(t) ≤ 1. Then, expressing the heat flow aṡ
The first term is just the time-averaged work rate divided by T c . We interpret the second term as the input heat, noting that it is only nonzero if T (t) > T c . For the special case of an instantaneous temperature change, e. g. φ(t) = 0 for 0 ≤ t < τ c and φ(t) = 1 for τ c ≤ t < τ , we indeed findQ
which is precisely the time-averaged rate of heat exchange with the hot bath. Now we can define the efficiency as
We can then use the bound (14) to boundQ in ,
Multiplying Eq. (95) by η C − η, we obtain the tradeoff relationẆ
For this system, such a relation was shown to be valid in the linear response regime in Ref. [12] . The above derivation shows that the relation remains valid beyond linear response. Further, unlike Ref. [2] , where the tradeoff relation was proven for systems that are even with respect to time reversal, we explicitly allow for the presence of a magnetic field which breaks time-reversal symmetry. The relation (97) asserts that a microscopic heat engine that can be modeled by Eq. (81) cannot realize Carnot efficiency at finite power. Further, the power output of the engine is bounded bẏ
which is the maximal value of the right hand side of Eq. (97) with respect to η. The trapped-particle heat engine can also be operated in reverse, serving as a refrigerator. In this case, we rewrite the time-averaged entropy production rate as
where we defined the time-averaged heat absorption rate from the cold reservoir aṡ
In contrast to the heat input rate in the case of a heat engine, this quantity is nonzero only for T (t) < T h and is given by ∆Q c /τ in the case of an instantaneous temperature change. Noting thatẆ ≤ 0, the coefficient of performance ξ is defined as
where
is the coefficient of performance of an ideal Carnot refrigerator. Since we haveẆ =Q, we can use the bound on the heat current (85),
to get a tradeoff relation for the refrigeratoṙ
In analogy to the tradeoff relation between output power and efficiency for a heat engine, reaching the Carnot limit for the coefficient of performance of a refrigerator necessarily leads to vanishing cooling rate.
VII. CONSTRAINTS ON ONSAGER COEFFICIENTS
In Ref. [12] , the tradeoff relation Eq. (97) was derived in the linear response regime by proving an additional constraint on the Onsager coefficients beyond the constraints imposed by the the Second Law of thermodynamics. However, no interpretation of this additional constraint was given. We are now going to show that the constraint arises naturally as a consequence of the inequality Eq. (14), which, as stated before, can be regarded as a more precise statement of the Second Law. As in Ref. [12] , we separate the time-dependence of the potential and magnetic field, as well as the temperature, from a time-independent equilibrium part,
where U 1 and A 1 are some (fixed) functions, y u , y a and y t are parameters of order 1 and we take ≥ 0. The linear response treatment then corresponds to assuming that 1 and considering only the leading order contributions to the respective quantities. The equilibrium state = 0 is most conveniently expressed in terms of the canonical momentum p = mv + qA, and is of the Boltzmann-Gibbs form
with (105)
Z 0 = dx dp e
which is the steady state solution of the equilibrium Kramers-Fokker-Planck equation
Assuming an expansion of the time-dependent probability density in terms of
we can write the time-averaged work and heat rates aṡ
where we neglected terms of order 2 and higher in the definition of the currents j i . In terms of the currents, the time-averaged entropy production rate Eq. (93) reads
We can obtain a more explicit expression for the currents by using the evolution equation for the first order correction of the probability density
where the first order correction to the Kramers-FokkerPlanck operator is given by
The formal solution to this equation reads [12, 13] 
Since L 1 consists of terms that are explicitly proportional to y u , y a and y t , we can write
and similar for j u and j a , which defines the Onsager coefficients L jk . This allows us to write the entropy production rate as a quadratic form
with the matrix of Onsager coefficients L. Since we havē σ med ≥ 0 from the Second Law, the coefficient matrix has to be positive semi-definite. This is equivalent to all of its principal minors having a non-negative determinant, which yields constraints on the response coefficients. In particular, we find for any two indices k, l
Using the bound on the heat input rate Eq. (96) and Eq. (108) we further get the bound
Since in the linear response regime, we have η C ∼ O( ), we can express the coefficient χ t to leading order in as
where we used the equilibrium average kinetic energy m v 2 0 = T c . Plugging in the expressions for j t and σ med , Eqs. (113) and (114), we find
This can again be written in the form
with the new coefficient matrix
Since the matrix has to be positive semi-definite, all of its principal minors need to have a non-negative deter-
For k = u, the latter is precisely the constraint proven in Ref. [12] . The above derivation shows that this relation between the response coefficients arises directly from the non-zero lower bound on the entropy production in terms of the heat input rate Eq. (96). The ensuing linear response power-efficiency tradeoff relation iṡ
with the coefficient χ t depending only on the temperature protocol φ(t). This tradeoff relation has been derived from the constraint (122) on the Onsager coefficients in Ref. [12] . Assuming that L tu = 0, such that any variation in the force leads to heat flow, we define
Thus α k measures the asymmetry between the off-diagonal coefficients, with α k = 1 corresponding to a symmetric Onsager matrix, whereas β k measures the overall magnitude of the off-diagonal coefficients relative to the diagonal ones, with β k = 0 corresponding to a diagonal Onsager matrix. The inequality (122) then translates into a range of allowed values for α k and β k ,
where we defined γ t ≡ χ t /L tt ≥ 1. This constraint is tighter than the one obtained from the Second Law,
and in particular we always have β k ≤ γ t , which limits the overall size of the off-diagonal Onsager coefficients for heat flows. The two constraints on α k and β k are compared in Fig. 2 .
VIII. NON-THERMAL DYNAMICS
In all the examples discussed in the previous Sections, the system was in contact with a thermal reservoir, allowing direct identification of the medium part of the entropy production in terms of a heat current. In the following, we discuss what happens for non-thermal systems, where this connection is lost. In order to have some notion of heat, we consider a particle with position x and velocity v, with Hamiltonian H(x, v, t) = mv 2 /2 + U (x, t). As in the case of coupling to a heat bath, we assume that in addition to the force due to the potential −∇U (x, t), the particle is subject to a friction force and a stochastic force. However, both the friction force and the stochastic force may now depend on both the position and the velocity of the particle, specificallẏ
In a change from Eq. (1), we now use the anti-Itō stochastic integral, however, this can be brought into Itō form by the straightforward transformation given in the second line. For the special case of constant friction coefficient γ(x, v, t) ≡ γ and the Stokes-Einstein relation D(x, v, t) ≡ γT (t)/m, this reduces to the previously studied case of coupling to a thermal bath at temperature T with Stokes-friction. By contrast, a velocitydependent friction and diffusion coefficient may occur as a result of the effective description of a non-thermal system. Important examples include dry friction between surfaces of solids [43] [44] [45] , diffusion of cold atoms in dissipative optical lattices [11, 46, 47] , relativistic Brownian motion [48] and models of active particles [49] . In all these cases, the friction and diffusion coefficient are
Since we chose the anti-Itō interpretation in Eq. (126), the diffusion coefficient now appears in front of the velocity-derivative. The change in the average energy of the particle is given by
Because the Hamiltonian is quadratic in the velocity, the system still permits decomposing the change in energy into a work and a heat contribution, and the latter is determined by the irreversible velocity probability current, just as for a thermal bath. Just as before, the total entropy production rate Eq. (7) is given by the square of the irreversible probability current
The medium part of the entropy production rate Eq. (15b) now reads
This is proportional to the heat only if the ratio
is independent of x and v. In this case, we define T (t) ≡ mD(x, v, t)/γ(x, v, t), which can be understood as a generalized Stokes-Einstein relation [50] . Then, we recover the relation σ med (t) = −Q(t)/T (t), which thus holds for a thermal bath, irrespective of whether the friction force is linear in the velocity or not. Even if such a relation does not hold, the heat flow still has the form of an irreversible generalized current (9) and is thus bounded by
In the particular case of a non-equilibrium steady state, we then have
Thus, even though there is no relation between the heat flow and the entropy production rate in the form of an equality for non-thermal systems, the inequality relating the entropy production rate to the magnitude of the heat flow is preserved for the Hamiltonian plus nonequilibrium-bath dynamics discussed above. Since the heat flow cannot be straightforwardly expressed in terms of the entropy production rate, the efficiency cannot be readily defined. However, by introducing the effective temperature
we can write the medium entropy production rate as
The quantity θ(x, v, t) is a state-dependent "temperature", whose average is the effective temperature T eff (t). The above relation defines the non-thermal heat floẇ
This non-thermal heat flow vanishes whenever the generalized Stokes-Einstein relation holds and thus T eff (t) is the actual temperature of the thermal heat bath.
As an example, consider a spatially periodic potential in one dimension and, as in Sec. VI A, the work output rateẆ = −F 0 v t with the constant load force F 0 . Such a situation may be encountered in a ratchet driven by a non-linear friction force [51] [52] [53] . In the steady state, we then haveQ =Ẇ and we interpretQ as the part of heat flow due to the non-thermal nature of the bath. Since σ med ≥ 0, positive output work requiresQ ≥ 0. We then define the efficiency as
Since the non-thermal heat flow is an irreversible generalized current, it is bounded by the entropy production rate This then leads to the tradeoff relatioṅ
Just as for a thermal system, the extracted power vanishes as the efficiency approaches its maximum value, which is in this case unity, since there is a single nonthermal bath. However, it should be noted that the quantityQ is only formally a heat flow, and may not be a measurable quantity or represent the true energetic cost of maintaining the bath in its non-equilibrium state.
Whether the above definition of efficiency is suitable thus depends on the specific system, and it generally does not correspond to a thermodynamic efficiency. To clarify this point, let us further specify the dynamics. We consider an overdamped particle in one dimension, subject to a spatially periodic potential U (x + L) = U (x) and temperature profile θ(x + L) = θ(x). We further apply a constant load force F 0 . This situation is a ratchet model first discussed by Büttiker [54] and Landauer [55] . Similar to Sec. V A, we have the work rateẆ = −F 0 v, where v is the steady state drift velocity, and the heat floẇ
since in one dimension the steady state current is independent of x. The medium entropy production rate is
since the last term in the first line vanishes, being a total derivative of ln θ(x). Comparing Eqs. (139) and (140), and defining T eff = θ s , the non-thermal heat flow is given bẏ
Similar to Sec. VI B, we parameterize the inverse temperature as
where the function 0 ≤ φ(x) ≤ 1 is now periodic in space φ(x + L) = φ(x). Using this, the entropy production rate can be split into two contributions in two different ways
where the heat flowsQ in andQ are defined aṡ
While the work rateẆ is uniquely defined as the work per time performed against the external load, which of the two quantitiesQ in andQ is interpreted as the cost associated with the performed work depends on the physical setting. TakingQ in as the heat cost is the thermodynamic viewpoint that one has a cold reservoir at temperature T c and heat is absorbed from the hot reservoir, whose temperature T (x) = θ(x) > T c in this case depends on the position of the particle. In this situation, the efficiency is indeed bounded by the Carnot efficiency. On the other hand, takingQ as the heat cost corresponds to interpreting θ(x) as a single, out-ofequilibrium heat bath at effective temperature T eff . Note that since T eff > T c , the non-thermal heat flow is always smaller than the thermodynamic heat absorbed from the hot bathQ <Q in . In this situation, the efficiency is not bounded by the Carnot efficiency and can in principle reach unity.
IX. DISCUSSION
The results for specific systems derived in this work are based on the general bound (14) , which we interpret as a quantitative statement of the Second Law of thermodynamics: It gives a positive and finite lower bound on the total rate of entropy production in terms of the square of any irreversible current in the system. Given the universality of the Second Law of thermodynamics, it is encouraging that its quantitative refinement can have similarly far-reaching consequences, imposing universal limits on the performance of engines in contact with a heat bath. The preceding results also support the statistical definition of entropy production (6) in terms of the path probability-even though this quantity coincides with the thermodynamic definition of entropy only for thermal systems, it nevertheless continues to serve as a measure of irreversibility and provides a tangible upper bound on observable currents even for non-thermal systems.
For Langevin dynamics, the bound (14) follows from a simple application of the Cauchy-Schwarz inequality and is a consequence of the mathematical structure of the system, including the expression for the entropy production rate Eq. (7). Since a similar bound, albeit for a more restrictive class of observables, was derived for a Markov jump process in Ref. [2] , the more general bound may also hold for other observables in the latter case.
Finally, let us remark on the relation of our results to a family of recently derived bounds on stochastic currents in terms of their variance, referred to as thermodynamic uncertatinty relation [3, 5, 8] . The latter implies that the proportionality constant between the current and the entropy production rate in Eq. (14) should be related to the variance of the current. Indeed, the bound (14) can be obtained as a short-time-limit of an inequality involving the variance of the current [56] , however, the thermodynamic uncertainty relation itself only holds for the steady state of a dynamics that is even under time reversal. Under these conditions, the bound Eq. (14) is less tight than the uncertainty relation, however, it has the advantage that remains valid in the presence of timedependent driving and odd variables under time-reversal.
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