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Abstract
Value-at-Risk (VaR) and Expected Shortfall (ES) are widely used in the financial
sector to measure the market risk and manage the extreme market movement. The
recent link between the quantile score function and the Asymmetric Laplace density
has led to a flexible likelihood-based framework for joint modelling of VaR and ES.
It is of high interest in financial applications to be able to capture the underlying
joint dynamics of these two quantities. We address this problem by developing a
hybrid model that is based on the Asymmetric Laplace quasi-likelihood and em-
ploys the Long Short-Term Memory (LSTM) time series modelling technique from
Machine Learning to capture efficiently the underlying dynamics of VaR and ES.
We refer to this model as LSTM-AL. We adopt the adaptive Markov chain Monte
Carlo (MCMC) algorithm for Bayesian inference in the LSTM-AL model. Empiri-
cal results show that the proposed LSTM-AL model can improve the VaR and ES
forecasting accuracy over a range of well-established competing models.
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1 Introduction
Value-at-Risk (VaR) and Expected Shortfall (ES) are two risk measures that are widely
used by financial institutions as the tools to manage the market risk and the extreme
market movement. An α-level VaR is defined as the α-level quantile of the underlying
portfolio return distribution. The VaR has been used as the standard market risk measure
for setting the regulatory capital requirement. However, VaR does not give any informa-
tion in terms of the expected loss conditional on the losses beyond the VaR threshold,
and thus it may fail to capture the expected extreme risk especially for assets with a
fat-tail return distribution. Also, VaR is not a subadditive measure, which means the
overall VaR of a well-diversified portfolio can be larger than the summed VaR of each
individual asset. ES compliments VaR and is able to capture better the risk with fat-tail
return distributions (Artzner, 1997; Artzner et al., 1999). An α-level ES is defined as the
conditional expectation of exceedances beyond the corresponding α-level VaR. Compared
to VaR, ES is a more coherent measure with several attractive properties such as the
subadditivity (Acerbi and Tasche, 2002). Together with VaR, ES has been employed as
a tail risk measure for financial regulation and recommended by the Basel Accord.
The classical statistical approaches, especially the parametric and non-parametric ap-
proaches, to estimate VaR and ES are well-established, where the ES forecasts can be
regarded as a by-product of VaR forecasts. Parametric models, such as the generalized au-
toregressive conditional heteroskedasticity (GARCH) family models (Engle, 1982; Boller-
slev, 1986), make strong assumptions about the underlying return distribution and obtain
the VaR estimation by modelling the volatility dynamics. Non-parametric approaches,
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such as the historical simulation (HS) method, forecast the VaR by the corresponding
quantile of the empirical distribution, and forecast the ES by averaging the exceedances
beyond VaR. Semi-parametric approaches, e.g. the quantile regression conditional au-
toregressive VaR (CAViaR) model of Engle and Manganelli (2004), directly model the
underlying VaR series by adapting quantile regression and thus can avoid the distribu-
tion assumption of the return. However, quantile regression models cannot produce the
ES forecasts. Taylor (2008) proposed a semi-parametric model named as Conditional
Autoregressive Expectile (CARE) to forecast the VaR and ES jointly by estimating the
expectile.
ES is not an elicitable measure, i.e. there is no scoring or loss function that can be
minimized by the true ES (Gneiting, 2011). This makes it difficult to develop regression-
type models for estimating the ES. Nevertheless, Fissler et al. (2016) found that ES and
VaR are jointly elicitable and thereby proposed a family of scoring functions for evaluating
VaR and ES forecasts jointly. This inspired Taylor (2019) to propose a framework using
the Asymmetric Laplace (AL) density to model VaR and ES jointly, leading to a quasi-
likelihood framework for performing inference and prediction, referred to here as the
ES-CAViaR model. Furthermore, Patton et al. (2019) proposed a VaR and ES dynamics
model based on the family of scoring functions and provided an asymptotic analysis.
Classical statistical approaches commonly use simple models to capture the underly-
ing latent process. For example, the stochastic volatility model uses an AR(1) process to
model the latent volatility dynamics, and the GARCH model uses a simple linear combina-
tion of the previous historical volatility and squared return to model the future volatility.
However, strong evidence from the literature suggests the existence of long-range and
non-linear serial dependence in financial volatility (see, e.g. Ding et al. (1993); So and
Philip (2006); Kılıc¸ (2011)). This indicates that simple processes such as AR(1) may fail
to capture efficiently the complicated dynamics of the underlying volatility process.
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Neural Network (NN) modeling is widely used in the Deep Learning literature as a
powerful functional approximation tool with the NN structures varying depending on the
data type. The Long Short-Term Memory (LSTM) structure of Hochreiter and Schmid-
huber (1997) is a special type of Recurrent Neural Network (RNN) which is designed for
modeling sequential data. LSTM is well-known for its ability to capture efficiently the
long-term and non-linear serial dependence in time series data. However, for financial
time series modelling, Makridakis et al. (2018) documented that sophisticated Machine
Learning models may not be able to outperform simple statistical models. The reasons can
be twofold. First, the parameter estimation process will be challenging for hybrid models
embedded with complex Machine Learning techniques. Second, Machine Learning tech-
niques such as the LSTM usually use observations for both the input and output, thus
how to handle unobservable latent variables such as financial volatility is also challenging.
To the best of our knowledge, Nguyen et al. (2019) is the only paper that considered
to model VaR by incorporating the LSTM structure into an econometric model. By
combining the LSTM structure with the Stochastic Volatility (SV) model, they showed
that their so-called LSTM-SV model is able to capture efficiently the volatility dynamics
and reported some favourable results in terms of VaR forecast. However, this paper does
not consider joint modeling of VaR and ES, and relies on the distribution assumption like
other parametric models do.
Our paper proposes a semi-parametric framework, named as LSTM-AL, which incor-
porates the LSTM structure into the ES-CAViaR framework with a careful modification
by using the latent variables for both the input and output of the LSTM structure. The
proposed LSTM-AL model retains the semi-parametric property and therefore does not
rely on any distribution assumption of the returns. The LSTM-AL model is able to cap-
ture the possible long-term and non-linear dependence in the joint dynamics of VaR and
ES. We consider a full Bayesian treatment for LSTM-AL and adopt an adaptive MCMC
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algorithm for Bayesian inference. Both the simulation and empirical studies well docu-
ment that the LSTM-AL model can capture efficiently the non-linearity and long-term
dependence exhibited in the underlying dynamics. It is demonstrated that the LSTM-
AL model can provide more accurate out-of-sample forecasts than the ES-CAViaR model
across a range of financial datasets.
The paper is organized as follows. Section 2 reviews the development of VaR & ES loss
functions and the associated ES-CAViaR framework. Section 3 motivates the use of Neural
Network techniques in financial econometrics and proposes the LSTM-AL model. Section
3 also presents Bayesian inference for LSTM-AL using MCMC. Section 4 highlights the
property of the LSTM-AL model in capturing non-linearity and long-term dependence by
designing an intensive simulation study. Section 5 applies the LSTM-AL model to four
financial datasets and compares its performance with several well-developed models in
the literature. Section 6 concludes.
2 The Joint Scoring Function and ES-CAViaR Frame-
work
A scoring function refers to a loss function that can be optimized by the true prediction
of some elicitable measures (Fissler et al., 2016). VaR is an elicitable measure as the
true VaR forecasts can minimize the quantile loss function, while ES is not an elicitable
measure. Nevertheless, Fissler et al. (2016) described the joint elicitability of VaR and
ES and proposed a general framework of the joint scoring function. Furthermore, Taylor
(2019) proposed the AL scoring function and the ES-CAViaR regression framework. We
now describe the joint scoring functions and the ES-CAViaR framework.
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2.1 Quantile Loss Function for VaR
VaR is an elicitable measure and thus, the true VaR forecasts can minimize certain
loss function, namely, quantile loss function, firstly proposed by Koenker and Bassett Jr
(1978). The quantile loss function is defined as:
QL = (rt −VaRt)(α− I(rt<VaRt)), (1)
where rt is the return value at time t and VaRt is the α%−VaR quantile at time t.
Averaging or summing the quantile loss across a sample gives the measure for evaluating
the VaR quantile forecast performance. This quantile loss function has been widely em-
ployed in quantile regression for VaR forecasting (e.g., the CAViaR framework of Engle
and Manganelli (2004)).
2.2 Joint Loss Function for VaR and ES
ES is not elicitable (Gneiting, 2011), therefore no loss function can be used to evaluate
ES forecasting performance. However, Fissler et al. (2016) described the joint elicitability
of VaR and ES, which is, the true VaR and ES forecasts can optimize a scoring function
jointly. As the result, they specified the general form of VaR and ES joint scoring function,
which is defined as:
S(VaRt,ESt, rt, α) = (I(rt≤VaRt) − α)G1(VaRt)− I(rt ≤ VaRt)G1(rt)
+G2(ESt)
(
ESt −VaRt + I(rt≤VaRt) × (VaRt − rt)/α
)
− ζ2(ESt) + a(rt),
(2)
where G1, G2 and ζ2 are three functions that must satisfy certain conditions, including
G2 = ζ
′
2, G1 is increasing, and ζ2 is increasing and convex. Based on this expression,
Taylor (2019) proposed the AL log score function to test VaR & ES jointly by taking into
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account both the magnitude of violation and the violation (hit) ratio, which is defined as:
AL(VaRt,ESt, rt, α) = − ln
(α− 1
ESt
)
− (rt −VaRt)(α− I(rt≤VaRt))
αESt
. (3)
Averaging or summing the AL score across a sample will return the measure for joint
evaluating VaR and ES forecast performance. The joint scoring function allows using
optimization frameworks to estimate VaR and ES. An example is Taylor’s ES-CAViaR
regression framework that will be described next.
2.3 ES-CAViaR Framework
Taylor (2019) described several models in order to capture various effects exhibited in the
joint dynamics of VaR and ES. For the VaR component, two CAViaR specifications (Engle
and Manganelli, 2004) were proposed. The first is Symmetric Absolute Value (SAV):
VaRt = β0 + β1VaRt−1 + β2|rt−1|, (4)
and the second is Asymmetric Slope (AS):
VaRt = β0 + β1VaRt−1 + β2(rt−1)+ + β3(rt−1)−, (5)
where (x)+ = max(x, 0), (x)− = −min(x, 0) and the β are the parameters. The SAV
framework uses a GARCH-type transition to model the VaR dynamics, while the AS
takes into account the well-known leverage effect in finance, i.e. a negative innovation
tends to have a larger impact on volatility than a positive innovation. For ES, Taylor
(2019) proposed two frameworks. The first is Exponential (EXP):
ESt =
(
1 + exp(γ0)
)
VaRt, (6)
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which models the dynamics of ES by multiplying VaR by a factor greater than 1 to avoid
the crossing between ES and VaR. The EXP framework might be too restrictive as it does
not allow much flexibility for the dynamics of ES. To address this, Taylor proposed the
Mean Exceedance (EXC):
ESt = VaRt − xt (7)
xt =
 γ0 + γ1(VaRt−1 − rt−1) + γ2xt−1 if rt−1 ≤ VaRt−1xt−1 otherwise , (8)
which models the non-negative difference between VaR and ES by a GARCH-type process.
In our empirical study in Section 5, we use two combinations of the above frame-
works, SAV-EXP and AS-EXC, to form two benchmark models to compare with our new
approach.
3 The LSTM-AL model
The ES-CAViaR approach can model the joint dynamics of VaR and ES and is shown
to outperform a range of competing models (Taylor, 2019). An extended framework
that incorporates realized measures is also proposed recently (Gerlach and Wang, 2018).
However, the simple linear dynamics frameworks in ES-CAViaR may fail to capture the
non-linearity and long-term serial dependence exhibited in financial volatility. This section
describes our flexibly hybrid approach that incorporates the LSTM structure into ES-
CAViaR to capture efficiently the complicated joint dynamics of VaR and ES.
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3.1 RNN and LSTM structures
The statistical time series models commonly use the linear regression-type approach to
model the target variable. For example, the well-known AR process uses the autoregres-
sion linear function to model the future value of the target with the lagged observations
from the previous time steps. This linear regression-type approach is simple and works
well in many cases, but might fail to simulate efficiently complicated dynamics that ex-
hibits non-linear and long-term serial dependence.
For time series data, the recurrent neural network (RNN) modeling technique in the
Machine Learning literature is well known for its capacity to capture efficiently compli-
cated underlying structures in the data (Goodfellow et al., 2016). Let {xt, t = 1, 2, . . .}
be the input sequential data and {yt, t = 1, 2, . . .} be the output sequential data. The
goal is to model the conditional distribution of yt, given input xt and the information up
to time t− 1. The most simple RNN model, known as Elman’s model (Elman, 1990), is
ht = σ(µxt + ωht−1 + b), h0 = 0, (9)
ηt = β0 + β1ht, (10)
yt|ηt ∼ p(yt|ηt), t = 1, 2, ... (11)
where µ, ω, b, β0 and β1 are the model parameters. The hidden unit ht is updated re-
currently and stores the memory from the previous time steps, thus allows the RNN
structure to be able to capture the serial dependence in the underlying time series. σ(·) is
the non-linear activation function (e.g., sigmoid or tanh) which allows the RNN structure
to capture the non-linearity exhibited in the underlying sequential data. The conditional
distribution p(yt|ηt) needs to be specified depending on the learning task. Notice that
both the input x and output y can be real-valued vectors. For the purpose of this paper
we only consider x and y as scalar.
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However, there are two significant drawbacks in the simple RNN structure (Bengio
et al., 1994). First, it is difficult for the simple RNN to learn the long-term dependence.
Second, the simple RNN is subject to the well-known gradient exploding or vanishing is-
sues, as the gradient may either explode or approach to zero. To address these issues, the
Long Short-Term Memory (LSTM) structure was proposed by Hochreiter and Schmidhu-
ber (1997) which extends the basic RNN structure with three extra hidden units, namely,
input gate git, output gate g
o
t and forget gate g
f
t , to mitigate the gradient problem and
control the information flow to capture the long-term dependencies. The LSTM structure
can be expressed as LSTM(xt, ht−1) with the following equations:
Forget Gate gft = σ(µfxt + ωfht−1 + bf ) (12)
Input Gate gif = σ(µixt + ωiht−1 + bi) (13)
Data Input xdt = σ(µdxt + ωdht−1 + bd) (14)
Output Gate got = σ(µoxt + ωoht−1 + bo) (15)
Cell State Ct = g
f
t  Ct−1 + git  xdt (16)
Date Output ht = g
o
t  tanh(Ct) (17)
where σ(·) is the sigmoid activation function and tanh(·) is the tanh activation function. 
refers to the element-wise multiplication. The parameter set of a general LSTM structure
is {µf , ωf , bf , µi, ωi, bi, µd, ωd, bd, µo, ωo, bo}. With the proposal of the cell state Ct, the
LSTM architecture can mitigate the gradient problem. Also, the introduction of the three
new gates, gft , g
i
t and g
o
t , guarantees the LSTM can keep the important information output,
ht−1, from the previous time steps and also forgets the useless content. This structure is
extremely useful as the information stored in the cell state can flow continuously through
the time. As the result, the LSTM model can capture the long-term dependence as well
as the non-linearity. The power of LSTM structure has been well documented in many
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Deep Learning applications including language translation, video data processing, etc.
For more details related to the RNN and LSTM architectures, we refer the interested
readers to Lipton et al. (2015) and Goodfellow et al. (2016).
3.2 The LSTM-AL Model
In order to flexibly model the joint dynamics of VaR and ES, this section proposes the
LSTM-AL model by combining the ES-CAViaR framework with the LSTM structure.
The LSTM-AL model is defined as:
p(rt|VaRt,ESt) = α− 1
ESt
exp
((rt −VaRt)(α− I(rt≤VaRt))
αESt
)
(18)
VaRt = ηt + β0|rt−1|+ β1VaRt−1 (19)
ESt =
(
1 + exp(γ0 + γ1ht)
)
VaRt (20)
ηt = α0 + α1ht (21)
ht = LSTM(ηt−1, ht−1), (22)
where the parameter set θ includes {β0, β1, γ0, γ1, α0, α1} and the 12 parameters in the
LSTM structure. We employ the SAV formulation from Taylor (2019) with a small mod-
ification, where we model the drift term ηt with the LSTM architecture to capture the
possible long-term and non-linear serial dependence of the VaR dynamics. Also, as dis-
cussed in Section 2.3, the EXP framework might be too restrictive as it does not allow
much flexibility for the dynamics of ES, we add the output of the LSTM structure, ht,
into the ES formulation of expression (20), to allow for more flexibility in the ES dynam-
ics. Figure 1 presents the graphical representation of the LSTM-AL model, inspired by
Nguyen et al. (2019). It’s worth noting that the SAV-EXP model is a special case of our
LSTM-AL model when α1 = γ1 = 0.
11
Figure 1: Graphical representation of the LSTM-AL model in Expression. (19)-(22)
It is straightforward to extend the LSTM-AL model in multiple ways. First, by in-
corporating the other VaR formulations (e.g., the AS formulation of expression (5)), the
model can capture different types of effects exhibited by the underlying time series. Also,
the realized measures can be incorporated to further improve the model’s ability in cap-
turing latent volatility efficiently (e.g., see Gerlach and Wang (2016); Wang et al. (2019)).
We leave these potential extensions for future research.
3.3 Bayesian Inference
This section describes Bayesian inference for the LSTM-AL model. The favourability of
Bayesian inference in financial time series applications has been well documented in the
literature (Gerlach et al., 2011; Wang and Gerlach, 2019). Despite using the sophisti-
cated LSTM structure, the LSTM-AL model only has 18 parameters and we use adaptive
MCMC to sample from their posterior distribution (Roberts and Rosenthal, 2009; Haario
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et al., 2001). Other Bayesian estimation methods such as Sequential Monte Carlo or
Variational Bayes can be employed too.
For the proposed LSTM-AL model, the likelihood function is tractable (AL likelihood)
which makes the MCMC algorithm becomes easier to be implemented. Algorithm 1
describes the adaptive MCMC which can automatically turn the covariance matrix of the
proposal distribution to enhance the convergence of the MCMC chain and also target the
theoretically optimal acceptance rate of 23.4% (Roberts and Rosenthal, 2009).
Algorithm 1: Adaptive MCMC Algorithm
Input: Initial parameter set θ0
Output: Posterior samples of the LSTM-AL parameters
1 for n ≤ 2d do
2 Sample θ∗ from the proposal density N (θn, σiniId)
3 Compute the acceptance probability α(θ∗, θn) = min
{
1,
p(ri:j |θ∗)p(θ∗)
p(ri:j |θn)p(θn)
}
, and
sample u ∼ U(0, 1)
4 if α(θ∗, θn) < u then
5 Accept θ∗ and update θn+1 = θ∗
6 else
7 θn+1 = θn
8 for n > 2d do
9 Sample θ∗ from (1− β)N (θn, σoptcn) + βN (θn, σiniId)
10 Compute the acceptance probability α(θ∗, θn) = min
{
1,
p(ri:j |θ∗)p(θ∗)
p(ri:j |θn)p(θn)
}
11 if α(θ∗, θn) < u then
12 Accept θ∗ and update:
13 θn+1 = θ
∗
14 mn+1 =
n
n+1
mn +
1
n+1
θn
15 cn+1 =
n−1
n
cn +m
2
n +
1
n
θ2n+1 − n−1n m2n+1
16 else
17 θn+1 = θn
In Algorithm 1, mn and cn refer to the empirical estimate of the mean and covariance
matrix, σini =
0.12
d
and σopt =
2.382
d
are the initial and optimal scales of the covariance
matrix with d the size of θ (Roberts and Rosenthal, 2009). We used β = 0.05 in our
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implementation. Table 1 lists the prior distributions used in the LSTM-AL model. We
follow Gerlach and Wang (2018) to employ the flat prior distribution for parameters
β0, β1, γ0 and γ1 from the VaR & ES transition equations. On the other hand, we follow
Nguyen et al. (2019) and use a normal prior for the 12 LSTM parameters.
LSTM-AL
Parameter β0 β1 γ0 γ1 α0 α1 LSTM
Prior Flat Flat Flat Flat N (0, 0.1) IG(2.5,0.25) N (0, 0.1)
Table 1: Prior distributions for the Bayesian LSTM-AL model.
4 Simulation Study
An intensive simulation study is conducted to compare both the in-sample and out-of-
sample properties of the proposed Bayesian LSTM-AL model, in comparison with a range
of well-developed competing models.
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Simulated Return Series
Figure 2: Example of the simulated nonlinear return series
Following Nguyen et al. (2019), ten series of returns are simulated from the following
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non-linear stochastic volatility model:
vt = 0.1 + 0.96vt−1 − 0.8 v
2
t−1
1 + v2t−1
+
1
1 + exp(−vt−1) +
√
0.1vt , t = 2, · · · , T, (23)
rt = exp(
1
2
vt)
r
t , t = 1, . . . , T (24)
vt , 
r
t ∼ N (0, 1), (25)
where {vt} denotes the volatility process and {rt} denotes the return series. The initial
volatility value v1 is randomly sampled from N (0, 1). Each time we generated 6000
observations and kept the last 2000 observations as the final simulated data. Figure 2
provides an example of the simulated series where the well-known financial characteristics
such as volatility clustering are observable.
mean std min max skew kurt
γ0 -1.0231 2.2246 -4.9982 4.9958 0.2763 -0.6523
γ1 -0.1880 2.7067 -5.0000 4.9959 0.0746 -1.0920
β0 -2.5857 1.2849 -4.9993 0.4784 0.0247 -0.9882
β1 0.4561 0.2528 -0.1815 0.9978 -0.0122 -0.9347
α0 -0.2826 0.2083 -1.1673 0.3828 -0.5226 0.4221
α1 0.1909 0.1932 0.0187 2.0192 3.4996 17.0949
µf 0.0041 0.3217 -1.1944 1.0803 0.0118 -0.0870
ωf -0.0145 0.3180 -1.2674 1.1214 -0.1205 -0.0211
bf -0.0023 0.3207 -1.2821 1.1148 -0.0459 0.0362
µi 0.0058 0.3206 -1.1791 1.3240 -0.0504 -0.0024
ωi -0.0006 0.3263 -1.1724 1.3421 -0.0145 0.0651
bi -0.0079 0.3227 -1.3108 1.0774 -0.0237 0.0700
νd -0.0022 0.3249 -1.1286 1.1640 0.0513 -0.0743
ωd -0.0243 0.3242 -1.2550 1.1701 0.0128 0.1524
bd -0.0091 0.3105 -1.1681 1.1372 0.0665 -0.0113
νo 0.00001 0.3186 -1.1174 1.3202 0.0071 -0.0169
ωo -0.0050 0.3155 -1.0760 1.0270 0.0070 -0.1457
bo 0.0040 0.3293 -1.2405 1.2192 -0.0443 -0.0517
Table 2: Posterior descriptive statistics of the Bayesian LSTM-AL parameters
With each set of the simulated data, we used the first 1000 observations for Bayesian
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model estimation (in-sample analysis) and the last 1000 observations for model evaluation
(out-of-sample analysis). We compare the performance of the LSTM-AL model with two
ES-CAViaR family models, SAV-EXP and AS-EXC. Each model was estimated by the
adaptive MCMC Algorithm 1 which was run for at least 50,000 iterations with the first
15,000 discarded as the burn-ins to guarantee the Markov Chain can fully converge. For
the SAV-EXP and AS-EXC models, the prior distributions were set to be flat as in Gerlach
and Wang (2018).
Table 2 lists the estimated parameters of the LSTM-AL model from one of the ten
simulated datasets. The estimated means for α1 and γ1 are significantly differ from zero,
which indicates that the LSTM-AL model is able to capture the non-linearity exhibited
in the underlying volatility dynamics of the simulated data.
99% VaR & ES
Quantile Loss AL Score
LSTM-AL 0.0346 2.1862
SAV-EXP 0.0411 2.4035
AS-EXC 0.0450 2.5002
Table 3: Averaged loss function values across the ten simulated series at 1% significance
level
For the out-of-sample study, we generate the one-step-ahead forecasts with the pa-
rameter estimated by the MCMC with a window size of 1,000 for each model, across the
ten simulated datasets. To access the model performance in VaR & ES forecasting, we
employ the quantile loss function for VaR and the AL score function for VaR & ES jointly
as both criteria considered the magnitude of violation and the violation rate.
Table 3 summarizes the performance measure averaged over the ten datasets which
shows that the LSTM-AL model outperforms the SAV-EXP and AS-EXC models. Note
here the proposed LSTM-AL model can outperform the two benchmark models in all
the ten simulated datasets in terms of the quantile loss and AL score. To visualize the
joint forecasts of VaR & ES, we plotted the out-of-sample forecasting series for the first
16
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Figure 3: 1% VaR dynamics for the nonlinear return series in Figure 2
simulated data in Figure 3 & 4.
The simulation study highlights the favourability of the proposed LSTM-AL model
especially in capturing the non-linearity and long-run dependence. The empirical evidence
from next section strongly supports this further.
5 Empirical Study
This section presents the empirical study where we applied the proposed LSTM-AL model
into four financial time series to test its ability in capturing VaR and ES dynamics.
5.1 Data Description
Daily closing prices data from four markets: S&P500 (US), ASX200 (Australia), FTSE100
(UK) and AUD/USD (exchange rate), are collected from Yahoo Finance to evaluate the
proposed model and a range of competitors. With the available closing prices, we obtain
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Figure 4: 1% ES dynamics for the nonlinear return series in Figure 2
the percentage log return series
rt =
(
ln(Pt)− ln(Pt−1)
)
× 100, (26)
where Pt denotes the closing price at time t. Some descriptions of these datasets are
listed in Table 4 where we use the first 1000 observations for the in-sample estimation
and analysis while the rest are used for the out-of-sample analysis and one-step-ahead
forecasting. The time series plots of these four markets are presented in Figure 5 where
the financial characteristics such as the volatility clustering are observable. Similar to
the simulation study in Section 4, we applied Taylor’s SAV-EXP and AS-EXC models to
contrast with the model performance of the LSTM-AL model. Each model was estimated
by the adaptive MCMC Algorithm 1 which was run for 50,000 iterations with the first
15,000 iterations discarded as burn-ins.
We conduct the forecasting study over the four markets in terms of both 97.5% and 99%
confidence levels according to the proposal of Basel Accord which moves the quantitative
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Figure 5: Time Series Plots of S&P500, ASX200, FTSE100 and AUDUSD
Start End Size In-sample Size Out-of-sample Size
S&P500 26/08/2010 23/08/2019 2264 1000 1264
ASX200 30/07/2010 28/08/2019 2239 1000 1346
FTSE100 27/07/2010 27/08/2019 2294 1000 1294
AUD/USD 27/07/2010 26/08/2019 2371 1000 1371
Table 4: S&P500, ASX200, FTSE100 and AUD/USD datasets descriptions.
risk metrics system from VaR to ES and pays more attention on 97.5% confidence level.
Table 5 lists the loss function values for both the quantile loss function and AL log score
function.
The overall performance of the proposed LSTM-AL model is promising as it is able to
outperform the two benchmark models in most scenarios. At the 97.5% confidence level
forecasting, the LSTM-AL model consistently outperforms the other two models across all
the four markets. This indicates that the proposed LSTM-AL model can capture well the
non-linear and long-term serial dependence properties exhibited by the selected financial
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markets. Additionally, the SAV-EXP model always outperforms the AS-EXC model in
our experiment, which may indicate the weak leverage effects exhibited by each market
during the selected period. To visualize the forecasting dynamics, we presents the 99%
confidence level VaR & ES forecasting dynamics for the S&P500 market in Figure 6 and
7
99% VaR & ES
Quantile Loss AL Score
S&P500 ASX200 FTSE100 AUD/USD S&P500 ASX200 FTSE100 AUD/USD
LSTM-AL 0.0476 0.0475 0.0512 0.0385 2.5047 2.5344 2.5881 2.3468
SAV-EXP 0.0533 0.0445 0.0498 0.0402 2.6555 2.4836 2.5893 2.3941
AS-EXC 0.0557 0.0505 0.0527 0.0443 2.7011 2.6122 2.6479 2.4890
97.5% VaR & ES
Quantile Loss AL Score
S&P500 ASX200 FTSE100 AUD/USD S&P500 ASX200 FTSE100 AUD/USD
LSTM-AL 0.1048 0.1020 0.1082 0.0826 2.3800 2.3864 2.4322 2.2075
SAV-EXP 0.1193 0.1059 0.1159 0.0920 2.5587 2.4501 2.5326 2.3198
AS-EXC 0.1308 0.1169 0.1263 0.1075 2.6535 2.5496 2.6211 2.4738
Table 5: Out-of-sample loss function values across the four markets at 1% & 2.5% signif-
icant levels.
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Figure 6: 1% VaR dynamics forecasting, evidence from S&P500 market.
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Figure 7: 1% ES dynamics forecasting, evidence from S&P500 market.
6 Conclusion
This paper proposed a new semi-parametric model called for modeling the VaR & ES
joint dynamics. The Bayesian inference for the LSTM-AL model was performed using
adaptive MCMC. With the embedding of LSTM structure, the proposed LSTM-AL model
can generate favourable results in both simulation study and empirical study, in terms of
the VaR quantile loss function and VaR-ES joint score function, especially in the financial
stock markets where the long-term dependence and non-linearity properties are present.
The more accurate forecasting results can allow financial institutions to allocate their
capital asset efficiently for avoiding extreme market movement as instructed by the Basel
Capital Accord.
It is possible to extend the proposed hybrid framework in several ways using ad-
vances from both the deep learning and volatility modeling literature. For example, other
RNN structures rather than LSTM can be used, and different specifications from the ES-
CAViaR framework can be employed to capture different characteristics of the financial
21
markets. Also, incorporating the realized measures into the input of the LSTM can add
further information into its cell state and thus improve the model performance.
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