Abstract-In this paper, a new particle filter (PF) which we refer to as the decentralized PF (DPF) is proposed. By first decomposing the state into two parts, the DPF splits the filtering problem into two nested sub-problems and then handles the two nested sub-problems using PFs. The DPF has an advantage over the regular PF that the DPF can increase the level of parallelism of the PF. In particular, part of the resampling in the DPF bears a parallel structure and thus can be implemented in parallel. The parallel structure of the DPF is created by decomposing the state space, differing from the parallel structure of the distributed PFs which is created by dividing the sample space. This difference results in a couple of unique features of the DPF in contrast with the existing distributed PFs. Simulation results from a numerical example indicates that the DPF has a potential to achieve the same level of performance as the regular PF, in a shorter execution time.
I. INTRODUCTION
In this paper, we study the filtering problem of the following nonlinear discrete-time system
where t is the discrete-time index, ξ t ∈ R n ξ is the state at time t, y t ∈ R ny is the measurement output, v t ∈ R nv and e t ∈ R ne are independent noises whose known distributions are independent of t, ξ t and y t , and f t (·) and h t (·) are known functions. The filtering problem consists of recursively estimating the posterior density p(ξ t |y 0:t ) where y 0:t {y 0 , ..., y t }. Analytic solutions to the filtering problem are only available for a relatively small and restricted class of systems, the most important being the Kalman filter [17] which assumes that system (1) has a linear-Gaussian structure. A class of powerful numerical algorithms for the filtering problem are particle filters (PFs), which are sequential Monte Carlo methods based on particle representations of probability densities [2] . Since the seminal work [14] , PFs have become an important tool in handling the nonlinear non-Gaussian filtering problem, and have found many applications in statistical signal processing, economics and engineering; see e.g., [2, 11, 13, 15] for recent surveys of PFs.
In this paper, a new PF, which we refer to as the decentralized PF (DPF), will be proposed. By first decomposing the state into two parts, the DPF splits the filtering problem of system (1) into two nested sub-problems and then handles the two nested sub-problems using PFs. The DPF has the advantage over the regular PF that the DPF can increase the level of parallelism of the PF in the sense that besides the particle generation and the importance weights calculation, part of the resampling in the DPF can also be implemented in parallel. As will be seen from the DPF algorithm, there are actually two resampling steps in the DPF. The first resampling in the DPF, like the resampling in the regular PF, cannot be implemented in parallel, but the second resampling bears a parallel structure and can thus be implemented in parallel. Hence, the parallel implementation of the DPF can be used to shorten the execution time of the PF.
As pointed out in [5] , the application of PFs in real-time systems is limited due to its computational complexity which is mainly caused by the resampling involved in the PF. The resampling is essential in the implementation of the PF as without resampling the variance of the importance weights will increase over time [12] . The resampling however introduces a practical problem. The resampling limits the opportunity to parallelize since all the particles must be combined, although the particle generation and the importance weights calculation of the PF can still be realized in parallel [12] . Therefore, the resampling becomes a bottleneck to shorten the execution time of the PF. Recently, some distributed resampling algorithms for parallel implementation of PFs have been proposed in [5, 19] . The idea of the distributed resampling is to divide the sample space into several strata or groups such that the resampling can be performed independently for each stratum or group and can thus be implemented in parallel. The effect of different distributed resampling algorithms on the variance of the importance weights has been analyzed in [19] . Based on the introduced distributed resampling algorithms, a couple of distributed PFs have been further proposed in [5, 19] , such as the distributed resampling with proportional allocation PF (DRPA-PF) and the distributed resampling with nonproportional allocation PF (DRNA-PF).
The underlying idea of the DPF is different from that of the existing distributed PFs, while they all have parallel structure. The parallel structure of the DPF is created by decomposing the state space, differing from the parallel structure of the distributed PFs which is created by dividing the sample space. This difference results in a couple of unique features of the DPF in contrast with the existing distributed PFs. First, compared to the DRPA-PF, the DPF allows a simpler scheme for particle routing and actually treats each processing element as a particle in the particle routing. Second, the DPF does not suffer from the efficiency decrease problem of the DRPA-PF. Given a PF with parallel structure, it works most efficiently if each processing element handles the same number of particles. However, the efficiency of the DRPA-PF usually decreases, since the number of particles produced by each processing element is not evenly, but randomly distributed among the processing elements. Third, it will be verified by a numerical example that, the DPF has the potential to achieve the same level of performance as the bootstrap PF, in a shorter execution time. In contrast, the DRNA-PF actually trades the PF performance for the speed improvement [5] . Moreover, the level of parallelism of the DPF can be further increased in two ways so that the execution time of the parallel implementation of the DPF can be further shortened; the first one is to utilize any of the distributed resampling algorithms proposed in [5, 19] to perform the first resampling of the DPF, and the other is based on an extension of the DPF. As a result, the DPF is a new option for the application of PFs in real-time systems and the parallel implementation of PFs.
II. PROBLEM FORMULATION

A. Intuitive preview
The formulas for particle filtering tend to look complex, and it may be easy to get lost in indices and update expressions. Let us therefore provide a simple and intuitive preview to get the main ideas across.
Filtering is about determining the posterior densities of the states. If the state is two-dimensional with components x and z, say, the density is a surface over the x − z plane. See Fig.  1 . One way to estimate the density is to fix M points in the plane in a regular grid ( Fig. 1.a) and update the values of the density according to Bayesian formulas. This is known as a point-mass filter [3, 6] . Another way is to throw M points at the plane at random (Fig 1.b) , and let them move to important places in the plane, and update the values of the densities at the chosen points, using Bayesian formulas. This is a simplified view of what happens in the regular PF. A third way is illustrated in Fig 1. c: Let the points move to well chosen locations, but restrict them to be aligned parallel to one of the axes (the z-axis in the plot). The parallel lines can move freely, as can the points on the lines, but there is a restriction of the pattern as depicted. The algorithm we develop in this paper (DPF) gives both the movements of the lines and the positions of the points on the lines, and the density values at the chosen points, by application of Bayesian formulas.
It is well known that the regular PF outperforms the pointmass filter with the same number of points, since it can concentrate them to important areas. One would thus expect that the DPF would give worse accuracy than the regular PF with the same number of points, since it is less "flexible" in the allocation of points. On the other hand, the structure might allow more efficient ways of calculating new point locations and weights. That is what we will develop and study in the following sections.
B. Problem statement
Consider system (1) . Suppose that the state ξ t can be decomposed as
and accordingly that system (1) can be decomposed as
In the following, it is assumed for convenience that the probability densities p(x 0 ), p(z 0 |x 0 ) and for t ≥ 0, p(x t+1 |x t , z t ), p(z t+1 |x t:t+1 , z t ) and p(y t |x t , z t ) are known.
In this paper, we will study the filtering problem of recursively estimating the posterior density p(z t , x 0:t |y 0:t ). According to the following factorization p(z t , x 0:t |y 0:t ) = p(z t |x 0:t , y 0:t )p(x 0:t |y 0:t )
where x 0:t {x 0 , ..., x t }, the filtering problem (4) can be split into two nested sub-problems: 1) recursively estimating the density p(x 0:t |y 0:t ); 2) recursively estimating the density p(z t |x 0:t , y 0:t ).
In writing down the conceptual solution to the filtering problem (4), it is clear that the two sub-problems are nested. Since there is in general no analytic solution to the filtering problem (4), a numerical algorithm, i.e., the DPF is introduced to recursively provide the empirical approximations to p(x 0:t |y 0:t ) and p(z t |x 0:t , y 0:t ). The DPF actually handles the two nested sub-problems using PFs. Roughly speaking, the DPF solves the first sub-problem using a PF with N x particles (x (i) 0:t , i = 1, ..., N x ) to estimate p(x 0:t |y 0:t ). Then the DPF handles the second sub-problem using N x PFs with N z particles each to estimate p(z t |x (i) 0:t , y 0:t ), i = 1, ..., N x . As a result of the nested nature of the two sub-problems, it will be seen later that the steps of the PF used to estimate p(x 0:t |y 0:t ) is nested with that of the N x PFs used to estimate p(z t |x (i) 0:t , y 0:t ). Remark 2.1: The idea of decomposing the state into two parts and accordingly splitting the filtering problem into two nested sub-problems is not new. Actually, it has been used in the Rao-Blackwellized PF (RBPF); see, e.g, [1, 7, 8, 10, 12, 21] . However, the RBPF imposes a certain tractable substructure assumption on the system considered and hence solves one of the sub-problem with a number of optimal filters, such as the Kalman filter [17] or the HMM filter [20] . In particular, the filtering problem (4) has been previously studied in [21] where system (3) is assumed to be conditionally (on x t ) linear in z t and subject to Gaussian noise. Due to these assumptions, the state z t of system (3) is marginalized out using the Kalman filter. However, since there is no tractable substructure assumption made on system (3) in this paper, no part of the state ξ t is analytically tractable as was the case in [1, 7, 8, 10, 12, 21] . ♦ In the following, letx ∼ p(x) denote thatx is a sample drawn from the density p(x) of the random variable x, let N (m, Σ) denote the (multivariate) Gaussian probability density with mean vector m and covariance matrix Σ and let Pr(A) denote the probability of the event A. For convenience,
where N is a natural number, α i , β i , i = 1, ..., N , are positive real numbers, and α i ∝ β i denotes that α i is proportional to β i .
III. DECENTRALIZED PARTICLE FILTER
A. Filtering algorithm
Due to the space limitation, we have to skip the derivation and directly introduce the DPF algorithm as follows.
Initialization
Initialize the particlesx
.., N x , and for eachx 
2) Resampling of {x
3) Measurement update of z t based on y t For i = 1, ..., N x , the importance weightsq
t+1 is generated according to the proposal function π(x t+1 |x (i) 0:t , y 0:t ).
5) Measurement update of z t based on x t+1
For i = 1, ..., N x , the importance weights q
6) Resampling of the particlesz 
B. Implementation issues 1) Two resampling steps:
Unlike most of PFs in the literature, the DPF has two resampling steps, i.e., step 2) and step 6). Furthermore, the second resampling bears a parallel structure. This is because the particlesz (i,j) t , i = 1, ..., N x , j = 1, ..., N z , can be divided into N x independent groups in terms of the index i. Therefore, the second resampling can be implemented in parallel.
In the implementation of the first resampling, it would be helpful to note the following points. For i = 1, ..., N x , {r 
2) Construction of the proposal functions:
Like [14] where the "prior" is chosen as the proposal function, we try to choose p(x t+1 |x A convenient way to construct those approximations is given as follows. An approximation of p(x t+1 |x 
On the other hand, an approximatioñ p Nz (z t+1 |x (i) 0:t+1 , y 0:t ) of p(z t+1 |x (i) 0:t+1 , y 0:t ) has already been given in (10) . Then, it follows from (10) and the assumption that p(z t+1 |x t:t+1 , z t ) is known that, for each i = 1, ..., N x , the particlez 
3) Computation of the state estimate: A common application of a PF is to compute the state estimate, i.e., the expected mean of the state. For system (3), the state estimate of x t and z t are defined as
Then the approximation ofx t andz t can be computed in the following way for the DPF. Note that p(x t |y 0:t ) has an empirical approximation p Nx (x t |y 0:
Then, an approximationx t ofx t can be calculated in the following waŷ
Analogously, note that p(z t |y 0:t ) has an empirical approximation p Nx,Nz (z t |y 0:
Nz j=1q
Then, an approximationẑ t ofz t can be calculated aŝ
IV. DISCUSSION
A. Unique features of the DPF
The parallel structure of the DPF is created by decomposing the state space, differing from the parallel structure of the distributed PFs which is created by dividing the sample space. In the following, we will show that this difference results in a couple of unique features of the DPF.
In contrast to the DRPA-PF, the DPF allows a simpler particle routing scheme. For the DRPA-PF, since after resampling the kth processing element has N (k) particles that is a random number, a complicated scheme has to be used for the DRPA-PF to make all K processing elements have N particles. For the DPF, however, since after the resampling of {x
all N x processing elements still have the same number of particles, the DPF allows a simpler particle routing scheme and actually each processing element can be treated as a single particle in the particle routing.
Given a PF with parallel structure, it works most efficiently if each processing element handles the same number of particles. The efficiency of the DRPA-PF usually decreases, since the number of particles produced by each processing element is not evenly, but randomly distributed among the processing elements. To be specific, note that the time used by the kth processing element to produce N (k) particles, k = 1, ..., K, after resampling is usually not the same. This observation implies that the time used by the DRPA to produce the particles after resampling is determined by the k * th processing element that produces the largest N (k * ) . Clearly, the more unevenly the numbers of particles produced by each processing element are distributed, the more time the DRPA takes to produce the particles after resampling. Especially, in the extreme case that N (k * ) ≫ N (k) with k = 1, ..., K, and k = k * , the efficiency of the DRPA-PF will be decreased significantly. However, for the DPF, the ith processing element that handles the resampling of particles z (i,j) t , j = 1, ..., N z , produces, after resampling, the same number of particles z (i,j) t , j = 1, ..., N z . Therefore, the DPF does not suffer from the efficiency decrease problem of the DRPA-PF.
Moreover, as will be verified by a numerical example in the subsequent section, the DPF has the potential to achieve the same level of performance as the bootstrap PF, in a shorter execution time. However, the DRNA-PF actually trades PF performance for speed improvement [5, 19] .
B. Two ways to further increase the level of parallelism of the DPF
The first resampling of the DPF, i.e., resampling of {x
.., N x , is the major operation that cannot be implemented in parallel. If N x is large, then this resampling will cause a large delay. In order to further increase the level of parallelism of the DPF and shorten the execution time, it is valuable to find ways to handle this problem.
Two possible ways will be given here. The first one is straightforward and is to employ any one of the distributed resampling algorithms proposed in [5, 19] to perform the first resampling of the DPF and besides, the remaining parts of the DPF stay unchanged. Nonetheless, we prefer the DRPA to the other distributed resampling algorithms, since it can produce the same result as the systematic resampling [18] according to [4] . Compared to the first way, the second way only applies to high dimensional system (1) and it is based on an extension of the DPF. We have assumed that the state ξ t is decomposed into two parts according to (2) . Actually, the DPF can be extended to handle the case where the state ξ t is decomposed into more than two (at most R n ξ ) parts. Due to the space limitation, we refer the reader to [9] for the details.
V. NUMERICAL EXAMPLE
In this section we will test how the DPF performs on a numerical example. The simulations are performed using Matlab under the Linux operating system. The platform is a server consisting of eight Intel(R) Quad Xeon(R) CPUs (2.53GHz).
A. Algorithms tested
The bootstrap PF is implemented in the standard fashion, using different number of particles (M ). The DPF is implemented for different combinations of "x and z particles" (N x and N z ). The DRPA-PF according to [5] is tested as well, using different number of processing elements (K).
The formulas of [5] has been closely followed, but the implementation is our own, and it is of course possible that it can be further trimmed. In addition, as suggested in [16, 18] systematic resampling is chosen as the resampling algorithm for all algorithms tested.
B. Performance evaluation: Accuracy
In the tests, the performance of all algorithms are evaluated by 20000 Monte Carlo simulations. Basically, the accuracy of the state estimate is measured by the Root Mean Square Error (RMSE) between the true state and the state estimate. For example, the RMSE ofx is defined as RMSE ofx = 1 250
where with a slight abuse of notation, x i t denotes the true state at time t for the ith simulation andx i t is the corresponding state estimate.
C. Performance evaluation: Timing
One objective with the simulations is to assess the potential efficiency of a parallel implementation of the DPF. For that purpose, we record the following times
• T si : This is the average execution time of the sequential implementation of a PF.
• T cp : This is the average time used by the operations that cannot be implemented in parallel in a PF.
• T pi : This is the potential execution time of a parallel implementation of a PF. For the bootstrap PF with centralized resampling and the DPF, it is calculated according to T pi = T cp + (T si − T cp )/N PE where N PE is the number of processing elements. For the DPF, let N PE = N x . For the bootstrap PF with centralized resampling, let N PE be the maximal N x in the simulation of the corresponding example. Here, the bootstrap PF with centralized resampling means that besides the resampling, the remaining particle generation and importance weights calculation of the bootstrap PF are implemented in parallel. For the DRPA-PF, T pi is calculated according to T pi = T cp + T mir + (T si − T cp − T mir )/N PE where N PE = K and T mir is the average maximal intraresampling time for the DRPA-PF.
D. Performance evaluation: Divergence failures
The rate r d is used to reveal how often a PF diverges in the 20000 Monte Carlo simulations. The bootstrap PF and the DRPA-PF are said to diverge if their importance weights are all equal to zero in the computer simulation. The DPF is said to diverge if w (i) t , i = 1, ..., N x , are all equal to zero in the computer simulation. Once the divergence of a PF is detected, the PF will be rerun.
E. Sketch of the simulation
For the example, the bootstrap PF using M particles is first implemented and its accuracy measured by the RMSE will be regarded as the reference level. Then it is shown that the DPF using suitable N x and N z "x and z particles" can achieve the same level of accuracy. In turn, the DRPA-PF using M particles, but with different number of processing elements is also implemented. Finally, the bootstrap PF using 2M particles is implemented.
F. Two dimensional example
Consider the following two dimensional nonlinear system 
The simulation result for system (22) with (23) is shown in Table I , from which it can be seen that the DPF has the potential to achieve the same level of accuracy as the bootstrap PF in a shorter execution time.
G. Summary
Regarding the accuracy, comparison of the first part of the RMSE column in Tables I shows that with suitably chosen N x and N z , the DPF achieves the same level of accuracy as the bootstrap PF. On the other hand, with comparable number of particles (it is fair to compare M with N x (N z + 1)) the accuracy is not much worse for the DPF than for the PF.
Regarding timing, comparison of the T si and T pi column in Tables I shows that the execution time of the DPF can be shortened significantly if the DPF can be implemented in parallel. Moreover, the DPF has a potential to offer better accuracy in shorter execution time. As a result, it is fair to say that the parallel implementation of the DPF has the potential to shorten the execution time of the PF.
