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a b s t r a c t
Shape optimization is a widely used technique in the design phase of a product. Current
ongoing improvement policies require a product to fulfill a series of conditions from the
perspective of mechanical resistance, fatigue, natural frequency, impact resistance, etc. All
these conditions are translated into equality or inequality restrictions which must be sat-
isfied during the optimization process that is necessary in order to determine the optimal
shape. This article describes a newmethod for shape optimization that considers any regu-
lar shape as a possible shape, thereby improving on traditional methods limited to straight
profiles or profiles established a priori. Our focus is based on using functional techniques
and this approach is, based on representing the shape of the object by means of functions
belonging to a finite-dimension functional space. In order to resolve this problem, the arti-
cle proposes an optimization method that uses machine learning techniques for functional
data in order to represent the perimeter of the set of feasible functions and to speed up the
process of evaluating the restrictions in each iteration of the algorithm. The results demon-
strate that the functional approach produces better results in the shape optimization pro-
cess and that speeding up the algorithm using machine learning techniques ensures that
this approach does not negatively affect design process response times.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Structural design is a key engineering area, in particular, structural design optimization, which has as its aim to obtain
an optimal shape for a part under different mechanical restrictions. In mathematics, these mechanical restrictions are
transformed into equalities and inequalities that should respect the optimization problem.
There have been a number of endeavours (e. g. [1]) to optimize shape by means of finite elements by implementing an
algorithm with adaptive meshes and using neural networks, varying, as required, certain parameters of the piece (length,
width, height, etc.). However, these methods have problems such as a lack of freedom in regard to the shape of the piece
and the excessive computation time required.
We propose using functional machine learning techniques to solve the aforementioned problems, as they allow freedom
in deciding the shape of the piece (the functional aspect) and also reduce computation time considerably.
The remainder of the article is structured as follows. First, we describe the functional techniques used in this paper.
Next, we present the results of an application of the functional techniques to a specific problem, and finally we describe our
conclusions.
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2. The functional optimization problem
The optimization problem [2] can be formulated, in general terms, as the determination of x∗ ∈ V , where V is an arbitrary
set of options, such that:
x∗ = argmin J(x)
x∈X⊂V
(1)
where X ⊂ V is the set of possible solutions (in other words, they satisfy a series of restrictions), andwhere J is the objective
scalar function to optimize in X .
A particular case of the general formulation is when V ⊂ Rn, in which case we have the classical vectorial optimization
problem [2] where X = {x ∈ V : g(x) ≤ 0} is the set of possible solutions delimited by linear or non-linear restrictions
defined by the vectorial function g(x). In this article we consider the problem of optimization with inequality restrictions.
There are several approaches in terms of solutions, and both linear and non-linear programming, for the optimization
problem described in (1) with this kind of restriction [2].
The formulation (1) can also be applied to the functional case (that is, when V is a functional space), in which case
X = {x ∈ V : g(x) ≤ 0} and g is a functional defined on V .
Assuming that V is a finite-dimension space (that is, it admits an expansion of the form V = span {φ1, φ2, . . . , φd}with
{φk} a set of basis functions [3,4]), we obtain the following expansion:
x(t) =
d∑
k=1
ckφk(t) (2)
where ck, k = 1, . . . , d, represent the coefficients of the function x ∈ V with respect to the basis functions {φk}.
Hence, the functional optimization problem can be converted into the following vectorial optimization problem in the
space X˜ ⊂ Rd of possible coefficients c = (c1, . . . , cd) of the basis functions:
x∗ = argmin J(x)
x∈X
≡ c∗ = argmin J˜(c)
c∈X˜⊂Rd
(3)
where X˜ = {c ∈ Rd : g˜(c) ≤ 0} is the set of possible solutions delimited by the vectorial function g˜(c) defined in Rd. The
objective function J˜(c), is evaluated in the coefficients of the function x with respect to the selected basis functions {φk},
bearing in mind the approximation defined in (2).
3. Functional machine learning in regression
Machine learning originated in studies of the brain as the result of modelling programs aimed at reflecting its
representational capacity. The first historically important articles referring to machine learning [5] indicate that the first
mathematical logic models replicating the functioning of neurons were developed in the 1940s. Machine learning, which
is a branch of artificial intelligence, is aimed at developing techniques that enable computers to learn in the same way as
the brain does. More specifically, machine learning refers to the creation of systems capable of generating knowledge from
structured or non-structured information contained in a set of examples.
In this article, with the aim of improving computation time, we use machine learning techniques to estimate a
set of possible solutions as given in the Eq. (3) and delimited by the vectorial function g˜(c). Generated is a sample
{(c1, y1), . . . , (cd, yd)}, where yi = g˜(ci), i = 1, 2, . . . , d, and, using machine learning techniques, the aim is to locate a
function f˜ such that yi = g˜(ci) ≈ f˜(ci), i = 1, . . . , d verifying:
f˜ = argmin
f∈H
d∑
i=1
l(yi, f(ci))
where H = {f =∑ ui9(·; θi); ui ∈ R, θi ∈ Rd} and where {9i = 9(·; θi)} is a set of functions parameterised through
θi ∈ Rd, ui ∈ R coefficients, and where l(yi, f(ci)) represents the error function in each point. In this way we approximate
the function g˜ that delimits the set of possible solutions, as shown in
f˜(c) ≤ 0 ≈ g˜(c) ≤ 0. (4)
A number of machine learning techniques for regression exist that implement solutions of the form f = ∑ ui9(·; θi). In
this research we use the functional versions of multilayer perceptron (MLP) neural networks and support vector machines
(SVM), described in the following sections.
3.1. Functional neural networks
Among the neural networks, there are many neural architectures [6] offering a range of statistical learning properties
(e.g. [7–9]). To resolve the regression problem we implemented an MLP neural network. We demonstrate the process for a
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Fig. 1. Structure of an MLP neural network with d neurons in the input layer, h neurons in the hidden layer and one neuron in the output layer.
single neuron to fix the concepts and the transformations used in this research. Given an input x ∈ Rd, an output is produced:
T
(
α0 +
d∑
i=1
αixi
)
(5)
where xi is the ith coordinate of x, T is a non-linear activation function of R in R, and α0, α1, . . . , αd are numerical param-
eters (the neuron weights). Bearing in mind [10], taking a Hilbert space, in particular the space X = span {φ1, . . . , φd} used
in the functional approximation (2), the output of the neuron is:
u = T (α0 + 〈α, x〉) (6)
where α is the functional weight of the neuron and x is the functional input. The resulting internal product for the particular
case of the space X is:
〈α, x〉 =
d∑
k=1
d∑
l=1
γk(α)γl(x) 〈φk, φl〉 = γ (α)T8γ (x) (7)
where γ (α), γ (x) are the coefficients of α, x with respect to the basis functions selected, and where 8 is the matrix with
elements Φkl = 〈φk, φl〉. If the set of basics chosen is not orthogonal, as is the case with B-splines, the matrix 8 is not
diagonal. One possible approximation to this problem is to use Cholesky decomposition of the matrix 8 = UTU , as it is
possible to scale the vectors of coordinates via the matrix U , β(α) = Uγ (α). The resulting internal product (7) is:
〈α, x〉 =
d∑
l=1
βTl (α)βl(x). (8)
Using the transformation of the vectors of coefficients with respect to the chosen basis functions described in (8), it is pos-
sible to implement the MLP directly, that is, in the same way as if the matrix8were an identity matrix.
Fig. 1 depicts an MLP neural network, whose activation function T is a sigmoid; this network has d neurons in the input
layer, h neurons in the hidden layer and one neuron in the output layer. Bearing in mind the comments above in regard to
the process implemented by a single neuron, the MLP output takes the following form:
f (x) =
h∑
j=1
cjuj + c0
where c0, c1, . . . , ch are the weights associated with the neurons in the hidden layer and uj, j = 1, 2, . . . , h are the output
for each neuron in this layer expressed in the Eq. (6).
We used the Bayesian regularisation backpropagation algorithm developed in [11], to train the neural network, as it
includes parameter estimation, regularisation and model selection in the same process. This training algorithm enables
neural networks to be used with a sufficient number of neurons, thereby avoiding the risk of overfitting.
3.2. Functional support vector machines
As with the neural network, an SVM was implemented to resolve the regression problem, applying the mathematical
process described immediately below. Given a sample of data {(xi, yi)}di=1, the SVM problem [12–14] can be formulated as
follows:
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Fig. 2. SVM structure.
min
w,b,ξ
1
2
{
‖w‖2 + C
d∑
i=1
(ξi + ξ ′i )
}

〈w,ψ (xi)〉 + b− yi ≥ ε + ξi
yi − (〈w,ψ (xi)〉 + b) ≥ ε + ξ ′i
ξi, ξ
′
i ≥ 0
∣∣∣∣∣∣ i = 1, . . . , d
(9)
where ξi, ξ
′
i , are slack variables that ensure that the solution does not contain, within the band of radius ε, all the points
(xi, yi) of the sample (thus avoiding possible outliers and overfitting), where the parameter C expresses the importance of
the slack variables in each point, and where ψ : X→ Z is a transformation of the input space into a new space Z usually
of larger dimension, where we define an inner product by means of a positive definite function k (kernel):〈
ψ (x) , ψ
(
x′
)〉 =∑
i
ψi (x) ψi
(
x′
) = k (x, x′) .
The above problem is quadratic with linear constraints, and so the Kuhn–Tucker optimality conditions are necessary and
sufficient. The solution, which can be obtained from the dual problem, is a linear combination of a subset of sample points
denominated support vectors (s.v.) as follows:
w =
∑
s.v.
βiψ(xi)⇒ (10)
fw,b(x) =
∑
s.v.
βi 〈ψ(xi), ψ(x)〉 + b =
∑
s.v.
βik (xi, x)+ b.
If the input space is included in a functional Hilbert space spanned by a set of basis functions,X ⊂ F = span{φ1, . . . , φd},
the functional version of the SVM is obtained. In this case,
fw,b(x) =
∑
s.v.
βik (xi, x)+ b =
∑
s.v.
βiκ (〈xi, x〉)+ b
=
∑
s.v.
βiκ
(∑
k
∑
l
xki x
l 〈φk, φl〉
)
+ b =
∑
s.v.
βiκ
(
xTi Φx
)+ b
where x =∑k xkφk, x and xi are the vectors of coefficients for the functions x and xi, respectively, and8 is the matrix with
elementsΦkl = 〈φk, φl〉.
As with the functional MPL, it is possible to approximate the matrix 8 via a Cholesky decomposition 8 = UTU, which
makes the calculation easier for implementation purposes.
Fig. 2 depicts the analogy between the SVM and the neural networks described, showing that the SVM is similar to the
neural networks, with the only difference being that the activation functions are Gaussian.
4. Application of functional machine learning to structural design optimization
We applied the mathematical model described above to the optimization of the structural design of a beam measuring
0.4 m in length, embedded at one end and undergoing constant force of 1000 kg at the other end. Fig. 3 depicts the beam as
a rectangle for illustrative purposes, as we aim to optimize its volume while leaving its shape undetermined.
The mechanical restriction (˜g(c) ≤ 0) to which the optimization problem is subject is that vertical displacement of the
deformed beam should not exceed a given value. In this case, the functional to be optimized J˜(c) is the surface area of the
beam, as the entire study is conducted in 2D to simplify the 3D model.
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1000 kg
L = 0.4 m
Fig. 3. Graphic depiction of the beam.
Structural optimization was implemented using the following approach:
(1) Creation of a sample of points for the boundaries of the possible set.
• Chosen was a set formed of four second-order elements (parabolas) belonging to the family of basic B-splines, with
different values selected for the coefficients (c)with respect to these basis functions to generate different beamshapes.
• Using COMSOL, the problem of linear elasticity is resolved [15] (a problem in partial derivatives [16]) using the finite-
elementsmethods (FEM) [17] to calculate the vertical displacement of the deformedbeam (˜g(c)), the different samples(
c i1, c
i
2, . . . , c
i
10, y
i
)
with yi = g˜(ci), i = 1, 2, . . . ,m, used to train themachine learning technique. For the sample (m),
1024 and 59000 observations were selected.
(2) Machine learning techniques. SVM and MLP neural networks were used as follows:
• MLP. Implemented was a neural network with 10 neurons in the hidden layer, 10 in the input layer (the input
vector corresponds to the vector of the coefficients ck with 10 components) and one in the output layer (the output
corresponds to the vertical displacement of the deformed beam). Hyperbolic tangents were used as the activation
functions. The training algorithm used was backpropagation with Bayesian regularisation [11], as explained above.
• SVM. A Gaussian kernel was used for the implementation, with the optimal parameters C, σ ,  obtained by
implementing a 10-fold cross validation process.
(3) Resolution of the optimization problem. To resolve the optimization problem, the pattern search algorithm was used
[18,19]. During the execution of the optimization algorithm, the different machine learning techniques were used to
approximate the restriction functions (mechanical hypothesis corresponding to the fact that vertical deformed beam
displacement should be less than a given value) in each training sample.
5. Results
The application of the methodology described above produced the results summarised in Table 1, which shows the
computation time and final vertical displacement of the deformed beam for each of the executions using COMSOL, MLP
and SVM for different training sample sizes.
The N/A indicates that, for the sample size in the COMSOL execution, no training sample was necessary, given that the
vertical displacement of the beam was calculated in each iteration of the optimization algorithm by resorting directly to
COMSOL.
It should be noted that there are cases in which the optimization algorithm achieves an optimal form or is truncated by
some of its tolerance parameters, and it can be confirmed, by a direct execution direct in COMSOL, that the restrictions
imposed were not respected. This is due to the fact that approximating techniques can produce an error that begins
accumulating in the optimization algorithm, resulting in invalid results in some cases. That said, the improvement in
computation time is more than justified by the use of these techniques.
Fig. 4 shows the different shapes of the beam produced once the optimization algorithm terminated each of the
executions. Chosen as representative in each case were the SVM for the sample of 1024 observations (a) and theMLP for the
sample of 59000 observations (b), given that the results for both techniques in each execution are similar.
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Table 1
Results for different executions of the optimization algorithm for 1024 and 59000 training observations: COMSOL, MLP and SVM.
COMSOL MLP SVM
Training sample size N/A 1024 59000 1024 59000
Algorithm execution time (s) 257 102 30 125 54
Vertical displacement 0.0244 0.0265 0.0082 0.0374 0.0298
0.02
0.02
0.04
0.01
0 0
-0.01
-0.02
-0.02
-0.04
0 0.1 0.2 0.3 0.4 0 0.1 0.2 0.3 0.4
0.02
0.04
0
-0.02
-0.04
0 0.1 0.2 0.3 0.4
a b
c
Fig. 4. Results for beam shape for different executions of the optimization algorithm used to approximate the restriction: (a) SVMwith 1024 observations,
(b) MLP with 59000 observations and (c) COMSOL.
Furthermore, the beam shape obtained using the MLP or SVM, with the training set of 59000 observations as an
approximation to the restriction, is close to the shape obtained with the direct COMSOL execution (the optimal shape),
which would indicate that sample size is adequate.
6. Conclusions
In this paper we evaluated a possible mechanical application of a functional version of SVM andMLP to the optimization
of a structural design. These models were compared in a direct application of the finite-elements algorithm (via COMSOL)
in terms of approximating imposed mechanical restrictions.
The results clearly demonstrate that, for this particular application, the use of these functional models improves
computation time compared to COMSOL. The models also have these additional advantages:
• Beam shape is free (functional character).
• Convergence with respect to restrictions is obtained.
• Optimal shape is obtained (Fig. 4).
Similar results are obtained within the machine learning techniques, but it should be borne in mind that the SVM require
more computation resources than the MLP; however, SVM converge to a local solution, whereas MLP can provide local
optimums.
Future research will be into the generalisation of the application of functional machine learning techniques to different
geometries and mechanical problems.
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