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Abstract
In this note we describe a class of 0,±1 matrices A with the property that the system {Ay = c, y  0}
has an integer solution y for each odd vector c provided that a rational solution exists. As a consequence,
we obtain an integrality result on the dual of a certain maximization program over the intersection of two
integer bisubmodular polyhedra.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Bisubmodular functions, systems and polyhedra arise as a generalization of submodular ones
and many nice structural, polyhedral and algorithmic properties of them have been revealed; see,
e.g., [1–3,5,6,8]. Like the submodular case, the corresponding bisubmodular systems are TDI
(assuming that the bisubmodular function involved in the system is integer-valued.) On the other
hand, it is known that the classical result of Edmonds [4] that the union of two submodular systems
is again TDI is not extended, in general, to the union of two bisubmodular systems, and only the
totally dual half-integrality is guaranteed for the latter.
However, the union of two bisubmodular systems possesses a sharper property, which can be
named “odd dual integrality”. This is a consequence of a result given in this note.
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Recall that typically a bisubmodular system is related to a lattice family of ordered pairs (A,B)
of disjoint subsets of a finite set E; e.g., the family of all such pairs. It is closed with respect to the
binary operations ∧ (intersection) and ∨ (reduced union) defined as follows: for pairs π = (A,B)
and π ′ = (A′, B ′),
π ∧ π ′ := ((A ∩ A′), (B ∩ B ′)), π ∨ π ′ := ((A ∪ A′) \ (B ∪ B ′), (B ∪ B ′) \ (A ∪ A′)).
In a more general setting, the family is required to be closed only under the intersection and
reduced union applied to pairs (A,B), (A′, B ′) such that (A ∪ B) ∩ (A′ ∪ B ′) /= ∅. In this case,
the family is referred to as an intersecting one.
Equivalently, one can deal with families of 0,±1 vectors. (Each pair (A,B) with A ∩ B =
∅ corresponds to the vector in {0,±1}E whose entries are 1 for e ∈ A, −1 for e ∈ B, and 0
otherwise.) By an analogy with set-pairs, let us say that vectors ξ, ξ ′ ∈ {0,±1}E are intersecting
if S(ξ) ∩ S(ξ ′) /= ∅, where S(ξ ′′) denotes the support {e ∈ E : ξ ′′(e) /= 0} of ξ ′′. Define ξ ∧ ξ ′
and ξ ∨ ξ ′ to be the (unique) 0,±1 vectors satisfying
S(ξ ∨ ξ ′) = S(ξ + ξ ′) and ξ ∧ ξ ′ + ξ ∨ ξ ′ = ξ + ξ ′, (1)
and call F ⊂ {0,±1}E an intersecting family if both ξ ∧ ξ ′ and ξ ∨ ξ ′ belong to F for any
intersecting ξ, ξ ′ ∈F. This matches the above definition for families of set-pairs.
We show the following:
Theorem 1. LetF be the union of two intersecting familiesF1,F2 ⊂ {0,±1}E. Let c ∈ ZE be
an odd vector, i.e., c(e) is odd for all e ∈ E. If c is contained in the conic hull cone{F} ofF,
then c =∑ξ∈F y(ξ)ξ for some y :F→ Z+. Moreover,F possesses the integral Carathéodory
property with respect to the odd vectors c ∈ cone{F}, namely: c is representable as a nonnegative
integer combination of linearly independent vectors inF.
This theorem is proved in Section 2 and is applied to bisubmodular polyhedra in Section 3.
Section 4 gives an additional result concerning approximate integer decompositions of arbitrary
integer vectors in cone(F).
2. Proof of the theorem
For distinct 0,±1 vectors α, β, we denote α  β if S+(α) ⊇ S+(β) and S−(α) ⊇ S−(β),
where S+(ξ) :={e : ξ(e) > 0} and S−(ξ) :={e : ξ(e) < 0}. By a laminar family we mean a
collection of 0,±1 vectors in which any two members α, β satisfy either S(α) ∩ S(β) = ∅ or
α  β or β  α.
Consider the union F of two intersecting families F1,F2 ⊂ {0,±1}E and an arbitrary
integer vector c ∈ cone(F). The representation c =∑ξ∈F y(ξ)ξ with y :F→ R+ can be
chosen so that both familiesLi :={ξ ∈Fi : y(ξ) > 0}, i = 1, 2, are laminar. Indeed (an uncross-
ing argument), take y minimizing ∑ξ∈F y(ξ)ν(ξ), where ν(ξ) denotes |S+(ξ)||E \ S+(ξ)| +
|S−(ξ)||E \ S−(ξ)|. One can check that intersecting ξ, ξ ′ ∈ {0,±1}E satisfy the inequality ν(ξ) +
ν(ξ ′) > ν(ξ ∧ ξ ′) + ν(ξ ∨ ξ ′) unless ξ  ξ ′ or ξ ′  ξ . Using this and the second equality in (1),
one can conclude that y is as required.
So c is contained in the conic hull of the union L of two laminar subfamilies Li ⊆Fi ,
i = 1, 2, and we may further assume thatL1,L2 are chosen so thatL1 ∩L2 = ∅ and n :=|L|
is minimum. Let A = [A1A2] be the E ×L matrix formed by the vectors fromL as columns
(where Ai concernsLi). Then A has rank n and y is the unique solution of the system Ay = c.
We assert that y is integral whenever c is odd.
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Suppose that this is not so and consider a counterexample (E,L1,L2, c) for which |E| plus
the number of nonzero entries inA is minimum (cf. the proof of Theorem 41.11 in Chapter 41 of [9]
where usual laminar families in 2E are considered). Then |E| = n (otherwise a nonsingular n × n
submatrix of A would determine a smaller counterexample). Also the supports of members ofL1
are pairwise disjoint, and similarly forL2. Indeed, suppose there are ξ, ξ ′ ∈L1 such that ξ  ξ ′,
and let |S(ξ)| be minimum among such pairs. Replace inL1 the vector ξ by ξ¯ := ξ − ξ ′, assign
y(ξ¯ ) :=y(ξ), and update y(ξ ′) :=y(ξ ′) + y(ξ). One can see that the newL1 is again a laminar
family of 0,±1 vectors. Also the new matrix A is nonsingular, and the new y is nonnegative and
nonintegral and satisfies Ay = c. But the number of nonzero entries in A decreases by S(ξ ′); a
contradiction.
So each row of the submatrix A1 has at most one nonzero entry, and similarly for A2. Further-
more, there are exactly two nonzero entries in each row of A, one within A1 and the other within
A2. For if some row (corresponding to) e ∈ E has only one nonzero entry, then deleting this row
and the corresponding column ξ would make a smaller counterexample (since y(ξ) = c(e) is an
integer).
Thus, A is the incidence matrix of a bidirected graph H . (Recall that in a bidirected graph
three types of edges are allowed: a usual directed edge, an edge directed from both of its ends,
and an edge directed to both of its ends.) More precisely, the edges of H are identified with the
elements of E and the vertices are identified with the vectors inL, and an edge e in H leaves
(enters) a vertex ξ if ξ(e) = 1 (resp. ξ(e) = −1).
Consider ξ with y(ξ) nonintegral and let K be the weak component of H containing the
vertex ξ (i.e., K corresponds to a component of the underlying undirected graph of H ). The
numbers of vertices and edges in K are equal (otherwise A would be singular). Therefore, K
contains exactly one undirected simple cycle C = (ξ0, e1, ξ1, . . . , ek, ξk = ξ0) (where ξi−1, ξi
are the ends of edge ei). Since each edge connects an element of L1 with an element of L2
(i.e., H is bipartite), the length k of C is even. Choose numbers q1, . . . , qk ∈ {1,−1} so that
qiξi(ei) + qi+1ξi(ei+1) = 0 for i = 1, . . . , k − 1. Then a :=qkξ0(ek) + q1ξ0(e1) /= 0 (otherwise
the submatrix of A corresponding to C would be singular, implying the singularity of A). So a ∈
{2,−2}. Summing up, along C, the equalities y(ξi−1)ξi−1(ei) + y(ξi)ξi(ei) = c(ei) multiplied
by qi , we obtain
ay(ξ0) = q1c(e1) + · · · + qkc(ek). (2)
Now the facts that k is even, that each c(ei) is odd, and that |a| = 2 show that y(ξ0) is an
integer. This implies the integrality of y for all vertices ξ of the component K . So we come to a
contradiction, and the theorem follows. 
Remark. Arguing as in the above proof, one can also obtain the following property: if L ⊂
{0,±1}E is partitioned into two laminar families, then the lattice ∑(Zξ : ξ ∈L) contains all
odd vectors occurring in the linear hull ofL.
3. Bisubmodular polyhedra
As before, we deal with the vector representation of ordered pairs of disjoint subsets of E. Let
F1,F2 ⊂ {0,±1}E be two intersecting families. A functionfi :Fi → Z is called bisubmodular
if
fi(ξ) + fi(ξ ′)  fi(ξ ∧ ξ ′) + fi(ξ ∨ ξ ′) (3)
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for all intersecting ξ, ξ ′ ∈Fi . The bisubmodular polyhedron P(fi) associated with (Fi , fi) is
the set of x ∈ RE satisfying the system
ξx  fi(ξ), ξ ∈Fi . (4)
Given c ∈ ZE , consider the program
maximize cx subject to x ∈ P(f1) ∩ P(f2) (5)
and its dual program
minimize
∑
ξ∈F1
y1(ξ)f1(ξ) +
∑
ξ∈F2
y2(ξ)f2(ξ) (6)
subject to y1 ∈ RF1+ , y2 ∈ RF2+ and
∑
ξ∈F1
y1(ξ)ξ +
∑
ξ∈F2
y2(ξ)ξ = c. (7)
Assume that P(f1) ∩ P(f2) /= ∅ and that (6) and (7) has a (finite) optimal solution. For an
optimal solution x to (5) and for i = 1, 2, defineFi (x) to be the set of ξ ∈Fi with ξx = fi(ξ).
Inequalities (3) and (4) together with the second equality in (1) imply that Fi (x) forms an
intersecting subfamily of Fi . Let F(x) :=F1(x) ∪F2(x). By the complementary slackness
condition for the above programs, we have c ∈ cone(F(x)), and any representation of c as a
nonnegative linear combination of vectors inF(x) gives an optimal solution to the dual program.
Therefore, Theorem 1 applied toF(x) yields the property of “odd dual integrality” for the union
of systems (4) for i = 1, 2.
Corollary 2. For i = 1, 2, let fi be an integer bisubmodular function on an intersecting family
Fi ⊆ {0,±1}E, and let P(f1) ∩ P(f2) /= ∅. Then for any odd vector c ∈ ZE, if (6) and (7) has
an optimal solution, then it has an integer optimal solution.
Note that in the special case, when both F1,F2 are the full lattice family {0,±1}E and
c(e) = 1 for all e ∈ E, a similar result was obtained in preprint [7]. (Also, relying on this result,
an efficient combinatorial algorithm for a special case of the maximization problem over the
intersection of two bisubmodular polyhedra was developed there.)
4. Approximation
One can give an alternative proof of Theorem 1 by generalizing a method in [7]. Moreover, a
slightly stronger result for laminar families can be obtained.
To state it, consider two laminar familiesL1,L2 ⊂ {0,±1}E (see Section 2) and an arbitrary
integer vector c in cone(L), whereL :=L1 ∪L2. Then c is represented as a nonnegative half-
integer combination of vectors inL. (This can be seen from the proof in Section 2: the sum in the
right hand side of (2) is integer, so y(ξ0) is half-integer.) It turns out that by slightly modifying
coefficients in this combination, one can obtain a nonnegative integer combination giving a vector
close to c.
Proposition 3. ForL1,L2, c as above and forL =L1 ∪L2, let y :L→ 12Z+ satisfy c =∑
ξ∈L y(ξ)ξ. Then there exists y′ :L→ Z+ such that: (i) |y′(ξ) − y(ξ)|  1 for all ξ ∈L,
and (ii) the vector c′ :=∑ξ∈L y′(ξ)ξ satisfies |c′(e) − c(e)|  1 for each e ∈ E with c(e) even,
and c′(e) = c(e) for each e with c(e) odd.
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Proof. One may assumeL1 ∩L2 = ∅. For i = 1, 2, letMi be the collection containing 2y(ξ)
copies of each vector ξ ∈Li . SinceLi is laminar, one can assign a map γi :Mi → N satisfying
the following conditions, where ξ, ξ ′ ∈Mi : (a) if γi(ξ) = γi(ξ ′), then S(ξ) ∩ S(ξ ′) = ∅; and
(b) if γi(ξ) > 1, then there exists ξ ′ such that γi(ξ ′) = γi(ξ) − 1 and S(ξ ′) ⊇ S(ξ). One can see
that for each e ∈ E and for the setMi (e) of ξ ∈Mi with ξ(e) /= 0, the members ofMi (e) have
consecutive values of γi (from 1 through |Mi (e)|), and these values give an ordering of these
vectors by nonincreasing their supports.
DefineM′1 :={ξ ∈M1 :γ1(ξ)≡0 or 1 (mod 4)} andM′2 :={ξ ∈M2 : γ2(ξ) ≡ 2 or 3 (mod 4)}.
Accordingly, for i = 1, 2 and ξ ∈Li , define y′(ξ) to be the number of copies of ξ occurring in
M′i . Then y′ satisfies condition (i) of the proposition (as the copies inMi of each element ofLi
go in succession in the ordering by γi). We assert that (ii) holds as well.
To see this, consider e ∈ E, and for i = 1, 2, define pi :=|Mi (e)| and qi :=|{ξ ∈M′i : ξ(e) /=
0}|. Also define si :=ξ(e) for ξ ∈Mi (e) (this number, equal to 1 or −1, does not depend on ξ as
Li is laminar), letting si :=1 if pi = 0. We have 2c(e) = s1p1 + s2p2 and c′(e) = s1q2 + s2q2.
In particular, either both p1, p2 are even or both are odd. ComparingMi andM′i , one can see that
qi = pi/2 if pi is even, and |qi − pi/2| = 12 if pi is odd. This gives c′(e) = c(e) in the former
case, and |c′(e) − c(e)|  1 in the latter case.
So it remains to consider the case when all c(e), p1, p2 are odd. One can check that
p1 = 4k + 1 ⇒ q1 = 2k + 1, p2 = 4k′ + 1 ⇒ q2 = 2k′,
p1 = 4k + 3 ⇒ q1 = 2k + 1, p2 = 4k′ + 3 ⇒ q2 = 2k′ + 2,
where k, k′ are integers. A routine examination gives c′(e) = c(e) in each of the eight possible
variants for s1, s2, p1, p2. (For example: if s1 = s2 = 1 and p1 = 4k + 1, then p2 = 4k′ + 1,
implying c(e) = 2k + 2k′ + 1 = q1 + q2 = c′(e); and if s1 = 1, s2 = −1 and p1 = 4k + 1, then
p2 = 4k′ + 3, implying c(e) = 2k − 2k′ − 1 = q1 − q2 = c′(e).) 
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