Geometrically, in the m-space of the columns, since IPJ = 1, all points Pj lie on the surface of the m-dimensional hypersphere So of unit radius with center at the origin.
We are given r the radius of a concentric hypersphere S 1 g S o centered at the origin that lies in the convex hull of the points P. Thus r is a measure of how deeply the origin is embedded in the set of b such that b = E Pjxj, xj _ O, E xj = 1 is feasible.
To generate the m + 1 different finite sequences (xt, bt) whose bt approach m + 1 different points Pi, the 1' are prechosen. These can be the vertices of any simplex lying in the set of feasible b that contains the origin as an interior point. We choose 1i to be the vertices of an (m + 1) equilateral simplex whose center is the origin and whose vertices are located at distances r . m/(m + 1) from the origin; for example the coordinates of bi may be chosen as follows:
(1)
. . 
23'1
When the 0ah sequence (zt, bt) (which is converging towards Pi) reaches a point Y = i such that lbP -i < r/(m + 1), the sequence for that i is terminated. Note that all interior points of Ball, of radius p=r/(m+ 1) centered at 1' lie inside the hypersphere S 1 C So. We will show b = P' C Ball, is attainable by the iterative process. Associated with b is the approximate solution Y' = xt that generated it. Thus an upper bound to generate all m + 1 approximate solutions ( , i) whose P9 lie strictly in m + 1 p-balls centered at 1' can be done in Recalling that diameter of the hypersphere is 2, it follows that liP, -bll < 2 and therefore for r = 2, 3,..., t: Comment: These inequalities can be made tighter when b =0 because iP. -1= iPoI = 1. If so, (8) can be replaced by (A,/A_.) 2 + A 2 , 5 1 and the development that follows can be modified accordingly with the conclusion that if the von Neumann iterative process is applied to the case b = 0 instead of to 1' 60 an approximation b such that Ibt < p can be attained in less that 1/p 2 iterations (instead of less than 4/p 2 iterations).
Dividing (8) through by (A,) 2 for r = 2,..., t:
(1/A._1 ) 2 + (1/4) < (1/At) 2
(1/Ar 2 ) 2 + (1/4) < (1/At 1 ) 2
(1/A) 2 + (1/4) < (1/A 2 ) 2 .
Summing the above, canceling terms common to both sides of the sum and, recalling A, < 2, we have
We conclude that t < 4/A2 iterations, i.e. less than 4/p 2 iterations would be needed for the ith sequence to terminate by reaching b t = , an interior point of the p-ball centered at Vi. Since p = r/(m + 1) and there are (m + 1) p-balls, the upper bound on
What remains to show is that the (m + 1) x (m + 1) system (3) can be solved, that the solution A is unique, and that A7 = (A 1 , A 2 ,.. ., Am+) > 0. One final remark: Just because an algorithm is polynomial does not necessarily make it practical. The von Neumann algorithm has a poor convergence rate. Like the simplex method each of its iterations requires about n6 multiplications and additions where 6 is the density of non-zero coefficients. When applied to (m + 1) perturbed problems as we do in this paper, we obtain an upper bound of 4(m + 1) 3 /r 2 iterations where 0 < r < 1. The moral of this tale is that, like gunners, we may do better by first bracketing the target and then applying a final correction.
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