As evolutionary algorithms (EAs) are general-purpose optimization algorithms, recent theoretical studies have tried to analyze their performance for solving general problem classes, with the goal of providing a general theoretical explanation of the behavior of EAs. Particularly, a simple multi-objective EA, i.e., GSEMO, has been shown to be able to achieve good polynomial-time approximation guarantees for submodular optimization, where the objective function is only required to satisfy some properties but without explicit formulation. Submodular optimization has wide applications in diverse areas, and previous studies have considered the cases where the objective functions are monotone submodular, monotone nonsubmodular, or non-monotone submodular. To complement this line of research, this paper studies the problem class of maximizing monotone approximately submodular minus modular functions (i.e., f = g − c) with a size constraint, where g is a non-negative monotone approximately submodular function and c is a non-negative modular function, resulting in the objective function f being non-monotone nonsubmodular. We prove that the GSEMO can achieve the best-known polynomialtime approximation guarantee. Empirical studies on the applications of Bayesian experimental design and directed vertex cover show the excellent performance of the GSEMO.
Introduction
As a kind of randomized metaheuristic optimization algorithm, evolutionary algorithms (EAs) (Bäck, 1996) have been successfully applied to solve sophisticated optimization problems in diverse areas, e.g., data mining (Mukhopadhyay et al., 2013) , machine learning and networks (Fenton et al., 2019) , to name a few. One main advantage of EAs is the general-purpose property, i.e., EAs can be used to optimize any problem where solutions can be represented and evaluated. Meanwhile, the theoretical analysis, particularly running time analysis, of EAs has achieved progress during the past two decades. A lot of theoretical results (e.g., Auger and Doerr, 2011) ) have been derived, helping us understand the practical behaviors of EAs.
Previous analyses, however, mainly focused on isolated problems, which cannot reflect the general-purpose nature of EAs. To provide a general theoretical explanation of the behavior of EAs, there are some recent efforts (Friedrich and Neumann, 2015; Friedrich et al., 2018; Qian et al., 2019) studying the running time complexity of EAs for solving general classes of submodular optimization problems.
Submodularity characterizes the diminishing returns property of a set function f :
. Submodular optimization has played an important role in many areas such as machine learning, data mining, natural language processing, computer vision, economics and operation research. On one hand, many of their applications involve submodular objective functions, e.g., active learning (Golovin and Krause, 2011) , influence maximization (Kempe et al., 2003) , document summarization (Lin and Bilmes, 2011) , image segmentation (Jegelka and Bilmes, 2011) and maximum coverage (Feige, 1998) . On the other hand, the submodular property allows for polynomial-time approximation algorithms with theoretical guarantees. For example, a celebrated result by shows that for maximizing monotone submodular functions with a size constraint, the greedy algorithm, which iteratively adds one item with the largest marginal gain, can achieve an approximation ratio of 1 − 1/e, which is optimal in general . Note that a set function f :
, and a size constraint requires the size of a subset to be no larger than a budget k. Friedrich and Neumann (2015) first proved that for maximizing monotone submodular functions with a size constraint, the GSEMO, a simple multi-objective EA (MOEA) widely used in theoretical analyses, can achieve the optimal approximation ratio, i.e., 1 − 1/e, in O(n 2 (log n + k)) expected running time, where n is the size of the ground set V and k is the budget. They also considered a more general problem class, i.e., maximizing monotone submodular functions with m matroid constraints. Note that a size constraint is actually a uniform matroid constraint. The (1+1)-EA, a simple single-objective EA with population size 1 and bit-wise mutation only, has been shown to be able to achieve a ( 1 m+1/p+ )-approximation ratio in O( 1 n 2p(m+1)+1 m log n) expected running time, where p ≥ 1 and > 0.
Later, Qian et al. (2019) studied the problem class of maximizing monotone and approximately submodular functions with a size constraint. That is, the objective function to be maximized is not necessarily submodular, but approximately submodular. Using different notions of approximate submodularity (Krause and Cevher, 2010; Das and Kempe, 2011; Horel and Singer, 2016) , they proved that the GSEMO can always achieve the best-known polynomial-time approximation guarantee, previously obtained by the greedy algorithm.
For non-monotone cases, Friedrich and Neumann (2015) studied a specific case, i.e., symmetric functions. They proved that for maximizing symmetric submodular functions with m matroid constraints, the GSEMO can achieve a ( 1 (m+2)(1+ ) )approximation ratio in O( 1 n m+6 log n) expected running time. Qian et al. (2019) considered the problem class of maximizing submodular and approximately monotone functions with a size constraint, and proved that the GSEMO can find a subset X with f (X) ≥ (1 − 1/e) · (OPT − k ) in O(n 2 (log n + k)) expected running time, where OPT denotes the optimal function value, and ≥ 0 captures the degree of approximate monotonicity. The general non-monotone case has been studied recently. Friedrich et al. (2018) and Qian et al. (2019) considered the problem class of maximizing nonmonotone submodular functions without constraints. Friedrich et al. (2018) proved Table 1 : A summary of the works on analyzing the running time of EAs for solving problem classes of submodular optimization, where each work is categorized according to the property of concerned objective functions.
EAs
submodular non-submodular monotone (Friedrich and Neumann, 2015) non-monotone (Friedrich and Neumann, 2015) This work (Friedrich et al., 2018) that the (1+1)-EA using a heavy-tailed mutation operator can achieve an approximation ratio of ( 1 3 − n ) in O( 1 n 3 log n + n β ) expected running time, where > 0. The heavy-tailed mutation operator samples l ∈ {1, 2, . . . , n} according to a power-law distribution with a parameter β > 1, and then flips l bits of a solution chosen uniformly at random. Qian et al. (2019) proved that a variant of GSEMO, called GSEMO-C, can also achieve the ( 1 3 − n )-approximation ratio in O( 1 n 4 log n) expected running time. The difference between GSEMO and GSEMO-C is that the GSEMO generates a new offspring solution by bit-wise mutation in each iteration, whereas the GSEMO-C generates this new solution (i.e., set) as well as its complement in each iteration.
The above mentioned works, showing the good general approximation ability of EAs, are summarized in Table 1 , where each work is categorized according to whether the concerned objective functions satisfy the monotone and submodular property. A natural question is then whether EAs can still achieve good polynomial-time approximation guarantees when the objective functions are neither monotone nor submodular. In this paper, we thus consider the problem class of maximizing monotone approximately submodular minus modular functions with a size constraint, i.e.,
where g is a non-negative monotone approximately submodular function, and c is a non-negative modular function, i.e., ∀X ⊆ V : c(X) = v∈X c({v}). Note that the objective function f is non-submodular, and can be non-monotone and take negative values. It is known that monotone approximately submodular maximization with a size constraint has various applications, such as Bayesian experimental design (Krause et al., 2008) , dictionary selection (Krause and Cevher, 2010) and sparse regression (Das and Kempe, 2011) . The concerned problem Eq. (1) is a natural extension by encoding a cost for each item. Harshaw et al. (2019) proved that the distorted greedy algorithm can find a subset X with f (X) = g(X) − c(X) ≥ (1 − e −γ ) · g(X * ) − c(X * ), where X * denotes an optimal solution of Eq. (1), and γ is the submodularity ratio of g, which measures how close g is to submodularity.
In this paper, we analyze the approximation performance of the GSEMO for solving Eq. (1). We prove that by maximizing a surrogate objective (1 − γ/k) k−|X| g(X) − c(X) + (|X|/k)c(V ) and minimizing the subset size |X| simultaneously, the GSEMO can obtain a subset X with |X| ≤ k and g(X) − c(X) ≥ (1 − e −γ ) · g(X * ) − c(X * ) in O(n 2 (log n + k)) expected running time. Thus, the bottom right cell of Table 1 is filled. Our analysis together with (Friedrich and Neumann, 2015; Friedrich et al., 2018; Qian et al., 2019) show that a simple MOEA, i.e., GSEMO, can achieve good polynomial-Evolutionary Computation Volume x, Number x C. Qian time approximation guarantees for diverse submodular optimization problems, disclosing the general-purpose property of EAs.
We also empirically compare the GSEMO with the best existing algorithm, distorted greedy (Harshaw et al., 2019) , on the applications of Bayesian experimental design and directed vertex cover. The results show that the GSEMO can always perform better than the distorted greedy algorithm by using a little more running time, and even be both better and faster in some cases.
The rest of this paper is organized as follows. Section 2 introduces the concerned problem class. Sections 3 to 5 present the GSEMO, theoretical analysis and empirical study, respectively. Section 6 concludes the paper.
Maximizing Monotone Approximately Submodular Minus Modular Functions with a Size Constraint
Let R and R + denote the set of reals and non-negative reals, respectively. Given a ground set V = {v 1 , v 2 , . . . , v n } of items, a set function f : 2 V → R is defined on subsets of V , and maps any subset to a real value. A set function f :
, implying that the function value will not decrease as a set extends. A set function f : 2 V → R is submodular if
or equivalently
Eq.
(2) implies that the sum of the function values of any two sets is at least as large as that of their union and intersection. Eq. (3) intuitively represents the diminishing returns property, i.e., the benefit of adding an item to a set will not increase as the set extends. Eq. (4) implies that the benefit by adding a set of items to a set X is no larger than the combined benefits of adding its individual items to X. A set function
For a general set function f : 2 V → R, several notions of approximate submodularity (Krause and Cevher, 2010; Das and Kempe, 2011; Zhang and Vorobeychik, 2016; Horel and Singer, 2016; Zhou and Spanos, 2016) have been introduced to measure to what extent f has the submodular property. Among them, the submodularity ratio as presented in Definition 1 has been used most widely.
Definition 1 (Submodularity Ratio (Das and Kempe, 2011) ). Let f : 2 V → R be a set function. The submodularity ratio of f with respect to a set X ⊆ V and a parameter l ≥ 1 is
The submodularity ratio is actually defined based on Eq. (4), and captures how much more f can increase by adding any set S of size at most l to any subset L of X, compared with the combined benefits of adding the individual items of S to L. For a monotone set function f , it holds that (1)
The submodularity ratio has been used to measure the closeness of the objective function to submodularity in diverse nonsubmodular applications, e.g., sparse regression (Das and Kempe, 2011) , low rank optimization (Khanna et al., 2017) , sparse support selection (Elenberg et al., 2018) , and determinantal function maximization (Qian et al., 2018c) , where the corresponding lower bounds of γ X,l (f ) have been derived.
In this paper, we will use a slightly different definition of submodularity ratio as in (Bian et al., 2017; Bogunovic et al., 2018; Harshaw et al., 2019) , i.e.,
It is easy to see that
The studied problem class is presented in Definition 2. The goal is to find a subset of size at most k maximizing a given objective function f , which is the difference between a non-negative monotone approximately submodular function g and a nonnegative modular function c.
Definition 2 (Maximizing Monotone Approximately Submodular Minus Modular
Functions with a Size Constraint). Given a non-negative monotone approximately submodular function g : 2 V → R + , a non-negative modular function c : 2 V → R + , and a budget k, to find a subset X ⊆ V of size at most k such that
This is a natural extension of the widely studied problem of maximizing monotone approximately submodular functions with a size constraint (Das and Kempe, 2018) by considering the cost for each item. Note that the objective function f = g − c is non-submodular, because otherwise g is submodular, making a contradiction. It is easy to see that f can be non-monotone and take negative values. In the following, we will always use γ to represent γ(g) for short.
A typical application is the problem of Bayesian experimental design with costs.
denote a measurement matrix, and V X ∈ R d×|X| denote the submatrix of V with its columns indexed by X ⊆ {1, 2, . . . , n}. In Bayesian experimental design, the goal is to select measurements V X to maximize the quality of parameter estimation. Krause et al. (2008) considered the Bayesian A-optimality objective function, in order to maximally reduce the variance of the posterior distribution over parameters in linear models, i.e., y X = V T X θ + ζ X , where θ ∈ R d and ζ X ∈ R |X| are the parameter and noise vectors, respectively. Each measurement v i corresponds to one experiment, which can be performed to obtain a noisy linear observation, but also introduces a cost c i . To have a low cost, Harshaw et al. (2019) considered the problem of Bayesian experimental design with costs, presented as follows. (Harshaw et al., 2019) ). Given
Definition 3 (Bayesian Experimental Design with Costs
. . , c n , and a budget k, where θ has a Gaussian prior distribution θ ∼ Evolutionary Computation Volume x, Number x N (0, Σ), the Gaussian i.i.d. noise ζ X ∼ N (0, σ 2 I |X| ), and I |X| denotes the identity matrix of size |X|, to find a submatrix V X of at most k columns such that
is the Bayesian A-optimality function, tr(·) denotes the trace of a matrix, and c(X) = i∈X c i is the cost function.
It has been shown (Harshaw et al., 2019) that g is non-negative, monotone, and approximately submodular with γ ≥ (1 + (s 2 /σ 2 )λ max (Σ)) −1 , where s = max i∈{1,2,...,n} v i 2 , and λ max (·) denotes the largest eigenvalue of a square matrix.
In our empirical study, we will examine this application as well as another one with g being submodular, i.e., directed vertex cover with costs presented as follows. Definition 4 (Directed Vertex Cover with Costs (Harshaw et al., 2019) ). Given a directed graph G = (V, E) with non-negative vertex weights w : V → R + and costs c : V → R + , and a budget k, to find a subset X ⊆ V of at most k vertices such that
It is easy to verify that g is non-negative, monotone and submodular, i.e., γ = 1. Note that this problem is actually the dual norm of vertex cover, but we still use this name for consistency with (Harshaw et al., 2019) .
For submodular optimization, it is well known that the greedy algorithm, which iteratively adds one item with the largest marginal gain on f , is a good approximation solver in many cases. Harshaw et al. (2019) , however, showed that the greedy algorithm fails to obtain an approximation guarantee for the concerned problem Eq. (6), and thus, proposed the distorted greedy algorithm as presented in Algorithm 1. In the i-th iteration, rather than maximizing the marginal gain on f , i.e., f (
, which gradually increases the importance of g. It has been proved that the distorted greedy algorithm outputs a subset X with f (X) = g(X) − c(X) ≥ (1 − e −γ ) · g(X * ) − c(X * ), where X * denotes an optimal solution of Eq. (6).
For acceleration, Harshaw et al. (2019) further proposed the stochastic distorted greedy algorithm by adopting the random sampling technique (Mirzasoleiman et al., 2015) . As presented in Algorithm 2, in each iteration, it selects an item from a random sample of size n k log( 1 ) , instead of the whole set V . Thus, the running time (counted by the number of function evaluations) is reduced from O(kn) to O(n log 1 ), while the output subset X can keep an approximation guarantee as
, where E(·) denotes the expectation of a random variable. These two algorithms require the submodularity ratio γ of the function g. In cases where the exact value of γ is unknown, lower bounds of γ can be used, and the approximation guarantees change accordingly, i.e., γ is replaced by its lower bound. Note that the value oracle model is assumed, i.e., for a subset X, an algorithm can query an oracle to obtain its function value.
Multi-objective Evolutionary Algorithms
To examine the approximation performance of EAs optimizing the problem class in Definition 2, we consider the GSEMO, a simple MOEA widely used in previous theo-
Algorithm 1 Distorted Greedy Algorithm
Input: monotone approximately submodular g : 2 V → R + with the submodularity ratio γ, modular c : 2 V → R + , and budget k Process:
end if 9: end for 10: return X k Algorithm 2 Stochastic Distorted Greedy Algorithm Input: monotone approximately submodular g : 2 V → R + with the submodularity ratio γ, modular c : 2 V → R + , budget k, and > 0 Process:
end if 10: end for 11: return X k retical analyses (Laumanns et al., 2004; Friedrich et al., 2010; Neumann et al., 2011; Qian et al., 2013) . As presented in Algorithm 3, the GSEMO is used for maximizing multiple pseudo-Boolean objective functions simultaneously. Note that a subset X of V can be represented by a Boolean vector x ∈ {0, 1} n , where the i-th bit x i = 1 if v i ∈ X, otherwise x i = 0. Thus, a pseudo-Boolean function f : {0, 1} n → R naturally characterizes a set function f : 2 V → R. In the following, x ∈ {0, 1} n and its corresponding subset will not be distinguished for notational convenience.
Different from the scenario of single-objective optimization, solutions may be incomparable in multi-objective maximization max (f 1 , f 2 , . . . , f m ), due to the conflicting of objectives. The domination-based comparison is usually adopted. For two solutions x and x , x weakly dominates x (i.e., x is better than x , denoted by
x and x are incomparable if neither x x nor x
x. As presented in Algorithm 3, the GSEMO starts from a random initial solution if z ∈ P such that z x then 7:
end if 9: until some criterion is met (lines 1-2), and iteratively improves the quality of solutions in the population P (lines 3-9). In each iteration, a parent solution x is selected from P uniformly at random (line 4), and used to generate an offspring solution x by bit-wise mutation (line 5), which flips each bit of x independently with probability 1/n. The offspring solution x is then used to update the population P (lines 6-8). If x is not dominated by any parent solution in P (line 6), it will be included into P , and meanwhile those parent solutions weakly dominated by x will be deleted (line 7). By this updating procedure, the solutions contained in the population P are always incomparable.
To employ the GSEMO, the problem Eq. (6) is transformed into a bi-objective maximization problem arg max x∈{0,1} n (f 1 (x), f 2 (x)),
where
Note that 1 denotes the all-1s vector (i.e., the whole set V ), implying that c(1) = c(V ) = v∈V c({v}) is a constant. Thus, the GSEMO is to maximize the distorted objective function f 1 and minimize the subset size |x| = n i=1 x i simultaneously. The setting of f 1 is inspired by the distorted greedy algorithm (i.e., Algorithm 1). When the GSEMO terminates, the best solution w.r.t. the original single-objective constrained problem Eq. (6) will be selected from the resulting population P as the final solution; that is, the solution with the largest f = g − c value satisfying the size constraint in P (i.e., arg max x∈P,|x|≤k f (x)) will be returned.
Note that bi-objective reformulation here is an intermediate process for solving single-objective constrained optimization problems, which has been shown helpful in several cases (Neumann and Wegener, 2006; Friedrich et al., 2010; Neumann et al., 2011; Qian et al., 2015) . What we focus on is still the quality of the best solution w.r.t. the original single-objective problem, in the population found by the GSEMO, rather than the quality of the population w.r.t. the reformulated bi-objective problem. Thus, the running time of the GSEMO is measured by the number of function evaluations until the best solution w.r.t. the original single-objective problem in the population reaches some approximation guarantee for the first time.
In this section, we prove the approximation guarantee of the GSEMO in Theorem 1, showing that the returned solution can obtain at least (1 − e −γ ) as much g as an optimal solution by paying the same cost. This reaches the best known guarantee, obtained by the distorted greedy algorithm (Harshaw et al., 2019) . As in previous analyses for non-monotone submodular optimization, e.g., (Buchbinder et al., 2014; Friedrich et al., 2019) , we may assume that there is a set D of k "dummy" items whose marginal contribution to any set is 0, i.e., ∀X ⊆ V : g(X) = g(X \D)∧c(X) = c(X \D).
Theorem 1. For maximizing monotone approximately submodular minus modular functions with a size constraint, i.e., solving the problem Eq. (6), the expected running time of the GSEMO until finding a solution x with |x| ≤ k and f (
, where γ denotes the submodularity ratio of g as in Eq. (5), and x * denotes an optimal solution of Eq. (6).
In the proof, we first derive the expected running time upper bound O(n 2 log n) of the GSEMO until finding the special solution 0, as shown in Lemma 1. The result actually can be applied to any situation where the GSEMO maximizes a bi-objective pseudo-Boolean problem with (−|x|) being one objective, and has been used in previous analyses, e.g., Theorem 2 of (Friedrich and Neumann, 2015) and Theorem 1 of . Here, we still give the proof for completeness.
Lemma 1. For maximizing monotone approximately submodular minus modular functions with a size constraint, i.e., solving the problem Eq. (6), the expected running time of the GSEMO until finding the all-0s solution 0 is O(n 2 log n).
Proof. According to the procedure of updating the population P in the GSEMO, the solutions maintained in P must be incomparable. Because two solutions with the same value on one objective are comparable, P contains at most one solution for each value of one objective. As f 2 (x) = −|x| can take values 0, −1, . . . , −n, it holds that |P | ≤ n + 1.
Let i = min{|x| | x ∈ P } denote the minimum number of 1-bits of the solutions in the population P , and x denote the corresponding solution, i.e., |x| = i. First, i will not increase, because solutions with more 1-bits cannot dominate x. Second, i can decrease in one iteration by selecting x in line 4 of Algorithm 3 and flipping only one 1-bit of x in line 5, occurring with probability (1/|P |)·(i/n)(1−1/n) n−1 ≥ i/(en(n+1)) due to uniform selection and bit-wise mutation. Note that the generated offspring solution x has (i − 1) number of 1-bits, and will be included into P , implying that i decreases by 1. Thus, the expected running time until i = 0 (i.e., finding the all-0s vector) is at most n i=1 en(n + 1)/i = O(n 2 log n). After finding the all-0s solution 0, we analyze the expected running time of the GSEMO until finding a solution with the desired approximation guarantee. This proof part is inspired by the analysis of the distorted greedy algorithm in (Harshaw et al., 2019) , and relies on Lemma 2, that for any x ∈ {0, 1} n with |x| < k, there always exists one item, whose inclusion can improve the objective f 1 by at least some quantity relating to g(x * ) and c(x * ).
Lemma 2.
For any x ∈ {0, 1} n with |x| < k, there exists one item v / ∈ x such that
where f 1 is defined in Eq. (7) , and k is the size constraint.
Evolutionary Computation Volume x, Number x
Proof. Let v * = arg max v∈V \x (1 − γ/k) k−|x|−1 (g(x ∪ {v}) − g(x)) − c({v}). Due to the existence of k dummy items and |x| < k, it holds that
where the second inequality holds by the definition of v * and ∀v ∈ x
the equality holds by the modularity of c, the third inequality holds by the definition of γ in Eq. (5) and the monotonicity of g, and the last inequality holds by x * ⊆ x ∪ x * and the monotonicity of g. This implies that
According to the definition of f 1 in Eq. (7), we have
where the second equality holds by |x ∪ {v * }| = |x| + 1 and the modularity of c, and the inequality holds by Eq. (8) . Thus, the lemma holds.
Proof of Theorem 1. After finding the solution 0, it will always be kept in the population P . This is because 0 has the largest f 2 value (i.e., f 2 (0) = 0), and no solution can weakly dominate it. To analyze the expected running time until reaching the desired approximation guarantee, we consider a quantity J max , which is defined as
It can be seen that J max = k implies that there exists one solution x in P satisfying that |x| ≤ k and
According to the definition of f 1 in Eq. (7) and |x| ≤ k, we have
Combining Eqs. (9) and (10) leads to
Thus, J max = k implies that there exists one solution x in P satisfying that |x| ≤ k and f (
; that is, the desired approximation guarantee is reached. Next, we only need to analyze the expected running time until J max = k.
As the population P contains the solution 0, which satisfies that |0| = 0 and f 1 (0) = (1 − γ/k) k g(0) ≥ 0, J max is at least 0. Assume that currently J max = i < k, implying that P contains solutions satisfying that |x| ≤ i and
Letx be the one with the largest f 1 value among these solutions, which is actually the solution with size at most i and the largest f 1 value in P . First, J max will not decrease. Ifx is deleted from P in line 7 of Algorithm 3, the newly included solution x must weakly dominatex, implying that |x | ≤ |x| and f 1 (x ) ≥ f 1 (x). Second, we analyze the expected running time required to increase J max . We consider such an event in one iteration of Algorithm 3:x is selected for mutation in line 4, and only one specific 0-bit corresponding to the item v in Lemma 2 is flipped in line 5. This event is called "a successful event", occurring with probability (1/|P |) · (1/n)(1 − 1/n) n−1 ≥ 1/(en(n + 1)) due to uniform selection and bit-wise mutation. Note that the size |P | of population is always no larger than n + 1, as shown in the proof of Lemma 1. According to Lemma 2, the offspring solution x generated by a successful event satisfies
We next consider two cases according to the value of |x|, satisfying |x| ≤ i.
(1) |x| = i. Combining Eqs. (11) and (12) leads to 
Note that |x | = |x| + 1 = i + 1. Then, x will be added into P ; otherwise, x must be dominated by one solution in P (line 6 of Algorithm 3), and this implies that J max has already been larger than i, contradicting with the assumption J max = i. After including x , J max ≥ i + 1, i.e., J max increases.
(2) |x| < i. It holds that |x | = |x| + 1 ≤ i, and by Eq. (12),
Note that x will be added into P ; otherwise, x must be dominated by one solution in P , contradicting with the definition ofx, which is the solution with size at most i and the largest f 1 value in P .
, J max increases. Otherwise, the solutionx now becomes x , and f 1 (x) increases by at least (γ/k)(1 − γ/k) k−1 g(x * ) + (1/k)(c(1) − c(x * )) according to Eq. (14) . Based on the above analysis, a successful event will either increase J max directly or increase f 1 (x) by at least (γ/k)(1 − γ/k) k−1 g(x * ) + (1/k)(c(1) − c(x * )). It is easy to see that f 1 (x) will not decrease due to the domination-based comparison. It is also known from Eq. (13) that f 1 (x) needs to increase at most (γ/k)(1 − γ/k) k−i−1 g(x * ) + (1/k)(c(1)−c(x * )) for increasing J max . Thus, the number of successful events required to increase J max is at most
A successful event occurs with probability at least 1/(en(n + 1)) in one iteration, implying that the expected running time of one successful event is at most en(n + 1). Thus, the expected running time for making J max ≥ i + 1 (i.e., increasing J max ) is at most (1 − γ/k) −i · en(n + 1).
To make J max = k, it is sufficient to increase J max from 0 to k step-by-step, implying that the expected running time until J max = k is at most
Combining the expected running time O(n 2 log n) for finding the solution 0 in Lemma 1, the total expected running time of the GSEMO for finding a solution x with |x| ≤ k and f (x) = g(x) − c(x) ≥ (1 − e −γ ) · g(x * ) − c(x * ) is O(n 2 (log n + k)). Thus, the theorem holds.
From the proof, we can find the reason of adding (|x|/k) · c(1) into f 1 in Eq. (7). The term (|x|/k) · c(1) can increase the benefit of adding a single item, and make the derived lower bound of the benefit in Lemma 2 positive. Without this term, the lower bound of the benefit in Lemma 2 will become (γ/k)(1 − γ/k) k−|x|−1 g(x * ) − c(x * )/k ≥ (γ/k)(1 − γ/k) k−1 g(x * ) − c(x * )/k, which is not necessarily positive, and the required increment on f 1 for J max increasing from i to (i + 1) will become (γ/k)(1 − γ/k) k−i−1 g(x * ) − c(x * )/k; thus, the analysis of Eq. (15) will fail.
Empirical Study
In this section, we empirically examine the performance of the GSEMO. We compare it with the best existing algorithms (Harshaw et al., 2019) : distorted greedy (i.e., Algorithm 1) and its stochastic version (i.e., Algorithm 2). The number of iterations of the GSEMO is arbitrarily set to ek 2 n . For the stochastic distorted greedy algorithm, we use two values of : 0.1 and 0.2. As the GSEMO and the stochastic distorted greedy algorithm are randomized algorithms, we repeat the run 20 times independently and report the average f values. All codes and data sets can be downloaded from https://github.com/paper2019/ApproxSub-Minus-Modular.
First, we test these algorithms on the application of Bayesian experimental design with costs (as presented in Definition 3), where the function g is approximately submodular. Note that as the exact computation of γ is difficult, its lower bound (1 + (s 2 /σ 2 )λ max (Σ)) −1 (where s = max i∈{1,2,...,n} v i 2 ) (Harshaw et al., 2019) will be used in the implementation of these algorithms.
The experimental setting is similar to that in (Harshaw et al., 2019) . We use the housing data set 1 with 506 instances and 14 features, i.e., n = 506 and d = 14. Each feature vector is normalized to have mean 0 and variance 1. The covariance matrix Σ of the Gaussian prior distribution of θ is set to ADA T , where each entry of A is randomly drawn from the standard Gaussian distribution N (0, 1) and D is a diagonal matrix with the i-th entry on the diagonal equal to (i/d) 2 . The cost c i is set to 0.8 · g({i}). We use σ ∈ {3d, 4d, 7d} to generate three instances with the lower bound of γ equal to 0.456, 0.567 and 0.800, respectively, representing different approximately submodular degrees.
The budget k is set from 5 to 20. The results are plotted in Figure 1 . Note that the distorted greedy algorithm and the stochastic distorted greedy algorithm with ∈ {0.1, 0.2} are denoted by DG, SDG(0.1) and SDG(0.2), respectively. It can be clearly observed that the GSEMO always performs the best. As expected, DG is better than SDG, and SDG becomes worse as increases. This is because to decrease the running time, a smaller set of candidate items is examined for selection in each iteration, which may degrade the performance. Note that the standard deviation of the GSEMO can be very small, which is because almost the same good solutions are found in 20 runs.
The GSEMO runs for ek 2 n iterations. We also want to examine how efficient the GSEMO can be in practice. Thus, we select DG and SDG for the baseline, and plot the curve of objective value over the running time for the GSEMO, as shown in Figure 2 . The budget k is set to 20. Note that the running time is considered in the number of objective function evaluations, and one unit on the x-axis corresponds to kn evaluations, the running time of DG. We can observe that the GSEMO quickly obtains a better f value. In fact, we find that the GSEMO can even be both better and faster than DG in Figures 2(a) and (c).
Next, we want to compare these algorithms in cases where the function g is submodular. For this purpose, we use the application of directed vertex cover with costs C. Qian (as presented in Definition 4), where the function g is exactly submodular. As g is submodular, γ = 1 is used when implementing the algorithms. We use three graphs 2 . email-Eu-core is a directed graph with 1,005 vertices and 25,571 edges, generated using email data from a large European research institution. Each vertex represents one person, and edge (u, v) means that person u sent at least one email to person v. frb45-21-mis and frb53-24-mis are two benchmark graphs for vertex cover. Each of them contains five instances, and we use the first one. frb45-21-mis contains 945 vertices and 59,186 edges, and frb53-24-mis contains 1,272 vertices and 94,227 edges. For these two benchmark graphs, each edge is treated as two directed edges. As in (Harshaw et al., 2019) , the weight of each vertex v is set to 1, i.e., ∀v ∈ V : w(v) = 1; the cost of each vertex v is set to 1 + max{d(v) − 6, 0}, i.e., ∀v ∈ V : c(v) = 1 + max{d(v) − 6, 0}, where d(v) denotes the out-degree of v.
The budget k is set to {10, 20, . . . , 100}. The results are plotted in Figure 3 , showing the same performance rank of the algorithms as observed for the application of Bayesian experimental design with costs. The curves in Figure 4 show that the GSEMO can achieve a better performance than distorted greedy algorithms by using a little more running time. Figure 3 : Comparison on the application of directed vertex cover with costs. The three data sets email-Eu-core, frb45-21-mis and frb53-24-mis are used to generate three problem instances. Note that γ is always 1. 
Conclusion
In this paper, we analyze the approximation performance of the GSEMO for solving the problem arg max X⊆V (f (X) = g(X) − c(X)) s.t. |X| ≤ k, where g is a non-negative monotone approximately submodular function and c is a non-negative modular function, and thus f can be non-monotone and non-submodular. We prove that using O(n 2 (log n + k)) expected running time, the GSEMO can find a subset X satisfying that |X| ≤ k and g(X) − c(X) ≥ (1 − e −γ ) · g(X * ) − c(X * ), where γ is the submodularity ratio of g and X * denotes an optimal subset. This reaches the best-known polynomial-time approximation guarantee, previously obtained by the distorted greedy algorithm. Experimental results on the applications of Bayesian experimental design and directed vertex cover show the superior performance of the GSEMO over the distorted greedy algorithm. Submodular optimization is originally defined for set functions, where a solution is a subset. Now it has been extended to the situations where a solution is a multiset or a sequence. Thus, it is expected to examine the performance of EAs for these extensions of submodular optimization. There has been some preliminary efforts toward this direction, e.g., (Qian et al., 2018a,b,d) . It is also interesting to study the behavior of EAs for submodular optimization under uncertain environments. For example, Roostapour et al. (2019) have proved that the GSEMO can maintain the approximation guarantee efficiently for monotone approximately submodular maximization with dynamic cost constraints.
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