Abstract
Introduction
Clustering can be considered the most important unsupervised learning problem [1] [2] [3] ; as every other problem of this kind, it deals with finding a structure in a collection of unlabeled data. So, the goal of clustering is to determine the intrinsic grouping in a set of unlabeled data. Clustering algorithms can be applied in many fields, for instance: Marketing; Biology; Libraries; Insurance; City-planning; Earthquake studies; WWW, etc.
The absence of supervision (in the form of explicit class labels for data instances) meant wider applicability of clustering algorithms. But it also made for a weakness, because it was impossible to offset the clustering algorithm's internal bias and direct it towards a particular type of solution. In this paper, we propose a novel clustering method and it outperforms other algorithms. The proposed algorithm has the following features: (1) It will accurately find clusters in scale free networks. ( 2) It will detect clusters of mixed shapes, including both cliques and stars. (3) It is fast. Its running time on a network with n nodes and m links is O(n), which is much faster than O(mdlogn) of the fastest modularity-based algorithm (Clauset, et al., 2004) . (4) It is a non-parametric algorithm. That means it can accomplish all the goals without requiring any input parameters. So theoretically it can be used to detect clusters in dynamic network.
The paper is organized as follows. We review the related work for network clustering algorithms in section 2. We formulize the notion of structure-connected clusters and also give the proposed clustering method as well as its complexity analysis in section 3. We give experimental results and evaluation of the algorithm in section 4. Finally, we present our conclusions and suggest future work in section 5.
Relation Work
Networks recently came to the focus of attention of the complex systems research. Indeed, most complex systems have an underlying network serving as a "backbone'' for their dynamical processes. The large-scale topological organization of a particular complex network is related to both its functional role and its historical background. Thus it is important to develop quantitative tools allowing one to detect and measure significant features in the topology of a given network..
Network clustering (or graph partitioning) is the division of a graph into a set of sub-graphs, called clusters. More specifically, given a graph G = {V, E}, where V is a set of vertices and E is a set of edges between vertices, the goal of graph partitioning is to divide G into k disjoint sub-graphs
for any i≠ j, and
The number of sub-graphs, k, may or may not be known as a priori. In this paper, we focus on simple, undirected, and unweighted graphs.
The problem of finding good clustering of networks has been studied for some decades in many fields, particularly computer science and physics. Here we review some of the more common methods.
The min-max cut method [4] seeks to partition a graph G = {V, E} into two clusters A and B. The principle of min-max clustering is minimizing the number of connections between A and B and maximizing the number of connections within each. A cut is defined the number of edges that would have to be removed to isolate the vertices in cluster A from those in cluster B. The min-max cut algorithm searches for the clustering that creates two clusters whose cut is minimized and while maximizing the number of remaining edges. A pitfall of this method is that, if one cuts out a single vertex from the graph, one will probably achieve the optimum. Therefore, in practice, the optimization must be accompanied with some constraint, such as A and B should be of equal or similar size, or |A|≈|B|. Such constraints are not always appropriate; for example, in social networks some communities are much larger than the others.
To amend the issue, a normalized cut was proposed [5] , which normalizes the cut by the total number connections between each cluster to the rest of the graph. Therefore, cutting out one vertex or some small part of the graph will no longer always yield an optimum.
Both min-max cut and normalized cut methods partition a graph into two clusters. To divide a graph into k clusters, one has to adopt a top-down approach, splitting the graph into two clusters, and then further splitting these clusters, and so on, until k clusters have been detected. There is no guarantee of the optimality of recursive clustering. There is no measure of the number of clusters that should be produced when k is unknown. There is no indicator to stop the bisection procedure.
Recently, modularity was proposed as a quality measure of network clustering [6, 7] . A greedy method based on a hierarchical agglomeration clustering algorithm is proposed in [8] . Guimera and Amaral [9] optimize modularity using simulated annealing. But modularity also has resolution limit in community detection. Finding the maximal modularity is then equivalent to looking for the ideal tradeoff between the number of terms in the sum, i.e., the number of modules, and the value of each term [10] .
To summarize, the network clustering methods discussed in this section aim to find clusters such that there are many connections between vertices within the same clusters and few without. The clusters are of various shapes such as cliques and stars, for example, in Protein-Protein Interactive (PPI) networks. While all these network clustering methods successfully find clusters probably including clique-shaped clusters, they are generally unable to identify star-shaped clusters that are common in scale free networks, including PPI networks.
Proposed Clustering Approach

Problem Definition and Formulation
We present our proposed clustering algorithm, in this section. The main idea of our clustering algorithm is based on the observation that nodes within a cluster have more links connecting to nodes of the same cluster. This cliquishness of nodes in clusters is used to define our cluster. We assume that the network is represented as an undirected graph G=<V, E>, where V is set of nodes and E is set of undirected pairs of nodes.
Given a graph G=<V,E>, neighborhood of v is a set of nodes that are directly connected to v, formally:
For any node v∈V, we measure the ability of v to attract neighbors. We call this ability "attractiveness", which is measured by the fraction of shared neighbors. Given a graph G=<V,E>, v,w∈V and w∈N(v), the attractiveness of v to w is measured by the fraction of neighbors of w and also neighbors of v, formally:
where • operator is the cardinality, i.e. the number of elements. The nominator is the cardinality of common neighbors plus v, because v is also a neighbor w. The sufficient condition for w, (w ∈ N(v)) to be in the same cluster as v is that the number of links from {w, N(w)} that connect to v must be more than half the total number of links radiating from w, formally: α(v, w) > 0.5. In this case, w is called a subordinate of v. w is a subordinate of v, if w is a neighbor of v and α(v, w) > 0.5. We call all subordinates of v the "subordinate neighborhood." The subordinate neighborhood of v is all the neighbors of v that are subordinates of v, formally:
For any natural number k (k∈ * and * = {1, 2,…}), k-subordinate neighbors of v are (k-1)-subordinates that satisfy the following condition:
where
We need to identify nodes that can form a cluster with their subordinate neighbors. This ability, we call it "charisma," can be measured by the fraction of subordinate neighbors in the neighborhood. The 1-charisma of v is the fraction of subordinate neighbors in the neighborhood, formally:
For any k ∈ *, k-charisma of v is the fraction of k-subordinate neighbors in (k-1)-subordinate neighbors, formally:
where χ
The maximal k-charisma is the charisma, which measures the ability of a node to build a cluster with its k-subordinate neighborhood. For any k ∈ *, the maximal k-charisma is the charisma, formally:
In graph theory, a path is a sequence of nodes such that from each of its nodes, there is a link to the next nodes in the sequence. Given a graph G=<V, E>, a path, p, is a sequence of nodes p=<v 1 A cliquishness set is a set of nodes where more than half of its links connects to nodes in the same set. Given a graph G=<V,E>, a set C ⊆ V is cliquish if ∀ v∈C, more than 50% of the neighbors of v, N(v) are members of C, formally:
A set of nodes, C ⊆ V, is a connected cliquish set if: (1) (Connectedness): there is a path between any pair of nodes in C; (2) (Cliquishness): for every node v in C, above 50% of N(v) are members of C, formally:
For a given graph, a cluster is set of nodes that are connected, cliquish, as well as maximal in terms of connectedness and cliquishness.
A cluster is a connected cliquish set C, which is maximal (Maximality), i.e., there is no superset D, D⊃C, which satisfies both connectedness and cliquishness. We want to find nodes that can build a cluster with its k-subordinate neighbors. If a node can form a cluster with all its k-subordinate neighbors, we call it k-core. A formal definition of k-core is as follows: For any k and i ∈ *, a node v is a k-core if it satisfies both of the following conditions: (1) ( )
We call k the core-level of v. The first condition above implies all subordinate neighbors of v being cliquish. The second condition implies over 50% of v's neighbors are cliquish, too. Therefore, v can build a cluster with its subordinate neighbors.
There may be nodes not belonging to any clusters due to the violation of either connectedness or cliquishness of a cluster definition. We call them "nonmembers" because they are not members of any cluster, and they are either isolated (called outliers) or connect multiple clusters with cliquishness to any of them less than or equal to 50%(called hubs).
Proposed Algorithm
In this section, we describe the proposed algorithm, which implements the search for clusters in a network or graphs. The clusters have to satisfy connectedness, cliquishness, and maximality conditions based on our cluster definition. The general process of the proposed Algorithm(named NovelCluster) includes four steps:
Step 1: All nodes in V are marked as unclassified.
Step 2: Calculate core levels for all nodes. For all v∈V, test if v is a k-core in terms of ( ) 1 ( ) ( ) 0.5 Step4: Maximally expanding C with its neighbors, it is a breadth-first-expansion of the current cluster.
Step 4.1: For all neighbors of C, if v is unclassified, insert candidate v into queue Q. The clustering procedure repeated for all core-levels in ascending order until all k-cores are examined. After the clustering procedure is finished, the unclassified nodes can be further classified as either outliers or hubs. Some application does not allow outliers or hubs. In this case, we can assign all nonmembers to clusters based on the number of links to the clusters weighted by the charisma. The core's charisma is 1 based on our definition.
From above, we can draw the following three conclusions:
(1) The discovered clusters by the algorithm satisfy all conditions in our cluster definition: connectedness, cliquishness, and maximality;
(2) The results of the algorithm do not depend on the order of processed vertices, i.e. the obtained clustering of network (number of clusters and association of cores to clusters) is deterministic; (3) It is clear that the proposed algorithm doesn't require any input parameter, which is advantageous for dynamic networks, where it would be difficult to find a parameter due to the dynamic nature of the network. The dynamic version remains as our future work.
Complexity Analysis
In this section, we present an analysis of the computation complexity of the proposed algorithm. Given a graph with m edges and n vertices, the proposed method first finds all structure-connected clusters w.r.t. a given parameter setting by checking each vertex of the graph. This entails retrieval of all the vertex's neighbors. Using an adjacency list, a data structure where each vertex has a list of which vertices it is adjacent to, the cost of a neighborhood query is proportional to the number of neighbors, that is, the degree of the query vertex. Therefore, the total cost is O (deg(v 1 )+deg(v 2 )+…deg(v n ) ), where deg(v i ) is the degree of vertex v i , i = 1,2,…,n. If we sum all the vertex degrees in G, we count each edge exactly twice: once from each end. Thus the running time is O(m).
We also derive the running time in terms of the number of vertices, should the number of edges be unknown. In the worst case, each vertex connects to all the other vertices for a complete graph. In the worst case the graph is complete and the running time is O(n(n-1) ), or O(n 2 ). However, real networks are generally sparse with a power law degree distribution [11] . The expected number of neighobors is a constant [12] . For these networks the running time will be in liner proportion to the number of vertices in the graph, i.e. O (|V|).
In the following we derive the complexity for an average case, for which we know the probability distribution of the degrees. One type of network is the random graph, studied by Erdös and Rényi [13] . Random graphs are generated by placing edges randomly between vertices. Random graphs have been employed extensively as models of real world networks of various types, particularly in epidemiology. The degree of a random graph has a Poisson distribution:
which indicates that most nodes have approximately the same number of links (close to the average degree E(k)=z). In the case of random graphs the complexity of the proposed algorithm is O(n). Therefore, the complexity in terms of the number of edges in the graph for the proposed algorithm is in general linear. The complexity in terms of the number of vertices is quadratic in the worst case of a complete graph. For real networks like social networks, biological networks and computer networks, the proposed algorithm expects linear complexity with respect to the number of vertices. This is confirmed by our empirical study described in the next section.
Experiment Results and Evaluation
In this section we evaluate the algorithm using both synthetic and real datasets. The performance of the proposed algorithm is compared with FastModularity, a fast modularity-based network clustering algorithm proposed by Clauset et al in [8] , which is faster than many competing algorithms: its running time on a graph with n vertices and m edges is O(mdlog n) where d is the depth of the dendrogram describing the hierarchical cluster structure. We implemented the new algorithm in C++. We used the original source code of FastModularity by Clauset et al [14] .
The real dataset we examine is the 2006 NCAA Football Bowl Subdivision (formerly Division 1-A) football schedule. This example is inspired by the set studied by Newman and Girvan [6] , who consider contests between Div. 1-A teams in 2000. Our set is more complex, considering all contests of the Bowl Subdivision Figure 1 . NCAA Football Bowl Subdivision Schedule Clustered by the Proposed Algorithm schools including those against schools in lower divisions. Figure 1 shows this network with schools in the same conference identified by color using the proposed method. Figure 2 is the similar result using the FastModularity Algorithm. From Figure 1 and Figure 2 , we can see the proposed method can detect outliers, but the FastModularity algorithm just classify these outliers into different clusters.
We also empirically compared running time of all clustering algorithms. The experimental results demonstrated that the proposed algorithm is much faster with a linear running time in terms of the size of networks. The running time for FastModularity and the proposed algorithm on the synthetic graphs are plotted in Figure 3 and Figure 4 . Figure 4 shows that the performance of the proposed method is in fact linear w.r.t to the number of vertices and the number of edges, which is much faster than the fastest modularity-based algorithm in Figure 3 .
To evaluate the ability to detect clusters of various shapes, we generate synthetic networks, consisting of both cliques and stars. One example of the networks is shown in Figure 5 to Figure 7 . The clustering result of the proposed method ( Figure 5 ), SCAN [12] (Figure 6 )), and CMN [4] (Figure 7 ) is plotted using colors to represent clusters. The results demonstrate that only the proposed method can accurately detect both star-and clique-shaped clusters simultaneously. 
Conclusions and Future Work
In this paper, we propose a novel structural clustering method for graphs/networks. Through theoretical analysis and extensive experiments, we can conclude that the proposed method is significantly more accurate and efficient than other algorithms, especially in detecting the star-shaped clusters that are common in scale free networks, including PPI networks.
Data clustering is a field of active research in machine learning and data mining. Most of the work has focused on static data sets. There has been little work on clustering of dynamic data. In the future, we will study clustering algorithm on dynamic data set as a set of elements whose parameters change over time. A flock of flying birds is an example of a dynamic data set. We will be interested in exploring algorithms are capable of finding relationships among the elements in a dynamic data set.
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