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Abstract— In this paper, we consider the problem of con-
trolling an underactuated system in unknown, and potentially
adversarial environments. The emphasis will be on autonomous
aerial vehicles, modelled by Dubins dynamics. The proposed
control law is based on a variable integrator via online
prediction for target tracking. To showcase the efficacy of our
method, we analyze a pursuit evasion game between multiple
autonomous agents. To obviate the need for perfect knowledge
of the evader’s future strategy, we use a deep neural network
that is trained to approximate the behavior of the evader based
on measurements gathered online during the pursuit.
I. INTRODUCTION
Output tracking in dynamical systems, such as robots,
flight control, economics, biology, cyber-physical systems,
is the practice of designing decision makers which ensure
that a system’s output tracks a given signal [1], [2].
Well-known existing methods for nonlinear output reg-
ulation and tracking include control techniques based on
nonlinear inversions [3], high-gain observers [4], and the
framework of model predictive control (MPC) [5], [6].
Recently a new approach has been proposed, based on
the Newton-Raphson flow for solving algebraic equations
[7]. Subsequently it has been tested on various applications
including controlling an inverted pendulum, and position
control of platoons of mobile robotic vehicles [8], [9]. While
perhaps not as general as the aforementioned established
techniques, it seems to hold out promise of efficient com-
putations and large domains of stability.
The successful deployment of complex control systems
in real world applications increasingly depends on their
ability to operate on highly unstructured – even adversarial
– settings, where a-priori knowledge of the evolution of
the environment is impossible to acquire. Moreover, due to
the increasing interconnection between the physical and the
cyber domains, control systems become more intertwined
with human operators, making model-based solutions fragile
to unpredictable. Towards that, methods that augment low-
level control techniques with intelligent decision making
mechanisms have been extensively investigated in [10]. Ma-
chine learning [11], [12], offers a suitable framework to
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allow control systems to autonomously adapt by leveraging
data gathered from their environment. To enable data-driven
solutions for autonomy, learning algorithms use artificial
neural networks (NNs); classes of functions that, due to
properties that stem from their neurobiological analogy,
offer adaptive data representations and prediction based on
external observations.
NNs have been used extensively in control applications
[13], both in open-loop and closed-loop fashion. In closed-
loop applications, NNs have been utilized as dynamics ap-
proximators, or in the framework of reinforcement learning,
in enabling online solution of the Hamilton-Jacobi-Bellman
equation [14]. However, the applicability of NNs in open-
loop control objectives is broader, due to their ability to
operate as classifiers, or as nonlinear function approximators
[15].
The authors of [13] introduced NN structures for system
identification as well as adaptive control. Extending the
identification capabilities of learning algorithms, the authors
of [16] introduce a robustification term that guarantees
asymptotic estimation of the state and the state derivative.
Furthermore, reinforcement learning has received increas-
ing attention since the development of methods that solve
optimal control problems for continuous time control sys-
tems online without the knowledge of the dynamics [17].
Prediction has been in the forefront of research conducted
on machine learning. Learning-based attack prediction was
employed both in [18] and [19] in the context of cyber-
security, and [20] utilized NNs to solve a pursuit evasion
game by constructing both the evader’s and the pursuer’s
strategies offline using pre-computed trajectories. Recently,
authors of this paper have applied NN for on-line model
construction in a control application [21].
This paper applies an NN technique to the pursuit-evasion
problem investigated in [22], which is more challenging
than the problem addressed in [21]. The strategies of both
pursuers and evader are based on respective games. In Ref.
[22], the pursuers know the game of the evader ahead of time,
and an MPC technique is used to determine their trajectories.
In this paper the pursuers do not have an a-priori knowledge
of the evader’s game or its structure, and they employ an NN
in real time to identify its input-output mapping. We use our
tracking-control technique [7] rather than MPC, and obtain
similar results to [22]. Furthermore, the input to the system
has a lesser dimension that its output, and hence the control
is underactuated. We demonstrate a way of overcoming this
limitation, which may have a broad scope in applications.
The rest of the paper is structured as follows. Section II
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Fig. 1. Basic control system scheme.
describes our proposed control technique and some prelim-
inary results on NN, and it formulates the pursuers-evader
problem. Section III describes results on model-based and
learning-based strategies. Simulation results are presented
in Section IV. Finally, Section V concludes the paper and
discusses directions for future research.
II. PRELIMINARIES AND PROBLEM FORMULATION
A. Tracking Control Technique
This subsection recounts results published in our previous
work in which prediction-based output tracking was used for
fully-actuated systems [7]–[9]. Consider a system as shown
in Figure 1 with rptq P Rm, yptq P Rm, uptq P Rm, and
eptq :“ rptq ´ yptq. The objective of the controller is to
ensure that
lim
tÑ8 ||rptq ´ yptq|| ă ε, (1)
for a given (small) ε P R`.
To illustrate the basic idea underscoring the controller, let
us first assume that (i) The plant subsystem is a memoryless
nonlinearity of the form
yptq “ gpuptqq, (2)
for a continuously-differentiable function g : Rm Ñ Rm,
and (ii) the target reference trptq : t P r0,8qu is a constant,
rptq ” r for a given r P Rm.1 These assumptions will be
relaxed later. In this case, the tracking controller is defined
by the following equation,
9uptq “
´ Bg
Bu puptqq
¯´1`
r ´ yptq˘, (3)
assuming that the Jacobian matrix BgBu puptqq is nonsingular at
every point uptq computed by the controller via (3). Observe
that (3) defines the Newton-Raphson flow for solving the
algebraic equation r ´ gpuq “ 0, and hence (see [7], [8])
the controller converges in the sense that limtÑ8
`
rptq ´
yptq˘ “ 0. Next, suppose that the reference target is time-
dependent, while keeping the assumption that the plant is
a memoryless nonlinearity. Suppose that trptqu is bounded,
continuous, piecewise-continuously differentiable, and t 9rptqu
is bounded. Define
η :“ lim sup
tÑ8
|| 9rptq||, (4)
then (see [8]), with the controller defined by (3), we have
that
lim
tÑ8 ||rptq ´ yptq|| ď η. (5)
1Henceforth we will use the notation txptqu For a generic signal
txptq, t P r0,8qu, to distinguish it from its value at a particular point
t, xptq.
Note that Eqs. (2) and (3) together define the closed-loop
system. Observe that the plant-equation (2) is an algebraic
equation while the controller equation (3) is a differential
equation, hence the closed-loop system represents a dynam-
ical system. Its stability, in the sense that typtqu is bounded
whenever trptqu and t 9rptqu are bounded, is guaranteed by
(5) as long as the control trajectory tuptqu does not pass
through a point uptq where the Jacobian matrix BgBu puptqq is
singular.
Finally, let us dispense with the assumption that the plant
subsystem is a memoryless nonlinearity. Instead, suppose
that it is a dynamical system modeled by the following two
equations,
9xptq “ fpxptq, uptqq, xp0q :“ x0 (6)
yptq “ hpxptqq, (7)
where the state variable xptq is in Rn, and the functions
f : RnˆRm Ñ Rn and h : Rn Ñ Rm satisfy the following
assumption.
Assumption 1. (i). The function f : Rn ˆ Rm Ñ Rn is
continuously differentiable, and for every compact set Γ Ă
Rm there exists K P R` such that, for every x P Rn and
u P Γ, ||fpx, uq|| ď K`||x|| ` 1˘. (ii). The function h :
Rn Ñ Rm is continuously differentiable. l
This assumption ensures that whenever the control signal
tuptqu is bounded and continuous, the state equation (6) has
a unique solution xptq on the interval t P r0,8q.
In this setting, yptq is no longer a function of uptq, but
rather of xptq which is a function of tupτq : τ ă tu.
Therefore (2) is no longer valid, and hence the controller
cannot be defined by (3). To get around this conundrum
we pull the feedback not from the output yptq but from a
predicted value thereof. Specifically, fix the look-ahead time
T P R`, and suppose that at time t the system computes
a prediction of ypt ` T q, denoted by y˜pt ` T q. Suppose
also that y˜pt ` T q is a function of pxptq, uptqq, hence can
be written as y˜pt ` T q “ gpxptq, uptqq, where the function
g : Rn ˆ Rm Ñ Rm is continuously differentiable.
Now the feedback law is defined by the following equa-
tion,
9uptq “
´ Bg
Bu pxptq, uptqq
¯´1`
rpt` T q ´ gpxptq, uptqq˘. (8)
The state equation (6) and control equation (8) together
define the closed-loop system. This system can be viewed
as an pn`mq-dimensional dynamical system with the state
variable pxptqT, uptqTqT P Rn`m and input rptq P Rm. We
are concerned with a variant of Bounded-Input-Bounded-
State (BIBS) stability whereby if trptqu and t 9rptqu are
bounded, txptqu is bounded as well. Such stability no-longer
can be taken for granted as in the case where the plant is a
memoryless nonlinearity.
We remark that a larger T means larger prediction errors,
and these translate into larger asymptotic tracking errors. On
the other hand, an analysis of various second-order systems
in [7] reveals that they all were unstable if T is too small, and
stable if T is large enough. It can be seen that, a requirement
for a restricted prediction error can stand in contradiction
with the stability requirement. This issue was resolved by
speeding up the controller in the following manner. Consider
α ą 1, and modify (8) by multiplying its right hand side by
α, resulting in the following control equation:
9uptq “ α
´ Bg
Bu pxptq, uptqq
¯´1`
rpt` T q ´ gpxptq, uptqq˘.
It was verified in [7]–[9], that regardless of the value of
T P R`, a large-enough α stabilizes the closed-loop system.2
Furthermore, if the closed-loop system is stable then the
following bound holds,
lim sup
tÑ8
||rptq ´ y˜ptq|| ď η
α
, (9)
where η is defined by (4). Thus, a large gain α can stabilize
the closed-loop system and reduce the asymptotic tracking
error.
B. Problem Formulation
In an attempt to broaden the application scope of the
control algorithm, underactuated systems such as the fixed-
wing aircraft are explored, which are widely used in the
domain of aerospace engineering. The behavior of a fixed
wing aircraft at constant elevation can be approximated by
a planar Dubins vehicle with 3 states [23] @t ě 0,
9zp1ptq “ V p cos θpptq,
9zp2ptq “ V p sin θpptq,
9θpptq “ uptq,
where pzp1ptq, zp2ptqqT denotes the planar position of the
vehicle, θpptq its heading and uptq the angular acceleration,
constrained as, ‖u‖ ď umax. The input saturation enforces
a minimum turning radius equal to V0{umax. For testing
the efficacy of the controller for the underactuated system,
henceforth referred to as the pursuer, it is tasked with
tracking an evading vehicle, modeled as a single integrator,
with dynamics as follows:
d
dt
„
ze1ptq
ze2ptq

“
«
V e cos θe
V e sin θe
ff
,
where pze1ptq, ze2ptqqJ denote the planar position of the
evader, and V e is its speed. We consider two cases; one
where the evader is agnostic to the pursuer and follows
a known trajectory and the other where the the evader is
adversarial in nature and its trajectory is not known to
the pursuer. The next section will provide two solutions
for the problem of estimating the evader’s trajectory based,
respectively, on a model-based approach and a learning-
based approach.
2This statement seems to have a broad scope, and does not require the
plant to be a minimum-phase system.
III. PREDICTIVE FRAMEWORK
A. Model-Based Pursuit Evasion
The considered system is underactuated because the pur-
suer’s position, pzp1ptq, zp2ptqqJ, is two-dimensional while it is
controlled by an one-dimensional variable, uptq. This raises
a problem since the application of the proposed tracking
technique requires the control variable and system’s output
to have the same dimension. To get around this difficulty,
we define a suitable function F : R2 Ñ R` and set
gpxptq, uptqq :“ şt`T
t
F py˜ppτq ´ y˜epτqqdτ where y˜ppτq and
y˜epτq are the predicted position of the pursuer and the evader
at time τ ; we apply the Newton-Raphson flow to the equation
gpxptq, uptqq “ 0. The modified controller becomes
9uptq “ ´α
´ Bg
Bu pxptq, uptqq
¯´1`
gpxptq, uptqq˘, t ě 0.
(10)
Since gpx, uq is a scalar, the modified algorithm works
similar to the base case.
Assume general nonlinear system dynamics as in (6) with
output described in (7). The predicted state trajectory is
computed by holding the input to a constant value over
the prediction horizon, given by the following differential
equation:
9ξpτq “ fpξpτq, uptqq, τ P rt, t` T s, (11)
with the initial condition ξptq “ xptq as shown in [7]. The
predicted output at τ is y˜ppτq “ hpξpτqq. Furthermore, by
taking the partial derivative of (11) with respect to u(t), we
obtain
9Bξ
Bu pτq “
Bf
Bξ pξpτq, uptqq
Bξ
Bu pτq `
Bf
Bu pξpτq, uptqq, (12)
with the initial condition BξBu ptq “ 0. The above is a
differential equation in BξBu pτq; τ P rt, t ` T s and (11) and
(12) can be solved numerically. Finally, the values of gpx, uq
and BgBu px, uq can be substituted in (10) to get the control law.
In the next section, results are presented for an agnostic
as well as an adversarial pursuer- evader system. However,
as mentioned above, in the adversarial problem formulation,
the trajectory of the evader is not known in advance, which
can be overcome in two ways.
In the first approach, the pursuer(s) use game theory to
predict the approximate direction of evasion. As mentioned
in [24], in the case of single pursuer, the evader’s optimal
strategy is to move along the line joining the evader and
pursuer’s position, if the pursuer is far enough. When the
distance between the pursuer and the evader reduces to the
turning radius of the pursuer, the evader switches strategies
and enters into the non-holonomic constraint region of the
pursuer. This can be represented as follows:
θE “
$’’’’&’’’’%
arctan
ˆ
ze2ptq´zp2 ptq
ze1ptq´zp1 ptq
˙
, d ą RP ,
arctan
ˆ
ze2ptq´zp2 ptq
ze1ptq´zp1 ptq
˙
˘ pi{2, d ď RP .
(13)
Here θE is the expected evasion angle of the evader and d
is the distance between the pursuer and evader,
If there are multiple pursuers, it is assumed that the evader
follows the same strategy by considering only the closest
pursuer. It is notable that this will not provide the pursuers a
correct prediction of the evader’s motion as they do not know
about the goal seeking behavior mentioned above. However,
it gives a good enough approximation of the pursuer’s motion
that the algorithm can be used for tracking.
The second approach involves learning the evader’s be-
havior over time using NN. The pursuers take their positions
and the position of the evader as input and the NN gives the
estimated evasion direction as the output after training.
To showcase the efficacy of our method, we consider a
pursuit evasion problem, involving multiple pursuing agents.
Such problems are typically formulated as zero-sum dif-
ferential games [24]. Due to the difficulty of solving the
underlying Hamilton-Jacobi-Isaacs (HJI) equations [25] of
this problem, we shall utilize the method described in II-A
to approximate the desired behavior. Furthermore, we show
that augmenting the controller with learning structures in
order to tackle the pursuit evasion problem without explicit
knowledge of the evader’s behavior is straightforward.
In order to formulate the pursuit evasion problem, we
define a global state space system consisting of the dynamics
of the pursuers and the evader. For ease of exposition, the
analysis will focus on the 2-pursuer, 1-evader problem, since
extending the results to multiple pursuers is straightforward.
The global state dynamics become,
d
dt
»————————————–
z
p1
1 ptq
z
p1
2 ptq
θp1ptq
z
p2
1 ptq
z
p2
2 ptq
θp2ptq
ze1ptq
ze2ptq
fiffiffiffiffiffiffiffiffiffiffiffiffifl
“
»————————————–
V p1 cos θp1
V p1 sin θp1
up1
V p1 cos θp2
V p2 sin θp2
up2
V e cos θe
V e sin θe
fiffiffiffiffiffiffiffiffiffiffiffiffifl
, (14)
where the subscripts indicate the autonomous agent. For
compactness, we denote the global state vector as xptq P R8,
the pursuers’ control vector uptq P R2, and the nonlinear
mapping described by the right-hand side of (14). Thus,
given the initial states of the agents x0 P R8, the evolu-
tion of the pursuit evasion game is described by 9xptq “
fpxptq, u, ueq, xp0q “ x0, t ě 0.
Subsequently, this zero-sum game can be described as a
minimax optimization problem through the cost index,
Jpx, u, ueq “
ż 8
0
e´γtLpxqdt
:“
ż 8
0
e´γt
ˆ
β1pd21 ` d22q ` β2 d
2
1d
2
2
d21 ` d22
˙
dt,
(15)
where di “
apzi1 ´ zeq2 ` pzi2 ´ ze2q2, i P tp1, p2u is the
distance between the i-th pursuer and the evader, β1, β2 P
R` are user defined contants, and γ P R` is a discount
factor. The first term ensures that the pursuers remain close
to the evader, while the second term encourages cooperation
between the agents. The cost decreases exponentially to
ensure that the integral has a finite value in the absence of
equilibrium points.
Let V pxq : R8 Ñ R be a smooth function quantifying the
value of the game when specific policies are followed starting
from state xptq. Then, we can define the corresponding
Hamiltonian of the game as,
H
`
x, u, ue,
BV
Bx
˘ “ Lpxq ` BVBx Tfpx, u, ueq ` γV. (16)
The optimal feedback policies u‹pxq, u‹epxq of this game
are known to constitute a saddle point [25] such that,
u‹pxq “ arg min
u
Hpx, u, ueq, (17)
u‹epxq “ arg max
ue
Hpx, u, ueq. (18)
Under the optimal policies (17),(18), the HJI equation is
satisfied,
H
`
x, u‹, u‹e,
BV
Bx
‹˘ “ 0. (19)
Evaluating the optimal pursuit policies, yields the singular
optimal solutions described by, Vθp1u1 “ Vθp2u2 “ 0, where
Vxi is the partial derivative of the value function with respect
to the state xi, calculated by solving (19). To obviate the
need for bang-bang control, as is derived by (17) and (18)
we shall employ the predictive tracking technique described
in Section II-A to derive approximate, easy to implement,
feedback controllers for the pursuing autonomous agents.
Furthermore, by augmenting the predictive controller with
learning mechanisms, the approximate controllers will have
no need for explicit knowledge of u‹epxq, the evader’s policy.
The following theorem presents bounds on the optimality
loss induced by the use of the look-ahead controller approx-
imation.
Theorem 1. Let the pursuit evasion game evolve according to
the dynamics given by (14), where the evader is optimal with
respect to (15) and the pursuers utilize the learning-based
predictive tracking strategy given (10). Then, the tracking
error of the pursuers and the optimality loss due to the use
of the predictive controller are bounded if D∆¯ P R`, such
that, ∆pxptq, uˆptq, uˆptqeq ď ∆¯, @t ě 0, where ∆px, uˆ, uˆeq “
Vxevepcos uˆe ´ cosu‹e q ` Vyevepsin uˆe ´ sinu‹e q ` Vθp1pu‹1 ´
uˆ1q ` Vθp2pu‹2 ´ uˆ2q, with Vξ denoting the partial derivative
of the game value with respect to the state component ξptq.
Proof: Consider the Hamiltonian function when the ap-
proximate controller, denoted uˆptq and the NN-based pre-
diction of the evader’s policy, uˆeptq are used,
Hpx, uˆ, uˆeq “ Lpxq `
`BV
Bx
˘T
fpx, uˆ, uˆeq ` γV. (20)
Taking into account the nonlinear dynamics of the system
(14), one can rewrite (20) in terms of the optimal Hamil-
tonian as,Hpx, uˆ, uˆeq “ Hpx, u‹, u‹e q ` ∆puˆ, uˆeq, where
Hpx, u‹, u‹e q “ 0 is the HJI equation that is obtained after
substituting (17) and (18) in (16). Now, take the orbital
derivative of the value function along the trajectories using
the approximate controllers as, 9V “ ` BVBx ˘Tfpx, uˆ, uˆeq.
Substituting (20) yields 9V “ ´Lpxq ´ γV ` ∆px, uˆ, uˆeq.
Thus, since Lpxq ą 0, @x P R8zt0u,
9V ă ´γV `∆px, uˆ, uˆeq ñ 9V ă ´γV ` ∆¯.
Hence for V ě ∆¯{γ, we have 9V ď 0. Thus tx P
R8 | V pxq ď ∆¯{γu is a forward invariant set, which implies
that the tracking error and the optimality loss over any finite
horizon is bounded.
Remark 1. Note that we do not use optimal control or MPC
to solve the pursuit evasion problem. Instead, the controller
is governed by (10), which is simple to implement and has
low computational complexity. l
B. Deep Learning-Based Pursuit Evasion
A deep NN, consisting of L ą 2 hidden layers, describes
a nonlinear mapping between its input space Rn and output
space Rp. Each layer receives the output of the previous
layer as an input and, subsequently, feeds its own output to
the next layer. Each layer’s output consists of the weighted
sum of its input alongside a bias term, filtered through an
application-specific activation function [11].
Specifically, let Rnl be the input space of a specific layer,
and Rpl the corresponding output space. Then the layer’s
output is,
Yipxq “ σ
ˆ nlÿ
j“1
vijXj ` vi0
˙
, i “ 1, 2, . . . , pl,
where X 1 “ “X1 . . . Xnl‰T P Rnl is the input vector,
gathered from training data or from the output of previous
layers, vij P R is a collection of nl weights for each layer,
vi0 P R the bias term and σ : Rnl Ñ R is the layer’s
activation function. We note that it is typical to write the
output of layer compactly, with slight abuse of notation, as,
Y “ σpW Tσ1pXqq, (21)
where Y “ “Y1 . . . Ypl‰ P Rpl , W “ “vij‰ P Rpnl`1qˆpl
and σ1 : Rn1l Ñ Rnl is the activation function of the previous
layer, taking as input the vector X “
”
X 1T 1
ıT
.
It is known [26], that two-layer NNs possess the universal
approximation property, according to which, any smooth
function can be approximated arbitrarily close by an NN
of two or more layers. Let S Ă Rn be a simply connected
compact set and consider the nonlinear function κ : SÑ Rp.
Given any b ě 0, there exists a NN such structure such that,
κpxq “ σ`W Tσ1pxq˘` , @x P S,
where }} ď b. We note that, typically, the activation
function of the output layer σp¨q is taken to be linear.
Evaluating the weight matrix W in a network is the main
concern of the area of machine learning. In this work, we em-
ploy the gradient descent based backpropagation algorithm.
Given a collection of Nd training data, stored in the tuple
txk, κkuk, where xk P Rn, κk P Rp, @k “ 1, . . . , Nd, we
denote the output errors as rk “ κpxkq´κk. Then, the update
equation for the weights at each optimization iteration tk is
given by,
wijptk ` 1q “ wijptkq ´ η Bpr
T
krkq
Bwij , @tk P N, (22)
where η P R` denotes the learning rate. We note that the
update index tk need not correspond to the sample index
k, since different update schedules leverage the gathered
data in different ways [26]. It can be seen that in order
for the proposed method to compute the pursuers’ control
inputs, an accurate prediction of the future state of the evader
is required. However, this presupposes that the pursuers
themselves have access to the evader’s future decisions; an
assumption that is, in most cases, invalid. Thus, we augment
the pursuers’ controllers with a NN structure, that learns to
predict the actions of the evader, based on past recorded data.
Initially, we assume that the evader’s strategy is com-
puted by a feedback algorithm, given her relative posi-
tion to the pursuers. This way, the unknown function we
wish to approximate is f : R2N Ñ R2, with, ue “
fpδzp11 , δzp12 , . . . , δzpN1 , δzpN2 q, where, pδzpi1 , δzpi2 q denote
the distance of pursuer i to the evader in the X and Y axes,
respectively. In order to train the network, we let the pursuers
gather data regarding the fleet’s position with respect to
the evader, as well as her behavior over a predefined time
window Tl ą 0.
Remark 2. Increasing the time window Tl will allow the
pursuers to gather more training data for the predictive
network. However, this will not only increase the com-
putational complexity of the learning procedure, but will
make the pursuers more inert to sudden changes in the
evader’s behavior. Simulation results corroborate our choice
of training parameters. l
Subsequently, we denote by uˆepxq, the current prediction
function for the evader’s strategy, i.e., uˆepxq “ σ`Wˆ Tσˆ1pχq˘,
where χ “ “δz1 δy1 . . . δxN δyN ‰ P R2N , Wˆ
denotes the current weight estimate of the NNs output
layer, and σˆ1p¨q is the current estimate of the hidden layers,
parametrized by appropriate hidden weights.
Remark 3. While the learning algorithm for the evader’s
behavior operates throughout the duration of the pursuit, thus
making the approximation weights time-varying, we suppress
their explicit dependence on time since the process is open-
loop, in the sense that the system is learning in batches,
rather that in a continuous fashion. l
IV. SIMULATION RESULTS
This section presents results for the problems briefly
described in the previous section. First, the agnostic evader
case is considered followed by the adversarial case. For
the second case, single and multiple pursuer systems are
considered separately. The controller is implemented on a
Dubins vehicle. For the purpose of tracking, we define the
system output to be yi “ “zi1 zi2‰T, i P tp1, p2, eu.
A. Single Pursuer - Agnostic Target
In this subsection, the controller is tested on a Dubins
vehicle with the task of pursuing an agnostic target moving
along a known trajectory. Since the vehicle has a constant
speed and an input saturation is enforced, it has an inherent
minimum turning radius. For this simulation, we set V p “
2 m/s and the input saturation is first set to pi2 rad/s and then
to 2pi rad/s. The evader moves along two semicircular curves
with a constant speed which is less than V p.
As a consequence, when the pursuer catches up to the
evader, it overshoots and has to go around a full circle to
again start tracking. Naturally, lower turning radius translates
to better tracking as the vehicle can make “tighter” turns.
This can be seen when comparing the trajectories of the
vehicle in Figure 2 with Figure 4. For the same trajectory
of the evader, the tracking performance is far better in the
second case. Once the pursuer catches up to the target, the
maximum tracking error in the first case is approximately
4 meters and only 1 meter in the second case, shown in
Figures 3 and 5. This is consistent with the fact that the
ratio of the turning radii is 4 : 1.
B. Single Pursuer - Adversarial Evader
The pursuer is again modelled as a Dubins vehicle, while
the evader is modelled as a single integrator with a maximum
velocity less than the speed of the pursuer. Hence, while the
pursuer is faster, the evader is more agile, and can instantly
change its direction of motion. In this and subsequent cases,
the evader is considered adversarial in nature and uses game
theory to choose evasion direction.
Let ypptq and yeptq be the position vector of the pursuer
and evader respectively at time t. First, the pursuer makes
an estimate of the optimal evasion direction based on the
relative position of the evader and itself at time t using
(13). Assuming this direction of evasion to be fixed over
the prediction window from t to t ` T gives the predicted
position of the evader at all time instances in this interval,
Algorithm 1 Deep Learning-Based and Predictive Pursuit
Evasion
Inputs: XPiptq, @it1, . . . , Nu, XEptq and evasion strategy
approximation weights W .
Output: uPiptq, @it1, . . . , Nu.
1: Compute pδxi, δyiq, i P t1, . . . , Nu.
2: Predict evader’s future behavior via (21).
3: Train NN as in (22).
4: Predict evader’s future state as X˜Ept ` T q “ XEptq `
rVE cos θE VE sin θEsTT .
5: Propagate pursuer dynamics to get X˜P pt` T q.
6: Computed current Newton flow parameters using (23).
7: Computed control dynamics 9uPiptq from (3).
8: Propagate actual system evolution using (14).
9: Append current distances pδxi, δyiq to a stack of previ-
ous observations.
10: Update evader prediction network through (22).
Fig. 2. Agnostic evader with a large turning radius.
Fig. 3. Evolution of an agnostic evader tracking error with a large turning
radius.
Fig. 4. Agnostic evader with a small turning radius.
Fig. 5. Evolution of the agnostic evader tracking error with a small turning
radius.
denoted as y˜epτq, τ P rt, t` T s. Next, the pursuer estimates
its own predicted position if its input is kept constant, called
y˜ppτq, τ P rt, t ` T s. Finally, gptq is set as ||y˜ept ` T q ´
y˜ppt` T q||2 and the value of BgBu pxptq, uptqq (xptq being the
ensemble vector of the states of the pursuer and the evader)
is used to compute the input differential equation (10).
Figures 6 shows the trajectories of the pursuer and the
evader, with the goal for the evader set to to point p150, 60q.
It can be observed that the evader moves towards the goal
while the pursuer is far away and starts evasive maneuvers
when it gets close to it, by entering its non-holonomic region.
Figure 7 displays the tracking error, defined as the distance
between the pursuer and the evader, which is almost periodic.
This is because the evader’s maneuver forcing the pursuer to
circle back. The peak tracking error after the pursuer catches
up is slightly more than twice the turning radius, as expected.
Fig. 6. Trajectories for a single pursuer-evader system.
Fig. 7. Evolution of the tracking error for a single pursuer-evader system.
C. Multiple Pursuers - Adversarial Evader
While the previous section had only one pursuer, this
simulation considers the case of two pursuers and a single
evader. Having multiple pursuers means there must be coop-
eration between them in order to optimally utilize resources.
Thus, a pursuer can no longer make decisions solely based
on the position of the evader relative to itself. The positions
of the rest of the pursuers must also be factored in. Thus
we redefine the expression for gpx, uq to include these
parameters as shown below for the case of two pursuers.
Let dp be the distance between the two pursuers, and let
gpxptq, uptqq :“
ż t`T
t
"
β1pd21pτq ` d22pτqq ` β2 d
2
1pτqd22pτq
d21pτq ` d22pτq
` β3e´γdppτq
*
dτ, @t ě 0. (23)
The first term ensures that the pursuers remain close to
the evader, while the second term encourages cooperation
between agents. The last term is added to repel pursuers
apart if they come close to each other, as having multiple
pursuers in close vicinity of each other is sub-optimal.
Figure 8 shows the trajectories of the pursuers and the
evader when the goal for the evader is set to the point
p15,´1q. In this case, the pursuers close in on the evader
and trap it away from its goal due to their cooperative
behavior. The evader is forced to continuously perform
evasive maneuvers as the other pursuer closes in when the
first has to make a turn. This can be seen more clearly in
the tracking error plot given in Figure 9. After catching up
with the evader, it can be seen that when one pursuer is at its
maximum distance, the other is at its minimum. The results
achieved show good coordination between the pursuers and
low tracking error and are qualitatively comparable to [22].
Lastly, we present the results under the learning-based
prediction. In Figure 11, we present a comparative result
of the tracking error of the model-based algorithm vis-a`-
vis the NN-based control. Figure 12 showcases the quality
of the performance of the proposed algorithm based on the
game theoretic cost metric. From these figures, it can be seen
that the NN structure offers fast predictive capabilities to the
controller; hence the overall performance is comparable to
the model based control.
Fig. 8. Trajectories for the two pursuer-single evader system.
Fig. 9. Evolution of the tracking error for the two pursuer-single evader
system.
V. CONCLUSION AND FUTURE WORK
This work extends the framework of prediction-based
nonlinear tracking in the context of pursuit evasion games.
We present results for vehicle pursuit of agnostic targets,
modeled as moving along known trajectories, as well as
adversarial target tracking, where the evader evolves accord-
ing to game-theoretic principles. Furthermore, to obviate the
need for explicit knowledge of the evader’s strategy, we em-
ploy learning algorithms alongside the predictive controller.
The overall algorithm is shown to produce comparable results
to those in the literature, while it precludes the need for
solving an optimal control problem.
Future work will focus on developing robustness guaran-
tees will allow for more realistic scenarios, where noise and
external disturbances are taken into consideration.
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