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Abstract
The BACOLI package is a numerical software package for solving parabolic partial
differential equations in one spatial dimension. It implements a B-spline collocation
method for the spatial discretization of a system of partial differential equations. The
resultant ordinary differential equations together with the boundary conditions form
a system of differential-algebraic equations. The differential-algebraic equations are
then solved using the DASSL solver. The BACOLI software package features adaptive
error control in the temporal and spatial domains. The estimate of the temporal
error is controlled through the DASSL solver. The estimate of the spatial error is
controlled based on the difference between two solutions computed in the BACOLI
software package. This difference gives an estimation of the error. If this error
estimate does not meet the user-supplied tolerance, then the spatial mesh is changed.
The BACOLI software package can only solve parabolic partial differential equa-
tions that depend on spatial derivatives. In this thesis, the BACOLI software package
is modified to solve a broader spectrum of problems. In fact, after some modifica-
tions, the extended BACOLI software package can solve systems of parabolic partial
differential equations and time-dependent equations that do not depend on spatial
derivatives. We apply this extended software package to solve the monodomain
model of cardiac electrophysiology.
The monodomain model is a multi-scale mathematical model for the evolution
of the electrical potential in cardiac tissue that couples the ionic currents at the
cellular scale with their propagation at the tissue scale. Because of their local nature,
the mathematical models of a single cell have no dependency on spatial derivatives
whereas the models at the tissue level do.
The heart models considered in our numerical experiments use various cardiac cell
ii
models. We find that solving the heart models through the extended BACOLI software
package, in some cases, leads to a speed-up in comparison with the Chaste software
package, which is a powerful, widely used, and well-respected software package for
heart simulation.
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Chapter 1
Introduction
Simulation is a powerful tool for analysing, visualizing, and predicting the be-
haviour of complex systems. It provides us with the possibility for new process
explorations and the ability to make technical decisions. For example, the decisions
can be used to decrease costs and increase the quality of processes and systems.
Mathematical simulation is an underlying branch of simulation that uses math-
ematics to describe real-world phenomena, survey questions about the observed
phenomena, test ideas, and make predictions. The phenomena can be in engi-
neering, physics, physiology, ecology, wildlife management, sports, chemistry, and
economics Vries (2014).
Many real-world phenomena can be modelled through mathematical formulas.
After the mathematical model is constructed, researchers analyse it and try to draw
some conclusions. The researchers may make predictions based on their analysis. Fi-
nally, these predictions are tested to see if they are in accordance with the real-world
phenomenon. The process of mathematical simulation is depicted in Figure 1.1 Vries
(2014).
Mathematical simulation can be applied to many applications such as heat dif-
fusion, plasma physics, laser pulses, seismology, quantum mechanics, chemical re-
actions, and biological phenomena. It has been long intertwined with one of the
crucial areas in biological science, namely, the research on the propagation of the
electrophysiological waves throughout the heart tissue Sundnes et al. (2006).
A specific category of the mathematical models of the heart describes how the
electrophysiological waves propagate throughout the heart and cause its contractions.
These models consist of systems of differential equations. The electrophysiological
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Figure 1.1: The process of mathematical simulation of a real-world
phenomenon Vries (2014).
activity in the heart occurs on two different scales, the cellular and tissue scales. Ac-
tivity on the cellular scale is modelled through ordinary differential equations whereas
activity on the tissue scale is modelled through partial differential equations Sundnes
et al. (2006).
Typically, systems of equations that mathematically describe the heart models
have the following characteristics. On some time intervals, it is necessary to consider
small time steps in order to guarantee numerical stability. On the other hand, there
are some other time intervals on which longer time steps are desirable. Because
the wave of the electrophysiological activity has a steep wavefront throughout the
heart tissue, on the whole spatial domain both fine and coarse spatial meshes are
desirable. There are some subintervals on which a fine spatial mesh is required. On
the other hand, there are some other subintervals on which a coarse spatial mesh is
desirable Whiteley (2007).
At present, finding an accurate solution for the aforementioned heart models is a
significant computational challenge. In such cases, the algorithm should be efficient
enough to apply appropriate time step and mesh size in the domains with high or
low electrophysiological activity Trangenstein and Kim (2004).
In adaptive methods, estimating and controlling the error is a feature that in-
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creases the reliability of the simulation. Error control means that the software pack-
age for solving the system of equations of the mathematical simulation returns an
approximate solution only if the error in that approximate solution estimated to be
less than a user-supplied tolerance Holder et al. (2007).
Early software packages for solving differential equations had only temporal adap-
tivity. Methods applied by Pormann Pormann (1999) and Quan et al. Quan et al.
(1998) and software packages such as EPDCOL Keast and Muir (1991); Muir (2013)
are of this type. In other words, these software packages estimate the error only in
time and pick the time step adaptively.
More recently, in addition to temporal adaptivity, the feature of spatial adaptiv-
ity has become an integral part of an efficient error–controlling numerical software
package. The number of robust software packages that employ high-order spatial and
temporal discretization and enjoy error control is limited Wang et al. (2004a). These
software packages are based on an algorithm that adaptively moves the mesh points
within the spatial domain in order to obtain the best position such that the error
in the approximate solution meets a user-supplied tolerance. The redistribution of
mesh points in these algorithms is typically based on equidistribution of the spatial
error estimate Wang et al. (2008). BACOLI Arsenault et al. (2011) is an instance of
a numerical software package of this category. In fact, software packages like this
compute high-order estimates of the temporal and spatial errors of an approximate
solution and require these estimates to meet the user-supplied tolerance at each time
step Wang et al. (2008). The problem that the BACOLI software package can solve
is as follows:
ut(x, t) = f(t, x,u(x, t),ux(x, t),uxx(x, t)), a ≤ x ≤ b, t ≥ t0, (1.1)
where u(x, t) is the unknown vector function and it is assumed that the equation is
parabolic. The boundary conditions are separated and given by
Ba(t,u(a, t),ux(a, t)) = 0, Bb(t,u(b, t),ux(b, t)) = 0, t ≥ t0, (1.2)
and the initial condition is given by
u(x, t0) = u0(x), a ≤ x ≤ b, (1.3)
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where the unknown function and initial condition are mu-dimensional vector func-
tions.
Considering the heart simulation, there are a few algorithms that include both
spatial and temporal adaptivity. The algorithm proposed by Cherry et al. Cherry
et al. (2000) that is a space-time adaptive mesh refinement algorithm and the algo-
rithm proposed by Trangenstein et al. Trangenstein and Kim (2004) that is based on
a second-order operator splitting method are examples of this category that are ap-
plied for a particular group of the heart models. In Cherry et al. (2000), it has been
shown that by using spatial and temporal adaptive methods, the computational ef-
fort and storage can be reduced by a factor of five. In Trangenstein and Kim (2004),
speed up of the computations has been shown for a specific heart model in 1D and
2D. The total computational cost that can be reduced using an adaptive scheme is
at most the ratio of the domain volume to the total volume of the regions of high
electrical activity Trangenstein and Kim (2004). In Trangenstein and Kim (2004),
using adaptive methods a speed up of factor seven is obtained in 1D simulations and
an speed up of factor 1.7 is obtained in 2D simulations.
This thesis is on extending the BACOLI software package to solve multi-scale
problems. The extended BACOLI software package can solve system of equations
given by
ut(x, t) = f(t, x,v(x, t), u(x, t), ux(x, t), uxx(x, t)),
vt(x, t) = g(t, x,v(x, t), u(x, t)),
a ≤ x ≤ b, t ≥ t0,
(1.4)
the boundary conditions are given by
Ba(t,v(a, t), u(a, t), ux(a, t)) = 0,
Bb(t,v(b, t), u(b, t), ux(b, t)) = 0,
(1.5)
and the initial conditions are given by
u(x, t0) = u0(x),
v(x, t0) = v0(x),
(1.6)
4
where u(x, t) and v(x, t) are the unknown scalar and vector functions respectively.
Let mv be the size of the vector v(x, t).
Some heart models are then solved to show the performance of the extended
BACOLI software package. The heart models that are considered in this study include
a partial differential equation coupled with some ordinary differential equations as
follows:
χCm
∂v
∂t
+ χIion(s, v, t) =
λ
1 + λ∇ · (σi∇v),
∂s
∂t
= f(s, v, t),
(1.7)
where s is a (model-dependent) vector of cellular states such as gating variables
and ionic concentrations, Iion is the ionic current across the membrane per unit cell
membrane area that is defined in the cell model, the constant χ is the area of cell
membrane per unit volume, σi is the conductivity, and Cm is the capacitance of
the cell membrane per unit area Sundnes et al. (2006). The cell models considered
in this thesis are the FitzHugh–Nagumo, Luo–Rudy, and epicardial variant of ten
Tusscher et al. (2006) cell models. The cell models do not have any dependency
on the spatial derivatives and thus cannot be solved through the BACOLI software
package. However after the modifications, the extended BACOLI software package
can solve these equations.
1.1 Structure of the thesis
The remainder of this thesis is organized in four chapters. Chapter 2 provides con-
cepts of the BACOLI software package that include the numerical approaches, the
structure of almost-block-diagonal matrices, and the error estimation and control
schemes employed in BACOLI. Our contributions to the software package BACOLI are
described in this chapter. Chapter 3 provides basic information on the physiology of
the heart and gives an analysis of propagation of the electrophysiological wave on two
different scales, i.e., the intracellular and extracellular scales. Chapter 4 describes
the performance of the extended BACOLI software package by solving the aforemen-
tioned heart models in terms of the elapsed time required to obtain those results.
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The results obtained with the extended BACOLI software package are compared with
those obtained with Chaste Pitt-Francis et al. (2009). Chapter 5 gives conclusions
and suggestions for future research directions.
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Chapter 2
Review of BACOLI
This chapter reviews some background and basic concepts required to understand
the BACOLI software package. Notions such as B-splines, almost-block-diagonal ma-
trices, Newton’s method, and differential-algebraic equations are provided to pave
the way for the description of the BACOLI software package. Modifications are done
to the BACOLI software package to extend it to solve multi-scale systems. These
modifications are described in detail.
2.1 Collocation with B-splines
One of the methods of approximating an unknown function by piecewise polynomials
includes breaking the interval into subintervals. Consider the interval [a, b] divided
into Nx subintervals [xi−1, xi], where i = 1, 2, . . . , Nx, with a partition pi of the form
pi : a = x0 < x1 < . . . < xNx = b.
On each subinterval, the unknown function is approximated by a local polynomial.
One can join each local polynomial to its adjacent local polynomials. The curve
obtained from joining all of the local polynomials is a function s(x) := pi−1(x), for
x ∈ [xi−1, xi], where i = 1, 2, . . . , Nx. The function s(x) is called spline function and
is a piecewise polynomial with certain properties; e.g., it can have several continuous
derivatives de Boor and Inc. (1999).
The standard representation (B-representation) of a spline is as a linear sum
of B-splines. A B-spline is piecewise polynomial that has minimal support with
respect to its degree, continuity, and knot sequence. Considering the knot sequence
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X1 ≤ X2 ≤ . . . ≤ XD+M+1, we have
s(x) =
D∑
j=1
Bj,M(x)aj,
where Bj,M(x) is B-spline j of degree M and D is the number of the B-spline ba-
sis functions. The B-splines are generated by at most (M+1) non-trivial polynomial
pieces. EachBj,M(x) is positive on (Xj, Xj+M+1) and vanishes off [Xj, Xj+M+1] de Boor
(1977).
The B-spline basis functions can be defined with a divided difference scheme.
Consider µi(x) := gM(x;Xi, . . . , Xi+M), which is the divided difference M of the
function gM(x; s) := (x − s)M−1+ , at the points Xi, . . . , Xi+M . In this fashion,
Bj,M(x) = (Xi+M −Xi)(−1)M−1µi(x) de Boor (1977).
Other than the divided difference scheme, there is a recurrence formula for cal-
culating the B-spline basis functions. The Bj,M(x) can be defined recursively using
the Cox–de Boor formula Dodgson (2013) as
Bj,0(x) =

1, if Xj ≤ x < Xj+1,
0, otherwise,
Bj,M(x) =
x−Xj
Xj+M −XjBj,M−1(x) +
Xj+M+1 − x
Xj+M+1 −Xj+1Bj+1,M−1(x),
where j = 1, 2, . . . , D. Figure 2.1 shows how a B-spline is made up of four pieces
of the polynomials of degree three de Boor and Inc. (1999). More details about
B-splines and their properties can be found in de Boor (1978).
Knots and mesh points are two different notions in B-spline studies. The knots
are the points Xi, i = 1, 2, . . . , D+M+1. Some of the knots may coincide; i.e., they
may have a multiplicity greater than one. On the other hand, the mesh points are
as follows. If we pick all of the knots with multiplicity one and then add to this set
all of the knots with multiplicity greater than one only once, then the mesh points
is constructed. An example showing the difference between these two notions is put
forth shortly. Sometimes in the literature, the mesh points are referred to as the
breakpoint sequence.
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The choice of the knot sequence specifies the desired amount of continuity and
smoothness at a specific knot as follows de Boor (1978);
(number of continuity conditions at a knot) + (multiplicity of that knot) = M + 1.
(2.1)
Figure 2.1: A B-spline of order four and its constituents (the four
cubic polynomials) de Boor and Inc. (1999).
There are different types of knots mentioned in Dodgson (2013). The type that
is considered in this thesis is of type open uniform and is defined as
Xi = X1, if i ≤M + 1,
Xi+1 −Xi = constant, M + 1 ≤ i < D + 1,
Xi = XD+M+1, i ≥ D + 1,
where i = 1, 2, . . . , D+M + 1; i.e., at each boundary, the multiplicity of the knots is
(M + 1). According to (2.1), this choice of knot sequence indicates that there is no
continuity at the boundaries. An example of a B-spline defined based on this type
of knot is put forth shortly.
With the choice of open uniform knots, the associated B-splines have two prop-
erties at the left boundary:
B1,M(x1) = 1, (2.2)
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and
B′1,M(x1) = −B′2,M(x1). (2.3)
These two properties can be proven by induction and using the recursion formula
of the B-splines. The proof is given in Appendix ; see also de Boor (1978); de Boor
and Conte (1980). Similar properties hold for the right boundary. In the BACOLI
software package, the knots that are considered for the B-splines are of type open
uniform, and the aforementioned properties are used.
In the following example, a B-spline based on open uniform knots is presented.
The difference between knots and mesh points can be seen in this example. The bold
curve in Figure 2.2 shows a B-spline on [0, 0.5]. This B-spline is part of a spline de-
fined on [0, 1]. The knot sequence is {0, 0, 0, 0, 0, 0, 0, 0.5, 0.5, 0.5, 0.5, 0.5, 1, 1, 1, 1, 1, 1, 1},
and the order of this B-spline is seven. It is of type open uniform, and the mesh
point sequence is {0, 0.5, 1}. The property (2.2) can be seen in this figure; i.e.,
B1,6(0) = 1. For more details on determining a B-spline, especially in the case when
the multiplicity of some of the knots is greater than one, see de Boor and Conte
(1980).
Figure 2.2: A B-spline with open uniform knots.
Consider a parabolic PDE of the form (1.1) with boundary conditions given by
(1.2) and initial condition given by (1.3). In the method of spline collocation, for the
solution of the problem (1.1) - (1.3), the continuous-in-time approximate solution
U(., t) ∈ PM,pi,ν , M ≥ 3, where PM,pi,ν denotes the space of all of the piecewise
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polynomial functions of degree less than or equal to M with the mesh points of pi.
Consider the sequence ν = {νi}Nx−1i=1 whose elements denote the Cνi−1-continuity at
each internal mesh point. The dimension of this space is as follows de Boor (1977):
D := dim PM,Nx,ν = M + 1 +
Nx−1∑
i=1
(M + 1− νi).
If {φ1, φ2, . . . , φD} is a basis for PM,pi,ν , then we may write
U(x, t) =
D∑
k=1
φk(x) yk(t),
where the coefficients {yk(t)}Dk=1 are defined by requiring that U satisfies the bound-
ary conditions, and the differential equation at M − 1 specific points in each subin-
terval [xi−1, xi] of pi. These points, the collocation points, are defined by
xij =
1
2(xi + xi−1) +
1
2∆xiρj, i = 1, 2, . . . , Nx, j = 1, 2, . . . ,M − 1,
where ∆xi = xi−xi−1 and {ρj}M−1j=1 are the M − 1 zeros of the Legendre polynomial
of degreeM−1 on the interval [−1, 1]. Because the points {xij}M−1j=1 are the nodes of
the (M−1)-point Gauss quadrature rule on the interval [xi−1, xi], they are commonly
referred to as the Gauss points.
For the basis of PM,pi,ν , the BACOL software package implements continuously
differentiable B-splines of degree M , denoted {Bj,r}Dj=1, and as a consequence the
numerical method is often referred to as B-spline collocation. In this case, if the se-
quence B1,M , . . . , BD,M , denote the sequence of B-splines of degree M corresponding
to the knot sequence X, where X := {Xi}D+M+1i=1 then for a given strictly increasing
sequence x = {xi}Nxi=0 as the mesh points and given non-negative integer sequence
ν := {νi}Nx−1i=1 , this sequence of B-splines is a basis for the space PM,pi,ν de Boor
(1977).
At each internal mesh point, a C1-continuity condition is enforced; i.e.,
Bk(xi) = Bk+1(xi) and B′k(xi) = B′k+1(xi),
where Bk(xi), i = 1, 2, . . . , Nx − 1, denotes B-spline function k at mesh point i.
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In the case of B-splines of degree M with C1-continuity, the set ν is defined as
follows:
ν = {2, 2, . . . , 2︸ ︷︷ ︸
(Nx−1) times
},
and thus the dimension of the space is
D = dim PM,Nx,ν = M + 1 +
Nx−1∑
i=1
(M + 1− 2) = Nx(M − 1) + 2.
The exact solution of (1.1)-(1.3), u(x, t), can be approximated by a linear com-
bination of these B-spline functions as
U(x, t) =
D∑
i=1
Bi(x)yi(t), (2.4)
where the functions yi(t) are the unknown coefficients. In order to determine these
unknown coefficients, the BACOL software package requires U(x, t) to satisfy (1.1) at
the collocation points of each subinterval.
The equations defining {yk(t)}Mk=1, the so-called collocation equations, are of the
form
d
dt
U(ξl, t) = f(t, ξl,U(ξl, t),Ux(ξl, t),Uxx(ξl, t)), (2.5)
where l = 1 + (i − 1)(M − 1) + j, i = 1, 2, . . . , Nx, and j = 1, 2, . . . ,M − 1. On
the other hand, according to some properties of the B-spline basis functions, there
are at most (M + 1) B-spline basis functions that do not vanish at each internal
collocation point de Boor (1978). Generally, on the subinterval i, the sequence of
B-splines {Bj}lj=k does not vanish at the internal ξl, where k = (i − 1)(M − 1) + 1
and l = i(M − 1) + 2. All of the other B-spline basis functions are zero. Taking
advantage of this property,
U(ξl, t) =
i(M−1)+2∑
j=(i−1)(M−1)+1
Bj(ξl)yj(t). (2.6)
Inserting (2.6) into (2.5) results in the system of ODEs
i(M−1)+2∑
j=(i−1)(M−1)+1
Bj(ξl)y′j(t) = f(t, ξl,U(ξl, t),Ux(ξl, t),Uxx(ξl, t)), (2.7)
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where l = 1, 2, . . . , D. Once the system of ODEs is constructed, the discretized
boundary conditions are added to this system of ODEs to form a system of initial-
value DAEs.
The BACOL software package approximates the separated boundary conditions
using (2.2) and (2.3) de Boor (1977). In other words, BACOL treats the boundary
conditions directly, as opposed to software packages such as PDECOL and EPDCOL in
which boundary conditions are differentiated Muir (2013). Differentiating the bound-
ary conditions gives ODEs that together with ODEs obtained from the collocation
method requires an ODE solver package. On the other hand, treating the boundary
conditions directly gives algebraic equations that together with ODEs obtained from
the collocation method requires a DAE solver package. Because differentiating the
boundary conditions can cause instability to the numerical solution, it is more effec-
tive to treat the boundary conditions directly. This is an important improvement of
the BACOL software package Muir (2013).
Utilizing the aforementioned properties, at the left boundary,
U(0, t) = B1(0)y1(t),
Ux(0, t) = B′1(0)y1(t) +B′2(0)y2(t).
(2.8)
Similarly, at the right boundary,
U(1, t) = BD(1)yD(t),
Ux(1, t) = B′D(1)yD(t) +B′D−1(0)yD−1(t).
(2.9)
Coupling the ODEs in (2.7) with the discretized boundary conditions gives an index-1
initial-value system of DAEs of the form
Ba(t,U(0, t),Ux(0, t)) = 0,
i(M−1)+2∑
j=(i−1)(M−1)+1
Bj(ξl)y′j(t) = f(t, ξl,U(ξl, t),Ux(ξl, t),Uxx(ξl, t)),
Bb(t,U(1, t),Ux(1, t)) = 0,
(2.10)
where ξl is one of the (M−1) collocation points in the subinterval i, i = 1, 2, . . . , Nx.
In this system, there are D equations and D unknowns. The next step is to integrate
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this system of DAEs with respect to the independent variable t in order to determine
the unknown coefficients yi(t).
Taking advantage of the properties of the B-splines, the matrices that are con-
structed in the BACOLI software package are sparse and, in fact, have a special
structure, called almost-block-diagonal (ABD) Amodio et al. (1993). Such matrices
are of the form given in Figure 2.3, where the first and last blocks correspond to the
discretizations of the boundary conditions at x = a and x = b, respectively, and the
blocksW (i) arise from the collocation equations on the subinterval i, i = 1, 2, . . . , Nx.
They correspond to the discretization of the differential equation on the subintervals
within the spatial domain. In this figure, the top and the bottom blocks are shown
with TOP and BOT respectively, and the interior blocks are shown with W (i),
i = 1, 2, . . . , Nx.
Figure 2.3: Structure of a specific almost-block-diagonal matrix with
(Nx + 2) blocks.
ABD matrices can be distinguished through the following four characteristics.
First, the non-zero elements lie in blocks along the diagonal. Second, each diagonal
element of the matrix must belong to a block. Third, any column of the ABD
matrix intersects at most two blocks. Last, there are some columns that intersect
two consecutive blocks, and in general, the number of these columns may vary among
different pairs of the blocks.
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Some works on this banded-structured matrix such as Paprzycki and Gladwell
(1991) show that the algorithms involved in this type of matrix can be modified such
that the computational and fill-in costs are minimized.
As can be seen in Figure 2.3, the top and the bottom blocks are not necessarily of
the same size. In all of the ABD matrices that arise in the BACOLI software package,
the overlap between a pair of consecutive blocks is a fixed number throughout the
matrix. This number is equal to the number of rows in the top block plus the number
of rows in the bottom block. In the BACOLI software package, all of the ABD matrices
that arise are similar to that depicted in Figure 2.3.
Such systems arise in several commonly used numerical methods for solving two-
point boundary value problems for ordinary differential equations and partial differ-
ential equations; see Amodio et al. (1993) for a comprehensive survey. ABD systems
can be solved efficiently using COLROW Diaz et al. (1983a,b, 1988).
2.2 Newton’s method to solve systems of nonlin-
ear algebraic equations
In a system of nonlinear algebraic equations, when the number of unknowns matches
the number of equations, one can attempt to solve the system through Newton’s
method. Systems of nonlinear algebraic equations have the form:
f1(x1, x2, . . . , xn) = 0,
f2(x1, x2, . . . , xn) = 0,
...
fn(x1, x2, . . . , xn) = 0,
where (x1, x2, . . . , xn) are the unknowns that can be written as vector x and (f1, f2, . . . , fn)
are the functions that can be written as vector f. With vector notation, the above
system can be written as
f(x) = 0. (2.11)
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Newton’s method converges to the root of (2.11) in an iterative process. The iterative
process is
Jf(x(ν))(x(ν+1) − x(ν)) = −f(x(ν)), ν = 0, 1, . . . , ν∗, (2.12)
where Jf(x(ν)) is the n by n Jacobian matrix Ascher et al. (1995) given by
Jf(x) =

∂f1
∂x1
∂f2
∂x1
∂f1
∂x1
∂f2
∂x1
· · ·
∂f1
∂xn
∂f2
∂xn
∂fn
∂x1
∂fn
∂x2
· · · ∂fn
∂xn

.
Starting with a sufficiently accurate initial guess x(0), if the function f is smooth
and its derivative can be computed, then Newton’s method is convergent e.g., Ascher
et al. (1995). It converges to the root of (2.11) in an iterative process. In fact, at
each iteration a vector x(ν), ν = 0, 1, . . . , ν∗, is computed until a desired accuracy is
reached, i.e., x(ν∗) is close enough to the root. Typically x(0) is referred to as the
predictor.
2.3 Differential-algebraic equations
Consider an initial-value problem in the form of
G(t,y(t),y′(t)) = 0. (2.13)
If (2.13) can be written in the form of y′(t) = g(t,y(t)) then (2.13) is a system
of implicit ODEs; else (2.13) is called a system of differential-algebraic equations
(DAEs) Brenan et al. (1996). In DAEs, there are algebraic constraints on the vari-
ables. The algebraic constraints of a system of DAEs may be semi-explicit as in
G1(y′,y, z, t) = 0, (2.14a)
G2(y, z, t) = 0. (2.14b)
In this system, the constraints explicitly appear in (2.14b). For further details on
the numerical solution of DAEs, see Brenan et al. (1996).
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There are several applications in engineering whose mathematical models give rise
to a system of DAEs. In Bauer et al. (2000), the application of DAEs in chemical
processes is mentioned. In Alscher and Beyn (1998), the motion of a hydro-static
skeleton is mathematically modelled and leads to a DAE system. In Riaza (2008),
an optimal guidance law for spacecraft is determined using DAEs.
A system of DAEs can be transformed into a system of ODEs through taking
derivatives of the constraints with respect to time t repeatedly. Numerical meth-
ods of ODEs can then be applied to solve transformed ODEs Ascher and Petzold
(1998). The minimum number of the differentiations that is required to convert a
system of DAEs into an ODE system is called the differential index of the system of
DAEs Ascher and Petzold (1998).
2.4 Structure of the BACOL software package
One requires to know the concepts of the BACOL software package to understand
explanations on the modifications. Because of this, in this section, the focus is on
the structure of the BACOL software package. The system of equations solved through
the BACOL software package is of the form (1.1) where it is assumed that the equation
is parabolic. Different steps in the process of solving (1.1) through the BACOL software
package together with a comparison between BACOL and BACOLI are presented. The
material is largely adapted from Wang et al. (2004a).
The name BACOL is an acronym for the B-spline Adaptive COLlocation method.
One of the features that makes the BACOL software package stand out among other
software packages is the adaptivity in time and space. Adaptivity in time means
to control an estimate of the temporal error. This feature is embedded in a routine
called DASSL. Adaptivity in space means to optimize the structure of the spatial
mesh at each time step, so that an estimation of the spatial error is minimized.
The method for achieving the spatial adaptivity in the BACOL software package is
presented shortly.
There are few software packages that apply adaptive techniques. Even fewer
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of them apply high-order temporal and spatial adaptive techniques to control the
error effectively. The software packages HPSIRK and HPDASSL Moore (1995), intro-
duced by Moore, and HPNEW Moore (2001, 2014), a modified version of HPDASSL, are
examples that apply high-order temporal and spatial adaptive techniques. The dif-
ference between these software packages and the BACOL software package is that in
the aforementioned packages, the spatial discretization is based on a Galerkin–type
discretization whereas in the BACOL software package, the discretization is based on
B-splines Muir (2013). The time stepper used in HPDASSL is DASSL while in HPSIRK
it is based on a singly–implicit Runge–Kutta method Muir (2013). A complete sur-
vey on the transition of a family of 1D PDE software packages from software with
no spatial adaptivity to software with spatial adaptivity and error control is given
in Muir (2013). As mentioned, BACOL can solve 1D system of equations as the one
given in (1.1); however, an extension of the 1D B-spline Gaussian collocation algo-
rithm used in BACOL to a 2D algorithm is proposed in Li and Muir (2013) to solve
2D PDEs.
The general scheme of a system of one-dimensional parabolic PDEs withmu com-
ponents that can be solved through the BACOL software package is of the form (1.1)
where the boundary conditions are separated and given by (1.2) and the initial condi-
tion is given by (1.3). From a general perspective, the process of solving (1.1), (1.2),
and (1.3) through the BACOL software package consists of the following three steps.
• First, the spatial discretization is performed using B-spline basis functions to
approximate u(x, t). Inserting this approximation into (1.1) coupled with the
discretized form of boundary conditions (1.2) gives a system of initial-value
DAEs.
• Second, a DAE solver is applied to integrate the resulting initial-value DAEs.
In the BACOL software package, the solver DASSL Petzold (1982) is used for the
integration with respect to time.
• Third, the BACOL software package performs the spatial error estimate, and if
necessary, it performs the spatial adaptation that involves remeshing.
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The difference between BACOL and BACOLI is only in the third step. i.e., in
precisely how the spatial error is to be estimated. In the rest of this section, details
of these three steps are presented.
2.4.1 Spatial discretization
Without loss of generality, consider a mesh on the spatial interval [0, 1] such that
0 = x0 < x1 < . . . < xNx = 1. (2.15)
Let ∆xi = xi − xi−1 be the length of subinterval i. In the BACOL software package,
a B-spline function of degree M is allocated for each subinterval to approximate the
unknown function u(x, t).
2.4.2 Time integration using the solver DASSL
In order to integrate the system (2.10), the BACOL software package employs a mod-
ified version of the solver DASSL Petzold (1982) as the time integrator. The solver
DASSL is an efficient DAE solver that applies an implementation of the backward
differentiation formulas (BDF) Brenan et al. (1996) for the integration of DAEs.
More details on this are presented in Chapter 5 of Brenan et al. (1996). Consider
the system of DAEs (2.13). The fundamental idea behind the solver DASSL is to
replace the derivatives in the system of DAEs by a BDF scheme. This leads to an
approximation of (2.13) of the form
G
(
tn+1,yn+1,
α
∆tn+1
yn+1 + β
)
= 0, (2.16)
with known scalar α and vector β, where ∆tn+1 = tn+1 − tn. One can solve the
resulting equations for yn+1 through Newton’s iteration as follows:
y
(ν+1)
n+1 = y
(ν)
n+1 − F−1G
(
tn+1,y
(ν)
n+1,
α
∆tn+1
y
(ν)
n+1 + β
)
, ν = 0, 1, . . . ,
where y(ν)n+1 is the Newton approximation ν to yn+1 and F is an iteration matrix of
the form
F = α∆tn+1
∂G
∂y′
+ ∂G
∂y
.
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Both of the matrices ∂G
∂y′ and
∂G
∂y
have the ABD matrix structure Wang et al. (2004b).
Without loss of generality, consider the time step tn. At the beginning, the solver
DASSL first computes an initial guess y(0)n for yn by extrapolating the computed
solution at the last (k + 1) time steps tn−k−1, . . . , tn−2, tn−1, where k is the order of
the BDF scheme. In the solver DASSL, the order of the BDF scheme varies from one
to five.
At the end of each time step, the BACOLI software package computes the state
values and controls the error based on two tolerances, a relative tolerance and an
absolute tolerance. The relative tolerance is used to measure the error relative to
the size of each state. A relative tolerance of a factor of 10−n means that under
normal circumstances one can expect n matching digits between the exact and nu-
merical solutions Shampine et al. (2003). The absolute tolerance is a threshold error
value. When the state values drop below the absolute tolerance, they are considered
insignificant Shampine et al. (2003).
Because solving the system of DAEs (2.10) leads to a Newton iteration matrix
with an ABD matrix structure, it is more efficient to use a linear system solver that
takes advantage of this structure. As mentioned, COLROW is a linear algebra software
package that solves ABD linear systems efficiently. Adding the software package
COLROW to the solver DASSL is the main modification in the solver DASSL by BACOL.
The other modifications include improving the conditioning of the Jacobian matrices,
efficient restarting of DASSL after a remeshing, making the initial condition consistent
for DASSL, modifying the subroutine DANRM to improve its efficiency, changing the
dimension of the absolute tolerance and relative tolerance to be equal to the number
of equations in the system if they set to be scalars, and not allowing the order of the
BDF method that is employed in the first step after a remeshing to be greater than
the order used in the previous successful step. More details on these modifications
are presented in Wang et al. (2004b).
The software package advances the solution in time using step sizes that are
automatically selected so as to meet the user-supplied tolerances. However, the user
can specify a maximum step size so that the software package avoid passing over
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large intervals. Because passing over large intervals may cause numerical inaccuracy
or instability in the solution, it is not desirable.
Restarting the solver DASSL after a remeshing: At some time steps, a given
mesh may not meet the spatial error tolerance. In this case, the software package has
to redefine the mesh and then redo the integration for the new mesh. The number
of new mesh points, N∗x , may be different than the number of old mesh points, Nx.
In order to redo the integration for the new mesh, the solver DASSL interpolates the
solution to the new mesh points. There are two schemes to do the interpolation of
the solution to the new mesh points.
In the simpler scheme, known as a cold start, only the solution values from the
old mesh are used to interpolate the solution to the new mesh points. Next, the
integration process is performed on the new system of DAEs, where the unknowns
are the B-spline coefficients on the new mesh. A cold start constrains the solver
DASSL to apply a low-order method with a small step size at the beginning of the
integration. Therefore, the level of the computational effort to perform a cold start
is notably high. This gives rise to an inefficiency. Therefore, generally, this scheme
is not desirable.
The second scheme is known as a warm start. In this scheme, not only the solution
values from the latest step are used but also the solution values from as many past
steps as necessary are used for the extrapolation of the solution to the new mesh.
The BDF methods used in the solver DASSL are at most of order five. Therefore,
the information of at most five time steps are required to perform a warm start. A
comparison in Berzins et al. (1998) verifies that using a warm start is significantly
more efficient than a cold start.
Extrapolation of the new solution is done as follows. Let U ∗(x, t) be the approxi-
mate solution corresponding to the new mesh, x∗i , i = 0, 1, . . . , N∗x . First, let the col-
location points for the new mesh be ψ∗l , l = 1, 2, . . . , D∗, where D∗ = N∗x(M −1) + 2.
If the order of the BDF scheme used at the last step is k, then the new approximate
solution, U ∗(x, t), can be determined by the extrapolation at the new collocation
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points as Wang et al. (2004a)
U ∗(ξ∗l , tn−i) = U(ξ∗l , tn−i), l = 1, 2, . . . , D∗, i = 0, 1, . . . , k.
In the rest of this subsection, some criteria for controlling the error estimate
are described. To prevent the temporal error from affecting the spatial error, the
criterion that is applied for controlling the temporal error is more strict than that
for the spatial error.
In the BACOL software package, the relative and absolute tolerances, RTOL and
ATOL, are supplied by the user. The criteria for controlling the temporal error are
that the absolute and relative temporal error estimates should be less than a third
of the user-supplied tolerances, i.e.,
(relative temporal error estimate) < 13RTOL,
and
(absolute temporal error estimate) < 13ATOL.
For the tolerances of the spatial error estimate, the criteria are
(relative tolerance of spatial error estimate) = RTOL,
and
(absolute tolerance of spatial error estimate) = ATOL.
The solver DASSL controls the temporal error by enforcing these criteria.
2.4.3 Interpolation-based error estimate
In this subsection, the error estimate scheme in the BACOL software package is re-
viewed. After solving (2.10) through the solver DASSL, an approximate solution is
available. To estimate the error in U(x, t), two approximate solutions in the space
of polynomials of degree M and (M + 1) are constructed respectively as
U (x, t) =
DM∑
i=1
BM,i(x)yM,i(t), (2.17)
U˜ (x, t) =
DM+1∑
i=1
BM+1,i(x)yM+1,i(t), (2.18)
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where DM and DM+1 are the dimensions of the space of all of the B-spline basis
functions of degree less than or equal toM and (M+1), respectively. For a sufficiently
small step size in the spatial domain, the difference between U(x, t) and U˜(x, t)
gives an asymptotic estimate of the error for the approximate solution U(x, t). The
two approximate solutions U(x, t) and U˜(x, t) are determined by the solver DASSL.
Figure 2.4 presents a schematic view of the error estimate scheme in the BACOL
software package.
Figure 2.4: Schematic view of the error estimate scheme applied in
the BACOL software package.
The disadvantage of the spatial error estimate scheme applied in the BACOL soft-
ware package is that the computation of the second approximate solution, U˜ (x, t),
increases the cost of the computations approximately by a factor of two. Therefore,
replacing this spatial error estimate scheme with a cheaper scheme that makes a
satisfactory error estimate helps reduce the computational costs.
The BACOLI software package uses two different options to overcome the disad-
vantage of costly computations in the error estimate scheme of the BACOL software
package for the estimation of the spatial error. They are through the use of a super-
convergent interpolant (SCI) and a low-order interpolant (LOI). In the first option,
the higher-order approximate solution, U˜(x, t) in (2.18), is replaced with an inter-
polant. In the second option, the lower-order approximate solution, U(x, t) in (2.17),
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is replaced with an interpolant Arsenault et al. (2011). In the next subsection, more
details on these two options are put forth.
2.4.4 Overview of the SCI and LOI options
In this subsection, the two options by which the BACOLI software package estimates
the spatial error are presented. First, an overview of the SCI option is put forth.
This is followed by an overview of the LOI option. The material in this subsection
is mostly adapted from Arsenault et al. (2011).
In the SCI option Arsenault et al. (2009), at any time step, only the lower-order
approximate solution is computed through the solver DASSL. Based on this solution,
which is of degreeM , an interpolant of degree (M+1) can be constructed using some
super-convergent values. After that, the interpolant can replace U˜ (x, t) in (2.18). A
schematic view of this option can be seen in Figure 2.5. In this figure, the empty
box indicates the difference between the SCI option and the error estimate scheme
applied in the BACOL software package. In other words, it indicates that there is no
DAE in the space of polynomials of degree M + 1 to be passed to DASSL.
Figure 2.5: Schematic view of the super-convergent interpolant (SCI)
option in the BACOLI software package.
In Arsenault et al. (2011), Arsenault et al. tentatively present some results of the
collocation error. These results are based on the piecewise polynomials of degree M
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that are associated with (M − 1) collocation points per subinterval. They show that
first, at the mesh points, derivative j of the collocation error has order 2(M −1) i.e.,
|u(j)(xi, t)−U (j)(xi, t)| = O(∆2(M−1)), i = 0, 1, . . . , Nx + 1,
where the superscript, j, indicates derivative j of the function, ∆xi = xi+1− xi, and
∆ = max(∆xi), i = 0, 1, . . . , Nx.
Second, at non-mesh points, derivative j of the collocation error satisfies
u(j)(xi, t)−U (j)(xi, t) = 1(M − 1)!∆x
M+1−j
i u
(M+1)(xi, t)P (j)M−1
(
x− xi
∆xi
)
+O(∆xM+2−ji )
+O(∆2(M−1))
= O(∆M+1−j),
where j = 0, 1, . . . ,M , i = 0, 1, . . . , Nx, and
PM−1(ψ) =
∫ ψ
0
(t− ψ)
M−1∏
l=1
(t− ρl)dt,
where the points ρl are the images of the (M−1) Gauss points in [0, 1]. Accordingly,
the super-convergence property at the mesh points holds if the order of the collocation
error at the mesh points, 2(M − 1), is greater than the order of the collocation error
at the non-mesh points, (M + 1); i.e., M > 3.
On the other hand, the roots of the polynomial PM−1(ψ) can lead to a higher
accuracy in the collocation solution if 2(M − 1) ≥ M + 2; i.e., if M ≥ 4. The roots
of the first derivative of the polynomial PM−1(ψ) can also lead to a higher accuracy
in the first derivative of the collocation solution if 2(M − 1) ≥M + 1; i.e., if M ≥ 3.
In a nutshell, the super-convergent points mentioned above are composed of the
mesh points at which both of the collocation solution and its derivative offer higher
accuracy. They consist of the roots of PM−1(ψ), at which only the collocation solution
offers higher accuracy, and the roots of P ′M−1(ψ), at which only the first derivative
of the collocation solution offers higher accuracy.
Let us suppose that the order of the accuracy of the solution and the order
of the accuracy of the interpolation are O(∆p1) and O(∆q1) respectively. For the
interpolation error not to corrupt the accuracy of the solution, one has to impose
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the condition q1 > p1. When the degree of the piecewise polynomials isM , the order
is (M + 1), and the order of the accuracy of the solution at the non-mesh super-
convergent points is (M + 2). Thus, the order of the interpolation error, q1, should
be greater than the order of the accuracy of the solution, (M + 2); i.e., q1 > M + 2.
In other words, the minimum amount that q1 can take is (M + 3). On the other
hand, in order to have an interpolant of order (M + 3) one requires at least (M + 3),
solution values per subinterval.
To impose C1-continuity, the four super-convergent values of the solution and
its first derivative at the endpoints of each subinterval are taken into account in the
interpolation process. Therefore, one must choose the remaining (M+3)−4 = M−1
super-convergent points for the super-convergent interpolation. The interpolant that
is used in the BACOLI software package is of type Hermite–Birkhoff Arsenault et al.
(2011) and is explained shortly. Because of the choice of this interpolant and its
existence issues, these values cannot be chosen from the super-convergent derivative
values of that subinterval. An alternative is to choose all of the (M − 3) super-
convergent solution values within that subinterval. The remaining two values are
chosen from the closest available super-convergent solution values from the left and
right adjacent subintervals. However, for the leftmost and rightmost subintervals,
one can choose the two closest super-convergent solution values available in its single
adjacent subinterval.
Once the interpolation points are chosen, it is time to interpolate. On each
subinterval [xi, xi+1] let s1 = xi and s2 = xi+1. Also let s¯j, j = 1, 2, . . . , (M − 1),
be the non-mesh super-convergent points. Then for the SCI option, on the given
subinterval and at time t, U˜ (x, t) in (2.18) is replaced by Hermite–Birkhoff SCI as
follows;
U˜(x, t) =
2∑
j=1
Hj(x)U(sj, t) + h
2∑
j=1
H¯j(x)U ′(sj, t) +
(M−1)∑
j=1
Gj(x)U(s¯j, t), (2.19)
where x ∈ [xi, xi+1] and U(x, t) in (2.17) is known after the time integration by the
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solver DASSL; Hj(x), H¯j(x), and Gj(x) are given by
Hj(x) = (1− (x− sj)γj)
ξ2j (x)φ(x)
ξ2j (sj)φ(sj)
,
H¯j(x) = (x− sj)
ξ2j (x)φ(x)
ξ2j (sj)φ(sj)
,
Gj(x) =
ξ2(x)φj(x)
ξ2(s¯j)φj(s¯j)
,
where
φ(x) =
M−1∏
r=1
(x− s¯r), φj(x) =
M−1∏
r=1
r 6=j
(x− s¯r),
ξ(x) =
2∏
r=1
(x− sr), ξj(x) =
2∏
r=1
r 6=j
(x− sr),
and
γj =
M−1∑
i=1
1
sj − s¯i + 2
2∑
i=1
i6=j
1
sj − si .
The description of the LOI option Arsenault et al. (2012) is as follows. At any
time step, only the solution U˜(x, t) in (2.18) is computed through the solver DASSL.
Based on this solution, a lower-order interpolant is constructed. The error estimate
obtained from this option asymptotically approaches to the error estimate for the
collocation solution with degree M . In Arsenault et al. (2011), Arsenault et al. ten-
tatively determine the error expansion for the degree-M collocation solution, U (x, t),
at the time t and on the subinterval [xi, xi+1] as
u(x, t)−U(x, t) = 1(M − 1)!∆x
M+1
i u
(M+1)(xi, t)PM−1
(
x− xi
∆xi
)
+O(∆xM+2i )+O(∆2(M−1)),
where
PM−1(ψ) =
∫ ψ
0
(t− ψ)
M−1∏
r=1
(t− ρr)dt,
(M − 1) is the number of collocation points per subinterval, ∆ is the maximum
subinterval size, and the points ρr are the (M − 1) Gauss points mapped on [0, 1].
For the interpolation error, which is of orderO(∆xq1), not to corrupt the accuracy
of the solution, which is of order O(∆xp1), one has to impose the condition q1 > p1.
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In this case, this condition leads to the condition that q1 should be at least (M + 1).
Thus, for the interpolation, one has to choose (M + 1) points per subinterval.
Accordingly, in the LOI option, the number of required interpolation points is
two fewer than that for the SCI option. It appears that the super-convergent values
should be similar to those for the SCI option except for the two interpolation points
outside of the subinterval. Thus, the values used for the interpolation in the LOI
option per subinterval include the solution and derivative values at the endpoints of
each subinterval plus the solution values in that subinterval.
Once the interpolation points are specified, it is time to interpolate. The inter-
polant is again Hermite–Birkhoff which mentioned previously in (2.19). Let s1 = xi,
s2 = xi+1, and s¯j, j = 1, 2, . . . ,M − 3, be the non-mesh super-convergent points
internal to the subinterval [xi, xi+1]. Based on the higher-order collocation solution,
U˜(x, t), that is obtained through integration by the solver DASSL, the Hermite–
Birkhoff LOI scheme is as follows;
U(x, t) =
2∑
j=1
Hj(x)U˜ (sj, t) + ∆xi
2∑
j=1
H¯j(x)U˜ ′(sj, t) +
M−3∑
j=1
Gj(x)U˜(s¯j, t),
where x ∈ [xi, xi+1] and ∆xi = xi+1 − xi. The basis functions Hj(x), H¯j(x), and
Gj(x) are the same as those defined for the Hermite–Birkhoff SCI.
Finally, in order to estimate the error through this scheme, the solution U(x, t)
in (2.17) is replaced by the Hermite–Birkhoff LOI. A schematic view of this option can
be seen in Figure 2.6. In this figure, the empty box indicates the difference between
the LOI option and the error estimate scheme applied in the BACOL software package.
In other words, it indicates that there is no DAE in the space of polynomials of degree
M to be passed to DASSL.
Because the SCI scheme generates a numerical solution and an error estimate for
that solution, one can consider this option as a standard error control mode. If the
software package runs with the LOI error estimate, that error estimate is actually
for a collocation solution that is one order lower than the collocation solution that
is returned by the BACOLI software package. In the case of LOI option, one can
consider that the BACOLI software package is running in local extrapolation mode.
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Figure 2.6: Schematic view of the low-order interpolant (LOI) option
in the BACOLI software package.
2.5 Mesh refinement
The strategy for the mesh refinement in the BACOLI software package is similar
to the one in the BACOL software package. It is based on two phases. First, the
number of mesh points is determined. Second, the location of the new mesh points
is determined. In the rest of this subsection, the assumption is that the software
package is BACOLI and the error estimate scheme is SCI.
For estimating the spatial error, let the variables without bars denote the ap-
proximate solution obtained from the solver DASSL and those with bars denote the
interpolant. For example, ξl and U(x, t) are the collocation point l and the approx-
imate solution respectively that are associated with the solution obtained from the
solver DASSL. On the other hand, ξ¯l and U¯(x, t) are the collocation point l and the
approximate solution respectively that are associated with the interpolant.
The L2-norm of the error estimate on [xi−1, xi] is
‖U(x, t)− U¯(x, t)‖2 =
√∫ xi
xi−1
(U(x, t)− U¯(x, t))2dx,
and the L2-norm of the exact error is given by
‖u(x, t)−U(x, t)‖2 =
√∫ xi
xi−1
(u(x, t)−U(x, t))2dx.
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A quasi-uniform mesh is the type of mesh that for some constant K, ∆xi ≤ K∆min,
where ∆xi is the step size and ∆min is the minimum of the step sizes Wang et al.
(2004a). In the boundary-value ODEs solved with a numerical method of order
(M + 1) and quasi-uniform mesh,
‖u(x, t)−U(x, t)‖ = O(∆M+1) as ∆→ 0. (2.20)
A similar property is given shortly for the error estimate used in the BACOLI software
package.
For a nice definition of the error estimate used in the BACOLI software package,
let us consider the general case of mu PDEs. As mentioned, RTOL and ATOL are
the relative and absolute temporal tolerances, respectively. In the case of a system
of mu equations, they could be vectors of dimension mu. Let ATOLj and RTOLj be
the tolerances corresponding to the component j of the PDE system. The BACOLI
software package applies two types of error estimates, both of which are normalized.
The logic behind using two different types of error estimates is discussed shortly.
In fact, the BACOLI software package appropriately chooses one of them in different
situations.
The first type of normalized error estimate, Ej(t), is defined for each component
of the PDE as follows:
Ej(t) =
√√√√∫ 1
0
(
Uj(x, t)− U¯j(x, t)
ATOLj + RTOLj|Uj(x, t)|
)2
dx, j = 1, 2, . . . ,mu. (2.21)
The second type, Eˆi(t), is defined on each subinterval for all of the components of
the PDE system as follows:
Eˆi(t) =
√√√√√mu∑
j=1
∫ xi
xi−1
(
Uj(x, t)− U¯j(x, t)
ATOLj + RTOLj|Uj(x, t)|
)2
dx, i = 1, 2, . . . , Nx. (2.22)
In both of the cases, t is the end of the time step on which the solver DASSL is
working.
By experimental tests, Wang et al. Wang et al. (2004a) show that
E ≡ max
1≤j≤mu
Ej(t) ∝ O(∆)M+1, (2.23)
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and this property is used in the mesh refinement process.
There are two spatial error estimates in the BACOLI software package, each of
which is used in different situations. The definition of these two error estimates is as
follows. The first spatial error test is based on the values Eˆi from the equation (2.22)
and Ej from the equation (2.21). For the first spatial error estimate, the BACOLI
software package first computes the parameters r1 and r2 as follows.
r1 = max1≤i≤Nx(Eˆi)
1/(M + 1),
r2 =
1
Nx
Nx∑
i=1
(Eˆi)
1/(M + 1).
Having the parameters r1 and r2, one can have a criterion to determine if a given
mesh is well-distributed. For example, the BACOLI software package considers the
mesh well-distributed if
r1
r2
≤ 2. (2.24)
There is another criterion that is used to determine if the user-supplied tolerance
is met. In fact, if
E ≡ max
1≤s≤mu
Es ≤ 1, (2.25)
it means that the user-supplied tolerance is met.
The first spatial error estimate can be stated as the two aforementioned criteria.
In other words, the two criteria (2.24) and (2.25) together make the first spatial error
estimate. If one of them does not hold, the first spatial error estimate is considered to
not meet the tolerance. Therefore, a remeshing is required, and an adaptive strategy
is applied.
The second spatial error estimate is to some extent similar to the first spatial
error estimate. If Eˆi from (2.22) satisfies (2.24), and E from (2.25) satisfies
0.1 < E < 0.4, (2.26)
then the second spatial error estimate holds. In fact, after a successful time step
by the solver DASSL, the second spatial error estimate is applied to determine if the
current step is accepted.
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The second spatial error estimate is stricter than the first spatial error estimate.
The BACOLI software package uses the second spatial error estimate for the first step
after any remeshing or for the first step of the time integration. If a mesh distribution
passes the second spatial error estimate, then the BACOLI software package switches
back the criterion to the first spatial error estimate for the future time steps. The
BACOLI software package uses the first spatial error estimate until it reaches a time
step where this test fails. This failure means that a redistribution of the mesh points
is necessary. The BACOLI software package then discards the latest past time step
and switches to the second spatial error test after the redistribution. In this way,
the BACOLI software package switches between these two criteria. The numerical
experiments in Wang et al. (2004a) show the efficiency of this double-criteria method.
The strategy of determining the number of the new mesh points is obtained based
on some numerical experiments by Wang et al. Wang et al. (2004a). Let Nx be the
number of mesh points at the current time step and suppose that the first spatial
error test indicates that a remeshing is performed. If it is the initial remeshing at
this time step, then let N∗x = Nx. Because when the first spatial error test fails,
usually by redistributing the same number of mesh points the solver DASSL can do
the integration successfully. A warm start should then be applied.
If the remeshing is to be done for the second, third, or fourth time, then N∗x is
determined by a strategy that is mentioned shortly. Again a warm start is applied.
If the remeshing is to be done for the fifth time, then the BACOLI software package
sets N∗x = Nx and tries a cold start.
If the remeshing is to be done for the sixth to twentieth time, then the BACOLI
software package determines N∗x and again tries a cold start. Finally, if all of the
twenty remeshings fail, then the BACOLI software package raises an error.
The strategy for computing the number of new mesh points, N∗x , is as follows.
Assume that a remeshing is done with N∗x = Nx but the second spatial error estimate
does not hold. Numerical experiments justify that in most of the cases because (2.26)
does not hold, the second spatial error estimate is failed. From (2.23), it can be
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obtained that
E = O(∆M+1).
Experimental results show that the number of new mesh points is optimized if the
normalized error estimate after the remeshing, E∗, be equal to 0.2. In other words,
0.2 = E∗ ∝ (N∗x)−(M+1) . (2.27)
Dividing (2.23) by (2.27) gives rise to
E
0.2 ∝
(
N∗x
Nx
)M+1
.
After E0.2 = (
N∗x
Nx
)M+1 is set, N∗x is determined as follows Wang et al. (2004a):
N∗x = Nx
(
E
0.2
)1/(M + 1)
.
If (2.26) holds, then N∗x is taken to be the same as Nx. If E ≥ 0.4, then the
resulting N∗x is greater than Nx, meaning that a greater number of subintervals is
required. If E ≤ 0.1, then the resulting N∗x is less than Nx, meaning that a lower
number of subintervals is required.
After determining the number of new mesh points, the BACOLI software package
uses an equidistribution principle for generating the new mesh structure. In other
words, the new mesh points, {x∗i }N
∗
x
i=1, should satisfy
√√√√√mu∑
j=1
∫ x∗i
x∗i−1
(
Uj − U¯j
ATOLj + RTOLj|Uj|
)2
dx =

Nx∑
i=1
Eˆ
1/(M + 1)
i
N∗x
M+1,
where the right-hand side (RHS) is a constant. In fact, the normalized error estimate
for all of the new subintervals are equal.
2.5.1 Algorithm overview
A flowchart of the BACOLI software package is presented in Figures 2.7, 2.8, 2.9, 2.10,
and 2.11. The general scheme of the BACOLI software package is presented in Fig-
ure 2.7, in which there are seven different labels.
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The last three labels, i.e., labels 500, 600, and 700, are different terminals as
follows. First, if the software package gets a proper input and the BACOLI software
package solves the problem successfully, then the software package ends up at the
terminal 500. Some files including the outputs are produced accordingly. Second, if
the BACOLI software package cannot solve the problem, then the software package
ends up at the terminal 600. In this case, a message is printed to indicate the error.
Finally, if there is an invalid input, then the software package ends up at the terminal
700. A message is printed to indicate the invalid input accordingly.
The four first labels, i.e., labels 100, 200, 300, and 400, serve the following pur-
poses. Label 100 checks if the input is valid and it also initializes the work space at
the first call to the BACOLI software package or after any remeshing. The schematic
view of this label is presented in Figure 2.8.
Label 200 checks if it is the first call to the problem or not and based on this, it
continues the integration process. The schematic view of this label is presented in
Figure 2.9.
Label 300 performs the initialization tasks after any remeshing. The schematic
view of this label is presented in Figure 2.10.
Label 400 performs the time integration. Because the time integration is per-
formed in this label, it is one of the most important parts of the algorithm. The
solver DASSL is called from this label. The schematic view of this label is presented
in Figure 2.11.
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Figure 2.7: The general scheme of BACOLI.
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Figure 2.8: Label 100 of the BACOLI algorithm.
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Figure 2.9: Label 200 of the BACOLI algorithm.
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Figure 2.10: Label 300 of the BACOLI algorithm.
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Figure 2.11: Label 400 of the BACOLI algorithm.
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2.6 Modifications to the BACOLI software package
This section presents the modifications to the BACOLI software package. All of the
modifications are done to extend the BACOLI software package to solve the equations
that do not have any dependency on spatial derivatives. The system of the equations
is
ut(x, t) = f(t, x,v(x, t),u(x, t),ux(x, t),uxx(x, t)),
vt(x, t) = g(t, x,v(x, t),u(x, t)),
a ≤ x ≤ b, t ≥ t0,
(2.28)
the boundary conditions are given by
Ba(t,v(a, t),u(a, t),ux(a, t)) = 0,
Bb(t,v(b, t),u(b, t),ux(b, t)) = 0,
(2.29)
and the initial conditions are given by
u(x, t0) = u0(x),
v(x, t0) = v0(x),
(2.30)
where u(x, t) and v(x, t) are the unknown vector functions. In this system of equa-
tions, the unknown vector function v(x, t) corresponds to the PDEs whose RHS have
no spatial derivative. In its present form, the extended BACOLI software package can
only solve uncoupled systems of PDEs. The details of the subroutines of the BACOLI
software package that were modified are presented as follows.
A list of six modified subroutines is provided together with the tasks that are
done by each subroutine. A description of the modifications in each subroutine is
also provided. To make the descriptions tangible, a particular case of the system of
equations is considered.
The system considered for our descriptions of the modifications is as follows:
Consider the system of equations
ut(x, t) = f(t, x, v(x, t), u(x, t), ux(x, t), uxx(x, t)), (2.31a)
vt(x, t) = g(t, x, v(x, t), u(x, t)), (2.31b)
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that only consists of two equations. The second equation does not have any depen-
dence on spatial derivatives.
In this case, the structure of the ABD matrix is shown in Figure 2.12. In this
figure, the four interior blocks indicate that there are four subintervals. In other
words, Nx in (2.15) is 5. Each subinterval consists of five collocation points, meaning
that the degree of the B-splines is six. The number of continuity for this B-spline
is two and the number of differential equations is two. In this figure, the top and
bottom blocks correspond to the left and right boundaries, respectively. Because
there are two equations in (2.31), the top and bottom blocks consist of two rows.
The first row corresponds to (2.31a) and the second row corresponds to (2.31b).
In the modified BACOLI software package, the way in which the elements of the
second rows of each block are generated is modified. These elements are generated
the same way that the elements in the interior blocks are generated.
The first subroutine in the BACOLI software package that is modified is the sub-
routine iniy, which performs the initialization tasks of calculating B-spline basis
functions, constructing the ABD matrices, and determining the initial vector of the
B-spline coefficients. It determines the initial vector of the B-spline coefficients, y,
through solving the system Ay = d, where A is an ABD matrix and d is the vector
of the unknown functions at the initial time. The vector d is built up through the
initial condition subroutine.
The modifications of this subroutine are related to the case where the boundary
conditions are not Dirichlet. In this case, the solution of Ay = d is considered as an
initial guess, and the iterates are obtained through the Newton iteration (2.12). The
top and bottom blocks are built up through the boundary conditions subroutine. In
the modifications, the second row of the top and bottom blocks are added to the
Newton iteration. The first row of the top and bottom blocks remain unchanged.
Those elements of the RHS vector, d, that correspond to the second equation at
the boundaries also are generated the same way as the elements of d corresponding
to the second equation at the interior points. In other words, because there is no
boundary condition for the second equation, these elements cannot be generated
41
Figure 2.12: ABD matrix structure for the case where the system
consists of two equations, the second one of which does not have spatial
derivative. In this case, the degree of the B-splines is six.
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through boundary condition subroutines.
The second subroutine in the BACOLI software package that is modified is the
subroutine iniyp. This subroutine determines y′(t0), i.e., the initial vector of B-
spline coefficients for the first temporal derivative of y(t). Because the system that
is solved in this subroutine is similar to the one solved in the subroutine iniy, the
modifications of this subroutine are similar to those of the subroutine iniy.
The third subroutine in the BACOLI software package that is modified is the
subroutine caljac. The Jacobian of the system of DAEs is determined through this
subroutine. Consider a discretized DAE that is linear and of the form Ay′− f = 0,
where the matrixA contains the collocation equations and some boundary conditions
information. The vector f contains the RHS of the collocation equations and the
corresponding boundary condition. The subroutine caljac returns the matrix B =
dG
dy
+ cj dGdy′ , where the (i, j) element of the matrix B involves the partial derivative
of equation i with respect to the variable j. The scalar cj is chosen by the solver
DASSL to accelerate the convergence of the Newton iteration used to solve the implicit
equations resulting from the BDF methods. According to the discretized form of the
DAE, B can be written
B = cjA− ∂f
∂y
, (2.32)
where A and ∂f
∂y
are ABD matrices. These two matrices are modified in order to be
adapted to (2.28). In the standard BACOLI software package, the top and bottom
blocks of the matrix A are updated in the subroutine caljac while the interior
blocks are input of this subroutine. In other words, the interior blocks are not
updated within the subroutine caljac. In our modifications, the second rows of
the top and bottom blocks are not updated within the subroutine caljac. In the
standard BACOLI software package, in the matrix ∂f
∂y
, the top and bottom blocks are
zero. In the modified BACOLI, they are changed such that the second rows of top and
bottom are updated within the subroutine caljac the same way that the elements
of the interior blocks are generated. A schematic view of these two matrices after
the modifications is represented in Figures 2.13 and 2.14, respectively. As can be
seen in these two figures, the second row of the top and bottom blocks are generated
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the same way as the interior blocks.
Figure 2.13: ABD matrixA generated in the subroutine caljac after
the modifications.
Figure 2.14: ABD matrix ∂f
∂y
generated in the subroutine caljac after
the modifications.
The fourth modified subroutine in the BACOLI software package is the subroutine
calres. This subroutine defines the system of DAEs to be solved by the solver
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DASSL. It returns a residual, δ, of the system of DAEs (2.13). The residual of the
system, δ, is given by
δ = G(t,y,y′). (2.33)
Parts of the vector δ that correspond to the boundaries are generated through the
boundary conditions subroutine. Because of this, the modifications in this subroutine
are related to the vector δ. Figure 2.15 shows the modifications of this vector.
Figure 2.15: The modified vector δ generated in the subroutine
calres.
The fifth modified subroutine in the BACOLI software package is the subroutine
DDASLV. This subroutine manages the solution of the linear system arising in the
Newton iteration. According to Brenan et al. (1996), for a system of DAEs with
index α, the condition number of the iteration matrix is O(∆t−α), where ∆t is the
current time step during the integration and α is a positive integer. Thus, when ∆t
approaches zero, the condition number becomes large. In this case, the corresponding
Newton iteration may fail. To overcome this, the conditioning of the Jacobian matrix
should be improved. Petzold and Lötstedt Petzold and Lötstedt (1986) proposed a
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scaling technique to improve the conditioning of the Jacobian matrix. This technique
involves only scaling the RHS elements corresponding to the boundary conditions.
In order to adapt this scaling to our case of interest, these parts are limited to the
equations with spatial derivatives. Figure 2.16 shows the modifications of the RHS
vector δ.
Figure 2.16: The modified vector δ generated in the subroutine
DDASLV.
The sixth modified subroutine in the BACOLI software package, is the subroutine
errest. This subroutine computes the error estimates (2.21) and (2.22). It also
determines whether a remeshing is required. If a remeshing is required, then the
distribution of the new mesh points is determined through this subroutine. No spatial
adaptivity is required for (2.31b) nor it is sensible to do so because by definition there
is no spatial dependency. The subroutine errest is modified based on this.
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Chapter 3
Other Related Background
This chapter presents some biological and mathematical background behind the
heart models used in this thesis. Followed by a description of some cell models, more
details on the monodomain model (1.7) are provided in this chapter.
3.1 Physiology
3.1.1 Heart cycle
The heart is a muscular and chambered organ about the size of a fist, located just
behind the breastbone. The heart pumps blood throughout the body. It has four
chambers called the right and left atria and the right and left ventricles. The right
atrium receives the blood from the veins and pumps it to the right ventricle. The
right ventricle receives blood from the right atrium and pumps it to the lungs in
order to oxygenate the blood. The left atrium receives oxygenated blood and pumps
it to the left ventricle. Finally, the left ventricle pumps the blood throughout the
body. This pumping, as a whole, is the consequence of contractions. The contrac-
tions are governed by a web of nerves that transmit electrical signals throughout
the heart Bailey (2012). Figure 3.1 is a schematic diagram of the heart, adapted
from Mackenna and Callander (1997). This diagram represents the four chambers of
the heart. The arrows show the direction of the blood as it cycles through different
parts of the heart.
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Figure 3.1: The heart as a four-chambered organ Mackenna and
Callander (1997).
3.1.2 Electrical analysis of cardiac cells
In this section, some of the properties of the heart from the aspect of the electrical
field are discussed. The heart looks like an electric dipole with positive and negative
charges that create an electrical field. The body behaves like a conductor when it
is exposed to such an electrical field. In each heart cycle, an electrical current runs
through the body. This electrical current causes a specific amount of potential at
each point of the body, giving rise to a potential difference throughout the body.
Considering some specific points on the chest and measuring their potentials with
respect to a reference potential, their potential variations during a heart cycle repre-
sent the electrical activation of the heart muscle cells. This method of representation
is called the electrocardiogram (ECG) Sundnes et al. (2006).
In order to excite a cardiac cell, a stimulus can be exerted. This external stimulus
induces an electrical field in the heart. Depending on the strength of the resulting
electrical field, there may be some intracellular changes. If the strength of the elec-
trical field is more than a certain level, it will affect the conductive properties of
the cell. This effect results in depolarization, meaning that the neighbouring positive
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ions move into the cell membrane. After depolarization, there is another phase called
repolarization. In this phase, the cell regains its initial electrical potential. In some
special cases, there is a certain time span between depolarization and repolarization;
this time span is called the plateau phase.
In a nutshell, after the cell excitation there is a three-phase cycle. This cycle
includes first the depolarization phase, second the plateau phase, and third the re-
polarization phase. This cycle is called an action potential. Figure 3.2 represents
a plot of this cycle for the specific cell model of Bondarenko Bondarenko et al.
(2004); Institute (2013). This figure shows recorded variations of the transmem-
brane potential at different time steps. In this figure, the vertical axis represents the
transmembrane potential (in mV) and the horizontal axis shows the corresponding
time (in ms).
Signal propagation and its effects on the polarizations of the cells in the atrium
and the ventricle are as follows. First, the signal is initiated from a node called the
sinoatrial node located on the wall of the right atrium. When the signal reaches the
atrium, it causes contraction in the atrium, and as a consequence, the ventricle takes
the blood in. On the other hand, when the signal reaches the atrium, because the
signal induces an electrical field, the cells in the atrium are depolarized. Once the
signal reaches the ventricle, it causes contraction there. At this step, cardiac cells in
the ventricle are depolarized whereas in the atrium, the cells are repolarized. This
process is repeated and the polarization of atrium and ventricle reverse in each heart
cycle. In this way, the electrical charges of the heart swap constantly Sundnes et al.
(2006).
3.2 Simulation
This section is on the simulation and the three main steps that are required for
simulating a system. Given a system such as biological system or more specifically
the mechanism of the heart, the first step of the simulation is modelling. In order
to solve a problem with some mathematical approaches, we first require to have
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that problem in mathematical language. In other words, the system of differential
equations that govern the mechanism is derived. An instance of the heart model
is (1.7).
Once the mathematical model is derived, the second step of the simulation,
namely the discretization, is implemented on the model. Because a complex heart
model cannot be solved analytically, one resorts to the numerical approaches. The
numerical approaches include discretization of the equations in time and space. The
result of the discretization is that the numerical values of the unknown functions at
some specific meshes are found. The last step of simulation is the visualization. In
a nutshell, the three steps include the numerical modelling, the discretization, and
the visualization.
Figure 3.3 represents a schematic view of these three steps. The details of each
of them are illustrated in the remainder of this section.
Figure 3.2: Action potential in the model of Bondarenko Bondarenko
et al. (2004); Institute (2013).
In order to investigate how a process can occur as a result of activities and
interactions on a smaller scale, having detailed information is crucial. In the case of
the heart simulation, small scale means the scale at which intracellular activities are
considered, as opposed to the large scale where activities in the whole heart system
are considered.
Investigating the activity at the small scale and modelling it using some differ-
ential equations has two advantages. First, it helps us analyse intracellular electro-
50
Figure 3.3: Different steps in a numerical simulation.
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chemical activities. Second, it casts a light in the path of expressing the whole heart
system in a systematic way, as a set of different types of cells. Once we have enough
information about smaller parts of the heart, we can formulate its activities.
The model for electrical activity in the heart considered in this thesis is a multi-
scale model known as the monodomain model Sundnes et al. (2006). It simulates the
evolution of the electrical potential in cardiac tissue and couples the ionic currents
at the cellular scale with their propagation at the tissue scale. There are many
mathematical models for cardiac cells, e.g., the FitzHugh–Nagumo FitzHugh (1961);
Nagumo et al. (1962), Luo–Rudy I Luo and Rudy (1991), and the epicardial variant
of ten Tusscher et al. (2006) ten Tusscher and Panfilov (2006) models. Ideally, the
more variables that describe different states of the heart, the more realistic the model
that is achieved.
Once the mathematical model is obtained, one can solve the differential equa-
tions on a computer by means of an appropriate numerical approach. To this end,
discretizations of the resulting equations are required in both the time and space di-
mensions. After the discretizations, the numerical values of the unknown functions
at discrete points can be computed.
3.3 Modelling
A control volume is a fixed region considered in space in order to study the energies
or fluids that pass its boundary. Using this concept in the mathematical models
of physical processes, one can utilize continuity, momentum, and energy principles.
After specifying the control volume and its boundary, one can form the equations
that govern the passage of any fluid or energy through the boundary LLC (2014).
Continuum modelling of a tissue is a method of modelling based on the concept
of the control volume. In this type of modelling, some specific sample points are
considered. Each of these points is related to its neighbouring volume that consists
of some other cells. Each point has a quantity that is the average of its corresponding
volume of cells. In continuum modelling, instead of considering individual cells, only
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those sample points are considered.
3.3.1 Cardiac cell models
There are many cardiac cell models, from simple to biophysically detailed. There
are two advantages of the simple models. First, the actual behaviour of each model
parameter can be more easily observed. Second, analysing simple models can give
insight into studying biophysically detailed models. However, when it comes to
practical point of view there is a considerable disadvantage of simple models. Simple
models usually do not provide accurate data. On the other hand, biophysically
detailed models that involve more parameters and more details typically provide
more accurate and realistic data.
Models of the cardiac cells are capable of representing underlying cardiac electri-
cal dynamics to provide insight into the simulation of the action potential. Depending
on the complexity of the model, it may incorporate the formulation of intracellular
current voltage, ionic concentration, and ionic channel kinetics responsible for the
current. Simple families of cardiac cell models come from the FitzHugh–Nagumo
(FHN) model. Generally, one can consider this model for excitable media, and it
can be applied to different systems. It consists of two ODEs that are then repre-
sented as non-spatially dependent PDEs in the monodomain model.
The FitzHugh–Nagumo model
The FitzHugh–Nagumo model focuses on excitability properties of the cardiac cells
and is a modified version of the Van Der Pol equations. The basic idea behind this
model is to represent mathematical properties of the cell excitation. These mathe-
matical properties are derived from the electrochemical properties of potassium and
sodium ion flow. The model is as follows Sundnes et al. (2006):
dv
dt
= c1v(v − a)(1− v)− c2W + Istim,
dW
dt
= b(v − c3W ),
(3.1)
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where v is the membrane potential, W is the recovery variable, and Istim is the
magnitude of a stimulus current. The values of the five parameters a, b, c1, c2, and
c3 are presented in Table 3.1. The given values are for the original formulation of
the FitzHugh–Nagumo model.
Table 3.1: The values of the five parameters used in the original
FitzHugh–Nagumo cell model.
Parameter Value Unit
a 0.13 dimensionless
b 0.013 dimensionless
c1 0.26 ms−1
c2 0.1 ms−1
c3 1.0 ms−1
A drawback of this model is that the cell hyperpolarizes in the repolarization
phase, whereas in reality there is no such hyperpolarization. A modified version of
the FitzHugh–Nagumo model was proposed by Rogers and McCulloch in order to
overcome this drawback Sundnes et al. (2006).
The modified version of FitzHugh–Nagumo model is as follows Pitt-Francis et al.
(2009):
dv
dt
= −mk(v − vrest)[W + (v − vth)(v − vpeak)]− Istim,
dW
dt
= ml(v − vrest)−mbW,
(3.2)
where vrest, vth, and vpeak are the resting potential, threshold potential, and peak
potential respectively. In this study, vth = −70 mV, vrest = −85 mV, and vpeak = 40
mV. The constants within our numerical experiments are are presented in Table 3.2.
Table 3.2: The values of the three parameters used in the modified
FitzHugh–Nagumo cell model.
Parameter Value Unit
ml 0.63 dimensionless
mk 4× 10−4 ms−1
mb 0.013 ms−1
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The modified version of the FitzHugh–Nagumo model is more realistic than the
original one Sundnes et al. (2006).
The Luo–Rudy I model
Another example of cell model is Luo–Rudy I (LR) Luo and Rudy (1991) model.
The basic idea in this model is to simulate the action potential of a guinea pig ven-
tricular cell. The eight variables considered in this model include the transmembrane
potential, v, the intracellular calcium concentration, Cai, and six non-dimensional
gating variables, m, j, h, f , d, and X. These variables govern the movement of ions
across the cell membrane. The differential equations describing the model are as
follows:
dv
dt
= − 1
C
(INa + Isi + IK + IK1 + IKp + Ib),
dCai
dt
= −10−4Isi + 0.07(10−4 − Cai),
dy
dt
= (y∞ − y)
τ∞
,
(3.3)
where y can be any of the six gating variables m, j, h, f , d, or X, y∞ = y∞(v), and
τ∞ = τ∞(v). The currents INa, Isi, IK , IK1, IKp, and Ib are non-linear functions of
v, Cai, m, h, j, d, f , and X. More details on this cell model are mentioned in Luo
and Rudy (1991). Accurate cell models such as Luo–Rudy I model describe greater
detail such as the calcium concentration and the flow of ions in the cell membrane.
The epicardial variant of the model of ten Tusscher et al. (2006)
The epicardial variant of the model of ten Tusscher et al. (2006) ten Tusscher
and Panfilov (2006) is a novel model for the human ventricular cells. This model
is based on recent experimental measurements of human action potential duration
restitution. It is intended to describe details of calcium dynamics to a level that
computationally is feasible for modelling. In this cell model, nineteen variables are
considered. This model can be used to show that the recovery dynamics of the fast
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sodium current is an important factor in the instability. It is also used to show
that steep restitution-mediated fibrillation can occur in the human ventricle. More
details, in particular the differential equations describing the model, can be found
in ten Tusscher and Panfilov (2006).
3.3.2 A model for heart tissue
The monodomain model is a multi-scale mathematical model for the electrical ac-
tivity in heart tissue. In this model, the dynamics of the transmembrane potential,
v, are described. This model is useful in simplified computational research Sundnes
et al. (2006). The standard formulation of this model is (1.7). In this study, the
constants χ, Mi, and Cm are 1400 cm −1, 1.75 mS/cm, and 1 µF/cm2 respectively.
56
Chapter 4
Numerical Results
This chapter presents the numerical results of solving different systems of parabolic
partial differential equations. A fully coupled system and some heart models are con-
sidered for our experiments.
As mentioned in Chapter 2, in the BACOLI software package, there are two tol-
erances, the relative and absolute tolerances. In our experiments, the relative and
absolute tolerances are set to be equal. They are 1× 10−6 for the fully coupled sys-
tem and 1× 10−8 for all of the heart models. In Tables 4.1, 4.2, 4.3, 4.5, and 4.6,
the matching digits are in bold font.
Recall the discussion given in Chapter 2 about error estimate schemes. Because
the SCI scheme is the standard mode, in our numerical experiments of the heart
models, the SCI scheme is chosen. To show that the software package also works
with the LOI scheme as an alternative option, LOI scheme is chosen for the fully
coupled system.
4.1 Reference solutions and measure of error
In order to measure the errors of the numerical solution obtained with the extended
BACOLI software package, a reference solution is required. In this section, first the
process of generating reference solutions in our experiments is put forth. Subse-
quently, the criterion for measuring the deviations of the numerical solution with
respect to the exact solution is given.
A reference solution is generated with Chaste for all of the heart models. This
software applies a semi-implicit methodWhiteley (2006) to the monodomain model (1.7)
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and the ODEs corresponding to the cell models are solved with Heun’s method. Us-
ing the semi-implicit method to discretize time in the monodomain model leads to
χCm
vn − vn−1
∆t + χIion(s
n−1, vn−1, tn−1) = λ1 + λ∇ · (σi∇v
n),
sn − sn−1
∆t = f(s
n−1, vn, tn−1).
In this method, at time step n, the spatial derivatives are evaluated at time tn and
the Iion term is evaluated at time tn−1.
The reference solution is generated by comparing increasingly accurate solutions.
In order to compute each successive solution, the time step is halved and the number
of spatial mesh points is doubled. The process of generating these increasingly
accurate solutions continues until four or more matching digits are obtained. In all
of our numerical experiments, the comparison is made at 21 equally spaced time
steps in the temporal domain and 101 equally spaced spatial points.
The cardiac models considered in this chapter are the monodomain model coupled
with the standard FitzHugh (1961); Nagumo et al. (1962) and modified Sundnes et al.
(2006) FitzHugh–Nagumo cell models, the Luo–Rudy I cell model Luo and Rudy
(1991), and the epicardial variant of the model of ten Tusscher et al. (2006) ten
Tusscher and Panfilov (2006). The resolutions required to generate the reference so-
lution for these numerical experiments are as follows. For the standard and modified
FitzHugh–Nagumo models, ∆t = 5× 10−7 ms and ∆x = 120000 cm are used. For the
Luo–Rudy I model, ∆t = 5× 10−8 ms and ∆x = 130000 cm are used.
In order to measure the accuracy and efficiency of any numerical method, one
can compute an average of the error at Nt points in the temporal domain t ∈ [t0, tend]
and at Nx points in the spatial domain. Therefore, the average is over N = NtNx
points. After generating the reference solution for all N points, the mixed root mean
square (MRMS) Marsh et al. (2012) error is computed as follows:
eMRMS =
√√√√ 1
N
N∑
i=1
(
vˆi − vi
1 + |vˆi|
)2
,
where vˆi is the reference solution for the voltage and vi is the numerical solution for
the voltage, both at time tn.
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4.2 Coupled system
An example of a system of equations that cannot be solved with the standard BACOLI
software package is
ut = xuxx + txux + (1 + tx)e−txv, 1 ≤ x ≤ 2,
vt =
−1
2 e
txu− 12
√
1− v2, 0 ≤ t ≤ 1,
with the boundary condition given by
u(1, t) = e−t sin(1 + t),
ux(2, t) = −tu(2, t) + e−2tv(2, t),
and the initial condition is
u(x, 0) = sin(x),
v(x, 0) = cos(x).
The analytical solution of this fully coupled system is
u(x, t) = e−tx sin(x+ t),
v(x, t) = cos(x+ t).
After the modifications, it can be solved with the extended BACOLI software package.
With the choice of the LOI error estimate and a tolerance of 1× 10−6, approximations
to the unknown functions u(x, t) and v(x, t) at tend = 1 are given in columns two
and four of Table 4.1. In this table, the first column shows the points at which we
obtained the solutions. The third and fifth columns show the analytical solution
of u(x, t) and v(x, t) at the corresponding points. The matching digits between the
numerical and the analytical solutions are shown in bold font.
In this table, because the tolerance is 1× 10−6, one should expect about six
matching digits between the reference solution and the numerical solution. As can
be seen in this table, the number of matching digits at different points is either five
or six.
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Table 4.1: Solution of the fully coupled system obtained with the ex-
tended BACOLI software package (LOI scheme and tolerance 1× 10−6).
1
x
Numerical
solution
of u(x, 1)
Analytical
solution
of u(x, 1)
Numerical
solution
of v(x, 1)
Analytical
solution
of v(x, 1)
1.0 0.3345118296294 0.3345118292392 –0.4161452687667 –0.4161468365471
1.25 0.2229218216328 0.2229217032167 –0.6281723534610 –0.6281736227227
1.5 0.1335373354119 0.1335371853582 –0.8011425468139 –0.8011436155469
1.75 0.0663228873065 0.0663227356501 –0.9243015129225 –0.9243023786324
2.0 0.0190986701568 0.0190985162611 –0.9899919811429 –0.9899924966004
4.3 The monodomain model with the FitzHugh–
Nagumo cell model
This section provides the numerical results obtained by solving the monodomain
model (1.7) coupled with the FitzHugh–Nagumo cell models (3.1) and (3.2) with
the extended BACOLI software package. Because the cell model is a non-spatially
dependent PDE, the original BACOLI software package cannot solve the system. Af-
ter the modifications, the extended BACOLI software package was used to solve the
monodomain model coupled first with the FitzHugh–Nagumo cell model (3.1) and
second with the modified FitzHugh–Nagumo cell model (3.2). The results are as
follows.
The system of monodomain model coupled with the original FitzHugh–Nagumo
model with the parameters ψ = 1400, λ = 1, and cm = 1 is considered in our
experiment. The spatial domain is [0, 1] with the boundary conditions given by

∂v
∂x
(0, t) = 0,
∂v
∂x
(1, t) = 0,
and the initial conditions given by

v(x, 0) = 2 + 10(1− sin(x)),
W (0) = −0.5758.
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The results of solving the monodomain model coupled with the original FitzHugh–
Nagumo model with a continuous initial condition are shown in Table 4.2. The first,
second, and third columns contain the spatial points, the reference solution generated
with Chaste, and the numerical solution for the voltage obtained with the extended
BACOLI software package, respectively. These results are for the time tend = 20 ms.
Table 4.2: Solution of the original FitzHugh–Nagumo for the voltage
(mV) after 20 ms, obtained with Chaste and Extended BACOLI software
package (SCI scheme and tolerance 1× 10−8).
x Reference solution Extended BACOLI solution
0.0 –1.51887301391762 –1.51887245743619
0.1 –1.51888063512694 –1.51888010507247
0.2 –1.51889882819236 –1.51889835832303
0.3 –1.51892023977051 –1.51891982726814
0.4 –1.51894537278728 –1.51894501438495
0.5 –1.51897489618657 –1.51897458221901
0.6 –1.51900953111721 –1.51900925972157
0.7 –1.51905001938151 –1.51904978682755
0.8 –1.51909699478253 –1.51909679494815
0.9 –1.51915041733144 –1.51915024519284
1.0 –1.51917616997381 –1.51917600538379
In this table, because the tolerance is 1× 10−8, one should expect about eight
matching digits between the reference solution and the numerical solution. As can
be seen in this table, the number of matching digits at the points x = 0.3 and x = 0.7
is five. At the point x = 0.0, there are six matching digits and at all of the other
points there are seven matching digits.
For the system of monodomain model coupled with the modified FitzHugh–
Nagumo cell model the results are presented in Table 4.3. In this table, the first
column shows the spatial points at which the solutions are shown. The second col-
umn contains the reference solution for the voltage obtained with Chaste. Because
generating reference solution for this model is not computationally demanding, the
reference solution has seven matching digits and MRMS error is 3.15× 10−7%. The
reported matching digits and MRMS error during the process of generating reference
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solution are between two consecutive phases, where at each phase the time step is
halved and the number of spatial mesh points is doubled. The third column contains
the numerical solution for the voltage obtained with the extended BACOLI software
package where the SCI scheme is chosen as the spatial error estimate. These results
are for the time tend = 5 ms.
Table 4.3: Solution of the modified FitzHugh–Nagumo for the voltage
(mV) after 5 ms, obtained with Chaste and Extended BACOLI software
package (SCI scheme and tolerance 1× 10−8).
x Reference solution Extended BACOLI solution
0.0 –70.07892967359772 –70.07892970713885
0.1 –70.11555741230695 –70.11555744141333
0.2 –70.20802042405890 –70.20802046802686
0.3 –70.33462469584382 –70.33462470143223
0.4 –70.49056952202749 –70.49056947955525
0.5 –70.68216243633999 –70.68216231557231
0.6 –70.92115668214646 –70.92115654067435
0.7 –71.22398332528229 –71.22398310861703
0.8 –71.60154156739336 –71.60154133254113
0.9 –71.99352280416010 –71.99352258416253
1.0 –72.18003449141124 –72.18003428847781
In this table, at the point x = 0.1 there are nine matching digits between the
reference solution and the numerical solution. At all of the other points, there are
eight matching digits.
4.4 The monodomain model with the Luo–Rudy
I cell model
In this section, the results of solving the monodomain model coupled with the Luo–
Rudy I cell model Luo and Rudy (1991) are provided. The system of equations for
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the Luo–Rudy I cell model is as follows:
dv
dt
= − 1
Cm
(Iion + Ist),
dm
dt
= αm(1−m)− βmm,
dh
dt
= αh(1− h)− βhh,
dj
dt
= αj(1− j)− βjj,
dd
dt
= αd(1− d)− βdd,
df
dt
= αf (1− f)− βff,
d ([Ca]i)
dt
= −10−4Isi + 0.07(10−4 − [Ca]i),
dX
dt
= αX(1−X)− βXX,
(4.1)
where v is the transmembrane potential for an individual cardiac cell Luo and Rudy
(1991), m, h, j, d, f , [Ca]i, and X are activation gate, fast inactivation gate, slow
inactivation gate, activation gate, inactivation gate, calcium uptake, and activation
gate, respectively. In equations (4.1), the parameter Cm is the membrane capacitance
and Ist is the stimulus current applied by the sinoatrial node. The Iion term is the
total ionic current that is defined as follows:
Iion = INa + Isi + IK + IK1 + IKp + Ib
= GNa ·m3 · h · j · (v − ENa) +Gsi · d · f · (v − Esi)
+GK ·X ·Xi · (v − EK) +GK1 ·K1inf · (v − EK1)
+GKP ·Kp · (v − EKp) +Gb · (v − Eb). (4.2)
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All of the parameters that appear in equations (4.1) and (4.2) are defined as follows:
INa = GNa ·m3 · h · j · (v − ENa),
αm =
0.32(v + 47.13)
1− e−0.1(v+47.13) ,
βm = 0.08e−v/11,
αh =

0.135e(v+80)/−6.8, v < −40 mV,
0, v ≥ −40 mV,
βh =

3.56e0.079v + 3.1 · 105e0.35v, v < −40 mV,
1
0.13(1 + e(v+10.66)/−11.1) , v ≥ −40 mV,
αj =

−1.2714 · 105e0.2444v − 3.474 · 10−5e−0.04391v · (v + 37.78)
1 + e0.311(v+79.23) , v < −40 mV,
0, v ≥ −40 mV,
βj =

0.1212e−0.01052v
1 + e−0.1378(v+40.14) , v < −40 mV,
0.3e−2.535·10−7v
1 + e−0.1(v+32) , v ≥ −40 mV,
Isi = Gsi · d · f · (v − Esi),
Esi = 7.7− 13.0287 · ln ([Ca]i) ,
αd =
0.095e−0.01(v−5)
1 + e−0.072(v−5) ,
βd =
0.07e−0.017(v+44)
1 + e0.05(v+44) ,
αf =
0.012e−0.008(v+28)
1 + e0.15(v+28) ,
βf =
0.0065e−0.02(v+30)
1 + e−0.2(v+30) ,
IK = GK ·X ·Xi · (v − EK),
GK = 0.282 ·
√
[K]o/5.4,
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αX =
0.0005e0.083(v+50)
1 + e0.057(v+50) ,
βX =
0.0013e−0.06(v+20)
1 + e−0.04(v+20) ,
Xi =

2.837(e0.04(v+77) − 1)
(v + 77)e0.04(v+35) , v > −100 mV,
1, v ≤ −100 mV,
IK1 = GK1 ·K1∞ · (v − EK1),
GK1 = 0.6047 ·
√
[K]o/5.4,
K1∞ =
αK1
αK1 + βK1
,
αK1 =
1.02
1 + e0.2385(v−EK1−59.215) ,
βK1 =
0.49124e0.08032(v−EK1+5.476) + e0.06175(v−EK1−594.31)
1 + e−0.5143(v−EK1+4.753) ,
IKp = GKP ·Kp · (v − EKp),
EKp = EK1,
Kp = 11 + e(7.488−v)/5.98 ,
Ib = Gb · (v − Eb).
Table 4.4 shows the values of the channel conductances, the reversal potentials for
the ions and other parameters.
Table 4.5 shows the results of solving the system of monodomain model coupled
with the Luo–Rudy I cell model. The first column contains the spatial points at
which the output is computed. The second column in this table, represents the
reference solution generated by Chaste. This reference solution has four matching
digits and MRMS error 4.86× 10−4% between two consecutive phases, where at each
phase the time step is halved and the number of spatial mesh points is doubled. The
third column represents a numerical solution generated with the extended BACOLI
software package.
As can be seen in this table, the number of matching digits at the points 0.0 and
0.1 is seven, and at all of the other points it is six.
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Table 4.4: Different parameters for the Luo–Rudy I cell
model Clements (1996).
Channel
conductance (ms/cm2)
GNa = 23.0
Gsi = 0.09
GK = 0.282
GK1 = 0.6047
GKp = 0.0183
Gb = 0.03921
Reversal
potential (mV)
ENa = 54.4
Esi = 118.7
EK = –77
EK1 = –87.2
EKp = –87.2
Eb = –59.87
Other parameters
Resting Membrane Potential vrest = –84.0 mV
Membrane Threshold Potential vthreshold = –60 mV
[K]o = 5.4 mM
Membrane Capacitance Cm = 1 µF/cm2
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Table 4.5: Solution of the Luo–Rudy I for the voltage (mV) after 5
ms, obtained with Chaste and Extended BACOLI software package (SCI
scheme and tolerance 1× 10−8).
x Reference solution Extended BACOLI solution
0.0 19.72929206746164 19.7292917671303982
0.1 19.41839006702326 19.4183958525026057
0.2 18.86929313940373 18.8692734805216737
0.3 18.64696199620707 18.6469465874087490
0.4 18.85464593756643 18.8546280990272841
0.5 19.23274161522291 19.2326861315072790
0.6 19.29529722142660 19.2952427151648926
0.7 18.32806198648634 18.3279928783199466
0.8 16.61051308307339 16.6104957169274741
0.9 17.54827114618889 17.5482387840178511
1.0 20.52934860573765 20.5293347833165818
In order to show an average behaviour of the three solutions in all of the time
steps, the averages of the solutions at the 21 equally spaced spatial points are com-
puted. For example, on the curve obtained by the extended BACOLI software package,
consider a point (xi, v¯i). The second coordinate of this point, v¯i, represents an aver-
age of the solutions at xi in all of the 21 time steps. The average was derived for the
reference solution, the numerical solution by the extended BACOLI software package
with MRMS error 4.15%, and the other numerical solution generated by Chaste
with MRMS error 4.76%. In order to obtain the numerical solution by the extended
BACOLI software package with MRMS error 4.15%, the number of collocation points
is 3, and the absolute and relative tolerances are 1.25× 10−2. This tolerance is
roughly the largest tolerance that gives a numerical solution with MRMS error of
about 5%. Because it is possible to achieve MRMS error of about 5% with relatively
large tolerances, it is most efficient for the extended BACOLI software package to use
a relatively small number of collocation points. The initial mesh is set to have 4
uniform subintervals in order to minimize any bias in the extended BACOLI software
package determining a suitable mesh. Figure 4.1 represents a conceptual idea of
what 5% MRMS error means. In fact, because the three curves in Figure 4.1 are
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close to each other, the solution with 5% MRMS error is quite accurate.
Figure 4.1: Solution of the monodomain model coupled with the Luo–
Rudy I model for the voltage with around 5% MRMS error and the
elapsed time.
In order to distinguish between the three solutions, Figure 4.2 shows a zoomed-in
region of the Figure 4.1.
A comparison of elapsed time between the extended BACOLI software package and
Chaste is made. In these comparisons, the reported elapsed time is the minimum of
elapsed times of ten runs. As can be seen in Figure 4.1, the time required to obtain
the numerical solution by the extended BACOLI software package is 0.18 seconds.
The time required to obtain the numerical solution by Chaste with almost the same
MRMS error is 0.50 seconds. Therefore, in this case there is a speed-up of a factor of
around three in the extended BACOLI software package. Although the actual amount
of time saved on one run may not seem significant, this saving becomes significant
when such simulations are run many times; for example, running the Luo–Rudy
I model a million times consecutively with the extended BACOLI software package
saves about 320, 000 seconds or 3.7 days.
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Figure 4.2: Zoomed-in solution of the monodomain model coupled
with the Luo–Rudy I model for the voltage with around 5% MRMS
error.
4.5 The monodomain model with the epicardial
variant of the model of ten Tusscher et al.
(2006)
In this section, the results of solving the monodomain model coupled with the epi-
cardial variant of the model of ten Tusscher et al. (2006) are provided. This model
is used to simulate the human ventricle. It consists of 19 variables. More details on
this model are provided in ten Tusscher and Panfilov (2006). Table 4.6 shows these
results. The first column of this table contains the spatial points at which the out-
put is computed. The second column of this table represents the reference solution
generated by Chaste. This reference solution has three matching digits and MRMS
error 3.92× 10−3% between two consecutive phases where at each phase the time
step is halved and the number of spatial mesh points is doubled. The third column
of this table represents the solution generated with the extended BACOLI software
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package. To obtain this solution, the tolerance is set to be 1× 10−8 and the spatial
error estimate is SCI. The results are reported at the time tend = 5 ms.
Table 4.6: Solution of the epicardial variant of the model of ten Tuss-
cher et al. (2006) for the voltage (mV) after 5 ms, obtained with
Chaste and Extended BACOLI software package (SCI scheme and tol-
erance 1× 10−8).
x Reference solution Extended BACOLI solution
0.0 15.73671511358962 15.7366969196549213
0.1 15.76958211267218 15.7695645163427329
0.2 15.88153751011188 15.8815217931186137
0.3 15.9865252395785 15.9865116935127158
0.4 16.07890988375955 16.0788979751286440
0.5 16.20703958867538 16.2070297987575209
0.6 16.40115130209244 16.4010866279204457
0.7 16.69085199093823 16.6902710748338166
0.8 17.36927102074231 17.3668857822675768
0.9 19.5623391278139 19.5623360899577428
1.0 20.73937330189026 20.7486443492494281
A comparison of elapsed time between the extended BACOLI software package
and Chaste is made. This comparison is made between two numerical solutions.
For the numerical solution obtained with the extended BACOLI software package,
the absolute and relative tolerances are 1× 10−2. Again because these tolerances
are relatively large, the number of collocation points is chosen to be three. This
tolerance is roughly the largest tolerance that gives a numerical solution with MRMS
error of about 5%. For consistency with the previous experiment, the initial mesh
size is taken equal to 4. The resulting numerical solution has MRMS error 4.53%.
For the numerical solution obtained with Chaste, the MRMS error is 5.60%. The
results show that with the extended BACOLI software package it takes 1.16 seconds
and with Chaste it takes 2.58 seconds. Therefore, in this case there is a speed-up of
a factor of around two in the extended BACOLI software package.
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Chapter 5
Conclusion
5.1 Summary
In this thesis, the BACOLI software package is studied. Adaptivity in space and time
as well as applying a high-order method for solving the systems are the features of the
BACOLI software package. The focus in this thesis was to make some modifications
to this high-order numerical software package. The purpose of our modifications
was to change the BACOLI software package such that it solves a broader spectrum of
equations that includes the equations that have no dependency on spatial derivatives.
The practical application of multi-scale problems used in this thesis is mathe-
matical models of the electrical activity of the heart. These models consist of two
scales, the cellular and tissue scales.
The monodomain model, coupled with a cardiac cell model that describes the
cellular electrical activity of a cardiac cell, describes the propagation of the elec-
trical activity throughout the heart. The models that we considered in this thesis
include the one-dimensional monodomain model coupled with the original FitzHugh–
Nagumo cell model, modified FitzHugh–Nagumo cell model, Luo–Rudy I cell model,
and the epicardial variant of the model of ten Tusscher et al. (2006).
In Chapter 2, the structure of the BACOLI software package was presented. A
schematic view of its general algorithm was presented in Figures 2.7, 2.8, 2.9, 2.10,
and 2.11. All of the modifications we made to extend the BACOLI software package
were mentioned in detail in this chapter.
In Chapter 3, some electrophysiological properties of the heart were studied. An
explanation of the FitzHugh–Nagumo, Luo–Rudy I, and epicardial variant of the
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model of ten Tusscher et al. (2006) models together with the monodomain model
were put forth in this chapter.
The results of our research were described in Chapter 4. In this chapter, two
types of results were described. First, we showed that after the modifications of
the BACOLI software package, it can solve a new class of equations. This category
of equations is represented by (2.28), (2.29), and (2.30). Second, the speed-up of
the extended BACOLI software package is considered. We compared the time elapsed
to obtain the solution of the monodomain model coupled with the Luo–Rudy I cell
model and also the monodomain model coupled with the epicardial variant of the
model of ten Tusscher et al. (2006). The comparison is done between the extended
BACOLI software package and Chaste software package Pitt-Francis et al. (2009).
For the Luo–Rudy I cell model, we obtained a speed-up of a factor of around three.
For the epicardial variant of the model of ten Tusscher et al. (2006), we obtained a
speed-up of a factor of around two.
5.2 Future Directions
From the results described in Chapter 4, two general future directions follow. Be-
cause of the robustness and the efficiency of the BACOLI software package, further
extensions of this package can be considered as the next goal. These extensions are
divided into two different directions.
As a first direction, one can consider extending the BACOLI software package
such that it solves other types of equations. Presently, the extended BACOLI software
package can only solve parabolic PDEs and PDEs with no dependency on the spatial
derivatives. It can be extended further to solve systems of parabolic PDEs coupled
with elliptic or hyperbolic PDEs. The bidomain model Tung (1978) are an example
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that includes elliptic equations. This model is defined as follows:
χCm
∂v
∂t
+ χIion(s, v, t) = ∇ · (σi∇v) +∇ · (σi∇ue) ,
0 = ∇ · (σi∇v) +∇ · ((σi + σe)∇ue) ,
∂s
∂t
= f(s, v, t),
with boundary conditions
nˆ · (σi∇v + σi∇ue) = 0,
nˆ · (σe∇ue) = 0,
where v is the transmembrane potential, ue is the extracellular potential, and s is
a vector of cellular states such as gating variables and ionic concentrations. The
function f(s, v, t) is a non-linear function describing cellular dynamics, Iion(s, v, t)
is the ionic current per cell membrane area, and σi and σe are extracellular and
intracellular conductivity tensors, respectively. The quantity χ is the area of the cell
membrane per unit volume, and Cm is the capacitance of the cell membrane per unit
area. Finally, nˆ is the unit outward normal. See, e.g., Sundnes et al. (2006), for
further details on the bidomain model.
Because the extended BACOLI software package cannot solve systems with more
than one PDE, one can extend it further to do so and solve multi-scale advection-
reaction-diffusion equations such as a one-dimensional mathematical model of concrete-
rewetting Chapwanya et al. (2009). This mathematical model describes the physical
and chemical structure of dry concrete that is exposed to a hydration front Chap-
wanya et al. (2009). This process is done to make a stronger concrete Hall (2007). It
consists of non-linear advection, non-linear diffusion, and non-linear reaction terms.
Depending on how detailed is the model, there are variety of models that describe
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this phenomenon. The equations for the rewetting model can be written as:
∂θ
∂t
= ∂
∂x
[
D(θ, )∂θ
∂x
]
− ν(θ − θr)+mwrcsh
ρwmcsh
,
∂(θCα)
∂t
= ∂
∂x
(
θDα
∂Cα
∂x
)
− ∂(uCα)
∂x
− (θ − θr)+rα,
∂(θCβ)
∂t
= ∂
∂x
(
θDβ
∂Cβ
∂x
)
− ∂(uCβ)
∂x
− (θ − θr)+rβ,
∂(θCq)
∂t
= ∂
∂x
(
θDq
∂Cq
∂x
)
− ∂(uCq)
∂x
+ (θ − θr)+(rcsh − kprecCq + kdissCg),
∂(θCg)
∂t
= (θ − θr)+(kprecCq − kdissCg),
where (θ− θr)+ = max(0, θ− θr); θ is the volumetric water content; Cα, Cβ, Cq, and
Cg are the respective constituent concentrations of C3S in concrete, C2S in concrete,
calcium-silicate hydrate (C-S-H) in liquid, and solid C-S-H gel; rα, rβ, and rcsh are
functions that govern the rates of reaction; D is the effective diffusivity; Dα, Dβ, and
Dq are the respective diffusivities of C3S in concrete, C2S in concrete, and C-S-H in
liquid. The remaining variables are substance-specific constants, which are defined
in Chapwanya et al. (2009).
A second direction is to modify the BACOLI software package such that more
speed-up is achieved. Based on the principle that large algorithms can be broken into
smaller ones, some parts of the BACOLI software package can be broken into smaller
parts such that many calculations be carried out simultaneously. For example, the
error estimate mentioned in (2.21) and (2.22) can be calculated simultaneously. Each
of the components of these two error estimates can be calculated simultaneously
as well. On the other hand, setting up and solving the ABD matrices presented
in the Figure 2.12 can be done in parallel. In general case, in (2.15) there are
Nx subintervals. Thus there are (Nx − 1) interior points and accordingly there are
(Nx−1) interior blocks in the ABD matrices. Because each interior block corresponds
to an individual subinterval, the elements of these sub-blocks may be determined in
parallel. In this fashion, along with the high-order method already applied in the
BACOLI software package, more speed-up can be achieved. Some parallel solution
techniques for ABD systems are proposed in Amodio and Romanazzi (2009); Amodio
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et al. (1993). These techniques can be considered in the BACOLI software package to
obtain further speed-up.
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Appendix
Proof of B-spline properties
The two properties of the B-splines (2.2) and (2.3) put forth in Chapter 2 are
proven in this appendix. The formula for generating the values of the B-spline basis
functions at different knots is as follows.
Bj,0(x) =
1, if xj ≤ x < xj+1,0, otherwise. (1)
Bj,M(x) =
x− xj
xj+M − xjBj,(M−1)(x) +
xj+M+1 − x
xj+M+1 − xj+1Bj+1,M−1(x). (2)
Considering this formula, and the assumption that any 00 is deemed to be zero, the
proof of the first property, B1,M(x1) = 1, by induction is as follows. Let M be the
maximum degree of the B-splines. For M = 1 the order of the B-splines is 2 and
the corresponding open uniform knot sequence is {u1, u1, u2}. In order to fit this
sequence according to the notations of the aforementioned formula, let x1 = u1,
x2 = u1 and x3 = u2. For calculating B1,1(x1) both of the indices j and M are one.
Thus by the aforementioned formula,
B1,1(x) =
x− x1
x2 − x1B1,0(x) +
x3 − x
x3 − x2B2,0(x),
and at the point x = x1 the first fraction is 00 thus zero and the second fraction is
one because x1 = x2, giving rise to
B1,1(x1) = B2,0(x1),
again applying (1) with j and M to be 2 and 0 respectively,
B2,0(x) =
1, if x2 ≤ x < x3,0, otherwise,
thus because x1 = x2, at the point x = x1, B2,0(x1) = B2,0(x2) = 1. As a whole,
B1,1(x1) = B2,0(x1) = 1.
In a general case, suppose that for M = l with l ≥ 2, (1) holds, i.e., B1,l(x1) = 1. If
the property is proven to hold for M = l + 1, i.e., if B1,l+1(x1) = 1, then the proof
is complete.
The knot sequence corresponding to B1,l+1 is
{u1, u1, · · · , u1︸ ︷︷ ︸
(l+2) times
, u2}.
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In order to fit this sequence according to the notations of (1) and (2), let x1 = u1,
x2 = u1, · · · , xl+2 = u1 and xl+3 = u2, then
B1,l+1(x) =
x− x1
xl+2 − x1B1,l(x) +
xl+3 − x
xl+3 − x2B2,l(x),
and at the point x = x1 the first fraction is 00 (and thus taken to be zero) and the
second fraction is one because x1 = x2, giving rise to
B1,l+1(x1) = B2,l(x1),
again applying (2) with j and M to be 2 and l respectively, yields
B2,l(x1) = B3,l−1(x1),
and this process continues untill the degree reaches zero,
B2,l(x1) = B3,l−1(x1) = B4,l−2(x1) = · · · = Bl+2,0(x1).
On the other hand, according to (1),
Bl+2,0(x) =
1, if xl+2 ≤ x < xl+3,0, otherwise,
and because x1 = xl+2, then Bl+2,0(x1) = Bl+2,0(xl+2) = 1. As a whole,
B1,l+1(x1) = Bl+2,0(x1) = 1,
this completes the proof.
The proof of the second property is based on a spline property mentioned in de Boor
(1978). For the first derivative of a spline,
D
 s∑
j=r
(αjBj,M+1)
 = M s+1∑
j=r
(
αj − αj−1
tj+M − tj Bj,M
)
,
where αr−1 and αs+1 are deemed to be zero. Because the knot sequence is assumed to
be of open uniform type, and the order is M + 1, then the interval [x1, · · · , xn+M+1]
is equivalent to the interval [xM+1, · · · , xn+1]. Applying the aforementioned property
on [xM+1, · · · , xn+1], with r = 1, s = 2, α1 = 1 and α2 = 1 gives rise to
D
 2∑
j=1
(Bj,M+1)
 = M 3∑
j=1
(
αj − αj−1
tj+M − tj Bj,M
)
.
At the point x = x1,
B′1,M+1(x1)+B′2,M+1(x1) = M
(
α1 − α0
tM+1 − t1B1,M(x1) +
α2 − α1
tM+2 − t2B2,M(x1) +
α3 − α2
tM+3 − t3B3,M(x1)
)
(3)
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Because α2 = α1, the second fraction on the right hand side is zero. Applying divided
difference scheme, it is shortly proven that both of B1,M(x1) and B3,M(x1) vanishes.
For B1,M(x1) the knot sequence is {x1, x2, · · · , xM+2} where because of open uni-
formity they all are the same knot. In this case, gM(x1, xi) = (max{0, x1 − xi})(M−1) .
In the divided differenceM tableau for this case, gM−1(x1, xi) = 0, i = 1, 2, . . . , (M+
2), and therefore all of the divided differences from 1 to (M + 1) are zero. Thus
M1(x) that is defined as the divided difference k of the function gM(x, xi) is zero at
x = x1. Generally, because Bi,M(x) = (xi+M − xi)(−1)Mµi(x) and because in this
case M1(x1) is zero, then B1,M(x1) vanishes. For B3,M the similar strategy can be
applied, the knot sequence for this B-spline basis function is {x3, x4, · · · , xM+4} and
gM(x3, xi) = (max{0, x3 − xi})(M−1) . In the divided difference M tableau for this
case, gM−1(x3, xi) = 0, i = 3, 4, . . . , (M + 4), and therefore all of the divided differ-
ences from 1 to (M+1) are zero. Accordingly in the equation (3) the right hand side is
zero and B′1,M+1(x1)+B′2,M+1(x1) = 0, or in other words, B′1,M+1(x1) = −B′2,M+1(x1).
The same proof can be done for degree M , thus B′1,M(x1) = −B′2,M(x1), and this
completes the proof.
Note that because for (2.3) to hold, only the openness property suffices, the
uniformity property of the knot sequence is not used in the proof.
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