Abstract. This paper develops a theory of control for distributed systems (i.e., those defined by systems of constant coefficient partial differential operators) via the behavioral approach of Willems. The study here is algebraic in the sense that it relates behaviors of distributed systems to submodules of free modules over the polynomial ring in several indeterminates. As in the lumped case, behaviors of distributed ARMA systems can be reduced to AR behaviors. This paper first studies the notion of AR controllable distributed systems following the corresponding definition for lumped systems due to Willems. It shows that, as in the lumped case, the class of controllable AR systems is precisely the class of MA systems. It then shows that controllable 2-D distributed systems are necessarily given by free submodules, whereas this is not the case for n-D distributed systems, n ≥ 3. This therefore points out an important difference between these two cases. This paper then defines two notions of autonomous distributed systems which mimic different properties of lumped autonomous systems.
1. Introduction. In this paper we develop a theory of control of distributed systems patterned after the behavioral approach for lumped systems in Willems [10, 11] . Thus we study the control of behaviors of systems of linear, constant coefficient partial differential operators. In this paper, we demonstrate that, while behaviors of distributed systems are similar to the behaviors of lumped systems in some respects, there are nonetheless many points of departure between the two cases, especially in the techniques employed to arrive at the results. This is essentially due to the fact that lumped systems are defined over a principal ideal domain (PID), whereas distributed systems are not.
In [10] , Willems initiates his approach to the study of systems by first considering ARMA systems. (We adopt the terminology there to define various systems like ARMA, AR, and MA systems, which are again formally defined in section 2 below.) He establishes an "elimination theorem" for ARMA systems; i.e., he proves that every ARMA system is equivalent to an AR system. This follows from the fact that every submodule of a free module over the principal ideal domain R[ d dx ] is free. On the other hand, the elimination theorem for distributed systems requires the celebrated Ehrenpreis-Palamodov theorem (see Oberst [5, Corollary 38] for a constructive proof).
Our study of distributed systems is algebraic in the sense that we set up a correspondence between smooth behaviors and submodules of free modules over polynomial rings (in several indeterminates). That this correspondence is one to one is the content of a hard theorem of Oberst [5] and is in fact a central result of his seminal paper.
The main body of this paper starts with a study of controllable systems. Our definition of controllability is patterned after Willems's definition for 1-D systems in [10, 9, 11] and that for discrete 2-D systems in [6] . (Following the spirit of Willems's work, our notion of controllability does not rely on any input-output structure.) We show that every MA system is controllable. We obtain a necessary and sufficient condition for an AR system to admit an MA representation. This condition allows us to conclude that every controllable AR system is MA. Thus the class of distributed controllable AR systems is precisely the class of MA systems. We also show that a submodule corresponding to such a system is maximal amongst the class of submodules with the same compactly supported behavior.
While every lumped behavior is of course given by a free submodule (as observed above), Rocha and Willems [6] show that every controllable 2-D discrete system is also given by a free submodule, which here corresponds to a system given by a left prime matrix. This is an important result, for free submodules over polynomial rings occupy a central position and geometrically correspond, by Serre, Quillen, and Suslin, to the class of vector bundles over affine space. In what we consider an important counterexample, we show that controllable AR distributed n-D systems for n ≥ 3 are not necessarily given by free submodules. The same example also shows that systems described by left prime matrices need not be controllable. That such an example exists, we explain, is due to the fact that the global dimension of the ring R[∂ 1 , ∂ 2 , ∂ 3 ] over which 3-D systems are defined is 3. We show that such examples cannot occur if the global dimension of the ring over which the system is defined is less than or equal to 2. This therefore extends the result of Rocha and Willems on 2-D discrete systems alluded to earlier to 2-D distributed systems as well. These results follow from a necessary and sufficient condition which describes when a controllable system is given by a free submodule.
Given a behavior B, corresponding to a submodule, say R of (R[∂ 1 , . . . , ∂ n ]) k , we wish to study subbehaviors of B. These subbehaviors come from submodules of (R[∂ 1 , ∂ 2 , . . . , ∂ n ]) k containing R. By extending some set of generators of R to a set of generators of a submodule of (R[∂ 1 , ∂ 2 , . . . , ∂ n ]) k containing R, it is possible to restrict B to any subbehavior contained in it. Of all the subbehaviors contained in B, we are interested primarily in a special class of behaviors which are analogous to autonomous behaviors of lumped systems. Restriction to such behaviors is the process of control. The above description explains the process of control for AR systems. We also translate this procedure to the case of MA systems.
Recollect from Willems [10, 9, 11] that an autonomous lumped behavior is one given by a submodule of (R[
k of rank k. Such a behavior is a finite-dimensional R-vector space. In the case of distributed systems, as shown in this paper, these two properties of a behavior need not coincide. This is essentially due to the fact that a subvariety of C (if not all of C) is a finite set of points, whereas this is certainly not the case in C n , n ≥ 2. As a result we introduce two kinds of autonomous behaviors to capture the above properties of a lumped autonomous behavior. By the first notion, the behavior of a single partial differential operator is autonomous, whereas the second notion of autonomy (namely, what we call a strongly autonomous system) implies a finite-dimensional behavior. Thus a strongly autonomous behavior resembles the behavior of a lumped autonomous system.
We generalize the notion of bounded input-bounded output stability of lumped behaviors by replacing the positive time axis by a (proper) cone S in R n whose apex is the origin. A behavior is considered stable if the elements in it tend to zero along all directions in S. We show that a stable behavior must necessarily be autonomous. A stabilizing controller is one which restricts the behavior to a (nonzero) subbehavior stable with respect to S. We show that a controllable behavior can be stabilized with respect to any cone S. We also define the more general pole placement problem for AR systems. We solve this problem for a subclass of AR systems.
Our paper also contains what we feel are illuminating examples which point to the complexities of the behaviors of distributed systems. Moreover, since our approach to the study of distributed systems is algebraic, it makes available computational techniques from commutative algebra (Gröbner basis, etc.), although we do not directly address such issues here.
Preliminaries.
In the notation of [10, 11] , we consider systems of the form (R n , R k , B), where B is a subspace of (D ′ ) k , the space of R k -valued distributions on R n . (In its stead we sometimes consider subspaces of (C ∞ ) k , D k , etc.) These subspaces B are the behaviors of distributed ARMA systems which we now define.
Let
and
be continuous local E ′ -module morphisms, where E ′ is the space of compactly sup-
We therefore require that R(f * (u 1 , . . . , u k )) = f * R(u 1 , . . . , u k ), and similarly for M . (In this paper we follow the notation in Hörmander [2] , except that we use D to denote the space of compactly supported (complex valued) smooth functions instead of C ∞ 0 .) It follows then that the kernel of R as well as the image of M are E ′ -submodules of (D ′ ) k and (D ′ ) l , respectively. Hence both the kernel of R as well as the image of M are subspaces that are shift invariant, i.e., closed under translations (take f above to be δ x , the Dirac measure supported at x in R n ). By local we mean that the support of R(v) is contained in the support of v (and similarly for M ), where
p , the support of v is the union of the supports of v i , i = 1, . . . , p . The behavior B of the ARMA system (R, M ) defined by the maps (1) and (2) is the subspace of (D ′ ) k consisting of those distributions that are mapped by R into the image of M , that is,
As R is local, we have the restriction map
which is also continuous. We write a matrix for R 1 , say (r ij ), with respect to the standard bases e 1 , . . . , e k and f 1 , . . . , f l on (E ′ ) k and (E ′ ) l , respectively, where e i = (0, . . . , δ, 0, . . . , 0) (δ in the ith slot) and similarly for the f j 's. As R 1 is local, the R 1 e i 's are all supported at the origin, and hence each r ij is also supported at the origin. Thus each r ij is an R-linear combination of δ and its derivatives (see Hörmander [2, Theorem 2.3.4] ). We can therefore consider each r ij as the corresponding constant coefficient partial differential operator. Then the action of R 1 on (E ′ ) k is given by
By density of (E
k , R is the unique extension of R 1 and thus admits the same matrix representation (r ij ). This same matrix also represents the restriction of R to the submodules (C ∞ ) k , D k , etc. These considerations also hold for the map M yielding a matrix representation (m ij ) for it. We therefore, in this paper, study behaviors of distributed ARMA systems, that is, behaviors defined by systems of constant coefficient partial differential operators.
It is also of interest to consider, as in [10, 11] , special cases of ARMA systems, namely MA and AR systems. MA systems are those systems for which k = l and R is the identity morphism in (1) . Thus an MA behavior is the image of an E ′ -module morphism M . On the other hand, those behaviors that are kernels of E ′ -module morphisms are called AR behaviors and correspond to the case when M in (2) is the zero map. In [10] , Willems proves an elimination theorem for lumped systems that states that the C ∞ behavior of an ARMA system is equivalent to the C ∞ behavior of some AR system. An elimination theorem for distributed systems follows from the Ehrenpreis-Palamodov theorem, which we also use elsewhere in this paper. We now state this theorem in the notation that we employ.
Let (R, M ) be an ARMA system and let (r ij ) and (m ij ) be the matrix representations for R and M , respectively, described above. Let A denote the commutative ring R[∂ 1 , . . . , ∂ n ], that is, the polynomial ring in the variables ∂ 1 , . . . , ∂ n , where ∂ i is the partial derivative in the ith direction x i . Thus the entries of the above matrices are from the ring A. Consider the set Q of all relations of the rows of (m ij ), that is, the set of all l-tuples (q 1 , . . . , q l ) in A l such that
This set Q is clearly a submodule of A l . We now quote the theorem of EhrenpreisPalamodov from Hörmander [3, Theorem 7.6.13] .
THEOREM (Ehrenpreis-Palamodov). Let f be in (C ∞ ) l . Then there exists a u in (C ∞ ) m such that M (u) = f iff q(f ) = 0 for all q in Q, the module of relations of the rows of M , i.e., the rows of (m ij ).
Remark. The Ehrenpreis-Palamodov theorem is valid in many other distribution spaces; see chapter 15 of Hörmander [2] . That it is also valid for D ′ is a consequence of a result of Oberst [5] which states that D ′ is an injective cogenerator. Corollary 1 (the elimination theorem). The C ∞ (or D ′ ) behavior of an ARMA system is the same as the C ∞ (or D ′ ) behavior of some AR system. This elimination theorem appears in Oberst [5] , where there is in fact a constructive proof for it. Thus it suffices to study behaviors of AR systems.
Consider now the AR system defined by the map R in (1) represented by the matrix (r ij ). Consider each row of R as an element of the free A-module A
k . In what follows we consider each element
We also consider restrictions of the above morphism 
Observe that a behavior B in W is the kernel of an E ′ -module morphism R restricted to (W ) k (equation (1)), and so in this notation, B is actually B W (R), where R is the submodule generated by the rows of R. Lemma 1. B W • M is the identity map on AR behaviors for any E ′ -submodule
Proof. Clearly B ⊂ B W (M(B)). As mentioned above, since B is an AR behavior, it is equal to B W (R) for some submodule R of A k . Clearly, R is then contained in
This raises the question of whether the correspondence R → B W (R) is bijective, i.e., whether B W and M are inverses of one another. The answer to this question of course depends upon W . Prompted by this question, we make the following definition.
Thus the correspondence R → B W (R) is bijective when restricted to the class of Willems submodules with respect to W . Given a submodule R of A k , M(B W (R)) is clearly the smallest Willems submodule that contains R. We will call M(B W (R)) the Willems submodule with respect to W generated by R. Clearly, M(B W (R)) is the largest submodule in A k determining the same behavior in W k as that of R. In terms of this definition, we now state the theorem of Oberst referred to in the introduction.
THEOREM (Oberst) . Every submodule of A k is Willems with respect to
Later in this paper we determine the class of submodules which are Willems with respect to D or E ′ to be precisely the class of MA systems. In this paper we often look at the subclass of AR systems given by MA systems which display several "nice" properties such as controllability and stabilizability. We therefore now discuss a parametrization of such systems. Proposition 1. Every MA system is the image of a right prime morphism. Remark. By a right prime morphism, we mean a morphism given by a factor right prime matrix. For various notions of right and left primeness, see Bose [1] .
Proof. Let an MA behavior be given as the image of a morphism whose matrix representation is given by M as in (2) . We first show that this same MA behavior is also given by a submatrix M 0 of M which has full column rank.
Let the columns of M be given by elements c 1 , . . . , c m . Let the rank of M be m 0 and assume, without loss of generality, that c 1 , . . . , c m0 are A-independent. Let c i , i = 1, . . . , m 0 , be any other column of the matrix M . By assumption, there is a relation between the columns c 1 , . . . , c m0 and c i , say ac i = m0 j=1 α j c j , where a and the α j 's belong to A. We will show that the image of 
This element is in the image of the submatrix M 0 given by the columns c 1 , . . . , c m0 .
Suppose now that M 0 is not right prime. Then M 0 = M 1 T , where M 1 is right prime and where T is a square m 0 × m 0 matrix whose determinant is a nonconstant polynomial. Note that the module of relations of the rows of T is the 0 submodule of A m0 . Using the Ehrenpreis-Palamodov theorem or the injectivity result of Oberst in the remark following it, we conclude that T is surjective on (
Thus the image of M 0 equals the image of M 1 , which is to say that the given MA behavior is also the image of a right prime morphism, namely M 1 above.
In view of this proposition, we will henceforth describe MA behaviors using only right prime morphisms.
We conclude this section with the following definition and approximation theorem of Malgrange which we quote from Hörmander [2] . DEFINITION. A solution f of the constant coefficient partial differential equation p(f ) = 0 is called an exponential solution if it is of the form
where q(x) is a polynomial and ξ is in C n . Remark. If x = (x 1 , . . . , x n ) and ξ = (ξ 1 , . . . , ξ n ), then by x, ξ we mean x i ξ i . This is not the standard Hermitian inner product on C n . However, as in this paper x is always in R n , the above choice of the bilinear form , suffices. It is easy to check that if f = q(x)e x,ξ is a solution of p(f ) = 0, then p(ξ) = 0, i.e., ξ lies in the variety of p (in C n ). THEOREM (see Theorem 7.3.6 in [2] ). The closed linear hull in C ∞ (R n ) of the exponential solutions of the equation p(f ) = 0 consists of all its solutions in C ∞ (R n ). Remark (see remark following Theorem 10.5.1 in [2] ). In fact Malgrange has proved that it is sufficient to use polynomial solutions in the above theorem iff every nonconstant factor of p vanishes at the origin. Also, it suffices to use solutions of the form e x,ξ iff p has no multiple factors.
3. Controllable systems. We now discuss controllability properties of AR systems. Motivated by the definition of controllability of lumped systems in [10, 11] and of 2-D discrete systems in [6] , we adopt a similar definition for distributed systems below.
Definition 2. Let (R n , R k , B) be an AR system. Then B is said to be controllable if for w 1 and w 2 , any two elements in B, and for U 1 and U 2 any two open subsets of R n such that their closures are disjoint (i.e., U 1 ∩ U 2 = ∅), there exists an element w in B which coincides with w 1 on U 1 and with w 2 on U 2 .
The above definition means that the action of w coincides with that of w 1 on test functions whose supports lie in U 1 and with the action of w 2 on test functions whose supports lie in U 2 . If w 1 and w 2 are smooth functions, then the above implies that w coincides pointwise with w 1 on U 1 and with w 2 on U 2 . Intuitively, w has patched up w 1 and w 2 .
Note that our definition is symmetric with respect to all the variables x 1 , . . . , x n . This is motivated by the theory of 2-D systems applied to image processing where neither variable plays a special role. It is possible however that in some systems a variable plays a special role, for instance, that of time. In such systems it might be that it is necessary only to patch up elements in the behavior along this special variable. Then U 1 and U 2 in the above defintion need only be "strips," that is, open sets of the form I × R n−1 , where I is an open interval in R.
Note that such open sets are of course included in the definition above.
Definition 3. Let U be an open subset of R n , and let V be any closed subset whose interior contains the closure of U . Let w be an element in
k is a cutoff of w with respect to U and V if w ′ coincides with w on U and with 0 on V C , the complement of V . Recollect that given any U and V as above, there is a smooth function f which is identically 1 on U and 0 on V C (i.e., a "bump" function). Thus in the above definition f w is such a w ′ . Note that if w is smooth, then such a cutoff is also smooth.
Then B is controllable iff for every w in B and for every U and V as in the definition above, some cutoff of w with respect to U and V is also in B.
Proof. Let B be controllable and let U and V be as in the definition above. Then U and V C , the complement of V , are open sets whose closures are disjoint. Let w be in B. As B is a linear subspace, the 0 distribution is in B. By the definition of controllability, there is a w ′ in B which coincides with w on U and with 0 on V C . This w ′ is a cutoff of w with respect to U and V . Conversely, let w 1 and w 2 be any two elements in B, and let U 1 and U 2 be open subsets whose closures are disjoint. As R n is normal, we can find closed disjoint subsets V 1 and V 2 containing U 1 and U 2 in their interiors. There is a cutoff w In [10, 11] , Willems shows that all lumped controllable AR systems are MA systems and conversely. Rocha and Willems prove this same fact for 2-D discrete systems. They also show that controllable 2-D discrete systems are always given by free submodules or equivalently given by kernels of left prime matrices. The situation in the distributed case in three or more variables is more involved. We explain all this in terms of the global dimension of the ring A.
In what follows we rely on the Ehrenpreis-Palamodov theorem (or its variant in the case of D ′ due to Oberst) in the proofs of many statements. As such a theorem is not valid for an arbitrary E ′ -submodule W of D ′ , we henceforth restrict ourselves to behaviors with respect to C ∞ or D ′ . We start this development with the following proposition. Proposition 2. Every MA system is controllable. Proof. Let the MA system be given by the
i.e., let the behavior B be the image of M . Let w be any element in B. Then
Let U and V be as in Definition 3. Let v ′ be any cutoff of v with respect to U and V . Consider w ′ = M (v ′ ). We claim that w ′ is a cutoff of w also with respect to U and V .
Let f be any test function in (D) l whose support is contained in U . Then
′ coincides with 0 in V C . Thus w ′ is indeed a cutoff of w with respect to U and V . If we restrict the morphism M to the subspace (C ∞ ) m , then there is a cutoff w
l which is also smooth and is obtained by choosing a smooth cutoff v ′ of v. Thus MA systems are also controllable in the C ∞ sense. The question now arises as to which AR systems are controllable. We show below that the class of distributed controllable AR systems coincides with the class of MA systems. Toward this we first characterize those AR systems which are MA systems and hence controllable by the above proposition. For the sake of convenience, we restrict ourselves further to the C ∞ category. Note, however, that all the results that follow are equally valid for behaviors with respect to D ′ . Given the behavior B of an AR system R : We can therefore consider the columns of M as relations between the columns of R. Conversely, relations between the columns of R determine a morphism whose image lies in the kernel of R. Consider now the module of all relations between the columns of R. Generators of this module, say g in number, determine a morphism
k , whose image is clearly the largest subbehavior of B which admits an MA representation. Denote by M 0 the submodule of A g generated by the rows of the matrix representation of M 0 . Consider next the submodule R 0 of relations between the rows of the matrix representation of M 0 . By (4) it follows that the rows of R lie in this module of relations. By Ehrenpreis-Palamodov, the image of M 0 is precisely the kernel of R 0 , the morphism determined by R 0 . Thus we have the following.
l be an AR system and let R be the submodule of A k generated by the rows of R. Then the system admits an MA representation iff the module R 0 defined above equals R.
Proof. By the theorem of Oberst, R and R 0 define the same behavior iff they are equal. By construction the behavior of R 0 is an MA behavior.
Remark. We supplement the discussion preceding the above theorem with a few elementary remarks that we use elsewhere. Given a submodule of A k , define its rank to be the rank of the largest free submodule contained in it. It is easy to see that this rank is equal to the rank of any matrix whose rows generate the submodule and whose entries are now considered as belonging to the quotient field of the domain A. It is equally elementary that this rank is also the dimension of the vector space obtained by tensoring the submodule with this quotient field. From this it follows that if the rank of a submodule R of A k is i, then the rank of the submodule generated by all the relations between the columns of any matrix representation R of R, namely the submodule M 0 defined above, is (k − i). We therefore conclude, similarly, that the rank of the submodule R 0 in Theorem 1 equals the rank of R. As R is contained in R 0 , it follows that for any p in R 0 , there is a nonzero a in A such that ap is in R. In other words the quotient R 0 /R is a torsion module. We finally remark that from the construction of M 0 and R 0 above, it follows that if a p in A k has the property that some ap is in R for a nonzero a in A, then this p must be in R 0 . This is because if ap is in R, then it lies in the module of relations of the rows of the matrix M 0 , which by definition is R 0 . Thus the set of torsion elements of the module A k /R is precisely the submodule R 0 /R. We can therefore reformulate the above theorem as follows.
Theorem 2. The AR system defined by a submodule R is MA iff A k /R is torsion free.
An important case where the above theorem is applicable is when R can be "decoupled," namely, the proposition below.
Proposition 3. Let R be a submodule of A k which is a direct summand. Then the AR behavior determined by it admits an MA representation.
Proof. As R is a direct summand, it follows that A k = R ⊕ A k /R. Thus A k /R is a projective module and hence free by Serre, Quillen, and Suslin. The result then follows from Theorem 2.
The importance of this special case follows from the fact that this is the case for lumped systems.
. Then the behavior given by a submodule R of A k is MA iff R is a direct summand. Proof. Suppose that the behavior of the submodule R is MA. Then R equals R 0 . By the above theorem A k /R is torsion-free. As A here is a PID; this implies that
Remark. It is a result of Willems that every controllable lumped system is MA. Thus the above proposition actually provides a necessary and sufficient condition for the controllability of lumped systems.
We conclude this development with the following classical example. Example 1 (the deRham complex on R 3 ). Consider the behavior given by the kernel of the map R : (C ∞ ) 3 → (C ∞ ) 3 whose matrix representation is given by
Then the relations between the columns of R determine a map M 0 :
which is given by the matrix ( , then the module of relations of its columns is generated by the columns of R. Moreover, the module of relations between the rows of R is a cyclic module, again generated by (
Thus the kernel of R 1 is equal to the image of R. Note that this is just the familiar fact that the image of the gradient equals the kernel of curl and that the image of curl equals the kernel of divergence.
Willems, and Rocha and Willems, prove that controllable AR systems are MA for 1-D and discrete 2-D systems by showing that MA behaviors are the kernels of left prime morphisms. We show below that while this is also true for distributed 2-D systems, n-D behaviors given by left prime morphisms are not necessarily controllable for n ≥ 3 (Example 2). We also show that controllable systems, although MA, are not necessarily given by free submodules.
We first characterize the class of controllable AR systems. Theorem 3. Every distributed controllable AR system is an MA system. Proof. We show that if an AR system, say defined by the morphism R :
l , is not MA, then it is not controllable. So assume that the behavior given by ker(R), the kernel of R, is not MA. By Theorem 1 above, the submodule R corresponding to R is strictly contained in the submodule R 0 . Let p = (p 1 , . . . , p k ) be any element in R 0 which is not in R. It follows from the remark following Theorem 1 that ap is in R for some nonzero a in A. Consider the maps
where p and a are as above. By the theorem of Oberst quoted in the introduction, as p is not in R, it does not kill every element in ker(R), i.e., the map P defined above is not the zero map. However, the composition A • P : ker(R) → C ∞ , which maps (f 1 , . . . , f k ) in ker(R) to ap i (f i ), is the zero map as ap is in R. Now let u be any element in ker(R) which is not in the kernel of P . Let U be any bounded open subset of R n , where P (u) is nonzero, and let V be any compact set whose interior contains the closure of U . Let u c be any cutoff with respect to U and V . Then u c has compact support and is clearly not in the kernel of P . If ker(R) were controllable, then some cutoff of u with respect to this U and V must also be in the kernel of R. This implies that the image under P of this cutoff must be in the kernel of A. It follows then that the PDE a admits a nonzero compactly supported solution. This is a contradiction to the Paley-Wiener theorem.
If we were to consider the behavior of R in (D ′ ) k , then the same proof as above shows that every distributed controllable AR system is an MA system. A variant of the above proof yields another characterization of controllable systems. 
. This implies that the closure of B D (R) is strictly contained in B C ∞ (R). Thus R cannot be controllable, since the compactly supported behavior of any controllable system is dense in its C ∞ -behavior.
Conversely, suppose the C ∞ -behavior given by R is not controllable. We have to show that R is not Willems with respect to D; i.e., R is strictly contained in M(B D (R)). Since R is not controllable, R is not MA by the above theorem. Hence by Theorem 1, R is strictly contained in R 0 . This implies that B D (R 0 ) ⊂ B D (R). In fact we claim that these two compactly supported behaviors are identical, i.e., every p in R 0 kills every element in B D (R). For suppose that this was not true for some p in R 0 . By the remark following Theorem 1, there exists some a in A such that ap is in R. Thus ap kills every element in B D (R). So if p does not kill some element in B D (R), it follows as in the proof of the above theorem that the Paley-Wiener theorem is contradicted. Hence R is strictly contained in
Thus R is not Willems with respect to D.
We have thus established the following equivalences: R is controllable ⇔ R is MA ⇔ R is Willems with respect to D (or E ′ ) ⇔ A k /R is torsion-free. Rocha and Willems in [6] show that every controllable 2-D discrete system is given by a factor left prime matrix (whose rows necessarily generate a free submodule). We have already pointed out the importance of this result in the introduction. The question then arises as to whether this is so for distributed systems as well. This is not in general true as the following counterexample demonstrates.
2 be the AR system determined by the following matrix:
Clearly R is factor left prime. Nonetheless the AR behavior determined by R is not controllable, as an easy calculation shows that R 0 is the matrix that appears in Example 1, namely curl. The system defined by curl is of course controllable, since it is the image of the gradient map. Note, however, that the matrix representation of curl is not factor left prime; in fact the submodule generated by the rows of this matrix is not even free. Thus the question now arises as to which controllable systems are given by free submodules. As pointed out in the introduction, this is an important question. We provide a necessary and sufficient condition below in the notation preceding Theorem 1.
Theorem 5. Let R be a submodule of A k which determines a controllable behavior. Let R determine the submodule M 0 of A g as above. Then R is a free submodule iff the projective dimension of A g /M 0 is less than or equal to 2.
Proof. Consider the following resolution of
where φ 1 and φ 3 are canonically defined and φ 2 takes a basis of A k to the rows of the matrix M 0 . By the discussion preceding Theorem 1, the kernel of φ 2 is the module R 0 , and hence the sequence above is indeed exact. As the behavior of R is controllable, R 0 equals R by Theorem 3. A standard argument shows that Ext 1 (R, −) ≈ Ext 3 (A g /M 0 , −), which equals 0 iff the projective dimension of A g /M 0 is at most 2. This implies that R is projective. Now by Serre, Quillen, and Suslin, R must be free.
Corollary 4 (2-D distributed systems). Every distributed 2-D controllable behavior is given by a free submodule.
Proof. Observe that here A = R[∂ 1 , ∂ 2 ]. Thus the global dimension of A is 2 and hence the projective dimension of any A-module is less than or equal to 2. This then satisfies the conditions of the above proposition.
Remark. From the proof of Theorem 3, it can be easily seen that if a controllable AR system is given by a free submodule R, then R is maximal among all submodules with the same number of generators as R. This would imply that the matrix representation of R is factor left prime. From the above corollary we can therefore further conclude that every distributed 2-D controllable behavior is given by a factor left prime matrix.
Thus the phenomenon exhibited in Example 2 above occurs only in dimension 3 or more.
Remark. It is now well known that there is an important difference between 1-D and n-D, n ≥ 2, discrete systems, namely that while every 1-D system is feedback stabilizable, this is not, however, the case for 2-D systems (see Shankar and Sule [8] ). The counterexample and corollary above point out, likewise, a difference between 2-D systems and n-D, n ≥ 3, systems.
4. Autonomous systems. In [10, 11] Willems defines a lumped autonomous AR behavior to be one given by the kernel of a map R in R k×k [
d dt ] whose characteristic polynomial, i.e., its determinant, is a nonzero polynomial. Intuitively, this definition singles out those AR behaviors that are far from being controllable in the sense that every element in the behavior of an autonomous system is determined by its values on any open interval of R, i.e., by its germ at any point in R. Thus if we specify the germ of an element in such a behavior, that element is specified in its entirety. We therefore have no "control" over it; i.e., it is "autonomous." In fact the elements in the behavior of a lumped autonomous system are entire functions which are linear combinations of exponential functions that arise from the zeros of the characteristic polynomial. As these zeros are finite in number, the exponential solutions span a finite-dimensional Rvector subspace in the space of entire as well as C ∞ functions. Being finite dimensional, this subspace is closed, and hence by the Malgrange approximation theorem, the C ∞ -behavior of an autonomous lumped system R also consists only of these entire functions. (In fact this finite dimensionality of the behavior is equivalent to R having full rank.) This finite dimensionality of the C ∞ -behavior implies that if the derivatives up to some finite order of an element all vanish at a point, then this element must be the zero element. Hence an element in such a behavior can be specified by a "finite amount of data." This is considerably stronger than saying that the C ∞ -behavior of a system consists only of entire functions. Note finally that the behavior of a single ordinary differential equation is autonomous.
We now wish to extend this definition of an autonomous behavior to distributed systems. So consider a distributed AR behavior given by the kernel of a morphism R. This behavior corresponds to a submodule of A k generated by the rows of R. Observe that submodules of A k can have larger than k number of generators when A = R[∂ 1 , . . . , ∂ n ], n > 1. (This does not happen in the lumped case, i.e., when n = 1, as then every submodule is free and thus requires fewer than or equal to k generators.) Thus in the distributed case, the matrix representation of R might necessarily need more than k rows. Like the behavior of an autonomous lumped system, we would expect the behavior of a distributed autonomous system R to be dependent on the various k × k submatrices of R. To describe this we use the following notation from Lang [4] . Let M be an l × m matrix with coefficients in A. For r ≤ min(l, m), the rth determinant ideal of M , denoted I r (M ), is the ideal of A generated by the determinants of all the r × r minors of M . If r > min(l, m), I r (M ) is defined to be the zero ideal. Define also the rth determinant variety of M to be the variety in C n of I r (M ).
In terms of this, a lumped autonomous behavior is one given by an R ∈ R k×k [ d dt ] whose kth determinant ideal is not the zero ideal. It is this property that we generalize to define a distributed autonomous behavior. As behaviors correspond to submodules of A k , we first state the following lemma whose proof easily follows from the CauchyBinet formula.
Lemma 3. Let R be a submodule of A k . Let R 1 and R 2 be two matrices whose rows generate R. Then for every i, the ith determinant ideals of R 1 and R 2 are identical, and therefore their ith determinant varieties coincide.
We can now make the following definition. Definition 4. Let R be any submodule of A k . Define the characteristic ideal of R to be the kth determinant ideal of any matrix representation of R. The variety of this ideal (in C n ) is called the characteristic variety of R. We denote the characteristic ideal (characteristic variety) of R by I(R)(V (R)).
As pointed out above, a lumped autonomous behavior corresponds to an R whose characteristic variety is not all of C. Hence we make the following definition.
Definition 5. The behavior given by a submodule R of A k is said to be autonomous if the characteristic variety of R is not all of C n (i.e., its kth determinant ideal is not the zero ideal).
We show below that if a behavior is not autonomous, then it contains nontrivial controllable subbehaviors. We wish to remark first that behaviors of autonomous systems whose characteristic varieties are nonempty contain exponentials corresponding to points on this variety. This is because if R is any matrix representation of R, then substituting any point ξ of V (R) into the entries of R will result in a matrix R(ξ) with entries in C whose column rank is less than k. This implies that there is a nonzero element in the kernel of R(ξ), say (c 1 , . . . , c k ) . Then an easy check shows that (c 1 e x,ξ , . . . , c k e x,ξ ) is in the behavior of R. Thus there are exponential solutions in the behavior corresponding to every point in V (R).
Clearly any matrix representation of a distributed autonomous system has full column rank, i.e., there are no polynomial relations between the columns of R. As pointed out above, a submodule of A k might have more than k generators, and thus every matrix representation of it will have more than k rows. Therefore a distributed autonomous system need not have a square matrix representation, for which reason we specify its column rank. This therefore is the right generalization of Willems's definition of lumped autonomous systems as those whose matrix representations have full rank.
Note also that as in the lumped case, the behavior of a single (nonzero) partial differential equation is autonomous. We further substantiate this definition below.
Proposition 4. A behavior is autonomous iff it does not contain any (nontrivial) controllable subbehaviors.
Proof. Suppose that the behavior of a submodule R of A k is autonomous. Let R be any matrix representation of R. Let R 1 be a k × k submatrix of R whose determinant ∆ is nonzero. Clearly the behavior of R is contained in that of R 1 . In turn the behavior of R 1 is contained in the behavior of R *
where R * 1 is the adjoint matrix of R 1 . Thus each entry in an element of the behavior of R lies in the kernel of ∆. As ∆ is nonzero, none of these can have compact support (by Paley-Wiener). By Lemma 2, a controllable behavior necessarily has elements with compact support. Hence an autonomous behavior does not contain any nontrivial controllable subbehaviors.
Conversely, suppose that the behavior of R is not autonomous. This means that R does not have full column rank, and thus that there are nontrivial relations between the columns of R. Let p = (p 1 , . . . , p k ) be such a relation. Then Rp T is equal to zero. This implies that the image of the map p T :
k is contained in the behavior of R. Thus the behavior of R contains MA subbehaviors, which are controllable by Proposition 2.
Corollary 5. No nonzero element in an autonomous behavior can vanish outside a compact subset of R n . Proof. The proof is clear from the proof of Proposition 4. For lumped systems, the characteristic variety of an autonomous system is discrete, as it is not all of C. However for distributed autonomous systems, this need not be the case. As a result, many of the properties of an autonomous lumped system that are consequences of the discreteness of the characteristic variety, do not carry over to distributed systems. To capture these properties, we present another definition.
Definition 6. The behavior given by a submodule R of A k is said to be strongly autonomous if the characteristic variety V (R) of R is discrete (i.e., if A/I(R) has (Krull) dimension 0).
Note that as A is Noetherian, discreteness of V (R) implies that it is finite. We show in the following theorem that a strongly autonomous distributed system satisfies the property of finite dimensionality of lumped autonomous behaviors. We first prove the following preliminary results.
Lemma 4. Let I be a maximal ideal in A = R[∂ 1 , . . . , ∂ n ]. Then B(I), the C ∞ -behavior given by I, is finite dimensional.
Proof. Observe first that as I is maximal, its variety in C n consists of a finite number of points (in fact at most 2 n in number). Assume first that this variety intersects R n , say at ξ = (ξ 1 , . . . , ξ n ). Then the ideal I must equal (∂ 1 −ξ 1 , . . . , ∂ n −ξ n ) and the variety of this ideal must consist of this point alone. To say that an exponential solution is in B(I) is to say that (∂ i − ξ i )(q(x)e x,ξ ) = 0 for all i. This forces q(x) to be a constant. As the C ∞ -behavior is the closed linear hull of the exponential solutions (by Malgrange), B(I) is 1-dimensional (and is in fact spanned by e x,ξ ). Suppose now that the variety does not intersect R n . Then it is a finite set, say
As above, the space of exponential solutions corresponding to this point is 1-dimensional. Thus the space of the exponential solutions in B(I) is the k-dimensional space spanned by the exponential solutions corresponding to each of the k points in the variety of I. Being finite dimensional, the closure of this space in C ∞ is itself.
Proof. Let I ′ be the ideal (p 1 , . . . ,p i , . . . , p N ), wherep i means that p i has been omitted. Consider the following R-linear map:
Then the behavior B(I) of I is the kernel of P i , which by assumption is finite dimensional. Hence P
is precisely the behavior of J.
Corollary 6. Let I be an ideal in R[∂ 1 , . . . , ∂ n ] such that the behavior of its radical, √ I, is finite dimensional. Then the behavior of I is also finite dimensional. Proof. Some power of √ I, say the rth power, is contained in I (as R[∂ 1 , . . . , ∂ n ] is Noetherian!). Let J be the ideal generated by the rth powers of the generators of √ I. An easy induction using Lemma 5 shows that B(J) is finite dimensional. However, now J is contained in I. So B(I) is contained in B(J), and hence B(I) is also finite dimensional.
Theorem 6. A behavior is strongly autonomous iff it is a finite-dimensional subspace of the R-vector space of C ∞ functions. Proof. Let a behavior B corresponding to a submodule R be strongly autonomous. Let I(R) be generated by
Now consider the variety V of I(R). By assumption it is discrete. Hence the ideal of this variety, which is the radical of I(R), is a finite intersection of maximal ideals. Now the exponential solutions of I(R) is the union of the exponential solutions corresponding to each of these maximal ideals. By Lemma 4, this spans a finitedimensional R-vector space. Thus by Malgrange, this space is also the C ∞ -behavior of I(R). By Corollary 6, the C ∞ -behavior of I is finite dimensional as well. Conversely, suppose that B is not strongly autonomous. Then as V (R) is not finite, it must contain an infinite number of points in C n . By the discussion following Definition 5, each of these points contribute nonzero exponential elements in B. Clearly these exponential elements corresponding to different points in V (R) are linearly independent. So B is not finite dimensional.
Corollary 7. Every C ∞ solution of a strongly autonomous system is entire. Thus no nonzero element in a strongly autonomous behavior can vanish on any open subset of R n . Proof. The proof is clear from the first part of the proof of Theorem 6. As a strongly autonomous system is clearly autonomous as well, Corollary 5 is valid for such systems. In fact even more is true, namely, the following.
Corollary 8. No cutoff of an element in a strongly autonomous behavior B is in B.
Corollary 9. An element in a strongly autonomous behavior B is determined by its values on any open subset of R n . Proof. If w 1 and w 2 are two elements in B that agree on some open subset of U of R n , then w 1 − w 2 is an element of B that vanishes on U . Then by Corollary 7, w 1 − w 2 equals zero.
Remark. In fact much more is true. By the finite dimensionality of a strongly autonomous behavior B, every element in it can be determined by its derivatives up to some finite order. It is in order to mimic this property of a lumped autonomous behavior that we made the above definition. In the case of a lumped system, the C ∞ -behavior either contains elements that are not entire or is finite dimensional. For a distributed system, the behavior could consist of only entire functions but may not be finite dimensional. This will happen, for instance, if the behavior is specified by a single partial differential operator which is elliptic. As a result, such behaviors will also satisfy the above corollary but will not be strongly autonomous.
Control. Let B be a C
∞ AR behavior and let R be the submodule of A k corresponding to it. Let {R α } be the class of submodules of A k containing R. The C ∞ AR behaviors given by any of these R α 's is clearly contained in B. This, by definition, is the class of AR subbehaviors of B. (In fact, by Oberst, there is a one-to-one correspondence between the subbehaviors of B and the collection {R α }.)
Let R be a matrix whose rows generate R so that B is the kernel of R. Let B α be a subbehavior of B, and let R α be a submodule of A k that generates B α . As R α contains R, we can obtain a matrix representation R α by appending rows to R.
Suppose now that the behavior B is controllable. Then by Theorem 3, B is an MA behavior, i.e., suppose that B is the image of a morphism M :
k . We wish to explain how to obtain the subbehaviors {B α } of B in this setting.
Observe that the behavior B is the image under M of (C ∞ ) m , which in turn can be thought of as the AR behavior given by the 0 submodule of A m . We claim that the subbehaviors of B can all be obtained as the images under M of the various AR subbehaviors of (C ∞ ) m . Clearly, without loss of generality, it suffices to consider only those AR subbehaviors of (C ∞ ) m that contain the kernel of M . Let M be the submodule of A m generated by the rows of the matrix representation of the morphism M . Clearly any AR subbehavior of (C ∞ ) m that contains the kernel of M corresponds to a submodule K of M. Let K be the morphism (C ∞ ) m → (C ∞ ) r corresponding to the submodule K (where r is the number of generators for K).
Equally clearly, the image under M of the kernel of K equals the intersection of the image of M with the kernel of T . By assumption the image of M is the AR behavior given by the morphism R. Thus the image under M of the kernel of K equals the intersection of the kernels of R and T . Hence we obtain a subbehavior B α (namely, by appending the rows of the matrix representation of the morphism T to the rows of R) as the image under M of a subbehavior of (C ∞ ) m . Control problems are always accompanied by criteria which single out certain subbehaviors as desirable. Such criteria are usually in the nature of stability or optimality requirements. In this paper we are concerned with stability requirements, which we model after the lumped situation. There, a very fruitful notion of stability has been the notion of bounded input-bounded output stability, where the growth of the signals in the system (i.e., inputs and outputs) is specified along the half-line R + , i.e., as the independent variable (time) tends to +∞. We wish to generalize this notion of stability to distributed systems. Definition 7. The directions of stability is a closed convex cone S in R n (with vertex at the origin). A C ∞ -behavior B is stable with respect to S if every element in B tends to zero along every half-line in S.
Remark. By a cone in R n we mean a subset S, such that if x is in S, then tx is also in S, for every t > 0. Given a closed cone S, we also define the subset S < of R n consisting of those points y in R n such that y, x < 0 for every nonzero x in S. Clearly S < is also a cone in R n . It is easy to check that S < is nonempty if S is a proper closed cone, i.e., S does not contain a full line. In fact S < , in this case, has nonempty interior.
Proposition 5. Let R be a submodule of A k and B its behavior. If the projection of the characteristic variety of R, V (R), to R n does not lie in S < , then B is not stable with respect to S.
Proof. If there is a point in the projection of V (R) which does not lie in S < , then the exponential solution corresponding to this point will not tend to zero along at least one half-line in S.
It is not clear whether the assumption in the above proposition is also necessary. However, an additional hypothesis, which is generically satisfied, does guarantee stability.
Proposition 6. Suppose that the characteristic ideal I(R) of R contains a polynomial without repeated factors. Then if the projection of the characteristic variety is contained in S < , and if its distance from the boundary of S < is strictly positive, then the behavior of R is stable with respect to S.
Proof. As observed before, every component of every element in the behavior of R is also a homogeneous solution of every polynomial in the characteristic ideal I(R) of R. By assumption there is a polynomial p in I(R) without repeated factors. Then by a remark in [2] quoted earlier at the end of section 2, it follows that the linear hull of exponential solutions of the form e x,ξ is dense in the behavior of p. As the behavior of I(R) is a closed subspace of the behavior of p, it follows that the linear hull of such exponentials (i.e., those without polynomial factors) is also dense in the behavior of I(R).
We now claim that given any ǫ > 0, there exists a ball, say B ǫ , such that all the above exponential solutions (i.e., those of the form e x,ξ ) are less in absolute value than ǫ at every point in B C ǫ ∩ S. This is because, by assumption, the projection of the characteristic variety to R n is at a strictly positive distance from the boundary of S < . Therefore every element in the behavior of I(R) tends to zero along every half-line in S. This is therefore also true of every element in the behavior of R.
Observe that as the characteristic variety of a nonautonomous behavior B is all of C n , it contains exponentials corresponding to every p ∈ C n . Thus B cannot be stable with respect to any cone S in R n . Stability with respect to a cone S is therefore a property of autonomous behaviors. Hence by Proposition 4, a behavior that contains a controllable subbehavior is not stable with respect to any cone S. Restricting to an autonomous subbehavior stable with respect to a cone S is the process of control in stability problems. More generally we define control as the process of restricting B to some autonomous subbehavior.
Assume therefore that we are given an AR behavior B defined by a morphism R. Let R be an l × k matrix representation of R. Let K be a j × k matrix whose rows, when appended to the rows of R, define an autonomous nontrivial subbehavior B ′ of B. The system defined by the matrix K we call the controller. If this subbehavior B ′ , defined by [
], is stable with respect to a cone S, then we call K a stabilizing controller for R with respect to the cone S. We have already explained above how to obtain a controller if B is also a controllable behavior. Theorem 7. A controllable behavior can be stabilized with respect to any proper cone S. In fact there is a controller that restricts this behavior to a strongly autonomous behavior stable with respect to S.
Proof. As S is proper, S < is nonempty. Given any ξ in C n which projects into S < , the function e x,ξ , x ∈ R n , is stable with respect to S. The set of all such ξ has nonempty interior.
Observe now that if (e x,ξ , . . . , e x,ξ ) lies in the kernel of a morphism M :
k (the image of which defines the given behavior; for being controllable it is MA), then ξ must lie in the characteristic variety of M . We can assume that this characteristic variety is not all of C n by Proposition 1 in section 2. Thus this variety has empty interior. Therefore for almost all ξ which project into S < , the function (e x,ξ , . . . , e x,ξ ) does not lie in the kernel of M . Let ξ 1 , . . . , ξ r be any finite set of points that project into S < and such that the corresponding exponentials do not lie in the kernel of M . Assume further that ξ 1 , . . . , ξ r is closed under conjugation. Then ξ 1 , . . . , ξ r is an affine variety in C n given by an ideal say, (p 1 , . . . , p t ) in A; i.e., each p i has real coefficients. Now consider the matrix
Clearly its determinantal ideal is (p 1 , . . . , p t ). The AR subbehavior of (C ∞ ) m defined by the kernel of this matrix is strongly autonomous and hence spanned by a finite number of exponential solutions that are all stable with respect to S. Thus the subbehavior itself is stable with respect to S. Clearly the image under M of such a subbehavior is also strongly autonomous and stable with respect to S.
We now define the more general pole-placement problem for distributed systems which we pattern after the corresponding problem for lumped systems.
The pole-placement problem. Given a behavior B defined by R, and any ideal I in A, is there a controller K such that the characteristic ideal of the augmented system [
R K
] is I? Observe that if the pole-placement problem can be solved for a behavior B, then it contains nontrivial autonomous subbehaviors stable with respect to any proper cone S in R n . A necessary condition for the solution of the above problem is the following. Lemma 6. If the pole-placement problem can be solved for a behavior B, then B is nonautonomous.
Proof. Suppose B defined by R is autonomous. Then its characteristic ideal I is nonzero, and hence the characteristic ideal of any augmented system [
The question therefore arises of whether the above is also sufficient. While we have not been able to solve this problem in all generality, we provide partial answers in what follows. In this paper we treat the pole-placement problem only for free submodules R of A k . While this is not the most general situation for distributed systems, it is nonetheless the first generalization of Willems's results on pole placement for lumped systems [9] , where everything is free. (Recall also our remarks on free submodules in the introduction.)
We begin by first considering a special class of AR systems introduced in Proposition 3, defined by submodules R which are direct summands of A k . By Proposition 3, a behavior defined by such an R is an MA behavior and hence is controllable. We have already shown that controllable behaviors can be stabilized with respect to any cone S. We now solve the pole-placement problem for such AR systems.
Theorem 8. The pole-placement problem can be solved for a behavior B defined by a submodule R which is a direct summand of A k . Proof. Since R is a direct summand, a basis for it consisting of l elements, say, can be extended to a basis for A k . Let K be the matrix whose rows are given by the (k − l) elements that extend the basis for R above. Then the controller defined by the matrix K is such that the characteristic ideal of [
] is (u), where u is some unit in A. Hence by replacing the last row of K by u −1 r times that row (for some r ∈ A), we can obtain a controller yielding the characteristic ideal (r). Now let I be any ideal of A, generated by p 1 , . . . , p t , say. Then we construct a controller K ′ from K as follows : K ′ has k − l + t − 1 rows, where the first k − l − 1 rows are the same as the first k − l − 1 rows of K. The remaining t rows of K ′ are obtained by multiplying the last row of
The characteristic ideal of the augmented system [ R K ′ ] is generated by the determinants of its k × k submatrices. If, in any k × k submatrix, more than k − l rows of K ′ appear, then by construction the determinant is zero. Thus every nonzero determinant is obtained by choosing all the l rows of R and some k − l rows of K ′ .
Thus the characteristic ideal of the augmented system [ R K ′ ] is precisely I. Observe from the proof of the above theorem that every principal ideal in A can be obtained as a characteristic ideal of a system augmented by a free controller. In [9] , Willems shows that given a controllable system R in R l×k [ ] is (r). The theorem above is therefore the generalization of this result to distributed systems. For we have already shown that a lumped controllable system is given by a left prime matrix, i.e., by a submodule of (R[ We therefore have solved the pole-placement problem for this special class of AR systems. We wish to extend these results to more general systems given by free submodules of A k . We now address the question as to which principal ideals can be obtained using a free controller for systems defined by free submodules.
Let R be a free submodule of A k of rank l and let R be any matrix representation for R. Let I l (R) be its lth determinant ideal. Let e 1 , . . . , e k be the (standard) basis of A k . Let f 1 , . . . , f l in A k freely generate the submodule R. Consider the following map:
This is clearly an A-module morphism. As Λ k A k is isomorphic to A, the image of φ is therefore an ideal in A. This image is of course spanned by the images of any basis for Λ k−l A k . Consider the following basis for Λ k−l A k obtained from the basis e 1 , . . . , e k for A k by choosing a (k − l)-tuple from it, namely, elements of the form e i1 ∧ e i2 ∧ · · · ∧ e i k−l for 1 ≤ i 1 < i 2 < · · · < i k−l ≤ k. The image of e i1 ∧ e i2 ∧ · · · ∧ e i k−l under φ is, up to sign, the determinant of the l × l submatrix of R obtained by choosing l columns of R which are not i 1 , i 2 , . . . , i k−l . However, this determinant is one of the generators of I l (R). Thus the image of the morphism φ is precisely I l (R). Hence if the controller is to be defined by a free submodule of rank (k − l), then the characteristic ideal of the augmented system is a principal ideal that must lie in I l (R).
The question now is whether every principal ideal contained in I l (R) can be so obtained. To answer this observe that if K is a free controller of rank (k − l), then the characteristic ideal of the augmented system [
] is a principal ideal generated by f 1 ∧ · · · ∧ f l ∧ g 1 ∧ · · · ∧ g k−l , where g 1 , . . . , g k−l are the rows of K. Thus these ideals come from the image under φ of homogeneous elements, denoted by H k−l , in Λ k−l A k . Thus φ(H k−l ) correspond to the principal ideals in I l (R) which can be obtained by a free controller of rank (k − l). It is also easy to see that φ(H k−l ) is in correspondence with free submodules of A k of rank k, which contain R as a direct summand. Corollary 10. Let R be a free submodule of A k of rank k − 1. Then every principal ideal in I k−1 (R) can be obtained by a free controller of rank 1.
Proof. From the above discussion, observe that if l equals k − 1, then
is equal to all of Λ 1 A k . Thus every element in Λ 1 A k is in H 1 and so φ(H 1 ) is all of I k−1 (R).
A constructive proof for the above corollary can also be given. Let R be a matrix representation of R. Let (r) be any principal ideal contained in I k−1 (R). Then r = a i p i , where p i is the determinant of the (k−1)×(k−1) submatrix of R obtained by dropping the ith column of R and a i ∈ A for i = 1, . . . , k. Then the controller given by K = (a 1 , −a 2 , . . . , (−1) i−1 a i , . . . , (−1) k−1 a k ) would give an augmented system that has (r) as its characteristic ideal.
Corollary 11. Let R be a submodule of A k and let R in A l×k be a matrix representation for it. Let K be a controller given by a submodule generated by g 1 , . . . , g N . Suppose that every subset of {g 1 , . . . , g N } containing k−l+1 elements is A-dependent.
Then the characteristic ideal of the augmented system [
] is contained in I l (R). Proof. The proof is clear from the proof of Theorem 8 and the discussion following it.
Remark. More generally in the above corollary, if every subset of {g 1 , . . . , g N } containing k − l + t elements were A-dependent, then the characteristic ideal of the augmented system would be contained in I l−t+1 (R).
We have shown that a principal reason for the complexities of distributed behaviors as compared to lumped behaviors is due to the existence of submodules that are not free. We have, however, shown that in low projective dimensions (i.e., less than or equal to 2), the imposition of the property of controllability on a behavior forces the corresponding submodule to be free. This explains why controllable 2-D systems, even though not defined over a principal ideal domain, exhibit properties similar to controllable lumped systems. Our treatment therefore not only extends the results of Willems, and Rocha and Willems, on 1-D and discrete 2-D systems, but also provides a better understanding of this phenomena. Our treatment also shows why n-D systems for n ≥ 3 are essentially different from 2-D systems. Our treatment of the pole-placement problem was essentially confined to behaviors given by free submodules. The pole-placement problem for general submodules will be considered elsewhere. Applications of this theory to specific distributed systems will also appear elsewhere [7] .
