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BICOMMUTANTS AND RANGES OF DERIVATIONS
BOJAN MAGAJNA
Abstract. Let V be a vector space over a field F, V ∗ its dual space and
L(V ) the algebra of all linear operators on V . For an operator a ∈ L(V )
let a∗ be its adjoint acting on V ∗, and for a subset R of L(V ) let R′′ be its
bicommutant. If R is the subalgebra of L(V ) generated by an operator a, we
prove that Z := {b∗ : b ∈ R}′′ ⊆ {b∗ : b ∈ R′′}; moreover Z is described.
This inclusion is equality if V as a module over the polynomial algebra F[t]
via t 7→ a is nice enough (say torsion, or injective, or if it contains a copy
of R as a direct summand). Further, under the same assumption about V
for any b ∈ L(V ), b ∈ (a)′′ if and only if the derivations da and db satisfy
db(F(V )) ⊆ da(F(V )), where F(V ) is the set of all finite rank operators on V .
The inclusion db(L(V )) ⊆ da(L(V )) also holds under these conditions.
1. Introduction
For a subset R of the algebra L(V ) of all linear operators on a vector space V
over a field F let R′ be its commutant (= the set of all operators in L(V ) that
commute with all elements of R) and R′′ = (R′)′ its bicommutant. We denote by
(a)′ and (a)′′ the commutant and the bicommutant of a single operator a ∈ L(V ).
As usual, a∗ denotes the adjoint of a, acting on the dual space V ∗.
If b ∈ L(V ) is such that b∗ ∈ (a∗)′′, then b∗ commutes with all operators e ∈ (a∗)′,
hence in particular with all operators of the form e = c∗, where c ∈ (a)′. Then
bc = cb, hence b ∈ (a)′′. This proves that b∗ ∈ (a∗)′′ implies that b ∈ (a)′′. Is the
reverse of this implication also true? That is:
Does b ∈ (a)′′ imply that b∗ ∈ (a∗)′′?
To be in (a∗)′′ the operator b∗ must commute with each e ∈ (a∗)′, but since not
all such e are adjoints of operators on V , there is no obvious reason for b∗ to be
in (a∗)′′. Indeed, the answer to the analogous question in the context of bounded
operators on Banach spaces is negative (Section 5). But it is perhaps surprising
that in many cases the answer for general linear operators is positive.
Observe that for a subalgebra R ⊆ L(V ), R′ is just the algebra LR(V ) of all R-
module endomorphisms of V , and that V ∗ is a right R-module by 〈ρr, ξ〉 := 〈ρ, rξ〉,
where ρ ∈ V ∗, ξ ∈ V and r ∈ R. (Here we are using the convenient notation 〈ρ, ξ〉
for the value of a functional ρ at the vector ξ.)
In Section 2, we will show that for any R modules U and V the right R-module
homomorphisms g ∈ L(V ∗, U∗)R can be interpolated on finite subsets of V
∗ and U
by adjoints of maps f ∈ LR(U, V ) (Theorem 2.2), if V as an R module is injective
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or if U as an R module is such that each finite subset of U is contained in a com-
plemented finitely related submodule of U . Here an R-module W is called finitely
related if W is isomorphic to a quotient of a free module by a finitely generated
submodule. (For example, each finitely generated module over a left noetherian
algebra is finitely related [11].) We recall that an A-module V is called injective if
it is a direct summand in any module in which it is a submodule [1, p. 204], [11,
p. 60]. This is equivalent to the requirement that for each pair of modules U ⊆W
every module homomorphism f : U → V extends to a module homomorphism
W → V . We will be concerned mainly with modules over a principal ideal domain
R, so we recall that such a module V is injective if and only if it is divisible (see
[15] or [11, p. 71]), which means that for every η ∈ V and every nonzero p ∈ R
there exists ξ ∈ V such that pξ = η.
For any operator a ∈ L(V ) we study in Section 3 the bicommutant of a∗. We
regard V as a module over the polynomial algebra R = F[t] via the correspondence
t 7→ a, so that V ∗ is also an R-module via t 7→ a∗. Then Z := (a∗)′′ is just the
center of the endomorphism algebra L(V ∗)R. It turns out that if V is torsion-free,
then Z is isomorphic to a subalgebra of the algebra K := F(t) of rational functions.
(Recall that an R-module V is torsion if each ξ ∈ V is annihilated by some nonzero
p ∈ R, that is pξ = 0. Thus V is torsion means that a is locally algebraic. On the
other hand, V is called torsion-free if pξ 6= 0 for all nonzero p ∈ R and ξ ∈ V .) We
will show that if the torsion submodule of V is not 0, but V is not torsion, then
each element b of Z induces a decomposition V = Tb ⊕Wb, such that b acts on
Wb as the multiplication by a rational function of a, and Tb is a finite direct sum
of torsion submodules of bounded torsion, on each of which b acts as a polynomial
in a. As a consequence it will follow that Z is contained in the set {c∗ : c ∈ Z0}
where Z0 = (a)
′′ (Z0 is just the center of LR(V )). The inclusion Z ⊆ Z0 turns out
to be an equality in many cases, for example, if V as an R-module is torsion, or
injective or contains a copy of R as a direct summand.
Our initial motivation for studying the above question was the range inclusion
problem for derivation ranges. If a is an element of an algebra A, the derivation
induced by a is the map da on A, defined by da(x) = ax − xa. The kernel of da is
just the commutant of a in A, but the range of da also turns out to be interesting.
If b is another element of A, we may ask, when is the range of db contained in the
range of da. This problem was studied in the past by several authors, especially
in the case when A is the algebra of all bounded operators on a Hilbert space H .
Very interesting results were obtained by Johnson and Williams [6] in the case a is
a normal operator, and their work was continued for example by Fong [4], Kissin
and Shulman [9], Bresˇar [2] and in [3]. Some of their results are of such a nature
that one would expect them to hold for much larger class of operators a than just
normal ones. But when trying to show this in a complete generality we encountered
certain analytic difficulties. We found, however, that the problem is interesting also
in the purely algebraic context and, since the methods in this case are completely
different from those required for bounded operators, we decided to study this case
separately. With a ∈ L(V ) such that Z = Z0 (where Z and Z0 are as in the
previous paragraph), we will show in Section 4 that for any b ∈ L(V ) the condition
b ∈ (a)′′ is equivalent to db(F(V )) ⊆ da(F(V )), where F(V ) is the ideal in L(V )
of finite rank operators. Then also the inclusions db∗(L(V
∗)) ⊆ da∗(L(V
∗)) and
db(L(V )) ⊆ da(L(V )) hold.
32. Bicommutants and adjoints
2.1. Approximation of operators on V ∗ by adjoints of operators on V . For
vector spaces U and V over a field F we denote by L(U, V ) the space of all linear
operators from U to V . As usual, regard any vector space V as a subspace in its
bidual V ∗∗ through the natural map V → V ∗∗.
Lemma 2.1. For each a ∈ L(U, V ) every element θ ∈ kera∗∗ can be approximated
by elements from kera in the following sense: for each finite subset {ρj : j =
1, . . . , n} of U∗ there exist ξ ∈ kera such that 〈ρj , ξ〉 = 〈ρj , θ〉 for all j.
Proof. It is well-known (and elementary) that for every a ∈ L(U, V ) the equality
(2.1) ker a∗ = (im a)⊥
holds, where (im a)⊥ is the annihilator of im a in V ∗. Similarly
(2.2) im a∗ = (ker a)⊥.
(For a proof of the nontrivial inclusion (ker a)⊥ ⊆ im a∗, note that for each ρ ∈
(ker a)⊥ the map aξ 7→ ρ(ξ) is well defined on im a, and any of its linear extensions
ω ∈ V ∗ satisfies a∗(ω) = ω ◦ a = ρ.) Thus
ker a∗∗ = (im a∗)⊥ = (ker a)⊥⊥.
Since for each subspace W of U , W⊥⊥ is naturally isomorphic to the bidual W ∗∗
of W , we infer that ker a∗∗ = (ker a)∗∗ (where ‘=’ means the natural isomorphism),
so the lemma reduces to the well-known density of W in W ∗∗. 
Theorem 2.2. Let R be an F-algebra (where F is a field) and U , V any left R-
modules. If U is finitely related then each g ∈ L(V ∗, U∗)R can be approximated by
adjoints of elements of LR(U, V ) in the following sense: for every finite subsets G
of U and H of V ∗ there exists f ∈ LR(U, V ) such that
〈g(ρ), ξ〉 = 〈ρ, f(ξ)〉 for all ρ ∈ H and ξ ∈ G.
The same conclusion holds also if V is injective (for a general U) or if U is such that
each finite subset of U is contained in a complemented finitely presented submodule
of U .
Proof. Let us first consider the case when U is finitely related, hence of the form
U = R(J)/A for some index set J and a finitely generated left submodule A of
R(J). (Here R(J) denotes a free module, the submodule of the cartesian power
RJ , consisting of elements which have only finitely many nonzero components.)
Let {r1, . . . , rm} be a set of generators of A. Since the space LR(R
(J), V ) can be
naturally identified with V J , we thus have a natural isomorphism
LR(U, V ) = {f ∈ LR(R
(J), V ) : f(A) = 0} = annV J (A).
Under this isomorphism a map f ∈ LR(U, V ) corresponds to the element
(fq(ej))) ∈ annV J (A),
where the ej are the usual basic elements of R
(J) (ej has 1 on the j-th position and
0 elsewhere) and q : R(J) → U is the quotient map. Similarly, using the natural
isomorphism
L(V ∗, U∗)R = LR(U, V
∗∗) (g 7→ g∗|U),
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we have that
L(V ∗, U∗)R = ann(V ∗∗)J (A).
The space (V ∗∗)J is the dual of (V ∗)(J) and it can be verified that under the above
identifications the theorem translates to the following statement: given θ = (θj) ∈
(V ∗∗)J , for each finite subset H0 of (V
∗)(J) there exists v = (vj) ∈ V
J such that
〈ρ, v〉 = 〈ρ, θ〉 for all ρ ∈ H0. (Here the fact that (V
∗)(J) is an R-module is used.)
Denoting by ri,j the components of the generators ri of A, an element v = (vj) ∈ V
J
(respectively an element θ = (θj) ∈ (V
∗∗)J ) is in annV J (A) (resp. in ann(V ∗∗)J (A))
if and only if ∑
j∈J
ri,jvj = 0 (resp.
∑
j∈J
ri,jθj = 0) for all i = 1, . . .m.
The sums here are finite since each ri has only finitely many non-zero components.
Let n be a finite subset of J such that ri,j = 0 for all i ∈ {1, . . . ,m} if j ∈ J \n. Let
r : V n → V m be the map defined by (r((vj)))i =
∑
j∈n ri,jvj . Then r
∗∗ : (V ∗∗)n →
(V ∗∗)m is given by (r∗∗((θj)))i =
∑
j∈n r
∗∗
i,jθj and it follows that
annV J (A) = ker r × V
J\n and ann(V ∗∗)J (A) = ker r
∗∗ × (V ∗∗)J\n.
For finitely presented modules the theorem follows now from Lemma 2.1 (and the
density of a space in its bidual) and the rest of the theorem is an immediate conse-
quence. In fact, it is sufficient to require that each finite subset F of U is contained
in a finitely related submodule UF of U such that each homomorphism UF → V
can be extended to a homomorphism from U to V . 
The condition in the last sentence of the proof of Theorem 2.2 is satisfied, for
example in the case when R is left noetherian, U = V and each finite subset F of
V is contained in a quasiinjective (in the sense of [11, 6.74]) submodule of V , but
we will not use this in the paper. Now we show by an example that Theorem 2.2
can not be extended to general modules.
Example 2.3. Let V be an infinite dimensional vector space andW a weak* dense
subspace of V ∗, different from V ∗. (For example, W = ker θ for some θ ∈ V ∗∗ \V .)
Let R = L(V ), J = {a ∈ R : im a∗ ⊆ W} (so that J is a left ideal in R) and
U := R/J . Then, denoting by S⊥ and S
⊥ the annihilators of a subset S ⊆ V ∗ in
V and in V ∗∗ (respectively), and identifying LR(R, V ) with V , we have that
LR(U, V ) = annV (J) = ∩a∈J ker a = (
∑
a∈J
im a∗)⊥ =W⊥ = 0,
but
L(V ∗, U∗)R = LR(U, V
∗∗) = ∩a∈J ker a
∗∗ = (
∑
a∈J
im a∗)⊥ =W⊥ 6= 0.
The above example leaves open the possibility that Theorem 2.2 might be true
for general modules over nice algebras R, such as R = F[t]. To see that this is not
the case, let V = R and let U be the field K = F(t) of all rational functions over F
(that is, the field of quotients of R). Then LR(U, V ) = 0 since U is divisible and V
has no nonzero divisible R-submodules. But L(V ∗, U∗)R 6= 0 since U
∗ is divisible
(namely, a vector space over K), hence injective, while as we show in the example
below, V ∗ contains a copy R0 of R. (Take any nonzero homomorphism from R0 to
U∗ and extend it to a homomorphism from V ∗ to U∗.)
5Example 2.4. Let V = F(N) be the vector space of all sequences with the entries
in a field F that have only finitely many nonzero terms. Let a ∈ L(V ) be the shift
to the right:
a(ξ0, ξ1, . . .) = (0, ξ0, ξ1, . . .).
V has a cyclic vector ξ = (1, 0, 0, . . .) for a and p(a)ξ 6= 0 for all nonzero polynomials
p ∈ R, hence V , as a module over R, is isomorphic to R. Since R is commutative
this implies that (a)′′ = (a)′ ∼= LR(R) = R.
The dual R∗ of R is isomorphic to V ∗, hence to the module FN of all sequences
with the entries in F, where the module operation is given by the backward shift
a∗(ξ0, ξ1, . . .) = (ξ1, ξ2, . . .). Observe that V
∗ is not a torsion module: it is possible
to recursively define ηn ∈ F such that all the translates (a
∗)nη (n ∈ N) of the
vector η := (η0, η1, . . .) are linearly independent, hence p(a
∗)η 6= 0 for all nonzero
polynomials p ∈ F[t]. Indeed, set η0 = 1 and assume inductively that η0, . . . , η2n
have already been found such that the determinant
δn =
∣∣∣∣∣∣∣∣
η0 η1 . . . ηn
η1 η2 . . . ηn+1
. . . . . . . . . . . .
ηn ηn+1 . . . η2n
∣∣∣∣∣∣∣∣
is nonzero. Then we can find η2n+1, η2n+2 in F such that the corresponding deter-
minant δn+1 is nonzero. (We can even choose η2n+1 = 0.)
2.2. Bicommutants and adjoints. Theorem 2.2 has the following simple conse-
quence.
Corollary 2.5. If V is injective over R or if each finite subset of V is contained
in a finitely related complemented submodule of V then
(R˜)′′ ⊇ R˜′′, where R˜ := {a∗ : a ∈ R} and R˜′′ := {b∗ : b ∈ R′′}.
Proof. For each b ∈ R′′ we have to show that b∗g = gb∗ for all g ∈ R˜′, or equiva-
lently, that
〈b∗gρ, ξ〉 = 〈gb∗ρ, ξ〉
for all ξ ∈ V and ρ ∈ V ∗. Given g, ξ and ρ, by Theorem 2.2 there exists f ∈ R′
such that
〈gρ, bξ〉 = 〈ρ, fbξ〉 and 〈gb∗ρ, ξ〉 = 〈b∗ρ, fξ〉.
Hence
〈b∗gρ, ξ〉 = 〈gρ, bξ〉 = 〈ρ, fbξ〉 = 〈ρ, bfξ〉 = 〈b∗ρ, fξ〉 = 〈gb∗ρ, ξ〉.

Observe that if R is generated by a single operator a (and the identity) Corollary
2.5 says that the center Z of the algebra L(V ∗)R contains all operators b
∗ such that
b is in the center Z0 of LR(V ). At first the author was convinced that these two
sets always coincide, but the following example shows that this is not true. We will
need the simple well-known fact that a module V over R = F(t) is torsion-free if
and only if V ∗ is divisible.
Example 2.6. Let U and W be torsion-free modules over R = F[t] such that there
are no nonzero homomorphisms from U to W and also from W to U . For example,
take two distinct primes p, q ∈ R (such that q is not a constant multiple of p) and
let U and W be the submodules of K = F(t) consisting of all rational functions
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with the denumerators a power of p and q, respectively. Let V = U ⊕W . Then
LR(V ) is the direct sum LR(U)⊕LR(W ), hence the center Z0 of LR(V ) is the direct
sum of the centers Z1 and Z2 of LR(U) and LR(W ). On the other hand, since U
∗
and V ∗ are injective and non-torsion (for both have R∗ as a quotient, which is not
torsion by Example 2.4), there exist nonzero homomorphisms from U∗ to V ∗, and
such homomorphisms present an obstruction for an element z∗1 ⊕ z
∗
2 (zi ∈ Zi) to be
in the center of L(V ∗)R.
In the next section we will show that Z ⊆ {z∗ : z ∈ Z0}.
3. Bicommutants of linear operators
From now on R will denote the algebra F[t] of polynomials with coefficients in
a field F, and K = F(t) will be the field of all rational functions. A vector space
V over F will be regarded as an R-module via t 7→ a, where a ∈ L(V ) will be
fixed. Thus, for p ∈ R and ξ ∈ V , pξ means p(a)ξ. By a prime in R we mean an
irreducible polynomial with the leading coefficient 1.
3.1. Preliminaries. We would like to describe the center Z of L(V ∗)R (which is
just (a∗)′′).
If V is torsion-free, then V ∗ is divisible, hence by [11, Theorem 3.48] V ∗ is a
direct sum of indecomposable injective modules Wk. By [11, Example 3.63] every
such Wk is isomorphic to either K = F(t) or to one of the primary summands
R(p∞) of the torsion module K/R, where p ∈ R is prime.
We note that R(p∞) is equal to the union of the increasing sequence of cyclic
submodules Cn = R(p
−n + R) ∼= R/(pn) (n = 1, 2, . . .), which are invariant under
all endomorphisms of R(p∞). Since the endomorphism algebra of the cyclic module
R/(pn) is isomorphic to R/(pn) (namely, each endomorphism is determined by the
image of the generator 1+(pn)), it follows that the endomorphism algebra of R(p∞)
can be identified with
lim
←
LR(Cn) = lim
←
R/(pn) =: Rˆp.
This algebra is analogous to the ring of p-adic integers [1, p. 54]; its elements can
be regarded as formal power series of the form
(3.1) f =
∞∑
j=0
fjp
j ,
where fj ∈ R are of degree less than the degree of p. Each such series acts as
an endomorphism of R(p∞) by multiplication: f · p−k =
∑k−1
j=0 fjp
j−k modulo R
(k = 1, 2, . . .). Observe that on each cyclic submodule Cn this multiplication by
f has the same effect as the multiplication by the polynomial
∑n−1
j=0 fjp
j ∈ R.
Further, in this way R/(pn) ∼= Cn becomes a module over Rˆp, and an R-module
homomorphism of such modules is automatically an Rˆp-module homomorphism.
We shall also need to know that there is a monomorphism of rings ι : Rp → Rˆp,
where Rp := {u/v : u, v ∈ R, v prime to p}. By definition ι(u/v) is the element
in lim←R/(p
n) with the component in R/(pn) equal to the class of u/v in R/(pn).
(Since v is not divisible by p, the class (v)n is invertible in R/(p
n), hence (u/v)n :=
(u)n(v)
−1
n is meaningful.) We will thus regard Rp as a subring in Rˆp.
73.2. Torsion-free modules.
Lemma 3.1. Let V be torsion free. Then in the decomposition of V ∗ into a direct
sum of indecomposable injective modules at least one summand must be K, hence
the decomposition takes the form
(3.2) V ∗ = K(n0) ⊕ (⊕p∈PV R(p
∞)(np)),
where PV is the set of all primes p ∈ R such that annV ∗(p) 6= 0 and n0 6= 0, np 6= 0
are cardinal numbers.
Proof. Otherwise V ∗ would be a torsion module, hence such would also be every
quotient of V ∗. But, since V is torsion-free, it contains a copy of R, hence R∗ is a
quotient of V ∗. However, by Example 2.4 R∗ is not torsion. 
With respect to the decomposition (3.2) each endomorphism of V ∗ is represented
by a matrix of homomorphisms between various summands. An element of the
center Z of L(V ∗)R must commute in particular with the projections onto the
summands, so is represented by a diagonal matrix b with the diagonal entries in K
or in Rˆp. If r0 ∈ K and f ∈ Rˆp are such entries, then
(3.3) fg(r) = g(r0r) (r ∈ K)
for each R-module homomorphism g : K → R(p∞), since g can be extended to the
endomorphism of V ∗ by 0 on other positions in the corresponding matrix, and b
must commute with this extension.
Lemma 3.2. For a prime p ∈ R the presence of the direct summand R(p∞) in the
decomposition (3.2) of V ∗ implies the equality r0 = f in Rˆp. (More precisely, f
must be equal to the image of r0 in Rˆp under the ring monomorphism Rp → Rˆp.)
This equality is also sufficient for (3.3).
Proof. Let g be the composition of the quotient map K → K/R followed by the
projection of K/R onto its p-primary component. The effect of g on any rational
function r can be seen by expanding r into partial fractions with denominators
powers of primes q ∈ R: g annihilates all the terms with denominators of the form
qn, q 6= p (n = 1, 2, . . .), and leaves the terms with denominators of the form pn
unchanged, so the kernel of g is K ∩ Rˆp = Rp.
Set r = 1 in (3.3). Since g(1) = 0, it follows that g(r0) = 0, which means that
r0 ∈ K ∩ Rˆp. If we show that
(3.4) g(r0r) = r0g(r) (r ∈ K),
then from (3.3) and (3.4) we will have fg(r) = r0g(r) for all r, hence f = r0 in Rˆp
since g is surjective. Let r0 = u/v, where u, v ∈ R are relatively prime; then r0 is
in Rˆp if and only if v is not divisible by p, and then v is invertible in Rˆp. For any
R-module map g : K → R(p∞) we have vg(r0r) = g(vr0r) = g(ur) = ug(r), hence
g(r0r) = (u/v)g(r) = r0g(r).
Conversely, if r0 = f in Rˆp, then since (3.4) holds for all module homomorphisms
g : K → R(p∞), (3.3) also holds. 
Observe that the summand R(p∞) is present in the decomposition of V ∗ if and
only if ker p(a∗) 6= 0, which is equivalent to p(a)V 6= V . Note also that, there are no
nonzero R-module homomorphisms from R(p∞) to K since R(p∞) is torsion, while
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K is torsion-free. Thus, we may summarize the discussion so far in the following
proposition.
Proposition 3.3. If V is a torsion-free module over R = F[t], then the center Z
of L(V ∗)R is isomorphic to the algebra A := ∩p∈PV (K ∩ Rˆp), where K = F[t] and
PV is the set of all primes p ∈ R such that pV 6= V . In other words, if an operator
a ∈ L(V ) is such that p(a) is injective for all p ∈ R, then the bicommutant (a∗)′′ is
isomorphic to the subalgebra A of K consisting of all r = u/v (u, v ∈ R relatively
prime) such that v(a) is invertible.
3.3. Torsion modules. The center Z0 of LR(V ) for a torsion module V is already
known [8]. We will now describe the result in a form needed later and show that
x 7→ x∗ is an isomorphism of Z0 onto the center Z of L(V
∗)R. Let P be the set of
all primes in R and for each p ∈ P let Vp = {ξ ∈ V : p
k(a)ξ = 0 for some k ∈ N},
the p-primary part of V . It is well-known [8] that
(3.5) V = ⊕p∈QV Vp,
where QV is the set of all p ∈ P such that Vp 6= 0.
Let us first consider the case when there is only one summand in this decompo-
sition, that is V = Vp for some p ∈ P . In this case V is equal to the union of the
increasing sequence of submodules Un := ker p
n(a). If V = Un for some n then a is
algebraic and therefore each b ∈ (a)′′ is of the form b = f(a) for some polynomial p
by [8, Exercise 90, p. 72]. In this case Z0 is isomorphic to R/(p
n). In the remaining
case, when Un 6= V for all n, Z0 is isomorphic to the ring Rˆp of all power series of
the form (3.1).
Definition 3.4. For each series f of the form (3.1) define f(a) as follows. Each
ξ ∈ V is in some Um. Choose a polynomial Fm ∈ R such that the coset of Fm in
R/(pm) is equal to the image of f under the map Rˆp = lim←R/(p
n) → R/(pm)
and then let
f(a)ξ := Fm(a)ξ.
(We may simply take Fm =
∑m−1
j=0 fjp
j, where the fj ∈ R are as in (3.1).)
If Gm is another such polynomial, then Gm − Fm is divisible by p
m, hence
Gm(a)ξ = Fm(a)ξ. Further,
if we enlarge m to m + 1, then Fm+1 and Fm have the same coset in R/(p
m),
hence again Fm+1(a)ξ = Fm(a)ξ. Thus f(a) is well defined. Since each Um is
invariant under (a)′, clearly f(a) ∈ (a)′′.
It follows from known results (see [8, Theorem 29] or [10, Proof of Theorem 19.7])
that every b ∈ (a)′′ is of the form f(a) for an f as in (3.1). Since all the proofs
of this which we have found in the literature require a more extensive knowledge
of the structure theory of torsion modules than it is absolutely necessary, we will
sketch now a more direct argument.
Clearly LR(V ) = lim← LR(Un), since each sequence of endomorphisms gn ∈
LR(Un) satisfying gn+1|Un = gn defines an endomorphism g ∈ LR(V ). If we prove
that every endomorphism bn of the R-module Un extends to an endomorphism bn+1
of Un+1, then it follows easily that the center of LR(V ) is the inverse limit of the
centers of LR(Un). These centers are isomorphic to R/(p
nR) since a|Un is algebraic
with the minimal polynomial pn. (This is [8, Exercise 88]; perhaps the simplest
proof is by using the fact that R/(pn) is a self-injective ring by [11, Corollary 3.13].)
9Now Un+1 is a torsion module with p
n+1Un+1 = 0, hence by Pru¨fer’s theorem
(which can again be seen as a consequence of self-injectivity by [11, Exercise 18,
p. 115]) Un+1 is a direct sum of cyclic modules. The endomorphism rings of such
modules can be described quite explicitly. For example, if Un+1 is cyclic, then so
is Un and all endomorphisms of Un+1 and Un are polynomials in a. In general,
endomorphism of Un+1 are suitable matrices of homomorphisms between the cyclic
summands of Un+1. By a closer examination of this structure it can be verified
that each endomorphism of Un extends to Un+1.
For a torsion module V with the primary decomposition (3.5) the center of LR(V )
is just the product of the centers of LR(Vp). Further, V
∗ =
∏
p∈QV
V ∗p and, since
each central endomorphism of V ∗ commutes with the projections onto the factors
V ∗p , the center Z of L(V
∗)R is contained in the product of the centers Zp of L(V
∗
p )R.
Lemma 3.5. Z =
∏
p∈QV
Zp.
Proof. To prove the remaining inclusion
∏
p Zp ⊆ Z, it suffices to show that for
each q ∈ QV there are no non-zero homomorphisms
φ :W ∗q =
∏
p6=q, p∈QV
V ∗p → V
∗
q , where Wq := ⊕p6=q, p∈QV Vp,
for then each endomorphism of V decomposes into the cartesian product of endo-
morphisms of the factors Vp. That φ = 0 follows from the following two obser-
vations. (1) The multiplication by q acts as an invertible operator on each Vp for
p 6= q, hence also invertible on Wq and on W
∗
q ; in particular elements of W
∗
q are
divisible by q. (2) On the other hand no nonzero element of V ∗q can be divisible
by all powers qn of q since Vq is torsion. (Indeed, let ρ ∈ V
∗
q be such that for each
n ∈ N there exists an ωn ∈ V
∗
q with ρ = ωnq
n. Then, given x ∈ Vq, we choose for
n the order of x and conclude that ρ(x) = ωn(q
nx) = ωn(0) = 0.) 
This reduces the study of the center to the case of just one primary summand,
say V = Vp. Then as above V is the union of submodules Un = ker p
n(a), hence
V ∗ = lim← U
∗
n. Since U
∗
n = V
∗/(ker pn(a))⊥ and (ker pn(a))⊥ = pn(a∗)(V ∗), we
may write U∗n = V
∗/(pnV ∗), hence
V ∗ = lim
←
V ∗/(pnV ∗).
Here the connecting maps in the inverse system are the natural quotient maps
σn : V
∗/(pn+1V ∗)→ V ∗/(pnV ∗).
Each endomorphism φ of V ∗ maps pnV ∗ into itself, hence it defines and endo-
morphism φn of V
∗/(pnV ∗) for every n.
Lemma 3.6. If φn = 0 for all n then φ = 0. Hence φ is just a sequence
of endomorphisms φn ∈ L(V
∗/(V ∗pn))R which are compatible in the sense that
σnφn+1 = φnσn.
Proof. The identity φn = 0 means that φ(V
∗) ⊆ pnV ∗. Thus, if φn = 0 for all
n, then for each ρ ∈ V ∗ the element φ(ρ) is divisible by all pn. But since V
is p-primary, a similar simple argument as in the previous lemma shows that V ∗
contains no nonzero elements divisible by all pn. 
Lemma 3.7. Each endomomorphism ψn ∈ L(U
∗
n)R can be lifted to an endomor-
phism ψn+1 ∈ L(U
∗
n+1)R. (That is, ψnσn = σnψn+1.)
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Proof. The module U∗n = V
∗/(pnV ∗) is pn-torsion, hence a direct sum of cyclic
modules by [8, pp. 17, 36], say U∗n = ⊕j∈JR(ξj + p
nV ∗), where ξj ∈ V
∗ and the
module R(ξj+p
nV ∗) is isomorphic to R/(pnj) for some nj ∈ N. Then for each j the
cyclic submodule R(ξj + p
n+1V ∗) of V ∗/(pn+1V ∗) is isomorphic to either R/(pnj)
or to R/(pnj+1). This follows from pnj+1ξj ∈ p
n+1V ∗ (since pnjξj ∈ p
nV ∗) and
pnj−1ξ /∈ pn+1V ∗ (otherwise we would have pnj−1ξ ∈ pn+1V ∗ ⊆ pnV ∗, but then
R(ξj + p
nV ∗) would not be isomorphic to R/(pnj )). Further, the sum
∑
j R(ξj +
pn+1V ∗) in V ∗/(pn+1V ∗) is direct (since its image in V ∗/(pnV ∗) is direct) and
equal to U∗n+1 = V
∗/(pn+1V ∗). To show this, note that V ∗ =
∑
j Rξj+p
nV ∗ (since
U∗n = ⊕jR(ξj + p
nV ∗)), hence by iteration V ∗ =
∑
j Rξj + p
n(
∑
j Rξj + p
nV ∗) ⊆∑
j Rξj + p
2nV ∗ ⊆
∑
j Rξj + p
n+1V ∗. Now observe that each homomorphism
φ : Rξ1 + p
nV ∗ → Rξ2 + p
nV ∗ is a multiplication by a polynomial q, such that
pn2−n1 |q if n2 > n1, and can be lifted to a homomorphism ψ : Rξ1 + p
n+1V ∗ →
Rξ2+p
n+1V ∗. Indeed, we can take for ψ the multiplication by q, except in the case
when Rξ1 + p
n+1V ∗ is isomorphic to R/(pn1+1) and Rξ2 + p
n+1V ∗ is isomorphic
to R/(pn2) since in this case pn2−n1+1 does not necessarily divide q. But in this
case Rξ2 + p
nV ∗ and Rξ2 + p
n+1V ∗ are both isomorphic to R/(pn2), hence to each
other by the homomorphism τ sending ξ2+p
nV ∗ to ξ2+p
n+1V ∗. Then we can take
for ψ the composition of the natural map Rξ1 + p
n+1V ∗ → Rξ1 + p
nV ∗ followed
by φ followed by τ . Since an endomorphism ψn of U
∗
n is just a suitable matrix of
endomorphisms between its cyclic summands, it follows that ψn can be lifted to an
endomorphism of U∗n+1. 
Since an endomorphism φ of V ∗ is just a sequence (φn) of compatible endomor-
phisms φn : U
∗
n → U
∗
n by Lemma 3.6 and all such endomorphisms can be lifted by
Lemma 3.7, we deduce that the center Z of L(V ∗)R is just the inverse limit of the
centers of L(U∗n)R. The center of L(U
∗
n)R is isomorphic to R/(p
mn), where mn is
the order of U∗n (the smallest natural number such that p
mnU∗n = 0). Since U
∗
m has
the same order as Um, we may state the following proposition.
Proposition 3.8. If V is a torsion R-module, then the map z 7→ z∗ is an isomor-
phism from the center Z0 of LR(V ) to the center Z of L(V
∗)R. More precisely, if
V is p-primary for a prime p ∈ R = F[t], then Z and Z0 are both isomorphic to
either the algebra R/(pn) (where n ∈ N is the minimal such that pnV = 0 if such a
n exists) or to Rˆp (if V is not of bounded torsion).
3.4. Mixed modules. To describe the center Z of L(V ∗)R for a general R-module
V , let T be the torsion submodule of V and W = V/T . Assume that W 6= 0. Since
W is torsion-free,W ∗ is divisible, hence V ∗ ∼= T ∗⊕W ∗. Each central endomorphism
b of V ∗ commutes in particular with the projections of V ∗ onto the two summands
T ∗ and W ∗, therefore it must be of the form
b = f ⊕ r
for some endomorphisms f and r of T ∗ and W ∗ (respectively). By Proposition
3.3 r is essentially a rational function. Let T = ⊕q∈QT Tq be the decomposition
of T into its primary summands, and let fq ∈ Z(L(Tq)
∗) be the components of
f . (So fq ∈ Rˆq or fq ∈ R/(q
n) by Proposition 3.8.) Decompose W ∗ into the
direct sum of indecomposable injective submodules of the form K and R(p∞), let
gp ∈ L(T
∗, R(p∞))R and g0 ∈ L(T
∗,K)R be arbitrary, and denote gp,q = gp|T
∗
q .
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Then (since b ∈ Z)
(3.6) rgp,q = gp,qfq for all gp,q ∈ L(T
∗
q , R(p
∞))R or g0,q ∈ L(T
∗
q ,K)R.
We now study the question:
For which q ∈ QT is it possible that fq 6= r in Rˆq (or in R/(q
n(q))) in spite of
the condition (3.6)?
Lemma 3.9. Let q ∈ QT , r ∈ K and φ ∈ Rˆq. If Tq contains a nonzero divisible
submodule or, if some nonzero quotient module of Tq is divisible, then the condition
rψ = ψφ for all ψ ∈ L(T ∗q ,K)R
implies that r = φ in Rˆq.
The same conclusion also holds if Tq is a direct sum of cyclic modules, Tq =
⊕j∈JR/(q
n(j)), such that the set Nq := {n(j) : j ∈ J} is not bounded.
Proof. If Tq contains a nonzero divisible submodule, then it contains an inde-
composable, necessarily q-torsion, such module, hence R(q∞). Now R(q∞) =
lim→R/(q
n), where the maps in the direct system are the injections µn : R/(q
n)→
R/(qn+1) induced by the multiplication by q, hence we have the inverse system
µ∗n : (R/(q
n+1))∗ → (R/(qn))∗ with µ∗n surjective. For a fixed n let ωn ∈ (R/(q
n))∗
be such that ωn(q
n−1(1 + (qn)) = 1. Then ωn is a cyclic vector in (R/(q
n))∗ (since
ωnq
n−1 6= 0), so it defines an isomorphism θn from (R(q
n))∗ to R/(qn) such that
θn(ωn) = 1 + (q
n). Further, if we define ωn+1 ∈ (R/(q
n+1))∗ to be an extension
of ωnµ
−1
n , then we will have that ωn+1(q
n + (qn+1)) = ωn(q
n−1 + (qn)) = 1. If
σn : R/(q
n+1)→ R/(qn) is the map induced by the reduction of polynomials mod-
ulo (qn) (note that such are the maps in the inverse system defining lim←R/(q
n) =
Rˆq), then σnθn+1 = θnµ
∗
n. Thus we can inductively define a compatible sequence
(θn) of R-module isomorphisms θn : (R/(q
n))∗ → R/(qn), which then induces an
isomorphism θ from (R(q∞))∗ = lim←(R/(q
n))∗ onto lim←R/(q
n) = Rˆq. Observe
that θ is then also a homomorphism of Rˆq modules. Let π : T
∗
q → Rˆq be the
composition π = θπ0, where π0 : T
∗
q → (R(q
∞))∗ is the quotient map (the adjoint
of the inclusion R(q∞) → Tq). Since K is injective, the inclusion K ∩ Rˆq → K
can be extended to an R-module homomorphism h : Rˆq → K. Let ψ = hπ. Then,
from the condition rψ = ψφ we compute for every ξ ∈ T ∗q , since π is an Rˆq-module
homomorphism,
rhπ(ξ) = rψ(ξ) = ψ(φξ) = hπ(φξ) = h(φπ(ξ)).
Since π is surjective, this implies that
(3.7) rh(η) = h(φη) for all η ∈ Rˆq.
If we take η = 1, we get (since h|K ∩ Rˆq acts as the identity)
(3.8) r = h(φ).
If we can show that φ ∈ K ∩ Rˆq, then h(φ) = φ and we will have r = φ as claimed.
Suppose that φ /∈ K ∩ Rq, that is φ /∈ K. Thus zφ 6= s for all nonzero z ∈ R and
s ∈ K, hence each element of (K ∩ Rˆq) + Rφ can be uniquely expressed as s+ zφ
(s ∈ K ∩ Rˆq, z ∈ R). But then, for any r0 ∈ K, we can first extend the inclusion
K∩Rˆq → K to the R-module map h0 : (K∩Rˆq)+Rφ→ K by h0(s+zφ) = s+zr0,
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and then further extend h0 to an R-module map h : Rˆq → K. For such an h we
have h(φ) = r0, which contradicts (3.8) if we choose r0 6= r.
If a nonzero quotient D of Tq is divisible, then R(q
∞) must be a quotient of Tq
(since R(q∞) is a direct summand, hence also a quotient, of D), hence (R(q∞))∗ is
a submodule of T ∗q . With θ and h as in the previous paragraph, let now ψ : T
∗
q → K
be an R-module homomorphic extension of hθ. Now the equality rψ(ξ) = ψ(φξ)
holds in particular for all ξ ∈ (R(q∞))∗ and, since θ is an isomorphism of Rˆq-
modules, this implies that rh(η) = h(φη) for all η ∈ Rˆq. The argument from the
previous paragraph (following (3.7)) shows now that r = φ in Rˆq.
If Tq is a direct sum of cyclic modules, as in the second part of the lemma,
such that Nq is not bounded, choose a sequence (jk)k∈N ⊆ J such that n(jk) ≥ k
for all k ∈ N. Then we have natural Rˆq-module monomorphisms ιk : R/(q
k) →
R/(qn(jk)) (multiplications by suitable powers of q), which induce an embedding
ι :
∏
k∈N R/(q
k) →
∏
k∈NR/(q
n(jk)). There is also a natural embedding κ : Rˆq →∏
k∈NR/(q
k) of Rˆq-modules, given by
κ(
∞∑
i=0
ciq
i) = ([c0], [c0 + c1q], . . . , [
n∑
i=0
ciq
i], . . .) (ci ∈ R, degree ci < degree q).
Finally, since (jk)k∈N is a subset of J , we have the obvious embedding
τ :
∏
k∈N
R/(qn(jk))→
∏
j∈J
R/(qn(j)).
Let σ : Rˆq → T
∗
q be the composition σ = θ
−1τικ, where the isomorphism
θ : T ∗q =
∏
j∈J
(R/(qn(j)))∗ →
∏
j∈J
R/(qn(j))
is defined by some compatible family of isomorphisms R/(qn(j))∗ → R/(qn(j)) of
Rˆq-modules (as in the first paragraph of this proof). Since all these are Rˆq-module
maps, we may regard Rˆq as a submodule in T
∗
q . Now the proof can be completed by
the argument from the first paragraph of this proof (following (3.7)) by considering
for ψ an extension to T ∗q of the map h : Rˆq → K, where h is an appropriate
extension of the inclusion Rˆq ∩K → K. 
If Tq does not have any nonzero divisible submodule, then there exists in Tq a
submodule Bq such that Bq is a direct sum of cyclic modules and Tq/Bq is divisible.
(This follows from Kulikov’s theorem [13, 4.3.4] for Z-modules, the proof for F[t]-
modules is essentially the same.) So, unless Tq = Bq, Tq has a nonzero divisible
quotient and therefore by Lemma 3.9 the condition (3.6) implies that fq = r. In
the remaining case, Tq = Bq, Tq is a direct sum of cyclic modules as in the second
part of Lemma 3.9, hence, if the set Nq is not bounded (3.6) again implies that
fq = r. On the other hand, if the set Nq is bounded, say by the least upper bound
n(q), then qn(q)Tq = 0 implies that T
∗
q is a torsion module, hence there can be no
nonzero module maps from T ∗q to K. But there are nonzero such maps from T
∗
q
to R(p∞) if p = q for some p ∈ PW , where PW is the set of all primes p ∈ R such
that W ∗ contains R(p∞). Namely, in this case R(q∞) and T ∗q each contains its
own copy of R/(qn(q)) and if we choose gq,q so that it identifies these two copies
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isomorphically, then we see easily that (3.6) implies that fq = r modulo (q
n(q)).
This proves:
Lemma 3.10. Let q ∈ QT and r ∈ K be as above (so that (3.6) holds). If fq 6= r,
then q is necessarily in the subset S of QT \ PW consisting of those q for which Tq
is a direct sum of cyclic modules of bounded orders; let nq be the order of Tq.
Finally, let Sb = {q ∈ S : fq 6= r in R/(q
n(q))}.
Lemma 3.11. The set Sb is finite.
Proof. If not, then there exists a sequence S1 = {q0, q1, . . .} ⊆ Sb such that qj 6= qi
if j 6= i. Consider the module
(
⊕
j∈N
R/(q
nj
j ))
∗ ∼=
∏
j∈N
(R/(q
nj
j ))
∗ =: U,
where nj = n(qj). Note that U is a direct summand in T
∗ since T is the direct
sum of modules Tq and each R/(q
nj
j ) is a direct summand in Tq. Let r = u/v with
u, v relatively prime polynomials. Let ω ∈ U be defined by ω = (ωj)j∈N, where
ωj ∈ (R/(q
nj
j ))
∗ is such that q
nj−1
j ωj 6= 0, and let ρ = (ρj)j∈N be ρ = vω. For any
g0 ∈ L(T
∗,K)R we have that rg0(ρ) = g0(fρ) (since (f ⊕ r) ∈ Z), hence ug0(ρ) =
vg0(fρ), consequently vg0(uω) = ug0(vω) = ug0(ρ) = vg0(fρ) = vg0(fvω), thus
g0(uω − vfω) = 0.
Since this holds for all g0 and K is injective, this implies that the element uω−vfω
is torsion, say h(u − vf)ω = 0 for a polynomial h ∈ R. Since the components of
this element are h(u − vfqj )ωj , it follows from the definition of ω that q
nj
j divides
h(u−vfqj). Since h has only finitely many divisors, it follows that for all sufficiently
large j, u− vfqj must be divisible by q
nj
j , say u− vfqj = sjq
nj
j for a polynomial sj .
Then
(3.9)
u
v
= fqj +
sj
v
q
nj
j .
Since v can be divisible only by finitely many prime factors qj , 1/v acts as a
multiplication by a polynomial on (R/(q
nj
j ))
∗ if j is large enough. (If 1 = mv +
zqnj for some polynomials m, z, then 1/v acts as the multiplication by m.) Thus
(3.9) implies that r and fqj coincide as operators on (R/(q
nj
j ))
∗ for large enough j
(since q
nj
j acts as 0), hence also on R/(q
nj
j )
∼= (R/(q
nj
j ))
∗, but this contradicts the
definition of Sb. 
Observe that the submodule Tb := ⊕q∈SbTq of V is pure in the following sense:
given η ∈ Tb and p ∈ R, if there exists ξ ∈ V such that pξ = η, then there exists
ζ ∈ Tb such that pζ = η. Since Sb is finite, we can form qb =
∏
q∈Sb
qnq and clearly
qbTb = 0. It follows now from [8, Theorem 7] that Tb is a direct summand in V ,
say V = Tb ⊕Wb. Let T0 = ⊕q∈QT \SbTq, so that T = Tb ⊕ T0. Then
T ∗b ⊕W
∗
b = V
∗ = T ∗ ⊕W ∗ = T ∗b ⊕ T
∗
0 ⊕W
∗,
hence W ∗b is naturally isomorphic to T
∗
0 ⊕W
∗ (since they are both isomorphic to
V ∗/T ∗b ). Since our element b = f⊕r acts on T
∗
0 ⊕W
∗ as the multiplication by r (by
the definition of Sb), the same must hold for the action of b onW
∗
b and consequently
also on Wb.
The above discussion and lemmas prove the following theorem in the harder
direction.
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Theorem 3.12. Let T be the torsion submodule of a module V over R = F[t],
W = V/T and Z the center of L(V ∗)R. Denote by PW the set of all primes p ∈ R
such that pW 6=W , by QT the set of all primes q ∈ R such that the q-primary part
Tq of T is nonzero, and by S the set of all q ∈ QT \ PW such that Tq is a direct
sum of cyclic modules of orders bounded by nq (that is, q
nqTq = 0 for nq ∈ N and
we choose the minimal such nq). Suppose that W 6= 0. Then for each b ∈ Z there
exist a finite subset Sb of S and a submodule Wb of V such that
V = Tb ⊕Wb, where Tb = ⊕q∈SbTq,
b acts on Wb as the multiplication by a rational function r ∈ K, and b acts on each
summand Tq of Tb as the multiplication by a polynomial fq. Conversely, any map
b on V for which there exist such a decomposition of V and b is in center Z of
L(V ∗)R and in the center Z0 of LR(V ).
Proof. It only remains to prove the sufficiency of the stated conditions for b to be
in Z and in Z0. So, let b = (⊕q∈Sbfq) ⊕ r be the decomposition of b with respect
to the decomposition
(3.10) V = (⊕q∈SbTq)
⊕
Wb
of V , where r ∈ K and fq ∈ R/(q
nq ). Because of incompatible torsion there can be
no nonzero module homomorphisms between T ∗q1 and T
∗
q2
(or between Tq1 and Tq2)
for different q1, q2 in Sb. If we can show that there are no nonzero homomorphisms
from T ∗q to W
∗
b and from W
∗
b to T
∗
q (consequently also no nonzero homomorphism
between Tq and Wb), then each endomorphism of V (and of V
∗) will be repre-
sented by a diagonal matrix relative to the decomposition (3.10) (relative to the
corresponding decomposition of V ∗), hence clearly b will be in Z0 (and in Z).
Note that for q ∈ Sb the multiplication by q acts as an invertible operator on
each primary summand Tp of T0 (hence also on the dual T
∗
0 of the direct sum
of such summands) and also on each summand R(p∞) of W ∗ (since q /∈ PW ).
Thus for q ∈ Sb the multiplication by q as invertible operator on W
∗
b = T
∗
0 ⊕W
∗
(hence also invertible on Wb). Since q
nqT ∗q = 0, while the multiplication by q
acts as an invertible operator on W ∗b , we have that L(T
∗
q ,W
∗
b )R = 0 and also that
L(W ∗b , T
∗
q )R = 0. (To prove the last identity, note that for each φ ∈ L(W
∗
b , T
∗
q )R
we have φ(W ∗b ) = φ(q
nqW ∗b ) = q
nqφ(W ∗b ) = 0.) 
Corollary 3.13. The center Z of L(V ∗)R can be regarded as a subset of the center
Z0 of LR(V ) (that is, each z ∈ Z is of the form c
∗ for some c ∈ Z0). Moreover, if
V is torsion or injective or if V contains an isomorphic copy of R, then Z = {c∗ :
c ∈ Z0}.
Proof. The first sentence follows directly from Theorem 3.12. If V is torsion or
injective it follows now from Proposition 3.8 or Corollary 2.5 that the map c 7→ c∗
is an isomorphism of Z0 onto Z. Finally, if V contains a copy of R as a direct
summand it is well-known (and elementary to prove, [8, Exercise 95]) that Z0 = R,
hence by Theorem 3.12 Z and Z0 must both essentially coincide with R. 
Problem. For which subalgebras A ⊆ L(V ) is the center of L(V ∗)A contained
in the set {x∗ : x ∈ Z0}, where Z0 is the center of LA(V )?
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4. The range inclusion for derivations
Throughout this section (except in the Example 4.7) we assume that V is a
module over R = F[t] such that the map x 7→ x∗ is an isomorphism from the center
Z0 of LR(V ) onto the center Z of L(V
∗)R. In other words, we assume that a ∈ L(V )
is such that
(4.1) (a∗)′′ = {c∗ : c ∈ (a)′′}.
Let F(V ) be the vector space of all finite rank linear operators on a vector space
V . F(V ) is naturally isomorphic to V ⊗ V ∗ by the isomorphism which sends ξ ⊗ ρ
(ξ ∈ V , ρ ∈ V ∗) to the rank 1 operator η 7→ ρ(η)ξ. Thus the dual space of F(V )
can be identified with (V ⊗ V ∗)∗ = L(V ∗).
Theorem 4.1. Let da and db be the derivations on L(V ) induced by operators
a, b ∈ L(V ). Assume that a has property (4.1). Then ker da ⊆ ker db if and only if
db(F(V )) ⊆ da(F(V )). In this case the inclusion im db∗ ⊆ im da∗ also holds.
Proof. Note that ker da is just the commutant (a)
′ of a and that the inclusion
(a)′ ⊆ (b)′ is equivalent to b ∈ (a)′′. (Indeed, by taking the commutants we infer
from (a)′ ⊆ (b)′ that b ∈ (a)′′. Conversely, b ∈ (a)′′ implies that (a)′′′ ⊆ (b)′; but
A′′′ = A′ for any subalgebra A of L(V ), as it is easy to deduce from the obvious
inclusion A ⊆ A′′.) Thus the conditions ker da ⊆ ker db and b ∈ (a)
′′ are equivalent.
By the same argument the conditions kerda∗ ⊆ ker db∗ and b
∗ ∈ (a∗)′′ are also
equivalent. But by assumption b ∈ (a)′′ if and only if b∗ ∈ (a∗)′′, hence it follows
that the two conditions ker da ⊆ kerdb and ker da∗ ⊆ ker db∗ are equivalent. It is
easy to verify that da∗ = −(da)
∗, hence ker da∗ = (da(F(V )))
⊥ and similarly for b,
so the last inclusion is equivalent to db(F(V )) ⊆ da(F(V )).
If ker da ⊆ ker db, then
im db∗ = im ((db|F(V ))
∗) = (ker db|F(V ))
⊥ ⊆
(ker da|F(V ))
⊥ = im ((da|F(V ))
∗) = im da∗ .

Is there any connection between the two range inclusions
(4.2) db(F(V )) ⊆ da(F(V ))
and
(4.3) db(L(V )) ⊆ da(L(V ))?
The following example show that (4.3) does not imply (4.2).
Example 4.2. Let V = F(N) and a ∈ L(V ) be as in Example 2.4, so that any
b ∈ (a)′′ is a polynomial in a. Since V is isomorphic to R = F[t] as an R-module, a
has property (4.1). We may represent operators in L(V ) by N × N matrices (that
have in each column only finitely many nonzero elements). A short computation
shows that da is surjective on L(V ). Thus the inclusion (4.3) holds for all b ∈ L(V ),
not just for b ∈ (a)′′. (In this respect a behaves quite differently from the shift
operator on the Hilbert space ℓ2; for the latter see [17].)
In the rest of the paper we will prove that (4.2) implies (4.3), which is (by the
proof of Theorem 4.1) equivalent to the following theorem.
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Theorem 4.3. Let a, b ∈ L(V ) and suppose that a has property (4.1). If b ∈ (a)′′,
then the range inclusion db(L(V )) ⊆ da(L(V )) holds.
We will divide the proof of this theorem into several cases.
4.1. The case when (a)′′ is isomorphic to a subalgebra of F[t]. First we will
consider the simple case when the center of LR(V ) is just R = F[t] (hence any
b ∈ (a)′′ is a polynomial in a). For this and a later use, it will be convenient to
have the following definition.
Definition 4.4. For a polynomial p(t) =
∑n
j=0 αjt
j the derivative of the map
a 7→ p(a) at a point a ∈ L(V ) is the linear map p˙a : L(V )→ L(V ) defined by
p˙a(x) =
n∑
j=1
αj
j−1∑
i=0
aj−i−1xai (x ∈ L(V )).
Clearly p˙a is an (a)
′-bimodule endomorphism of L(V ) and a simple computation
shows that
(4.4) da(p˙a(x)) = dp(a)(x)
for all x ∈ L(V ). Thus im dp(a) ⊆ im da. Moreover, the following form of Leibnitz
rule can also be easily verified:
(4.5) (pq)˙a(x) = p˙a(x)q(a) + p(a)q˙a(x) (x ∈ L(V ), p, q ∈ R).
This suggest us to define r˙a(x) for any rational function r = p/q, such that q(a) is
invertible, to be the unique operator satisfying the following two equivalent identi-
ties:
(4.6) q(a)r˙a(x) + q˙a(x)r(a) = p˙a(x) = r˙a(x)q(a) + r(a)q˙a(x);
that is
r˙a(x) = q(a)
−1p˙a(x) − q(a)
−1q˙a(x)r(a) (x ∈ L(V )).
(That so defined r˙a(x) satisfies also the second equality in (4.6) can be proved
by a simple computation, using the identity p˙a(x)q(a) + p(a)q˙a(x) = (pq)
·
a(x) =
(qp)·a(x) = q˙a(x)p(a) + q(a)p˙a(x).) Then it can be proved that (4.4) and (4.5) hold
for rational functions. (To prove that (rs)˙a(x) = r˙a(x)s(a) + r(a)s˙a(x) for two
rational functions r and s, one shows that r˙a(x)s(a)+ r(a)s˙a(x) satisfies one of the
two defining identities (4.6) for the product rs in place of r.) Then (4.4) implies
that the range inclusion im db ⊆ im da holds whenever the center of LR(V ) is a
subalgebra of K = F(t), in particular if V is torsion-free, by Proposition 3.3 and
the assumption (4.1).
4.2. The case of locally algebraic operators. We study next the case of torsion
modules, that is, we assume that a ∈ L(V ) is locally algebraic. If a is algebraic,
each b ∈ (a)′′ is of the form b = f(a) for a polynomial f , and db = daf˙a by (4.4),
hence im db ⊆ im da. Assume now that a is not algebraic but that V is p-primary for
some prime p ∈ R, that is, V = ∪∞m=1Um, where Um = ker p(a)
m. Then b = f(a)
for a power series of the form (3.1) (see Subsection 3.3). For such a series f we
would like to define f˙a : L(V )→ L(V ).
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Definition 4.5. Given ξ ∈ V , choose m so that ξ ∈ Um, and then choose k such
that all the vectors p˙a(x)p(a)
jξ (j = 0, . . .m) are in Uk and set n = k+m. Choose
a polynomial Fn ∈ R such that the coset of Fn in R/(p
n) is equal to the image of f
under the natural map Rˆp → R/(p
n) (for example Fn =
∑n−1
j=0 fjp
j , where fj are
as in (3.1)) and set
(4.7) f˙a(x)ξ = (Fn)˙a(x)ξ.
We have to show that this definition is independent of the choices of m, k and
Fn. If Gn is another such polynomial, then Gn−Fn = qp
n for a polynomial q ∈ R.
Using the product formula (4.5) and induction we have (since p(a)nξ = 0) that
(qpn)˙a(x)ξ = q˙a(x)p
n(a)ξ + q(a)(pn )˙a(x)ξ = q(a)
n−1∑
j=0
p(a)n−j−1p˙a(x)p(a)
jξ = 0,
since n−j−1 ≥ k for all j = 0, . . . ,m−1. Thus (Gn)˙a(x)ξ = (Fn)˙a(x)ξ. Enlarging
m and k would give us a polynomial congruent to Fn module p
n. This shows that
f˙a is well defined. Then f˙a is an (a)
′-bimodule map on L(V ) such that daf˙a =
df(a) = db (since this holds locally by the polynomial case considered above), hence
im db ⊆ im da.
In the general case of several primary summands, relative to the decomposition
V = ⊕p∈PVp each operator x ∈ L(V ) is represented by an infinite operator matrix
[xp,q], where xp,q is an operator from Vq to Vp. Denoting by ap and bp the restrictions
of a and b to Vp, the proof that im db ⊆ im da reduces to showing that the equation
(4.8) apx− xaq = y
has a solution x in L(Vq, Vp) for each y ∈ L(Vq, Vp) of the form bpz − zbq. If
q = p, this has just been proved in the previous paragraph, while if q 6= p it is
a consequence of Lemma 4.6 below. We remark that the equation of the form
cx− xd = y has been studied in the analytic context using the notion of spectrum
(see e.g. [14] or [12, p. 8]), but this method does not apply to the purely algebraic
context of Lemma 4.6.
Lemma 4.6. Let c, e be linear operators on vector spaces Vc and Ve. If there exists
a polynomial v such that v(e) = 0 and v(c) is invertible, then for each y ∈ L(Ve, Vc)
the equation
(4.9) cx− xe = y
has a unique solution x ∈ L(Ve, Vc).
The same conclusion holds under the assumption that one of the spaces Vc, Ve,
say Ve, is of the form Ve = ∪
∞
n=1 ker q(e)
n for a polynomial q such that q(c) is
invertible.
Proof. Observe that for any polynomial f =
∑
αjt
j , x ∈ L(Ve, Vc) and y := cx−xe
the following identity holds:
(4.10) f(c)x− xf(e) =
∑
j
αj
j−1∑
i=0
cj−i−1yei =: f˙c,e(y)
Applying this to f = v, if v(e) = 0 and v(c) is invertible, we deduce that
(4.11) x = v(c)−1v˙c,e(y).
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Conversely, a direct computation (using the definition (4.10) of f˙c,e(y)) verifies that
x given by (4.11) is indeed a solution of (4.9).
In a more general situation of the second part of the lemma, we try to solve the
equation (4.9) locally, that is, for each ξ ∈ Ve we choose n so that ξ ∈ ker q(e)
n and
then, as suggested by (4.11) we set
xξ := q(c)−n(qn )˙c,e(y)ξ,
To show that xξ is independent of the choice of n, note (by a straightforward
computation) for any two polynomials u, v the equality
(uv)˙c,e(y) = u˙c,e(y)v(e) + u(c)v˙c,e(y).
Applying this to u = q and v = qn, we obtain (since q(e)nξ = 0) that
q(c)−n−1(qn+1 )˙c,e(y)ξ = q(c)
−n(qn)˙c,e(y)ξ.
So x is a well-defined map and it follows that x is linear and satisfies the equation
(4.9). 
4.3. The general non-torsion case. For a general non-torsion module V we
know from Theorem 3.12 and our assumption (4.1) that for every b in (a)′′ (= Z0)
V decomposes into a direct sum V = (⊕q∈SbTq) ⊕Wb so that b acts on Wb as the
multiplication by a rational function r (that is, b|Wb = r(a|Wb)) and b acts on
each Tq as the multiplication by a polynomial fq. Moreover, q(a)|Tp is invertible
if p, q ∈ Sb are different (since p and q are different primes in R). Also q(a)|Wb
is invertible for q ∈ Sb, as we have seen in the proof of Theorem 3.12. If we now
represent operators in L(V ) by matrices relative to this decomposition of V , we
may again use Lemma 4.6, in the same way as above, to show that the equation
ax− xa = y has a solution for each y ∈ im db.
Now we show by an example that the conclusion of Theorem 4.3 is not true if
we drop the assumption (4.1).
Example 4.7. Let R = F[t], U , W and V = U ⊕W be as in Example 2.6, so
that LR(U,W ) = 0 and LR(W,U) = 0. Let a1 ∈ LR(U) and a2 ∈ LR(W ) be the
multiplications by t and set a := a1 ⊕ a2, b := a1 ⊕ 0. Then a, b ∈ LR(V ) and
b ∈ (a1)
′′ ⊕ (a2)
′′ = (a)′′. Nevertheless the range of db is not contained in the
range of da. To show this, represent operators on V as 2 × 2 matrices relative to
the decomposition V = U ⊕W and consider the entries in the position (1, 2): if
db(L(V )) ⊆ da(L(V )), a simple computation shows that for each x ∈ L(W,U) there
exists an y ∈ L(W,U) such that a1y = a1x−xa2. But then a1(x− y) = xa2, which
implies that the range of xa2 is contained in the range of a1. This can hold for all
x ∈ L(W,U) only if a1 = 0, a contradiction.
5. A counterexample among bounded operators
An example of a Banach space X and operators a, b ∈ B(X) (the algebra of all
bounded operators on X) will be presented such that b is in the bicommutant (a)′′
of a in B(X), but nevertheless its adjoint b♯ is not in the bicommutant of a♯ in
B(X♯). Here we use the notation X♯ for the Banach space dual of X , to distinguish
it from the linear space dualX∗. Similarly, a♯ denotes the bounded adjoint operator
of a acting on X♯.
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Example 5.1. Let H be a separable infinite dimensional Hilbert space, B the
algebra of all bounded linear operators on H , K the ideal in B of all compact
operators, C = B/K the Calkin algebra and T the ideal in B of all trace class
operators. It is well-known (see e.g. [16, Section II.1] or [7]) that K♯ = T and
B♯ = T ⊕K⊥, where K⊥ is the annihilator of K in B♯, and K⊥ = C♯.
Let a0 ∈ K be an injective operator represented in some orthonormal basis of H
by a diagonal matrix with the diagonal entries αn, with αn 6= αm if n 6= m. Denote
by D the algebra of all operators in B that can be represented by diagonal matrices
with respect to the same orthonormal basis as a0. Thus D is the commutant and
the bicommutant of a0 in B. Finally, let a be the left multiplication by a0 on B
(that is, a(x) = a0x for all x ∈ B). Note that a
♯ is the right multiplication by a0
on B♯ (where ρa0 is defined by 〈ρa0, x〉 = 〈ρ, a0x〉, for all ρ ∈ B
♯ and x ∈ B), T is
invariant under a♯, and a♯(C♯) = 0 since a0 is compact. Thus a
♯ on B♯ = T ⊕ C♯
decomposes into the direct sum a♯ = (a♯|T ) ⊕ 0, hence (a♯)′ contains all maps on
T ⊕C♯ of the form 0⊕ h, where h is the right multiplication on C♯ by any element
c˙ ∈ C. We can choose c˙ ∈ C and d0 ∈ D so that c˙d˙0 6= d˙0c˙, where d˙0 denotes the
coset of d0 in the Calkin algebra C. (Indeed, since D is equal to its own commutant
in B, the same holds for the image of D in C by [5].) Let d : B → B be the left
multiplication by d0. We will show that d ∈ (a)
′′ and that nevertheless d♯ /∈ (a♯)′′.
Let f ∈ (a)′ (where the commutant is taken in the algebra of all bounded oper-
ators on B) and let f = fn + fs be the decomposition of f into the normal part fn
and the singular part fs (this means that fn is weak* continuous and fs(K) = 0,
see [7, Chapter 10]). Then fn and fs are both in (a)
′. (Indeed, the equality fa = af
can be written as fna−afn = afs− fsa, where the left side is normal and the right
side is singular, so they are both 0.) So fsa = afs, which means that
fs(a0x) = a0fs(x) for all x ∈ B.
Since a0 ∈ K, fs(a0x) = 0, hence also a0fs(x) = 0 for all x ∈ B. Since a0 is
injective, we deduce that fs = 0, hence f = fn is normal. Let (an) be a sequence in
the algebra generated by a0, converging to d0 in the weak* topology. Since f ∈ (a)
′,
f commutes with the left multiplications by all an. Then the weak* continuity of
f implies that
f(d0x) = lim
n
f(anx) = lim
n
anf(x) = d0f(x) for all x ∈ B.
Hence d commutes with f and therefore d ∈ (a)′′.
If d♯ were in (a♯)′′, then in particular d♯|C♯ would commute with the right mul-
tiplication h by c˙ on C♯, since 0 ⊕ h is in (a♯)′ by the second paragraph of this
example. This would imply that d˙0c˙ = c˙d˙0, a contradiction with the choice of c˙
and d˙0.
Further, the analogy of Theorem 4.3 in the context of B(H) is not true even for
normal operators [6]. But perhaps a more proper formulation of the problem is as
follows.
Problem. Suppose that operators a, b ∈ B(H) satisfy ‖db(x)‖ ≤ κ‖da(x)‖ for
all x ∈ B(H), where κ is a constant. Is then necessarily db(B(H)) ⊆ da(B(H))?
Perhaps the answer to the above question is negative in general, but it would be
interesting to have a counterexample and to know if the answer is positive for some
large classes of operators a (e.g. hyponormal).
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