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Abstract—Intrusion Detection System is significant in network 
security. It detects and identifies intrusion behavior or intrusion 
attempts in a computer system by monitoring and analyzing the 
network packets in real time. In the recent year, intelligent algorithms 
applied in the intrusion detection system (IDS) have been an 
increasing concern with the rapid growth of the network security. 
IDS data deals with a huge amount of data which contains irrelevant 
and redundant features causing slow training and testing process, 
higher resource consumption as well as poor detection rate. Since the 
amount of audit data that an IDS needs to examine is very large even 
for a small network, classification by hand is impossible. Hence, the 
primary objective of this review is to review the techniques prior to 
classification process suit to IDS data. 
 
Keywords—Intrusion Detection System, security, soft 
computing, classification. 
I. INTRODUCTION 
LECTRIC commerce and the recent online consumer 
boom have forced a change in the basic computer security 
design for systems on a shared network. Systems are now 
designed with more flexibility and less barrier security. 
Furthermore, as computers become more financially available 
to the masses, they also become increasingly consumer-
oriented. The combination of user friendliness and public 
accessibility, although advantageous for the average person, 
inevitably renders any exchanged information vulnerable to 
criminals. Consumer information, employee data or 
intellectual property stored in internal data warehouses are all 
at risk, from external attackers and disgruntled employees who 
might abuse their access privileges for personal gain. Security 
policies or firewalls have difficulty in preventing such attacks 
because of the hidden weaknesses and bugs contained in 
software applications [1].  
Moreover, hackers constantly invent new attacks and 
disseminate them over the Internet. Disgruntled employees, 
bribery and coercion also make networks vulnerable to attacks 
from the inside. Mere dependence on the stringent rules set by 
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security personnel is not sufficient. Intrusion detection 
systems, which can detect, identify and respond to 
unauthorized or abnormal activities, have the potential to 
mitigate or prevent such attacks [2]. 
Intrusion detection systems (IDS) were proposed to 
complement prevention based security measures. An intrusion 
is defined to be a violation of the security policy of the system. 
Intrusion detection thus refers to the mechanisms that are 
developed to detect violations of system security policy. 
Intrusion detection is based on the assumption that intrusive 
activities are noticeably different from normal system 
activities and thus detectable. The system is not introduced to 
replace prevention-based techniques such as authentication 
and access control. Instead, it is intended to complement 
existing security measures and detect actions that bypass the 
security monitoring and control component of the system. 
Intrusion detection is therefore considered as a second line of 
defense for computer and network systems. Generally, an 
intrusion would cause loss of integrity, confidentiality, denial 
of resources, or unauthorized use of resources [3]. 
II. DATA REPRESENTATION OF INTRUSION DETECTION 
SYSTEM 
The large amount of audit data that an IDS needs to 
examine and analysis is difficult because extraneous features 
can make it harder to detect suspicious behavior patterns [4]. 
Audit data capture various features of the connections. For 
example, the audit data would show the source and destination 
bytes of a TCP connection or the number of failed login 
attempts or duration of a connection. Complex relationships 
exist between the features, which are difficult for humans to 
discover. The intensive application of the intrusion detection 
system (IDS) in the network, it appears some significant 
problems, such as slow detect speed, big load, and mass data 
which cannot deal with in time. Even for a small network, the 
quantities of network traffic data that an IDS needs to examine 
are very large. Detect speed already becomes an important 
index of real time requirement in intrusion detection. How to 
reduce network feature attributes without decreasing detect 
rate already becomes current research hotspot [5]. 
In the network intrusion detection, the system needs to 
handle massive amounts of network data in real-time manner, 
typically, the network data contains a large number of features 
[6], which significantly increases the load of IDS, but at the 
same time, there are many irrelevant and redundant features 
that will decline detection accuracy during the intrusion 
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9
detection process based on machine learning mechanism and 
bring additional of the complexity of learning algorithms. All 
of these require IDS must be able to select the right subset of 
the most important features to improve the detection accuracy 
and efficiency. 
 IDS must therefore reduce the amount of data to be 
processed. This is very important if real time detection is 
desired. Some data may not be useful to the IDS and thus can 
be eliminated before processing. In complex classification 
domains, features may contain false correlations, which hinder 
the process of detecting intrusions. Further, some features may 
be redundant since the information they add is contained in 
other features. Extra features can increase computation time, 
and can have an impact on the accuracy of the IDS. Feature 
selection improves classification by searching for the subset of 
features, which best classifies the training data. The clustering 
method could produce high quality dataset with far less 
instances that sufficiently represent all of the instances in the 
original dataset. The reduced feature set should yield the best 
detection rate based on the set of important features [7]. It 
indicates that elimination of the insignificant and/or useless 
inputs leads to a simplified problem and possibly faster and 
more accurate detection, so feature selection is very important 
in intrusion detection [8]. Feature selection will delete 
unimportant features according to certain rules in order to low 
the dimension of the feature space. Also, it can find the most 
effective subset of original feature set to improve prediction 
accuracy rate for classification and prediction models or to 
lower the complexity of the model structure in the guarantee 
of forecasting accuracy [9].  
 The question in the large number of features that can be 
monitored for IDS, which are truly useful, which are less 
significant, and which may be useless are relevant because the 
elimination of useless features (or audit trail reduction) 
enhances the accuracy of detection while speeding up the 
computation, thus improving the overall performance of the 
detection mechanism [10]. In cases where there are no useless 
features, concentrating on the most important ones may well 
improve the time performance of the detection mechanism, 
without affecting the accuracy of detection in statistically 
significant ways. Intrusion detection is a kind of technology of 
finding intrusion through collecting and analyzing protected 
system information. Its main function is to monitor computer 
system and network, and to find the intrusion activities in the 
system. Then intrusion alarm is presented by the intrusion 
detection system. At first, the intrusion detection model 
presented is to improve the security of computer system 
through audit data. But it also has bugs to use audit data 
because so much information is presented that security 
administrators can not manage it in effect. 
 The main field in intrusion detection system (IDS) research, 
it can detect unknown intrusions stably without too much 
knowledge on system flaw, but it has the shortcoming of high 
false alarm rate. The key of anomaly intrusion is to establish 
the system or user's normal behavior pattern (storehouse) and 
use the pattern (storehouse) to carry on the comparison and 
judgment to the current behavior [11].  There are a lot of 
technologies being used as anomaly detection methods, such 
as the neural network, the data mining, the support vector 
machine, and the hidden Markov model [12-20], each kind of 
these technologies has shown its advantages to detect novel 
intrusions, but it still has some shortcomings. Anomaly 
detection is generally based on machine learning. The normal 
system behavior is modeled by a systematic method and the 
intrusion detection is performed by tracing and the model. It 
has the advantage of being able to detect unknown intrusions 
and therefore is a very active research area. However, anomaly 
detection may have a higher rate of false positives. Data 
collection and model training is the first step in anomaly 
detection. In a UNIX or a UNIX compatible operating system, 
a series of system calls will be invoked during the execution of 
a process. Forrest [21] discovered that by analyzing the system 
call sequences, it is possible to detect abnormal behaviors of a 
process. Forrest also suggested that the normal behavior of a 
process could be characterized by using a database of fixed 
length short sequences of system calls. The above researchers 
have made various contributions to intrusion detection 
techniques based on analyzing system call sequences, but their 
methods generally require high quality training data to obtain 
the normal behavior model. However, collecting training data 
is difficult in implementing an IDS and in most circumstances 
only the data of normal behavior are available. Therefore the 
approach of Asaka [19] that requires a properly labeled 
datasets for both normal and abnormal behaviors in order to 
search the optimal classification surface is difficult to 
implement in a practical system. If a complete normal 
behavior database is not available, using the methods of 
Forrest may cause a significant number of false alarms. 
III. A REVIEW ON SOFT COMPUTING TECHNIQUE IN 
INTRUSION DETECTION SYSTEM 
Of late, a variety of published algorithms have been 
applied to assemble a computer-aided analysis system in 
medical field.  The common used algorithms are Neural 
Network [22-24], Genetic Algorithm [25-27], Support Vector 
Machine [28,29] [30-32], [33,34], Particle Swarm 
Optimization [35,36], Artificial Immune System [37-40] , 
Wrapper And Filter [41,42], Dempster-Shafer Theory Of 
Evidence [43,44] and Rough Set Theory [45]. These 
techniques are described in the section.  
 
A. Neural Network 
In last years, several neural network (NN) techniques such as 
multilayer perceptron network (MLPN)/Back Propagation 
network (BPN) have been applied in many IDS models and 
have obtained the corresponding detection performance [22-24]. 
However, the experiments also revealed many problems such 
as slow convergence, overfitiing, local minimum, difficult to 
determine the number of hidden layers and hidden nodes, as 
well as the quantity and quality of samples have deep impact 
on generalization ability and accuracy of neural network. The 
current improvements of MLPN/BPN include using simulated 
annealing and genetic algorithms to overcome the local 
minima; using Levenberg-Marquardt algorithm and conjugate 
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gradient algorithm to speed up the training. Nevertheless, to a 
large number of high-dimensional data, all the above 
improvements will inevitably result in the structure of the 
network too large to train, and increase contradictory in 
samples so that the network has poor generalization capability 
and lower accuracy. All these limitations seriously affected the 
alert reliability and the performance of the NN improvement. 
In addition, the key of the anomaly detection is to form a user 
or system profile of the normal activities. In order to achieve 
data storage, analysis and sharing of components in the 
cooperative intrusion detection system, the data must be 
reduced as much as possible so as to reduce the storage and 
computational cost [46]. 
 
B. Genetic Algorithm 
In feature selection of Intrusion Detection, the SNFS [35] 
algorithm used Neural network and Support Vector Machine. 
CFSSGA [36] proposed a hybrid algorithm with correlation-
based feature selection (CFS), and employed the SVM and 
genetic algorithm to achieve the optimization of intrusion 
detection. While, the FSRGA [37] algorithm is based on rough 
sets and improved genetic algorithms to improve feature 
selection. Both SNFS and CFSSGA algorithm need data 
classification for their each iteration. This produces much 
more time complexity and do not take care of the combination 
of characteristics as well as the balance of the number and 
classification accuracy. However, FSRGA algorithm did not 
optimize the genetic operation, which will easily to make the 
algorithm be trapped into a local optimal solution [47]. 
 
C. Support Vector Machine 
Support vector machine [28, 29] is a new kind of machine 
learning algorithm proposed recently which is based on 
structural risk minimization of statistical learning theory. 
Many researchers verified that SVM performed well in 
intrusion detection classification [30-32]. However, when 
applying standard SVM on high dimension and large-scale 
dataset, such as network connection dataset, it often suffers 
memory storage and time consuming problem because a 
standard SVM solver will solve a dual quadratic optimization 
problem [38, 39]. Decreasing the dimension of training 
samples by feature selection or attribution reduction method is 
benefit to help alleviate this problem.  
Comparing with traditional ANN, SVR possesses 
prominent advantages such as excellent properties in learning 
limited samples, good generalization ability, etc. SVR is 
originally developed for solving classification problems and 
later extended to solve regression problems, and exhibits good 
learning performance [50]. But there exists a problem in the 
practical application of SVR. This problem is how to select 
some of SVR parameters so that the performance of SVR can 
be brought into the best. 
In [31] Mukkamala and Sung compare performance of 
ANN and SVMs in intrusion detection. SVMs outperform 
ANN in speed and scalability, And SVMs are relatively 
insensitive to the number of data points and the classification 
complexity does not depend on the dimensionality of the 
feature space. High dimensions of attribute space and 
parameters to be optimized are often suffered from by SVM 
for intrusion detection [51]. 
Tarun Ambwani reports his multi-class SVM to intrusion 
detection in [33]. The standard method for N-class SVM is 
one-versus-rest which constructs N SVMs. Ambwani uses 
one-versus-one method which constructs all possible n*(n-1)/2 
two-class SVMs. The detection rate of Ambwani's one-versus-
one multi-class SVM seems good, but he did not present the 
time cost of his methods, as well as the problem of confusions 
of multi-hyper-planes. For one-versus-rest or one-versus-one 
SVMs, many hyper-planes are constructed, but in these 
methods, the hyper-planes do not promise a perfect separation. 
Therefore, Takahashi and Abe propose decision-tree-based 
SVMs [52]. In their method, in training, a decision tree in 
which each node presents a decision hyper-plane which 
separates one or some classes from others are constructed by 
top-down ways. By this method, when training is finished, the 
feature space is divided by N-1 hyper-planes and there are no 
unclassifiable regions. DT SVMs are also efficient to deal 
with confusions. Unfortunately, it is hard to control the 
classification error of decision tree, which is performance of 
one node will influence the whole sub-tree below it [52]. 
 
D. Particle Swarm Optimization 
PSO is robust and has been proven theoretically and 
empirically to be able to search the optimum solution or near-
optimal solution to a complex problem. However, if current 
optimal position is discovered by certain particle, the other 
particle will draw close to the optimal position rapidly in the 
process of running. If this optimal position is local optimal 
point, particle population will not research in the solution 
space. Thus, PSO is easy to sink into local optimized solution 
that is to say, premature phenomena is appeared. Many 
scholars resolve problems above by combination with particle 
swarm optimization and genetic algorithms [35] or selection 
inertia weight. Berhart and Shi [36] put forward the strategy of 
linear decreasing inertia weight, which is applied in particle 
swarm optimization algorithm. Although this strategy 
improves the performance of particle swarm optimization, it is 
related with iteration times of PSO and cannot really reflect 
the algorithms’ characteristics of complex and nonlinear in the 
process of running [53]. 
 
E. Artificial Immune System 
Artificial immune method was firstly used to protect 
computer by Forrest et al in [37].They viewed the problems of 
protecting computer system as abnormal process and normal 
process and an intrusion detection system based on immune 
model was proposed by them. Some research in intrusion 
detection system using data mining has been done by W. Lee 
[38].In recent surveys, representative designs are Mukkamala 
et al.[39] and W. Lee and Stolfo[40]. A good representative of 
the IDSs using data mining tools is NADAM ID[40], which is 
used as experiment platform by many IDS researchers. 
However, the structure of NADAM ID is a little complicated 
and has low detection rate of DOS attacks [54].  
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F. Wrapper and Filter 
Several literatures have tried to figure out important 
intrusion features through wrapper and filter approaches; two 
broad types of feature selection. Wrapper method exploits a 
machine learning algorithm to evaluate the goodness of 
features. It provides better performance of selecting suitable 
features since it employs performance of learning algorithm as 
an evaluation criterion. On the other hand, Filter method 
which is faster than wrapper utilizes the underlying 
characteristics of the training data to evaluate the relevance of 
the features by some independent measures such as distance 
measure, correlation measure, consistency measure [41, 42]. 
Wrapper method demands heavy computational resource for 
training and cross validation while filter method lacks the 
capability of minimization of generalization error. 
 
G. Dempster-Shafer Theory of Evidence 
Dempster-Shafer theory of Evidence (DST) [43], also 
known as the theory of belief functions, is a tool for 
representing and combining evidence. Being a generalization 
of Bayesian reasoning, it does not require probabilities for 
each question of interest, but the belief in a hypothesis can be 
based on the probabilities of related questions. Contributing to 
its success is the fact that the belief and the ignorance or 
uncertainty concerning a question can be modeled 
independently. However, some problems may be solved in its 
applications including fault diagnosis, target identification, 
decision making and so on. Firstly, it is hard to acquire the 
objective basic probability assignment (BPA). Secondly, it is 
difficult to make all evidences independent. Then, when the 
reasoning chain is too long, its application becomes 
inconvenient [44]. 
 
H. Rough Set Theory 
Rough Set Theory is the most widely used baseline 
technique of single classifier approach on intrusion detection. 
In addition, it has also been considered recently for model 
comparisons. Before training, the step of feature or variable 
selection may be considered. The process of feature selection 
identifies which features are more discriminative than the 
others. This has the benefit of generally improving system 
performance by eliminating irrelevant and redundant features 
[55]. 
Many analyses have been done to come out with significant 
rules.  Since the generated rules possible to have in large 
number of rules, it is important to know whether all rules 
played a role in the classification process.  Indranil Bose, [45] 
has suggested that, to find the most significant rules for each 
sample, the rules are sorted according to the value of their 
support.  The generated rules do not differ much in terms of 
length and thus support is used as the criterion for ranking the 
rules.  Subsequent analysis is the evaluation of the rules length 
to obtain testing accuracy. Typically, rules of less length 
ascend to a higher overall testing accuracy.  This indicates that 
the dataset led to the formation of a smaller number of rules, 
can correctly recognize the problem.  The overall testing 
accuracy is highest when the training sample is reduced to 
10% from the original sample.  Then, the experiment of 
changing the parameters associated with the testing procedure 
is implemented.  The experiment is conducted using four 
factors; balance of sample, a ratio of training to testing sample 
size, testing sample size and training sample.  The experiment 
resultant that there was no significant effect of changing the 
balance of the sample, training to testing sample size, training 
sample size and testing sample size on testing accuracy across 
all samples.  The best classification result is obtained and the 
comparisons are made with two other statistical approaches; 
logistic regression and discriminant analysis.  The reported 
results reveal that Rough Set Theory method generally 
performed better than the others in terms of classification 
accuracy on training and testing samples. 
IV. CONCLUSION 
An attempt has been made in this study to explore the 
essential of Intrusion Detection System. Consequently the 
more accurate detection is needed in real time IDS. The 
representation of Intrusion Detection System data 
understanding is important to probe the high resultant 
classification.  This study has presented a review of Intrusion 
Detection System data representation and a review of other 
soft computing techniques applied in Intrusion Detection 
System prior to select the best technique suit to Intrusion 
Detection System classification. 
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