Energy functionals describing phase transitions in crystalline solids are often non-quasiconvex and minimizers might therefore not exist. On the other hand, there might be infinitely many gradient Young measures, modelling microstructures, generated by minimizing sequences, and it is an open problem how to select the physical ones. In this work we consider the problem of selecting minimizing sequences for a one-dimensional threewell problem E. We introduce a regularization E ε of E with an ε-small penalization of the second derivatives, and we obtain as ε ↓ 0 its Γ−limit and, under some further assumptions, the Γ−limit of a suitably rescaled version of E ε . The latter selects a unique minimizing gradient Young measure of the former, which is supported just in two wells and not in three. We then show that some assumptions are necessary to derive the Γ−limit of the rescaled functional, but not to prove that minimizers of E ε generate, as ε ↓ 0, Young measures supported just in two wells and not in three.
Introduction
A common problem that arises when studying martensitic transformations in the context of nonlinear elasticity (see e.g., [4, 5, 7, 17] ) is to minimize an energy functional
where Ω is an open and bounded Lipschitz domain, and y : Ω → R 3 is a map in a suitable Sobolev space satisfying y =ȳ on ∂Ω, for some smooth enough mappingȳ. In this context, the continuous function φ : R 3×3 → [0, +∞] is generally such that
where n ≥ 1 and U i are positive definite symmetric matrices representing the different variants of martensite. As in general E is not quasiconvex, minimizers for this energy might not exist. Therefore, following the idea of [4] one can study the behaviour of minimizing sequences, having a gradient that tends in measure to K, and characterised by interesting microstructures. In order to capture the limiting behaviour of the minimising sequences, one can study the relaxed functional
where ν is a gradient Young measure containing the information about microstructures in the crystal (see e.g., [5, 17, 20] ). Defining M 1 (R 3×3 ) as the set of probability measures on R 3×3 , let us consider
supp ν x ⊂ K, ∃y ∈ W 1,∞ (Ω; R 3 ) s.t. y =ȳ on ∂Ω, and R 3×3
F dν x (F ) = ∇y(x) a.e. in Ω    , and notice that this set is the set of minimizers ofĒ whenever minĒ = 0. Here, we denoted by L ∞ w * (Ω; M 1 (R 3×3 )) the space L ∞ (Ω; M 1 (R 3×3 )) endowed with the weak * topology. The solutions constructed in [18] with the technique of convex integration, show that the set A might contain infinitely many minimizers forĒ, and its elements might sometimes appear non-physical. In agreement with the physics, many authors in the literature (see e.g., [2, 4, [10] [11] [12] 15] ) have considered a regularization of E that penalizes the second derivatives of y such as Here, ε > 0 is small and |∇ 2 y|(Ω) is the norm of ∇ 2 y as a measure on Ω. Many results have been proved in the case n = 2 and without boundary conditions. For example, it is proved in [12] that the requirement ∇y ∈ BV (Ω; K) forces the gradient discontinuities to be just on planes that never intersect in Ω. In [10] the limit solutions for E ε as ε → 0 when K = {A, B} are characterized via a Γ-limit argument. In the two-dimensional setting with K = {SO(2)A, SO(2)B} the generalised Γ-limit has been analysed in [11] , and strongly exploits the above mentioned result of [12] .
More generally, we could argue that the physically relevant minimizers ofĒ are not those in A, but those belonging to the subset B := ν ∈ A ∃ minimizers u ε j of E ε j , with ε j ↓ 0, such that
or equivalentlyB where E ε j is replaced byẼ ε j .
Finding an explicit characterization for B seems however out of reach for the general threedimensional problem. For this reason, in this work we focus on the one-dimensional energy functional
which has been often considered in the literature (see e.g., [3, 15, 16, 19] ) as a one-dimensional prototype for E. Indeed, the role of the boundary conditions in more dimensions is played here by the term u 2 in the energy, which forces the L 2 −norm of the minimisers (or of the minimising sequences) to be close to a prescribed value, which is chosen to be null for simplicity, and whose gradient does not sit on the wells. Suppose W satisfies If Z has a finite number of elements, if there exist z 1 , z 2 ∈ Z with z 1 < 0 < z 2 , and if 0 / ∈ Z, then W is not convex and E does not have minimizers in W 1,p 0 (0, 1). Indeed, by constructing arbitrarily small saw-tooth functions (cf. Figure 1 ) with gradient in Z one can show that inf E = 0. Therefore, the existence of a minimizer u ∈ W 1,p 0 (0, 1) would imply u = 0, and hence u x = 0 a.e. in (0, 1), which is in contradiction with the fact that, by (H3), W (0) = 0. For this reason, we consider the regularized problem which is the one-dimensional analogue of (1.1). E ε can also be rewritten by using gradient Young measures (see e.g., [17, 20] ) as s dν x (s) = u x , supp ν x ⊂ K a.e. in (0, 1),
Here, M(R) and M 1 (R), often abbreviated below by M and M 1 , are respectively the space of bounded Radon measures µ on R, and its subset of probability measures. A preliminary result that is proved later in Section 2 is the following Then we define I ε by I ε (u) = I ε (u, ν) := ε −2 1 0 ε 6 u 2 xx + W (u x ) + u 2 dx, if u ∈ V, ν x = δ ux(x) , +∞, otherwise.
We remark that this problem was thoroughly studied in [15, 16] , under the assumption that W is a double-well potential, and where quasi-periodicity of the minimizers was also proved. As shown below, however, generalization to a three well problem is non-trivial and requires a good understanding on the possible shape of the minimizing sequences. We also point out that the behaviour of I ε is different from the one of Modica-Mortola type functionals (see e.g., [9, 14] ) as ε ↓ 0. Indeed, in our case the term in u 2 forces minimizers of I ε to oscillate faster and faster as ε ↓ 0, making the number of oscillations in the gradient tend to infinity. In what follows we define These technical assumptions are used to guarantee that the microstructures constructed in Section 3 are energetically preferable to those constructed in Proposition 7.1 and Proposition 7.2 (see also Figure  7 ). Here by microstructure we mean the shape of a building block which is repeated quasi-periodically in configurations of low energy for I ε . The period gets smaller with ε. The preferred microstructure clearly depends on the position of the wells, that is on z 1 , z 2 , z 3 , and on the cost of passing from one well to the other, that is on E 0 , E 1 . (H6) and (H7) reduce to checking that two cubic polynomials are non-negative on R + . (H6)-(H8) can be verified easily with a computer and hold in a wide range of cases. We refer the reader to Section 7.1 for more details and for a couple of examples.
The first result that we prove is a second Γ−limit forĒ, that is a Γ−limit result for I ε
+∞, otherwise.
We remark that, as ν ∈ GYM ∞ (0), and supp ν ⊂ Z a.e., we must have
On the other hand A 0 <
. Therefore, the minimum of I 0 is attained at
Thus minimizing sequences for E ε have gradients tending in measure to {z 1 , z 2 }, and z 3 is not seen in the limit. That is, the vanishing interfacial energy limit selects a unique minimizer out of the infinitely many minimizers of E 0 .
As shown in Section 7, (H7) and (H8) are necessary conditions to prove the above Γ−limit result. Nonetheless, it turns out that we can characterize the set of gradient Young measures generated by minimizing sequences for I ε , even without the second Γ−limit forĒ. This is the result of the following theorem, where also (H6) is relaxed:
a.e. x ∈ (0, 1).
In this way we have shown that, in our case, even if the set of gradient Young measures minimizing E 0 has infinitely many elements, its subset generated by minimizers for E ε , which are also minimizers for the regularized and rescaled problem I ε , contains just one element. Therefore, the one-dimensional model problem studied in this paper confirms that vanishing interface energy can be used as a tool to select minimizing gradient Young measures. This suggests that for the three-dimensional problem E the set B is actually much smaller than A. Furthermore, our results show that the shape of the second Γ−limit for E ε might change with the shape of φ. Nonetheless, as in our model problem, it might be possible to characterize B independently of the second Γ−limit for E ε .
The plan for the paper is the following: in Section 2 we prove Proposition 1.1, in Section 3 and 4 we compute some upper and lower bounds for I ε . Section 5 is devoted to prove Theorem 1.1, while Section 6 is devoted to prove Theorem 1.2. Finally, in Section 7 we sketch necessity of (H7)-(H8) and give an example where (H7)-(H8) hold, and one where they don't.
In the following sections we will denote by c a generic positive constant depending only on the parameters of the problem, and not on the quantities N, M, N ε , M ε , η, ε, µ, j, σ appearing below. Its value may change from line to line or even within the same line.
Proof of the first Γ−limit
In this section we prove Proposition 1.1.
We first observe that, asĒ ε (u, ν) is a monotone sequence in ε, the Γ−limit exists and is given by the lower semicontinuous envelope of the pointwise limit of the sequence (cf. [8, Remark 1.40]). That is, the Γ−limit is given by
where sc denotes the lower semicontinuous envelope with respect to the topology L 2 (0, 1)×L ∞ w * (0, 1; M). We first claim that (2.1) is equal to
that is we can relax the requirements u ∈ V, ν x = δ ux(x) a.e. in (0, 1). Indeed, given an u ∈ W 1,p 0 (0, 1), we can approximate it by u j ∈ H 2 (0, 1) such that u j → u strongly in W 1,p 0 (0, 1). Therefore, by passing into the limit as j tends to ∞ we can drop the requirement u ∈ H 2 (0, 1) in (2.1). Now, let ν ∈ GYM p (u) for some u ∈ W 1,p 0 (0, 1). Then by [20, Thm. 8.7] we know the existence of a sequence
. Thanks to [20, Lemma 8.3 ] the sequence can actually be chosen in W 1,p 0 (0, 1). Therefore, the fact that (cf. [20, Thm. 6.11]) lim inf
allows us to drop also the requirement on ν that ν x = δ ux(x) for a.e. x ∈ (0, 1), concluding the proof that (2.1) is equal to (2.2) . We now claim that we can drop sc from (2.2), that means, that 
We will follow the approach devised in [6] . If lim inf j E 0 (u j , ν j ) = ∞, the thesis follows trivially. Therefore, by passing without loss of generality to a subsequence, we can assume E 0 (u j , ν j ) ≤ C. By (H2), this implies that
and, by [21, Thm. 3 .6], we deduce that ν x is a probability measure for almost every x ∈ (0, 1). Jensen's inequality and the fact that | · | p is convex yield 
, thus concluding the proof.
Remark 2.1. Following the same strategy it is actually possible to prove that
Construction of an upper bound
In this section we prove the following proposition:
Proposition 3.1. Assume (H1)-(H5), let n ∈ N, n ≥ 2, and let 0 = x 1 < x 2 < · · · < x n = 1 be a partition of [0, 1]. There exist ζ > 0 and ε 0 = ε 0 (min i (x i+1 − x i )) > 0, such that for every ε ≤ ε 0 we can find u ∈ V with
respectively when i is odd and i is even.
Proof. Here we generalise the approach devised in [15] . For simplicity, we prove the statement assuming n = 3 and x 2 = l 0 for some l 0 ∈ (0, 1). Let us also define λ 2 , λ 3 as λ 2 := z 
31
(1−l 0 ). We first construct the bit of u with energy A 0 λ 2 in (0, l 0 ), and then use the same argument to construct on (l 0 , 1) the bit of u which has energy B 0 λ 3 .
We start by splitting the interval (0, l 0 ) into N pieces of length l N :=
Standard ODE theory tells us thatŵ exists, and thatŵ is strictly increasing with x whenŵ(x) ∈ (z 1 , z 2 ). We point out that, in case q < 2, the solution might not be unique. In this case, when solutions encounter z 1 or z 2 we choose the one that stays bounded in [z 1 , z 2 ] and does not decrease/increase further. Asŵ(x − ω) still satisfies the equation in (3.3) for every ω ∈ R, we will choose ω = ω * so that
Indeed, this is possible as F is negative for ω → ∞, positive when ω → −∞, continuous and decreasing. Now we define w as
where x i := il N for i = 0, . . . , N . We are now ready to construct u as 5) and to notice that, by (3.4), u(x i ) = 0 for each i = 0, . . . , N . By (3.3) we have
On the other hand, called x * i the point in (x i , x i+1 ) such that u x (x * i ) = 0, and assuming without loss of generality that u x > 0 in (x i , x * i ) (the case u x < 0 is similar), we have
where d ε = l N ε . Now, chosen η ∈ (0, η 0 ), with η 0 as in (H4), we notice that
with r :
But r can be estimated as follows: we can rewrite (3.3) in terms ofv :=ŵ − z 1 as
where we also made the change of variable y = −x. Now, called y * the point in R + wherev(y * ) = η 0 , by (H5) we have ε 3v
for someĉ > 0. After an integration in y between 0 and y * , this leads to y * ≤ cε 3 . In the same way, when η ≤v < η 0 , (H5) implies
Let us now denote byỹ the point in R + such thatv(ỹ) = η. An integration between y * andỹ yields
. Thus, as L ({s :ŵ(s − ω * ) ∈ (z 1 + η, 0)}) =ỹ, we have obtained
This together with (3.8) thus imply . On the other hand,
where now
By arguing as to get (3.10), we have
and, as α + γ = 1, by (3.10) we thus deduce α −
We now choose N as the smallest even integer larger than l 0 (εd * ) −1 , where
In this way,
,q} , so that r ≤ cε 4 max{3,q} and ε 4 max{3,q} < 1 for each ε ≤ ε 0 < 1. By exploiting (3.10)-(3.11) in (3.7) we thus get Here and belowr := ε 4 max{3,q} + ε. We remark that α depends on ε, but for every σ ∈ (ε where
By arguing as in the proof of (3.9) with η replaced by σ, we have that |R| ≤ cN σ 1−max{3,q} ε 3 ≤ cσ − max{3,q} ε 2 . Thus, since we assumed σ ≥ ε 1 max{3,q} , we deduce |R| ≤ cε. Therefore, by recalling (3.11) with η = ε 4 max{3,q} , from (3.13) we finally obtain
(3.14)
Let us now focus on the interval (l 0 , 1), where we want to construct the part of u related to the B 0 −term of the energy in (3.1). This part of the argument is very similar to the one above, but, as there might be no solution to (3.3) connecting z 1 to z 3 , this time we need to construct an u whose gradient is slightly more complicated. Below, we try to highlight the differences from the case above without incurring into many repetitions. Let us considerw to be the solution to
where s 0 > 0 is such thatŵ(s 0 ) = z 2 − µ,ŵ is as in (3.3), and θ = 3 2 (max{q, 3} − 2). Here and below µ = ε 2 max{3,q}−2 , so that µ θ = ε 3 . We remark that an argument as the one to prove (3.9) yields
so that s 0 does not explode but actually goes to zero faster than ε. Again, if q < 2w might not be unique, but we choose the one which stays bounded in [z 2 , z 3 ]. Let us define v as
Again, we divide (l 0 , 1) into M subintervals of equal length l M := M −1 (1 − l 0 ), and notice that, as v is monotone, we can find ω * such that
As in the previous part of the proof, we construct
with y i := l 0 + il M , for i = 0, . . . , M , and u as in (3.5). We remark that, as in general
w needs to be defined differently in (y 0 , y 1 ) in order to be continuous and to have u ∈ H 2 (0, 1). For this reason, we construct w as follows in (y 0 , y 1 ):
where a is such that
w(s) ds = 0. We point out that such a exists for each ε ≤ ε 0 , for some ε 0 < 1 depending on z 1 , z 3 and l 0 only. After defining u in (y 0 , y 1 ) as in (3.5), we have u(y 0 ) = u(y 1 ) = 0 and
Thus,
On the other hand, if i > 0, by the definition of E 0 , E 1 and by the way we constructed u we have
Furthermore, once defined
by arguing as in the proof of (3.6) we deduce
Therefore, collecting the inequalities above
with
We first notice that
Thus, by arguing as in the proof of (3.9) we first deduce
, and therefore
In the same way, we can prove that 20) and, recalling that
Then, after choosing M to be the smallest integer larger than (1 − l 0 )(εh * ) −1 , with
and exploiting (3.20)-(3.21), (3.16) becomes
Here, we repeatedly used the fact that M ≤ cε −1 , M −1 ≤ cε and that µ, ε < 1 in order to estimate the above error. This together with (3.12) proves (3.1).
where we argued as to get (3.9) in order to bound
where
Now, recalling that (3.21) implies |λ 3 − β(1 − l 0 )| ≤ cr, (3.22) and the triangular inequality imply
This together with (3.14) lead to the second statement of the result.
Construction of a lower bound
This section is the core of this paper, and is where we prove a lower bound for the energy depending on the global volume fractions λ η k (v) defined in (4.2) below, and representing the one-dimensional Lebesgue measure of the set where v x is in an η−neighbourhood of z k . Here, η ∈ (ε 1 q+1 , η 0 ), η 0 is as in (H4) and v ∈ V . We point out that the presence of a third well gives the possibility of many different microstructures (see e.g., Figure 2a , Figure 2b and Figure 7) , and makes the estimates below long and technical.
The strategy to prove our lower bounds is the following: for every v ∈ V of finite energy we identify L−intervals (see Definition 4.2), sets in which v x > z 1 + η and containing a subset of positive measure where v x > z 2 + η. By Lemma 4.1 below, the number N v of L−intervals is finite, and can be bounded by a constant times Figure 5 ). We then identify (possibly empty) regions Σ i ⊂ (0, 1) in the set where v x is in an η−neighbourhood of z 1 , and in these sets we estimate the L 2 −norm of v. The lower bounds for the L 2 −norm in the sets Σ i are combined with the L 2 −estimates in the L i 's to obtain good lower bounds for the L 2 −norm of v on every disjoint set F i := L i ∪ Σ i . The interface energy, that is, the energy necessary for the transition of v x from one well of W to another, can be bounded via the Modica-Mortola estimate
In the two-well case (see [15] ), it is possible to sum the resulting lower bounds over i = 1, . . . , N v , and to obtain a lower bound depending on global quantities only. In our case, however, the lower bounds deduced via (4.1) are nonlinear in the volume fractions α i , β i (see (4.6) below), defined respectively as the Lebesgue measures of the regions of F i where v x is close to z 2 , z 3 . Furthermore, we get lower bounds which are different depending on the different microstructures in the interval (see e.g., Figure  2a , Figure 2b and Figure 7 ). This means that different microstructures give a different dependence of the lower bound on the volume fractions α i , β i . These facts increase the complexity of the problem, as they do not allow one, in general, to collect the estimates for the different F i and to obtain a lower bound depending only on the global volume fractions λ Let η 0 > 0 be as in (H4). Given a generic v ∈ H 2 (0, 1), η ∈ (0, η 0 ) let us define the k-th global volume fraction for v as
and let us also generalize the definition of transition layers given in [15] (cf. also Figure 3 )
Given a function v ∈ H 2 (0, 1) and η ∈ (0, η 0 ) we denote by #A 
Proof. Let us first recall that, given 0 ≤ a ≤ b ≤ 1 we have 3) and the fact that η < η 0 we have for some positive constantc. Summing all the A η ± −transition layers we thus get
which concludes the proof.
We can now introduce also the D−intervals, which are the intervals between an A 
for each x ∈ (y − , y + ), and
It is important to notice that v x might take negative values in a D−interval. For every v ∈ V , the number Given v ∈ H 2 (0, 1) we define also the following quantities 1 (a, b) , which is convex, in red a generic function v ∈ W 1,1 (a, b) such that u(a) = v(a) and (4.8) holds.
dependence from this variable implicit. We remark that, denoting
and that, in general,
Below, we estimate the energy of a generic v ∈ V on every D−interval in terms of the quantities α i , β i . In order to do that, we first need to prove the following lemma, which is graphically explained in Figure 4 Lemma 4.2. Let 0 ≤ a ≤ b ≤ 1 and let u, v ∈ W 1,1 (a, b) be two non-decreasing functions such that
Proof. We first notice that, as u x is non decreasing, {u x ≥ ρ} is either empty, or an interval containing b. Thus, for every x ∈ (a, b), we have
where we denoted by (·) + := max{0, ·}, and where we used
in the first and last passage. Therefore,
for every x ∈ [a, b]. As u(a) = v(a), the claimed is proved.
Remark 4.1. It follows from Lemma 4.2 that, given 0 ≤ a < b ≤ 1, and two Borel sets
We can now start to estimate the energy in the L−intervals. We start by obtaining the desired lower bound for all the L−intervals in which α i and β i are either too small or too large. Lemma 4.3. Assume (H1)-(H5), and let v ∈ H 2 (0, 1), η ∈ (0, η 0 ) and ε ≤ η q be such that I ε (v) ≤ C, with C > 0. Then, there exist R * , R * (C) > 0 such that for any L i = (y
Proof. First we want to prove that if either α i or β i is too large, then v also becomes large, and hence its L 2 −norm on D i is bigger than A 0 α i + B 0 β i . In order to do this, let max{α i , β i } = Rε for some
We assume the existence of
the alternative case can be proved similarly by replacing below (x * i , x
. We now approximate from below v in (x * i , x + i ) with a piecewise linear function minus a small error proportional to ε. Later, we use Lemma 4.2 to estimate the L 2 −norm of v from below with the L 2 −norm of its piecewise linear lower bound. We remark that, as (y
The last term in (4.11) can be controlled from below by (z 1 + η)L (Σ η ), where
Thus, by the boundedness of I ε (v) and (H5), we can write
It follows then from (4.11), (4.13) and ε ≤ η q that
for every x ∈ (x * i , x + i ) and some positive constantĉ. Therefore, thanks to (4.10) and Lemma 4.2,
which, by using the fact that
yields
for somec > 0. On the other hand, there exists c * > 0 such that
Therefore, setting R * as the biggest root ofcR 3 = (c + c * )(R + 1), we deduce that, if R ≥ R * , (4.16)-(4.17) imply (4.9).
In order to show that R cannot be too small, we recall that in every L−interval there are exactly two A η ± − transition layers. By (4.3)-(4.4) we thus have
for somec > 0. Hence, if we set R * =c c * , by (4.17) we deduce that (4.9) holds for every R < R * . We remark that R * , R * do not depend on i, v, ε, η in any way. R * does not depend on C either.
Let n i be the even number of B ∈ (εR * , εR * );
In this definition R * , R * are as in the statement of Lemma 4.3.
In Proposition 4.1 below we prove some lower bounds for the L 2 −norm of v in the D i 's. Then, we identify disjoint sets Σ i , i = 1, . . . , N v in which |v x − z 1 | ≤ η, and in these sets we estimate from below the L 2 −norm of v in terms of α i , β i . We then combine the estimates in the Σ i 's with the estimates in the L i 's, and we argue as in (4.1) to obtain a lower bound for the energy on the sets F i = L i ∪ Σ i . The results of Proposition 4.1 are the basic tool to prove both Theorem 4.1, from which follows Theorem 1.1, and Theorem 6.1, from which follows Theorem 1.2. 
, where v is strictly positive (resp. negative). The red, the blue and the green intervals are respectively the sets of points where |v x − z 1 | ≤ η, |v x − z 2 | ≤ η, and |v x − z 3 | ≤ η. The B η ± −transition layers are coloured in yellow. Proposition 4.1. Assume (H1)-(H5) and let C > 0. Then, there exists η 1 = η 1 (C) ∈ (0, η 0 ) such that, for every η ∈ (0, η 1 ), ε ≤ η q+1 and v ∈ V satisfying I ε (v) ≤ C, there exists a collection of (possibly empty) Borel sets Σ i , i = 1, . . . , N v such that
and, for every i = 1, . . . , N v ,
where f 6 , f 7 , f 8 are as in (H6)-(H8). Proof. Let C > 0, v ∈ V, ε ≤ η q+1 with I ε (v) ≤ C and η ∈ (0, η 1 ) with η 1 to be determined later. We divide the proof in three steps: in the first we prove the estimates (4.26),(4.28),(4.29) and (4.32) for the L 2 −norm of v in the D−intervals. As explained above, the estimates are different for different types of D−intervals. In step two we construct the sets Σ i for every i = 1, . . . , N v , and we estimate from below the L 2 −norm of v on these sets in terms of α i , β i . Finally, in the last step we combine the estimates for the L 2 −norm of v, with the estimates for the interfacial energy, and deduce (4.18) by means of (4.1).
Step 1: The strategy to prove estimates for the L 2 −norm of v in the D−intervals is the following: for i = 1, . . . , N v we divide D i into two intervals (one is actually empty if D i is of type I), one in which v is bigger or equal than −cεη, one in which v is smaller or equal than cεη. As shown below, for D−intervals of type II/IV choosing x * i ∈ D i such that v(x * i ) = 0 and taking D i ∩{x ≥ x * i }, D i ∩{x ≤ x * i } as sub-intervals suffices. In each interval we approximate v with a suitable continuous piecewise linear function with gradient a.e. in {0, 
where Σ η is as in (4.12) and satisfies (4.13). It follows then from (4.19) and the assumption max{α i ,
for every x ∈ (x * i , x + i ). We now use the fact that, as η ∈ (0, 1), (1 − η)(a + b) 2 ≤ a 2 + 2η −1 b 2 . This yields
On the other hand, by Lemma 4.2,
where we obtain
(4.24)
Here we also used max{α i , β i } ≤ R * ε and ε ≤ η q+1 . In the same way, we prove
It turns out that if we sum (4.24) to (4.25) the right hand side is a convex quadratic polynomial in
. Therefore, from (4.24) and (4.25) we finally get
The estimate 
If D i is of type IV, we can assume that x * i ∈ E i , and the above estimates can be improved. Indeed, by using Remark 4.1 first with
we can modify (4.22) as follows
which by (4.20)-(4.21) yields
In the same way, we prove
By summing up the last two inequalities, we hence get
We remark that, in this case, the determinant of the Hessian matrix ofĥ with respect to ω a i , ω b i is negative, and henceĥ cannot be bounded from below by choosing
Step 2: For every i = 1, . . . , N v , we now construct Σ i and estimate Σ i v 2 dx from below. Finally, we show that the Σ i 's are disjoint. As shown in Figure 6 ,
are subsets of {|v x − z 1 | ≤ η} and respectively of {v > 0} and {v < 0}.
We first set Σ i = 0 whenever D i is of type 0 or of type I. We can hence focus on the i's where
, that is on type II-IV D−intervals. The idea is to bound from below v (or from above) on the set where |v x − z 1 | ≤ η and v ≥ 0 (resp. v ≤ 0) with a continuous piecewise-linear function minus (resp. plus) a small error. We then estimate the L 2 −norm of the piecewise linear approximation of v and express it in terms of α i , β i . We denote by x * i a point in D i (the same that was chosen in
Step 1) such that v(x * i ) = 0 and such that x * i ∈ E i if D i is of type IV. From (4.20) we have
and, in a similar way, we can prove
where ω a i , ω b i are as in (4.23). We now claim that there exist η 1 ∈ (0, η 0 ] depending just on R * , R * and C, such that, for every η < η 1 , v(x + i ) > 0 and v(x − i ) < 0. Indeed, we recall that we are working under the assumption max{α i , β i } ≥ R * ε, and we suppose without loss of generality that α i ≥ R * ε; the case β i ≥ R * ε can be treated similarly. Suppose first that ω a i ≥ 
We now give an estimate forr. To this aim, we split Σ η into
2 |s| p for each s satisfying |s| > t 0 , and its existence is guaranteed by (H2). By (4.13), we have
On the other hand,
where we also made use of the fact that I ε (v) ≤ C. Collecting (4.38)-(4.39) we thus get
with r * := εη. By (4.35)-(4.36), (4.40) together with max{α i , β i } ≤ R * ε, we obtain
The existence ofx i is guaranteed by the continuity of v and the fact that v(1) = 0 together with (4.41)
Now, from (4.43) we deduce that
Here we have used a change of variable y = g b (x), and, in the last inequality, we exploited (4.42). The same lower bound holds trivially if Σ d i = ∅, and hence v(x
where r b := ε 3 η and we made use of (4.42) and the fact that max{α i , β i } ≤ εR * . In the same way, letting 
we defined Σ j = ∅ and the conclusion follows trivially. We can hence focus on the case v(x Step 3: We now combine the estimates of Step 1 with the estimates of Step 2, and use an argument as the one in (4.1) to deduce the bounds in (4.18) for type I-IV D−intervals. In the case of type II/IV D−intervals a minimisation over ω a i , ω b i is performed to get lower bounds independent of these parameters.
We start by noticing that Lemma 4.3 leads to (4.18) in the case of type 0 D−intervals. Now, we notice that, by (4.3), 
(4.49) In case of type III D−intervals, we recall that ω b i ∈ {0, 1}. Therefore, we assume without loss of generality that ω b i = 1 (the case ω b i = 0 can be treated similarly) and by (4.46) we deduce
where, f 0 is defined by
We remark that the last lower bound in (4.50) is sharp if and only if
. For type IV D−intervals, (4.46), together with (4.32) yield
where,
We claim, that
with f 0 is as in (4.51). Indeed, h * is a second order polynomial in ω a i , ω b i with negative Hessian determinant. Therefore, the minimum among the ω a i , ω b i ∈ [0, 1] is attained at ω a i ∈ {0, 1}, or ω b i ∈ {0, 1}. More precisely, if
, the minimum is attained at ω a i ∈ {0, 1} and a minimization over ω b i ∈ [0, 1] gives (4.53). The same lower bound can be achieved when
. Indeed, in this case, the minimum is attained at ω b i ∈ {0, 1}, and, by using the fact that z 2 < z 3 , we can bound from below h * (α i , β i , ω a i , ω b i ) with
which by (4.50) yields again to (4.53). Therefore, for type III/IV D−intervals (4.50)-(4.53) imply
Finally, by combining (4.47), (4.48), (4.49) and (4.54), and by arguing as in (4.1), we obtain (4.18).
As a corollary of the previous result, we can prove 
Proof. Thanks to Proposition 4.1 and (H6)-(H8) we have 
which, by the definition of the α i 's, β i 's, and of λ η 2 , λ η 3 (see (4.7)) coincides with (4.55).
The second Γ-limit
In this section we prove the Γ−limit for I ε , that is a second Γ−limit for E ε , as stated in Theorem 1.1. The first step is to prove compactness for the family of energy functionals I ε .
Then, up to a subsequence,
for a.e. x ∈ (0, 1).
Proof. We first notice that (5.1) implies strong convergence of 4) and, therefore, up to a subsequence u j → 0, weakly in W 1,p 0 (0, 1). In fact, (5.4) also implies that, up to a further non-relabelled subsequence, u j,x generates a gradient Young measure ν x , weak * limit of
for some η ∈ (0, η 0 ), by (H5) we have
This implies 6) which is convergence in measure of u j,x to Z. Therefore, ν x is a probability measure supported on Z (see e.g., [1] ), and hence ν x = λ 1 (x)δ z 1 + λ 2 (x)δ z 2 + λ 3 (x)δ z 3 for a.e. x ∈ (0, 1), as claimed. The fact that ν is a probability measure implies the first identity in (5.3). By [20, Thm. 8.7] we also know that ν is the gradient Young measure related to u = 0, and therefore the average of ν must be 0, that is Given a sequence u j ∈ W 1,p 0 (0, 1) and η > 0, let us define
The following result is used below:
Proof. The fact that ν satisfies (5.2)-(5.3) follows directly from Proposition 5.1. We just need to prove (5.7). Let us consider a continuous function f k : R → [0, 1], which is equal to 1 for those s such that |s − z k | ≤ η, and equal to 0 for |s − z k | ≥ η 0 . We have
Now, we notice that, as η 0 <
Here, Σ η j is as in (5.5), and was estimated by means of (5.6). Therefore, collecting all previous identities we finally get
Proof of Theorem 1.1
By [8, Remark 1.29] we just need to show the Γ − lim sup inequality for every ν ∈ X, where X is the set containing all ν ∈ GYM ∞ (0), with supp ν ⊂ Z, and such that
21 } is constant on every sub-interval (x i , x i+1 ), i = 1, . . . , n − 1, for some partition 0 = x 1 ≤ · · · ≤ x n = 1 of (0, 1) and some n ∈ N. Indeed X is dense with respect to the weak * topology of L ∞ w * (0, 1; M) in the set containing all ν ∈ GYM ∞ (0) such that supp ν ⊂ Z. This is because the space of piecewise constant functions in L ∞ (0, 1; {0, z 21 )). On X the Γ − lim sup follows directly by Proposition 3.1 and Lemma 5.1. Therefore we just need to prove the Γ − lim inf inequality. In order to do that, we need to consider a generic sequence ε j converging to 0, a sequence u j ∈ V converging strongly in L 2 (0, 1) to u ∈ L 2 (0, 1) and a sequence of parametrized measures ν j ∈ L ∞ w * (0, 1; M) converging weakly * to ν in L ∞ w * (0, 1; M). If lim inf j I ε j (u j ) = ∞, the liminf inequality is trivial. Otherwise, up to a subsequence we can assume the existence of C > 0, independent of ε j , such that
In this case, Proposition 5.1 implies that u = 0 and that ν ∈ GYM ∞ (0) satisfies (5.2)-(5.3). Now, Theorem 4.1 guarantees the existence of η 1 > 0 such that, fixed η ∈ (0, η 1 ),
for all ε j < η q+1 . Now, by taking the lim inf on both sides, and recalling Lemma 5.1, we deduce lim inf The arbitrariness of η yields to the desired Γ − lim inf inequality.
Selecting Minimizing sequences without Γ−convergence
In this section we prove Theorem 1.2. In order to do this we strongly rely on the estimates of Section 4, to which we refer the reader for the notation. We start with the following theorem: Now, thanks to (4.12)-(4.13), and the fact that ε ≤ η q+1 , we can write 
Proof of Theorem 1.2
This follows as a corollary of Theorem 6.1.
By Proposition 5.1 together with (6.1) we know that every u ε j ∈ V sequence of minimisers for I ε j , and hence of minimisers for E ε j , generates, up to a subsequence, a gradient Young measure ν ∈ GYM p (0) as ε j → 0, and that supp ν x ⊂ Z almost everywhere in (0, 1). As a consequence, ν x is of the form
with the λ i 's satisfying (5.3) for a.e. x ∈ (0, 1). Therefore we just need to show that λ 3 = 0 a.e. in ( After choosing η = ε 1 q+1 j , (6.2) gives the sought result.
Some remarks on the assumptions
It is worth spending some words on assumptions (H6)-(H8). Hypothesis (H6) is needed in our construction of a lower bound, but it might be possible to remove it by making the arguments of Section 4 more involved. It is easy to check that it fails whenever z 3 > 3|z 1 |. On the other hand, as mentioned in the introduction, it turns out that (H7)-(H8) are necessary conditions in order to prove Theorem 1.1, and the second Γ-limit would have a different form without these assumptions. Indeed, as explained in the introduction, these hypotheses guarantee that the microstructures used in the construction of Proposition 3.1 are energetically preferable to those constructed in the following Propositions, and shown in Figure 7 . Figure 8a) . However, hypotheses (H7) and (H8) fail respectively in a neighbourhood ofŷ 7 = 0.585 andŷ 8 = 0.204. Here, it is energetically very cheap to pass from z 2 to z 3 so other microstructures are energetically favourable for λ 3 λ 2 close toŷ 7 orŷ 8 . Nonetheless, as z 3 ≤ 3|z 1 |, thanks to Theorem 1.2 we can still select minimizing gradient Young measures for E 0 by means of vanishing interfacial energy.
