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Abstract
Given an edge-weighted graph, the induced matching problem is an edge packing problem, which asks to find a maximum
weight edge set such that every edge in the graph is adjacent to at most one edge in the set. In this paper, we generalize this
problem by introducing edge capacities and propose an approximation algorithm to the problem. The analysis of this algorithm is
based on a relationship between two polytopes for an LP relaxation of the above problem and the capacitated b-matching problem.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Let G = (V, E) be a simple undirected graph and w : E → Q+ be an edge weight, where Q+ denotes the set of
non-negative rational numbers. A set F ⊆ E of edges is called induced matching (or strong matching) if the distance
between any two edges in F is at least two, where the distance between two edges is defined as the shortest length
of paths joining their end vertices. The induced matching problem asks to find an induced matching of the maximum
weight. An instance with w(e) = 1 for all e ∈ E (i.e., maximizing the cardinality) is especially called the cardinality
case.
The induced matching problem is important since it has some theoretical and practical applications such as
irredundancy number [10], secure communication channels [11] and strong edge-colouring [18]. For this reason,
the induced matching problem has been studied well so far. Stockmeyer and Vazirani [21] introduced the notion of
induced matching and noted that it represents a kind of “risk-free marriage”. They also introduced a k-separated
matching, where a set F ⊆ E of edges is called k-separated matching if the distance between two edges in F is at
least k. Obviously 1-separated matchings are ordinary matchings and 2-separated matchings are induced matchings.
Then they showed that, for any k, the problem of finding a k-separated matching of the maximum cardinality is NP-
hard in bipartite graphs of maximum degree 4, implying the NP-hardness of the maximum induced matching problem
in the same class of graphs. Besides this, the NP-hardness of the maximum induced matching problem was proven for
some other classes of graphs [4,23,14,15] while some polynomially solvable classes were also discovered [4]. With
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regard to the approximation algorithms, APX-hardness was shown for d-regular graphs [23,7]. In [23], Zito gave an
approximation algorithm for those graphs, whose approximation factor is d− (d−1)/(2d−1) while Duckworth et al.
proposed an algorithm whose asymptotic approximation factor is d− 1 in [7]. For general graphs, the problem cannot
be approximated within a constant factor unless P = NP [23].
On the other hand, the induced matching can be regarded as a packing version of the edge dominating set [2,22];
A set F of edges is called an edge dominating set if every edge in E is incident to an end vertex of some edge in
F . A problem of finding an edge dominating set of the minimum weight is called the edge dominating set problem.
Analogously to the induced matching problem, the cardinality case of the problem consists of instances withw(e) = 1
for all e ∈ E .
The NP-hardness of the cardinality case of the edge dominating set problem was proven even for some restricted
classes of graphs such as planar or bipartite graphs of maximum degree 3 [13,22]. Moreover, it was proven that the
cardinality case is hard to approximate within a factor of 76 − δ unless P = NP [6]. In addition to these hardnesses,
some polynomially solvable cases are also found [13,16,20]. For the general case, the problem was shown to be
approximable within a factor of 2r if there is an r -approximation algorithm for the minimum weight vertex cover
problem [5], where currently r ≤ 2 is known. Afterwards, Carr et al. [5] presented a 2.1-approximation algorithm.
Furthermore, Fujito and Nagamochi [8] and Parekh [17] independently improved it into 2-approximation algorithms.
Recently, the edge dominating set problem was generalized by introducing edge capacities in [3]. Let b, c : E →
Z+ be edge capacities, where Z+ denotes the set of non-negative integers. We here consider the situation that it is
allowed to choose multiple copies of edges. A set F of multiple edges is called a (b, c)-edge dominating set if, for
each edge e ∈ E , at most c(e) copies of e are contained in F and the number of edges in F that are adjacent to e is
at most b(e). This fashion of generalization has often appeared in the covering and packing problems. For example,
matchings are generalized into the capacitated b-matchings and edge covers are generalized into the capacitated b-
edge covers. Berger et al. [3] introduced a problem of finding a minimum weight (b, c)-edge dominating set and gave
an 8/3-approximation algorithm.
In this paper, we generalize the induced matching problem in the same way as the edge dominating set problem.
Since the generalization contains the induced matching problem, the hardness of the induced matching problem
is carried to this generalized problem, i.e., it is unlikely to be approximated within a constant factor for general
graphs. However, if we restrict each capacity b(e) to be larger than one, we can approximate it within a factor of 2/9.
This is an interesting fact because the k-separated matching problem, which is another generalization of the induced
matching problem, is inapproximable within a constant factor for any k as we will see in Section 3. The analysis of the
approximation factor is based on a relationship of two polytopes for an LP relaxation of the generalized problem and
for the capacitated b-matching problem. This technique is used also in the analysis of the approximation algorithms
for the edge dominating set problem and its generalization [5,8,3].
The paper is organized as follows. Section 2 introduces notations used in this paper. Section 3 gives a hardness
result on constant factor approximation algorithms to the k-separated matching problem. Section 4 introduces the
generalization of the induced matching problem formally and describes an approximation algorithm.
2. Preliminaries
Let Z, Q and R denote the sets of integers, rational numbers and real numbers, respectively, and Z+, Q+ and R+
denote the sets of non-negative numbers in Z, Q and R, respectively.
Let G = (V, E) denote a simple undirected graph with a vertex set V and an edge set E . Each edge e = uv ∈ E is
defined as an unordered pair of distinct vertices u and v in V . For a vertex v ∈ V , δ(v) denotes the set of edges incident
to v. For an edge e = uv ∈ E , δ(e) denotes the set of edges incident to u or v, i.e., δ(e) = {e′ ∈ E | e∩ e′ 6= φ}. For a
subset S ⊆ V , δ(S) denotes the set of edges e = (u, v) with u ∈ S and v ∈ V − S, and E[S] denotes the set of edges
contained in S, i.e., E[S] = {e ∈ E | e ⊆ S}.
Let x be an |E |-dimensional real vector, i.e., x ∈ RE , and x(e) denote the entry in x corresponding to an edge e.
For a subset F of E , we denote x(F) =∑e∈F x(e).
3. Approximation hardness of the k-separated matching problem
In this section, we give a polynomial time reduction from the independent set problem to the k-separated matching
problem, which implies the constant factor approximation hardness of the k-separated matching problem. It has
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Fig. 1. Reduction from the independent set problem to the 5-separated matching problem.
already been shown in [23] that the independent set problem can be reduced to the induced matching problem (i.e.,
k = 2). We extend this to the k-separated matching problem with arbitrary k ≥ 2.
Before explaining the reduction, let us formulate the independent set problem. For an undirected graphG = (V, E),
a set U ⊆ V is called an independent set if no edge in E joins vertices in U . The independent set problem
asks to find an independent set of the maximal cardinality for a given graph. This problem is known to be
NP-hard [9] and admits no approximation algorithm whose approximation factor is better than |V | 12−ε for any
ε > 0 if P 6= NP [12]. Furthermore, it is not approximable within |V |1−ε for any ε > 0 if P 6= NP and
NP 6= ZPP [12].
Now we describe the reduction. First, we consider the case in which k is even. Let k′ = k/2. For each vertex
v ∈ V , prepare a set Vv = {v1, . . . , vk′} of new vertices and Ev = {vv1, v1v2, . . . , vk′−1vk′} of new edges.
Define G∗ = (V ∗, E∗) as a graph such that V ∗ = V ∪v∈V Vv and E∗ = E ∪v∈V Ev . Then we can assume
without loss of generality that a k-separated matching M ⊆ E∗ of G∗ consists of edges in {vk′−1vk′ | v ∈ V }
since if M contains an edge in Ev − {vk′−1vk′} or uv ∈ E , we can replace it by vk′−1vk′ while preserving
the feasibility and the cardinality of M . For a k-separated matching M in G∗, we can construct a corresponding
independent set U = {v ∈ V | vk′−1vk′ ∈ M} in G; Actually U is an independent since, if u, v ∈ U is
adjacent, the distance between uk′−1uk′ and vk′−1vk′ is 2(k′ − 1) + 1 = k − 1, contradicting the fact that M
is a k-separated matching. Moreover |M | = |U |. We can also immediately see the opposite direction of the
correspondence.
In the following, let us consider the case in which k is odd. In this case, we let k′ = bk/2c, and prepare Vv
and Ev for each v ∈ V analogously to the case of even k. In addition, we subdivide each edge e ∈ E with a new
vertex ze (i.e., replace e = uv by uze and zev). Let G∗ = (V ∗, E∗) be a graph such that VE = {ze | e ∈ E},
E ′ = {uze, zev | uv ∈ E}, V ∗ = V ∪v∈V Vv ∪VE , and E∗ = E ′∪ Ev . Fig. 1 describes an example with k = 5, where
black circles (resp., gray circles) denote vertices in ∪v∈V Vv (resp., in VE ) and gray lines represent edges in Ev . We can
assume without loss of generality that a k-separated matching M ⊆ E∗ of G∗ consists of edges in {vk′−1vk′ | v ∈ V }
since if M contains an edge in Ev − {vk′−1vk′} or vze, we can replace it by vk′−1vk′ analogously to the previous case.
Hence, we can construct a corresponding independent set U = {v ∈ V | vk′−1vk′ ∈ M} in G again. Accordingly, the
transformation gives a reduction from the independent set to the k-separated matching with arbitrary k preserving the
approximation factor.
Theorem 1. If P 6= NP, the k-separated matching problem with some k ≥ 2 is not approximable within |V | 12−ε for
any ε > 0. In addition, if NP 6= ZPP, then it is not approximable within |V |1−ε. 
4. Capacitated induced matching problem
We now generalize the induced matching problem so that multiple edges between two vertices are allowed to be
chosen, introducing two capacity functions b, c ∈ ZE+ for a graph G = (V, E). Let b(e) be an upper bound on the
number of edges dominating e and c(e) be an upper bound on the number of multiple edges between the two end
vertices of e. The objective is to maximize the sum of weights of chosen edges. Formally the problem is described as
follows.
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maximize wTx
subject to x(δ(e)) ≤ b(e) for each e ∈ E,
x(e) ≤ c(e) for each e ∈ E,
x ∈ ZE+.
(1)
We call a feasible solution of this problem a (b, c)-induced matching and this problem the (b, c)-induced matching
problem.
Let IM(G, b, c) be the set of vectors x ∈ RE+ such that
(a) 0 ≤ x(e) ≤ c(e) for each e ∈ E,
(b) x(δ(e)) ≤ b(e) for each e ∈ E .
Observe that IM(G, b, c) represents the feasible region of the linear programming problem obtained from problem (1)
by relaxing its integrality constraints. Although IM(G, b, c) contains all feasible solutions of (1), the set of optimal
solutions over the region may include no integer solution for a given objective function.
To approximate the (b, c)-induced matching problem, we consider the following capacitated d-matching problem:
maximize wTx
subject to x(δ(v)) ≤ d(v) for each v ∈ E,
x(e) ≤ c(e) for each e ∈ E,
x ∈ ZE+,
(2)
where d ∈ ZV+ and c ∈ ZE+ are given capacities. In the following, we call the capacitated d-matching problem with
capacities d and c the (d, c)-matching problem and its feasible solution a (d, c)-matching. It is already known that the
(d, c)-matching problem can be solved in strongly polynomial time [1,19]. Note that in the (d, c)-matching problem,
restricting x(e) by c(e) is not essential because all instances of the (d, c)-matching problem can be reduced to those
with c = ∞ (see [19] for example).
Let MA(G, d, c) denote the set of vectors x ∈ RE+ such that
(c) 0 ≤ x(e) ≤ c(e) for each e ∈ E,
(d) 0 ≤ x(δ(v)) ≤ d(v) for each v ∈ V,
(e) x(E[U ])+ x(F) ≤
⌊
d(U )+ c(F)
2
⌋
for each U ⊆ V, F ⊆ δ(U )
with d(U )+ c(F) odd.
Then MA(G, d, c) is an integer polytope, all of whose extreme points are represented by integer vectors [20]. Since
every integer vector satisfying conditions (c) and (d) is a (d, c)-matching in G, maximizing wTx over the polytope
MA(G, d, c) is essentially equivalent to solving problem (2). Note that, in the (b, c)-induced matching problem, b is
an |E |-dimensional vector and b(e) is a constraint on x(δ(e)), while d is defined as a |V |-dimensional vector and d(v)
is a constraint on x(δ(v)) in the (d, c)-matching problem. To construct an approximate solution to a given instance
(G, b, c) of the (b, c)-induced matching problem, we solve an instance (G, d, c) of the (d, c)-matching problem. The
capacity vector d will be defined so that a (d, c)-matching is also a (b, c)-induced matching in G. The algorithm is
described as follows.
Algorithm PACK
Input: An undirected graph G = (V, E), capacity functions b, c ∈ ZE+, and a weight vector w ∈ QE+.
Output: A (b, c)-induced matching.
Step 1: For each e = (u, v) ∈ E , b′(e, u) :=
⌊
b(e)
2
⌋
and b′(e, v) :=
⌈
b(e)
2
⌉
.
Step 2: For each v ∈ V , d(v) := mine∈δ(v) b′(e, v).
Step 3: Compute a maximum weight (d, c)-matching x¯ ∈ ZE+ for the graph G and the weight vector w, and output x¯
as a (b, c)-induced matching.
Integer vectors x ∈ ZE satisfying (c) and (d) of MA(G, d, c) are (b, c)-induced matchings because x(δ(e)) ≤
x(δ(u))+ x(δ(v)) ≤ d(u)+ d(v) ≤ b(e), In the following, we analyze the approximation factor of algorithm PACK.
If b(e) = 0 for all e ∈ E , algorithm PACK obviously outputs the optimal solution. Hence in what follows, we suppose
that at least one edge e satisfies b(e) > 0.
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Lemma 2. Let x ∈ IM(G, b, c) and d ∈ ZV+ be a vector obtained in Step 2 of algorithm PACK. Then vector
x ′ = 1
2
(
1− 1
β1
)
x
satisfies conditions (c) and (d) for MA(G, d, c), where β1 = mine∈E,b(e) is odd b(e) if there exists an edge e with odd
b(e), and β1 = ∞ otherwise.
Proof. Since x ∈ IM(G, b, c) satisfies 0 ≤ x(e) ≤ c(e) for each e ∈ E , it is immediate to see that x ′ satisfies (c) for
MA(G, d, c). Then, we show that x ′(δ(v)) ≤ d(v) holds for each v ∈ V .
Let v ∈ V . There is an edge e = (u, v) ∈ E such that d(v) = b′(e, v). Note that x(δ(v)) ≤ x(δ(e)) ≤ b(e) holds
by (b) for IM(G, b, c). If b′(e, v) =
⌈
b(e)
2
⌉
, then the following holds:
x ′(δ(v)) ≤ x(δ(v))
2
≤ b(e)
2
≤
⌈
b(e)
2
⌉
= d(v).
This implies that x ′(δ(v)) satisfies (d) in MA(G, d, c).
Consider the other case, b′(e, v) <
⌈
b(e)
2
⌉
, i.e., b(e) is odd and b′(e, v) =
⌊
b(e)
2
⌋
.
Since x(δ(v)) ≤ b(e) and d(v) = b′(e, v) = b(e)−12 , we have
d(v)
x(δ(v))
≥ b(e)− 1
2b(e)
= 1
2
− 1
2b(e)
.
From the assumption, b(e) ≥ β1 holds, which implies
1
2
− 1
2b(e)
≥ 1
2
(
1− 1
β1
)
.
By these inequalities, x ′(δ(v)) satisfies (d) for MA(G, d, c). 
Lemma 3. Let x ∈ RE+ satisfy (c) and (d) for MA(G, d, c). Then vector
x ′ =
(
1− 1
2 b3β2/2c + 1
)
x
satisfies (e) for MA(G, d, c), where β2 =
⌊
mine∈E,b(e)6=0 b(e)
2
⌋
.
Proof. Let U be a nonempty subset of V , and F be a subset of δ(U ) which can be empty. It suffices to show that the
following holds:
x ′(E[U ])+ x ′(F) ≤
⌊
d(U )+ c(F)
2
⌋
.
We can assume that U contains no vertices v such that d(v) = 0 (i.e., x(δ(v)) = 0) because the above inequality for
such U and any F is obtained from the one for U \ {v} and F \ δ(v).
Since x satisfies (d) for MA(G, d, c),
2x(E[U ])+ x(δ(U )) =
∑
v∈U
x(δ(v)) ≤
∑
v∈U
d(v) = d(U )
holds, from which we have
x(E[U ]) ≤ d(U )− x(δ(U ))
2
. (3)
From (c), x(F) =∑e∈F x(e) ≤∑e∈F c(e) = c(F) holds. From this inequality and (3), we have
x(E[U ])+ x(F) ≤ d(U )+ c(F)− (x(δ(U ))− x(F))
2
.
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Since x(δ(U ))− x(F) ≥ 0 holds by F ⊆ δ(U ), we have
x(E[U ])+ x(F) ≤ d(U )+ c(F)
2
. (4)
The gap between d(U )+c(F)2 and
⌊
d(U )+c(F)
2
⌋
depends on the parity of d(U ) + c(F). Therefore we only have to
consider the case where d(U )+ c(F) takes an odd value. We consider the following three cases.
Case 1: |U | = 1. Let U = {v}. Then x(E[U ]) = 0. Therefore the left hand side of (e) is equal to x(F). Since
d(U ) + c(F) = d(v) + c(F) is assumed to be odd, it holds that d(v) 6= c(F), which implies d(v) + c(F) ≥
2min{d(v), c(F)} + 1. From (c), x(F) ≤ c(F) holds. Moreover, x(F) ≤ x(δ(v)) ≤ d(v) holds since F ⊆ δ(v).
Therefore we have
x(F) ≤ min{d(v), c(F)} ≤ d(U )+ c(F)− 1
2
=
⌊
d(U )+ c(F)
2
⌋
.
Case 2: |U | = 2. Let U = {v1, v2}, F1 = δ(v1) ∩ F , and F2 = δ(v2) ∩ F . Then d(U ) + c(F) = d(v1) + d(v2) +
c(F1)+ c(F2). From the facts that δ(v1) ∪ F2 ⊇ E[U ] ∪ F and that δ(v2) ∪ F1 ⊇ E[U ] ∪ F , we have
x(E[U ])+ x(F) ≤ min{x(δ(v1))+ x(F2), x(δ(v2))+ x(F1)}. (5)
It holds that x(δ(v1)) ≤ d(v1) and x(δ(v2)) ≤ d(v2) from (d). Moreover, we have x(F1) ≤ c(F1) and x(F2) ≤ c(F2)
from (c). These relations and inequality (5) lead to
x(E[U ])+ x(F) ≤ min{d(v1)+ c(F2), d(v2)+ c(F1)}. (6)
On the other hand, since d(U ) + c(F) is assumed to be odd, it holds that d(v1) + c(F2) 6= d(v2) + c(F1), which
implies that
min{d(v1)+ c(F2), d(v2)+ c(F1)} ≤
⌊
d(U )+ c(F)
2
⌋
. (7)
From (6) and (7), we have (e) for MA(G, d, c).
Case 3: |U | ≥ 3. Since b(e) ≥ mine∈E,b(e)6=0 b(e) for all e ∈ E , it holds that d(v) ≥ β2 for all v ∈ V . Hence
d(U ) ≥ 3β2. Considering that d(U )+ c(F) is odd, we have
d(U )+ c(F) ≥ 2
⌊
3β2
2
⌋
+ 1.
From (4) and the above inequality,
b(d(U )+ c(F)) /2c
x(E[U ])+ x(F) ≥ 1−
1
d(U )+ c(F) ≥ 1−
1
2 b3β2/2c + 1 .
This completes the proof of the lemma. 
Theorem 4. Let d be a vector constructed in Step 2 of algorithm PACK. Then MA(G, d, c) is a polytope whose
maximum weight extreme points are f (β1, β2)-approximate solutions of the (b, c)-induced matching problem for a
graph G, where
f (β1, β2) = 12
(
1− 1
β1
)
·
(
1− 1
2 b3β2/2c + 1
)
,
β1 = mine∈E,b(e) is odd b(e) and β2 =
⌊
mine∈E,b(e)6=0 b(e)
2
⌋
.
Proof. Let x¯ ∈ RE+ be a maximum weight extreme point of MA(G, d, c). Since MA(G, d, c) is an integer polytope,
x¯ is an integer vector. We have already observed that an integer vector in MA(G, d, c) is a (b, c)-induced matching.
Hence x¯ is a (b, c)-induced matching.
In what follows, let us consider the weight of x¯ . We let OPT denote the maximum weight of (b, c)-induced
matchings for G, and x∗ denote a vector in IM(G, b, c) which attains the maximumweight. Since IM(G, b, c) contains
an optimal solution to problem (1), we have
OPT ≤ wTx∗.
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Fig. 2. A tight example for the analysis in Corollary 6.
By Lemmas 2 and 3, we can see that vector f (β1, β2)x∗ belongs to MA(G, d, c). By the maximality of wT x¯ over
MA(G, d, c), it holds that
f (β1, β2)wTx∗ ≤ wT x¯ .
From the above two inequalities, we have
f (β1, β2)OPT ≤ wT x¯,
as required. 
The above theorem is equivalent to saying that the approximation factor of algorithm PACK is f (β1, β2) because
algorithm PACK outputs a maximum weight vector over the polytope MA(G, d, c).
Corollary 5. Let β1 = mine∈E,b(e) is odd b(e) and β2 =
⌊
mine∈E,b(e)6=0 b(e)
2
⌋
. Then the approximation factor of
algorithm PACK is f (β1, β2).
Note that f (β1, β2) = 0 if E contains an edge e such that b(e) = 1. We consider the case where b(e) = 0 or
b(e) ≥ 2 for all e ∈ E (i.e., β1 ≥ 3 and β2 ≥ 1) because of the approximation hardness stated in Section 3. In
particular, for β1 = 3 and β2 = 1, f (β1, β2) = 29 holds.
Corollary 6. If b(e) = 0 or b(e) ≥ 2 for all e ∈ E, then algorithm PACK achieves an approximation factor of 29 .
Fig. 2 shows a tight example for the above analysis in the case of β1 = 3 and β2 = 1. The example consists of a
graph G = (V1 ∪ V2, E1 ∪ E2), a weight vector w ∈ QE1∪E2+ , and capacity functions b, c ∈ ZE1∪E2+ . The vertex set
consists of two disjoint sets V1 and V2, where |V1| = |V2|. Edge set E1 forms a Hamiltonian cycle on V1. Each edge
in E2 joins an vertex in V1 and another in V2 so that e ∩ f = ∅ for each e, f ∈ E2. Fig. 2 shows an example, where
vertices in V1 (resp., in V2) are represented by black circles (resp., white circles) and edges in E1 (resp., in E2) are
represented by gray lines (resp., black lines). Capacity b is set to be
b(e) =
{∞ if e ∈ E1
3 if e ∈ E2.
Capacity c(e) = ∞ for all e ∈ E1 ∪ E2. If the weight w of edges in E2 is large enough, then the maximum weight
over IM(G, b, c) is achieved by
x∗(e) =

3
2
for e ∈ E1
0 for e ∈ E2.
Algorithm PACK may compute d(v) = 1 for v ∈ V1 and d(v) = 2 for v ∈ V2 after Step 2. For the resulting instance
(G, d, c), we need to multiply x∗ by 29 in order to satisfy (e) of MA(G, d, c) for U = V1 and F = φ.
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5. Conclusion
We have considered the (b, c)-induced matching problem and proposed an approximation algorithm. The algorithm
computes a capacity function d ∈ ZV+ from b ∈ ZE+ and outputs a maximum weight (d, c)-matching. Based on a
relationship of two polytopes for the (b, c)-induced matching problem and the (d, c)-matching problem, we analyzed
the approximation factor of the algorithm in terms of β1 = mine∈E,b(e) is odd b(e) and β2 =
⌊
mine∈E,b(e)6=0 b(e)
2
⌋
. The
approximation factor is 29 in the worst case under the assumption that E contains no edges e such that b(e) = 1.
A remaining problem is whether there exists an algorithm with a better approximation guarantee. The algorithm
proposed in this paper constructs vector d without using any information on optimal solutions x that maximize wTx
over the polytope IM(G, b, c), which might be helpful to improve the current approximation factor. We are also
interested in whether there is an approximation algorithm whose factor becomes better than 12 when b(e) is sufficiently
large. The approximation factor we have obtained in Theorem 4 is a monotonically increasing function on β1 and β2.
But it does not become larger than 12 no matter how large β1 and β2 become.
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