Individual hippocampal neurons selectively increase their firing rates in specific spatial locations.
. Schematics of the virtual environment and task. a. First person view of the environment during the training stage (beacons marking target locations are not visible in the main experiment). b. Sequence of events in a typical experimental trial. c. Schematics of the path structures used in the experiment. Participants were led to the target location via in total 24 (three paths from each landmark to each beacon) different curvilinear paths of equal length. d. Experimental time course of each trial relative to the image acquisition sequence (1.75 s per volume).
to create the virtual maze and to administer the task. Stimuli were presented on a PC connected to a liquid Positive control and additional verification analyses 163 As a direct comparison using the same data and preprocessing steps, we replicated the ROI-based SVM anal-164 ysis to classify two distinct phases within each trial, which we expected to be different at the voxel level 165 (i.e. a positive control). Given that the right hippocampus is known to show task-related activity during spa-166 tial navigation tasks (Baumann et al., 2010 (Baumann et al., , 2012 Baumann and Mattingley, 2013) , we hypothesized that 167 the hippocampus should express differential fMRI activity patterns during the navigation period of our task 168 compared to the rest period. Taking the delay in the BOLD response into account, we chose fMRI image #4 169 (navigation) and #12 (rest) of our 12-image trial structure for this comparison (see Figure 1d) . 170 In addition, to eliminate the possibility that negative results could be due to our choice of preprocessing 171 methods, classifier, brain region or fMRI images (i.e. time to signal peak) we conducted several additional 172 analyses to verify the null results. First, to exclude that a particular choice of signal detrending was subopti-173 mal, we performed the same analysis using both LGMS and 2nd order polynomial detrending (see ing). Second, to exclude the possibility that image smoothing may have impaired the discriminability of the 175 fMRI signal we repeated the analysis using unsmoothed images (Kamitani and Sawahata, 2010) . Third, we 176 explored whether there was any decodable signal in the left hippocampus (LH ROI). Fourth, to test whether 177 decoding of location information could be improved by averaging fMRI signals over a longer period (i.e. sev-178 eral images), we conducted analyses averaging two (i.e. image #7-#8), as well as three consecutive fMRI 179 images (i.e. image #7-#9). In total, this yielded 24 classification analyses. Finally, to investigate whether 180 there could be voxel place codes that are non-linearly separable, we repeated the same analyses using a 181 radial basis function (Gaussian) SVM (Song et al., 2011) , denoted here as RSVM.
182
Multivariate searchlight analysis 183 In addition to the ROI-based classification approach, we also employed so-called searchlight decoding (Krie-184 geskorte et al., 2006) . In this approach, a classifier is applied to a small, typically spherical, cluster of voxels 185 (i.e. the so-called searchlight). The searchlight is then moved to adjacent locations and the classification re-186 peated. This approach has the advantage that the dimensionality of the feature set is reduced, i.e. the mul-187 tivariate pattern consist of fewer voxels, and makes the analysis more sensitive to information contained 188 in small local volumes. We followed the searchlight and detrending methods of Hassabis et al. (2009), us-189 ing spherical searchlights of 3-voxel radius (comprising a maximum of 121 voxels), on run-wise linearly de-190 trended data. LSVM was applied, using 100 random 10-fold stratified cross validations for each searchlight, 191 both with and without class label information. Each label shuffle was identical amongst all searchlights to 192 be compatible with subsequent population inferencing and correction for multiple comparisons (Allefeld 193 et al., 2016) . 194 We further included left and right parahippocampal regions in the searchlight analysis in order to com-195 pute differences in proportions of searchlights exceeding a classification accuracy threshold following Has-ity of a positive finding in the population. randomly shuffled, together with one classification accuracy with correct labels. Second level permutations 217 (between-participant) were random combinations of first level permutations across participants, with one 218 of the second level permutations consisting of accuracies from all correct labels (to avoid p-values of zero).
219
The minimum statistic was used across subjects for each comparison (e.g. searchlight or ROI), and for each 220 second-level permutation. For each second-level permutation, the maximum statistic across comparisons 221 was computed to correct for multiple comparisons (Allefeld et al., 2016; Nichols and Holmes, 2001) . Since 222 the maximum statistic does not depend on the amount or nature of statistical dependence between compar-223 isons, it is applicable to classification accuracies of overlapping regions such as searchlights (Allefeld et al., 224 2016; Nichols and Holmes, 2001) . By the same reasoning, it is also applicable to multiple comparisons across 225 different analyses of the same ROI, such as SVM classification following different preprocessing methods.
226
Here, we computed the maximum statistic across all ROIs and preprocessing methods (Extended analysis 227 of negative results), and also the maximum statistic across searchlights in each ROI (Multivariate searchlight 228 analysis).
229
Stochastic binomial model for shuffled labels 230 We developed a stochastic binomial model of classification accuracy based on the null hypothesis, and cross-231 validation analysis parameters. Each test volume was assumed to be classified stochastically with classifi-232 cation success governed only by the null hypothesis probability 0 . For k-fold cross-validation (k-fold CV), 233 there are = / binary choices for each of k folds, averaged to give the accuracy of a single partition 234 set (stratified, non-overlapping hold-out sets). Assuming the training data is entirely devoid of information,
235
then performance on test data must be at chance, i.e., 236 ∼ ( ; 1, 0 )
The sample probability of a successful prediction per fold is the number of successful predictions averaged 237 over each fold, i.e.,
(2)
Then the variance of the prediction success per trial is
assuming statistical independence between scores within a fold. For truly random partitions and large , 240 this seems a good approximation since volumes in close temporal proximity are rare. Thus if the training 241 data is not informative, then the test data are all essentially independent.
242
The SVM's k-fold CV accuracy from each random partition is the prediction success averaged over all k 243 folds. It is tempting to estimate the variance of the average prediction success as
by assuming that folds are statistically independent. The problem is that although folds are predicted based 245 on uninformative training data, uninformative is not the same as independent. This is because two training 246 sets overlap by ( − 2 )/( − ) since the data points are drawn from the same set.
247
The more general form of Equation 4 accounts for covariance terms, i.e.,
where the correlation coefficient
remembering that ( ) = ( ) = ( ). Thus the variance of the null distribution can be written as a 250 function of the null hypothesis probability 0 and the CV parameters, i.e., 251 null ( ) = null ( 0 , )
where the CV parameter = ( , ). At present, the correlation coefficient is found empirically assuming 252 each voxel's signal is independent, normally distributed random noise. Using synthetic noise data instead 253 of fMRI data guarantees there is no classifiable signal in keeping with the null hypothesis, and also enables 254 predictions to be made when designing new experiments. We generated 10 5 noise data sets, vox = 3053 255 (for RH), = 120, = 10. Using LSVM, = 0.0741.
256
For computational efficiency, we used a Gaussian approximation of the binomial model 
The problem here is that although the test data is identical over each complete partition set, the training data 265 varies. That is, for in two partition sets, the corresponding training data differs. This difference creates 266 variability in the classification outcome. For shuffled labels, this variability was irrelevant since classification 267 outcomes were already assumed to be maximally independent. To account for the training set variability 268 using true labels, we can reframe the problem as one where the test data is the reference, and we model 269 how the training data varies with random partitions. Now the random partitions have substantial overlap 270 so that only a small fraction are truly independent between partition sets. For a given test data point , we 271 can estimate the effective number of independent samples per fold, denoted as ′ . Following Equation 3,
where 1 denotes the mean probability of success for that data set (volumes and labels combination). Us-
273
ing Equation 11 but otherwise following the same logic as the derivation of Equation 5, the variance of the 274 distribution due to partition noise is estimated by:
Now the factor ′ / is the fraction of data that is independent. Since the problem is reframed as one 276 of variability in training data, the fraction is equivalently expressed as the fraction of training data that is 277 independent, given a test data point . For large and random partitioning, few of the remaining − 278 1 points in a fold with shared would be the same across partition sets. As a first order approximation, 279 assume that all − 1 points are different, so that the fraction of distinct, and hence independent, data 280 points in each training set is
Substituting Equation 13 into Equation 12 we get:
where the CV parameter = ( , ). For computational efficiency, we used a Gaussian approximation of 283 the binomial model:
Bayes Factor analysis 285 We defined a Bayes factor contrasting an alternative hypothesis with the null hypothesis:
where the commonly used subscript 10 denotes the alternative hypothesis is in the numerator and the null 287 is in the denominator. Using the model for an individual's true classification (unshuffled labels), we can 288 compute the likelihood for the null hypothesis and the likelihood for the alternative averaged over a prior 
The uniform prior assumes that perfect classification success is equally likely a priori as just above chance.
294
Although using the least informative prior potentially reduces unintended bias in the analysis, it also runs the 295 risk of raising the threshold for finding evidence for the alternative, thereby seemingly favour the null. To test 296 this possibility, two other prior distributions were also used for the alternative hypothesis, namely, a linear 297 and quadratic distribution both maximal at = 0.5 and decreasing to zero at = 1. These distributions 298 weight any alternative hypothesis p near 1 as less likely than the uniform prior.
299
For 0.5 < 1 ≤ 1, the three prior probability density functions of 1 used were 300 for location classification, = (120, 10), and for task classification, = (240, 10).
303
Assuming that a priori, the null hypothesis and weighted alternative hypothesis are equally likely, i.e.,
304
Pr ( 1 ) = Pr ( 0 ), then the Bayes factor is 305
which is the relative likelihood of the alternative hypothesis to the null hypothesis, given the data and CV 306 parameters. Consequently a large BF means more evidence for 1 , and a small BF means more evidence for 307 0 , as defined by part , 1 and null .
308
We set a stringent a priori performance criterion of 90% accuracy, to ensure that the participants were ori- Multivariate searchlight analysis 359 One possibility for a negative result may have been the "curse of dimensionality" because the data dimen-360 sionality (e.g. 3053 voxels in right hippocampus) is substantially higher than the number of data points avail-361 able for classification (e.g. 60 visits to each location per participant). In fact, for both RSVM and LSVM, we 362 found less than 1 classification error out of 120 when no data was withheld during training (averaged over 363 participants, ROIs and preprocessing methods), showing that the problem was indeed of generalization to 364 untrained data, rather than the separability of training data per se.
365
By restricting each classification problem to a small subregion of the ROI, searchlight analysis substan-366 tially reduces the data dimensionality, and has the potential to partially mitigate the dimensionality problem. 
372
Next we looked for evidence of a place code in any individual participants' results using a nonparametric 373 permutation analysis method (Nichols and Holmes, 2001) . This approach avoids the need to make a priori 374 assumptions about the data (which is implicit if statistical parametric maps are used). Beginning with the 375 searchlight classification accuracy results, over each ROI, the maximum classification accuracy was found 376 for each shuffled data set, and for each random partition of the unshuffled data set. We then found the num- in any ROI (mean ± SEM, RH = 45 ± 3%, LH = 41 ± 3%, RPH = 44 ± 3%, LPH = 44 ± 3%).
387
In addition to the individual analysis, we also performed a group permutation test following Allefeld et al.
388
(2016). Permutation-based information prevalence inference using the minimum statistic was used to determine if there is statistical evidence for a location code in the population (see Table 1 ). We started with the statistic was first found for all searchlights across participants, in each ROI. We used 10,000 second-level per-392 mutations, each of which was a random sample of one shuffled data set from each participant (one permu-393 tation was the unshuffled data). The minimum accuracy was found across participants, for each searchlight 394 of each permutation.
395
For each voxel, the uncorrected p-value was the fraction of permutation values of the minimum accuracy 396 that was larger than or equal to the unshuffled data. Hence if the unshuffled accuracy is very high, very few 397 of the permutation values will exceed it (low p-value). Since one permutation was the unshuffled data, the 398 minimum p-value was 10 −4 . Even without correction for multiple comparisons, we found p < 0.05 in fewer 399 than 4% of voxels in each ROI.
400
To correct for multiple comparisons (multiple searchlights), the maximum statistic (across searchlights) 401 of the minimum accuracy (across participants) was computed. The p-value of the spatially extended global 402 null hypothesis was the fraction of permutations in which the maximum statistic was larger than or equal to 403 the unshuffled data. Across all random partitions, on average < 1 voxel reached p < 0.05 in each ROI (Table   404 1). Taken together, both uncorrected and corrected group results argue against the presence of location 405 information in the searchlight accuracy values.
406
There remain a number of possible reasons that a place signal may not have been detected using the have been reported that seemingly showed a voxel-level place signal using even fewer training points per 411 participant, and fewer participants overall (Hassabis et al., 2009; Kim et al., 2017; Rodriguez, 2010; Sulpizio 412 et al., 2014) . Another possibility is that the analysis itself may be suboptimal for detecting this type of signal. 424
Surprisingly, approximately half of all ROI contrasts resulted in p < 0.05 (Table 2 ). This suggests that the 425 proportions of suprathreshold voxels differed between ROIs more than might be expected by chance. If the 426 analysis is valid, this result may well imply that a multivariate voxel pattern exists in some (yet unexplained) 427 location-and ROI-dependent manner. However, by virtue of including 100 random partitions, we could apply 428 the same method to contrast two instances of the same ROI (diagonal cells of top-right section of Table 2 ).
429
Clearly, a valid test should not detect a significant difference between the suprathreshold proportions arising 430 from two random partitions of identical unshuffled data from the same ROI. Yet even for the same ROI, about 431 half of all contrasts had p < 0.05. This suggests the false positive rate is at least an order of magnitude higher 432 than it ought to be. On more careful inspection of the statistical methods used by Hassabis and colleagues, 433 it becomes evident that the major reason is an underestimation of the test statistic's standard error. Terrell, 1994) to estimate the standard error of the difference between two proportions, namely,
where the pooled proportion p is estimated by 439̂= 1 1 + 2 2 1 + 2 . Frequency distribution of suprathreshold voxels in synthetic noise data sets corresponding to each individual ROI (black line, n = 100, see text for details). Using the same mean and assuming independent searchlight accuracies, a Gaussian approximation of the expected frequency of suprathreshold voxels (red line) shows substantial underestimation of the spread of suprathreshold voxel counts, causing an inflation of false positives, i.e. either higher or lower classification accuracies than expected by using the faulty null. support it. Therefore, we considered whether the null hypothesis itself can be used to make testable predic-527 tions about the fMRI data. We used the default smoothed and globally detrended data from RH to test the 528 predictions.
529
A straightforward prediction of the null hypothesis is that location labels do not matter and are effectively 530 random when considering a population of participants. Thus for a sufficiently large sample size, the distri-531 bution of accuracies arising from true labels should be similar to the distribution due to shuffled labels. This 532 was in fact the case for location classification (Figure 7a , red vs. black lines), where even distribution peaks 533 arising from the discrete nature of scores were well matched. This directly supports the null hypothesis 534 since true location labels were equivalent to shuffled labels, and were therefore uninformative. In contrast,
535
if there is a genuine signal, then the two distributions should be distinct since the pooled distribution using 536 true labels should no longer be equivalent to shuffled labels. This was in fact the case for task classification 537 (Figure 7b , red vs. black lines), where the pooled distribution for true labels showed a higher mean and larger 538 variance than for shuffled labels. These differences demonstrate that the true labels were not equivalent to 539 shuffled labels, and therefore task information was present at the voxel level.
540
Next we asked whether it is possible to derive an approximate form of the pooled distribution for loca-541 tion classification using true labels (Figure 7a, red mation. Our stochastic model provided a good match for location classification distribution with either true 548 or shuffled labels (Figure 7a ), suggesting that the null hypothesis provides a good quantitative account of 549 location classification data. The stochastic model also predicts that the variance should be inversely related 550 to the number of data points used for classification per participant. For task classification, there were twice 551 as many volumes used for classification (two tasks per navigation sequence), and the pooled distribution 552 for task classification using shuffled labels had a correspondingly smaller variance (Figure 7b ).
553
To more directly contrast the evidence for the null versus alternative hypothesis, we computed Bayes 554 factors for each participant's accuracy results, using likelihoods estimated using models developed from 555 the hypotheses. Therefore, in addition to the null model above, we needed a model of accuracy scores of 556 individuals with true labels for the alternative hypothesis (that there is genuine information). Following simi- and random partitions (see Stochastic binomial model for true labels, Figure 7c & Figure 7d ). The model 559 depended on the point accuracy score of classification as input, and predicted the corresponding accuracy 560 density function. In this way, any prior distribution of accuracies can be used as the alternative hypothesis.
561
To ensure that we did not inadvertently choose an alternative hypothesis which somehow biased outcomes, 562 we tested three different prior distributions of accuracies reflecting varying prior beliefs about true accura-563 cies (see Bayes Factor analysis).
564
There was a consistent pattern showing either no evidence (neutral) or evidence supporting (moderate, 565 strong to extreme) of the null hypothesis for location classification ( (moderate, strong to extreme) the alternative hypothesis for task classification ( Table 4, task) . Notably, the 568 same pattern of results persisted across all three prior alternative hypotheses tested.
569
Taken together, the convergence of distributional, model and Bayes factor results directly and consis-570 tently support the null hypothesis for location classification, and support the alternative hypothesis for task 571 classification. These results complement the nonparametric population inference analyses to argue against 572 any evidence for a voxel place code. 
Discussion

574
The goal of the present study was to reinvestigate whether human hippocampal place codes are detectable 575 using fMRI. We employed a virtual environment that eliminated visual and path related confounds during 576 the signal-decoding period to ensure that any positive finding would be indicative of a pure place code rather 577 than a view code or a conjunctive view-trajectory code. We also employed a variety of signal processing and 578 classification approaches, as well as a positive control analysis to evaluate carefully the possibility of the 579 nonexistence of a purely spatial multivoxel place code.
580
Our experiment showed that, while participants were fully oriented during the navigation task, there was 581 no statistical evidence for a place code, i.e. we could not reliably distinguish the two target locations using 582 multivoxel-pattern classification algorithms. Additionally, we found robust and consistent evidence to di-583 rectly support the null hypothesis for location classification data, using Bayes factor analysis and a model of analysis approaches, it seems unlikely that our particular choice of analysis strategy could account for the 591 discrepant results. Moreover, our control analysis showed that we were able to detect task-related changes 592 in hippocampal activity, discounting the possibility that differences in image acquisition protocol or poten-593 tially image quality could be the reason prohibiting a positive finding.
594
In light of our results, it is important to carefully identify plausible reasons for the positive fMRI findings of 595 published studies (Hassabis et al., 2009; Kim et al., 2017; Rodriguez, 2010; Sulpizio et al., 2014) . We identified 596 a number of shortcomings in the experimental tasks and analysis strategies of the four fMRI studies that 597 could explain why each study seemingly detected a multivoxel place code in the hippocampus. . Comparison of noise model and LSVM accuracy distributions from RH. a. The frequency distribution of accuracy results is shown for location classification, averaged across all 18 participants, with shuffled (black) and true (red) location labels. A Gaussian approximation is shown (cyan) using a mean of 0.5 and variance estimated by a stochastic model assuming no label information. b. As per a but for task classification. c. The frequency distribution of accuracy results is shown for location classification from a typical participant from a using true location labels (red). A Gaussian approximation is shown (cyan) using the mean of the individual's sample, and variance estimated by a stochastic model assuming partition noise only. d. As per c but for task classification.
More detailed inspection of the suprathreshold counts from the original experiment (Hassabis, 2009, sec.
locations were visited. The nature of the trajectories could, however, have a significant effect on similarity of 629 the fMRI signals associated with each location, either due to different levels of autocorrelation, or related to 630 different levels of locational awareness that might be confounded with certain path characteristics. In short, 631 without careful quantification of the path structure it is difficult to exclude the possibility that it might have 632 contributed to the statistical discriminability of the fMRI signal associated with different locations.
633
Experimental design issues
In an attempt to alleviate concerns regarding the visual cues, Kim et al. (2017) 
