In positron emission tomography (PET) imaging, statistical iterative reconstruction (IR) techniques appear particularly promising since they can provide accurate system model.
Introduction
Positron emission tomography (PET) is a nuclear medical imaging technique and provides important information for disease diagnosis, therapeutic effect assessment and new drug development. [1] The PET system detects pairs of back to back gamma photons emitted indirectly from a positron-emitting radionuclide, which is injected into the living body on a biologically active tracer. The image of tracer concentration within the living body can be acquired by image reconstruction methods such as analytic reconstruction [2] and statistical iterative reconstruction (IR). [3] The quality of PET imaging is vital for disease diagnosis and evaluation of treatment. It includes image resolution, contrast, noise property and so on. [4] The image resolution which is crucial for the diagnosis of early stage tumor mainly depends on several factors such as the size of detector, the photon non-colinearity, the positron range and inter-crystal penetration. [5, 6, 7, 8] The size of detector may not be changed for an existing system. Among the other physical and geometric factors, crystal penetration will lead to depthof-interaction (DOI) blurring. The image spatial resolution degradation and positional error turn more serious as the DOI blurring increasing. [9] These physical and geometric factors can be accurately modeled by the system matrix in IR reconstruction. [8] Traditionally, the system matrix can be divided into some component such as geometrical component, blurring component and so on. Point spread function (PSF) is generally used to describe the blurring component. PSF can be modeled by the analytic methods, [10] [11] [12] the Monte Carlo (MC) simulation methods [13] [14] [15] and the experimental methods. [16] [17] [18] [19] [20] [21] [22] It's a huge work to get the spatially variant PSFs [23] of all the voxels in the experiment methods, [19] while purely analytic methods is less accurate than the other methods. [19] [20] Several studies proposed some methods which firstly obtained a few specific PSFs by the experimental measurements or MC simulations and then used specific models ( for example Gaussian function model [19] or iterative algorithm [22] ) to estimate the PSF of all voxels based on the system symmetry. [19] [20] [22] Thus, the experimental time is reduced dramatically. However, it's improper for an accurate system model to only model the radial blurring but ignore the azimuthal blurring [19] [20] as in most of these methods. Moreover, it is tedious work that more than one experiment or simulation needs to be implemented for different geometrical structures of PET scanners in these methods. [19] [20] In this paper, we propose a new method which calculates the PSF information based on the single gamma photon incidence response function. PET imaging theory is introduced in section 2. The new method is introduced in section 3. The improved results and corresponding analysis is displayed in section 4. Finally, in section 5, some related problem is discussed.
PET imaging theory
In IR methods, system matrix describes the relationship between projection and image space. This relationship can be expressed as
where pj is the true value of the projection data for a line of response (LOR) decided by the detector pair j. fi is the value of image at voxel i. aij is the probability of detecting a coincidence event originating from voxel i at detector pair j. [19] We define A as the matrix of aij.. So A represents the system matrix which can be divided into several factored matrices. [19] It can be expressed as positron geom blur atten sens
The positron range factor positron A is relatively smaller and can be ignored for F 18 . [24] The attenuation factor atten A can be provided by an extra CT scan [25] and the detector sensitivity factor sens A can be acquired by measuring a uniform cylindrical source. [26] The remaining factors are geometrical factor geom A and the blurring factor blur A . [27] The geometrical factor can be accurately estimated by some analytical methods such as line integral model [28] , tube model [29] and solid angle model. [30] [19] However, owing to the complicated response, it is always difficult to acquire accurate blurring factor. It should include physical effects such as crystal penetration and photon noncolinearity [5, 6, 7, 8] which would result in the degradation of reconstructed image quality as mentioned before.
PSF modeling method
3.1. Monte Carlo simulation for single photon incidence response function Generally, modern PET scanner uses uniform detector blocks and has a polygonal shape. The block consists of a crystal array to which a number (usually four) of photomultiplier tubes are attached. Fig.1 shows the PET structure and block structure.
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Incidence angle θ Fig.1 . (color online) PET structure and its block
In PET system, blurring effect mainly refers to DOI blurring. And DOI blurring results from crystal penetration which is caused by non-normal incidence of gammaray. [9] The bigger the angle of incidence is, the more serious DOI blurring is. [31] Fig.2 displays three different incidence patterns of gamma-ray to the detector array. In Fig2 (a), there are few crystals being penetrated for normal incidence. In Fig.2 (b) and (c), the gamma-ray may penetrate a few adjacent crystals for non-normal incidence. The response of gamma-ray penetrating crystals is mainly decided by incidence angle for the same crystal configuration. [31] In Fig.2 (b) , two crystals are penetrated while in Fig.2 (c) whose incidence angle is larger, three crystals are penetrated. Theoretically, because blocks in PET are uniform, the responses of blocks are the same. So, we only need to study the responses of all incidence angles for one block. The incidence angle range in the simulated experiment is set according to that of the existing device. Here, we defined the complement angle of the ordinary incidence angle as the incidence angle for the convenience of calculation (for example θ of Fig.3 ).
We calculated the incidence angle range for system geometry of sixty-four polygon with 11×11 LYSO crystals in each block. The crystal size was 3.5 mm×3.5 mm×15 mm.
The gap between every two blocks was 4 mm. Incidence angle range of single photon for the system is 42.7° -90.0° with 353 bins of every angle for transverse plane. So we can get the response of incidence angles from 30° to 90° to satisfy incidence angles of this scanning system.
We simulated this single photon incidence response mentioned above by Geant4
Application for Emission Tomography (GATE) software based on MC methods. [32] As shown in Fig.3 , in the simulation, 15×1 LYSO crystal array was set behind a lead collimator. The crystal array was rotated to produce different angles and the lead collimator assured the direction of single incidence. We took 5° for incidence anglestep from 30° to 90° for the first attempt. The response was obtained based on probabilistic method. As shown in Fig. 4 , assuming N events have been recorded totally, there are n1, n2 and n3 events being recorded in crystal 1, crystal 2 and crystal 3 respectively, so the corresponding probability of response are n1/N, n2/N and n3/N. We can see that gamma-ray of 60° incidence angle has penetrated more crystals than gammaray of 90° angle (vertical incidence), which is the same as a previous study. [31] . 
Coincidence for PSF-based system matrix
In PET system, raw data is acquired from coincidence events of crystal pairs. When coincidence response is produced from a pair of crystals, single event responses of two crystals are generated simultaneously, so that response signals of penetrated crystals in two sides would be recorded as a coincidence event for every two crystals within the coincidence timing window. [31] . As shown in Fig.6 , we coincided two back to back single gamma-ray photon responses using the single photon incidence response function in section 3.1 according to this physical process. As in Fig And we take the product of probability of the two sides penetrated crystals in the single photon response function as the corresponding blurring response probability.
[31] Table   1 shows the probabilities of θ1 and θ2 in single photon response function. Crystal b and g is the incident crystal. So for incidence of θ1, response probabilities of penetrated crystal b and c are p11 and p12 respectively according to table 1. Similarly, the response probabilities of crystal g, h and i are p21, p22, p23 respectively. Table 2 shows the coincident results of LOR blurring response. Obviously, LOR blurring response contains both radial and azimuthal blurring in transverse plane. [23] To simplify the calculation, we can only calculate a certain number of LOR blurring responses according to the symmetry properties of PET system geometry. [22] Fig.7 shows coincident result of sinogram (an organizational form of LOR)
blurring of two different radial positions in angle of 0°.We also use the scanner system which has sixty-four polygon geometry as mentioned above. We can see that these blurring of both two positions include radial blurring and azimuthal blurring. 
Reconstruction of PSF-OSEM
At last, we added PSF factor into the ordinary geometrical system matrix for both forward projection and back projection by real-time computation to reduce the memory consumption. We used the ordered subset expectation maximization (OSEM) iterative reconstruction [3] to get the reconstructed image. In addition, PSF-OSEM methods consume more computational time compared to ordinary OSEM method for the additive spread.
Results
The raw data was acquired from both experiments in the system of MC simulation using GATE software and in our whole body PET imaging experiments (supported by in-beam whole body PET, Institute of High Energy Physics Chinese Academy of Sciences). The scanner systems were both sixty-four polygon with 64×4 blocks (4 blocks in axial direction). Each block equipped with 11×11 LYSO crystals whose size was 3.5 mm×3.5 mm×15 mm as we mentioned above. The gap between every two blocks was 4 mm. The raw data was acquired with a 361 keV-661 keV energy window and a 6 ns timing window. We binned the emission data to a 704×353×87 sinogram matrix after Fourier rebinning [33] . There were 704 angles for every 87 slices and 353 radial bins for each angle in this sinogram matrix. between every two points is 20 mm in both radial and tangential directions. The image pixel was 1 mm. In both reconstruction algorithms, 8 subsets were used and the reconstructions were stopped after 10 iterations. In Fig.9 (a) , OSEM result shows an increased radial resolution loss as the radial distance increasing. While PSF-OSEM result shows a more uniform radial resolution. Fig.9 (b) radial distance. The points were generated singly from the system of MC simulation according to section 3 of NEMA Standards Publication. [4] In both reconstruction algorithms, 8 subsets were used and the reconstructions were stopped after 2 iterations.
Image resolution
The pixel size was 0.5 mm for the reconstruction. Resolution is specified as the full width at half maximum (FWHM) of the point source response. [4] In Fig.10 (a) , the best and worst radial resolutions for OSEM results are 2.46 mm and 6.96 mm. While for PSF-OSEM, the best radial resolution is 2.42 mm and the worst one is 4.41mm. The radial resolution has been improved for the PSF-OSEM reconstruction. Fig.10 (b) shows the similar tangential resolutions in the two methods. But tangential resolution of point at 300 mm radial distance suddenly becomes lower for the OSEM reconstruction. This is because the furthest point has turned long and narrow even split into two or three points because of DOI effects. In Fig.9 (b) , the profile curve of the point on 300 mm radial distance shows the split and Fig.10 (d) shows the narrow tangential resolution. Fig.10 (c) shows the larger error in radial position for OSEM reconstruction. Most of the points shift towards the FOV center and the biggest shift is 6mm. In Fig.10 (c) , the curve also shows saltus at 150mm radial distance and 300 mm radial distance in OSEM algorithm result as well as the sudden slight decrease of tangential resolution in Fig.10 (b) . That is because both two positions are at block gap location where the DOI effects are serious. These saltus disappear in the result of PSF-OSEM in comparison. Table 3 shows the percent of image resolution improved. We define the percent as follow: We made 8 subsets and 10 iterations and 1 mm image pixel for both two reconstructions. Publication. [4] We took 8 subsets and 2 iterations without smoothing both in the two algorithms. The pixel size was also 0.5 mm according to NEMA Standards
Publication. [4] We can come to the same conclusion in experimental data and simulated data. The smallest and biggest radial resolution are 2.39 mm and 4.24 mm respectively in PSF-OSEM result. And the corresponding radial resolutions are 2.98 mm and 7.14 mm respectively in OSEM result. Table 4 shows the percent of the image resolution improved for our PET dada. 
The contrast recovery and noise property
We simulated a sphere phantom in the system of MC simulation. The ratio of activity concentration of hot spheres and background was 8:1. The diameters of hot spheres were 10 mm, 13 mm, 17 mm, 22 mm respectively. Fig.13 shows the center transverse slice of reconstructed image and the center row profile of the two smallest spheres. The raw data was reconstructed by 8 subsets and 5 iterations without smoothing after corrections of scatter and attention. The image pixel size was 1 mm. Fig 14 (a) shows the ROI chosen method. Fig.14 (b) and (c) show the contrast recovery (hot sphere ROI mean divide the background ROI mean) curve of the hot spheres and the percent background variability (background ROI std divide the background ROI mean) curve versus sphere diameter. The percent background variability is usually used to evaluate the noise property. [4] Table 4 shows the percent of hot sphere contrast recovery and percent background variability improved. 
Conclusions and discussions
In this paper, we proposed a new method of PSF iterative reconstruction. Our method shows good result with improved image radial resolution, contrast recovery and noise property. Moreover, single photon response function in this method depends on configuration of crystal instead of the system geometry. With this advantage, we only need to change the calculation coincidence process to adapt to different PET system geometry. However, there are also several problems need to be discussed.
The single photon incidence angle step
In our paper, we chose 5° for the angle step and image radial resolution improved inspiringly. If we resize the step for a more proper value, the result will be better. In this paper, we simulated the response by a uniform step. In fact the response of single photon penetrating crystals may be nonuniform. The distribution of single photon penetrating crystals will be studied in future.
Convergence and computational time
Commonly, PSF reconstruction converges slower than the non-PSF because PSF contains a lot blurring information. We must consider to add some accelerated algorithms (for example accelerated algorithm based on GPU) in PSF reconstruction to solve this problem.
Influence of the nonuniformity of reality detector unit
The method has assumed that the crystals are uniform. Actually, the cutting technology is relative maturity，the error among the sizes of the crystals is ±0.05 mm, Our crystal size in this article is 3.5 mm×3.5 mm, the error is less than 1.4%. And we take the tube model method to make the system matrix, so this deviation is acceptable.
In addition, we also take standard regular polygon to make the system matrix. In reality, we took rack of regular polygon to assemble the detector structure. The machining error of the rack of regular polygon is less than 0.1 mm, and the assembly error is less than 0.5 mm. If we consider all these error, the total error of the detector structure is less than 1 mm. In the PET system of our particle, the size of each block is 39.7 mm. So each crystal is in the right place as in our model within the margin of error.
