The lack of memory safety in C/C++ often leads to vulnerabilities. Code injection attacks exploit these vulnerabilities to gain control over the execution flow of applications. These attacks have played a key role in many major security incidents. Consequently, a huge body of research on countermeasures exists. We provide a comprehensive and structured survey of vulnerabilities and countermeasures that operate at runtime. These countermeasures make different trade-offs in terms of performance, effectivity, compatibility, etc., making it hard to evaluate and compare countermeasures in a given context. We define a classification and evaluation framework on the basis of which countermeasures can be assessed.
INTRODUCTION
Software vulnerabilities have been a major cause of computer security incidents since the advent of multiuser and networked computing [Microsoft 2003; Spafford 1989 ]. Most of these software vulnerabilities can be traced back to a few mistakes that programmers make over and over again. Even though many papers and books [Howard and LeBlanc 2001; Viega and McGraw 2002] attempt to teach programmers how to program more securely, the problem persists and will most likely continue to be a major problem in the foreseeable future. This article focuses on a specific subclass of software vulnerabilities-implementation errors in C and C++-as well as the countermeasures that have been proposed and developed to deal with these vulnerabilities. More specifically, implementation errors that allow an attacker to break memory safety and execute foreign code are addressed in this survey.
Several preventive and defensive countermeasures have been proposed to combat exploitation of common implementation errors, and this article examines many of these. We also describe several ways in which some of the proposed countermeasures can be circumvented. This article focuses on runtime countermeasures, that is, only countermeasures that have some effect at runtime are in the scope. This includes countermeasures that perform additional runtime checks or harden the C/C++ runtime environment. It excludes purely static countermeasures: for instance, those that try Authors' address: Y. Younan, W. Joosen, and F. Piessens, Katholieke Universiteit Leuven; email (corresponding author): yyounan@fort-knox.org. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested fromto detect vulnerabilities using static analysis or program verification. It also excludes testing approaches such as fuzzers. These areas are also very active research areas and deserve their own survey. Preliminary attempts at such a survey can be found in Wilander and Kamkar [2002] and Pozza et al. [2006] .
Although some countermeasures examined here protect against the more general case of buffer overflows, this article focuses on protection against attacks that specifically attempt to execute code that an application would not execute in normal circumstances. Such attacks subvert the control flow of the application either to injected code or to existing code which is then executed in a different context.
Given the large number of runtime countermeasures that have been proposed to deal with such attacks, and given the wide variety in techniques used in the design of these countermeasures, it is hard for an outsider of the research field itself to get a good understanding of existing solutions. This article aims to provide such an understanding to software engineers and computer scientists without specific security expertise by providing a structured classification and evaluation framework. At the top level, we classify existing countermeasures based on the main technique they use to address the problem.
-Safe languages are languages in which most of the implementation vulnerabilities do not exist or are hard to exploit. These languages generally require a programmer to specifically implement a program in this language or to port an existing program to this language. We will focus on languages that are similar to C, that is, languages that stay as close to C and C++ as possible. These are mostly referred to as safe dialects of C. Programs written in these dialects generally have some restrictions in terms of memory management: the programmer no longer has explicit control over the dynamic memory allocator.
-Bounds checkers perform bounds checks on array and pointer operations and detect when the program tries to perform an out-of-bounds operation and take action accordingly.
-Probabilistic countermeasures make use of randomness to make exploitation of vulnerabilities harder.
--Separators and replicators of information exist in two types: the first type will try to replicate valuable control-flow data or will separate this data from regular data. Replication can be used to verify the original value, while separation prevents an attacker from overwriting the separated data because it is no longer adjacent to the vulnerable object. The second type relies on replication only, but replicates processes with some diversity introduced. If the processes act differently for the same input, then an attack has been detected.
-VMM-based countermeasures make use of properties of the virtual memory manager to build countermeasures.
-Execution monitors observe specific security-relevant events (like system calls) and perform specific actions based on what is monitored. Some monitors will try to limit the damage of a successful attack on a vulnerability on the underlying system by limiting the actions a program can perform. Others will detect if a program is exhibiting unexpected behavior and will provide alerts if this occurs. The first type of runtime monitor is called a sandbox, while the second type of monitoring is called anomaly detection.
-Hardened libraries replace library functions with versions that perform extra checks to ensure that the parameters are correct.
-Runtime taint trackers will instrument the program to mark input as tainted. If such tainted data is later used in the program where untainted data is expected or is used to modify a trusted memory location (like a return address), then a fault is generated.
This article is structured as follows. Section 2 contains an overview of the implementation errors that the countermeasures in Section 4 defend against. It also describes typical ways in which these implementation errors can be abused. Section 3 contains a description of the properties that we will assign to the various countermeasures that are examined in Section 4. Section 4 contains our survey of countermeasures and (in some cases) the ways in which they can be circumvented. Section 5 presents our conclusion.
IMPLEMENTATION VULNERABILITIES AND EXPLOITATION TECHNIQUES
This section contains a short summary of the implementation errors for which we shall examine countermeasures. It is structured as follows: for every vulnerability, we first describe why a particular implementation error is a vulnerability. We then describe the basic technique an attacker would use to exploit this vulnerability and then discuss more advanced techniques, if appropriate. We mention the more advanced techniques because some of these can be used to circumvent some countermeasures. A more thorough technical examination of the vulnerabilities and exploitation techniques (as well as a technical examination of some countermeasures) can be found in Younan [2003 Younan [ , 2008 and Erlingsson et al. [2010] .
When we describe the exploitation techniques in this section, we focus mostly on the IA-32 architecture [Intel Corporation 2001] even though other architectures are also vulnerable to these attacks [Francillon and Castelluccia 2008; Younan et al. 2009 ]. While the details for exploiting specific vulnerabilities are architecture dependent, the main techniques presented here should be applicable to other architectures as well.
Stack-Based Buffer Overflows
2.1.1. Vulnerability. When an array is declared in C, space is reserved for it, and the array is manipulated by means of a pointer to the first byte. At runtime, no information about the array size is available, and most C compilers will generate code that will allow a program to copy data beyond the end of an array, thereby overwriting adjacent memory space. If interesting information is stored somewhere in such adjacent memory space, it could be possible for an attacker to overwrite it. On the stack, this is usually the case: it stores the addresses to resume execution after a function call has completed its execution.
On the IA-32 architecture, the stack grows down (meaning newer stackframes and variables are at lower address than older ones). The stack is divided into stackframes. Each stackframe contains information about the current function: arguments to a function that was called, registers whose values must be stored across function calls, local variables, the saved frame pointer, and the return address. An array allocated on the stack will usually be contained in the section of local variables of a stackframe. If a program copies past the end of this array, it will be able to overwrite anything stored before it, and it will be able to overwrite the function's management information, like the return address. Figure 1 shows an example of a program's stack when executing the function f 1. This function was called by the function f 0 that has placed the arguments for f 1 after its local variables and then executed a call instruction. The call has saved the return address (a pointer to the next instruction after the call to f 1) on the stack. The function prologue (a piece of code that is executed before a function is executed) then saved the old frame pointer on the stack. The value of the stack pointer at that moment has been saved in the frame pointer register. Finally, space for two local variables has been allocated: a pointer pointing to data and an array of characters (a buffer). The function would then execute as normal. The colored part indicates what could be written to by the function if the buffer were used correctly. Figure 2 shows what could happen if attackers were able to make the program copy data beyond the end of an array. Besides the contents of the buffer, the attackers have overwritten the pointer, the saved frame pointer (these last two have been left unchanged in this case), and the return address of the function. They could continue to write into the older stackframe if so desired, but in most cases, overwriting the return address is an attacker's main objective, as it is the easiest way to gain control over the program's execution flow. The attackers have changed the return address to point to code that they copied into the buffer, probably by using the same copying operation that they used to copy past the end of the buffer. When the function returns, the return address would (in normal cases) be used to resume execution after the function has ended, but since the return address of the function has been overwritten with a pointer to the attacker's injected code, execution flow will be transferred there [Aleph One 1996; Smith 1997 The overflow is used to overwrite the local variable f 1 holding the pointer to Value1. The pointer is changed to point to the return address instead of pointing to Value1. If the pointer is then dereferenced and the value it points to is changed at some point in the function f 1 to an attacker-specified value, then the attacker can use it to change the return address to a value of their choosing.
Although, in our example, we illustrate this technique by overwriting the return address, indirect pointer overwriting can be used to overwrite arbitrary memory locations: any pointer to code that will be executed later could be interesting for an attacker to overwrite.
Heap-Based Buffer Overflows
2.2.1. Vulnerability. Heap memory is dynamically allocated at runtime by the application. As is the case with stack-based arrays, arrays on the heap can, in most implementations, be overflowed too. The technique for overflowing is the same, except that the heap grows upwards in memory instead of downwards. However, no return addresses are stored on the heap, so an attacker must use other techniques to gain control of the execution flow.
Exploitation

Basic Exploitation.
One way of exploiting a buffer overflow located on the heap is by overwriting heap-stored function pointers that are located after the buffer that is being overflowed [Conover 1999 ]. Function pointers are not always available though, so other methods of exploiting heap-based overflows are by overwriting a heap-allocated object's virtual function pointer [rix 2000] and pointing it to an attackergenerated virtual function table. When the application attempts to execute one of these virtual methods, it will execute the code to which the attacker-controlled pointer refers.
Dynamic Memory Allocators.
Function pointers or virtual function pointers are not always available when an attacker encounters a heap-based buffer overflow. Overwriting the memory management information that is generally associated with a dynamically allocated block [Solar Designer 2000; anonymous 2001; Kaempf 2001; BBP 2003 ] is a more general way of exploiting a heap-based buffer overflow.
Overwriting the memory management information is a specific instantiation of an indirect pointer overwrite: the pointers in the memory management information get modified to point to a code pointer; when the memory manager later attempts to use the memory management information (e.g., to free a chunk), it will overwrite this code pointer. Given that many memory managers store this memory management information in-band (usually right before the data stored in the chunk of memory), if a heap overflow exists, an attacker can often overwrite the management information [Younan et al. 2010a ].
Dangling Pointer References
2.3.1. Vulnerability. A pointer to a memory location could refer to a memory location that has been deallocated either explicitly by the programmer (e.g., by calling free()) or by code generated by the compiler (e.g., a function epilogue, where the stackframe of the function is removed from the stack). Dereferencing of this pointer is generally unchecked in a C compiler, causing the dangling pointer reference to become a problem. In normal cases, this would cause the program to crash or exhibit uncontrolled behavior.
However, in some specific cases, if the program continues to write to memory that has been released and reused, it could also result in an attacker being able to overwrite information in a memory region to which he was never supposed to write. Even reading of such memory could result in a vulnerability where information stored in the reused memory is leaked.
A specific example of a such a write-after-free problem is the double free vulnerability. A double free vulnerability occurs when already freed memory is deallocated a second time. This could again allow an attacker to overwrite arbitrary memory locations [Dobrovitski 2003 ].
2.3.2. Exploitation. If the program reuses memory that was freed earlier for an object but a dangling pointer remains in the program for an object of a different type, then that dangling pointer could be used to modify the new object. For example, if the program had allocated memory for a buffer that stores user input but it has freed this memory, suppose it is now reused for an object containing a function pointer. If a dangling pointer exists to the buffer, a user may be able to modify the function pointer of the new object, possibly resulting in execution of injected code. However, this type of exploit is very program specific.
It is also possible to exploit the memory allocator in a similar way: in Linux, the memory allocator will store free chunks in a doubly linked list of free chunks. This doubly linked list is implemented by storing a forward and a backward pointer in the chunk, over the area where the data was stored when the chunk was in use. Because there is such a difference between a used and an unused chunk, if a dangling pointer exists that points to memory, an attacker could modify the forward and backward pointers. Such a modification could lead to an indirect pointer overwrite when the memory allocator tries to remove this chunk from the doubly linked list.
Format String Vulnerabilities
2.4.1. Vulnerability. Format functions are functions that have a variable amount of arguments and expect a format string as argument. This format string will specify how the format function will format its output. The format string is a character string that is literally copied to the output stream unless a % character is encountered. This character is followed by format specifiers that will manipulate the way the output is generated. When a format specifier requires an argument, the format function expects to find this argument on the stack. For example, consider the following call: printf ("%d", d). Here, printf expects to find the integer d as second argument to the printf call on the stack and will read this memory location and output it to screen. A format string vulnerability occurs if an attacker is able to specify the format string to a format function (e.g., printf(s), where s is a user-supplied string). The attacker is now able to control what the function pops from the stack and can make the program write to arbitrary memory locations. Chen and Wagner [2007] suggest that format string vulnerabilities are more common than previously thought, although not as prevalent as buffer overflows: they found 1,533 possible format string vulnerabilities (of which they assume 85% are real vulnerabilities) on 92 million lines of code that they analyzed on a Debian Linux system.
Exploitation.
One format specifier is particularly interesting to attackers: %n. This specifier will write the amount of characters that have been formatted so far to a pointer that is provided as an argument to the format function [ISO 1999] .
Thus, if attackers are able to specify the format string, they can use format specifiers like %x (print the hex value of an integer) to pop words off the stack until they reach a pointer to a value they wish to overwrite. This value can then be overwritten by crafting a special format string with %n specifiers [scut 2001 ]. However, addresses are usually large numbers, especially if an attacker is trying to execute code from the stack, and specifying such a large string would probably not be possible. To get around this, a number of things must be done. First format functions also accept minimum field width specifiers when reading format specifiers. The amount of bytes specified by this minimum field width will be taken into account when the %n specifier is used (e.g., printf ("%08x", d) will print d as an eight-digit hexadecimal number: if d has the decimal value 10, it would be printed as 0000000a). This field width specifier makes it easier to specify a large format string, but the number attackers are required to generate will still be too large to be used effectively. To circumvent this limitation, they can write in the value four times: overwriting the return address with a small value (normal integers on the IA-32 will overwrite four bytes), overwriting the return address + one byte with another integer, return address + two bytes, and finally, return address + three bytes.
The attacker faces one last problem: the amount of characters that have been formatted so far is not reset when a %n specifier is written. If the address the attackers want to write contains a number smaller than the current value of the %n specifier, this could cause problems. But since the attackers are writing one byte at a time using a four-byte value, they can write larger values with the same least significant byte (e.g., if attackers want to write the value 0x20, they could just as well write 0x120).
Advanced Exploitation Techniques
While the previous sections discussed basic exploitation techniques for the types of vulnerabilities discussed, due to the emergence of countermeasures in commodity operating systems, attackers have developed more advanced exploitation techniques that are able to bypass some of the protections. This section gives a short overview of some of the more important of these advanced techniques: these techniques are generally applicable for exploitation of all the previously mentioned vulnerabilities-either in combination with the basic exploitation technique or without.
Return-to-libc attacks [Wojtczuk 1998 ], or return-oriented programming in the more general sense [Shacham 2007] , are a result of operating systems enforcing nonexecutable permissions for data sections in memory-meaning that the attackers can no longer inject and execute their code. These attacks make use of existing code in the program to execute an attack. If the attacker passes different information to the existing code (either through the stack or by setting different values in registers), the meaning of the original instructions can be changed. Everything that is present in the code section of the program can be abused by an attacker: if it is possible to jump into the middle of instructions, (as is the case in Intel architectures), then the processor may interpret certain instructions completely differently. Attackers will then generally look for a pattern of interesting instructions followed by a return instruction, because this returns control to the attackers if they have control of the stack. Repeated application of this pattern allows the attacker to execute arbitrary code [Shacham 2007 ]. Heap-spraying attacks [SkyLined 2004 ] came into existence because they allow an attacker to more reliably exploit a program, even if it's harder for the attacker to figure out where his injected code is in the program's address space. For example, this could be the result of the use of a countermeasure that randomizes the address space, or because it is hard for the attacker to predict the heap layout because of different program usage in different situations. The attack will generally make use of a scripting language available in the program (e.g., Javascript) or some other means that allows the attacker to import large amounts of data into the program's memory (e.g., images, movies, etc.). The most used instantiation of this attack is against browsers: it uses Javascript to fill the browser's memory with injected code (e.g., 1GB of memory). Attackers can then predict that there is a high probability that their injected code is located at one of the higher memory regions and can then use one of the previously mentioned vulnerabilities to direct control flow to this location.
Non-control data attacks ] overwrite information that is security sensitive in the program but do not necessarily subvert the program's control flow. Such an attack could, for example, overwrite a user ID in a program, potentially giving the attacker increased privileges. While these types of attacks are out-of-scope for this article since we focus on control flow subversion, it is worth remembering that these types of attacks could be used by attackers to bypass some of the countermeasures discussed in Section 4.
COUNTERMEASURE PROPERTIES
This article aims to provide an understanding of the field of code injection attacks to software engineers and computer scientists without specific security expertise. We do this by providing a structured classification and evaluation framework of countermeasures that exist to deal with these types of attacks. At the top level, we classify existing countermeasures based on the main technique they use to address the problem. However, countermeasures also make different trade-offs in terms of performance, effectivity, memory cost, compatibility, etc. In this section, we define a number of properties that can be assigned to each countermeasure. Based on these properties, advantages and disadvantages of different countermeasures can be assessed.
Type
The types of protection that countermeasures provide are contained in Table I . Countermeasures that offer detection will detect an attack when it occurs and take action to defend the application against it, but will not prevent the vulnerability from occurring. Prevention countermeasures attempt to prevent the vulnerability from existing in the first place and, as such, are generally not able to detect when an attacker is attempting to exploit a program, as the vulnerability should have been eliminated. Countermeasures that make it harder for an attacker to exploit a vulnerability but that do not actually detect an attempt as such are of the mitigation type. Finally, the last type of countermeasure does not try to detect, prevent, or mitigate an attack or a vulnerability but tries to contain the damage that an attacker can do after exploiting a vulnerability.
Vulnerabilities
Table II contains a list of the vulnerabilities that the countermeasures in this article address. They reflect the scope of the vulnerabilities that the designer of the countermeasure wished to address.
Protection level
This property describes the level of protection a countermeasure provides for the vulnerabilities for which it was designed, see Table III .
3.3.1. Low Assurance Countermeasures. Low assurance countermeasures make exploiting a vulnerability harder; however, a method of bypassing this countermeasure has been discovered and is practical. For example, a return-into-libc attack is a practical attack on non-executable memory countermeasures. Another reason for marking a countermeasure as low assurance is because it aims to protect against a specific attack technique, for example, heap-spraying, but does not prevent other ways of exploiting the vulnerability.
3.3.2. Medium Assurance Countermeasures. Medium assurance countermeasures offer better protection than low assurance countermeasures. As long as the assumptions that the countermeasure was builtup on are preserved, no practical way of bypassing these countermeasures is currently known. However, these assumptions do not always hold in the real world. There may also be a way of bypassing these countermeasures which is not practical. An example of countermeasures that fall under this category are canary-based countermeasures that use random numbers for protection. The random number must remain secret, which is an assumption that does not always hold in the real world: attackers may be able to find out the number through memory leaks. An attack may also be able to guess the random number given enough attempts, even though the range of possibilities may be too high to make this immediately practical (e.g., some countermeasures have 2 32 possible combinations on a 32-bit systems).
3.3.3. High Assurance Countermeasures. High assurance countermeasures offer a high degree of assurance that they will work against a specific vulnerability (e.g., if a countermeasure only targets buffer overflows and has high assurance, it will only have high assurance for buffer overflows). Countermeasures which offer memory safety, type safety, or can offer verifiable guarantees will have a high assurance rating. For example, a safe language that explicitly removes or checks constructs to prevent a specific vulnerability from occurring will have a high assurance protection level. Sometimes weaker countermeasures which still offer a high level of assurance will also fall in this section. For example, a bounds checker which ensures that no object writes outside its bounds will have a high assurance protection level, even though it may be possible for an attacker to overwrite a pointer inside a structure via another element in the same structure. This is something many bounds checkers will not detect, because this is valid according to the C standard, and preventing this type of vulnerability would break valid programs.
Usability
These properties describe how the countermeasures can be applied. We differentiate between two subproperties: stage and effort.
Stage (see Table IV ) denotes where in the software engineering process the countermeasure can be applied.
None of the countermeasures in this article will operate on the requirement, analysis, or design stages of a product, so these stages have been left out of the table. Countermeasures that affect the way an application is coded (i.e., safe languages) fall under the implementation stage. Some countermeasures are built for debugging purposes; these fall under the debugging and testing stage. Some countermeasures are compiled into the program or modify the binary before it is shipped to customers. These countermeasures operate at the packaging stage. Deployment countermeasures are only applied after the program has been shipped to the customer and usually try and protect more than one application (e.g., kernel patches, sandboxes, etc.).
Effort (see Table V ) describes the amount of effort required to use the countermeasure. We define a countermeasure to be automatic if it requires no further human effort besides applying the countermeasure. Manual countermeasure requires more effort for a countermeasure to be applied (e.g., modification of source code). We also apply a modifier to determine the amount of manual effort required, small or large.
Limitations
In Table VI , we list the category of limitations regarding the applicability of a countermeasure. Some countermeasures are implemented as hardware changes; this can be a limiting factor in being able to apply a countermeasure in general cases. Other countermeasures are implemented as modifications to the operating system. This is sometimes a limiting factor for applying a countermeasure, but it can also be a benefit. An OS-based countermeasures should work for all software running on the OS. Some countermeasures require access to the source code (or at least to the debugging symbols) so that they can instrument the software that is being protected correctly. In some cases, countermeasures will be incompatible with existing compiled code, such as libraries. This is especially the case if they modify binary representations of particular datatypes (like pointers). Safe languages will generally require a programmer to modify his source code. A few of the countermeasures described in this article rely on specific features of some architectures or operating systems, which makes it unlikely that they could be ported to the other architectures without significant reengineering. A number of countermeasures also suffer from false positives and/or false negatives. However, if the countermeasure is not complete, by definition, it will suffer from false negatives. As such, we have only added a property to denote whether or not false positives are present to the limitations.
Computational and Memory Cost
Computational and memory cost give an estimate of the runtime cost a specific countermeasure could incur when deployed. The values listed are provided as-is. In some cases, it was extremely hard to determine the cost based on the descriptions given by the authors, and, as such, some values in these columns might not be entirely accurate. The costs range from none to very high for both computational and memory cost, as noted in Table VII .
COUNTERMEASURES
In this section, we provide a description of the different categories of countermeasures and an overview of the properties of specific countermeasures. At the top level, we distinguish between eight categories based on the main technique that was used to design the countermeasure. Each of these categories is discussed in a separate section. We first describe the key ideas behind the category and the main advantages and disadvantages. Next, we provide a 
Safe Languages
Safe languages are languages in which it is generally not possible for one of the previously mentioned vulnerabilities to exist, as the language constructs prevent them from occurring. A number of safe languages are available that will prevent the kinds of implementation vulnerabilities discussed in this text entirely. Examples of such languages include Java and ML, but these are not in the scope of our discussion, since this document focuses on C and C++. Thus, we will only discuss safe languages which remain as close to C or C++ as possible: these safe languages are mostly referred to as safe dialects of C. Some dialects only need minimal programmer intervention to compile programs [Necula et al. 2002] , while others require substantial modification [Jim et al. 2002] . Others severely restrict the C language to a subset to make it safer [Kowshik et al. 2002] or will prevent behavior that the C standard marks as undefined [Oiwa et al. 2002] .
In an attempt to prevent dangling pointer references, memory management is handled differently by these safe languages. In some cases, the programmer is not given explicit control over deallocation anymore. The free operation is either replaced with a no-operation or removed altogether. In the languages described hereafter, two types of memory management are used to prevent dangling pointer references.
Garbage collection does not deallocate memory instantaneously but defers this to a scheduled time interval or until memory constraints require it to be collected. When garbage collection is done, only memory to which no references exist anymore is deallocated, preventing pointers from referring to deallocated memory [Boehm and Weiser 1988] . However, C programs will generally not clear all pointers to a memory location when they free that location. As such, using garbage collection without modifying the program could result in the program using an unacceptable amount of memory. This is an important problem with using garbage collection for C programs.
Region-based memory management deallocates regions as a whole so that memory locations can no longer be deallocated separately. A pointer to a memory location can only be dereferenced if the region that this memory address is in is marked "live". Programmers can manually allocate memory in such a region and have it deallocated as a whole. This introduces some problems with objects that live too long as a result of being placed in a region that remains live for a very long time. As such, this type of memory management will usually require garbage collection to deallocate heap-based objects, which are in one large region. However, by ensuring that a pointer is unique upon deallocation (i.e., the pointer has no aliases), a programmer can safely deallocate memory without causing dangling pointer references [Hicks et al. 2004] .
Automatic pool allocation makes use of a points-to graph to allocate objects that have the same points-to graph node in the same pool in the heap. As a result, all objects of the same type will be allocated in the same pool. This allows programmers to manually allocate and free memory in the heap. While dangling pointer references may occur, they will point to the same type of object in memory. As a result, it is harder to break memory safety when automatic pool allocation is used [Lattner and Adve 2005] .
To prevent the other implementation errors that we described in Section 2, several techniques are usually combined. First, static analysis is performed to determine if a specific construct can be proven safe. If the construct cannot be proven safe, then generally runtime checks are added to prevent these errors at runtime (e.g., if use of a specific array cannot statically be determined to be safe, then code that does runtime bounds checking may be added). To aid this static analysis, pointers are often divided into different types (e.g., never-null pointers, which are guaranteed to never contain a NULL value), depending on the amount of checking that should be added at runtime. Some of the safe languages will infer these pointer types automatically, while others expect the programmer to explicitly use new types of pointers. Table VIII gives an overview of the safe languages we examined. Some global properties can be gathered from the table. None of the languages will support all constructs in C, so some programs need to be modified. The effort required to make these changes varies.
Most languages will work at the implementation level: the programmer either implements his program directly for the language or modifies his program to make it work correctly. However, Fail-safe C [Oiwa et al. 2002 ] is a C compiler that attempts to make C safer by preventing undefined behavior. As a result, it will not compile all correct programs, but the changes required are limited.
Control-C [Dhurjati et al. 2003; Kowshik et al. 2002] is also of particular interest, because it will not add dynamic checks when compiling a program. It restricts the C language to a specific subset and makes a number of assumptions about the runtime system. It is designed to run on the low level virtual machine (LLVM) system, where all memory and register operations are type safe.
The computational and memory costs of these languages are inversely related to the amount of effort required to port a program to the language: small effort means higher overheads, while larger effort means lower overheads.
Bounds Checkers
Full bounds checkers are the best protection against buffer overflows. They will check every array indexation and pointer arithmetic to ensure that they do not attempt to write to or read from a location outside of the space allocated for them. Two important techniques are used to perform traditional full bounds checking: adding bounds information to all pointers or to objects. Originally, bounds checkers had significant overhead both in terms of memory and performance; however, recent advances have significantly reduced overheads in both these areas without compromising security [Dhurjati and Adve 2006a; Akritidis et al. 2009; Nagarakatte et al. 2009; Younan et al. 2010b] .
4.2.1. Adding Bounds Information to All Pointers. These bounds checkers store extra information about pointers (see Table IX ). Besides the current value of the pointer, they also store the lower and upper bound of the object that the pointer refers to. This can be stored in two ways: by modifying the representation of the pointer itself to include this information (fat pointers) or by storing this bounds information in a table and by looking it up when needed. When the pointer is used, a check will be performed to make sure it will not write beyond the bounds of the object to which it refers. A problem with this approach is that it is incompatible with unprotected code (e.g., shared libraries). Because the bounds information is stored with the pointer, it must be updated when the pointer changes. However, these changes to bounds information can not be tracked through unprotected code, so the value of the pointer may have changed, while the bounds checker still has the bounds information for the original object to which the pointer referred. Fat pointers compound the problem because they must be cast to regular pointers when passed to the unprotected code and then later must be cast back to fat pointers. Since the bounds information was stored with the pointer, the bounds checker may have trouble finding the bounds of the object to which the pointer is referring, so it may not be able to cast it back to a fat pointer.
Adding Bounds Information for Objects.
Pointers remain the same, but a table stores the bounds information of all objects (see Table X ). Using the pointer's value, it can be determined what object it is pointing to. Then, pointer arithmetic and/or pointer use is checked: the bounds of the object the pointer refers to is looked up, and if the result of pointer arithmetic would make the pointer point outside the bounds of the object, an overflow has been detected.
Other Types of Bounds
Checkers. This category contains other bounds checkers which will do some kind of bounds checking but are different with respect to the traditional checkers in that they do not strive for complete checking of all objects (see Table XI ). Some of these last types will ensure that a string manipulation function will only write inside the stack frame that the destination pointer is pointing to [Baratloo et al. 2000; Snarskii 1997] or will ensure that the function does not write past the bounds of the destination string [Avijit et al. 2006] . 
Probabilistic Countermeasures
Many countermeasures make use of randomness when protecting against attacks. Many different approaches exist when using randomness for protection. Canary-based countermeasures use a secret random number (the canary) that they store before an important memory location. If the random number has changed after some operations have been performed, then an attack was detected. Memory-obfuscation countermeasures will encrypt (usually with XOR) important memory locations or other information using random numbers while these are in memory and will decrypt them before they are transferred to registers. Memory layout randomizers will randomize the layout of memory, for instance, by loading the stack and heap at random addresses. Some memory layout randomizers will also ensure that objects are spaced out at random intervals from each other, preventing an attacker from knowing exactly how far one object is from another. Instruction set randomizers will encrypt the instructions while in memory and will decrypt them before execution. One important limitation for these approaches is that they will mostly rely on the assumption of memory secrecy, that is, that the application does not leak information, which could allow an attacker to bypass the countermeasure. However, this assumption does not always hold [Strackx et al. 2009 ].
4.3.1. Canaries. The observation that attackers usually try to overwrite the return address when exploiting a buffer overflow led to a string of countermeasures that were designed to protect the return address. One of the earliest examples of this type of protection is the canary-based countermeasure [Cowan et al. 1998 ]. These countermeasures, listed in Table XII , protect the return address by placing a value before it on the stack that must remain unchanged during program execution. Upon entering a function, the canary is placed on the stack below the return address. When the function is done with executing, the canary stored on the stack will be compared to the original canary. If the stack-stored canary has changed, an overflow has occurred, and the program can be safely terminated. A canary can be a random number, or a string which is hard to replicate when exploiting a buffer overflow (e.g., a NULL byte). StackGuard [Cowan et al. 1998 ] was the first countermeasure to use canaries to offer protection against stackbased buffer overflows; however, attackers soon discovered a way of bypassing it using indirect pointer overwriting. Attackers would overwrite a local pointer in a function and make it point to a target location; when the local pointer is dereferenced for writing, the target location is overwritten without modifying the canary (see Section 2.1.2 for a more detailed description). Propolice [Etoh and Yoda 2000] is an extension of StackGuard: it fixes these type of attacks by reordering the stack frame so that buffers can no longer overwrite pointers in a function. These two countermeasures have been extremely popular. Propolice has been integrated into the GNU C Compiler, and a similar countermeasure has made it's way into Visual Studio's compiler [Bray 2002; Grimes 2004] .
Canaries were later also used to protect other memory locations, like the management information of the memory allocator that is often overwritten using a heap-based buffer overflow [Krennmair 2003 ]. Table XIII , use a closely related approach based on random numbers. These random numbers are used to encrypt specific data in memory and to decrypt it before using it in an execution. These approaches are currently used for obfuscating pointers (XOR with a secret random value) while in memory. When the pointer is later used in an instruction, it is first decrypted to a register. If an attacker attempts to overwrite the pointer with a new value, it will have the wrong value when decrypted, which will most likely cause the program to crash. A problem with this approach is that XOR encryption is bytewise encryption. If an attacker only needs to overwrite one or two bytes instead of the entire pointer, then the chances of guessing the pointer correctly vastly improve (from 1 in 4 billion to 1 in 65,000, or even 1 in 256) [Alexander 2005] . If the attacker is able to control a relatively large amount of memory (e.g., with a buffer overflow), then the chances of a successful attack increase even more. While it would be possible to use better encryption, it would likely be prohibitively expensive, since every pointer needs to be encrypted and decrypted this way.
Obfuscation of Memory Addresses. Memory-obfuscation countermeasures see
Memory Randomization.
Memory randomization is another approach that makes executing injected code harder (see Table XIV ). Most exploits expect the memory segments to always start at a specific address and attempt to overwrite the return address of a function or some other interesting address with an address that points into their own code. However, for attackers to be able to point to their own code, they must know where in memory their code resides. If the base address is generated randomly when the program is executed, it is harder for the exploit to direct the execution flow to its injected code, because it does not know the address at which the injected code is loaded. This technique is also called address space layout randomization (ASLR). Shacham et al. [2004] examine limitations to the amount of randomness such an approach can use due to address space limitations. Their paper also describes a guessing attack that can be used against programs that use forking, as these will usually not be rerandomized. Several approaches will go even further in their approach to randomization by not simply randomizing the base address but also randomizing the amount of space between objects, making it hard for the attacker to figure out the relative distance between objects by adding a layer of difficulty.
4.3.4. Instruction Set Randomization. ISR is another technique that can be used to prevent the injection of attacker-specified code. Instruction set randomization, see Table XV , prevents an attacker from injecting any foreign code into the application by encrypting instructions on a per-process basis while they are in memory and decrypting them when they are needed for execution. Attackers are unable to guess the decryption key of the current process, so their instructions (after they have been decrypted) will cause the wrong instructions to be executed. This will prevent attackers from having the process execute their payload and will have a large chance of crashing the process, due to an invalid instruction being executed. However, if attackers are able to print out specific locations in memory, they can bypass the countermeasure. Weiss and Barrantes [2006] and Sovarel et al. [2005] discuss more advanced attacks using small loaders to find the encryption key. Two implementations [Barrantes et al. 2003; Kc et al. 2003 ] examined in this survey incur a significant runtime performance penalty when unscrambling instructions because they are implemented in emulators. It is entirely possible, and in most cases desirable, to implement them at the hardware level, thus reducing the impact on runtime performance.
None of these countermeasures can offer complete protection against the code injection attacks described in Section 2; they all rely on the fact that memory must remain secret. If an attacker is able to read out memory through a format string vulnerability or another type of attack, then the countermeasures can be bypassed entirely. However, a major advantage of these approaches is that they have low computational and memory overheads, making them more suited for production environments. A notable exception to the previous limitation is the work by Hu et al. [2006] . In their paper, an approach to instruction set randomization is described that makes use of AES encryption for instructions. This can alleviate the risk which is posed by an attacker being able to read memory locations and finding out the key.
Separators and Replicators of Information
Countermeasures that rely on separation or replication of information exist in two types: the first type will try to replicate valuable control-flow data or will separate this data from regular data. The second type relies on replication only, but replicates processes with some diversity introduced: if the processes act differently for the same input, then an attack has been detected. 4.4.1. Separators and Replicators of Data. Separation or replication of data makes it harder for an attacker to overwrite this information using an overflow. See Table XVI for a list at countermeasures that separate or replicate data. Some countermeasures will simply copy the return address from the stack to a separate stack and will compare it to or replace the return addresses on the regular stack before returning from a function. These countermeasures are easily bypassed using indirect pointer overwriting where an attacker overwrites a different memory location instead of the return address by using a pointer on the stack. More advanced techniques try to separate all control-flow data (like return addresses and pointers) from regular data, making it harder for an attacker to use an overflow to overwrite this type of data.
Process Replicators.
Other countermeasures in this category will replicate processes and introduce some kind of diversity in these applications (see Table XVII ). They will execute the processes concurrently-providing each of these processes with the same input-and expect the programs to behave in the same way. However, the replicated processes are diversified in some way (using ASLR, growing the stack upwards instead of downwards in some processes, etc.). If attackers attempt to exploit the processes, the diversity makes it harder for them to exploit all programs with the same input.
VMM-Based Countermeasures
VMM-based countermeasures make use of the virtual memory manager, which is present in most modern architectures. Memory is grouped in contiguous regions of fixed sizes (4Kb on Intel IA-32) called pages. Virtual memory is an abstraction above the physical memory pages that are present in a computer system. It allows a system to address memory pages as if they are contiguous, even if they are stored on physical memory pages which are not. An example of this is the fact that every process in Linux will start at the same address in the virtual address space, even though physcially, this is not the case. Another advantage of virtual memory is the fact that all applications seemingly have 4GB of RAM (on 32-bit systems) available, even if the machine does not have that much physical RAM available. This also allows for the concept of swapping, where memory is written to disk when it is not in active use, so the physical memory can be reused for active applications. Translation of virtual memory to physical memory is handled by a memory management unit (MMU) which is present in most architectures. Pages can have specific permissions assigned to them: Read, Write, and Execute. Many of the countermeasures in this section will make use of paging permissions or the fact that multiple virtual pages can be mapped onto the same physical page.
Countermeasures in this category can be divided into two subcategories: nonexecutable memory (NX) and guard page-based countermeasures.
4.5.1. Non-executable Memory-Based Countermeasures. These countermeasures, see Table XVIII , will make data memory non-executable. Most operating systems divide process memory into at least a code (also called the text) and a data segment. They will mark the code segment as read-only, preventing a program from modifying code that has been loaded from disk into this segment unless the program explicitly requests write permissions for the memory region. Hence, attackers have to inject their code into the data segment of the application. Most applications do not require executable data segments, as all their code will be in the code segment. Some countermeasures mark this memory as non-executable, which will make it harder for an attacker to inject code into a running application. A major disadvantage of this approach is that an attacker could use a code injection attack to execute existing code, as is the case in a return-into-libc attack. The countermeasures discussed here were a work-around for the fact that Intel mapped the page-read permission to the page-execute permission, which meant that if a page was readable, it was also executable. This has been remedied on recent versions of the Intel architecture, and non-executable memory is now available as an option in many operating systems. 4.5.2. Guard Page-Based Countermeasures. These countermeasures, see Table XIX , will use properties of the virtual memory manager to add protection against attacks. Electric Fence [Perens 1987 ], for example, will allocate each chunk of heap memory on a separate page and will place a guard page (a page without read, write, or execute permissions assigned to it) behind it. If the program writes past its bounds, it will try to write into the guard page which will cause the program to be terminated for accessing invalid memory.
Execution Monitors
Execution monitors monitor specific security-relevant events (like system calls) and perform specific actions based on what is monitored. Some monitors try to limit the damage a successful attack on a vulnerability could do to the underlying system by limiting the actions a program can perform. Others detect if a program is exhibiting unexpected behavior and will provide alerts if this occurs.
4.6.1. Policy Enforcement. Policy enforcers, see Table XX , are based on the Principle of Least Privilege [Saltzer and Schroeder 1975] , where an application is only given as much privileges as it needs to be able to complete its task. These countermeasures define a clear policy, in some way or another, specifying what an application specifically can and cannot do. Generally, enforcement is done through a reference monitor where an application's access to specific resources (the term resource is used in the broadest sense: a system call, a file, a hardware device, etc.) is regulated. An example of such a countermeasure enforces a policy on system calls that the application is allowed to execute, making sure that the application can not execute system calls that it would not normally need. Other attempts to do the same for file accesses that change the program's root directory (chroot) and mirror files under this directory structure that the program can access.
4.6.2. Fault Isolation. Fault isolation ensures that certain parts of software do not cause a complete system (a program, a collection of programs, the operating system, etc.) to fail. See Table XXI for a list. The most common way of providing fault isolation is by using address space separation; however, this will cause expensive context switches to occur that incur a significant overhead during execution. Because the modules are in different address spaces, communication between the two modules will also incur a higher overhead. Although some fault isolation countermeasures will not completely protect a program from code injection, the proposed techniques might still be useful if applied with the limitation of what injected code could do in mind (i.e., runtime monitoring as opposed to transforming source or object code).
4.6.3. Anomaly Detection. Many of the techniques that are used for policy enforcers can be used for anomaly detection, see Table XXII . In many cases, the execution of system calls is monitored, and if they do not correspond to a previously gathered pattern, an anomaly is recorded. Once a threshold for anomalies is reached, the anomaly can be reported, and subsequent action can be taken (e.g., the program is terminated or the system call is denied). However, attackers can perform a mimicry attack against anomaly detectors [Wagner and Dean 2001; Kruegel et al. 2005; Parampalli et al. 2008] . These attacks mimic the behavior of the application that is modeled by the anomaly detector. They may be able to get the application in an unsafe state by mimicking the behavior that the detector would expect to be performed before the state is reached, but reaching the state nonetheless. For example, if an application ever performs an execve 1 system call in its lifetime, the attacker could easily execute the system calls that the detector would expect to see before executing the execve call.
Hardened Libraries
Hardened libraries (Table XXIII) replace library functions with versions which contain extra checks. An example of these are libraries which offer safer string operations: more checks will be performed to ensure that the copy is in bounds or that the destination string is properly NULL terminated (something strncpy does not do if the string is too large). Other libraries will prevent format strings from containing %n in writable memory [Robbins 2001] or will check to ensure that the amount of format specifiers are the same as the amount of arguments passed to the function [Cowan et al. 2001 ].
Runtime Taint Trackers
Taint tracking will track information throughout the program: input is considered untrusted and thus tainted. This taint information is tracked throughout the program: if a value is based on tainted information, it becomes tainted. When an application uses tainted information in a location where it expects untainted data, an error is reported. Taint tracking can be used to detect the vulnerabilities described in Section 2. These taint trackers will instrument the program to mark input as tainted. If such tainted data is later used to modify a trusted memory location (like a return address), then a fault is generated. See Table XXIV for a list.
One important limitation with these taint trackers is that they suffer from false positives. They could potentially mark correct, safe code as vulnerable. However, most of the countermeasures described here had few to no false positives in the tests performed by the designers of the countermeasures. It is, however, an important limitation in cases where no false positives can be tolerated.
CONCLUSION
Many countermeasures have been designed since the first stack-based buffer overflows appeared. The first countermeasures were designed to specifically stop simple stackbased buffer overflow attacks that would overwrite the return address and execute injected code. Attackers soon discovered new ways of bypassing these simple countermeasures. New types of attacks were also discovered. More complex countermeasures were then designed to protect against these new attacks. This led to a classic arms race between attacker and countermeasure designers.
In this article, we presented an overview of the most commonly exploited vulnerabilities that lead to code injection attacks. More importantly however, we also presented a survey of the many countermeasures that exist to protect against these vulnerabilities, together with a framework for evaluating and classifying them. We described the many techniques used to build countermeasures and discussed some of their advantages and disadvantages. We also assigned specific properties to each of the countermeasures that allow the reader to evaluate which countermeasures could be most useful in a given context.
Although we tried to be as complete as possible when discussing the different countermeasures that exist, it can never be entirely complete. Countermeasure design is an active field, so this article can only provide a snapshot of the current state of the field with respect to specific countermeasures. However, we believe we have provided a strong framework that can be applied to future countermeasures to further evaluate and classify these new countermeasures.
