Characterization of Vortex Generator Induced Flow by Velte, Clara Marika et al.
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
General rights 
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners 
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights. 
 
• Users may download and print one copy of any publication from the public portal for the purpose of private study or research. 
• You may not further distribute the material or use it for any profit-making activity or commercial gain 
• You may freely distribute the URL identifying the publication in the public portal  
 
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately 
and investigate your claim. 
   
 
Downloaded from orbit.dtu.dk on: Dec 17, 2017
Characterization of Vortex Generator Induced Flow
Velte, Clara Marika; Hansen, Martin Otto Laver; George, William K; Meyer, Knud Erik
Publication date:
2009
Document Version
Publisher's PDF, also known as Version of record
Link back to DTU Orbit
Citation (APA):
Velte, C. M., Hansen, M. O. L., George, W. K., & Meyer, K. E. (2009). Characterization of Vortex Generator
Induced Flow. Kgs. Lyngby, Denmark: Technical University of Denmark (DTU).  (DCAMM Special Report).
MEK-PHD 2009-07
Characterization of Vortex Generator
Induced Flow
by
Clara Marika Velte
Dissertation submitted to the Technical University of Denmark
in partial fulllment of the requirements for the degree of
Doctor of Philosophy in Mechanical Engineering
Fluid Mechanics
Department of Mechanical Engineering
Technical University of Denmark
July, 2009
Fluid Mechanics
Department of Mechanical Engineering
Nils Koppels Allé, Building 403
Technical University of Denmark
DK-2800 Lyngby, Denmark
Copyright c Clara Marika Velte, 2009
MEK-PHD 2009-07 / ISBN 978-87-90416-37-9
DCAMM Special Repport No. S118
This thesis has been typeset using LATEX2e.
When theoretical results are presented,
no one seems to believe in them,
except the one who did the analysis.
When experimental results are presented,
everyone seems to believe in them,
except the one who did the experiments.
- Unknown

Abstract
The aim of this thesis is the characterization and modeling of the longitudinal
structures actuated by vortex generators. Results from generic studies per-
formed at low Reynolds numbers have shown that the device induced vortices
possess helical structure of the vortex core. Further, their ability to control sep-
aration and downstream evolution across the chord of a circular sector have been
studied. Similar ow structures to the ones found in the generic experiments
have been found in a higher Reynolds number setting, more applicable to realis-
tic cases common to, e.g., aeronautical applications. The helical structure of the
vortices can, however, not be conrmed by the results of these experiments due
to practical concerns of obtaining a measuring signal with high enough quality
and resolution.
Furthermore, in order to study the dynamics of the device induced struc-
tures, power spectra from LDA time series have been constructed from the
burst-mode LDA theory developed mainly by Buchhave and George [19, 46]. In
the process of applying this theory to the LDA time series, a technique has been
developed correcting for the eect of random noise in spectra and correlations.
The power spectra obtained from the ow behind the actuating devices did
not display any distinct periodicity of the ow, but rather a random, or at best
quasi-periodic, behavior. In addition, commonly employed interpolation and re-
sampling methods for estimating power spectra from LDA data were compared
to the corresponding spectra derived from hot-wire data. When the ow was
well resolved, these methods showed acceptable results at high LDA data rates
at all frequencies except at the highest ones. However, they failed miserably at
low data rates, essentially burying the entire spectrum in frequency dependent
noise beyond recognition.

Resumé
Formålet med den forelæggende afhandling er karakterisering og modellering
af de longitudinale strukturer som dannes af hvirvelgeneratorerne. Resultater
fra fundamentale studier udført ved lave Reynoldstal har vist at de genererede
hvirvler har en hvirvelkerne med helisk struktur. Endvidere har deres dygtighed
til at kontrollere separation og deres udvikling langs med strømningsretningen
over korden på en cirkulær sektor blevet undersøgt. Lignende strømningsstruk-
turer er observeret ved højere Reynoldstal, mere karakteristiske for de este
applikationer. Hvirvlernes heliske struktur kan dog ikke blive vericeret ved
hjælp af resultaterne af disse målinger på grund af praktiske problemer med at
opnå et målesignal med tilfredsstillende kvalitet og opløsning.
For at studere de passivt dannede strukturers dynamik, er frekvens-spektre
fra LDA-tidsserier blevet beregnet udfra burst-mode LDA-teori som er udviklet
hovedsageligt af Buchhave og George [19, 46]. Ved at applicere denne teori på
LDA-tidsserier udvikledes en teknik som korrigerer for eekten af hvidt støj
i frekvensspektre og korrelationer. De frekvensspektre der beregnedes udfra
målinger lavet bagved hvirvelgeneratorerne fremviste ikke nogle spor af dis-
tinkte periodiske bevægelser i den betragtede strømning. Det virker udfra re-
sultaterne, som at bevægelserne optræder enten kvasiperiodiskt eller måske helt
tilfældigt. Desuden er nogle af de mest anvendte interpolations- og resam-
plingmetoder, for at vurdere spektre ved LDA-data, blevet sammenlignet med
tilsvarende spektre lavet med hot-wire-data. Ved god opløsning af strømningen
gav disse metoder tilfredsstillende resultater over næsten alle frekvenser, uden
de allerhøjeste. Dog mislykkes metoderne fuldstændigt ved lave data rates,
hvor den frekvensafhængige støj mere eller mindre begraver hele det beregnede
spektre, og al væsentlig information er fortabt.
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Part I
Introduction

Chapter 1
Importance of Work
One of the most prominent causes of drag on bodies in motion through a viscous
uid is ow separation near the rear of the body and at abrupt changes in its ge-
ometry (such as sharp edges and protrusions). Separation occurs when the ow
in the boundary layer is retarded to a point where it can no longer counteract
the pressure gradient and separates from the surface. This results in reversed
ow and thickening of the boundary layer downstream of the separation point.
Prandtl [110] showed that separation like that over a uniform innite cylinder is
caused by excessive momentum loss near the wall in a boundary layer trying to
move downstream against increasing pressure, dp=dx > 0. This adverse pressure
gradient appears in the rear of the cylinder, whereas a favorable pressure gradi-
ent, dp=dx < 0, appears in the front of the body. If the adverse pressure gradient
declines after separation, reattachment can sometimes occur downstream of the
separation point, resulting in a region with uid recirculation. If reattachment
does not occur, the separation will result in a low velocity wake downstream
of the body where the pressure on the downstream side of the cylinder is es-
sentially constant, and equal to the low pressure on the top and bottom points
of the cylinder just downstream of where separation occurs. The pressure in
the recirculating and wake regions is much lower than the large pressure which
occurs at the stagnation point on the upstream side of the cylinder, leading to a
pressure imbalance and, consequently, a large pressure drag on the cylinder, see,
e.g., White [153]. If the boundary layer ow remains attached, only a relatively
small drag due to the skin friction will remain.
Methods commonly employed for ow control today provide promising
means to increase the performance of aerodynamic systems when the boundary
layer is separated, or at least close to separated. This is done by re-distributing
the momentum in the boundary layer in such a way as to yield a fuller veloc-
ity prole (see gure 1.1) and thereby eectively moving the separation point
further aft, delaying or even obstructing separation. Both active (e.g., blow-
ing, synthetic jets, pulsed jets, suction, plasma actuators and Micro Electro-
Mechanical Systems (MEMS)) and passive (e.g., turbulators, surface roughness,
riblets, dimples, bumps and vortex generators) devices have been employed in
aerodynamic research as well as in commercial applications. Dierent devices
can trigger dierent mechanisms in the ow, hopefully ultimately resulting in
higher streamwise momentum in the separated region and an elimination of the
recirculating ow. For passive momentum addition to a boundary layer, two
3
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Figure 1.1: Sketch of the redistribution of the streamwise momentum in the
boundary layer.
Figure 1.2: Sketch of a vortex generator pair in a ow, displaying a conceivable
particle path actuated by one of the vortex generators (from [115]).
general methods are commonly applied:
 The use of xed lifting surfaces, commonly referred to as vortex genera-
tors, for the generation of embedded streamwise vortices that cause macro
overturning of the mean ow.
 Reynolds stress amplication, which can be accomplished by a range of
methods and devices, yielding increased cross-stream momentum transfer.
The investigations in the current work are limited to the former alterna-
tive. Vortex generators were, to the best knowledge of the author, formally
introduced by Taylor [131, 132, 133, 134] and are series of small winglets that
are mounted perpendicularly on a surface at an angle of attack to the oncom-
ing ow. These aerodynamic devices generate longitudinal vortices, causing
overturning of the near wall ow via macro motions [108]. Figure 1.2 displays
a sketch of a vortex generator pair on a wall with an oncoming ow and an
interpretation of a conceivable particle path actuated by one of the devices.
Vortex generators are believed to re-energize the boundary layer by inducing
momentum transfer between the free-stream and the near wall region through
5Figure 1.3: Power curve of the ELKRAFT 1000 kW wind turbine measured with
and without vortex generators [103].
advection of high momentum uid towards the near wall region and retarded
uid out into the outer layer or free stream. These processes are described
by Rao et al. [114], Betterton et al. [11], Pauley and Eaton [106], Lin et al.
[72, 73, 74, 75] and Jenkins et al. [60]. Experimental studies with passive de-
vices performed by Lin et al. [72, 73, 74, 75] concluded that the most ecient
mechanism to reduce ow separation is based on the exchange of momentum
between the near wall region and the outer ow. These studies also conrm
that the eect of streamwise vortices is to transfer high momentum uid toward
the wall and thereby increase the skin friction, which is done most eciently
by vortex generators producing longitudinal counter-rotating vortices. In [147],
it is stated that studies conducted within the AIDA project have suggested
that vortex generators are the most promising means of passive ow control
in intermediate turbine ducts. Generic studies describing the physics of vortex
generator actuated vortices can be found, e.g., in [124, 39, 71, 26, 27, 89]. Thus,
being a passive method that can delay or even obstruct separation and that re-
quires no auxiliary power, vortex generators can be employed to increase the lift
on, e.g., an airfoil. However, they suer a parasitic drag penalty when applied.
It is therefore of importance to know how the lift/drag ratio is aected at all
stages of usage. In an empirical study optimizing the aerodynamic performance
of the ELKRAFT 1000 kW wind turbine Øye [103] showed that vortex genera-
tors can be applied successfully, increasing the output power for nearly all wind
speeds, see gure 1.3. They have also successfully yielded a 100% increase in
the lift/drag ratio for a high-lift airfoil and signicant reductions of the pressure
loss in a diusor [76].
These passive devices have a range of engineering applications, but are
most commonly employed in separation control, mixing and heat transfer appli-
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cations. For separation control, they are commonly found on external surfaces
such as airfoils [107, 95, 16], in aviation application and on various turbines as
well as on road vehicles and boat keels. They are also likely to be found on inter-
nal surfaces such as ducts, diusers [56, 32, 18] and compressor blades [129]. In
mixing applications, vortex generators can be used, e.g., to mix toxic, acid or in
other respects hazardous chemicals. Vane-type vortex generators can enhance
the turbulence mixing, which is generally very ecient [38]. In heat transfer
applications, their main function is to advect low temperature uid towards a
hot surface in order to cool the surface down and to transport the hot uid
away from the wall. In this way, cool uid will continuously be supplied to the
heated wall, keeping the surface temperature under control. This application
might, e.g., be of interest in heat exchangers.
Vortex generators have the advantage of being eective, cost-eective and
simple to set up and manufacture, which is why they are generally the primary
option in trying to control ow separation. Even though vortex generators
are commonly employed, their eect on the ow is not yet fully understood.
The common practice in engineering applications is to nd one conguration
of vortex generators that works optimally, or at least well, in the most critical
stages of application, without knowing or dealing with their eect on the ow
in all of the remaining phases. Vortex generators have many degrees of freedom
in the form of geometrical parameters such as general shape, height, length and
angle to the main ow direction as well as the chord wise position and span
wise spacing. It can therefore be tedious and costly to nd the optimal device
conguration for every new product empirically and therefore manufacturers
tend to be conservative in their choice of products and aerodynamic devices.
If one can better understand the physics of how vortex generators mix high
momentum uid into the boundary layer, it could be possible to optimize the
eect of the devices in a faster and less expensive manner.
The scope of the present work is to investigate the physics of the ow
actuated by vortex generators, due to their common application on wind tur-
bine blades and other aerodynamic applications. Vortex generators can have
virtually any shape, but are most commonly rectangular or triangular vanes.
In this thesis, only these two device geometries are therefore considered. The
device height can also vary substantially, usually ranging from the boundary
layer thickness or even beyond, to a fraction of it. The eects of actuators of
various heights have been investigated with emphasis on devices of boundary
layer height due to their common application and modest interaction with the
wall bounded ow, facilitating the study of their physics.
Chapter 2
Previous Work
The theory of vortex dynamics can be traced back to Helmholtz [55], who de-
veloped the theory for straight parallel vortex laments in the midst of the 19th
century. The vortices treated in this thesis have a nite core with a non-uniform
vorticity distribution across. They can be formally treated as wing tip vortices
emerged in wall-bounded ow. In accordance with [109], one must account for
the possible disturbance of the mirror vortex resulting from the presence of the
wall. Let us start by discussing free vortices and then approach the case of
vortices submerged in wall-bounded ow.
For three-dimensional uniform vortex pairs without axial ow, there ex-
ist two commonly observed outcomes. If the vortices are counter-rotating, the
vortices can be subject to long-wave Crow instability or short-wave elliptic in-
stabilities. The Crow instability is an inviscid long-wave co-operative line-vortex
instability [25, 121]. This is most commonly observed behind large aircraft in
operation when the wingtip vortices interact with the wakes of the engines. This
instability typically undergoes the following stages, see gure 2.1. The vortices
interact by amplifying initial (sinusoidal) perturbations in each other. These
perturbations grow through interaction from one vortex on another and self
induction. Eventually, this instability leads to the formation of vortex loops.
Analysis similar to that of Crow was developed for vortices in liquid Helium II
by Raja Gopal [112, 113] and attempts to calculate the three-dimensional insta-
bility of the von Karman vortex street (a staggered double row of vortices) were
made by Schlayer [122] and Rosenhead [119]. Short-wavelength elliptic insta-
bilities are usually found in vortex pairs of high characteristic ratio at low and
high Reynolds numbers. In an experimental study, Leweke and Williamson [70]
studied the cooperative short-wavelength elliptic instability of a freely devel-
oping counter-rotating vortex pair. Some pictures from this paper illustrating
visualizations of these short-wavelength instabilities in a vortex pair evolution
coupled with long-wavelength Crow instabilities are displayed in gure 2.2.
On the other hand, if the vortices are co-rotating the vortices will either
rotate about their common center of mass or, if the characteristic size of the vor-
tex core exceeds a certain fraction of their separation distance, the two vortices
do not remain separated, but merge into one single vortex. Previous work has
mainly comprised constant vorticity patches [28, 29, 102, 120, 149]. However,
experimentally observed vortices usually have a non-uniform vorticity distribu-
tion across the vortex core. This has, e.g., been observed in two-dimensional
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Figure 2.1: Visualization of long-wavelength instabilities in vortex pair evolu-
tion. The pictures were obtained from the ocial web-page of Cornell University
www:mae:cornell:edu=fdrl=research=long_wave:jpg.
9Figure 2.2: Visualization of combined long- and short-wavelength instabilities
in vortex pair evolution The gure was obtained from Leweke and Williamson
[70].
turbulence, where the vorticity distribution is better approximated by Lamb-
Oseen vortices having a Gaussian vorticity prole [61]. A merging criterion for
a pair of equal two-dimensional co-rotating vortices was found theoretically by
[120], where critical values for the onset of merging were found from a stability
analysis. This theoretical study was later supported experimentally and nu-
merically by Meunier et al. [91]. The highly nonlinear process of merging of a
vortex pair has been analyzed numerically [90] and analytically [3]. Dritschel
[28] posed that the process of merging can be perceived as an instability of a
pair of vortices.
Lamb [67] studied the two-dimensional dynamics of point vortices in ground
eect. Much experimental work has since been carried out describing embed-
ded vortices in wall-bounded ow using single point measurements; see, e.g.,
[89, 106, 124, 125]. For a deeper understanding and the optimization of the
eect of vortex generators, three-dimensional instantaneous realizations of the
ow structures can provide valuable information. Particle Image Velocimetry
(PIV) and Stereoscopic PIV (SPIV) have become increasingly popular due to
their abilities to provide instantaneous realizations of all three velocity compo-
nents in a plane [52, 143, 144, 146]. It has also recently become possible to carry
out experimental studies using more complex techniques such as time-resolved
tomographic PIV, which has also been applied to vortex generator induced ow
[42].
Many studies have presented nominal guidelines for optimizing the eect
of forced mixing for vortex generators of varying geometries under dierent ow
conditions, [52, 56, 107, 124, 133, 150]. Further, the contribution of Lin [76] and
Rao and Kariya [114] provide nice reviews on experimental and computational
studies of low-prole, a.k.a. submerged, vortex generators. Some of the studies
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showed that such devices, much smaller than the boundary layer thickness (
0:1), still can be fairly ecient, while reducing the parasitic drag. However,
such devices must be placed fairly close to the location of separation. Therefore,
larger devices might be more suitable in many applications such as over curved
surfaces without protrusions (e.g., airfoils), where one typically does not have a
xed position of separation.
Streamwise vortices embedded in turbulent boundary layers is a common
phenomenon and is seen, e.g., in the treatment of free organized structures
(see, e.g., [117, 101, 62, 2] and references therein), Görtler vortices in bound-
ary layers over walls of streamwise concave curvature (see [53]), corner vortices
with an axial velocity component, vortex rings near walls and as roll-up or
horseshoe vortices folding around objects attached to a wall [2]. Longitudinal
vortices imposed using passive devices such as vortex generators might act as
to enhance and interact with these pre-existing naturally occurring longitudinal
vortex structures in the boundary layer, thus aiding in the exchange of momen-
tum between the boundary layer and the outer ow. How the actuating devices
interact with the coherent structures of the boundary layer, if at all, is not fully
understood at this point.
Attempts have been made to correctly characterize vortex generator ac-
tuated vortices for device heights comparable to the boundary layer thickness
[77, 127, 157]. Some take into account or observe the Lamb-Oseen vortex struc-
ture of the secondary velocities. However, the non-uniform axial velocity com-
ponent uz commonly observed across the vortex core has previously never been
properly explained except as a velocity decit. In the present work, the ow
structures downstream of vortex generators have been analyzed in order to gain
insight into the physical processes of the ow to increase the predictability and
simplify the optimization of their eect (cf., [143, 144, 146]). Generic exper-
iments at low Reynolds numbers have shown that the vortices possess helical
symmetry of the vorticity and therefore can be modeled by relatively simple
equations provided that the helical pitch and convection velocities of the vor-
tices are known [146]. Since the velocity formulation used to determine helical
symmetry of the vortex is linear, one can apply averaging in both space and
time; < uz >=< u0 >  < ur=l >, where <> indicates averaging. uz and
u are the axial and azimuthal velocities, respectively and u0 is the convection
velocity of the vortex. r is the radial coordinate and l is the helical pitch. This
enables the neglection of, e.g., turbulent pulsations, positional variations of the
vortex in time or variations across the azimuthal coordinate . If the averaged
data can fulll the averaged velocity formulation, then one has found helical
symmetry of the vortex in that averaged sense.
Chapter 3
Current Investigations
3.1 Objective
The objective of this PhD project is to design and perform suitable experiments
to investigate the ow structures actuated by vortex generators as well as in-
vestigating their eect on separation. Stereoscopic Particle Image Velocimetry
(SPIV), Hot-Wire Anemometry (HWA) and Laser Doppler Anemometry (LDA)
ow measurements have been analyzed in terms of time averaged statistics and
dynamical analysis. In order to evaluate the induced eect of the vortex gener-
ators, both incident and actuated ow have been measured. A two-dimensional
model for the mean induced eect of the vortices has been produced and the in-
vestigation of the three-dimensional downstream evolution is planned, for which
measurements and some analysis have already been carried out. Important all-
embracing and intermediate goals in the project have been:
 Design and construction of the experimental facility. In particular the
test section, to obtain better optical access. Further, vibrations from the
fan have been isolated so that they do not reach the test section and the
fan has been replaced and relocated from the second to the third bend
upstream of the test section.
 Detailed PIV measurements of the incident ow and with several congu-
rations of actuated ow in generic experiments at low Reynolds numbers,
involving the following intermediate goals:
 Experimental investigation of a single vortex generator on a plane
wall, with a variable angle of attack to the oncoming ow. In an
analysis of the data and characterization of the vortices from ensem-
ble averaged statistics, the vortices have been found to possess helical
symmetry, enabling the construction of a two-dimensional model for
the vortex structures.
 Experimental investigation of the induced eect of a cascade of vortex
generators situated in a fashion producing counter-rotating vortices
on a circular sector (bump). The impact of the actuators on sepa-
ration has been investigated as well as the downstream evolution of
the helical parameters of the actuator induced vortices, showing an
abrupt transition at the trailing edge of the bump.
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 The results have been collected and will eventually be published in a
database.
 Measuring the eect of vortex generators at higher Reynolds numbers in a
setting more realistic to most applications in the newly built LM Glasber
wind tunnel using SPIV.
 Detection of the characteristic macro mixing ow patterns as seen
in the generic experiments performed on the actuator cascade on the
bump, indicating that the same type of ow process is active at these
high Reynolds numbers. This also suggests that it is plausible that
helical symmetry of the vortex generator actuated vortices persists
at higher Reynolds numbers that are more common to many engi-
neering applications, however, this can not be conrmed from the
measurements.
 HWA and LDA measurements have been performed in the generic exper-
imental setup. The inlet has been characterized using both HWA and
LDA. However, for practical purposes, the HWA results are the ones pri-
marily presented. Further, some dynamical analysis of the ow has been
conducted with the aid of power spectra. Some intermediate steps in this
work comprise:
 Application of an existing theory for the correct representation of an
unbiased and unaliased power spectral estimator for LDA data, see
George [46] and Buchhave [19].
 As a consequence of the work of evaluating power spectra from LDA
data, a method for noise removal in spectra and correlations has been
developed.
 Further, spectra obtained using commonly applied interpolation and
resampling methods have been analyzed. The results show that these
methods perform poorly when the average data rate of the LDA is
low compared to the smallest scales of the ow. At high average
data rates, the methods perform better, but can still not resolve the
spectrum at the highest frequencies of the bandwidth.
3.2 Method and delimitations
SPIV was chosen for measuring the ow in all of the experimental setups, pri-
marily due to its ability to capture instantaneous realizations of the ow in a
plane. The measurement planes were always chosen perpendicular to the main
ow direction, due to the assumption of symmetry of the vortices in these planes.
By varying the downstream position of the measurement plane, it is possible to
study the streamwise evolution of the vortices.
SPIV is an expansion of the PIV measurement technique, employing two
cameras at dierent viewing angles to the measurement plane to capture the
velocity component directed out of the plane, which otherwise would have been
projected onto the in-plane components. In order for the two cameras to rec-
ognize a common coordinate system in the object plane, which should ideally
coincide with the laser sheets, a calibration procedure is performed. A target
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with a well dened pattern with an origin and coordinate axes is placed in the
center of the laser sheet and traversed throughout its whole depth. For a num-
ber of well-dened positions, images of the target is recorded by both cameras.
This information is incorporated to construct a mapping function between the
image and object planes, enabling reconstruction of the 3 component velocity
eld from the planar images obtained for each camera.
In recent years, it has been shown that the systematic errors that arise
from the calibration target not coinciding with the center of the laser sheet can
potentially have tremendous impact on the velocity vectors obtained after re-
constructing the three-component velocity eld [24, 111, 154, 155]. Figure 3.1
displays a sketch showing how these disparities arise for a simple translation of
the light sheet relative to the calibration target. If the position of the calibration
target is not identical with that of the center of the light sheet, the imaged areas
of the cameras will not concur. An illustrative and highly relevant example is
when performing measurements on a wing tip vortex; For signicant disparity,
the vortex centers seen by each camera will appear at dierent positions in the
coordinate system provided by the calibration, yielding a distorted vortex or
maybe even two separate vortices after reconstruction of the three-component
velocity vector map [111]. The misalignment between the calibration target
and the laser sheet can be estimated by the construction of so-called dispar-
ity maps [155]; Two simultaneously recorded single-exposure PIV images from
each camera are mapped onto the object plane using the mapping function ob-
tained through the calibration images. Cross-correlating these images, a vector
eld will result, providing a measure of the misalignment residual across the
measurement plane [24].
Due to the nite thickness of the laser sheet and the viewing angles of the
cameras to it, the particle pattern in an interrogation area will not look the
same to both cameras. This is due to the particle distribution throughout the
thickness of the light sheet, which yields dierent views from dierent viewing
angles, see gure 3.2. If the laser sheet is thick, this eect might result in weak
correlations, in particular if two or more particles reside on an axis symmetrical
to the optical axis to one of the camera lenses. This will cause the particles to be
visible to one camera, while the other one portrays them as one single particle
since the other particles are imaged in the same position. It is therefore advan-
tageous to study an ensemble average of the disparities to quantify and remove
the eect of these ambiguities. Averaging the correlation planes obtained from
cross-correlating the images of the two cameras obtained from the same laser
pulse will yield an average correlation peak with the shape of an elliptic ridge,
from which the disparity can be found. This correlation peak further provides
information about the thickness of the light sheet of the pulse under considera-
tion. Conducting this for both laser pulses, one can from the correlation peaks
obtain information about the relative positions of the two laser sheets [154]. By
simple triangulation, the corresponding point at the center of the light sheet can
be deduced. The position of the center of the light sheet is found by tting a
plane through the points obtained for all interrogation areas. Thereby, one can
nd the mapping functions to correct the calibration to the actual positions of
each laser plane. It might be necessary to iterate the procedure a few times to
reach convergence. This method is well described in [154]. One should there-
fore, if possible, perform the correction by averaging the correlation functions
of each interrogation area instead of the disparity vector maps. This procedure
14 CHAPTER 3. CURRENT INVESTIGATIONS
Figure 3.1: Sketch showing the eect of having non-overlapping laser sheet and
calibration target by a translation z. The misalignment results in a disparity
between the imaged areas.
Figure 3.2: A light sheet of nite thickness with particles dispersed throughout
its depth will result in dierent particle patterns for the same interrogation
area as seen by cameras viewing the same area from dierent directions. In the
example above, two particles clearly distinguished from one angle will appear
as a single particle to the other camera.
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provides more information, since it retains all of the necessary information in the
measurements, and removes the ambiguity of the particle position throughout
the depth of the laser sheet [111, 154].
It has also been shown that misalignment errors can inuence measured
turbulence statistics unless the interrogation area is small compared to the local
Taylor microscale [148]. The increase in the apparent turbulence mean square of
the velocity is proportional to the mean square of the misalignment and inversely
proportional to the square of the Taylor microscale. Hence, it is benecial if
the Taylor microscale exceeds the misalignment and it can be devastating if the
misalignment is larger.
In all investigations presented in this work, it has been strived to fulll
the guidelines of Keane and Adrian [65] to obtain optimal accuracy of the SPIV
measurements, yielding a measurement accuracy of optimally about 0:1 pixel.
 Image density, NI  15
 Out-of-plane displacements, jwjt=z0 < 0:25
 Spatial gradients, M jujt=dI < 0:05
Here dI denotes the interrogation area (IA) side length, z0 the laser sheet
thickness and M the magnication factor. For more detailed descriptions and
guides to both the theoretical and practical aspects of PIV, please consult Rael
et al. [111] and Westerweel [151].
3.2.1 Generic experiments
For the generic experiments, a low Reynolds number wind tunnel was provided
with a test section of cross sectional area 0.60.3 m2. The optimal operating
velocity of the wind tunnel was about 1 m/s. The ow at the inlet of the test
section and the ow over a circular sector (bump) in this wind tunnel before its
reconstruction was previously characterized by Schmidt [123].
Testing of vortex generators on real airfoils is expensive and dicult. It
requires large ow facilities and/or high ow speeds to obtain high Reynolds
numbers to generate turbulent boundary layers on the airfoil. Furthermore,
transition to turbulence in the boundary layer is a complicated process that
introduces additional uncertainty to the experiment and the spatial resolution of
the available measurement techniques is very poor at these small ow scales. For
these reasons and due to the limitations in equipment and wind tunnel facilities,
an experiment is proposed that creates similar ow conditions for the vortex
generators as they experience on a real airfoil. A turbulent boundary layer is
formed on the test section walls, tripped by a turbulent free stream created
at the inlet by a turbulence generating grid. This provides a relatively thick
turbulent boundary layer, which makes it easier to resolve the vortex generator
actuated ow structures. One should be aware that at this low Reynolds number
(Reh  1 700 based on a vortex generator height of h = 25 mm), the log-law
region does not appear in the boundary layer. This has been conrmed from
investigations of the data of Schmidt [123]. The incident and actuated ow will
scale with the boundary layer and can therefore advantageously be measured
and resolved, however, in a not very realistic ow.
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For the investigation of the structure of the vortices, a single vortex gen-
erator with a variable angle of attack to the incoming ow was placed on the
plane test section wall. In the investigations of the separation control abilities
of the vortex generators, a bump was mounted on the test section wall, creating
a pressure distribution leading to ow separation similar to the conditions of a
real airfoil. In this study a cascade of actuators were positioned on the bump,
generating counter-rotating vortices.
A turbulent boundary layer was deliberately chosen because of the ap-
plicability and in order to obtain a fuller velocity prole. This facilitates the
study of the vortices, since it yields an almost uniform velocity prole in the
area of interest and hence, the boundary layer velocity gradient does not im-
pose as much on the ow in the region where the vortex resides. Further, the
current investigations have shown that the vortices are stable despite the turbu-
lent pulsations. Laminar boundary layers are sensitive and can be subjected to
transition, especially when encountering the vortex generators which are renown
to trigger transition. Also, there are to the knowledge of the author none, or
at least not many, interesting applications using vortex generators in laminar
boundary layer ows. One should also stress that it is plausible that the re-
sults regarding helical symmetry of the vortices also hold for laminar ow, since
they display this behavior for turbulent ow which contains more and stronger
perturbations.
High intensity laser light reections, harmful to the sensitive CCD camera
sensors, is a fundamental problem for most PIV applications near walls and
other surfaces. The light budget of these reections is typically high compared
to the sought for signal (i.e., scattering of seeding particles). Hence, the presence
of surfaces often leads to aggravation of the particle images, i.e., signal quality,
since one has to reduce the amount of light from the laser suciently for the
reections not to damage the sensors of the cameras. In order to avoid these
harmful reections from reaching the CCD sensors of the cameras, Rhodamine
6G mixed with mat varnish was applied to all reecting surfaces. Rhodamine
6G is a uorescent dye, which shifts the wavelength of the laser light through
absorption and re-emission. The cameras were equipped with bandpass lters
admitting wavelengths corresponding to about that of the laser light. In this
way, the detection of the scattering of the particles was virtually unaected,
while harmful reections were substantially reduced. This technique facilitated
measurements close to the test section walls as well as very close up onto the
vortex generators.
The disparity due to misalignment between the center of the light sheet
and the calibration target found in these investigations, typically around 0.05
pixels, were always smaller than the optimal measurement accuracy of the PIV
system (0.1 pixels). No calibration correction was therefore applied for these
measurements. The Taylor microscale was estimated to f  9mm from LDA
measurements of time series at a position 270mm downstream if the inlet at the
center of the cross-section of the test section [123]. It was thus possible to align
the calibration target to the laser sheet with an accuracy signicantly smaller
than the measured Taylor microscale. The Taylor microscale can, for purposes of
resolving gradients in the ow, be compared to the PIV interrogation area size,
which was approximately 1-2mm for all measurements under consideration. The
Taylor microscale will, of course, vary with distance from walls, but the above
numbers can nevertheless serve as a guide.
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HWA and LDA measurements were employed to study the dynamics of the
vortices. The power spectra are mainly of interest for the detection of dominant
frequencies from large scale uctuations (not constituting turbulence) such as
the oscillations of the device induced vortices, which would appear as relatively
distinct peaks in the spectra if the oscillations are periodic. The spectra obtained
from measurements taken downstream of the vortex generators were compared
to corresponding spectra from data acquired in the incident (uncontrolled) ow
in the same position as a reference. No distinct peaks were found, but rather
a smooth redistribution of the energy across most of the band width. This
is an indication of complex quasi-periodic or purely non-periodic oscillations.
This can be expected based on the discussion on long- and short-wavelength
instabilities in Chapter 2. Pre-existing characteristic spatial structures in the
incident ow might also have an eect on the dynamics of the vortices, which
is why these results should not be considered general. In previous work by
Ullum et al. [142] in the same wind tunnel prior to its redesign, it was found
from measurements that structures stemming from the grid produced an array
of interacting jets still detectable 562mm downstream of the inlet grid at a free
stream velocity of 1.2m/s. Because of these ambiguities, the dynamics of the
structures were not studied further.
Numerical simulations were not conducted by the author due to shortage
of time and the conditions under which the ow is constrained. Due to the ab-
sence of the inertial subrange, it is not feasible to model turbulent wall-bounded
ow at low Reynolds numbers [135]. This range is characterized by a constant
spectral ux which is equal to the dissipation and only appears at fairly high
Reynolds numbers. In LES, it is assumed that the ow exhibits an inertial
subrange, independently of Reynolds number, in order to obtain closure. The
one-dimensional spectra obtained by Mydlarski and Warhaft [94] from measure-
ments in a wind tunnel using an active grid showed strong Reynolds number
dependency. The most interesting feature of the results, however, was that
in spite of the relatively high Reynolds numbers, the spectra did not display
a k 5=3 range. In wall bounded ows, the implementation of LES becomes
even more dicult. Recent experiments performed using hot-wire rakes in a
boundary layer in a wind tunnel at a Reynolds number based on momentum
thickness of 20 000 have detected the inertial subrange [141]. However, even
at these high Reynolds numbers, the inertial subrange did not appear inside
y+ = yu=  445, but develops rapidly when exceeding about y+  890.
Therefore, it is silly to implement LES in the near wall region inside of y+ of at
least a couple of hundred in the generic experiments considered in this thesis. A
more thorough discussion on the need for an inertial subrange and in particular
the implications of wall-bounded ows in LES can be found in [48]. Further,
most current turbulence models as such are designed to simulate turbulence and
therefore cannot capture large scale motions like overturning of the boundary
layer as produced by vortex generators. Examples of this from applications can
be found in Chapter 6 and [143, 144]. Further, in order to be able to compare the
results of the measurements and computations, it is important to have spatially
and temporally coherent inlet boundary conditions for the simulations that cor-
respond to the ones in the experimental setup [47]. This can be achieved in a
quite realistic way using Proper Orthogonal Decomposition (POD) and Linear
Stochastic Estimation (LSE) based on measurement data, which was demon-
strated on measurements of a plane turbulent mixing layer [30]. This was not
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done in the current work, but should however be employed if ow simulations
are attempted in future studies.
The reason why the boundary layer thickness has been used as a measure
of the height of the vortex generators instead of, e.g., the momentum thickness
is not merely by convention; see, e.g., [52, 76]. Only one vortex generator size
was investigated in the generic experiments presented in this thesis. The un-
controlled boundary layer was tripped by a turbulent free stream, yielding a
very sharp streamwise average velocity gradient close to the wall. The vortex
generator height was of the order of the boundary layer thickness, hence the
incident average velocity prole in the region of the vortex displayed only small
gradients. The vortices thus operated in a region of the oncoming average veloc-
ity eld which was fairly constant across the wall normal coordinate. Therefore,
even though the determination of the boundary layer thickness is sensitive, the
eect of an inaccurate prediction is not very critical in this case.
3.2.2 Applied experiments (LM wind tunnel)
These measurements were performed in order to investigate the structure of the
device induced vortices in a more applied and realistic setting. The primary
objective was to check whether the vortices displayed the same characteristics
as the ones seen at low Reynolds numbers. Further, the study is an example of
how a vortex generator geometry can be optimized empirically.
Though the actuators were submerged, i.e., the device height is only a frac-
tion of the boundary layer thickness, very similar structures to those observed
in the generic experiments were found at all measured positions and Reynolds
numbers at an angle of attack corresponding to the maximum gliding ratio. This
indicates the presence of the same ow process, suggesting that it is plausible
that the vortices even under these conditions possess helical symmetry. This
could, however, not be conrmed or dismissed mainly for two reasons: First,
since the distances of the cameras to the measurement volume by necessity were
relatively large (1.5m) and the induced ow structures were of the order of
centimeters, it was dicult to obtain a good resolution of the measurements.
Teleconverters doubling the magnication were used, however, at the expense
of decreased light intensity from the scattering particles. Further, the depth of
focus was reduced substantially, providing tough conditions for obtaining sat-
isfactory focus across the CCD sensors of the cameras. Second, due to strong
reections from the actuators, measurements could not be performed very close
upstream where the vortices are generated. This decreases the probability for
detecting this kind of process, if present, due to the increased impact of turbu-
lent pulsations and viscous eects.
Due to the occurrence of vibrations in the wind tunnel test section at higher
free stream velocities, probably caused mainly by shedding from the airfoil, the
experiments were performed at Reynolds numbers well below the threshold for
noticeable vibrations. However, concerns still existed for transitional eects in
the boundary layer ow due to vibrations. The investigations were nevertheless
performed with the intention of detecting larger scale structures generated by
the device induced vortices.
These experiments posed much tougher conditions for the calibration ac-
curacy than the generic ones. Measurements were performed in spanwise planes
perpendicular to the airfoil surface. For dynamic range considerations due to
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the cross-ow arrangement, the laser sheets of the two pulses were deliberately
shifted relative to each other so that the second pulse was situated about 25% of
the laser sheet thickness farther downstream than the rst one. It was therefore
impossible to place the calibration target at the center of both light sheets at
the same time, which is hard enough to do even if the laser sheets are over-
lapping and identical to begin with. As a consequence, calibrations computed
directly using the Solo method [128], without correcting for the laser sheet
and calibration target not being parallel, will inevitably suer so-called dispar-
ity error [154]. The calibrations were performed as to span the entire light sheet
thickness at low laser intensities well with margin. The resulting disparity maps
displayed vectors corresponding to a domination of error due to a translational
shift of the calibration target in relation to the center of the laser light sheet,
which is expected since the calibration is performed for both light sheets which
are deliberately shifted. For precaution during the experiments, several calibra-
tions were performed spanning larger depths than were seemingly necessary at
the moment.
Calibration corrections for shifted pulses could not be performed by the
Dantec software, which only allowed for the correction of one laser pulse at
a time. This software thus requires perfect overlap of the light sheets, which
should also ideally be identical for the correction to be valid. If the beams of the
two laser cavities are not very carefully aligned and have similar intensity distri-
butions, the correction will only be valid for the laser pulse that is chosen in the
correction process. Since the laser pulses were deliberately shifted relative to
one another in order to increase the dynamic range, this option is far from opti-
mal for these measurements. In addition, performing this procedure manually is
not possible using the software at hand, since it does not allow the performance
of average correlation on images from separate cameras manually and does not
provide any numerical values associated with the correlation planes.
Instead, the DaVis 7.2 software was used to compute the disparity maps by
averaging the correlation planes as was described above. This software allowed
for the calibration correction to be applied to both laser pulses. Disparity maps
were constructed by cross-correlating simultaneously acquired images mapped
onto the object plane as described earlier. The disparity maps again displayed
vectors corresponding to a domination of error due to a translational shift of the
calibration target in relation to the center of the laser light sheet, as expected.
The disparity errors associated with the calibration are sometimes quite large
in the current measurements, typically of the order of 50% of the free stream
velocity.

Chapter 4
Outline of Thesis
The thesis is divided into ve main parts;
 Introduction
 Helicity of Vortex Structures
 Separation Control
 Dynamics of Embedded Vortices
 Summary and Future Work
Helicity of Vortex Structures mainly deals with the characterization of
the device generated vortices. A 2D model was constructed based on helical
symmetry of the vortex and all helical parameters were found to vary linearly
with the device angle of attack to the oncoming ow.
In Separation Control, investigations of the ability of separation control
of the vortex generators was studied. This was done in a generic study as
well as in a more applied one. The generic study also conrmed the helical
symmetry of the vortices for a cascade of actuators. This could not be done in
the applied measurements due to limitations in resolution and problems with
strong reections. However, both studies displayed the same basic ow patterns
of the actuated ow, suggesting that helical symmetry persists also at high
Reynolds numbers.
Dynamics of Embedded Vortices describes an investigation of the dy-
namics of the vortices. Time-series measurements were performed using HWA
at various positions downstream of one single actuator as well as a cascade of
vortex generators with corresponding measurements for the uncontrolled inci-
dent ow. Power spectra were estimated from these time-series, expecting a
distinct peak if the vortices oscillate periodically. None of the power spectra of
the controlled ows displayed this kind of peak, but rather imposed smooth dis-
tributions of energy across the high energies. It was therefore concluded that the
dynamics of the vortices is random or, at best, quasi-periodic. Further, the inlet
was characterized using both LDA and HWA measurements, though the HWA
measurements are mainly analyzed and shown due to practical reasons related
to computational time of producing power spectra from LDA measurements and
the high noise levels associated with them, see George [46] and Buchhave [19].
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Proles were measured across the height of the wind tunnel test section and
time series were recorded to detect large scale periodic structures. In comput-
ing power spectra from the LDA data, a burst-mode LDA spectral estimator,
derived by George [46] and Buchhave [19], is applied. As a spin-o, this project
led to the identication of the random noise component in spectra and correla-
tions, which is contained in the self-products and contains both noise and the
signal carrier variance. If the noise is white (frequency independent), it can
easily be identied and removed from spectra and correlations. In addition,
interpolation and resampling techniques applied to LDA data to obtain spectral
estimates were tested against power spectra from HWA data, showing that these
techniques can be applied only under very strict conditions of high data rates.
However, they still fail to resolve the highest frequencies of the ow. For low
data rates, the spectrum is buried in frequency dependent noise. This has been
predicted theoretically, see Adrian and Yao [1].
Summary and Future Work provides a summary of the work comprised
in this thesis and describes the continuation of the work being done. The down-
stream evolution of the vortices is investigated in an attempt to create a 3D
model of the vortices. In addition, suggestions are given for further work.
Most of the presented work has been conducted in collaboration with other
researchers. The respondent is the rst author of all of the papers that are pub-
lished or will be submitted for publication based on the material contained in
the thesis. In the short presentation of the chapters below, the division of the
work has been claried.
Chapter 5 This chapter comprises the foundation of the thesis and shows
that the structure of the device induced vortices is helical. This is a generic
experiment, performed at low Reynolds number (Re = 2600 based on the inlet
grid mesh size L = 0:039 m and free stream velocity U1 = 1:0 ms 1). All of
the experimental work and analysis presented was performed by the respondent.
The interpretation of the data and the development of the 2D vortex model was
performed in conjunction with both Martin O. L. Hansen and Valery L. Okulov.
Chapter 6 This chapter treats the eect of the vortex generators in terms of
separation control. A cascade of rectangular and triangular vortex generators
mounted as to produce counter-rotating vortices were tested on a cylindrical
sector. The downstream development of these vortices was studied, showing
that the actuators are successful in delaying separation. This particular anal-
ysis has been simplied in the sense that the ow is analyzed in a spanwise
averaged sense, even though the ow is highly three-dimensional. The LES ow
simulations were able to capture the vortical motions to some extent, but could
not be used for direct comparison with the measurements due to the deviating
inlet conditions from the true one, the slight dierence in congurations and
shortcomings of the method in low Reynolds number wall-bounded ow; see,
e.g., George and Tutkun [48]. Further, the downstream evolution of the helical
parameters of the vortices was studied, displaying an abrupt transition at the
trailing edge of the bump to a dierent state. All of the experimental work was
performed by the respondent. The planning of the experiments and the analysis
was performed by the respondent and Martin O. L. Hansen with emphasis on
the respondent. The simulations were performed by Dalibor Cavar.
23
Chapter 7 In this chapter, it is shown that the basic structure of the actuated
ow observed in Chapter 6 persists at higher Reynolds numbers more common to
most vortex generator applications, suggesting that the helical structure prevails
also under these conditions. Further, the vortex generators displayed a large
eect on the axial velocity prole on an airfoil in stall, eciently counteracting
separation. The experimental planning was done by the respondent, Martin O.
L. Hansen and Knud Erik Meyer, with emphasis on the respondent who also
mainly conducted the experiments. The analysis and interpretation of the data
was done by the respondent and Martin O. L. Hansen, with emphasis on the
respondent.
Chapter 8 This chapter describes the experimental studies performed to in-
vestigate the dynamics of the vortex generator induced vortices as well as char-
acterization of the inlet of the wind tunnel used in the studies in Chapters 5
and 6. Time series of two-component hot-wire measurements were performed.
Initially, LDA measurements had been performed for this purpose, but were
abandoned due to the supremacy of the HW measurements in terms of process-
ability of data both time- and computerpowerwise as well as the substantially
lower spectral noise oor. The spectra of the measurements conducted behind
the vortex generators showed no distinct peak, suggesting that the vortices have
at best quasi-periodic dynamics. All of the work in this chapter was conducted
by the respondent.
Chapter 9 A method was developed for the removal of the eect of the random
noise component in autospectra and autocorrelations. The total eect of the
random noise is always contained in the self-products. In autocorrelations, the
random noise is conned to the origin, since it is uncorrelated with itself for
all time lags except zero, where it is fully correlated. This noise spike at the
origin is transformed into white, band-width limited noise in the corresponding
autospectrum. The noise can be removed by excluding the self-products in
the spectral estimator and osetting the spectrum so that the high frequency
asymptote is zero, compensating for the subtracted energy corresponding to the
signal carrier variance lost in the process of subtracting the trace. The analogous
action for the autocorrelation is to make a parabolic tting around the origin
to obtain the signal carrier variance. The development of the novel theory was
mainly performed by the respondent, but to some extent in collaboration with
William K. George and Murat Tutkun. The experimental data was provided by
Murat Tutkun.
Chapter 10 This chapter contains an overview of some basic and advanced
signal processing aspects needed to continue the discussion on burst-mode LDA
spectra. In particular, the section treating random sampling is of interest for
the continuation. Further, concepts like variability and random noise impact on
random sampling spectral estimators are addressed. The eects of windowing
and aliasing on randomly sampled data are briey discussed.
Chapter 11 A correct, unbiased and unaliased spectral estimator, derived by
[46], is applied for the rst time and is for two dierent data sets compared
to corresponding hot-wire spectra. These burst-mode LDA spectra show good
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concurrency with the corresponding HWA spectra. Despite the random sam-
pling provided by the LDA measurements, aliasing peaks were detected in the
data sets used, found to be related to the precision of the stored measurement
data and the limitations in temporal resolution due to the nite size of the mea-
suring volume, respectively. The analysis was conducted by the respondent and
William K. George, with emphasis on the respondent. The experimental data
was provided by Bettina Frohnapfel and Holger Nobach.
Chapter 12 Commonly employed techniques for spectral estimation of LDA
data by interpolation and uniform resampling are investigated and compared to
power spectra based on HWA data. The eects of applying two kinds of tech-
niques are evaluated in this chapter; sample-and-hold and linear interpolation
and resampling. The eectiveness of the techniques strongly depends on the
average data rate of the LDA measurements at acquisition. At low data rates,
the sample-and-hold spectrum will be dominated by noise that falls of as f 2,
burying the true signal. For the linear interpolation and resampling technique,
the spectrum falls o even faster. If the data rates are high enough to resolve
the smallest scales, which is rarely satised due to practical reasons, the re-
sulting spectral estimates from both methods will predict the power spectrum
correctly across most of the bandwidth, with the exception of the very highest
frequencies. The analysis was conducted by the respondent and William K.
George, with emphasis on the respondent. The experimental data was provided
by Bettina Frohnapfel and Holger Nobach.
Part II
Helicity of Vortex Structures

Chapter 5
Helical Structure of
Longitudinal Embedded
Vortex
Embedded vortices in turbulent wall-bounded ow over a at plate, generated
by a passive rectangular vane-type vortex generator with variable angle  to
the incoming ow in a low-Reynolds-number ow (Re= 2 600 based on the inlet
grid mesh size L= 0.039 m and free stream velocity U1 = 1.0 m s 1), have
been studied with respect to helical symmetry. The studies were carried out
in a low-speed closed-circuit wind tunnel utilizing Stereoscopic Particle Image
Velocimetry (SPIV). The vortices have been shown to possess helical symmetry,
allowing the ow to be described in a simple fashion. Iso-contour maps of
axial vorticity revealed a dominant primary vortex and a weaker secondary one
for 20    40. For angles outside this range, the helical symmetry was
impaired due to the emergence of additional ow eects. A model describing
the ow has been utilized, showing strong concurrence with the measurements,
even though the model is decoupled from external ow processes that could
perturb the helical symmetry. The pitch, the vortex core size, the circulation
and the advection velocity of the vortex all vary linearly with the device angle
. This is important for ow control, since one thereby can determine the axial
velocity induced by the helical vortex as well as the swirl redistributing the axial
velocity component for a given device angle . This also simplies theoretical
studies, e.g., to understand and predict the stability of the vortex and to model
the ow numerically.
5.1 Introduction
Longitudinal vortices are often generated for the purpose of separation con-
trol and mixing using passive devices called vortex generators. A vortex gen-
erator is similar to a wing with a small aspect ratio mounted normally to a
surface with an angle of incidence to the oncoming ow. It is designed to over-
turn the boundary layer ow via large-scale motions, thereby redistributing the
streamwise momentum in the boundary layer, which aids in preventing sepa-
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ration. Vortex generators were formally introduced by Taylor [131] as an aid
in suppressing separation in diusers. Many studies have presented (nominal)
guidelines for optimizing the eect of forced mixing for these passive devices
for varying geometries and ow conditions (see, e.g., [52], [107], [124]). Fur-
ther, a review on low-prole vortex generators was written by Lin [76]. The
applicability of controlled near-wall vortices in engineering is vast, since vor-
tices can transport both heat and momentum, aiding in cooling or re-energizing
the lowest part of the boundary layer. Being able to control/optimize param-
eters such as the strength and size of the longitudinal vortices to the existing
ow setting is highly desired and it is therefore of interest to develop theories
and models which can predict and describe these. Some models have been pro-
posed in order to describe the ow, both theoretically (see, e.g., [127]) as well
as computationally (see, e.g., [77, 157]). The model of [127] predicts the ow
eld induced by low-prole triangular vanes (extending approximately to the
logarithmic region of the boundary layer) in a zero pressure gradient boundary
layer. The method modies the governing equations based on the scales of the
geometry and the oncoming ow. Good agreement is found with experiments;
however, this model only treats low-prole devices extending to a fraction of the
boundary layer height. Having a similar geometric conguration, Liu et al. [77]
introduced vortices numerically using body forces and utilized the fact that the
azimuthal velocity distribution of the device-induced vortices is similar to that
of Lamb-Oseen vortices. The non-uniform axial component was obtained by
introducing a Gaussian distributed streamwise force component. However, this
was merely introduced and never motivated more than on a purely empirical
basis to compensate for the momentum decit in the wake of the device.
The main objective of this work is the experimental investigation of device-
generated vortices to dene helical vortex structures in wall-bounded ow and
to create a new model which more correctly can describe the vortex ow. Pre-
viously, a lot of experimental work was conducted describing embedded vortices
in boundary layer ows using single point measurement techniques; see, e.g.,
[124, 125]. However, the development of Stereoscopic Particle Image Velocime-
try (SPIV) allows non-intrusive instantaneous measurement realizations of the
ow in a plane and is the predominating measurement technique for these in-
vestigations today; see, e.g., [52, 144]. SPIV measurements in spanwise planes
downstream of a single rectangular vortex generator on a at plate have been
conducted and investigated. This conguration is subject to a parametric study,
investigating the eect on the helical vortex when varying the angle of the ac-
tuating device to the oncoming ow. A turbulent boundary layer prole was
considered suitable due to a fuller velocity prole. This also makes the results
applicable to ows at more realistic Reynolds numbers. The turbulence level
was generated using an inlet grid to yield a high enough turbulence intensity to
obtain a turbulent boundary layer prole. Results show that the vortex gener-
ator gives rise to longitudinal vortices that possess helical symmetry. A simple
theoretical ow model is put forward based on the hypothesis of helical sym-
metry of the generated vortices and the Gaussian distribution of the vorticity
eld. The axial and azimuthal vorticity components are coupled according to
the denition for helical symmetry of vorticity elds; !r = 0 and !=!z = r=l,
where l represents the helical pitch (see gure 5.1b). uz and u are the axial
and azimuthal velocities, respectively. u0 is the convection velocity of the vortex
and r is the radial coordinate. Even though the vortex generators operated in a
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turbulent boundary layer, yielding relatively large perturbations, the vortex was
observed to be stable in the experiments. Since the velocity formulation used
to determine helical symmetry of the vortex is linear, one can apply averaging
in both space and time; < uz >=< u0 >  < ur=l >, where <> indicates
averaging. This enables the neglection of, e.g., turbulent pulsations, positional
variations of the vortex in time or variations across the azimuthal coordinate .
If the averaged data can fulll the averaged velocity formulation, then one has
found helical symmetry of the vortex in that averaged sense. None of the previ-
ous work has dealt with the helical symmetry of embedded longitudinal vortices
and specically, the longitudinal vortices generated by vortex generators have
not previously been known to possess helical symmetry.
5.2 Experimental setup and arrangement
Consider the test section setup in gure 5.2. The measurements were carried out
in a closed-circuit wind tunnel with an 8:1 contraction ratio and a test section
of cross-sectional area 300 600 mm with length 2 m. At the inlet of the test
section, a turbulence-generating grid with mesh length 39 mm was situated.
The test section had optical access through the top and bottom walls as well as
through the sidewall opposite to the wall with the attached vortex generator.
The coordinate system is dened in gure 5.2. z is the axial ow direction, y is
the wall-normal direction and x is the spanwise direction.
The experiments were conducted at free stream velocity U1 = 1.0 m s 1.
The wind tunnel speed was obtained by measuring the pressure drop across an
orice plate. The turbulence intensity at the inlet from laser doppler anemom-
etry (LDA) measurements has been found to be 13%. The boundary layer
thickness at the position of the vortex generator has been estimated from LDA
measurements to be approximately V G = 25 mm. The actuator, as seen in g-
ure 5.2 and in a schematic with a view from above in gure 5.3, is a rectangular
vane of the same height as the local boundary layer thickness, h = V G, with
a length of 2h. The vortex generator was positioned on a vertical wall in the
center of the test section with its trailing edge 750 mm downstream of the inlet
grid when it is at zero angle to the mean ow. In order to easily and accurately
alter the device angle, the vortex generator was attached to a pin which could
be accessed from outside the test section through a hole in the test section wall.
This pin was in turn attached to a pointer arm placed over a protractor indicat-
ing the relative angle of the actuator to the mean ow direction. The protractor
had a radius of 200 mm and grading for integer values of each degree. The
device angle of incidence  could therefore be determined with a relatively high
accuracy. The measurements were conducted in a spanwise plane, with plane
normal parallel to the test section walls, positioned ve device heights down-
stream of the vortex generator. The measurement plane has been indicated by
a dashed line in gure 5.2. Measurements were conducted for 5    85
with 5 angle spacings.
The SPIV equipment was mounted on a rigid stand and included a dou-
ble cavity NewWave Solo 120XT Nd-YAG laser (wavelength 532 nm) capable
of delivering light pulses of 120 mJ. The pulse width, i.e., the duration of each
illumination pulse, was 10 ns. The light-sheet thickness at the measurement
position was 2 mm and was created using a combination of a spherical convex
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Figure 5.1: Sketch of vorticity eld and induced velocity prole by Lamb-Oseen
vortex with rectilinear vortex lines (a) and Batchelor vortex with helical struc-
ture of vortex lines (b).
Figure 5.2: Schematic illustration of the experimental set-up and device geom-
etry. The large arrow to the left indicates the main ow direction and  the
device angle. The measurement plane in the laser sheet has been indicated by
dashed lines.
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Figure 5.3: Schematic illustration of the vortex generator as seen from above.
The variable angle  of the vortex generator to the oncoming ow (z-direction)
is indicated in the gure.
and a cylindrical concave lens. The equipment also included two Dantec Dy-
namics HiSense MkII cameras (1344 1024 pixels) equipped with 60 mm lenses
and lters designed to only pass light with wavelengths close to that of the laser
light. Both cameras were mounted on Scheimpug angle adjustable mountings.
The seeding, consisting of DEHS (di-ethyl-hexyl-sebacin-esther) droplets with
a diameter of 23 m, was added to the ow downstream of the test section in
the closed-circuit wind tunnel in order to facilitate a homogeneous distribution
of the particles before they enter the test section. The laser was placed above
the test section, illuminating a plane normal to the test section walls (see gure
5.2). The two cameras were placed in the forward scattering direction. The an-
gle of each respective camera to the laser sheet was 45. The f -numbers of the
cameras were set to 2.8, yielding a depth of eld which is small but sucient
to cover the thickness of the laser sheet and keeping all illuminated particles
in focus while still attaining sucient scattered light from the tracer particles.
In order to avoid reections from the wall and the vortex generator within the
wavelength band of the camera lters, these areas were treated with a uores-
cent dye, Rhodamine 6G, mixed with matt varnish to obtain a smooth surface
and to ensure that the dye stayed attached. This technique is further described
in [144] and section 6.2.7 in Chapter 6.
A calibration target was aligned with the laser sheet. This target had a
well-dened pattern, which could be registered by the two cameras to obtain the
geometrical information required for reconstructing the velocity vectors received
from each camera to obtain a full description of all three velocity components
in the plane. Calibration images were recorded with both cameras at ve well-
dened streamwise positions throughout the depth of the laser sheet in order
to capture the out-of-plane component in the reconstructed coordinate system
of the measurement plane under consideration [128]. A linear transform was
applied to these images for each camera to perform the reconstruction. This
procedure was executed both previous to and after the conduction of the mea-
surements to ensure that no drift had occurred. The images were processed
using Dantec DynamicStudio software version 2.0. Adaptive correlation was
applied using renement with an interrogation area size of 32 32 pixels. Local
median validation was used in the immediate vicinity of each interrogation area
to remove spurious vectors between each renement step. The overlap between
interrogation areas was 50%. For each measurement position, 500 realizations
were acquired. The recording of image maps was done with an acquisition rate
of 1.0 Hz, ensuring statistically independent realizations based on the convection
velocity U1 = 1.0 m s 1 and the mesh size d = 0.039 m, yielding a time scale
of t = d/U1 = 0.039 s. The velocity vector maps contain 73  61 vectors. The
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linear dimensions of the interrogation areas (x,y) = (1.55,1.04) mm can be com-
pared to the Taylor microscale and the Kolmogorov length scale estimated to
f  9 mm and   0.5 mm from LDA measurements [123]. A characterization
study of the inlet ow can be found in Chapter 8.
5.3 Modeling of the longitudinal vortex
The existence of Lamb-Oseen reminiscent vortex structures embedded in wall-
bounded ow has been reported in various experiments and numerical simula-
tions (see, e.g., Liu et al. [77]). For the Lamb-Oseen vortex, the vorticity is
non-zero only for the axial component as (see gure 5.1a)
!r = 0; ! = 0; !z =
 
"2
exp

 r
2
"2

: (5.1ac)
A more general model is the Batchelor vortex [6], which includes the non-
uniform axisymmetrical axial velocity distribution uz which approaches the
Lamb-Oseen vortex in the extreme. This vortex model is commonly used in
instability studies of swirling ows (see [54] and references therein). To describe
experimental swirl ows [5, 31, 68] the Batchelor vortex model is usually referred
to in the form
u =
K
r

1  exp   r2 ; uz = W1 +W2 exp   r2 (5.2a,b)
where K, W1, W2 and  are empirical constants with simple physical interpre-
tations as identied by [98]
  = 2K; l = K=W2; u0 = W1 +W2 and " = 1=
p
 (5.3ad)
where   is the vortex strength (circulation), l is the pitch of the helical vortex
lines, u0 is the advection velocity of the vortex and " is the eective size of
the vortex core with Gaussian axial vorticity distribution (see gure 5.1b). The
proles given in (5.2) can reproduce experimentally determined swirl ow with
high accuracy. One possible approach is to test if the empirical model (5.2) can
describe the longitudinal vortex in the present case. However, in accordance
with [109] one needs to account for the possible disturbance of the mirror vortex,
resulting from the presence of the wall. Another more suitable approach is
therefore to extend the Batchelor vortex model to model the ow by helical
symmetry of the vorticity, leaving no restrictions on the shape of the vortex
core. Flows with helical vorticity can be described by correlation between the
axial and circumferential vorticity vector components
!r = 0; ! = r!z=l; !z =
 
"2
exp

 r
2
"2

(5.4ac)
with the vorticity vector always directed along the tangent of the helical lines
x = r cos ; y = r sin ; z = l. Flows with helical vorticity can in addition be
characterized by the following condition for the velocity eld ~u = fur; u; uzg:
uz +
r
l
u = u0  constant or uz = u0   r
l
u (5.5a,b)
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It can be shown that conditions (5.4a,b) and (5.5) are equivalent (cf., [99]).
For a ow fullling the requirement of (5.5), the main ow parameters are u0
and l. Sometimes u0, uz and u are found directly from measurements. The
pitch l can then be deduced from (5.5), but this approach might lead to an
estimate of high relative error if uz   u0 is small. Multiplying (5.5) by uz and
integrating over the cross-section of the ow one can obtain the pitch through
the swirl number S (see Alekseenko et al. [5])
l =  Fmm=(Fm   u0G); (5.6)
where Fmm =
R

uuzr d is the angular momentum ux in the axial direction,
Fm =
R

u2z d the momentum ux in the axial direction, G the ow rate, 
the uid density and  the cross-section area. All parameters can now be
determined: u0 is found directly from the measurements, l is found through
(5.6) and the circulation   and the vortex size " can be extracted from (5.4c).
Based on the experimental observation the simple Batchelor vortex model is
chosen as
u =
 
2r

1  exp

 r
2
"2

; uz = u0    
2l

1  exp

 r
2
"2

: (5.7a,b)
The only requirements of this simple model are the size of the vortex core,
the circulation, the helical pitch and the vortex advection velocity.
5.4 Testing of helical symmetry and embedded
columnar vortex ow
The analysis of the embedded vortices was done based on the ensemble aver-
aged complete cross-plane velocity eld from the SPIV measurements and the
therefrom derived axial vorticity component (see gure 5.4ac). The iso-contour
maps of axial vorticity reveal the presence of a secondary vortex, which can be
seen next to the main vortex at x=h  3 in the iso-contour map for  = 35 in
gure 5.4(b). Figure 5.4(d) displays a sketch of the primary and the secondary
vortices in the upper half and the mirrored velocity eld in the lower half.
Figure 5.5 shows the measured axial uz (upper) and azimuthal u (lower)
velocity proles (+) for various values of the device angle  extracted along a
line parallel to the wall through the center of the primary vortex. Verication
of the hypothesis of helical symmetry was done by comparing the left- (+) and
right-hand side () of (5.5b) calculated from the measured values of uz and u.
The helical pitch l was found by minimizing the sum of the residuals of the right-
and left-hand sides of (5.5b) in a least squares sense for a limited set of points
in the radial direction. The values computed from the right-hand side () are
only displayed on the left side of the primary vortex center, since the ow on
the right side is perturbed by the secondary vortex. The two data sets overlap
quite well, which is why the dierence between the calculated and measured
values is hardly visible for some angles.
The axial vorticity elds of the vortices derived from the measurement data
have Gaussian distributions and one can therefore use (5.4c) to nd an estimate
of the circulation   and vortex size " of both the main and the secondary vortices.
The local ow characteristic u0 was found directly from the measurements and
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Figure 5.4: Iso-contour maps of axial vorticity for device angles (a)  = 5, (b)
 = 35 and (c)  = 55. In (d) a sketch showing a sample velocity distribution
of the primary and secondary (upper half) and mirror vortices (lower half) in
the range 20    40 is presented. The wall is illustrated by a thick line at
y=h = 0.
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Figure 5.5: Testing of helical symmetry of embedded vortices generated by a
vortex generator for various device angles . The measured axial (uz, upper)
and azimuthal (u, lower) velocity proles (+) are plotted. The measured values
uz are compared to the right-hand side of (5.5b) calculated using the measured
values u (). These computed values are only displayed on the left side, since
the ow on the right side is perturbed by the secondary vortex. The two data
sets overlap quite well and the dierence between the calculated and measured
values is hardly visible for some angles. Also the azimuthal and axial velocity
proles of the utilized vortex model (5.7a,b) are displayed ().
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the helical pitch l was obtained from (5.6), yielding a result which agreed well
with the values obtained by minimizing the sum of residuals of (5.5b) in a least
squares sense. The azimuthal (u(m) ) and axial (u
(m)
z ) velocities induced by the
main vortex were modeled using (5.7a,b) () and should be compared to the
measurements (+) (see gure 5.5). This simple model is decoupled from all
additional ow eects such as the secondary and mirror vortices and the non-
uniform ow due to the presence of the wall. In spite of this, the model describes
the primary vortex ow well in the regime under consideration.
The secondary vortex is present with varying strength at all considered
device angles, introducing a disturbance in the ow eld of the main vortex
and thereby causing asymmetry. The mirror vortices will have the same eect
on the symmetry of the main vortex. For angles smaller than 15, an addi-
tional vortex was observed, increasing the complexity of the ow by yielding a
three-vortex system perturbing the vorticity distribution and the velocity eld
considerably (see gure 5.4a). For small values of , the vortex system becomes
more complicated and (5.4c) is not representative for the actual ow. For an-
gles larger than 40, the t again becomes worse due to the instabilities for
high values of circulation at large device angles (see gure 5.4c). For increasing
values of , the vorticity component will surpass from streamwise to more and
more spanwise, eventually resulting in pure shedding in the extreme  = 90.
Due to the decreasing longitudinal vorticity component for large values of ,
the helical symmetry is destroyed. The deviations arise because we have a sim-
ple model with linear interactions, which is being compared to measured values
originating from a more complex representation of the ow. Nonlinearities are
not captured by the linear model and become increasingly dominant outside the
range 20    40.
Figure 5.6 shows the device angle dependency of the parameters of the
problem in the range 20    40. The device angle dependency of the
vortex radius " and circulation estimate  , obtained from the Gaussian t (5.4c)
of the vorticity, are shown in gures 5.6(a) and 5.6(b), respectively. The data
sets have been tted with a linear approximation in a least squares sense, with
corresponding error estimates. For the estimate of the circulation, the tting
has been extrapolated to zero device angle. As expected, the extrapolated
circulation is approximately zero at  = 0, since a device with no angle to the
ow ideally will not give rise to any circulation. One can see that the vortex
size and the magnitude of the circulation increase linearly with the device angle.
The device angle dependency of the helical ow characteristics l and u0 with
linear tting and error bars are shown in gures 5.6(c) and 5.6(d), respectively.
In gure 5.6(c), the values of the helical pitch l obtained from minimizing the
residual of (5.5b) in a least squares sense () are compared to the helical pitch
of the swirling ow (5.6) () obtained using the axial and azimuthal velocities
of the model (5.7a,b). These two data sets are strongly correlated and it is also
seen that the pitch only varies marginally with device angle . The advection
velocity of the vortex u0 decreases linearly with device angle.
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Figure 5.6: Device angle  dependency of (a) the vortex radius ", (b) the cir-
culation  , (c) the helical pitch l and (d) the advection velocity of the vortex
u0. The data sets are provided with a linear t in a least squares sense with
corresponding error bars. In (c), the helical pitch l has been obtained from
minimizing the residual of (5.5b) in a least squares sense () and is compared
to the helical pitch of the swirling ow (5.6) () obtained using (5.7a,b).
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5.5 Conclusions
Vortices generated by a passive rectangular vane-type vortex generator of the
same height as the boundary layer thickness in a at plate wall-bounded ow
have been studied experimentally. It has been shown that the embedded vortices
possess helical symmetry in the device angle range 20    40. Despite that
the vortex generators operated in a turbulent boundary layer with relatively
large perturbations, the vortex was observed to be stable in the experiments.
The velocity formulation for helical symmetry of the vortex is linear, hence one
can apply averaging in both space and time; < uz >=< u0 >  < ur=l >,
where <> indicates averaging. One can therefore neglect, e.g., turbulent pul-
sations, positional variations of the vortex in time or variations across the az-
imuthal coordinate . If the averaged data can fulll the averaged velocity for-
mulation, then one has found helical symmetry of the vortex in that averaged
sense.
The ow eld in the considered regime consists of two vortices, the primary
one and the secondary one. Outside of this range additional ow eects inuence
the helical vortex in a destructive way, deterring the helical symmetry to persist.
The vorticity distribution across the vortices is Gaussian, yielding estimates
of the vortex radius " and circulation   through (5.4c). This rendered the
possibility to describe the ow in a realistic and simple fashion, utilizing a
model for the azimuthal and axial velocity components (5.7a,b). Comparison
of these modeled velocities to the measured data showed to concur well in the
device angle regime under consideration. Being the main ow characteristics of
a vortex with helical symmetry, the determination of the helical pitch l and the
axial velocity at the vortex center u0 is of great importance to characterize the
vortex (5.5a,b). u0 was obtained directly from the measurements, whereas the
pitch was determined by minimization of the sum of the residuals of (5.5b) in a
least squares sense or alternatively from (5.6). The results of these two methods
for pitch evaluation showed a high degree of concurrence.
The vortex radius ", the circulation  , the helical pitch l and the advection
motion of the vortex (or axial velocity at the vortex center) u0 all showed linear
dependency with the device angle . These simple relations render it possible to
predict these parameter values for device angles in the range 20    40 well
and thereby determine vortex strength, size and axial ow distribution. They
also facilitate theoretical studies analyzing, e.g., stability and aid in modeling,
the ow within this range. The vortex radius showed a weak increase with
increased device angle , while the circulation   showed a large increase in
magnitude. The vortex advection velocity u0 decreased with increased device
angle while the helical pitch did not change notably and can, for the purpose of
the model, be considered close to constant.
Part III
Separation Control

Chapter 6
Generic Experiment - Low Re
Wind Tunnel
Stereoscopic Particle Image Velocimetry measurements have been executed in
a low-speed wind tunnel in spanwise planes in the ow past a row of vortex
generators, mounted on a bump in a fashion producing counter-rotating vor-
tices. The measurement technique is a powerful tool, providing all three veloc-
ity components in the entire measurement plane. The objective of this study
is to investigate the eect of vortex generators in a turbulent, separating, low
Reynolds number (Re = 20 000 based on the bump chord c = 0.3 m and free
stream velocity U1 = 1.0 m s 1) boundary layer over a geometry which is gen-
erating an adverse pressure gradient similar to the ow past a wind turbine
blade. The low Reynolds number is chosen on the basis that this is a fundamen-
tal investigation of the structures of the ow induced by vortex generators and
the fact that one obtains a thicker boundary layer and larger structures evoked
by the actuating devices, which are easier to measure and resolve. The ow
behaves as expected, in the sense that the vortices advect high momentum uid
into the boundary layer, making it thinner and more resistant to the adverse
pressure gradient with respect to separation. The amount of reversed ow is
signicantly reduced when vortex generators are applied. The idea behind the
experiments is that the results will be oered for validation of modeling of the
eect of vortex generators using various numerical codes. Initial LES compu-
tations have been performed that show the same qualitative behavior as in the
experiments. Results show that mounting the actuators in a cascade, producing
counter-rotating vortices, can eliminate the perturbing secondary vortex gener-
ated for each actuator, see Chapter 5. Further, the downstream development of
the device induced vortices, which possess helical symmetry (see Chapter 5 or
[146]), is studied. Since rectangular actuators provide a more symmetric ow
around the vortex core, these actuators were chosen for this investigation. The
downstream evolution of characteristic parameters of helical vortices is studied,
displaying a linear variation of the helical parameters up to the trailing edge of
the bump where the vortices experience an abrupt transition in structure.
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6.1 Introduction
Vortex generators, as described by Taylor [131, 132, 133, 134], have been used
for more than fty years in applied aerodynamics on airplane wings. Vortex
generators belong in the category boundary layer manipulators. Their function
is to re-energize an adverse pressure gradient boundary layer that is about to
separate by advecting high momentum uid from the outer part of the boundary
layer down to the low momentum zone closer to the wall. A vortex generator is
commonly a small triangular or rectangular plate that is mounted on a surface at
an angle to the incoming ow, see gure 6.1. A vortex generator acts like a small
wing with a low aspect ratio and the ow past the tip creates a longitudinal
vortex that transports high momentum uid down into the near wall region
of the boundary layer. The positive eect of vortex generators on an airplane
wing is to delay separation to higher angles of attack and thus increasing the
maximum lift coecient so that an airplane can land at a lower speed. However,
this increased maximum lift is paid for by a so-called drag penalty, where the
drag for small angles of attack is increased. Vortex generators are also used to
increase the maximum speed of commercial jets ying at approximately Mach
0:8. Locally on the wing, the ow is accelerated and can exceed the speed of
sound, Mach 1, which can cause so-called shock induced separation even for very
low angles of attack. This is easily felt by the pilot and determines the speed
limit on many subsonic passenger airplanes. However, vortex generators can
also be used to delay this type of separation to allow the airplane to y slightly
faster. Since commercial jets have no problems in increasing the lift coecient
at, e.g., landing conguration by using aps and slats, the main reason that
they often are equipped with vortex generators is shock induced separation.
For small airplanes and wind turbines, the ow is far from reaching Mach
1 and there is thus no problem with shock induced separation. However, some-
times a high lift coecient is needed to decrease the landing speed for STOL
airplanes (Short Take of and Landing). A classical solution has been to use
so-called slots in front of the leading edge. The slot is a small, stationary list
in front of the edge of the main wing that for large angles of attack allows high
momentum ow from the pressure side to be accelerated in the slot between
the list and the main wing creating a high momentum ow to the suction side
of the wing and thus makes the ow more resistant to the adverse pressure
gradient. Vortex generators have the same eect on the ow in the sense that
they also delay separation and increase the maximum lift coecient. Because
they can be mounted/glued directly to the pressure side of a bare wing, a less
complicated wing can be built and therefore they are often used on modern
sport planes instead of slots. Vortex generators are sometimes used to prevent
separation of the ow past the rudder or ailerons to improve the controlling of
the airplane, which could otherwise be drastically worsened. Vortex generators
are used on wind turbine blades for two reasons. One is to decrease separation
and increase lift at high angles of attack and the other is to attempt to increase
the maximum ratio between the lift and the drag coecients, which directly in-
uences the aerodynamic eciency of the turbine. The relative wind seen by a
wind turbine blade is composed by the incoming wind speed and the rotational
velocity of the blade. There exists an optimum value for the tip speed ratio,
opt = !R/Vo, where the wind turbine operates most eciently. To run the
turbine at this optimum value, it is necessary to increase the angular velocity
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of the rotor, !, proportionally to an increasing wind speed, Vo. However, there
is for noise reasons a limit on the speed of the tip of approximately 70m/s,
that gives a limit on the rotational speed of !max = 70/R, where R is the ro-
tor radius. The rotational speed of approximately 70 m/s at the tip decreases
linearly further inboard with the decreasing radius. Thus, the ow at the tip
will mainly be in the rotor plane and near the hub the ow seen by the blade
will almost be perpendicular to the rotor plane. This twisting of the relative
wind speed could in principle be compensated for by twisting the blades, but
there is, for structural reasons, a limit of the extent to which this can be done.
Since the relative wind speed increases when approaching the tip, the highest
aerodynamic loads are also situated here, giving large bending moments at the
root of the blades. To be able to carry these loads, the blade must be very thick
close to the root and eventually it often ends with a cylindrical cross section.
The last real airfoil (i.e., with cross section with a sharp trailing edge) often
has a thickness to chord ratio of more than 30%. This is very bad from an
aerodynamic point of view in the sense that the ow may separate even for very
small angles of attack. This, in combination with the fact that the angles of
attack for these inboard sections, for the reasons given above, are large, almost
guarantees a separated ow for all wind speeds even for pitch regulated ma-
chines. Since vortex generators are known to delay and to some extent suppress
separation, it is natural to apply vortex generators on the inner part of wind
turbine blades. Because vortex generators give some drag penalty also for low
angles of attack, they are normally not used on the outer part of wind turbine
blades. The fact that vortex generators can have quite a dramatic eect on the
performance of wind turbines is shown in [103], where a comparison between
the measured power curve on the 1 MW experimental Avedøre wind turbine is
shown with and without vortex generators on the inner part of the blades, see
gure 1.3 Chapter 1. At a wind speed of 15 m/s, the gain in power output due
to the usage of vortex generators is 25%. The maximum power occurring at
a wind speed of around 17 m/s for a pitch of -1 degree for the wind turbine
running in stall regulation is approximately 850 kW for the clean conguration
and 1050 kW when using vortex generators. However, this extreme increase in
power output can be explained by over-optimistic values for the lift coecient
for the innermost part of the blade during the design of the wind turbine and
should not be expected for all wind turbines.
To have an eect over a section of a blade, vortex generators are mounted
in arrays and often in pairs that can produce either co- or counter-rotating
vortices. Further, the size, geometry, aspect ratio, angle of incidence to the
ow, chordwise position in relation to the separation line, conguration of co- or
counter-rotating vortices etc. are parameters that must be optimized in order to
use vortex generators in a most ecient manner. To answer these questions, one
needs to do experiments. In [76], a review by Lin et al. on experimental research
on vortex generators is given. In a recent paper by Godard and Stanislas [52],
a parametric study of the eect of vortex generators was conducted in which
the devices were placed on a bump designed to keep the boundary layer ow
on the verge of separation. An optimum vortex generator geometry was sought
using hot lm sensor skin friction measurements and thereafter characterized
using Stereoscopic Particle Image Velocimetry (SPIV). The main conclusions
were that triangular vanes in a counter-rotating conguration give the best
eect on skin friction increment. The optimal device conguration showed good
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Figure 6.1: Triangularly shaped vortex generators. The gure is originally from
[115].
concurrence with results found in the literature for all parameters except for the
device height, which appeared to behave dierently from results found in the
literature. The characterization study done on the most optimal case showed
counter-rotating vortices, stable in their downstream development, transferring
momentum from the outer ow and in towards the near wall region.
As a starting point, this optimal conguration was employed in the present
study as well, even though the conditions are dierent. Results showed similar
overall behavior in the ow to that found by Godard and Stanislas [52]. Results
of the current study also show that the rectangular vortex generator induced
vortices possess helical symmetry, which was also shown in Chapter 5 and in
[146]. Further, mounting the vortex generators in a cascade in a fashion gen-
erating counter-rotating vortices cancels out the perturbing secondary vortex
present in the previous study. The helical parameters display a linear variation
across the bump chord up to the trailing edge of the bump, where the vortices
experience an abrupt transition to a dierent state, obtaining a new structure.
6.2 Experimental setup
6.2.1 Wind tunnel
The measurements were carried out in a closed-circuit wind tunnel with an 8:1
contraction ratio and a test section of cross sectional area 300600 mm with
length 2m. The suction side of a wind turbine wing is represented by a bump
mounted vertically on one of the test section walls with the leading edge po-
sitioned 600mm downstream of the inlet grid. The bump is a circular sector,
extended in the spanwise direction, creating a cylindrical sector with radius
390mm. The bump height is 30mm and the chord length and bump width are
300mm and 600mm respectively. The presence of this model in the ow induces
an adverse pressure gradient strong enough to generate separation. The exper-
iments were conducted at a free stream velocity of U1 = 1 m/s, corresponding
to Re = 20 000 based on the bump chord length. The turbulent inow is assured
by a turbulence generating inlet grid with mesh length M = 39mm situated at
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the beginning of the test section. In [123], the turbulence intensity at the inlet
has been estimated to 12% and the boundary layer thickness at the stream-
wise position of the actuators has been estimated from LDA measurements to
25 mm. These values were found prior to the redesign of the wind tunnel. A
characterization study of the inlet ow, measured after the amendments to the
wind tunnel, is presented in Chapter 8.
The boundary layer is here dened as the part of the ow contained by
vorticity derived from the presence of the wall. The principle of determining the
boundary layer thickness is to determine where the vorticity is reduced to a value
much smaller than the maximum value (!z = 0.01!z max). This is here dened
as the boundary where the viscous eects cease to inuence the ow. When
calculating the vorticity, it is tedious to do measurements that give you the
data to calculate both terms. In the potential ow free stream, the rst and the
second term must cancel out since there is no vorticity. In the boundary layer,
however, vorticity is present, which means that the terms must be unequal. An
order of magnitude analysis gives that if U and x are of order 1, then V and y
are of order . Therefore the second term is quadratically larger than the rst
term.
!z =
1
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@x|{z}
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  @U
@y|{z}
1

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Therefore one can argue that the second term should be sucient in de-
termining the vorticity. The boundary layer thickness was therefore extracted
from a velocity prole measured by LDA at the position of the trailing edges of
the vortex generators with no actuators present. @U=@y was obtained from the
velocity prole and thereby also the estimate of the vorticity.
6.2.2 Actuators
Vanes of the same height as the boundary layer thickness, V G, were applied.
V G represents the boundary layer thickness at the position of the trailing edges
of the devices. Due to their frequent use in applications such as on wind tur-
bine blades, the eect of triangular vanes was studied in the sense of separation
control. However, rectangular vanes were used in the study of the downstream
development of the vortices since they generate vortices with a more symmetric
core as observed in the azimuthal direction. The vortex generators were posi-
tioned with their trailing edges at 50% bump chord. The resulting parameters
from the optimal vortex generator conguration found as a result of the opti-
mization study performed by Godard and Stanislas [52] have been used and can
be found in gure 6.2, where h is the device height, l is the device length, s is
the distance between the trailing edges of two vortex generators within one pair,
z is the distance between two vortex generator pairs and  is the device angle
of incidence. This geometry was chosen only as a starting point. The optimum
geometry will, of course, depend on the application and is therefore most likely
not universal, but has nevertheless also been used in this experiment. The dis-
tance between the devices and the separation line showed a weak dependency
on the wall shear stress and was therefore not considered in this study.
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Figure 6.2: Sketch of vortex generator geometry.
Figure 6.3: Sketch of the wind tunnel test section, the positioning of measure-
ment planes and denition of coordinate system.
6.2.3 Measurement planes
The measurements were conducted in spanwise planes at various positions down-
stream of the vortex generators. A sketch of the wind tunnel test section and
the positioning of measurement planes is shown in gure 6.3, where also the
coordinate system is dened. The equipment was mounted on a rigid traverse,
traversing in the axial and normal directions. This conguration enables one
to calibrate only once and perform measurements accurately at the dierent
streamwise positions using the same calibrated conguration. All measurement
planes are parallel to each other and their normal component is parallel to the
test section walls.
6.2.4 Setup of SPIV equipment
The experimental setup is illustrated by a sketch in gure 6.4. A laser was placed
above the test section, illuminating the vertically mounted bump from the side.
Two cameras were placed on the same side of the light sheet, resulting in one
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camera placed in the forward scattering direction and one in the backward scat-
tering one. The angle of each respective camera to the laser sheet was 45. The
f-numbers were set to between 8 and 16 for the camera in the forward scattering
direction and 4 or 5.6 for the camera in the backward scattering one, depending
on the light budget of the particle scattering and reections from surfaces at
each individual plane position. The stereoscopic PIV equipment included a dou-
ble cavity NewWave Solo 120XT Nd-YAG laser (wavelength 532 nm), capable
of delivering light pulses of 120mJ. The pulse width, i.e., the duration of each
illumination pulse, was 10 ns. The light sheet thickness at the measurement po-
sition was 2mm and was created using a combination of a spherical convex and
a cylindrical concave lens. The equipment also included two Dantec Dynamics
HiSense MkII cameras (1344 1024 pixels) equipped with 60mm lenses and l-
ters designed to only pass light with wavelengths close to that of the laser light.
Both cameras were mounted on Scheimpug angle adjustable mountings. The
seeding, consisting of glycerol droplets with a diameter of 2-3m, was added
to the ow downstream of the test section. The seed particles were added at
this position in order to obtain a more homogeneous distribution of the tracers
throughout the measurement volume without signicantly disturbing the ow.
This kind of global seeding of the complete tunnel is possible since the tunnel is
a closed-circuit wind tunnel. The size of the seed particles has been measured
by an APS TSI 3320 time-of-ight spectrometer. The droplets are produced by
blowing pressurized air over a thin-walled pipe with diameter of 0.5mm. The
other end of the pipe is submerged in glycerol.
A calibration target was aligned with the laser sheet. This target has a
well dened pattern, which can be registered by the two cameras to obtain the
geometrical information required for reconstructing the velocity vectors received
from each camera to obtain a full description of all three velocity components
in the plane. Calibration images were recorded with both cameras at ve well
dened streamwise positions throughout the laser sheet according to Solo et
al. [128]. A linear transform was applied to these images for each camera
respectively to perform the reconstruction. This procedure was executed both
previous to and after the measurements to assure that no drift had occurred.
6.2.5 Data processing
The images were processed using Dantec FlowManager software version 4.7.
Adaptive correlation was applied using renement with an interrogation area
size of 3232 pixels. Local median validation was used in the immediate vicinity
of each interrogation area to remove spurious vectors between each renement
step. The overlap between interrogation areas was 50%. For each measurement
position, 500 realizations were acquired. The recording of image maps was done
with an acquisition rate of 1.0 Hz.
The disparity was typically around 0.05 pixels, i.e., smaller than the opti-
mal measurement accuracy of the PIV system (0.1 pixels). No calibration correc-
tion was therefore applied. The Taylor microscale was estimated to f  9mm
from LDA measurements of time series at a position 270mm downstream of the
inlet at the center of the cross-section of the test section [123]. This should be
compared to the PIV interrogation area size, which was approximately 1-2mm
for all measurements under consideration. With the prerequisites of the mea-
surement setup, it was possible to align the calibration target to the laser sheet
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Figure 6.4: Sketch of the SPIV setup at the test section with rectangular actu-
ators mounted.
with an accuracy signicantly smaller than the measured Taylor microscale at
that position.
6.2.6 Mean elds, spatial resolution and accuracy
The velocity vector maps contain 73 by 63 vectors. The interrogation areas have
linear dimensions 1.15mm in the y-direction and 1.73mm in the z-direction. In
the PhD thesis by Schmidt [123], the Taylor microscale was estimated from
LDA measurements of time series to be in the order of f  9mm at a position
330mm upstream of the bump leading edge at mid-channel. The estimate of
the Kolmogorov length scale was in the order of   0.5mm. LDA velocity
prole measurements had also been used to obtain the wall shear stress at
the same downstream position. From this, an estimate of the viscous length
scale is obtained,  = (=w)1=2 = 0.2mm. The spatial resolution of the
velocity vector elds is dened by the size of the interrogation area, which
also limits the spatial resolution of the estimation of velocity gradients and
hence vorticity. In order to resolve the smallest scales in the ow, one needs to
fulll the Nyquist criterion. Therefore, scales smaller that half of the size of the
interrogation area can not be resolved. Streamwise vorticity was calculated using
central dierencing, which gives second order accuracy of the velocity derivative
estimate and half the uncertainty of, e.g., forward or backward dierence. The
scheme cancels out the eect of oversampling from the 50% overlap between
interrogation areas, in the estimation of the velocity gradient, since neighboring
data is not correlated (cf., Rael et al. [111]).
Since the PIV velocity measurement points are local averages over the area
of interrogation, one can never obtain measurements closer to the wall than half
of the height of the interrogation area size. And even then, because of the
6.2. EXPERIMENTAL SETUP 49
Table 6.1: Control parameters for evaluation of correlation noise.
Control parameters
NI  10  20 Particle image density
NI - mean number of particle images in an
interrogation area
FO  0:75 Loss of particles due to out-of-plane motion
FO - fraction of particles present inside the
interrogation area in both images
M jU jt=d  0:5 Velocity gradients
M (pix/m) - image magnication
U (m/s) - dierence in velocity across the
interrogation area
t (s) - time between acquired PIV images
d - mean particle image diameter
high velocity gradients in this region that are averaged out across the interroga-
tion window, one needs to be careful in interpreting the measurements at these
points. Therefore, the position of the wall was determined by extrapolating the
mean velocity proles towards the wall using the no-slip condition.
Keane and Adrian [65] used an analytical model and Monte Carlo simu-
lations to investigate the eects of experimental parameters to optimize PIV
performance. They showed that double-pulsed systems were optimal when the
interrogation area particle image density exceeded 10-20. They also showed that
velocity gradients reduce the valid data rate and introduce velocity bias. The
primary source of error in 2-component PIV measurements is correlation noise.
Westerweel [152] and Foucaut et al. [34] have shown that if the values of the
control parameters in table 6.1 are satised, then the RMS of the measured
particle image displacements corr  0.1 pixel.
The dominating factor from table 6.1 is the eect of velocity gradients,
which was only altered by changing the image magnication and the time be-
tween pulses. If there are large velocity gradients in the ow, variations of
particle displacement across the interrogation areas will lead to a broadening of
the correlation peak. This will in turn lead to deterioration in the precision of
the estimate of the position of the correlation peak. If one lets the time sepa-
ration between acquired images be relatively large, this precision error will be
small in relation to the displacement. However, if velocity gradients are present,
this strategy will also lead to a broadening of the correlation peak, since the
variation in displacement will increase as the time separation increases. The
choice of experimental design will therefore by necessity have to be a trade-o
between precision and relative displacement error. If the velocity gradients vary
across the measurement plane, one cannot design the experiment so that it is
optimized over the entire measurement volume. The number of spurious vectors
was always less than 5%, which shows that the eect of large velocity gradients
in the ow on accuracy was not unwieldy.
Since the main ow component is perpendicular to the measurement plane,
the nite thickness of the laser sheet will be critical in limiting the dynamic
velocity range, i.e., the ratio of the maximum velocity to the minimum resolvable
velocity. Maximizing the dynamic velocity range is of importance for accuracy
50 CHAPTER 6. GENERIC EXPERIMENTS
issues, originating from the diculties of determining the position of the particle
image. A larger dynamic range will minimize the eect of this uncertainty.
Therefore, the measurements need to be a trade-o between the laser sheet
thickness and the time between laser pulses.
Another source of error, which is not commonly considered, is the ability
of the particles to follow the ow. This might be an issue, especially in regions
of accelerating ow such as in a large scale rotation. An example of this is
the longitudinal vortices behind vortex generators. Due to the excess density
of the particles in relation to the surrounding medium, there is a centrifugal
force acting on them, forcing them to move outwards from the vortex center.
This is however discarded from having any signicant eect in the ow under
consideration because of two reasons; the velocities are very low and the dis-
tribution of particles in the PIV images is homogeneous. At higher velocities,
a reduced particle concentration in the vortex core is commonly observed (see,
e.g., Stanislas et al. [130]).
6.2.7 Reection reduction
Reections from the vortex generators and bump surface entering the CCD
cameras constituted a problem for two reasons. The reections appeared in the
most interesting part of the measurement region, corrupting the signal in this
area. The high power of the laser light also creates reections harmful for the
CCD chip. If these high power reections reach the CCD chip, one risks damage
to the cameras in the form of dead pixel elements. Reections were removed by
painting the reecting surfaces with a mixture of Rhodamine 6G and varnish.
Rhodamine 6G is a uorescent dye, absorbing light with the wavelength of
the laser and reecting light which has a wavelength slightly shifted from the
absorbed one. The cameras were equipped with green-pass lters, which only
permit the wavelengths of the laser to pass, allowing the scattering from the
particles to pass through and preventing strong reections from surfaces to
reach the CCD chip. Rhodamine 6G has its absorption peak at around 530 nm
and its emission peak at about 552 nm. This method was successful in reducing
most of the unwanted reections. An additional approach applied in some of
the measurement positions was to acquire images with no particles present in
the ow at the same position as the measurements were taken. These images
were subtracted from the images used for measurements prior to processing,
removing unwanted reections and retaining the particle scattering.
Before applying Rhodamine 6G, acquiring images including the wall and
receiving a good quality measurement signal was not possible since, even at
relatively low laser intensity, the reections from the wall were too strong, risking
damage to the CCD chip. The eect of applying Rhodamine 6G to the bump
surface made measurements with maximum laser power close to the surface
possible for all measurement positions. The largest reection reducing eect is,
however, obtained by utilizing the reection subtraction technique, removing
almost all of the reections from the wall and in particular the reections from
the vortex generators as close up as 6mm from the device trailing edges. Prior
to applying this technique, reections from the vortex generators obstructing
the signal were detected as far as up to 100mm downstream of the devices.
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6.2.8 LES computations
The method of the LES simulations, which were not performed by the respon-
dent, can be found in [144].
6.3 Results and discussion
6.3.1 Downstream development of vortices
6.3.1.1 Triangular actuators
In order to be able to quantify the induced eect of the vortex generators on
the ow, both the controlled and uncontrolled ow have been measured for
all positions. In gure 6.5, for four positions downstream of the streamwise
placement of the vortex generators, the arithmetic averages of the velocity vector
maps obtained from SPIV measurements of the uncontrolled (left column) and
controlled (middle column) ows are displayed. The estimator of the mean is
based on 500 recorded independent velocity eld realizations. The rightmost
column shows the projected longitudinal vorticity of each corresponding mean
velocity vector map for the controlled case. In the left and middle columns, the
secondary velocities are illustrated as arrows, whereas the primary velocities
are plotted as color contours. For the sake of clarity, only every fourth vector
is displayed in these plots, but the data in the contour plots has not been
reduced. The positions of the planes are given in absolute coordinates, referring
to the coordinate system given in gure 6.3, as well as in coordinates relative
to the vortex generators; The y-coordinate is dened to always be zero at the
wall surface. The four downstream positions of the measurement planes are
xV G=h = 1, 2, 4 and 8, where xV G has the same direction as the x-component,
with its origin at mid chord of the bump (at the trailing edges of the devices),
i.e., xV G = 0 at x = 150mm.
It can be seen in the velocity elds in gure 6.5 that the uncontrolled ow
displays a 2D boundary layer, experiencing separation in the area around the
bump trailing edge. One can also see that the vortex generators have a quite
substantial impact on the boundary layer. The presence of the vortex gener-
ators causes the ow to rotate, creating counter-rotating longitudinal vortices
distorting the ow so that the high momentum uid is transported from the
outer ow into the near wall region in the downwash region (in the vicinity of
z= 0). The boundary layer becomes signicantly thinner in this zone, whereas
the low momentum uid is transported upwards in the upwash region between
two vortices as seen on the sides in the velocity plots. One can also see the down-
stream development of the ow eld, where the vortices start o more or less
isolated from eects due to the wall. The vortices are then gradually integrated
with the remaining part of the boundary layer ow, eventually submerging into
the boundary layer. The vorticity plots reveal that the vortex generators on
average give rise to primary vortices, which in turn generate shear layers due to
the presence of the wall. One can also see that throughout the downstream de-
velopment of the longitudinal vortices, the mean distance between the vortices
is almost constant. This distance is close to the distance between the trailing
edges of two vortex generators within one pair. The mean of the longitudinal
vortices therefore does not move substantially in the spanwise direction. One
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Figure 6.5: Plots of averaged velocity and vorticity elds. The left column
displays the mean velocity for the uncontrolled case, the middle column shows
the corresponding mean velocity for the controlled case and the right column
displays the corresponding projected longitudinal vorticity for the controlled
case, represented by contours. In the velocity vector plots, the in-plane compo-
nents are represented by vectors and the out-of-plane component is represented
by contours. These quantities are displayed for four positions downstream of
the vortex generators ((a) xV G/h= 1, (b) xV G/h= 2, (c) xV G/h= 4 and (d)
xV G/h= 8), h/ = 1, showing the streamwise development of the ow eld. The
largest secondary velocities are of the order of 0.5m/s, which can be compared
to the free stream velocity of approximately U1 = 1m/s.
can also see a progression of the vortices away from the wall as one moves along
the downstream direction, which is expected from inviscid theory.
The induced eect of the vortex generators on the boundary layer can also
be seen in gure 6.6, which shows the estimated mean of the measured axial and
normal velocity proles at dierent streamwise positions in the controlled and
uncontrolled conguration in the symmetry plane, situated in the downwash
region (z= 0mm). It is clearly seen that the transfer of high momentum into
the boundary layer from the vortex generators decreases the separation behind
the bump at this spanwise position. The increase in downwash due to the vortex
generators can be seen in the normal velocity proles in gure 6.6(b) and the
eect on the reduction of recirculating ow can accordingly be traced in gure
6.6(a).
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Figure 6.6: Streamwise (a) and normal (b) velocities in the downwash region
(z = 0). The normal velocity has been scaled with a factor of four compared to
the streamwise one.
6.3.1.2 Rectangular actuators
As an overview of the development of the vortices, gure 6.7 displays the lon-
gitudinal velocity eld obtained for some of the measurement planes in their
approximate positions of acquisition along the bump and wind tunnel test sec-
tion wall. The wind tunnel velocity direction is from the lower left corner to the
upper right one.
Figure 6.8 shows the testing of helical symmetry of one of the embedded
vortices at various downstream positions. In the same manner as in Chapter 5,
the measured axial (u) and azimuthal (u) velocities are plotted along with the
result of computing the right-hand side of (5.5b) using the measured values u.
The convection velocity u0, being the axial velocity at the center of the vortex
core, was obtained directly from the measurement data. The helical pitch was
obtained through the swirl number S,
l =   Fmm
Fm   u0G (6.2)
where Fmm and Fm are the angular and axial momentum ux in the axial
direction, respectively. G is the ow rate,  is the uid density and  is the
cross-section area.
Due to the perturbing impact of the neighboring vortex, which increases
as the upwashing vortices approach each other as one moves downstream, these
computed values are only displayed on the left side. As can be seen in the
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Figure 6.7: Sketch of bump and rectangular vortex generator cascade with lon-
gitudinal velocity component displayed by contour plots in some measurement
planes placed approximately in their positions of acquisition. The velocity di-
rection is from the lower left corner to the upper right one.
gure, the two data sets overlap quite well in the range 3  x=h  7. For lower
values, the vortex has not yet developed properly and therefore does not display
a collapse of the data sets. For higher values, the vortex has transferred to a
dierent state and therefore the pitch is not predicted correctly.
Figures 6.9(a-d) show the helical parameters of one of the measured vor-
tices as a function of the downstream distance to the actuator cascade. The
quantities are non-dimensionalized by the vortex generator height h and free
stream velocity U1. " and   were obtained from the expression for the vortic-
ity distribution (see equation (5.1c)).
The circulation has a high variability, most probably as a result of inade-
quacy in the method of estimating the quantity. From the other parameters, it
is apparent that the vortex develops through 3 stages throughout the span of the
measurements; Initially, the vortex is formed from the generated vortex sheet
within a distance of approximately one vortex generator height. The vortex
then reaches a stable region where the helical parameters can be approximated
to vary linearly in the downstream direction approximately up to the position
of the bump trailing edge (x = 6). This is seen by tting the data by a linear
approximation in a least squares sense and applying corresponding error bars,
as has been done in gures 6.9(a-d). At the trailing edge of the bump, where
the geometry experiences a sudden change, the pressure gradient will change
accordingly, triggering an abrupt transition to another stage of the vortex to
a helical symmetry with a dierent set of helical parameters, which begin to
digress from the previous trend. The convection velocity is not substantially af-
fected, while the vortex core radius grows rapidly after passing the trailing edge
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Figure 6.8: Testing of helical symmetry at various downstream positions of
one of the embedded vortices in a cascade of counter-rotating vortices. The
measured axial (u) and azimuthal (u) velocities are plotted along with the
result of computing the right-hand side of (5.5b) using the measured values
u and the pitch l obtained from the swirl (6.2). These computed values are
only displayed on the left side, since the ow on the right side is perturbed
by the neighboring vortex. The two data sets overlap quite well in the range
3  x=h  7. For lower values, the vortex has not yet developed properly. For
higher values, the vortex has transferred to a dierent state and therefore the
pitch cannot be predicted correctly.
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Figure 6.9: Helical parameters of the actuator induced vortex. The parameters
have been non-dimensionalized by the vortex generator height h and free stream
velocity U1 respectively. The parameters presented in each subgure are the
(a) vortex core radius, (b) estimate of the circulation, (c) helical pitch and (d)
vortex convection velocity.
6.3. RESULTS AND DISCUSSION 57
of the bump. The increasing growth of the vortex core can also be seen in the
downstream development of the vortices depicted in gure 6.7. The unstable
behavior of the helical pitch above x = 6 indicates that it cannot be predicted
above this limit, which provides even further support for the hypothesis that
the vortex has abruptly transferred to a new state.
The possibility of transition of a helical vortex to a dierent state without
changing the sign of the helical pitch was predicted theoretically and supported
by computations by Martemianov and Okulov [81]. This was shown by solving
the energy equations and comparing the solutions obtained when the integral
parameters (ow rate, circulation, axial ux of angular and axial momentum)
were conserved. Several solutions could be obtained, depending on the initial
vorticity distribution, rendering it possible to transfer between two solutions
of equal sign of the helical pitch. Further, contrary to the common conception,
Okulov et al. [100] showed theoretically and numerically that vortex breakdown
can occur even if there is no change in ow topology.
6.3.2 Volumetric ow rate
As a rough measure, the volumetric ow rate has been calculated by integrating
the streamwise velocity component U for each vector over its respective interro-
gation area and summing all of these values up for each respective measurement
plane. By performing this calculation for all axial vector components that are
negative in the streamwise direction, one obtains an estimate of the reversed
ow rate. Figure 6.10 shows the magnitude of the reversed volumetric ow rate
calculated from the estimator of the mean for the controlled and the uncon-
trolled case. This ow rate has been non-dimensionalized with the total ow
rate through each respective measurement plane, i.e., the volumetric ow rate
for both the negative and the positive streamwise vectors have been included.
The plot thus shows the streamwise development of the separation for the two
cases with and without devices. One can clearly see that the vortex generators
reduce the amount of reversed volumetric ow rate substantially. However, they
do not completely eliminate the backow. The largest backow in the clean case
is found at measurement position x= 300mm, which can be explained from the
discontinuity in the geometry in the model at the border between the trail-
ing edge of the bump and the test section wall. At x= 300mm, the reduction
in the normalized reversed ow rate is about 90% to the case without vor-
tex generators. The unsteady point of separation, which on average is located
at a streamwise position of approximately x= 210mm (previously known from
Schmidt [123]), is not substantially aected by the vortex generators, however, it
is evident that the reattachment point at x= 350mm (also known from [123]) is
signicantly aected by the vortex generators. This is a rough two-dimensional
simplication of a complex three-dimensional ow. Therefore the results serve
only as an indication of the ow behavior.
6.3.3 Vortex generator modeling
Figure 6.11 shows the time averaged velocity elds of the SPIV measurements
(left column) and the LES simulations (right column) for four planes (x= 175,
200, 250 and 350mm) for triangular vanes of height h= = 1.0. The planes
correspond to positions within and in the vicinity of the separation region in
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Figure 6.10: Reversed volumetric ow rate for every measurement position nor-
malized by the total ow rate in each respective measurement plane.
the clean conguration. One can see that the longitudinal vortices have the same
qualitative structure and downstream development in the measurements and the
computations. It is seen that LES has the ability of capturing similar large scale
structures in the ow due to the eect of the vortex generators as observed
from the PIV measurements. The vortices start out as isolated vortices and
gradually submerge into and unite with the boundary layer further downstream.
However, one can see that the agreement is not perfect and it is not possible to
make a direct comparison since the geometry and inlet conditions used in the
experiments are not exactly identical to the ones used in the computations. Still,
the concurrence between the measurements and the computations shows that
the sensitivity in modeling to geometry of this ow by LES is not high for this
particular case. Beyond these matters, a perfect agreement is still not expected.
Inherent assumptions in the computations also give rise to non-correspondence
between measurements and modeling. LES assumes that the boundary layer
ow obeys the log-law and that there exists an inertial subrange, independently
of Reynolds number. It has been shown from experiments, see Gad-el-Hak
and Bandyopadhyay [37], that the Reynolds-stress proles in the overlap region
depend on the Reynolds number. Therefore the turbulent processes can not
be completely independent of Reynolds number and the boundary layer ow
predicted by LES will never concur completely with experiments because of the
low Reynolds numbers.
6.4 Conclusions
It has been shown that it is possible to measure and resolve the ow created
by a cascade of vortex generators inducing counter-rotating vortices and their
eect on the boundary layer using SPIV. It is apparent from the results that
the vortex generators have the expected eect on the ow in the sense that
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Figure 6.11: Plots of averaged velocity elds with in-plane components repre-
sented by vectors and out-of-plane component represented by contours for four
positions downstream of the vortex generators ((a) xV G/h= 1, (b) xV G/h= 2,
(c) xV G/h= 4 and (d) xV G/h= 8), h/ = 1. The left column shows results from
SPIV measurements and the right column shows corresponding results from
Large Eddy Simulation (LES). The largest secondary velocities are of the order
of 0.5 m/s, which can be compared to the free stream velocity of approximately
U1 = 1m/s.
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they create large scale mixing near the wall. The measurements clearly show
a structured vortex behind each vortex generator, whose development can be
traced throughout the downstream planes. The eect of the vortex generators
on the amount of reversed ow is signicant and shows a clear reduction in the
amount of recirculated ow. The separation point seems not to be substantially
aected whereas the re-attachment point is inuenced, curtailing the extent
of the separated region. It is stressed that this is a rough simplication of a
complex highly three-dimensional ow and that the results serve only as a rough
indication of the behavior of the ow. Further, the expected behavior of the
streamwise and normal velocities in the downwash region was observed.
A quite qualitative comparison with LES simulations of a slightly dierent
case of the ow behind vortex generators shows that LES is, to some extent,
capable of capturing the large scale motions of the longitudinal vortices and
reproducing the overall ow structure. Previous tests with RANS-models (cf.,
Velte et al. 2007 [143]) have shown not to possess this capability for the case
under consideration.
For the rectangular actuators, the helical parameters displayed a smooth,
linear variation along the bump surface except for the estimate of the circulation,
which was not accurate using this method. After passing the trailing edge of
the bump, the trend deviated from the previous one and the helical vortex
experienced an abrupt transition from one state to another without changing
sign of the helical pitch. It has previously been shown, both theoretically and
computationally, that this kind of transition is possible [81].
Chapter 7
Applied Experiments - LM
Wind Tunnel Tests
Stereoscopic Particle Image Velocimetry (SPIV) measurements investigating the
eect of vortex generators on the ow near stall and at best aerodynamic glide
ratio performance have been carried out in the LM Glasber wind tunnel on
a DU 91-W2-250 prole. Measurements at two Reynolds numbers were an-
alyzed; Re = 0:9  106 and 2:4  106, corresponding to free stream velocities
U1 = 15 m/s and U1 = 40 m/s, respectively. The experimental results show
longitudinal vortex structures generated by the devices and mixing close to the
wall, transferring high momentum uid into the near wall region, which is shown
to delay separation in the near stall conguration. The vortex structures dis-
play similar behavior to those found in the low Reynolds number experiments
described in Chapter 6, suggesting that the same ow process is active. There-
fore, it is plausible that the helical structure of the vortices persists at these
high Reynolds numbers.
7.1 Introduction
Vortex generators have many degrees of freedom in the form of geometrical
parameters such as general shape, height, length and angle to the main ow
direction. Further, it is necessary to specify their chordwise position in relation
to the location of the separation line and spanwise spacing on the blade. In
industry, some experience exists for particular blade or product designs. But
when new products are manufactured, such as new airfoils for wind turbine
blades, the optimum geometry of the vortex generators might change. This is
associated with some uncertainty and therefore blade manufacturers for wind
turbines are often conservative in their choice of airfoils and in their use of aero-
dynamic devices. A potential exists to increase the aerodynamic eciency of
wind turbine blades and to decrease unwanted loads. By better understanding
the physics of how vortex generators mix high momentum uid into the bound-
ary layer, it could be possible to optimize the eect of the devices and thus
reduce the production price for electricity.
On wind turbine blades, vortex generators are used to solve ow sepa-
ration problems on the inner part of the blade where the airfoil is thick and
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the ow angles are high. Wind turbine blades must withstand a high out-of-
the-rotor-plane-loading and to absorb the corresponding bending moments, a
certain thickness is required. It is not uncommon that the innermost airfoils for
this reason have a thickness of up to 40% of the chord. Further, there is a limit
on how much a real wind turbine blade is twisted to adapt to the direction of the
oncoming local ow velocity. For these reasons, there is always separated ow
on the innermost wind turbine blade. A severe inboard separation may also in-
uence the ow further outboard, which is important for the generation of rotor
torque. The vanes can increase the lift, but also yield an increased drag. Vortex
generators are sometimes integrated in the blade design, but are also used to
change unexpected ow separation on already manufactured clean blades. To
improve the aerodynamic performance of the part of the blades closest to the
hub, vortex generators have successfully been used [103].
Many studies have presented nominal guidelines for optimizing the eect
of forced mixing for vortex generators of varying geometries under dierent ow
conditions, [52, 56, 107, 124, 133, 150]. Previously, a lot of experimental work
was done describing embedded vortices in wall-bounded ow using single point
measurements; see, e.g., [89, 106, 124, 125]. More recent investigations utilize
Particle Image Velocimetry (PIV) or Stereoscopic PIV (SPIV) to investigate the
ow structures [52, 143, 144, 145, 146], providing instantaneous realizations of
all three velocity components in a plane. Further, a review on experimental and
computational studies of low-prole vortex generators was written by Lin [76].
In Liu et al. [77] it is reported from measurements that the vortex generator
induced secondary velocities have a Lamb-Oseen-like structure. In a cylindrical
coordinate system for Lamb-Oseen vortices, the vorticity component is purely
axial !z, yielding a non-uniform azimuthal velocity distribution u and leaving
the axial velocity component uz unaected. Computational models have been
constructed attempting to describe the eect of the devices on the ow; see, e.g.,
[77, 127, 157]. Some take into account or observe the Lamb-Oseen vortex struc-
ture of the secondary velocities. However, the non-uniform axial velocity compo-
nent uz commonly observed has previously never been properly explained except
as a velocity decit. The work presented in Chapter 5 describes the analysis of
the ow structures downstream of one vortex generator in order to gain insight
into the physical processes of the ow to increase the predictability and simplify
the optimization of their eect. Among other results, generic experiments at
low Reynolds numbers have shown that the vortices possess helical symmetry of
the vorticity and therefore can be modeled by relatively simple equations pro-
vided that the helical pitch and convection velocities of the vortices are known
[146]. In this study, the negative axial velocity decit commonly observed was
rst recognized to be the result of induction due to the helical structure of the
vortex core. In addition to the axial vorticity component, vortices with helical
symmetry of the vorticity have an azimuthal vorticity component !, giving rise
to the non-uniform induced axial velocity uz. Lamb-Oseen vortices constitute a
special case, where the helical pitch approaches innity, reducing the azimuthal
vorticity component to zero and thereby yielding a rectilinear vortex.
In the present work, it is shown from Stereoscopic PIV measurements that
the vortices at higher, more applicable Reynolds numbers have the same basic
behavior as the ones at substantially lower Reynolds numbers, see Chapter
6. This suggests that the same type of ow process is active, and thus it is
plausible that the vortices possess helical symmetry also at these more applicable
7.2. EXPERIMENTAL SETUP AND ARRANGEMENT 63
conditions. The knowledge that the vortices might be understood from helical
symmetry of the vorticity may lead to better theoretical and numerical models
that can simulate and optimize the eect of vortex generators also for other
geometries.
7.2 Experimental setup and arrangement
7.2.1 Wind tunnel
The wind tunnel situated at LM Glasber in Lunderskov, Denmark, is a closed
return system, with a contraction ratio of 10:1. The maximum speed is 105 m/s
(Mach 0.3), yielding a Reynolds number of Re = 6.3106 based on a prole of
chord 900 mm. The test section (see gure 7.1) has a width of 1.35 m, a height
of 2.70 m and a length of 7 m. A turn table, designed for holding proles, is
located with its center 2.915 m downstream of the test section inlet at its mid-
height. The fan is located at the opposite end of the tunnel to the test section
and has a maximum power of 1 MW. The tunnel is equipped with a cooling
system to keep the temperature at a constant level. A wake rake is mounted
on a traverse, which can move in a plane perpendicular to the ow downstream
of the turn tables. The test section is equipped with a dierential pressure
measurement system, which measures 256 pressures: The pressure distribution
on the airfoil model, the pressures on oor and ceiling along the test section as
well as static and total pressures on the wake rake. Finally, both turn tables
have a balance system. The pressure distributions and load balance signals can
be used to derive airfoil force coecients, see [36]. The tunnel is designed to have
low turbulence intensity in the test section. Measurements at the cross-section
of the turntable center reveal a turbulence intensity of about Tu = 0.09% in the
lengthwise component at Reynolds numbers within the range Re = 3-4.8106
[105].
7.2.2 DU 91-W2-250 prole
The tests were conducted on the DU 91-W2-250 prole, which is a wind turbine
dedicated airfoil developed at Delft University of Technology [118, 136]. The
chord length of the prole is 900 mm and the span is 1 350 mm, which is the
same as the width of the test section. Pressure taps were integrated in the
prole across the entire chord.
7.2.3 Vortex generators
Triangular vanes of height h = 4.5 mm and length l = 2h were positioned with an
angle of  = 18 to the mean ow in a counter-rotating fashion with a distance
between the trailing edges of the devices of s = 3h within one pair and z = 5h
between each pair, see gure 7.2. The vortex generator congurations were
found empirically from polar measurements made by LM Glasber, maximizing
CL and CL/CD in a parametric study.
The Stereoscopic PIV measurements were conducted at two angles of at-
tack;  = 6.5, corresponding to maximum CL/CD (maximum gliding ratio)
with vortex generators attached at 50% chord and  = 18.0, corresponding to
maximum CL with vortex generators attached at 20% chord. These angles were
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Figure 7.1: LM Glasber wind tunnel test section.
chosen based on polar measurements performed by LM Glasber, maximizing
CL/CD and CL for each respective case. The chordwise positioning of the vor-
tex generators was chosen based on the distance to the separation line. Xfoil
simulations for Re = 3.0106 show that separation occurs at about 35% chord
for an angle of attack of  = 18.0 with no vortex generators present, whereas
separation only occurs at the trailing edge for an angle of attack of  = 6.5.
The boundary layer thickness for Re = 3.0106, corresponding to a free
stream velocity of U1= 50.0 m/s, at the position of the vortex generators has
previously been estimated using two-dimensional RANS-simulations to be about
 = 11 mm at x/c = 50% for  = 6. For  = 18 at x/c = 20% and the
same Reynolds number, the boundary layer thickness is estimated to be about
 = 6 mm.
7.2.4 Stereoscopic PIV setup and data processing
The stereoscopic PIV equipment included a double cavity NewWave Solo 120XT
Nd-YAG laser (wavelength 532 nm) delivering light pulses of 120 mJ. This laser
was placed at the side of the test section on the turn table, illuminating a
sheet along the span of the prole, see gure 7.3. The light sheet thickness at
the measurement position was 1.5 mm and was created using a combination of a
spherical convex and a cylindrical concave lens. The convex lens focuses the light
and creates a beam waist at the measurement position. The concave lens was
used to spread the laser beam in one of the directions to create the light sheet.
Due to the cross-ow arrangement, the second pulse of the laser was shifted
downstream by approximately 25% in order to further increase the dynamic
range of the out-of-plane component. The equipment also included two Dan-
tec Dynamics HiSense MkII cameras (13441024 pixels) equipped with 60 mm
lenses and lters designed to only pass light with wavelengths close to that of
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Figure 7.2: Vortex generator geometry.
the laser light, allowing for the scattering from the particles to pass through and
partially preventing ambient light and unwanted reections to reach the CCD
chip. Both cameras were mounted on Scheimpug angle adjustable mountings.
In order to obtain a smaller measurement area and therefore better spatial res-
olution, the cameras were equipped with teleconverters, doubling the eective
focal length of the camera lenses. The two cameras were placed downstream
of the airfoil on either side of the wind tunnel, i.e., on the same side of the
light sheet, resulting in one camera being placed in the forward scattering direc-
tion and one in the backward scattering one, see gure 7.3. Since the cameras
were mounted in xed positions, the angle of each respective camera to the
laser sheet varied between 32.0-42.5 depending on the streamwise light sheet
position. The f -numbers were set to between 4.0 and 5.6 for the camera in
the forward scattering direction and was always set to 2.8 for the camera in
the backward scattering one, depending on the light budget of scattering from
the particles and reections from the prole surface and the devices at each
plane position. The seeding consisted of DEHS (di-ethyl-hexyl-sebacin-esther)
droplets with a diameter of approximately 12 m and was added to the ow
downstream of the test section.
Calibration was performed using a calibration target with a well dened
pattern placed in the light sheet and acquiring images of it with both cameras at
ve distinct positions throughout the depth of the laser sheet according to Solo
et al. [128]. A mapping function was computed from these calibration images
using the camera pinhole model, mapping the object space onto the image plane
(the CCD sensor). However, unless the calibration target is perfectly aligned
with both laser sheets, the mapping function will not provide coordinate systems
that coincide with the measurement planes. Due to the deliberate shift in the
downstream direction of the second laser pulse to increase the dynamic range of
the measurements, it was impossible to place the calibration target at the center
of both light sheets. In practice, it is usually very dicult to achieve satisfactory
overlap for the disparity not to aect the measurements signicantly even if the
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light sheets overlap perfectly. As a consequence, the calibrations associated
with the measurements suer a systematic error that is commonly referred to
as disparity. The misalignment between the calibration target and the laser
sheet can be estimated from so-called disparity maps [155]; Two simultaneously
recorded single-exposure PIV images from each camera are mapped onto the
object plane using mapping algorithm obtained through the calibration images.
Cross-correlating these, a vector eld commonly referred to as disparity map will
result, providing a measure of the misalignment residual across the measurement
plane [24]. One should, if possible, perform the correction by averaging the
correlation planes in stead of the disparity maps. This procedure provides more
information, since it retains all of the necessary information in the measurements
and, for well converged statistics, removes the ambiguity of the particle position
throughout the depth of the laser sheet [111, 154]. Due to the nite thickness
of the laser sheet and the viewing angles of the cameras to it, the average
correlation peak obtained in this manner will have the shape of an elliptic ridge.
This elongated peak provides, among other things, information on the light
sheet thickness and its relative position as well as the disparity vector [154].
The DaVis 7.2 software was used to compute the disparity maps as de-
scribed above, displaying vectors corresponding to a domination of error due
to a translational shift of the calibration target in relation to the center of the
laser light sheet. This is expected, since the calibration is performed for both
light sheets simultaneously, which are deliberately shifted to one another. The
errors associated with the calibration are sometimes quite large in the current
measurements, typically of the order of 50% of the free stream velocity. For
precaution during the experiments, several calibrations were performed span-
ning larger depths than were seemingly necessary in order to be able to correct
the calibrations during the data processing. The DaVis 7.2 software supports
self-calibration (cf., [154]), providing the possibility to adjust the coordinate
system and the camera calibration so that the calibration target is mapped to
the center of the light sheet, thus eliminating the misalignment errors. Fur-
ther, the images were processed with DaVis 7.2 using cross-correlation over two
renement passes with a nal interrogation area size of 3232 pixels. Local
median validation was used in the immediate vicinity of each interrogation area
to remove spurious vectors between each renement step. The overlap between
interrogation areas was set to 50%. The number of recorded velocity elds for
the dierent measurements varied between 1500 and 1800. The recording of
image maps was done with an acquisition rate of 2.0 Hz to ensure statistical
independency of the samples. For a free stream velocity of 15 m/s and tunnel
dimension 2.7 m, the time scale of the largest eddies can be approximated to
t = 2.7/15 = 0.18 s. For a free stream velocity of 40 m/s, the approximated time
scale is t = 2.7/40 = 0.07 s. The size of the interrogation area varied, but was
typically 1.0-1.5 mm in both the spanwise (z) and the wall normal (y) direction.
The measurement volume typically had a width of 120 mm, a height of 65 mm
and a thickness of 1.5 mm restricted to the thickness of the laser sheet.
7.2.5 Reection reduction
Reections from the vortex generators and bump surface entering the CCD
cameras constituted a problem for two reasons. The reections often appeared
in the most interesting parts of the measurement region, corrupting the signal
7.2. EXPERIMENTAL SETUP AND ARRANGEMENT 67
Table 7.1: Measurement planes for
 = 6:5, corresponding to maxi-
mum gliding ratio with vortex genera-
tors applied.
U1 XV G=h
(m=s) 20 40
15.4 VGs VGs/no VGs
40.0 VGs VGs/no VGs
Table 7.2: Measurement planes for
 = 18:0, corresponding to maximum
lift with vortex generators applied.
U1 XV G=h
(m=s) 20 48
15.1 VGs VGs/no VGs
in this area and making the sought for particle scattering hard to detect. The
reections can also be harmful to the CCD chip due to the high power of the
laser light. Since we were not allowed to apply Rhodamine 6G in this setting,
reections were suppressed by painting the reecting surfaces with dull black
paint. This signicantly reduced the reections as seen by the camera, however
not completely. Further, images acquired with no particles present in the ow at
the same position as the measurements were subtracted from the measurement
images prior to processing, almost completely removing all unwanted reections.
7.2.6 Measurement planes
The SPIV measurements were conducted in planes parallel to the span of the
wing and normal to the surface of the prole, see gure 7.3. The measure-
ment positions were primarily chosen based on results from numerical simula-
tions, suggesting the location of the separation line. The experiments were con-
ducted at two free stream velocities, U1 = 15 m/s and 40 m/s, corresponding
to Reynolds numbers based on prole chord Re = 0.9106 and 2.4106, respec-
tively. The measurement planes with congurations for each angle of attack
(maximum gliding ratio and lift) are listed in tables 7.1 and 7.2. U1 is the
free stream velocity and XV G/h is the distance between the vortex generators
and the measurement plane normalized by the device height h. VGs indicates
controlled ow and no VGs means uncontrolled ow.
7.2.7 Combined 3D stall and end eects
At high angles of attack, ow visualizations by oil paint suggest that the ow
over the airfoil surface is not two-dimensional even when vortex generators are
applied, see gure 7.4. This three-dimensional pattern arises due to a combi-
nation of separation and end wall inuence eect. Similar three-dimensional
large-scale structures or stall cells in two-dimensional geometries at high an-
gles of attack have previously been observed [15, 17]. The results of these tests
display marked three-dimensional patterns even for airfoils with relatively high
aspect ratios. In the current study, eects of this three-dimensionality of the
ow are displayed in all of the SPIV measurements. However, these eects are
very small when there is no separation as for  = 6.5.
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Figure 7.3: Sketch of the experimental setup and the airfoil with
vortex generators applied. The Nd-YAG laser illuminates a sheet
along the span of the prole. Within this laser sheet, a measurement
plane is displayed along with its local coordinate system and the
distance XV G between the trailing edge of the vortex generators
and the measurement plane. In addition, the positions of both CCD
cameras are indicated.
Figure 7.4: Flow visualizations by oil paint at angle of attack
 = 18.0 and U1 = 40.0 m/s. Vortex generators are applied at
x/c = 0.2.
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7.3 Results
7.3.1 Flow at maximum gliding ratio;  = 6.5
When vortex generators are attached to the blade at 50% chord, polar mea-
surements made by LM Glasber have shown that the gliding ratio CL/CD
is maximized around an angle of attack of  = 6.5. As described in section
7.2.6, measurements have been carried out at two positions along the chord;
XV G=h = 20 and 40. Further, two velocities were considered; 15.4 and 40.0 m/s
corresponding to Reynolds numbers Re = 0.9106 and 2.4106, respectively. Due
to time restrictions for usage of the wind tunnel, only the controlled ow was
considered in the most upstream plane whereas both the controlled and uncon-
trolled ow was measured in the most downstream measurement position. In
the following, the measurements performed at free stream speed U1 = 15.4 m/s
will be considered rst and thereafter a similar analysis will be conducted for
the measurements performed at free stream speed U1 = 40.0 m/s.
7.3.1.1 Low Reynolds number case
Figures 7.5 and 7.6 show zoom-ins of averaged velocity vector maps for mea-
surements performed with vortex generators applied for free stream velocities
U1 = 15.4 m/s at XV G=h = 20 and 40, respectively. Since the pattern seen in
the gures repeats itself throughout the measurement area, only a small portion
is shown in order to obtain a closer view of the average structures. The axial
velocity component is represented by color contours and the secondary velocities
are displayed by vectors. The axial velocity component has been normalized by
the free stream velocity U1 = 15.4 m/s. The boundary layer thickness of the
uncontrolled ow at XV G=h = 40 was determined from the measurements, tak-
ing the spanwise average of the mean velocity eld, and is indicated by a white
horizontal line in gure 7.6. Since the uncontrolled ow was not measured at
the more upstream position, no such line is shown in gure 7.5.
In all cases without devices, a three-dimensional boundary layer varying
across the span is observed as described in section 7.2.7, displaying a small
deviation from zero in the spanwise velocity W, in contrast to what is expected in
a two-dimensional boundary layer. This deviation is, however, never larger than
3.5% of the free stream velocity and is usually smaller than 2%. It is therefore
remarked that the spanwise median velocity prole has been subtracted from
the mean eld in order to better reveal the structures of the longitudinal vortices
generated by the devices.
Eects of reections can be detected in gure 7.5 in the span 9 < z=h < 10,
where the 3C velocity vector map is distorted by reections from one of the vor-
tex generators. In addition, the measurements are subject to strong reections
from the airfoil surface and therefore, one cannot obtain valid vectors close to
the wall due to the low signal-to-noise ratio. This in turn obstructs the posi-
tioning of the wall. Further, the ow closest to the wall is most presumably not
resolved due to the high velocity gradients in this region compared to the rela-
tively large size of the interrogation areas. A high velocity gradient across the
interrogation area will be ltered across the spatial extent of the interrogation
window, yielding a clearly erroneous measuring value. This makes it further
dicult to approximate the position of the wall from the measurements. In
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addition, due to the limitations in spatial resolution of the measurements, the
velocities in the vortex cores are hard to resolve and detect.
This might in part explain why one cannot always clearly distinguish the
expected spanwise velocities entering into the vortical motion close to the wall.
Another plausible hypothesis, assuming that the ow is well resolved, is that
the ow pattern is a mixture of the motions of longitudinal vortices and a
streak-like behavior which is amplied by the forcing of the ow from the vortex
generators. The thought is that the vortical motions interact with turbulent
streaks in the boundary layer further upstreams, enhancing and ordering their
eect and thereby making their momentum redistribution eect persist farther
downstream. However, one can evidently observe the resolved vortical macro-
motions in the average induced eects of the actuators in gure 7.5, centered
at positions y/h = 1, z/h = 1, 4, 6 and 9 as well as in gure 7.6 in the same
positions, with the full vortical motion reconnecting even close to the wall at
some positions despite the strong wall reections.
It is therefore more likely that the vortices obey the same ow patterns
as have been observed in similar measurement results at very low Reynolds
numbers with higher resolution, see Chapters 5 and 6 or [143, 144]. These sec-
ondary macro-motions of the ow, overturning the boundary layer in a way that
is at least similar to the expected longitudinal vortices observed in the previous
studies, are clearly seen and accordingly the axial velocity close to the wall is
redistributed. A schematic of the mixing structures generated by longitudinal
vortices is displayed in gure 7.7, where gure 7.7a shows a counter-rotating
conguration as applied in the current experiment. Two dominant momentum
redistribution processes can be identied; the downwash at z/h = 0, 5, and 10
in the velocity vector maps in gures 7.5 and 7.6, where high momentum uid is
transported towards the wall and the upwash at z/h = 2.5 and 7.5 in the same
gures, where the retarded uid is advected away from the wall. Arrows in g-
ure 7.7a indicate the direction of the advection for both processes. Figure 7.7b
displays a case in which the vortices are co-rotating, leading to simultaneous
upwash and downwash in each spacing between vortices.
A representative snapshot of the velocity vector eld of the uncontrolled
ow at XV G=h = 40 is displayed in gure 7.8. To improve the clarity of the
gures, the velocity vectors have been scaled down by a factor of 2/3 in the
snapshots compared to the average velocity elds throughout the chapter. A
turbulent boundary layer is seen with seemingly disordered structures interact-
ing. Figures 7.9 and 7.10 show typical snapshots of instantaneous realizations of
the controlled ow at free stream velocity U1 = 15.4 m/s and XV G=h = 20 and
40, respectively. In the snapshot of the more upstream position, the complete
vortical motion is well captured instantaneously and can be seen, e.g., at z/h = -
10, -7, 0, 3 and 8. This can also be seen to some extent in the more downstream
position, but the structures are far less organized here. Further, comparing
the instantaneous structures with and without actuators, one can conclude that
they are somewhat similar. However, the more organized device induced struc-
tures are more ordered and structured, supposedly enhancing already existing
structures in the boundary layer to counteract separation. Though subject to
strong turbulent pulsations, the structures seem to remain distinct and intact
at both positions.
Further, gures 7.11 and 7.12 show the normalized spanwise averaged axial
velocity prole from the mean controlled velocity eld along with normalized
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axial velocity proles extracted from the mean velocity eld in the upwash
and downwash regions at XV G=h = 20. Figure 7.12 shows all these proles
for XV G=h = 40, with the addition of the normalized spanwise averaged axial
velocity prole from the mean velocity eld for the uncontrolled ow. Similar
behavior is seen in the up- and downwash regions compared to the spanwise
averaged prole of the contolled ow, indicating that the basic structure persists
when moving downstream. This is also reected in the previous average as well
as the instantaneous velocity vector plots.
Comparing to the uncontrolled case, it seems that the negative eect in the
upwash region is larger than the positive eect in the downwash region, which
is also reected in the controlled spanwise averaged velocity prole. This decit
is potentially the remainings of the negative induction in axial velocity caused
by the helical symmetry of the vortices, see Chapter 5. Then one can explain
the lost streamwise energy by an exchange between the primary and secondary
velocities, boosting the tangential velocity component that redistributes the
axial momentum in the boundary layer. It is also noted that the actuator
induced eect is quite local, not substantially aecting the average axial ow in
the boundary layer beyond y/h  5.
7.3.1.2 High Reynolds number case
A similar analysis for the higher Reynolds number case, acquired at a free
stream velocity of U1 = 40.0 m/s, shows the same basic results as for the lower
Reynolds number case. Figures 7.13 and 7.14 show zoom-ins of averaged ve-
locity vector maps for measurements performed with vortex generators applied
for free stream velocities U1 = 40.0 m/s at XV G=h = 20 and 40, respectively.
The axial velocity component has been normalized by the free stream velocity
U1 = 40.0 m/s. Again, the boundary layer thickness of the uncontrolled ow
at XV G=h = 40 was determined from the measurements by a spanwise average
of the mean velocity eld and is indicated by a white horizontal line in gure
7.14.
The three-dimensionality of the boundary layer persists at this higher free
stream velocity and it is therefore again remarked that the spanwise median
velocity prole has been subtracted from the mean eld in order to better reveal
the structures of the longitudinal vortices generated by the devices. Further,
the reections seen in gure 7.5 appear also in these measurements in the same
position, see gure 7.13. Further, the strong reections from the airfoil surface
remain, corrupting the signal in these regions and causing low signal-to-noise
ratios.
The resolved complete vortical macro-motions in the average induced ef-
fects of the actuators in gures 7.13 and 7.14 are somewhat less obvious here, but
can still be seen centered at, e.g., y/h = 1, z/h = 1 and 6 in the two gures. The
structures have the same basic characteristics as for the lower Reynolds number,
indicating that the complete vortical motions in the average sense, however not
resolved, are present in the current case as well. This also further strengthens
the hypothesis that the structures are Reynolds number independent for the
current range.
A characteristic snapshot of the velocity vector eld of the uncontrolled
ow at XV G=h = 40 is displayed in gure 7.15. This turbulent boundary layer
is similar to the one obtained at the lower free stream velocity seen in gure 7.8.
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Figures 7.16 and 7.17 show typical snapshots of instantaneous realizations of the
controlled ow at positions XV G=h = 20 and 40, respectively. The instantaneous
complete vortical motions are not as evident as for the lower Reynolds number.
This might not be solely caused by the dierence in induced actuator eect
at the higher Reynolds number, but can also be assigned to the spanwise ow
disturbance and the large impact of reections. The higher degree of order in
the structures in the controlled ow as opposed to the uncontrolled one is again
evident and the structures seem to be able to survive the conditions provided
by the higher free stream velocity.
Considering the normalized velocity proles for the present case seen in
gures 7.18 and 7.19, corresponding to the ones found in the lower Reynolds
number case in gures 7.11 and 7.12, the trend is in substance the same. This
once again suggests that the actuators induce the same kind of ow process at
this higher Reynolds number. Also at this Reynolds number, the induced eect
of the actuators on average does not stretch beyond y/h  5.
7.3.2 Flow at maximum lift;  = 18.0
When vortex generators are attached to the blade at 20% chord, polar measure-
ments made by LM Glasber show that the lift coecient CL is maximum for
an angle of attack of  = 18.0. The measurements were limited to a free stream
velocity of U1 = 15.1 m/s in order to reduce vibrations of the test section and
hence also their impact on the ow, most probably caused mainly by the shed-
ding at the 2D airfoil at this high angle of attack. Further, the measurements
conducted for  = 18.0 are subject to much more three-dimensionality of the
boundary layer than the measurements for  = 6.5. In the outer layer at this
higher angle of attack, the largest deviations from zero in the spanwise velocity
W can be as large as 5-10% of the free stream velocity, the largest deviations
being present in the most downstream measurements.
Studying the most upstream position, gures 7.20 and 7.21 show snapshots
peculiar to the controlled boundary layer ow at XV G=h = 20. These two types
of snapshots are about equally frequent and describe a turbulent boundary
layer that is intermittently dominated by the organized structures generated
by the actuating devices, reminiscent of the structures seen in the snapshots
for  = 6.5. The turbulent boundary layer dominates the ow during the
remainder. The spanwise averaged velocity prole obtained from the ensemble
averaged ow in the same position is shown in gure 7.22. This gure shows a
well attached prole, which can be explained either by the eect of the actuators
or the fact that this position lies upstream of the separation point where the
ow is still accelerating. Most probably the explanation is a combination of
both.
Figures 7.24 and 7.25 show two typical snapshots of instantaneous real-
izations of the controlled ow at XV G=h = 48 (corresponding to 45% chord).
A representative snapshot of the corresponding uncontrolled ow is displayed
in gure 7.23, revealing that the ow is subject to separation. While the snap-
shot in gure 7.24 portrays a separated and highly irregular turbulent boundary
layer, gure 7.25 displays a ow behavior which again reminds of the organized
structures previously observed in the snapshots of the controlled ow for both
angles of attack. The distribution between the two kinds of snapshots displayed
in gures 7.24 and 7.25 seems to be fairly equal, again strongly indicating that
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the boundary layer ow separates intermittently. Comparing the instantaneous
structures with and without actuators, one can conclude that the snapshot of
the controlled ow in gure 7.24 has a similar structure as that of the uncon-
trolled one in gure 7.23, however, less separated. The coherent structures can
still be seen in the ow at times, whereas at other times, their eect is not strong
enough to counteract separation and thus drowns in the intermittent bursts of
strong ow pulsations.
The eect of the actuators is still clearly visible in the ow though. Fig-
ure 7.26 displays the free stream normalized ensemble and spanwise averaged
streamwise velocity proles for the controlled and uncontrolled ow, respec-
tively. Even though a fair amount of the realizations have similar appearance
to that in gure 7.24, the separation obstructing eect on the mean ow leaves
no further doubts to the eciency of the actuating devices. A large contribu-
tion to this might be the large impact of the intermittent inuence of the more
structured and organized device induced structures seen in gure 7.25. It is
also noted that the eect of the actuators reaches across the entire height of the
boundary layer, even though their height corresponds to an order of magnitude
less.
7.4 Conclusions
The results show that, by using Stereoscopic PIV, one can detect the large
scale ow structures created by vortex generators on a DU 91-W2-250 prole at
Reynolds numbers Re = 0:9 106 and 2:4 106, at an angle of attack of  = 6.5.
The vortices and their redistribution of streamwise momentum in the boundary
layer are clearly displayed in the velocity vector maps, both as snapshots and
in the average sense, and the eect is qualitatively the same for the respective
measurements for the two measuring positions and Reynolds numbers. This
indicates that the ow structures are fairly independent of Reynolds number
within the considered range. For the higher Reynolds number case, the ow
structures seem to be slightly more compact and the secondary velocities are
generally larger. The patterns of the controlled ow are very similar, also to
the ones found at considerably lower Reynolds numbers, see Chapters 5 and 6.
This indicates that the structures exist and are fairly similar independently of
Reynolds number within the considered range.
Similar patterns appear intermittently at  = 18.0 at both XV G=h = 20
and 48 (45% chord), where the ow structures sometimes are too weak to coun-
teract, and are dominated by, separation. Despite this, nevertheless, the vortices
can be clearly distinguished in snapshots at these positions and their impact in
terms of separation control has proven to be signicant in the most downstream
position. Further, it is worth noting that the vortices still are intact and ef-
fective at distances exceeding XV G=h = 48, which is large compared to what
has mostly been reported in previous studies of submerged vortex generators,
typically reaching to about XV G=h = 10-20 [76].
In essence, it is observed that the momentum decit and the secondary
vortical macro motions of the vortices persists for a row of vortex generators
producing counter-rotating vortices at higher Reynolds numbers that are more
relevant in many applications such as, e.g., on wind turbine blades. Knowing
the parameters of the vortices, this information can be used to construct models
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of the ow to optimize the eect of the vortex generators. This can, e.g., be
conducted in a similar fashion as performed by [77] by introducing body forces
acting as a numerical vortex generator, but further improving the analysis by
knowing the relationship between the axial and azimuthal velocity components.
Another option is to construct a theoretical model for the innite vortex row,
also including the mirror vortices to account for the presence of the wall.
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Figure 7.5: Average velocity vector map of the controlled ow for
angle of attack  = 6.5 and free stream velocity U1 = 15.4 m/s at
XV G=h= 20. The plot is zoomed-in to an area corresponding to about
a quarter of the eld of view. The colors display the out-of-plane ve-
locities normalized by the free stream velocity. Since the local ow on
the blade is not parallel to the free stream, the origin of the z-axis has
been chosen arbitrarily at one of the downwash regions. In the span
9 < z=h < 10, the 3C velocity vector map is distorted by reections
from one of the vortex generators. Spurious vectors, located in the
position of this reection, protruding the view have been removed.
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Figure 7.6: Average velocity vector map of the controlled ow for
angle of attack  = 6.5 and free stream velocity U1 = 15.4 m/s at
XV G=h = 40. The white line indicates the boundary layer thickness
obtained from the measured uncontrolled ow. The plot is zoomed-in
to an area corresponding to about a quarter of the eld of view. The
colors display the out-of-plane velocities normalized by the free stream
velocity. Since the local ow on the blade is not parallel to the free
stream, the origin of the z-axis has been chosen arbitrarily at one of the
downwash regions.
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Figure 7.7: Schematic of the mixing structures downstream of vortex
generators in a (a) counter-rotating and (b) co-rotating conguration.
In the case of counter-rotating vortices (a), two dominant momentum
redistribution processes can be identied; the downwash, where high
momentum uid is transported towards the wall and the upwash, where
the retarded uid is advected away from the wall. Arrows in the gure
indicate the direction of the advection for both processes. In the case
of co-rotating vortices (b) simultaneous upwash and downwash occurs
in each spacing between vortices.
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Figure 7.8: Instantaneous snapshot of the velocity vector eld of the un-
controlled ow for an angle of attack  = 6.5 and free stream velocity
U1= 15.4 m/s at XV G=h = 40. The gure displays a representative realiza-
tion for the uncontrolled ow. The colors display the out-of-plane velocities
normalized by the free stream velocity. To improve the clarity of the gure,
the velocity vectors have been scaled down by a factor of 2/3 in the snapshot
compared to the average velocity elds.
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Figure 7.9: Instantaneous snapshot of the velocity vector eld of the
controlled ow for an angle of attack = 6.5 and free stream velocity
U1 = 15.4 m/s at XV G=h = 20. The colors display the out-of-plane
velocities normalized by the free stream velocity. To improve the clarity
of the gure, the velocity vectors have been scaled down by a factor of
2/3 in the snapshots compared to the average velocity elds.
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Figure 7.10: Instantaneous snapshot of the velocity vector eld of the
controlled ow for an angle of attack = 6.5 and free stream velocity
U1 = 15.4 m/s at XV G=h = 40. The colors display the out-of-plane
velocities normalized by the free stream velocity. To improve the clarity
of the gure, the velocity vectors have been scaled down by a factor of
2/3 in the snapshots compared to the average velocity elds.
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Figure 7.11: Velocity proles for = 6.5, U1= 15.4 m/s and XV G=h= 20.
The gure displays spanwise averaged velocity proles from the mean con-
trolled velocity eld as well as proles from the mean velocity eld extracted
in the upwash and downwash regions.
0 0.2 0.4 0.6 0.8 10
5
10
15
<U>
span/U¥
y/
h
a =6.5°
U
¥
=15.4 m/s
XVG/h=40
VGs, spanwise averaged
No VGs, spanwise averaged
VGs downwash
VGs upwash
Figure 7.12: Velocity proles for = 6.5, U1= 15.4 m/s and XV G=h= 40.
The gure displays spanwise averaged velocity proles from the mean con-
trolled and uncontrolled velocity eld as well as proles from the mean velocity
eld extracted in the upwash and downwash regions.
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Figure 7.13: Average velocity vector map of the controlled ow for
angle of attack  = 6.5 and free stream velocity U1 = 40.0 m/s at
XV G=h= 20. The plot is zoomed-in to an area corresponding to about
a quarter of the eld of view. The colors display the out-of-plane ve-
locities normalized by the free stream velocity. Since the local ow on
the blade is not parallel to the free stream, the origin of the z-axis has
been arbitrarily chosen at one of the downwash regions. In the span
9 < z=h < 10, the 3C velocity vector map is distorted by reections
from one of the vortex generators. Spurious vectors, located in the
position of this reection, protruding the view have been removed.
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Figure 7.14: Average velocity vector map of the controlled ow for
angle of attack  = 6.5 and free stream velocity U1 = 40.0 m/s at
XV G=h = 40. The white line indicates the boundary layer thickness
obtained from the measured uncontrolled ow. The plot is zoomed-in
to an area corresponding to about a quarter of the eld of view. The
colors display the out-of-plane velocities normalized by the free stream
velocity. Since the local ow on the blade is not parallel to the free
stream, the origin of the z-axis has been arbitrarily chosen at one of the
downwash regions.
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Figure 7.15: Instantaneous snapshot of the velocity vector eld of the un-
controlled ow for an angle of attack  = 6.5 and free stream velocity
U1= 40.0 m/s at XV G=h = 40. The gure displays a typical realization for
the uncontrolled ow. The colors display the out-of-plane velocities normalized
by the free stream velocity. To improve the clarity of the gure, the velocity
vectors have been scaled down by a factor of 2/3 in the snapshot compared to
the average velocity elds.
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Figure 7.16: Instantaneous snapshot of the velocity vector eld of the
controlled ow for an angle of attack  = 6.5 and free stream velocity
U1 = 40.0 m/s at XV G=h = 20. The colors display the out-of-plane
velocities normalized by the free stream velocity. To improve the clarity
of the gure, the velocity vectors have been scaled down by a factor of
2/3 in the snapshots compared to the average velocity elds. Reections
are seen at positions z/h = -2 and 7.
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Figure 7.17: Instantaneous snapshot of the velocity vector eld of the
controlled ow for an angle of attack  = 6.5 and free stream velocity
U1 = 40.0 m/s at XV G=h = 40. The colors display the out-of-plane
velocities normalized by the free stream velocity. To improve the clarity
of the gure, the velocity vectors have been scaled down by a factor of
2/3 in the snapshots compared to the average velocity elds.
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Figure 7.18: Velocity proles for = 6.5, U1= 40.0 m/s and XV G=h= 20.
The gure displays spanwise averaged velocity proles from the mean con-
trolled velocity eld as well as proles from the mean velocity eld extracted
in the upwash and downwash regions.
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Figure 7.19: Velocity proles for = 6.5, U1= 40.0 m/s and XV G=h= 40.
The gure displays spanwise averaged velocity proles from the mean con-
trolled and uncontrolled velocity eld as well as proles from the mean velocity
eld extracted in the upwash and downwash regions.
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Figure 7.20: One rather representative snapshot of the controlled ow at
 = 18.0 and XV G=h = 20. The boundary layer has a very steep gradient
as the wall is approached. To improve the clarity of the gure, the velocity
vectors have been scaled down by a factor of 2/3 in the snapshot compared to
the average velocity elds.
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Figure 7.21: Another rather representative snapshot of the controlled ow
at = 18.0 and XV G=h= 20, accentuating the periodicity of the organized
actuator induced structures. To improve the clarity of the gure, the velocity
vectors have been scaled down by a factor of 2/3 in the snapshot compared to
the average velocity elds.
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Figure 7.22: Spanwise averaged axial velocity for angle of attack  = 18.0
and free stream velocity U1= 15.1 m/s at XV G=h = 20.
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Figure 7.23: One rather representative snapshot of the uncontrolled ow at
 = 18.0 and XV G=h = 48, accentuating the impact of the high turbulence
level of the ow. To improve the clarity of the gure, the velocity vectors have
been scaled down by a factor of 2/3 in the snapshot compared to the average
velocity elds.
7.4. CONCLUSIONS 85
z/h
y/
h
−10 −5 0 5 100
2
4
6
8
10
12
−0.4 0 0.4 0.8 1.2
Figure 7.24: One rather representative snapshot of the controlled ow at
 = 18.0 and XV G=h = 48, accentuating the high turbulence level of the ow.
To improve the clarity of the gure, the velocity vectors have been scaled down
by a factor of 2/3 in the snapshot compared to the average velocity elds.
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Figure 7.25: Another rather representative snapshot of the controlled ow
at = 18.0 and XV G=h= 48, accentuating the periodicity of the organized
actuator induced structures. To improve the clarity of the gure, the velocity
vectors have been scaled down by a factor of 2/3 in the snapshot compared to
the average velocity elds.
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Figure 7.26: Spanwise averaged axial velocity for the controlled (VGs) and
uncontrolled (No VGs) ow for an angle of attack of  = 18.0 and free stream
velocity U1= 15.1 m/s at XV G=h = 48.
Part IV
Dynamics of Embedded
Vortices and Implications

Chapter 8
Investigation of the Dynamics
of the Embedded Vortices
In an attempt to study the dynamics of the vortex generator induced vortices,
time-series obtained by Hot-Wire Anemometry (HWA) were used to construct
power spectra. The idea was that, if present in the ow, a periodic large scale
oscillation frequency will appear in the spectrum as a distinct spike, revealing
the dynamic behavior of the device induced vortices. Comparison of spectra
computed from measurements conducted in the same position just downstream
of the devices, measuring both the actuated and incident ow, should reveal the
induced dynamic behavior of the embedded vortices. HWA was employed both
for these measurements behind the vortex generators as well as for characterizing
the inlet. Some time series measurements of the inlet ow were also performed
by LDA, when no HWA system was available. This data was processed as burst-
mode LDA spectra, applying the direct Fourier transform due to the random
sampling and residence time weighting due to the intermittent nature of the
signal, see Chapter 11. Due to the substantial dierence in requirements of
computing power and time between the burst-mode LDA and FFT spectra,
not to mention the higher noise oor caused by the intermittent LDA signal,
essentially burying the spectrum, the HWA measurements were analyzed in this
study.
8.1 Introduction
Power spectra are often used not only to study turbulence, but also to detect
dominating frequencies from large scale structures such as vortex shedding in
a cylinder wake and other periodic ow; see, e.g., Gjelstrup et al. [50]. In this
work, they are employed with the intention to detect and separate dominant
distinct frequencies from the remaining ow in the wakes of vortex generators.
Further, the inlet of the test section, also corresponding to the inlet conguration
of the studies described in Chapters 5 and 6, was characterized by traversing
the probe across the height of the channel.
The average velocity prole measured closest to the inlet displays periodic
variations, corresponding to jets emerging through the holes in the inlet grid.
This trend is seen in both the streamwise and spanwise velocity components
89
90 CHAPTER 8. DYNAMICS OF EMBEDDED VORTICES
as well as in the normal and shear stresses. This is also reected in the power
spectral measurements, where higher energy is assigned to the lower frequencies
(larger scales) periodically across the channel height. The ow is, however, on
average smoothed out and behaves well at a position beyond which all measure-
ments have been carried out in the current and other studies (see Chapters 5
and 6). Further, none of the measurements conducted downstream of vortex
generators displayed any peak from periodic oscillations of the induced vortices.
8.2 Experimental setup and arrangement
8.2.1 Wind tunnel
The measurements were carried out in a closed-circuit wind tunnel with an 8:1
contraction ratio and a test section of cross sectional area 300600 mm and
length 2 m. The measurements were conducted at a free stream velocity of
U1 = 1 m/s, corresponding to a Reynolds number Reh =1 700 based on the
vortex generator height. At this low velocity, the turbulent inow is assured
by a turbulence generating inlet grid with mesh length M = 39 mm, situated at
the beginning of the test section. From the measurement data, the turbulence
intensity at the inlet was estimated to 13%.
The HWA inlet characterization measurements were conducted at three
positions downstream of the inlet grid; 10, 35 and 70 cm. These positions were
chosen to study the development of the ow up to 70 cm, where the vortex gener-
ators later were applied. At each downstream location, the probe was traversed
through 96 points with a distance of 2 mm between each point, ranging between
10 to 200 mm from the wall. The sampling frequency was chosen to fs = 5 kHz
with a total record length of T = 20 s at each point. Two velocity components
were recorded; the streamwise and the spanwise (wall parallel). Further, LDA
measurements were performed at mid-channel 300 mm downstream of the turbu-
lence generating inlet grid, also with the same velocity components. LDA time
series with a sample size of N = 70 000 were obtained with an average sampling
rate of 350 Hz. The instantaneous velocities as well as the residence times were
measured and collected for each measurement series. Due to the demanding
requirements of computing power and time between the burst-mode LDA and
FFT spectra, as well as due to the higher noise oor caused by the intermittent
LDA signal, essentially burying the spectrum, the HWA measurements were
analyzed in this study.
The vortex generators were rectangular with a height of 25 mm, corre-
sponding to the local boundary layer thickness. The actuator length was twice
its height, i.e., the aspect ratio was 2:1. Three congurations were chosen for
the study of the vortex generator induced ow;
 Incident ow with no actuators present.
 One single actuator positioned at mid-channel at an angle of about 18 to
the oncoming ow.
 An actuator cascade positioned in a fashion producing counter-rotating
vortices. The conguration is the same as the one employed in Chapter 6,
see gure 6.2, but with rectangular vanes and positioned directly on the
test section wall.
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Time series measurements were performed at three downstream positions
behind the vortex generator trailing edge; 10, 20 and 50 mm at the height of
the vortex generator. The sampling frequency was set to fs =10 kHz and the
total record length of each measurement was chosen to T = 400 s.
8.2.2 HWA setup
Data was acquired using a Dantec Dynamics StreamLine system with a 55P61
gold-plated/miniature X-wire probe which was positioned at the spanwise center
of the channel to measure the streamwise (U) and wall parallel (V) velocity
components. The probe was positioned in the ow so that the predominant
ow direction attacks the wires under an angle of 45. The length and diameter
of the sensing wires were 1.25 mm and 5 m, respectively. A NI DAQ A/D
converter and the StreamWare 4.10 software were used for acquisition.
Angular calibration was performed in a FlowUnit StreamLine calibration
system between 15 degrees with increments of 5 degrees at 1 m/s, correspond-
ing to the wind tunnel velocity at which the measurement were to be conducted.
The eective cooling velocities were expressed in terms of a fourth order poly-
nomial function of anemometer output voltages and the unknown parameters
were found using a nonlinear least-squares curve t.
8.3 Results and discussion
8.3.1 Characterization of inlet ow
In order to interpret the power spectra of the actuator dynamics measurements,
it is essential to understand the ow incident on the devices. Therefore, the ow
at the inlet and even further downstream has been measured to characterize the
inlet velocity proles as well as the frequency content of the ow.
8.3.1.1 Inlet proles
The inlet proles were, due to practical reasons, only measured in the lower
half of the channel closest to the wall of the placement of the vortex generators,
covering about 2/3 of the full channel width. Further, measurements were not
conducted closer than 10 mm to the wall for similar practical reasons. A char-
acterization of the full inlet in terms of proles of moment before the re-design
of the tunnel can be found in the PhD thesis of Schmidt [123].
Figure 8.1 shows the mean axial (U) velocity proles measured by HWA
at 10, 35 and 70 cm downstream of the inlet grid, respectively. From the prole
at 10 cm, it is apparent that the inlet grid gives rise to jet-like structures which,
on average, are smoothed out as one moves further downstream. The mean
spanwise (V) velocity proles measured simultaneously at the corresponding
positions can be seen in gure 8.2. Even here, the jet-like behavior shows up in
the prole at 10 cm due to the sideways movements of the structures caused by
the varying pressure eld across the channel. Since one can expect a similar ow
behavior of the other stream-normal component, this prole indicates mixing
in the two components perpendicular to the ow direction. Hence, due to the
alternating high and low pressure regions that this situation is causing, the ow
will become unsteady. This unsteadiness is mainly restricted to macro motions
and should therefore primarily be located at low frequencies in power spectra.
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Another indication of this is the proles of the normal (<uu> and <vv>) and
shear (<uv>) stresses, shown in gures 8.3, 8.4 and 8.5, respectively. These
variations are present here as well, showing a strong correlation between the
velocity components in the shear stresses <uv>, see gure 8.5. The structures
seen at 10 cm have previously been observed by Ullum et al. [142] in PIV
measurements in the same channel prior to the re-design of the wind tunnel.
At the intermediate position 35 cm, the ow is not settled. Most of the
energy resides in the axial component and is distributed non-uniformly across
the channel. This is reected also in the stresses. At 70 cm, which is the
position at which the actuators have been positioned in the following part of
the current investigation, both the mean velocity and stress proles have a much
more regular trend and the shear stress is close to zero in the free stream.
8.3.1.2 Time series from inlet
In order to study the variations of the frequency content across the inlet, time
series have been acquired along a wall-normal traverse and power spectra have
been computed for all of these points. The results are shown as color plots in
gures 8.6 through 8.14, displaying the power spectral content as a function of
distance to the wall. The magnitude of the spectra are displayed as colors on a
logarithmic scale. The rst three gures display S11(f) as a function of distance
from the wall at downstream positions 10, 35 and 70 cm, respectively, while the
next three show the same dependency for S22(f) and the last three for S12(f).
At the most upstream position 10 cm, gures 8.6, 8.9 and 8.12 clearly dis-
play high energetic (large scale) structures occurring periodically across the in-
let, as was expected from the previous discussion of the average velocity proles.
Studying the trend as one moves downstream, the energy becomes increasingly
more uniform across the height of the channel. Across the frequency range, the
power spectra vary smoothly without any dominant peaks that indicate large
scale periodic disturbances. Since no distinct peaks are present in the spectra,
but it is established that the ow is unsteady, the large scale uctuations must
be non-periodic or, at the most, quasi-periodic. This should manifest itself as
energy distributed across a wider range of frequencies in stead of at one distinct
and narrow one.
8.3.2 Dynamics of actuator induced ow
The actuator induced ow was characterized by measuring time series in three
congurations; a single vortex generator, behind one actuator in a cascade gen-
erating counter-rotating vortices and the incident ow with no vanes present.
The vortex generators were rectangular of height 25 mm with an aspect ratio
of 2:1. Three measuring positions were chosen; 10, 20 and 50 mm downstream
of the actuator trailing edge at the height of the vortex generator. Figures 8.15
through 8.23 show the power spectra derived from the measurement data, the
rst three being the two autospectra and the crosspectrum at 10 mm down-
stream of the actuator(s) trailing edge position. The following three correspond
20 mm and the last three 50 mm downstream of the devices.
As can be seen in the gures, no distinct peaks appear in any of the spectra.
Hence, one can only conclude that the actuators do not have any such signicant
eect on the dynamics under the present conditions (Reynolds number, device
conguration, inlet turbulence etc.).
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Figure 8.1: Mean axial velocity pro-
les at 10, 35 and 70 cm downstream
of the inlet grid.
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Figure 8.2: Mean spanwise velocity
proles at 10, 35 and 70 cm down-
stream of the inlet grid.
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Figure 8.3: Mean proles of normal
stresses <uu> at 10, 35 and 70 cm
downstream of the inlet grid.
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Figure 8.4: Mean proles of normal
stresses <vv> at 10, 35 and 70 cm
downstream of the inlet grid.
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Figure 8.5: Mean proles of shear
stresses <uv> at 10, 35 and 70 cm
downstream of the inlet grid.
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Figure 8.6: S11(f) at a distance of 10 cm downstream of the inlet as a function
of distance to the wall. The magnitude of the spectrum is displayed as colors
on a logarithmic scale.
Figure 8.7: S11(f) at a distance of 35 cm downstream of the inlet as a function
of distance to the wall. The magnitude of the spectrum is displayed as colors
on a logarithmic scale.
Figure 8.8: S11(f) at a distance of 70 cm downstream of the inlet as a function
of distance to the wall. The magnitude of the spectrum is displayed as colors
on a logarithmic scale.
8.3. RESULTS AND DISCUSSION 95
Figure 8.9: S22(f) at a distance of 10 cm downstream of the inlet as a function
of distance to the wall. The magnitude of the spectrum is displayed as colors
on a logarithmic scale.
Figure 8.10: S22(f) at a distance of 35 cm downstream of the inlet as a function
of distance to the wall. The magnitude of the spectrum is displayed as colors
on a logarithmic scale.
Figure 8.11: S22(f) at a distance of 70 cm downstream of the inlet as a function
of distance to the wall. The magnitude of the spectrum is displayed as colors
on a logarithmic scale.
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Figure 8.12: S12(f) at a distance of 10 cm downstream of the inlet as a function
of distance to the wall. The magnitude of the spectrum is displayed as colors
on a logarithmic scale.
Figure 8.13: S12(f) at a distance of 35 cm downstream of the inlet as a function
of distance to the wall. The magnitude of the spectrum is displayed as colors
on a logarithmic scale.
Figure 8.14: S12(f) at a distance of 70 cm downstream of the inlet as a function
of distance to the wall. The magnitude of the spectrum is displayed as colors
on a logarithmic scale.
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Figure 8.15: S11(f) from HWA data measured 10 mm downstream of the vortex
generator positions. The spectra behind a single actuator, a cascade and the
incident ow are represented.
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Figure 8.16: S22(f) from HWA data measured 10 mm downstream of the vortex
generator positions. The spectra behind a single actuator, a cascade and the
incident ow are represented.
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Figure 8.17: S12(f) from HWA data measured 10 mm downstream of the vortex
generator positions. The spectra behind a single actuator, a cascade and the
incident ow are represented.
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Figure 8.18: S11(f) from HWA data measured 20 mm downstream of the vortex
generator positions. The spectra behind a single actuator, a cascade and the
incident ow are represented.
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Figure 8.19: S22(f) from HWA data measured 20 mm downstream of the vortex
generator positions. The spectra behind a single actuator, a cascade and the
incident ow are represented.
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Figure 8.20: S12(f) from HWA data measured 20 mm downstream of the vortex
generator positions. The spectra behind a single actuator, a cascade and the
incident ow are represented.
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Figure 8.21: S11(f) from HWA data measured 50 mm downstream of the vortex
generator positions. The spectra behind a single actuator, a cascade and the
incident ow are represented.
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Figure 8.22: S22(f) from HWA data measured 50 mm downstream of the vortex
generator positions. The spectra behind a single actuator, a cascade and the
incident ow are represented.
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Figure 8.23: S12(f) from HWA data measured 50 mm downstream of the vortex
generator positions. The spectra behind a single actuator, a cascade and the
incident ow are represented.
100 CHAPTER 8. DYNAMICS OF EMBEDDED VORTICES
8.4 Conclusions
The average inlet proles display jet-like eects at the most upstream measuring
position, which on average homogenize when moving downstream. These eects
have previously been observed in the same wind tunnel under similar conditions
with the same turbulence generating inlet grid present, see Ullum et al. [142].
Power spectra from across the entire measured prole also display this behavior
in the most upstream position, but the energy across the channel becomes much
more smoothly distributed in the more downstream positions investigated.
Power spectra derived from HWA measurements behind a single vortex
generator, as well as behind one in a cascade, were produced to attempt to
detect peaks corresponding to the frequency of the movement of the device
induced vortices. The uncontrolled ow was measured in the same positions as
a reference. The spectra do not show any distinct peaks, suggesting that the
vortices have a quasi- or non-periodic behavior with a more complex pattern.
This can, however, not be considered a general result, since the spectra
might look dierent if measured, e.g., at a dierent Reynolds number, oncom-
ing turbulent/laminar ow, actuator conguration etc. Further, the background
ow might contain strong turbulent pulsations or even large scale uctuating
motions that kill or dominate any vortex generator induced dynamics. It is
therefore hard to draw any conclusions from the present results. The experi-
ments should preferably be reconducted after removing the turbulence gener-
ating inlet grid in order to be able to draw more denite conclusions for the
present conguration and Reynolds number.
Chapter 9
Correction for Eects of
Random Noise in Spectra and
Correlations
A new technique is described for the estimation and removal of the additive
random noise component in spectra and correlations. The methodology is illus-
trated using power spectra and correlations from recent hot-wire experiments
in axisymmetric wake turbulence behind a disc. In addition to retaining the
correct total energy, the determination of other quantities attained from spec-
tra such as the integral time scale are improved. The magnitude of the noise
spectrum can be determined from the converged constant value of the spectrum
in the high frequency end, where turbulence dissipates and white noise is the
only remaining component. By characterizing the noise and verifying that it is
additive to the spectrum, the white broad-band spectral noise can be subtracted
from the signal, resulting in a spectral estimator converging to zero at high fre-
quencies. The noise removal methodology presented here can be applied to both
temporally and spatially separated data as well as to virtually all measurement
techniques and numerical simulations where white noise appears.
9.1 Introduction
Random noise in data can often need special care, in particular when one wants
to attain quantities derived from spectra; e.g., the integral time scale and turbu-
lence kinetic energy in the case of turbulent ow. Consider a constant random
noise contribution to the spectrum which osets the spectrum by the magni-
tude of the at spectral noise level. In order to obtain the energy, one needs to
integrate the power spectrum across the band-width. This procedure does not
discriminate between the noise and signal contributions to the energy estimate,
leading to an over-prediction of the energy due to the inclusion of the noise
contribution in the integral. Even though the noise level seems to be small, the
whole-line integral of the noise spectrum might be non-negligibly large compared
to the actual energy. The noise will also add to the integral scale, determined
from the low-frequency asymptote, resulting in over-prediction of this quantity
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as well.
The problem can be quite severe when measuring low turbulence inten-
sity ows. For small enough turbulence intensities, the actual velocity uc-
tuations might be indistinguishable from the random noise contribution. At
these low signal-to-noise ratios the noise will comprise a larger fraction of the
measured signal, yielding large over-predictions of quantities attained from the
power spectrum in general and the energy in particular. This can be particu-
larly problematical for hot-wires, for example, which are restricted to ows of
low or moderate turbulence intensities due to the unambiguity in ow direction
and risk of probe fouling1.
Noise suppression in power spectral estimates has previously been at-
tempted by Benedict and Gould [9] and van Maanen and Tulleken [80] for LDA
data using Kalman lters, assuming the noise to be white. In George [44], the
frequency dependent noise resulting from random phase uctuations or Doppler
ambiguity was removed using a sequence of low-pass lters at frequencies be-
yond those of the turbulence. Nobach et al. [97] tried to suppress the noise in
a power spectrum from LDA data using a FIR-lter, parameterized using the
mean data rate. A sample-and-hold interpolation with uniform resampling was
applied. In fact, one of the most commonly adapted methods to escape the noise
problems is to use analog low-pass lters while measuring before digitization.
This unretractable ltering removes anything above a certain cut-o frequency,
however still leaving the frequencies below the cut-o frequency contaminated.
Besides, it can also remove a part of the signal in addition to the noise. On the
other hand, a less widely known eect of applying low-pass ltering is that it
imposes its own integral time scale onto the signal, since the transfer function is
convolved with the signal (multiplicated in frequency space) is time dependent.
For these reasons, low-pass ltering is usually at best a less than ideal solution
to the problem.
It has commonly been assumed that one can justify the removal of the at
white noise spectrum from spectral estimates. This is of course possible only if
the signal and noise are uncorrelated. Therefore, identication and character-
ization of the random noise component in spectra and correlations is vital to
the justication of its removal. If one understands how the noise appears in the
data, it is possible to pinpoint the source in the spectral or correlation estimator
and evaluate the noise contribution.
In this chapter, a method has been proposed for the removal of the ran-
dom noise term in spectra and correlations. The theory is applied to temporal
data, but is by no means limited to this and can also be applied to spatial data.
Hot-wire anemometry (HWA) measurements in axisymmetric wake turbulence
behind a circular disc have been utilized to provide examples of applications of
the developed technique. The dominating noise term in a power spectral esti-
mate for usual experimental realizations of equidistantly sampled data, such as
hot-wire anemometry output, is identied to be random white step noise arising
from the quantization errors of the A/D conversion process. This white noise
can be traced to the noise variance term, i.e., the correlation of the noise at zero
time lag, which is the only instant at which the random noise is correlated with
1The random noise contribution, in relation to the one of the signal, might be even further
dominating if the hot-wire is operating at a low overheat ratio, if the wire material has a low
temperature coecient of resistance or if a thick wire with a high thermal capacity is used
[33].
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itself. This random noise contribution manifests itself as a spike at the origin
in the autocorrelation. In the same manner, random noise in power spectra is
conned to the self-products (the trace) in the discrete Fourier transform of the
autocorrelation, where the trace contains both the total energy of the signal as
well as all of the noise. Note that random noise does not aect cross-spectra
for data obtained from separate channels, since the noise of dierent channels
is uncorrelated even at zero time lag.
As will be seen later, it is argued for and assumed that the signal is un-
correlated with the random noise (note that this does NOT require statistical
independence), resulting in the additivity of the signal and noise contributions
to spectra. The random noise part of the spectrum should be frequency inde-
pendent and therefore constant across frequency. Since the turbulent velocity
uctuations are not spectrally white, this dierence in spectral characteristics
can be used to distinguish the noise from the signal contribution in the spectral
estimator. This discrepancy becomes apparent in the high frequency asymptote
of a turbulence power spectrum, beyond the turbulence dissipation, where the
only possible remaining signal is the noise. Clearly if the noise is additive to the
spectrum, one can subtract o the constant random noise contribution from the
remainder of the signal and recover the spectrum.
The work in this chapter can be applied to all measurements including;
e.g., Particle Image Velocimetry (PIV) or pitot tube pressure measurements.
In particular, if one accounts for the random sampling of the signal resulting
from the sampling process, this technique can be applied to Lased Doppler
Anemometry (LDA) measurements, which have a high white noise level due to
the intermittency of the signal. PIV measurements are also subject to quan-
tization errors on multiple levels due to the digitization of the particle images
and the division of the measuring volume into nite sized interrogation areas.
(Note that this is in addition to the ltering of the displacement vector across
each interrogation area, also adversely aecting the turbulence statistics.) Even
numerical errors such as discretization noise and roundo errors in numerical
ow simulations are often approximately spectrally white. To justify the ap-
plication of this noise removal technique, one must only identify the sources of
noise and evaluate whether it is reasonable to assume it to be uncorrelated with
the signal. In addition, any spectra and correlations of order 2 or higher can be
analyzed using the same methodology.
In the following section, a description of the experimental setup and mea-
surements is provided. Then an introductory example of the noise removal in an
autocorrelation function and the corresponding one-dimensional power spectrum
from hot-wire measurements of an axisymmetric wake is given. These estimates
are compared to two-point correlations with corresponding cross-spectra in or-
der to shed light on the eects of noise in these estimates. The latter example
has the important quality of consisting of data obtained from separate channels,
yielding random noise from separate sources that are uncorrelated for all time
lags. The noise removal technique is then demonstrated on the autospectrum
and the noise free power spectrum is obtained. A discussion follows, highlight-
ing the details of the signal processing and the distribution of the signal and
noise parts of the signal. Finally the results are summarized and discussed.
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9.2 Experimental setup and measurement
Wind tunnel measurements of axisymmetric wake turbulence behind a circular
disc were analyzed in this study. The experiments were performed and docu-
mented by Tutkun, Johansson and George2 (2008) [140]. Only a part of the
complete data set collected during these measurements was used in this study.
A summarized version of their experimental setup experiment is provided in
Appendix A to provide continuity and completeness of the chapter.
9.3 Introductory example
The random noise removal technique is demonstrated by comparing the auto-
correlation function and the corresponding one-dimensional power spectrum to
estimates from a two-point correlation and its cross-spectrum from the same
measurement campaign. In the rst example, the random noise from one single
source is correlated with itself, yielding zero correlation at all time lags except
at the origin, where the diagonal terms are correlated with themselves yield-
ing full correlation. In the second example, the noise generated at the separate
channels is statistically independent for all time lags and therefore uncorrelated.
Thus, the eects of the random noise that appear in the estimators in the rst
example are not observed in the two-point estimates.
Let's start the example by considering the power spectrum obtained from
a set of HWA data using the decomposition of the instantaneous velocity, ~u, into
mean and uctuating velocities, ~u = U +u. For velocities sampled uniformly at
discrete times, one can write
~up = ~u(pt); p = 0; 1; 2; :::; N (9.1)
p being the sample number, N the total number of samples in the `block' of
data, and t = 1=fs the sampling interval, whose reciprocal is the sampling
frequency. One can express the block mean velocity as
U =
1
N
N 1X
p=0
~up (9.2)
and the block variance as
u2 =
1
N
N 1X
p=0
u2p = varf~ug: (9.3)
Note that these estimators are really only useful for the true mean and
variance if the samples are statistically independent, which for the closely spaced
samples we consider here they generally are not. An estimate of the eective
number of independent samples is closer to the record length divided by twice
the integral scale of the process (cf., George 1978 [46]). From the expression
for the discrete FFT of a nite time record with the usual selection of discrete
2Murat Tutkun at FFI, Norway, Peter B. V. Johansson at Volvo Aero Corporation and
William K. George at CNRS UML in Lille, France are acknowledged for providing the data
used in the current study.
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frequency values for its computation (cf., George [49]),
u^T (fk) =
T
N
N 1X
p=0
e i2kp=Nu(tp); fk =
k
T
=
k
Nt
k = 0; 1; 2; : : : ; N   1
(9.4)
where T is the record length and t is the time between two successive samples.
The spectral estimator is given by
S11T (x; x; fk) =
u^T (x; fk)u^

T (x; fk)
T
= (9.5)
T
N2
N 1X
p=0
N 1X
q=0
e i2k(p q)=Nu(x; tp)u(x; tq):
The subscript T indicates that the spectrum is computed over a nite record
length. In general, S1;1T in Eq. (9.5) will be a random quantity with 100%
variability, and it will need to be averaged over independent blocks of data to
produce a reasonable estimate of the true spectrum. The variability of this
estimator will decrease as the inverse square root of the number of independent
blocks of data used in computation (George [46]). A logarithmic and a linear
plot of the autospectral estimators of a HWA data set is displayed in gures
9.1a and b, where 3600 independent blocks were used to produce the estimates.
The spectra display convergence to a non-zero asymptote at high frequencies,
representing the white noise level of the data.
Now, consider a cross-spectrum of the two-point correlation from the same
set of measurements.
S11T (x; x
0; fk) =
u^T (x; fk)u^

T (x
0; fk)
T
= (9.6)
T
N2
N 1X
p=0
N 1X
q=0
e i2k(p q)=Nu(x; tp)u(x0; tq):
where x and x0 denote two points in space separated by a nite distance. As
above, this must be averaged over many blocks of statistically independent data
to produce a convergent spectral estimator. In this example of the axisymmetric
wake, the points are separated in the radial direction. The real and imaginary
parts are displayed in a semi-logarithmic and a linear plot in gures 9.2a and b,
where again 3600 independent blocks were used to produce the estimates. For
these spectra the asymptote at high frequencies is zero.
To understand why the white noise disappears in the cross-spectrum, let's
decompose the signal u into signal c and random noise n, u(t) = c(t) + n(t).
This decomposition can be implemented into the FFT based spectral estimator
for the cross-spectrum.
S11T (x; x
0; fk) = (9.7)
T
N2
N 1X
p=0
N 1X
q=0
e i2k(p q)=N [c(x; tp) + n(x; tp)][c(x0; tq) + n(x0; tq)]
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Figure 9.1: (a) Logarithmic and (b) linear plot of an autospectral estimator
obtained from a HWA data set acquired in an axisymmetric wake behind a disc.
As can be seen in the high frequency asymptote, the estimator converges to a
nite value due to the presence of white noise.
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Figure 9.2: (a) Semi-logarithmic and (b) linear plot of a cross-spectral estimator
of a HWA data set acquired in an axisymmetric wake behind a disc. At high
frequencies, the estimators converge to zero.
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Assuming that the noise is random and therefore always uncorrelated with
the signal,
S11T (x; x
0; fk) = (9.8)
T
N2
N 1X
p=0
N 1X
q=0
e i2k(p q)=N
h
c(x; tp)c(x0; tq) + n(x; tp)n(x0; tq)| {z }
=0
i
;
where the rst term is the signal cross-spectrum and the second term is the cross-
spectrum of the noise. Since n(x; tp) and n(x0; tq) are random and originate from
separate channels, they are statistically independent and therefore uncorrelated.
Thus, the noise term vanishes for converged estimators. For the previously
considered S11T autospectrum
S11T (x; x; fk) = (9.9)
T
N2
N 1X
p=0
N 1X
q=0
e i2k(p q)=N
h
c(x; tp)c(x; tq) + n(x; tp)n(x; tq)| {z }
6=0
i
;
where n(x; tp) and n(x; tq) originate from the same channel and the overbar
indicates the true average (ensemble average based on an innite number of
statistically independent realizations). Since the noise is random, the last term
vanishes for all but zero time lag, which must have perfect correlation since the
diagonal terms are perfectly correlated with themselves. The noise can therefore
be traced to the noise variance term, the so-called self-products for which p = q.
In the remainder of the chapter, the notation for the original autospec-
trum S11T (x; x; fk) is changed to S8 p;q(fk), since only the autospectrum will
be considered, stressing the fact that all of the terms in the double sum are
included in the estimator. One can divide the original spectrum into the spec-
trum of the self-products Sp=q and the frequency content Sp6=q(fk), all of which
are displayed in a logarithmic and a linear plot in gures 9.3a and b.
S8 p;q(fk) =
T
N2
N 1X
p=0
u2(tp)| {z }
Sp=q
+
T
N2
N 1X
p=0
N 1X
q=0
p 6=q
e i2k(p q)=Nu(tp)u(tq)
| {z }
Sp 6=q(fk)
(9.10)
where p 6= q under the summation sign indicates that the diagonal terms for
p = q are omitted. The spectrum of the self-products Sp=q can in turn be
decomposed into the band-width limited spectrum of the signal Sc2 and noise
Sn2 variances respectively. Since the exponential term cancels out for p = q,
the contributions from these terms are the at band-width limited spectra of
the signal and noise variances, which are additive.
Sp=q =
T
N2
N 1X
p=0
c2(tp)| {z }
S
c2
+
T
N2
N 1X
p=0
n2(tp)| {z }
S
n2
(9.11)
Clearly from equation (9.11) the variances of both the signal and noise are
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associated with the diagonal terms.
Both the signal and noise spectra in (9.11) are independent of frequency.
It has previously been proposed to exclude the self-products to avoid the noise
contribution Sn2 to the spectral estimator [46, 19], resulting in the following
spectral estimator.
Sp 6=q(fk) =
T
N2
N 1X
p=0
N 1X
q=0
p 6=q
e i2k(p q)=Nu(tp)u(tq) (9.12)
However, a vital detail not observed in the process of subtracting the self-
products Sp=q was that the contribution to the spectrum from the signal vari-
ance Sc2 is also omitted. The eect of leaving out this contribution, correspond-
ing to the total energy, is that the spectrum produced without the self-products
is asymptotically negative and integrates to zero.
For data yielding a smooth converged spectrum without external distur-
bances, one can evaluate the constant spectral noise level Sn2 from the asymp-
tote of the original spectrum. Sc2 can in turn be obtained from equation (9.11).
Alternatively, Sc2 can analogously be found by adding an oset to the spectrum
after subtracting the trace, so that the asymptote of the spectral estimator is
zero at the high end. This oset corresponds to the constant band-width lim-
ited spectrum of the signal variance Sc2 = c
2=fs. The noise corrected spectral
estimator can thus be expressed as follows.
Sp 6=q(fk) + Sc2 =
T
N2
N 1X
p=0
N 1X
q=0
p 6=q
e i2k(p q)=Nu(tp)u(tq) + Sc2 (9.13)
This estimator approaches zero at the highest frequencies (see gures 9.3a and
b), as one expects turbulence to behave. The remaining noise at high frequencies
in the logarithmic plot is of the order of the machine accuracy, demonstrating
the power of the technique.
Let's consider the impact of the random noise on the correlations: In the
autocorrelation it becomes apparent that the random noise is conned to the
trace (assuming it has not been low-pass ltered). The autocorrelation of the
random noise must be zero everywhere except at zero time lag where the full
correlation exists. Thus the noise appears as a spike at the origin. Figure 9.4
displays the autocovariance of the original and noise corrected spectra given by
eqs (9.10) (9.13)respectively. The autocovariances are identical for all time lags
except  = 0, where the discrepancy represents the noise variance which is also
displayed in the plot. Fourier transforming this noise spike at the origin results
in white band-width limited noise in the spectrum.
An alternative approach to quantifying the random noise impact is to
perform a parabolic tting to the autocorrelation around the origin to remove
the noise spike and obtain the value corresponding to the signal variance at zero
time lag. This is justied since the autocorrelation coecient () = ( ) is
an even function, with Taylor series expansion around  = 0; () = 1  2=,
where the Taylor microscale 2 =  2=(d2=d2)=0 [135]. Note that if the signal
has been low-passed ltered at frequencies lower than the inverse of the Taylor
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microscale, then it is this low-pass cuto frequency that will set its value, not
the process itself.
9.4 Supporting theoretical analysis
The methodology of this section follows closely that of George 1978 [46], 2009
[49]. Let us dene a sampling function, g(t), which selects values of the pro-
cess being sampled at predetermined instants. For equidistant sampling, the
sampling function can be written as
g(t) = t
NX
p=1
(t  pt) (9.14)
where g(t) is a generalized function. This sampling can be applied to the process
one wants to measure, u, yielding the sampled signal u0.
u0(t) = u(t)g(t) (9.15)
where u0 only has meaning in the sense of generalized functions.
The signal u0 also has imposed upon it an inherent error with a size that
depends on the electronic noise, quantization of the signal due to resolution of
the A/D converter and so on. Let us take a closer look at the autocovariance
by dividing the uctuating part of the signal into signal c and random noise
n, u0(t) = c(t) + n(t). Assume that the signal is a stationary random process,
meaning that the ensemble average is independent of origin in time, so the
statistical properties do not vary with time.
u0(t)u0(t+ ) = c(t)c(t+ ) + n(t)n(t+ ) + c(t)n(t+ ) + n(t)c(t+ ) (9.16)
The rst term on the right-hand-side is the noise free signal autocovariance.
The second term depends only on the noise and is simply the autocovariance
of the noise. The third and fourth terms are the signal to noise correlations.
Assuming that the signal and noise are uncorrelated (which is almost always
true), the last two terms on the right hand side can be discarded to obtain:
u0(t)u0(t+ ) = c(t)c(t+ ) + n(t)n(t+ ): (9.17)
Since the noise is random, it must be uncorrelated for non-zero time lags.
However, at zero time lag the noise is fully correlated since it is correlated with
itself. The noise can therefore be traced and isolated to the noise variance term.
n(t)n(t+ ) = n2()=fs (9.18)
where fs is the band-width limiting frequency, usually the sampling frequency.
Thus, the theoretical noise term imposes a spike at the origin of the autocovari-
ance.
Using the Wiener-Khinchin theorem to obtain the power spectrum, Fourier
transforming this spike results in corresponding white noise in the spectrum,
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Figure 9.3: (a) Logarithmic and (b) linear and zoomed-in plot of spectral es-
timators of a HWA data set acquired in an axisymmetric wake behind a disc.
S8 p;q is the original spectral estimator, Sp=q is the spectral estimator of the
self-products, Sp 6=q is the original spectral estimator with the spectral estimator
of the self-products subtracted away and Sp 6=q + Sc2 is the corrected noise free
spectral estimator.
112 CHAPTER 9. CORRECTION FOR RANDOM NOISE
Figure 9.4: Autocovariance of the original (blue line) and noise corrected (black
line) autospectra, obtained by the inverse Fourier transform. The autocovari-
ances are identical for all time lags except at  = 0, where the discrepancy
corresponds to the noise variance which is also displayed in the plot (red line).
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with a at spectral distribution.
B0() = B() + n2()=fs (9.19)
S0(f) = S(f) + n2=fs (9.20)
Thus the noise variance is spread evenly over all possible frequencies. Alterna-
tively it can be thought of as being spread evenly over an innite band in such
a way that its variance is n2, and then aliased at the sampling rate an innite
number of times to produce this value over the nite band ( fs=2; fs=2).
Except for this spike and corresponding white noise, all of the information
contained in the original signal is retained from the estimators of the autoco-
variance and the power spectrum of the sampled data. It is also recognized that
the noise is additive to the spectrum. Figure 9.5 shows the autocovariance of
the signal (purple) with the noise spike (grey) at the origin. Similarly gure
9.6 shows the power spectrum (purple) with the white noise (grey), originating
from the spike in the autocovariance. If one could remove the noise terms in
equations (9.19) and (9.20), namely n2()=fs and n2=fs, one could potentially
recover the autocovariance and spectrum from the same estimates based on the
sampled signal u0.
The last term on the right-hand-side of equation (9.19), which is the au-
tocovariance of the noise term in equation (9.18), can be shown in its discrete
form as follows:
n(tp)n(tq) = n2pq=fs (9.21)
For the sampled signal u0, equations (9.11) and (9.12) write:
Sp 6=q(fk) =
T
N2
N 1X
p=0
N 1X
q=0
p 6=q
e i2k(p q)=Nu0(tp)u0(tq) (9.22)
where the trace
Sp=q =
T
N2
N 1X
p=0
u2(tp) =
T
N2
N 1X
p=0
h
c2(tp) + n2(tp)
i
(9.23)
has been subtracted from the original spectral estimator. The exponential term
cancels out for p = q, leaving only the additive signal and noise variances multi-
plied by a constant T=N , corresponding to the inverse of the sampling frequency,
fs. Both the band-width limited spectrum of the signal variance and the white
noise are independent of frequency, i.e., the spectra of the variance and the
white noise have at spectral distributions. This is consistent with the fact
that one obtains the same value of the variance independently of the sampling
frequency, as long as there are enough independent samples contributing to the
statistics for the estimate to converge. Consequently, there is no concern of
aliasing or underresolving when measuring this quantity [79]. Figure 9.7 shows
a sketch of Sp=q, containing the band-width limited spectral estimators of the
signal (purple) and noise (grey) variances respectively.
Figure 9.8 describes the spectral estimator where the self-products have
been excluded (9.22) and the marked purple area corresponds to the spectral
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Figure 9.5: Sketch of the autocovariance B0() with the noise spike from
n(t)n(t+ ) at the origin and the signal autocovariance c(t)c(t+ ) as a func-
tion of  .
Figure 9.6: Sketch of the spectrum S0(f) with the frequency content of energy
c2 obtained by integrating across the whole-line spectrum (purple) and white
noise n2 (grey) originating from the spike in the autocovariance.
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Figure 9.7: Sketch of the spectral estimator of the self-products Sp=q, contain-
ing both the signal and noise variance, both with at distributions.
Figure 9.8: Sketch of the spectral estimator Sp 6=q, excluding the self-products.
estimator of the signal variance. Since the energy and noise have been subtracted
from it, Sp 6=q integrates to zero energy, which can be seen by integrating the
exponential term over k:
N 1X
k=0
e i2k(p q)=N (9.24)
Recognize that the sum is a geometric series
N 1X
k=0
rk =
1  rN
1  r (9.25)
and let r = e i2(p q)=N , equation (9.25) becomes
N 1X
k=0
e i2k(p q)=N = (9.26)
1  e i2(p q)
1  e i2(p q)=N =
1  cos 2(p  q)  i sin 2(p  q)
1  cos 2(p  q)=N   i sin 2(p  q)=N :
Since it is noted that p; q; k N, for p 6= q the arguments in the numerator
always correspond to a positive or negative multiple of 2, resulting in a zero
value of the numerator. The arguments in the denominator are never zero or
2, since p 6= q and the largest value of (p  q) is jN   1j. Therefore, it can be
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concluded that
N 1X
k=0
e i2k(p q)=N = 0; p 6= q: (9.27)
These terms constitute the frequency content or distribution of energy
across frequency that we recognize as the spectrum. This can analogously be
seen in the continuous case, where the whole-line integral of the spectrumZ 1
 1
S(f) df = u2: (9.28)
Noting that u(t)u(t+ )j=0 = u2, it becomes obvious thatZ 1
 1
"
S(f)  u
2
fs
#
df = 0: (9.29)
Hence, when subtracting the self-products in order to remove the random
noise variance, one inevitably also subtracts the signal variance.
Since the total energy is contained in the self-products, expression (9.22)
needs to be compensated by the spectrum of the signal variance. The noise
free spectrum should converge to zero at high frequencies due to dissipation.
Osetting the spectrum asymptote to zero, one recovers the noise free spec-
trum given in (9.13), as shown in gure 9.9. Integrating this spectral estimator
consequently yields the total turbulence kinetic energy.
The computational cost for the rst term on the right hand side of equation
(9.13) is high, since it requires N2 operations. However, if N is an integer
power of 2, 3 or 5 one can use the FFT algorithm (see; e.g., [23]), requiring
only N logN (i.e., a reduction of logN=N) operations. This tool, nowadays,
is available in many commercial software packages. One can then manually
compute and subtract the trace dened in equation (9.11) from equation (9.10)
and compensate for the subtracted energy, leading to the same result. The FFT
is more ecient than performing the double sum, since it assigns binary numbers
to each sample and reverses the bits to obtain the Fourier coecients according
to the Danielson-Lanczos Lemma. See; e.g., [8, 23, 59] for more details on the
FFT algorithm.
9.5 Summary
In the work presented here, a new technique is described for the removal of the
additive random noise component in spectra and correlations. The methodology
is illustrated using power spectra and correlations from recent hot-wire experi-
ments in the axisymmetric wake behind a disc. For the autocovariance of white
random noise, the self-products at zero time-lag are the only terms that are
non-zero. Thus the white noise can therefore be isolated to the noise variance
term. The random noise consequently manifests itself as a spike in the origin in
the autocovariance, which transforms to band-limited white noise in the power
spectrum. The reason why this kind of noise is not present in cross-spectra is
that the noise components originating from two separate channels are random
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Figure 9.9: Sketch of the spectral estimator Sp6=q(fk)+Sc2 . The noise is removed
and the spectrum of the signal is recovered.
and uncorrelated for all time lags.
The magnitude of the resulting band-width limited noise spectrum is deter-
mined from the high frequency asymptote of the power spectrum, constituting
only noise since all measurable turbulence has dissipated by the smallest scales
or been ltered by the instrumentation. It has been veried that this white noise
is additive to the spectrum and can be subtracted from the signal, resulting in a
spectral estimator that converges to zero at high frequencies. The smoother the
block averaged data of the spectral estimator is at high frequencies, the better
the accuracy of the determination of the asymptote. The uctuations that may
still remain in ST (f) are due to the non-convergence of the block averaging, ac-
tual measured uctuations due to various external disturbances disrupting the
signal or rounding errors due to limitations in the machine precision. If one has
a high quality signal with no external disturbances and suciently many blocks
of record length, then the estimator will converge, leaving a smooth spectrum
at the highest frequencies down to the machine accuracy.
By removing the noise, the determination of quantities attained from spec-
tra and correlations are improved; e.g.,
 Even if the level of the spectral noise is small, its whole-line integral may
be large. Noise removal makes it possible to obtain the correct total en-
ergy from power spectra.
 If one does not subtract the noise from the spectrum, then the time inte-
gral scale obtained from the value of the origin of the spectrum is over-
predicted.
 In addition, if one were able to obtain suciently high resolution in the
data, one could potentially use the noise removal technique to improve
dissipation measurements.
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The noise removal methodology presented here can be applied to data
obtained with virtually any measurement techniques, including numerical sim-
ulations. Examples of white noise sources are electronic noise, discretization
noise, roundo errors, etc. In addition, because of the nature of the random
noise from these self-products, this technique is not limited to temporal data
analysis, but can also be implemented in spatial data analysis.
Chapter 10
Advanced Signal Processing
This chapter mainly serves as an introduction to Chapter 11 as a foundation
for the signal processing applied to burst-mode LDA data. The chapter is
primarily a brief summary on known results on regular and random sampling,
which closely follows that of George et al. [46]. There are, however, some
extensions and corrections. In the context of this thesis, the subject provides
an important background for the subsequent chapter on LDA signal processing.
10.1 Equidistant discrete sampling
The Fourier transform and its inverse of a signal u(t) can be dened in the
following manner.
u^(f) =
Z 1
 1
e i2ftu(t) dt (10.1)
u(t) =
Z 1
 1
e+i2ftu^(f) df (10.2)
u^(f)u^(f 0) = S(f)(f 0   f) (10.3)
These integrals can be assumed to almost always exist, at least in the sense of
generalized functions.
In our case both u(t) and u^(t) are themselves stationary random processes.
Hence they satisfy the following (cf., Lumley [78], George et al. [46, 48]):
B() =
Z 1
 1
e i2fS(f) df (10.4)
S(f) =
Z 1
 1
e+i2fB() d (10.5)
where B() is the autocovariance and S(f) is the spectrum. Both B() and
S(f) are deterministic.
When acquiring data, however, the record length can never be innite, and
therefore one must dene a nite estimator for the Fourier transform as:
u^T (f) =
Z T=2
 T=2
e i2ftu(t) dt (10.6)
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The average value of the 1D spectral estimator dened by
ST (f) =
ju^T (f)j2
T
; (10.7)
can in turn be shown to provide an unbiased estimator of S(f), at least in the
limit as T !1. This can easily be shown by substituting the 1D estimator of
the Fourier transform of equation (10.6) into equation (10.7) to obtain:
ST (f) =
1
T
T=2Z
 T=2
T=2Z
 T=2
u(t)u(t0)ei2f(t t
0) dt dt0 (10.8)
Using the variable substitution  = t   t0 and p = t0 = t    , this can be
transformed to yield:
ST (f) =
1
T
TZ
0
264 T=2 Z
 T=2
dp
375B()ei2f d
+
1
T
0Z
 T
264 T=2Z
 T=2 
dp
375B()ei2f d (10.9)
It follows immediately that:
ST (f) =
Z T
 T
ei2fB()
"
1  j j
T
#
d: (10.10)
Clearly:
lim
T!1
ST (f) = S(f) (10.11)
and therefore the estimator is unbiased, at least in the limit as T ! 1. For
nite values of T the spectrum is always contaminated by the additional factor
1  j j=T , and seriously unless T is much greater than the integral scale of the
process.
The variability
"2ST =
varfST (f)g
[S(f)]2
(10.12)
of the estimator can also be determined by assuming that fourth-order moments
of u(t) are jointly normal [46]. It is shown in Appendix B (see also Jenkins and
Watts [59]) that varfST (f)g = [S(f)]2 in the limit T ! 1. Therefore the
variability (or relative error) is unity in this limit, i.e.,
"2ST =
varfST (f)g
[S(f)]2
= 1 (10.13)
This can, however, be remedied by ensemble averaging over Mb subdivi-
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sions of a long record (see; e.g., Bendat and Piersol [8], pp. 423425). (Note
that these shorter records exacerbate the windowing problem noted above.) If
the subdivided records have length Tb, a smoother estimate can be obtained
from
bST (f) = 1
MbTb
MbX
j=1
ju^T;j(f)j2 (10.14)
where bST (f) is the block-averaged spectral estimator. If these individual spec-
tral estimates are statistically independent and the samples are identically dis-
tributed, then varfXMg = var[X]=M , yielding
var[bST (f)] = var[ST (f)]
Mb
=
[S(f)]2
Mb
: (10.15)
Hence, the normalized random rms-error for bST (f) is "bST (f) = 1=pMb.
Another method frequently employed is to average over dierent frequen-
cies, so-called smoothing, since the Fourier components in non-overlapping fre-
quency bands are uncorrelated. However, this approach reduces further the
resolution in frequency space.
10.1.1 Discretization in time
In order to discretize the continuous one-dimensional spectrum, one can employ
a sampling function g(t). This sampling function (see, e.g., George et al. 1978
[46] and George 2009 [49]) can conveniently be represented by a series of Dirac
delta functions distributed over the measured process in such a way as to select
the values of the process being sampled. We can use this nite formulation since
 is used only as a distribution and the value of (0) does not matter for the
analysis. For equidistantly sampled data, we can therefore dene the sampling
function in the following manner.
g(t) = t
1X
n= 1
(t  nt) (10.16)
where t is the uniform sampling interval, whose reciprocal is the sampling rate
fs = 1=t.
If one applies this sampling function onto the process u(t), the sampled
signal, u0(t), is given by:
u0(t) = u(t)g(t) (10.17)
It follows immediately that:
u0(t) = u(t)g(t): (10.18)
Now consider the nite Fourier transform of the sampled signal, say u^0T (f),
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given by
u^0T (f) =
Z T=2
 T=2
e i2ftu(t)g(t) dt (10.19)
By the shift theorem, the integration limits can be shifted from ( T=2,T=2)
to (0,T ), causing a phase-shift on the Fourier transform which is linear with
frequency, shifting the time axis by T=2. This just corresponds to multiplying
the Fourier coecients by a factor eifT . This phase shift has been omitted
in the analysis, since there is no eect on the spectral analysis methodology
developed in this study. (Note that this is, in general, not true for cross-spectral
analysis.)
Discretizing this Fourier transform using basic denitions of integral cal-
culus, one obtains a nite time estimate for the Fourier coecients of u(t).
u^0T (f) =
M 1X
p=0
e i2fptu(tp)t (10.20)
where M is the total number of samples, T = Mt is the total record length
and u(tp) = up is the p'th sample at time tp which is the time of the p'th
measurement.
Note that to this point we have not restricted the choices of frequency f .
But since there are onlyM data points, there are onlyM independent equations
(half this if complex). Therefore we can select f for convenience. The time
between samples t is related to the sampling frequency by t = 1=fs = T=M .
The frequency resolution f = 1=T provides the basis for the frequencies in the
bandwidth and can for convenience be chosen in the following manner.
fk =
k
T
=
k
Mt
k = 0; 1; 2; :::;M   1 (10.21)
Using t = T=M , we can express the Discrete Fourier Transform (DFT)
pair.
u^0T (fk) =
T
M
M 1X
p=0
e i2kp=Mu0T (tp) k = 0; 1; 2; :::;M   1 (10.22)
u0T (tp) =
1
T
M 1X
k=0
e+i2kp=M u^0T (fk) p = 0; 1; 2; :::;M   1 (10.23)
Estimating the spectrum by inserting (10.20) into (10.7) results in the
discretized spectral estimator
S0T (fk) =
T
M2
M 1X
p=0
M 1X
q=0
e i2k(p q)=Mu(tp)u(tq): (10.24)
This double sum can be implemented in two ways, both of which were used
in this work. First the double sum can be computed directly, a computationally
intensive procedure if the data set is large. Second, it can be performed by using
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an FFT (Fast Fourier Transform) algorithm to compute equation (10.22). The
latter is computationally faster by the ratio of M lnM=M2 (see; e.g., [8, 23, 59]
for more details on the FFT algorithm).
10.1.2 Eect of windowing
The impact of having a nite record length can be evaluated by Fourier trans-
forming the velocity
u^T (f) =
Z T=2
 T=2
e i2ftu(t) dt =
Z 1
 1
e i2ftu(t)WT (t) dt (10.25)
where the window WT () is dened by:
WT () =

1; j j  T=2
0; j j > T=2 (10.26)
From (10.25) and according to the convolution theorem;
u^T (f) = u^(f)  W^T (f) (10.27)
The Fourier transform of the window can easily be found using Euler's
identity.
W^T (f) =
Z 1
 1
e i2fWT () d =
Z T=2
 T=2
e i2f d (10.28)
=
"
1
 i2f e
 i2f
#T=2
 T=2
=   1
i2f
h
e ifT   e+ifT
i
| {z }
= 2i sin(fT )
= T
sin(fT )
fT
The essence of the convolution in (10.27) is that the Fourier transform of
the window (10.28) will redistribute the energy of the signal across frequencies,
contaminating the signal. Naturally, this is also evident when evaluating the
spectrum and the only way to counteract this eect is by making the window
larger. Note that in the limit as T !1, WT (f)! (f), so convolution with it
recovers the original spectrum.
10.1.3 Discretized random noise
Random noise is present in every sampled realization. Thus we can represent
the signal as u = c+ n, where c is the signal and n is the noise. If the noise is
assumed to be completely random, its autocovariance is zero everywhere except
at non-zero time lag. The noise is only present in the noise variance, resulting
in a spike in the origin of the autocorrelation.
n(t)n(t+ ) =

n2  = 0
0  6= 0 (10.29)
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Alternatively this can be represented as:
n(t)n(t+ ) = N() (10.30)
where the integral of N over the origin equals n2.
From this later formulation is it obvious that the corresponding noise spec-
trum is at with level N for all frequencies. Thus all frequencies above the
sampling frequency will be aliased into the sampled ones many times, resulting
in a at noise spectrum of magnitude n2=fs.
Therefore, it appears benecial to remove all terms in the spectral esti-
mator for which p = q; i.e., those at zero time lag. But since these terms do
not only contain noise, this approach will also result in subtraction of the signal
variance. One must therefore correct the spectral estimator for the subtraction
of the energy as was shown in Chapter 9.
10.2 Random sampling
There exist situations where equidistantly spaced data cannot be obtained, e.g.,
in the case of instrumental drop-outs or when one cannot dictate the arrival
time of the measurements. Examples come from astronomy, uid and quantum
mechanics. When studying turbulence, random sampling is inevitable for some
measurement techniques like LDA where the object measured on (the scattering
particle) also determines the sampling process. Two classes of random sampling
are of interest: one where the sampling process is statistically independent of the
sampled process and the other where they are statistically dependent. Burst-
mode LDA falls into the second category. Nonetheless the rst case is helpful in
understanding the second, which is more dicult; so we consider it rst. The
eld of random sampling has been developed by many independent investigators;
e.g., Gaster and Roberts [41], Mayo [86, 87, 88] and Shapiro and Silverman [126]
and is briey reviewed here.
We begin by insisting that the random sampling process g(t) be indepen-
dent of the process being sampled u(t). An immediate consequence is that
u0(t) = u(t)g(t) = u(t) g(t). We further assume that both u(t) and g(t) are
stationary random processes; i.e., their statistics are independent of origin in
time. Let us choose a random sampling function which selects values of the
velocity signal at random instants ti in time,
g(t) =
(t  ti)

; i = 1; 2; : : : ;1 (10.31)
where the sampling function has been normalized by , which is the average
sampling rate. Note that g = = = 1. For long record lengths, the following
approximation holds
 ' M
T
(10.32)
where M is the number of samples and T is the record length. One can show
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that the following relations hold where t0 = t+  , see Appendix C.
g(t)g(t0) = 1 +
(t0   t)

(10.33)h
g(t)  g(t)
i h
g(t0)  g(t0)
i
=
(t0   t)

(10.34)
In the covariance function of the sampling function (10.33), the rst term on
the right hand side corresponds to the random overlap of the sampling function.
When applied to the sampled velocity, this term represents the desired informa-
tion. The second term is the overlap at  = 0 (i.e., the self-products), represent-
ing the noise term resulting from the intermittent nature of the sampled signal
(i.e., the covariance of the random white noise in the signal). The autocovari-
ance of the sampling function (10.34) is simply the self-noise term. Figure 10.1
provides a sketch of a randomly sampled signal in the form of Heaviside func-
tions before taking the limit t! 0 (labeled h before non-dimensionalization)
illustrating the correlation of the sampling function for time lag   t, for
which the self-noise appears (second term on RHS of equation 10.33).  > t
accounts for the random overlap (rst term on RHS of equation 10.33).
Figure 10.1: Sketch of the random sampling signals h(t) and h(t + ). The
lowermost gure shows the correlation of the sampling function for time lag
  t.
Dividing the instantaneous velocity, ~u, into a mean, U , and a uctuating,
u, part according to the Reynolds decomposition, ~u = U + u, and utilizing
relation (10.33) and that g = 1, u = 0 and g(t)u(t) = g(t) u(t), we can obtain
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the autocovariance of the sampled signal as:
u0(t)u0(t+ ) =
h
g(t)~u(t)  g(t)U
i h
g(t+ )~u(t+ )  g(t+ )U
i
= g(t)g(t+ ) ~u(t)~u(t+ )  U2
=

1 +
()

 h
U2 + u(t)u(t+ )
i
  U2
= u(t)u(t+ ) +
()

h
U2 + u(t)u(t+ )
i
(10.35)
or
Bu0() = Bu() +
()

h
U2 + u2
i
; (10.36)
Fourier transforming yields immediately the spectral relation:
Su0(f) = Su(f) +
1

h
U2 + u2
i
: (10.37)
The rst term on the right hand side of (10.36), Bu(), is the autocovari-
ance of the original signal, containing the contributions from both the signal,
Bc(), and the random noise, Bn() = N(), which manifests itself as a spike
at the origin. Further, the second term on the right-hand-side also represents
a spike at the origin in the autocovariance, so its contribution to the spectrum
is white. This noise spike results from the intermittency of the sampled signal,
U2()=, and the superuous signal variance and random noise u2 = c2 + n2,
respectively:
Bu0() = Bc() +Bn() +
()

h
U2 + c2 + n2
i
; (10.38)
Analogously, the rst term in (10.37) is the recovered spectrum, Sc(f),
including noise (detection noise etc.), Sn. The second term is also frequency
independent noise, obtained by Fourier transforming the noise term of (10.36)
containing the intermittent term as well as the white noise and redundant signal
variance:
Su0(f) = Sc(f) + Sn +
1

h
U2 + c2 + n2
i
: (10.39)
Since all of the noise terms are independent of frequency, their eect on the
spectrum is simply the addition of a wide band, i.e., white noise.
In order to obtain the desired correct and noise free signal, the natural
choice is to remove the eect of these terms, corresponding to a spike at the
origin of the autocovariance. For the correlation function, the easiest way to
do this is to utilize its symmetry about  and extrapolate to  = 0 by tting a
parabola to the smallest values of  . One can also simply oset the spectrum
by the high frequency asymptote, where the turbulence spectrum is negligible,
so that it is zero.
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10.2.1 Practical random sampling estimator
To derive a practical estimator, one requires expressions for the moments. For
the mean value of the velocity, one can simply construct the estimator by inte-
grating over the record length; i.e.,
UR0T =
1
T
Z T
0
~u(t)g(t) dt =
1
T
M 1X
p=0
~u(tp); (10.40)
where the ~u(tp) is the p'th instantaneous realization at time tp and T = M
for large enough T . The superscript R indicates that the estimator is valid for
randomly sampled data. It is easy to show that this estimator is unbiased by
taking its average; i.e.,
UR0T =
1
T
Z T
0
~u0(t) dt =
1
T
Z T
0
~u(t) g(t) dt = u(t) (10.41)
Estimating the variance in the same manner yields the following expression:
R 20T =
1
M
M 1X
p=0
h
~up   UR0T
i2
(10.42)
To estimate the Fourier coecients of the uctuating velocity u0T (t) for
a nite record length T , the discrete Fourier transform can be approximated
using basic denitions of integral calculus. Thus
u^0T (f) =
Z T
0
e i2ftu(t)g(t) dt  1

M 1X
p=0
e i2fktpu(tp) (10.43)
Having an estimate of the Fourier coecients, the one-dimensional power
spectral estimator can be expressed as follows:
SR0T (fk) =
ju^0T (f)j2
T
 1
2T
M 1X
p=0
M 1X
q=0
e i2fk(tp tq)u(tp)u(tq) (10.44)
The noise contained in the last terms in (10.36) and (10.37) is restricted to
 = 0, the corresponding terms in the one-dimensional power spectral estimator
being p = q. Thus this is the exact analog of the discussion of Chapter 9.
By subtracting the self-products, one can avoid all of the random noise eects.
However, this is done at the cost of subtracting away the energy contained in
the variance of the recovered spectrum. If the self-products are removed when
estimating the power spectrum, one must therefore compensate for the power
spectrum of the signal variance by adding it back; i.e.,
SR0T (fk) =
1
2T
M 1X
p=0
M 1X
q=0
p 6=q
e i2fk(tp tq)u(tp)u(tq) + c2
1

(10.45)
The methodology for determining c2 independently was discussed in Chapter 9.
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10.2.2 Variability of random sampling estimator
As a consequence of the random sampling, the spectral estimator is unaliased.
This is a clear advantage over equidistant discrete sampling. However, the
random sampling introduces an increased relative error of the spectral estimator
SR0T (f). This can be analyzed by assuming that the fourth order moments of
the sampled process, u(t), are jointly Gaussian (see, e.g., Jenkins and Watts
[59] and Lumley 1970 [78]); i.e.,
uu0u00u000 = uu0  u00u000 + uu00  u0u000 + uu000  u0u00 (10.46)
Discounting the self-products in the autocovariances, (u; u0) and (u00; u000) are
non-overlapping pairs. Excluding these permutations and including in the prob-
ability of random overlap, one can see from gure 10.1 that (see also Gaster and
Roberts [41]):
gg0g00g000 = 1 +
1

[(t00   t) + (t000   t) + (t00   t0) + (t000   t0)]
+
1
2
[(t00   t)(t000   t0) + (t000   t)(t00   t0)] (10.47)
It follows after considerable analysis (see Gaster and Roberts [41] or George et
al. [46]) that
2SR0T
=
varfSR0T (f)g
[S(f)]2
=
(
1 +
SR0T (0)
SR0T (f)
"
1
2Tu
#)2
(10.48)
Thus a smaller value of the spectrum leads to a higher statistical error.
Since the spectrum is expected to fall o as the frequency increases, the error
thus increases with frequency and is never smaller than unity. Some examples
to remedy this are block averaging or using the time-slot approximation, see;
e.g., George 1978 [46] and Buchhave 1979 [19].
The above analysis is valid under the assumptions that the fourth order
moments of the velocities and sampling functions are jointly Gaussian and that
the sampling process is independent of the process being sampled. Actually,
the above expression for the sampling function (10.47) is faulty and should be
derived according to Appendix D.
One can do the derivation without assuming the joint normality of the
fourth order moments of the sampling function, yielding the following expression
(see Appendix D for a derivation);
2SR0T
= 1 +
4

B(0)
S(f)
(10.49)
This result indicates that the variability increases linearly with the origin
of the autocorrelation (including both the signal and noise contributions). It
also suggests that the variability is inversely proportional to the spectral value
and the data rate .
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10.2.3 Eect of windowing
The impact of nite record length for randomly sampled signals can also be
evaluated using the Wiener-Khinchin theorem and Fourier transforming the
autocovariance of the sampled signal given by:
u0(t)u0(t0) = g(t)g(t0) u(t)u(t0) =
"
1 +
1

(t0   t)
#
Bu(t
0   t): (10.50)
Letting  = t0   t, one can estimate the one-dimensional spectrum with
the eects of random sampling and windowing as follows:
ST (f) =
Z T
 T
e i2fB()
"
1 +
()

#"
1  j j
T
#
d (10.51)
=
Z T
 T
e i2fB()
"
1  j j
T
#
d +
1

Z T
 T
e i2fB()()
"
1  j j
T
#
d
= ST (f) +B(0)=
From the above result, it is clear that no additional window eect is in-
troduced by the random sampling. The last term is simply the big white noise
term obtained for random sampling (see second term on the right-hand-side of
equation 10.37).
10.2.4 Suppression of aliasing
When one has truly alias-free sampling, the average data rate is not critical, as
it is for equidistantly sampled data, as long as the record length is long enough
to obtain well converged statistics. One can, in principle, have as small average
data rates as is desired if the point process has a high degree of randomness.
Shapiro and Silverman [126] showed that the requirement of alias-free sampling
is well met, e.g., if the point process is a Poisson process. Shapiro and Silver-
man suggested a random point process where the sampling instants ftpgMp=0 are
random and generated by a Poisson process so that t0 = 0 and tp = tp 1 + p,
p = 1; 2; : : :, where p is the time between samples, which is itself a stochastic
variable with a Poisson distribution. This process is commonly referred to as
additive random sampling. The drawback of sampling with low data rates is
increased variability in the spectral estimator (10.48) as well as a higher white
noise oor (10.37). One would also require a higher average data rate if the aim
is to reconstruct the signal, which is not the case in the present work.
Some empirically obtained parameters for alias reduction in random sam-
pling have been identied by Bilinsky and Mikelsons [13]. The degree of ran-
domness of the sampling process is dened as the ratio p=p , where p and
p are the standard deviation and the expected value of the time between sam-
ples p. If p has a Poisson distribution, p = p and should hence be the
optimal requirement for alias free sampling according to the theory of Shapiro
and Silverman. Bilinsky and Mikelsons showed empirically that a higher degree
of randomness yields less aliasing. Further, increasing the number of samples N
also aided in suppressing aliasing.

Chapter 11
Burst-mode LDA Spectra
This chapter considers the problems of signal analysis which always arise when
processing time series of burst-mode LDA data. The phrase burst-mode LDA
refers to an LDA which operates with at most one particle present in the mea-
suring volume at a time. For the signal to be interpreted correctly to avoid
velocity bias, one must apply residence time-weighing to all statistical analysis.
In addition, for time-series analysis, even though the randomly arriving particles
eliminate aliasing (at least in principle), the self-noise from the random arrivals
must be removed or it will dominate the spectra and correlations. A aw in the
earlier theory [19, 46], the goal of which was to provide an unbiased and una-
liased spectral estimator from the random samples, is identied and corrected.
The new methodology is illustrated using experiments in an axisymmetric tur-
bulent far jet and a cylinder wake. The results are compared to corresponding
hot-wire measurements. The smallest signicant bit, decided by either word
size of the measuring data or the design of the experiment, proved to be vital in
estimating the spectrum, eectively deciding the highest frequency and there-
fore setting the threshold for the degree of aliasing. Hence, aliasing appears in
the spectra despite the random arrivals of the scattering particles due to this
limitation.
11.1 Introduction
The Laser Doppler Anemometer (LDA) can provide local time-resolved mea-
surements of the velocity of small scattering particles dispersed into a uid.
Assuming that the particles follow the ow, one can measure uid velocities
non-intrusively. This is one advantage of LDA over Hot-Wire Anemometry
(HWA). For some applications, such as combustion, liquid ows, gas ows or
ows with particles or droplets, LDA is superior to HWA due to probe foul-
ing problems associated with it. In addition, high turbulence intensity ows
are usually not well suited for HWA measurements because of the ambiguity in
measurement of direction of velocity. However, the determination of a power
spectral estimator for data acquired using LDA has since its emergence provided
signal processing related issues for uid dynamicists due to its inherent random
sampling and high velocity bias.
Consequently, a number of procedures have been proposed to perform spec-
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tral analysis on LDA data. One is to reconstruct the autocorrelation function
using the time-slot approximation and use the Fourier transform to obtain the
autospectrum. But in the process of creating the time slots to approximate
the autocorrelation, a convolution of this time slot, operating as a window, is
imposed onto the autocorrelation. This results in ltering by the window func-
tion in frequency space, reducing the variance but at the expense of bias [46].
Another commonly used technique is the sample-and-hold procedure, which ba-
sically resamples the data at uniform intervals by the last acquired data point.
This technique enables the direct application of the Fast Fourier Transform.
However, the resampling distorts the signal, resulting in an unreliable spectral
estimator both in the respect of its total energy content as well as its distribu-
tion across the frequencies of the band width. The estimator may be strongly
biased with systematic errors [1, 93].
Further, electronic noise such as shot/quantum noise (caused by the quan-
tum nature of the photon detection) and thermal/Johnson noise (caused by
thermal uctuations of electrons in the detector load resistor or the rst am-
plier stage) are usually the dominating white noise sources for a well designed
LDA measurement. Random noise is only correlated at zero time lag, resulting
in a spike at the origin in the autocorrelation, transforming to white noise in
the spectrum in frequency space [46]. When comparing spectra obtained from
dierent sources or using dierent signal processing techniques, the noise oor
might vary considerably. It is therefore important to account for eects of ran-
dom noise when comparing spectra, see Chapter 9. Noise suppression in spectra
based on LDA data has previously been attempted by Benedict and Gould [9]
and van Maanen and Tulleken [80] using Kalman lters, assuming the noise to
be white. Nobach et al. [97] attempted to suppress the noise in a power spec-
trum from LDA data using an FIR-lter, parameterized using the mean particle
rate. A sample-and-hold interpolation with equidistant resampling was applied.
Tropea [137] has reviewed the various techniques used for spectrum estimation
of LDA data. A comparison of the associated errors to many of these methods
have been presented in Benedict et al. [10].
In the present work, the problems of signal analysis arising when processing
burst-mode LDA data are discussed and tested. The term burst-mode LDA is
here used in the sense of an LDA system where at most one scattering particle is
present in the measuring volume at each instant and for most of the time, there
are none. The sampled signal only treats one particle at a time and is highly
intermittent, yielding increased random noise. An existing theory [19, 20, 45, 46]
attempting to provide an unbiased and unaliased spectral estimator has been
recapitulated, corrected and extended.
Using the principle of residence time-weighted averaging, the moments
and spectra can, in principle, be completely recovered. The revised theory was
applied to simultaneously acquired LDA and HWA data in an axisymmetric
turbulent far jet [35] and LDA and HWA measurements in a cylinder wake [50]
to successfully reconstruct the spectral estimator. The spectral estimator based
on residence time-weighting for the LDA data has been compared to spectra
based on corresponding HWA data computed in the regular fashion using the
FFT, showing a high degree of concurrence for both data sets. Further, the noise
suppression methodology for spectra and correlations developed in Chapter 9
was employed. The properties of the two data sets are also investigated in
several ways, such as investigating the distributions of the interarrival times
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of particles, residence times and velocity distributions; directly and residence
time weighted. The shortcomings of the data sets and their implications on
the results are discussed. The characteristic high white noise oor is observed
in both cases under investigation. The appearance of aliasing spikes in the
burst-mode LDA spectra, which were not expected due to the inherent random
sampling of LDA, turned out to result from the smallest resolvable time in
each data set. For the axisymmetric jet, the single precision word size set the
limit while the double precision cylinder wake data was limited by the physical
constraints of the experiment design.
11.2 Signal processing
11.2.1 Basic representation of the burst-mode LDA signal
A thorough description of the burst-mode LDA can be found in Buchhave et
al. [20] and Buchhave [19]. The dening characteristic of the burst-mode LDA
is that it operates with no scattering particles present in the measuring vol-
ume for a majority of the time and at most one scattering particle at a time.
The particles arrive randomly in the measuring volume and sample the ow
velocity randomly. Figure 11.1 displays a sketch of the velocity signal (curve)
and the intermittent sampled signal (shaded areas). However, if one considers
the particles to be randomly distributed at statistically independent locations
in space (at least at one instant in time) and then lets the ow transport the
particles through the measuring volume, it becomes apparent that the ow and
the arrivals cannot be statistically independent. This means that the sampling
process is not independent of the process being sampled.
The problem can, however, be addressed by considering the particle mo-
tions in Lagrangian space. Then one can use a sampling function that samples
the velocity at the spatial location of the particle. Buchhave et al. 1979 [20] (see
also Buchhave 1979 [19] and George 1975 [45]) suggested dening the sampled
velocity by
~u0(t) =
Z Z Z
all space
~v(a; t)g(a)w(x[a; t]) d3a (11.1)
where ~v(a; t) is the velocity of the particle which had initial position, a, of
the particles. g(a) is a sampling function that describes whether a particle
is present or not at position a at the (arbitrarily chosen) initial instant. The
positions of the particles are given by the displacement eld, x(a; t). w(x[a; t]) is
a weighting function that accounts for the nite extent of the measuring volume,
and eectively `turns on' when the particle enters the volume and `turns o'
when it leaves. The weighting function w(x[a; t]) is dened to be dimensionless
and it is required that its integral over the volume must be the volume; i.e.,
V 
Z Z Z
all space
w(x[a; t]) dx (11.2)
In an Eulerian frame the particles are not tracked, but rather captured
while traveling through the scattering volume. One cannot usually capture any
changes in the particle velocity as it moves through the volume due to the
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Figure 11.1: Sketch of velocity, u (curve), along with the interrupted sampled
signal, u0 (shaded areas), resulting from random arrivals of particles carried by
the ow.
limitations of the burst processor, so the obtained velocity is an approximation
in the sense of a volume-averaged velocity;
~uvol0i (t) =
Z Z Z
all space
~u(x; t)g(x; t)w(x)d3x; (11.3)
where ~u(x; t) is the local Eulerian velocity at position x. Another source adding
to the uncertainty is that the particles may not follow the ow.
11.2.2 A new approach
In George and Lumley [43], it was shown that for stationary and homogeneous
ow, the coordinate system for (11.1) could be switched from Lagrangian to Eu-
lerian. A simple mapping would thereby yield the representation of the sampled
signal in the Eulerian space (cf., George [45]). However, it was assumed that the
particle distribution function g(x) is independent from the velocity eld, which
turns out to be crucial; In recent years, studies have shown that particles tend
to cluster if the densities of the particles and uid dier (see, e.g., [22]).
One measure to avoid this assumption is by sticking with the Lagrangian
representation. Then we only need to assume that the particle position is given
by its displacement eld, ~x = ~X(a; t), which is in turn given by the integral
time history of the particle velocity; i.e.,
xi = Xi(a; t) =
Z t
0
~vi(a; t0)dt0 (11.4)
Note that we have not assumed that the particles exactly follow the ow, since
we have not stated that ~vi(a; t) is the Lagrangian velocity of uid particles.
11.2.3 Single point statistics
The previous interpretation is still essentially correct: when a (single) particle
enters the scattering volume and is detected, then we determine its velocity,
11.2. SIGNAL PROCESSING 135
~u0i(t). From the denition it is clear from that it `turns on' only when there is a
particle in the scattering volume. If the process is a stationary random process,
i.e., if the statistics of the process are independent of the origin in time, then
the proper way to compute the statistics is the same way as before; namely
to weight each realization by the residence time. So under the assumption of
stationarity and randomness, the operational part is exactly the same. The big
question is whether one can assume that ~u0i(t) is a stationary random process
just because the underlying ow eld is.
Let's begin with a simple average (over an innite ensemble) of equa-
tion (11.1):
h~u0i(t)i =
Z Z Z
all space
h~vi(a; t)w(x[a; t])g(a)i d3a (11.5)
One cannot generally assume that the three quantities under the integral sign
are statistically independent. The particle position depends on the velocity
history, and both of these depend on the initial position of the particle. One
solution is to uncouple the initial particle positions, a, from these. If we assume
that the particles are randomly scattered throughout the ow at t = 0, then a
must be statistically independent from the other quantities, but only at t = 0.
Based on the new knowledge on particle clustering, there is no reason to
believe that this uncoupling exists for t > 0. Thus, transforming equation (11.1)
into Eulerian coordinates will yield problems, since we can't say that g(x[a; t])
is statistically independent from the Eulerian velocity ~ui(x; t).
Instead, let's try to proceed in Lagrangian coordinates with equation (11.5).
Since we have ensured that the initial locations are statistically independent,
both of each other and of the velocity eld, we can break the average into two
parts; i.e.,
h~vi(a; t)w(x[a; t])g(a)i = h~vi(a; t)w(x[a; t])i hg(a)i (11.6)
Like before (see, e.g., Buchhave 1979 [19]), hg(a)i = , where  is the expected
number of particles per unit volume. Thus:
h~u0i(t)i = 
Z Z Z
all space
h~vi(a; t)w(x[a; t])i d3a (11.7)
= V

1
V
Z Z Z
all space
~vi(a; t)w(x[a; t]) d3a

It remains to relate the integral over Lagrangian (or particle) space to
the Eulerian volume-averaged velocity of equation (11.5) above. If we assume
(for the moment at least) that the particles do follow the ow and the ow to
be incompressible, then we can immediately transform the integral over initial
condition coordinates into Eulerian (or spatial) ones yielding
h~u0i(t)i = V
Z Z Z
all space
~ui(x; t)w(x)d3x (11.8)
But the integral on the right-hand side is just the volume-averaged Eulerian
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velocity. Thus:
h~u0i(t)i = V h~uvoli (t)i: (11.9)
Thus the mean of the burst-mode signal is the mean of the volume-averaged
velocity as before, but multiplied by the expected number of particles in the
volume (which is always less than unity).
Again, note that this last deduction presumes the particles to follow the
ow. If they do not, residence time weighting produces the correct average of
the wrong quantity.
11.2.4 Two-point statistics
Now let's compute the two-time statistics of ~u0i. Again assuming the particles
to have been randomly distributed initially, evaluating equation (11.1) at two
dierent times, multiplying the integrals and averaging yields:
h~u0i(t)~u0i(t0)i = (11.10)Z Z Z Z Z Z
all space
h~vi(a; t)w(x[a; t])~vi(a0; t0)w(x[a0; t0])i hg(a)g(a0)i d3a d3a0
From before we already know that (cf., George and Lumley [43]):
hg(a)g(a0)i = 2 + (a0   a) (11.11)
Therefore:
h~u0i(t)~u0i(t0)i = (11.12)
2
Z Z Z Z Z Z
all space
hf~vi(a; t)w(x[a; t])gf~vi(a0; t0)w(x[a0; t0])gi d3a d3a0
+
Z Z Z
all space
hf~vi(a; t)w(x[a; t])gf~vi(a; t0)w(x[a; t0])gi d3a
The double integral on the RHS is just the correlations of the instantaneous
volume-averaged velocities. This can be shown more clearly by rewriting the
rst integral of equation (11.12) as follows:
2
Z Z Z Z Z Z
all space
hf~vi(a; t)w(x[a; t])gf~vi(a0; t0)w(x[a0; t0])gi d3a d3a0
= (V )2h~uvol0i (t)~uvol0i (t0)i
where the last step follows from assuming the particles follow the ow, incom-
pressibility and mapping back to an Eulerian frame as before. This is, of course,
the sought for correlation.
The second integral in equation (11.12) is a consequence of the intermit-
tency of the characteristic LDA o-on signal, see Chapter 9. The quantity under
the integral sign is evaluated for only a single particle, since it requires the ini-
tial particle position to be the same (a0 = a), if the particle spends only a very
short time in the scattering volume, t0  t. So to the level of our measuring
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Figure 11.2: Sketch similar to gure 11.1 with the addition of indications of the
mean velocity, u and the average of the intermittent signal, u0.
equipment, the entire expression can be approximated by:

Z Z Z
all space
hf~vi(a; t)w(x[a; t])gf~vi(a; t0)w(x[a; t0])gi d3a  V h[~uvol0i (t)]2i (11.13)
where we have assumed that [w(x)]2  w(x), since it is usually just `1' or `0'.
(This is why the integral produces a V , not a V 2). Note that the quantity
h[~uvol0i (t)]2i still includes both the mean and uctuating components, so it can
be very large indeed. The reason why this term becomes so large is just an eect
of subtracting o the wrong mean, since the mean value of the signal, u, and
the interrupted signal, u0, typically dier quite considerably, see gure 11.2.
11.3 Practical burst-mode algorithms
11.3.1 Single-point statistics
Thus a correct estimate for the burst-mode sampled mean value of the velocity
of a stationary random eld can be obtained by averaging the signal over the
time that the signal is being measured (cf., Buchhave [19]); i.e.,
UB0T =
1
T
Z T
0
~u0(t) dt
=
1
T
nZ t1+t1
t1
~u0(t)dt+
Z t2+t2
t2
~u0(t)dt+ : : :+
Z tM+tM
tM
~u0(t)dt
o
(11.14)
where tp and tp are respectively the arrival and residence times of the p'th par-
ticle and the superscript B indicates that the estimator is valid for burst-mode
LDA data. This corresponds to a weighted average of the velocity, weighting the
measured velocities by the time that the particles are present in the measuring
volume, thus eliminating the high-velocity bias.
The burst-mode LDA usually produces only a single realization for each
particle. This is equivalent to assuming the velocity of the particle to be constant
while passing through the measuring volume. To within this approximation, the
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expression for the mean value of equation (11.14) can be written as:
UB0T =
PM 1
p=0 ~u(tp)tpPM 1
p=0 tp
(11.15)
The sum of the residence times is the on-time of the signal, which for large
values of M can be expressed as follows.
V T =
M 1X
p=0
tp (11.16)
Thus the normalization time should be the sum of the residence times, since
this is the time over which the velocity is being measured and consequently the
time over which one should integrate to obtain an unbiased estimate.
The estimator of the variance can be obtained in the same manner as the
estimator of the mean value [19], yielding
B 20T =
PM 1
p=0 (~u(tp)  UB0T )2tpPM 1
p=0 tp
: (11.17)
11.3.2 Burst-mode spectra
The Fourier coecients for the nite Fourier transform can also be obtained
from equation (10.20) by similarly approximating the interrupted integral and
discretizing; i.e.,
u^0T (f) =
Z T
0
e i2ftu0(t) dt (11.18)
=
Z t1+t1
t1
e i2ftu0(t)dt+
Z t2+t2
t2
e i2ftu0(t)dt+ : : :+
Z tM+tM
tM
e i2ftu0(t)dt
=
M 1X
p=0
e i2fktpu(tp)tp
where tp is the residence time. From this, a practical spectral estimator can
now be obtained as (see, e.g., [20, 46]);
S(f) =
1
(V )2
SB0T (f)
=
T
(
PM 1
p=0 tp)
2
M 1X
p=0
M 1X
q=0
e i2f(tp tq)u(tp)u(tq)tptq (11.19)
This is exactly the direct estimator assumed by Buchhave 1979 [19], but deduced
here from rst principles.
The self-products (p = q) contain the intermittency noise described in
Chapter 9. Buchhave et al. [20] and George et al. [46] suggest eliminating
it by omitting the self-products. Unfortunately, as noted in Chapter 9, this
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also eliminates all of the energy and yields a spectrum with negative values
(which integrates to zero). The `x' is the same as that proposed in Chapter 9.
Since the part thrown away by neglecting the self-products is the same at all
frequencies, simply add the energy back; i.e.,
~S(f) =
T
(
PM 1
p=0 tp)
2
M 1X
p=0
M 1X
q=0
p 6=q
e i2f(tp tq)u(tp)u(tq)tptq +
c2

(11.20)
This algorithm will be used extensively in the following sections. The relative
error of this estimator is given by equation (10.48) [46].
11.4 Experimental setups
The experimental method for the measurements performed on the axisymmetric
turbulent far jet can be found in Frohnapfel [35]. The data of Frohnapfel includes
simultaneously acquired HWA and LDA data including the residence times from
measurements performed in an axisymmetric turbulent far jet 30.3 diameters
downstream of the jet exit. The sampling frequency for the HWA data is fs =
40 000Hz. The average sampling rate for the LDA data was substantially lower,
 = 318Hz.
In addition, HWA data with LDA data including residence times was ac-
quired under similar conditions in the wake of a circular cylinder in a wind
tunnel at DTU1. The experimental setup should be roughly the same as de-
scribed by Gjelstrup et al. [50]. However, some important details are corrected
and highlighted in the following.
The circular cylinder had a diameter of 6mm and was mounted in a square
test section of width 300mm in a closed loop wind tunnel. The material and
mounting (rm or exible) of the cylinder is unknown, however, it is known
that it is some kind of metal and solid (as opposed to hollow). The HWA and
LDA time series were acquired at the same position 26mm downstream of the
cylinder. The HWA measurements were acquired with a sampling frequency
of fs = 100 kHz at a Reynolds number of 7 400 (U = 18.5m/s) based on the
cylinder diameter. The average data rate for the LDA is  = 94 kHz and the
corresponding Reynolds number is 8 600 (U = 21.5m/s). Thus the ratio of the
mean velocities of the HWA and LDA data sets is ULDA=UCTA = 1:16, which
is important to bear in mind when making comparisons. The spectra computed
from these two data sets are compared despite the fact that they are acquired
under slightly dierent conditions.
11.5 Properties of acquired data sets
In this section, the statistical and dynamic properties of the acquired time se-
ries are investigated for comparison to each other as well as for meeting the
requirements of the assumptions inherent in the theory.
1These were kindly provided by Holger Nobach at Max-Planck Institut für Dy-
namik und Selbstorganisation. The HWA data set was downloaded from http :
==ldvproc:nambis:de=data=dtudata:html, while the LDA data were obtained directly from
Holger Nobach.
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11.5.1 Axisymmetric turbulent far jet
A plot showing a part of the time history of the simultaneously acquired HWA
and LDA measurements is displayed in gure 11.3. The peaks representing the
sampled LDA signal have a width corresponding to the residence time of each
particle. Because the residence times are very short compared to the average
time between samples, the variable widths of the peaks are not visible in the
plot. As can be seen in the gure, the agreement between these two data sets
is good. As pointed out by Capp [21], the scatter plot of velocities to residence
times should display an inversely proportional behavior, since higher velocities
should generally yield shorter residence times and vice versa. The data at hand
does indeed show this, see gure 11.4.
Inter-arrival times
Figure 11.5 displays the histogram of the interarrival times of the seed-
ing particles n along with the corresponding exponential probability density
function
P (c) = e
 c (11.21)
where we let c denote the variable representing the interarrival times, n. It
is clear from the gure that the time between samples does indeed have an
approximately exponential distribution with the parameter, , the average data
rate. This implies that the sampling process is Poisson with rate , see e.g.
Milton and Arnold [92] pp. 111112; i.e.,
PfN(t) = kg = (t)
k
k!
e t; k = 0; 1; 2; : : : (11.22)
where N(t) is the number of events taking place during ]0; t].
Thus, the sampling can meet the requirements of being alias-free, as was
discussed in section 10.2. Further, since the sampling process can be considered
to be Poisson, it seems plausible to assume that the events occur independently
of the time since the last event. Note that this does not imply that the arrival
time statistics are statistically independent of the particle velocities which bring
them, as commonly assumed.
Transit/residence time statistics
It was stated by Reist [116] that many aerosols have a lognormal particle
size distribution. What characterizes this distribution is that the logarithm of
the random variable is normally distributed. One can claim that the residence
time is indirectly coupled to the size of the particle since a larger particle will
be `visible' for a longer time than a smaller one. This is because it scatters more
light and therefore exceeds the detection threshold longer while traveling across
the scattering volume. Assuming the particle size distribution to be lognormal,
it is reasonable to postulate that the distribution of the transit times might be
as well. Figures 11.6, 11.7 and 11.8 show the histogram of the residence times
along with the corresponding lognormal probability distribution;
Pt(c) =
1
c
LN
p
2
e (ln(c) LN )
2=22
LN (11.23)
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Figure 11.3: Axisymmetric turbulent jet data (from Frohnapfel [35]): Time
history of the sampled HWA and LDA signal.
Figure 11.4: Axisymmetric turbulent jet data (from Frohnapfel [35]): Scatter
plot of velocities to residence times.
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where 
LN
and 
LN
are the mean and standard deviation of the natural loga-
rithm of the variable, since by denition, the logarithm of the variable is nor-
mally distributed. These values were obtained directly from the measurement
data. It is seen that the lognormal distribution describes the distribution of the
transit times quite well. All three plots display a quite good collapse. The same
plot with a logarithmic x-axis seen in gure 11.7 displays a normal distribution
as expected, however, the histogram is slightly skewed. Evidence of the skew-
ness is further amplied in the same plot with a logarithmic y-axis seen in gure
11.8, even though this eect is relatively small.
Velocity statistics
As a check of the intermittency and symmetry of the ow, histograms of
the velocity uctuations are displayed in gures 11.9-11.14. First, the histogram
and pdf of the velocity uctuations from the LDA measurements are shown in a
linear (gure 11.9) and a semilogarithmic (gure 11.10) plot. The correspond-
ing gures are then shown for the HWA data displayed in gures 11.11 and
11.12 and for the residence time weighted LDA data in gures 11.13 and 11.14.
Comparison of the histograms to the arithmetic LDA and HWA Gaussian pdfs,
Pu(c) =
1p
2
e 
(c )2
22 (11.24)
where  and  are the arithmetic mean velocity and standard deviations, re-
spectively, show that the velocities are quite well described by the normal dis-
tributions except in the extremes where the histograms end abruptly. This is
a sign of clipping of the data, which is a consequence of the dynamic range of
the data being smaller than that of the measured ow. Hence, the statistics
are biased and the clipping will yield erroneous values for the moments. This
probably could have been eliminated by changing the lter and frequency shift
settings.
One can determine whether the turbulence is intermittent or not from how
the velocities are distributed across the range of the occurrences. For a fully
turbulent ow, the velocities are expected to display a Gaussian distribution. If
the turbulent ow is intermittent, the fraction of the time the ow is turbulent
to the fraction that the ow is not will redistribute the probability of the oc-
currences (see, e.g., Tennekes and Lumley [135]). The intermittent bursts will
cause the distribution to deviate from the Gaussian by larger excursions from
the mean, redistributing occurrences to the extremes yielding a atter distribu-
tion. The fourth central moment, u4, can be used as a measure for the atness of
the distribution. The kurtosis is dened by non-dimensionalizing this quantity
with the second moment; i.e.,
K =
u4
u2
2 (11.25)
It is well known that for a Gaussian pdf, the kurtosis equals three. For the pdf
of an intermittent ow, as described above, the kurtosis is expected to have a
value larger than three. However, due to the clipping of the measurement data,
one cannot determine whether the ow is intermittent in this manner.
The third central moment, u3, provides a measure of the lack of symmetry
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Figure 11.5: Axisymmetric turbulent jet data (from Frohnapfel [35]): His-
togram of interarrival times of the seeding particles n and the corresponding
exponential probability density function P (c).
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Figure 11.6: Axisymmetric turbulent jet data (from Frohnapfel [35]): His-
togram of residence times tn and the corresponding lognormal probability
density function Pt(c).
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Figure 11.7: Axisymmetric turbulent jet data (from Frohnapfel [35]): His-
togram of residence times tn and the corresponding lognormal probability
density function Pt(c) plotted with a logarithmic variable axis.
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Figure 11.8: Axisymmetric turbulent jet data (from Frohnapfel [35]): His-
togram of residence times tn and the corresponding lognormal probability
density function Pt(c) plotted with a logarithmic frequency axis.
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Figure 11.9: Axisymmetric turbulent jet data (from Frohnapfel [35]): His-
togram of LDA velocity uctuations un and the corresponding Gaussian prob-
ability density function Pu(c).
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Figure 11.10: Axisymmetric turbulent jet data (from Frohnapfel [35]): His-
togram of LDA velocity uctuations un and the corresponding Gaussian prob-
ability density function Pu(c). The y-axis is logarithmic to accentuate the
discrepancies between the histogram and the pdf.
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Figure 11.11: Axisymmetric turbulent jet data (from Frohnapfel [35]): His-
togram of velocity uctuations un from HWA measurements and the corre-
sponding Gaussian probability density function Pu(c).
−15 −10 −5 0 5 10 15
10−6
10−4
10−2
100
u [ms−1]
Histogram u
n
P
u
(c)
Figure 11.12: Axisymmetric turbulent jet data (from Frohnapfel [35]): His-
togram of velocity uctuations un from HWA measurements and the corre-
sponding Gaussian probability density function Pu(c). The y-axis is logarith-
mic to accentuate the discrepancies between the histogram and the pdf.
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Figure 11.13: Axisymmetric turbulent jet data (from Frohnapfel [35]): His-
togram of residence time weighted velocity uctuations uRTW = untn= <
tn >, where <> indicates ensemble averaging.
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Figure 11.14: Axisymmetric turbulent jet data (from Frohnapfel [35]): His-
togram of residence time weighted velocity uctuations uRTW = untn= <
tn >, where <> indicates ensemble averaging.
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Table 11.1: Values of skewness and kurtosis obtained from the LDA and HWA
measurement data and corresponding data in Hussein et al. [58].
S [-] K [-]
LDARTW -0.058 3.25
HWA 0.088 2.83
LDARTW [58] 0.101 -
HWA [58] 0.099 -
in the probability density. The skewness can be dened as the third central
moment non-dimensionalized by three halves power of the second one, where a
non-zero skewness/third moment indicates an asymmetric pdf.
S =
u3
u2
3=2
(11.26)
The sign of the skewness cannot be determined directly from the velocities from
the LDA or HWA measurements shown in linear and semilogarithmic plots in
gures 11.911.12. The plots clearly show asymmetries, but the exact value of
the skewness is unreliable because of the clipping. However, the sign of the third
moment can be justied from a simple modied eddy viscosity model; i.e.,
u2  u =  t @u
2
@x
(11.27)
where t > 0. For an axisymmetric jet, the centerline velocity is inversely
proportional to the distance from the nozzle, x; i.e., Uc  1=x. Assuming
u2 / U2c  1=x2 and inserting this into the above relation yields
t
@u2
@x
/  2 1
x3
(11.28)
Clearly u3  +2t=x3, hence the skewness should be positive.
In table 11.1, the values of the skewness and kurtosis found from the LDA
and HWA measurement data along with values from Hussein et al. [58] are
compared. Due to the clipping of the measurement data, the estimated moments
will be erroneous and thus one cannot deduce much from these values. Further,
the clipping does not occur at the same velocities in the HWA and LDA data
sets, which will further add to the ambiguities since dierent clipping will yield
dierent biases when estimating moments. The data sets from [58], which do
not suer clipping, show good agreement of the skewness determined from the
LDA RTW and HWA data. Further, the skewness found from these data is
positive, which is in line with the above discussion applying the eddy viscosity
model.
The residence time weighted velocities untn reveal a dierent picture
where the occurrences of large deviations are more probable in the negative end.
This is simply a consequence of weighting the velocities by the residence times,
which have a highly non-symmetric distribution with exclusively positive values.
Figures 11.13 and 11.14 display the histogram of the residence time weighted
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velocities on linear and semilogarithmic plots, respectively. A higher velocity
should correlate well with a shorter residence time and vice versa. Therefore,
the high velocities are generally coupled to the residence times in the lower end
of the t distribution. Hence, the histogram of the residence time weighted
velocities should drop rapidly in the high end as the residence times in the low
end rapidly approach zero. For velocities below the average value, the corre-
sponding residence times are generally found in the higher end. The histogram
of the residence times will in this end approach zero slowly, as do the velocities
in the lower end. The pdf for the residence time weighted velocities should thus
be a composite (or convolution) of the Gaussian pdf for the velocities (gures
11.9 and 11.10) and the lognormal pdf for the residence times (gures 11.13
and 11.14) and thus plausibly correspond to the histogram of the residence time
weighted velocities seen in gures 11.13 and 11.14.
Block length and time dependent particle concentration
When computing spectra from randomly sampled data using block aver-
aging, it is important to keep the block lengths in physical time of constant
length. The main reason is to avoid windowing eects, which might appear for
some of the shorter blocks, even if the experiment is well designed.
To see how the variations in sampling rate aected the block length, the
data was divided into 2000 blocks of 500 samples each. The record length Tb
of the blocks are shown in the order of their acquisition, see gure 11.15. It
is apparent from the gure that the block lengths vary considerably with time,
which is a consequence of the varying seeding density which determines the
sampling rate. Thus, the sampling rate will decrease with block number in
four streaks, which appear due to the introduction of new seeding particles.
This was apparently done at block number 0, 573, 934 and 1429. As a rough
measure, the record length of the blocks Tb should be inversely proportional to
the particle concentration c (since the number of points per block was constant).
Thus,
Tb / 1
c
(11.29)
This is displayed in gure 11.16.
If we assume that the decay of particle concentration is proportional to
the concentration itself, the resulting decay is exponential in time; i.e.,
c(t) = c0e
 kt (11.30)
where c(t) is the time dependent concentration, c0 is a constant corresponding
to the concentration at t=0 and k is a disintegration constant. After some
manipulation, one can rewrite the identity in the following manner,
ln
hc(t)
c0
i
=  kt (11.31)
enabling the determination of the constant k. The left hand side of this identity
is determined from the data for each decay process and displayed against the cu-
mulative sum of the record lengths in gure 11.17. A simple curve tting (green
line) provides the inclination corresponding to the constant k=1.35/1000 s 1.
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The inverse time constant is thus
1
k
=
1000
1:35
= 741 s: (11.32)
The reduction of particles can be assigned to many factors. It is reasonable
to assume that a prominent one probably is the screens and walls inside the jet.
As a check of how large this eect is, one can compare the time constant k to
the jet volume mass ow. For this argument, it is assumed that the particles
are distributed relatively homogeneously throughout the enclosure volume. The
total volume of the enclosure is 2210 m3=40m3. The exit velocity of the jet
is 40m/s and the diameter of the nozzle is 10mm, hence the ow rate of the jet
is _v =40 0.0052m3s 1. The time constant, i.e., the time it takes for all of the
air in the room to pass through the jet, is
 =
V
_v
=
40
40 0:0052
= 12 732 s: (11.33)
Hence only about 6% of the reduction of particles can be assigned to the screens
and walls inside the jet.
Evaporation might be another signicant cause of the strong particle decay.
We start by assuming the droplets to be spherical, that the evaporation process
is quasi-steady, the droplet temperature is uniform, the mass fraction of vapor
at the droplet surface is determined by liquid-vapor equilibrium at the droplet
temperature and that all thermophysical properties are constant. For a spherical
droplet, its mass is given by
m =
4
3
R3d (11.34)
where R is the radius of the droplet and d is the droplet liquid density. Fourier's
law for heat ux applied to the droplet surface
_qr=R =  @T
@r
jr=R (11.35)
where  is the thermal conductivity yields a mass ux of
_m = 4R2

 T   T1
R

: (11.36)
T is the temperature of the drop and T1 is the temperature of the ambient
(r !1).
From (11.34) one obtains
_m =
4
3
3R2 _Rd: (11.37)
Setting (11.36) and (11.37) equal and integrating the expression with respect to
time results in
R2  R20 =  
2
d
[T   T1](t  t0): (11.38)
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Hence, for evaporation, the square of the radius decreases linearly with
time. This expression is analogous to the well established d2-law, often applied
in combustion applications to obtain a time constant for the particle evapora-
tion. Within combustion, the relation is most often applied for burning droplets,
even though its derivation was originally performed for evaporating droplets.
The d2-law can straightforwardly be proven [138] with the same assumptions as
for the derivation above. This law, which has been veried experimentally [66],
also states that the square of the particle diameter varies linearly with time;
D2(t) = D20  Kt (11.39)
where D(t) and D0 are the particle diameters at arbitrary time t and t=0,
respectively, and K is the evaporation constant given by
K =
8airD12
l
ln(1 +B) (11.40)
where air and l are the density of the surrounding air and the particle liquid,
respectively, D12 is the mass diusivity (a.k.a. the binary diusion number)
between medium 1 and 2 and B is the Spalding mass transfer number. ln(1 +
B) can be approximated at the particle surface radius r=rs using the gaseous
velocity vs of the species leaving the surface [66].
ln(1 +B)  rsvsD12 (11.41)
The droplet lifetime td is thus simple to evaluate. For D(t)=0 in (11.39);
td =
D20
K
 D
2
0l
8air
1
rsvs
(11.42)
Let's estimate these parameters roughly by the following values; D0 =
10 6 m, l = 103 kg/m3, air = 1 kg/m3, rs =D0=2 = 0:5  10 6 m and vs =
10 6 m/s where vs was chosen based on the dimensions of the particles. Insert-
ing these values yields a time scale td;
td  (10
 6)2  103
8  1
1
0:5  10 6  10 6  250 s: (11.43)
Hence, using the estimated values above, the particles evaporate with a time
constant roughly corresponding to that of the measurements.
As was pointed out earlier, due to the lognormality of the residence time
distribution it is highly plausible that the size distribution of the seeding is also
lognormal. Bias-free LDA measurements require statistically uniform spatial
seeding. This problem was solved by lling the enclosure with smoke and let-
ting the jet distribute the aerosol. Since the buer capacity of the BSA had
an upper limit corresponding to 600 Hz, the measurements were not initialized
until 45 minutes = 2700 s after the introduction of the seeding, yielding an av-
erage data rate below this frequency. The measurements were continued for 15
minutes = 900 s, by which the data rate had dropped to about 150 Hz, corre-
sponding to more than one sample every two integral time scales. Comparing
this time span of 900 s to the initiation time for the particle concentration to
152 CHAPTER 11. BURST-MODE LDA SPECTRA
approach uniformity of 2700 s, it is plausible that all of the particles of diam-
eter corresponding to the peak of the distribution have already evaporated to
undetectability, which happens at about dp  0.1m [4]. Hence, only the expo-
nentially decaying part of the distribution remains, resulting in an exponential
decay of the particle concentration as the particles evaporate. The d2 depen-
dence of the time will only add to the exponent as a multiplicative factor inside
the exponent and thus will not cause the decay to deviate from the exponential
trend. It is thus plausible that evaporation is the main factor in the diminution
of the seeding particle concentration.
Another possible factor leading to particle decay might be the leakage from
the enclosure, meaning that the particles are not conned to the tent. Since the
tent was relatively tight, this was probably not a major factor. Further causes
could be sticking of the particles to each other (agglomeration), sticking to the
walls of the enclosure, the oor, traversing system etc. might also contribute to
the decrease in particle concentration.
11.5.2 Cylinder wake
Figure 11.18 displays the histogram of the interarrival times of the seeding par-
ticles n and the corresponding exponential probability density function P (c)
(11.21). For this data set, it is apparent that there is a deviation at the lowest
values from the exponential distribution found in the previous data set.
As for the former data set, the residence times have a lognormal distri-
bution, see gures 11.19-11.21. It is again assumed that this is related to the
lognormal distribution of the particle size.
The histogram of the LDA velocity uctuations, shown in gures 11.22
and 11.23, display a distribution which does not t as well to the Gaussian pdf
as the data of the axisymmetric jet. The pattern is very similar for the HWA
velocities as seen in gures 11.24 and 11.25, indicating that the departure from
the Gaussian is ow related. The eect seems to be a combination of skewness
and large kurtosis. Both of these are consistent with the highly intermittent
nature of the near wake. Again, clipping of the data reduces the data, hampering
determination of the moments.
Figure 11.28 displays the inverse of the block lengths for blocks obtained
by diving the data set into units of 500 samples each. The block lengths as
well as their inverses do not vary considerably with time, with the exception
of a few spurious data points. Since the 250 blocks have a record length of
Tb = 0.01 s, the total record length is T = 0.01250 = 2.5 s. This makes sense,
since the diminution in particle concentration can be assumed not to vary very
fast (i.e., with a time scale Tb), so these variations are probably very small
on the relevant measured time scale. And even if it would, an equilibrium be-
tween the number of generated and evaporated/diused/agglomerated particles
might have been reached whose variations might be substantially slower than
the record length. Yet another possibility, which seems likely regarding the high
seeding density, is that the seeding was continuously generated and fed into the
ow (in particular if the wind tunnel is an open type).
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Figure 11.15: Axisymmetric turbulent jet data (from Frohnapfel [35]): Con-
secutive block lengths in seconds for constant number of samples (Ns = 500)
per block.
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Figure 11.16: Axisymmetric turbulent jet data (from Frohnapfel [35]): In-
verse of block lengths shown consecutively for each block. This quantity is
proportional to the particle concentration.
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Figure 11.17: Axisymmetric turbulent jet data (from Frohnapfel [35]): Determi-
nation of the disintegration constant k, found from the inclination of the curves
ln(c(t)/c0).
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Figure 11.18: Cylinder wake data (from Nobach [96]): Histogram of inter-
arrival times of the seeding particles n and the corresponding exponential
probability density function P (c).
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Figure 11.19: Cylinder wake data (from Nobach [96]): Histogram of resi-
dence times tn and the corresponding lognormal probability density function
Pt(c).
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Figure 11.20: Cylinder wake data (from Nobach [96]): Histogram of resi-
dence times tn and the corresponding lognormal probability density function
Pt(c) plotted with a logarithmic variable axis.
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Figure 11.21: Cylinder wake data (from Nobach [96]): Histogram of resi-
dence times tn and the corresponding lognormal probability density function
Pt(c) plotted with a logarithmic frequency axis.
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Figure 11.22: Cylinder wake data (from Nobach [96]): Histogram of LDA
velocity uctuations un and the corresponding Gaussian probability density
function Pu(c).
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Figure 11.23: Cylinder wake data (from Nobach [96]): Histogram of LDA
velocity uctuations un and the corresponding Gaussian probability density
function Pu(c). The y-axis is logarithmic to accentuate the discrepancies be-
tween the histogram and the pdf.
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Figure 11.24: Cylinder wake data (from Nobach [96]): Histogram of velocity
uctuations un from HWA measurements and the corresponding Gaussian
probability density function Pu(c).
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Figure 11.25: Cylinder wake data (from Nobach [96]): Histogram of velocity
uctuations un from HWA measurements and the corresponding Gaussian
probability density function Pu(c). The y-axis is logarithmic to accentuate
the discrepancies between the histogram and the pdf.
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Figure 11.26: Cylinder wake data (from Nobach [96]): Histogram of residence
time weighted velocity uctuations uRTW = untn= < tn > , where <>
indicates ensemble averaging.
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Figure 11.27: Cylinder wake data (from Nobach [96]): Histogram of residence
time weighted velocity uctuations uRTW = untn= < tn > , where <>
indicates ensemble averaging.
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Figure 11.28: Cylinder wake data (from Nobach [96]): Inverse of block lengths
shown consecutively for each block. This quantity is proportional to the par-
ticle concentration.
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11.6 Results
For both data sets at hand, the power spectra based on the HWA data are
computed using the FFT and the estimator based on residence time weighting
(11.19) in order to check that the algorithm is producing the expected result.
The burst-mode LDA spectra are then compared to the HWA FFT spectra. For
the sake of completion, the error of applying the arithmetic expressions for the
moments is also derived and comparisons are made between these estimates.
11.6.1 Axisymmetric turbulent far jet
The HWA FFT (Fast Fourier Transform) and HWA RTW (Residence Time
Weighting) spectra (11.19) are displayed in a logarithmic plot in gure 11.29.
Implementing the HWA data into the RTW algorithm and substituting the
residence times by a constant yields a spectrum concurring well with the one
obtained using the FFT on the same data set. This is a good check of the
correctness of the RTW algorithm. Two versions of the HWA FFT spectrum
are presented; one with a shorter record length (black) and one obtained using
a substantially longer record length (magenta). Table 11.2 summarizes the
parameters used for evaluating the spectra using the various methods. N is the
total number of samples, Ns is the number of samples per block, Nb the number
of blocks, Tb the record length and fs the sampling frequency.  is the average
data rate for the LDA measurements.
The RTW spectrum is only computed using the shorter record length, since
the computations are relatively slow compared to using the FFT. Even so, the
spectra collapse nicely in the common frequency range. The leveling out of the
shorter record length HWA FFTshort spectrum at the highest frequencies is due
to a windowing eect. The eect of the window is to redistribute energy from the
lower frequencies to the higher ones by what is commonly referred to as spectral
leakage. If longer block lengths are used, as has been done when computing the
HWA FFTlong spectrum (Tb = 1:00 s), the spectrum rolls o faster than the
HWA FFTshort spectrum (Tb = 0:10 s) at the higher frequencies.
The integral time scale was found from the one-dimensional HWA FFTlong
spectrum, by extrapolating the spectrum to zero frequency, to be about Tu =
S11(0)=2u2  0.001 s. In order to avoid window eects when performing the
Fourier transform, the record length should be much longer than the integral
time scale, i.e., Tb  Tu. Since the RTW algorithm is substantially computa-
tionally heavier than that of the FFT (N2 versus N log2N), it is not practically
feasible to compute the HWA RTW spectrum for such long records with the
current sampling frequency. The maximum record length of the LDA data time
series was limited to about 1.5 s due to the conditions under which the data
was acquired. The integral time scale was previously estimated to about 1ms,
which is well below the record length of the blocks.
The dierence between the HWA FFTshort and HWA RTW spectra needs
further investigation. The ratio found from the values of the spectra in the high
frequency end is 1.2710 7/2.4710 8  5. Two potentially prominent eects
that could contribute to this dierence in level of the noise oors were identied;
the numerical error propagation due to the dierence in number of operations
and the dierence in word size.
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Table 11.2: Axisymmetric turbulent jet data: Parameters used for computing
the spectra for the axisymmetric turbulent far jet displayed in gures 11.29 and
11.30.
N Ns Nb Tb [s] fs /  [s 1]
HWA FFTshort 1 000 000 4 000 250 0.10 40 000
HWA RTW 1 000 000 4 000 250 0.10 40 000
HWA FFTlong 10 000 000 40 000 250 1.00 40 000
LDA RTW8 blocks 540 907 139575 1 620 1.00 318
LDA RTWreduced 540 907 139575 736 1.00 318
First consider the numerical error propagation due to the dierence in num-
ber of operations. With 4 000 points per block, the FFT requires 4 000 log2 4 000 =
47 900 operations in contrast to the RTW algorithm, which requires 4 0002 =16
106 operations. Assuming that the accumulated numerical (round-o) error
propagates to be a random walk process, the expected mean square error after
N steps is of the order of N (i.e., rms / pN). This mean square `noise' should
be spread evenly over the frequency band (i.e., white). The numerical errors of
the FFT and RTW algorithm should thus relate as follows:
4 0002
4 000 log2 4 000
 330 (11.44)
The corresponding ratio found from the values of the spectra in the high fre-
quency end is signicantly lower.
Second, the impact of dierent word sizes to the spectra. The HWA FFT
spectrum was computed using Matlab, which employs double precision (64 bits),
while the HWA RTW spectrum was computed in Fortran 90, which as default
applies single precision (32 bits) unless otherwise specied. The second moment
of the noise can be determined from the pdf of the minimum step size . For
the pdf p(c) to integrate to unity in the interval  =2  c  =2, it should
be dened as
p(c) =
8<: 1=;  =2  c  =2
0; jcj > =2
(11.45)
where the second moment of the random noise is given by
n2 =
Z 1
 1
c2p(c) dc =
1

Z =2
 =2
c2 dc =
1


c3
3
=2
 =2
=
2
12
: (11.46)
Thus the noise oor for a bandwidth limited (sampling rate fs) spectrum is given
by
n2
fs
=
2
12fs
: (11.47)
Since the spectra are computed from the same data set, fs does not change.
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The ratio between the noise oors is thus;
n2RTW
n2FFT
=
2RTW
2FFT
 5: (11.48)
Using this to relate the smallest signicant number  for the respective algo-
rithms
RTW  2:2FFT (11.49)
it becomes apparent that the dierence is quite small. A closer look at the data
going into and coming out of the respective algorithms reveals that the data read
in from the binary les from which the measurement data is originally stored
is single precision. From these binary les, the data is read in using Matlab,
which decodes the data to double precision, meaning that the remaining part
of the mantissa is supplemented with noise.
Single precision is represented by a mantissa (signicand) of 24 bits (im-
plicit) of which one is used to store the sign of the number. When one of the bits
is used to store the sign, the number of decimal digits that can be represented by
single precision is log10 2
23  6:9. A possible explanation to the discrepancy of
RTW and FFT is that the measurement data in the original les was stored
using 24 bits, where no bit was occupied to store the sign since time always is
assigned a positive value. Fortran 90 uses a precision of 24 bits, but since the
sign is vital for programming purposes the decimal digits in the mantissa are
only represented by 23 bits. Thus, RTW = 2 23 and FFT = 2 24; yield-
ing RTW =FFT = 2 which is quite close to the constant obtained in (11.49).
Since the bit range of the data/algorithms can explain almost all of the contri-
bution to this ratio in noise levels, the contribution to the error associated with
each operation must be much smaller, and can hence be considered more or less
insignicant in this context.
The LDA RTW spectrum using this pre-dened block length of 1.0 s yielded
the spectral estimator shown in gure 11.30. Apart from the substantially higher
noise oor, the LDA RTW spectrum displays peaks that seem to be reoccurring,
not unlike aliasing. This was not expected given that the data were eectively
randomly sampled. Clearly there was something missing in our understanding.
The mean velocity for each block for a block length of 2.0 s is shown in
gure 11.31. It is seen that the mean velocity variations between the blocks is
quite high. The variability of the mean velocity
"2U =
1
N
varfug
U2
=
1
2  105
34
222
 0:35  10 6 (11.50)
yielding "U  0:6  10 3, which is substantially smaller than the variations seen
in gure 11.30. This indicates that the fan might not produce a very stable
ow. Even more interesting, however, is the sudden jump of the curve at about
block number 1100. Similar jumps in the ow characteristics are seen in the
very rst blocks as well as around block number 450. This is likely caused by
variations in the performance of the fan powering the jet. Hence, the mean
value of the velocity which was obtained from the data has a bias error coupled
to these sudden changes. These variations in the mean velocity across the
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Figure 11.29: Axisymmetric turbulent jet: Frequency spectrum computed
from the HWA data using the FFT with a shorter block length (black) and
the estimator based on residence time weighting RTW (11.20) (light blue) as
well as the HWA FFT spectrum obtained using a substantially longer record
length (magenta).
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Figure 11.30: Axisymmetric turbulent jet: The same frequency spectra as in
gure 11.29 as well as the burst-mode spectrum obtained from the LDA data
using residence time weighting (blue).
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Figure 11.31: Axisymmetric turbulent jet: Variation in mean velocity as a
function of block number. In the present case Tb =2.0 s.
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Figure 11.32: Axisymmetric turbulent jet: This gure displays the same spec-
tra as in gure 11.30 with the exception that the burst-mode LDA RTW
spectrum has been reduced to only include blocks whose mean velocity lie in
the range of 20% of the mean value of the mean velocities obtained up to block
number 1100 as seen in gure 11.31.
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Figure 11.33: Axisymmetric turbulent jet: The burst-mode LDA spectra from
gures 11.30 and 11.32 displayed on a linear plot to accentuate the impact of
reducing the blocks with a signicantly deviating mean value.
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Figure 11.34: Axisymmetric turbulent jet: The spectra from gure 11.32 cor-
rected for the intermittent noise.
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block number will thus yield larger uctuations over more or less the entire
range, since the wrong mean is subtracted o. As can be understood simply by
looking at the expression for the spectral estimator (11.20), this will yield both
an overprediction of the spectrum as well as increased variability. Therefore,
let us only include the blocks that have a mean value which does not deviate
more than 20% from the mean value of the mean velocities obtained up to block
number 1100. The result is shown in gure 11.32, which displays a spectrum
which is more well behaved than the previous one in the sense that is has lower
variability and noise oor, even though the amount of blocks used is signicantly
lower. This does, however, not take care of all of the reoccurring peaks. The
cleaned up LDA RTW spectrum displays two peaks at frequencies of about 8
and 16 kHz. For a uniformly sampled signal, one would probably recognize
this behavior as a result of aliasing. Both of these LDA RTW spectra are for
comparison also plotted on a linear scale in gure 11.33. The eect of record
length was investigated in a parametric study later on in section 11.6.3 (gure
11.43), conrming that this is not an eect of the nite window.
The main argument for applying random sampling in signal processing is
to obtain an alias-free digital signal; see, e.g., [12, 82, 83, 84, 85]. What was not
described in the earlier work on developing the theory for the spectral estimator
[45, 46] and initially not considered in the present work, was that the application
of random sampling does not exclude aliases completely for nite records, but
merely reduces it [13]. For a further discussion on these matters, see section
11.6.3.
Figure 11.34 displays the same spectra as in gure 11.32 corrected for the
random noise impact. Due to the aliasing, the spectrum is not resolved at
frequencies beyond about 4 kHz and further, the collapse of the noise corrected
LDA RTWreduced and HWA spectra is worsened by the high variability of the
estimate.
11.6.2 Cylinder wake
In the same fashion as for the previous case, the HWA FFT and HWA RTW
spectra are compared in gure 11.35. As expected, since they have the same
block length and number of blocks, the HWA FFTshort and HWA RTW spectra
agree well, showing an almost perfect collapse even at the highest frequencies.
In this case, the range of the data is small enough for the word size of the data
not to impact the resulting spectrum. This supports the previous discussion
that the RTW algorithm in itself does not introduce signicantly more white
noise due to the larger number of operations. Comparing the HWA FFTshort
and HWA RTW estimates with the HWA FFTlong spectrum, which has a four
times longer block length, the latter one rolls o faster. This can again be
explained by the windowing eect, which is reduced by the longer blocks. The
parameters used for evaluating the spectra are displayed in table 11.3. N is the
total number of samples, Ns is the number of samples per block, Nb the number
of blocks, Tb the record length and fs the sampling frequency.  is the average
data rate for the LDA measurements. The sampling frequency of the HWA
data, fs = 100 000Hz, and the average sampling rate of the LDA measurements,
 = 93 944 Hz, are of the same order of magnitude.
For this measurement campaign, the record lengths were relatively short.
This is problematic in the sense that one is more limited to how well converged
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Table 11.3: Parameters used for computing the spectra for the cylinder wake
ow displayed in gures 11.35 and 11.36.
N Ns Nb Tb [s] fs /  [s 1]
HWA FFTshort 131 072 1 024 128 0.01 100 000
HWA RTW 131 072 1 024 128 0.01 100 000
HWA FFTlong 131 072 4 096 32 0.04 100 000
LDA RTW 995 775 12 738 1 060 0.01 93 944
spectra one can obtain which also capture the lowest frequencies, since the
number of blocks and the block lengths are limited by the record length. The
solution is hence to nd a tradeo between block length and number of blocks
that gives a satisfactory result for the sought for information.
Figure 11.36 displays the same spectral estimates as the previous gure
with the addition of the LDA RTW spectrum, which is shifted to higher values
than the HWA spectra. This is expected, since the LDA and HWA data of
this data set were acquired in ows of slightly dierent free stream velocities
and therefore should integrate to dierent energies. Further, the noise oor
resulting from the random noise is higher for the LDA measurements due to
the intermittency of the measured signal. But the peak shows up at exactly the
same frequency. This was not expected for a shedding peak whose frequency
varies with the free stream velocity according to:
fshedding =
SrU
d
(11.51)
where fshedding is the shedding frequency, Sr the Strouhal number, U the free
stream velocity and d the cylinder diameter. If the observed frequency is due to
vortex shedding, the expected shedding frequency should be fshedding = 617Hz
for the HWA measurements and fshedding = 717Hz for the LDA measurements.
Thus the dierence between the peaks for the HWA and LDA spectra should be
clearly visible in the plot, which they are not. Both observed peaks are found
at a frequency of 1 kHz.
In order to remove the eect of the dierent free stream velocities of the
HWA and LDA data sets, the wavenumber spectra were compared, see gure
11.37. Assuming that Taylor's frozen eld hypothesis is applicable to the ow,
the temporal and spatial spectra are related as follows
F 111(k) =
U
2
S11(
k1U
2
); k1 =
2f
U
(11.52)
where F111(k) is the wavenumber spectrum, U is the free stream velocity and k1
is the wavenumber. The wavenumber is independent of the free stream velocity;
k= 2f/U= 2/, f=U/. Since the dierence in free stream velocity between
the HWA and LDA measurements is small, this action should yield comparable
spectra. If the peak was truly the results of a convected disturbance, the peaks
for the two measurements should line up in the wavenumber spectrum. This is
clearly not the case. Hence, the disturbance must be temporal, as was already
suspected from the discussion on the dierent Strouhal numbers.
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However, the ow corresponding to the spectra have dierent energies and
therefore obviously the spectra should not integrate to the same value. The
expression for drag on a cylinder, yielding a measure of the loss in energy in the
ow due to the presence of the cylinder, is commonly normalized by the energy
to obtain the drag coecient
CD =
FD
1
2U
2A
(11.53)
which is only very weakly dependent on the Reynolds number for Re  10 000
(see; e.g., Batchelor [7]). In order to obtain spectra that integrate to the same
energy, the wavenumber spectra were normalized with respect to energy. In com-
mon practice, one would normalize by the turbulence intensity and the integral
length scale. But since the turbulence intensity is at most weakly dependent
of the Reynolds number and therefore can be considered to be nearly constant
once the ow is fully turbulent (u2=U2  constant) [40], the square of the free
stream velocity can be used instead. Further, the HWA and LDA measurements
were performed in the same position and the integral length scale is only weakly
dependent on the Reynolds number [40]. Since the geometry is xed and all
other length scales are approximately proportional, one might just as well use
the cylinder diameter d for normalization. Hence, the similarity scaling for low
wavenumbers (energy variables) can be normalized by the factor u2LU2d [64].
These turbulent contributions to the spectrum should thus collapse by this nor-
malization, removing the eect of dierent energies due to dierent free stream
velocities at the large, convective scales. The wavenumber spectrum normalized
by the square of the free stream velocity times the cylinder diameter is displayed
in gure 11.38, showing good concurrence for the large, convective scales. Aside
from the unexplained peak, the wavenumber spectra show a better collapse after
the energy normalization since the similar ows have approximately the same
energy distribution across frequency. This is even more prominent for the noise
corrected normalized wavenumber spectra in gure 11.39. The mean velocity of
each block shown in gure 11.40 displays much more stable variations over time
than the axisymmetric jet data.
The measurements were executed at a distance of 26mm downstream of
a cylinder of diameter 6mm, spanning the width of the test section of 300mm.
Since the position of the measurements was very close to the cylinder, it is highly
probable that the measurement probes are situated inside the separated vortex
shedding region of the cylinder wake, yielding a time dependent ow which is
not a pure convected disturbance. If so, Taylor's frozen eld hypothesis would
not apply in this case. This could be one reason why the peaks in the normalized
wavenumber spectra for the HWA and LDA data sets do not coincide. But this
can be ruled out by the non-constancy of the Strouhal numbers, as noted above.
Clearly, an explanation for the peak must be sought elsewhere.
If one instead normalizes the frequency spectra using the same arguments
as for the wavenumber spectra in gure 11.38, a nice collapse of the curves is
obtained. The frequency of the peak is the same for both free stream velocities,
indicating that the source of the emergence of the peak is not ow driven. Let's
investigate the alternative of the ow being aected by vibrations of the cylinder.
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Figure 11.35: Cylinder wake: Frequency spectra computed from the HWA data
using the FFT with a shorter block length (black) and the estimator based on
residence time weighting RTW (11.20) (light blue) as well as the HWA FFT
spectrum obtained using a substantially longer record length (magenta).
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Figure 11.36: Cylinder wake: HWA power spectra shown in the previous gure
compared to the RTW LDA spectrum (dark blue).
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Figure 11.37: Cylinder wake: Normalized wavenumber spectra computed from
the HWA data using the FFT with a shorter block length (black) and the
estimator based on residence time weighting RTW (11.20) (light blue) as well
as the HWA FFT spectrum obtained using a substantially longer record length
(magenta).
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Figure 11.38: Cylinder wake: Normalized wavenumber spectra computed from
the HWA data using the FFT with a shorter block length (black) and the
estimator based on residence time weighting RTW (11.20) (light blue) as well
as the HWA FFT spectrum obtained using a substantially longer record length
(magenta).
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Figure 11.39: Cylinder wake: Normalized random noise corrected wavenumber
spectra computed from the HWA data using the FFT with a shorter block length
(black) and the estimator based on residence time weighting RTW (11.20) (light
blue) as well as the HWA FFT spectrum obtained using a substantially longer
record length (magenta).
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Figure 11.40: Cylinder wake: Variation in mean velocity as a function of block
number.
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The eigenfrequency feig: for a rod is given by the following relation,
feig: = k
r
EI
mL4
(11.54)
where E is the elasticity module, I is the moment of inertia, m is the mass of
the rod and L is the rod length. k is a coecient that depends on the support
of the ends of the rod. It is known that the rod is solid and made out of some
kind of common metal, most probably iron or aluminum. Hence, the elasticity
module and mass can be guessed. The only remaining unknown is the support
of the ends of the rod. If the ends of the rod are rmly xed in their positions
or alternatively free, there are no matching eigenfrequencies for aluminum or
iron. However, for semi-xed ends the eigenfrequency of the second mode for
both iron and aluminum is very close to 1 kHz. This explains the appearance of
the peak as an eect of the eigenfrequency of the rod. The reason why the rst
mode (feig:  250Hz) is not seen in the spectra might be that the frequency
of the second mode is closer to the shedding frequency of the cylinder wake
(fshedding = 667Hz), reinforcing and energizing the second mode.
As expected, the LDA spectra generally have a higher noise oor than
HWA spectra, due to the intermittency of the sampled signal. Applying a
Savitzky-Golay lter and implementing the noise reduction technique to the
LDA RTW spectrum results in the LDA RTW spectrum shown in gure 11.42.
The high relative error at the highest frequencies is due to the relatively few
blocks. This was expected since the variability of the spectral estimator for
randomly sampled data increases as the spectrum itself decreases. Nonetheless
the results do suggest that the algorithms could have produced the correct
spectral values had sucient data been acquired.
Since the peaks are temporal disturbances and the spectrum (turbulence)
is convective, the turbulence can only be compared between the two data sets of
dierent free stream velocities in wavenumber space. In contrast, for temporal
disturbances, like the peak in the present case, comparison can only be justied
in frequency space. Therefore, it is not possible to make a transformation to
compare both the turbulence and the peak in the same plot.
11.6.3 Appearance of spikes in the power spectra
As noted above, a somewhat surprising discovery is the emergence of periodi-
cally occurring peaks in the burst-mode LDA spectra. Figure 11.43 shows the
spectra from the axisymmetric jet data computed for dierent record lengths;
Tb = 1.0 s, 1.5 s and 2.0 s. All spectra show distinct peaks at frequencies
f = 0.8104 and 1.6104. Further, gure 11.44 shows how the spectra from the
axisymmetric jet data behave when varying the average data rate. This was
done by excluding intermediate measurement points when computing the spec-
tra. Since the variability of the spectra increases with the decreased number of
blocks obtained from the reduced data sets, it is hard to distinguish any spikes
from the noise.
In the spectra derived from the cylinder wake data, the periodically oc-
curring peaks appear with a much larger spacing in frequency. The rst peak
occurs at a relatively high frequency where all turbulence has dissipated. The
spectrum has been estimated for three record lengths; 10, 9 and 8 ms, see gure
174 CHAPTER 11. BURST-MODE LDA SPECTRA
10−1 100 101 102 103
10−8
10−6
10−4
10−2
100
fd [ms−1]
S 1
1(f
)/U
2 d
 [m
−
1 s
]
HWA FFT
short
HWA RTW
HWA FFTlong
LDA RTW
Figure 11.41: Cylinder wake: Logarithmic plot showing the normalized
wavenumber spectra computed from the HWA data using the FFT with a shorter
block length (black) and the estimator based on residence time weighting RTW
(11.20) (light blue) as well as the HWA FFT spectrum obtained using a sub-
stantially longer record length (magenta).
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Figure 11.42: Cylinder wake: Logarithmic plot showing the random noise cor-
rected normalized wavenumber spectra computed from the HWA data using the
FFT with a shorter block length (black) and the estimator based on residence
time weighting RTW (11.20) (light blue) as well as the HWA FFT spectrum
obtained using a substantially longer record length (magenta).
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11.48. Except for the peak appearing at f= 0.3 MHz in the 10 ms record length
spectrum, the rst harmonic appears at f= 0.75 MHz in all spectra. For the 10
and 9 ms spectra, the second and third harmonics are clearly visible at f= 1.50
and 2.25 MHz, but these are not seen in the 8 ms spectrum. In addition, peaks
occur more or less symmetrically around these harmonics, probably stemming
from the peak resolved only in the 10 ms spectrum at f= 0.3 MHz. By exam-
ining the peaks more carefully, it is clear that they are always spaced 0.3 MHz
away from any main harmonic or one of its own harmonics. At this point, it
is unclear why the additional peak(s) appear. For this data set, the data were
quite limited in terms of record length even before reducing the data; therefore,
no parametric study of varying the data rate could be conducted.
The periodicity of the peaks is reminiscent of harmonics or aliasing eects.
This alternative was at rst not considered, since the assumption of random
sampling supposedly would kill all aliasing eects [46]. This assumption was, in
turn, based on the assumption that the uid is incompressible [43]. It had not
been considered how the particles responded to changes in the ow in general
and the compressibility of the particle distribution in particular. Even if the
ow can be considered to be incompressible, it does not mean that the same
assumption can be made about the particle distribution. Recent work in the
eld has revealed that particles in turbulent ows can redistribute as a con-
sequence of the vortices present in the ow, see Collins and Keswani [22]. If
the density of the particles is signicantly dierent to that of the surrounding
uid, the pressure distribution resulting from the presence of the vortices will
redistribute and inhomogenize an initially homogeneous particle distribution. If
the particles are lighter than the surrounding uid, they will gather up in the
centers of the vortex cores, whereas if the particles are heavier they will most
probably cluster up at the edges of the vortex cores in between vortices. The
appearance of particle clustering can be compared to the patterns seen at the
bottom of swimming pools, where the changes in refractive index of the water
gives rise to dark and bright patterns when light hits the water surface. Par-
ticles are believed to cluster in similar streaks, spanning widths much larger
than their thickness. If particle clustering does occur at the outset so the initial
particle distribution is not truly random, this violates the assumption of random
sampling of LDA measurements since the sampling process is no longer inde-
pendent of the process being sampled. But even if the particles were randomly
distributed initially, clustering complicates the interpretation of the measure-
ments as Eulerian velocities, since the particles would not be following the ow.
In other words, the residence-time weighted measurements would correctly pro-
duce the volume-averaged particle velocity, but not the Eulerian velocity that
is generally sought. If the process is not additive and random (i.e., all parts of
any input signal are sampled with equal and constant probability) the spectra
display signs of aliasing in the spectrum. Further, variations in the seeding
density over time, which are typical for LDA measurements, contribute to the
added uncertainty of the sampling process being random and additive since the
statistical properties are changing with time.
An alternative explanation comes from the eld of random sampling where
it has been shown that the kind of peaks seen in the spectra of both data sets
can appear as a result of aliasing, despite the irregular sampling; cf., [13, 14,
126]. It is stated that aliasing is suppressed in proportion to the degree of
randomness n=n of the interarrival times of the particles [13, 14]. These
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Figure 11.43: Axisymmetric turbulent jet: Burst-mode LDA spectra derived
from the axisymmetric jet data for blocks of varying record length; 1.0, 1.5 and
2.0 s.
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Figure 11.44: Axisymmetric turbulent jet: Burst-mode LDA spectra derived
from the axisymmetric jet data computed for varying data rates; , =2, =3
and =4.
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Figure 11.45: Axisymmetric turbulent jet: Maximum data rate max for each
block, large view.
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Figure 11.46: Axisymmetric turbulent jet: Maximum data rate max for each
block, small view.
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Figure 11.47: Axisymmetric turbulent jet: Minimum arrival time n for each
block.
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Figure 11.48: Cylinder wake: Burst-mode LDA spectra derived from the cylin-
der wake data for blocks of varying record length; 10, 9 and 8 ms.
11.6. RESULTS 179
0 1 2 3 4 5
x 10−6
0
500
1000
bl
oc
k 
# 
[−]
τ
n min [s]
Figure 11.49: Cylinder wake: Minimum arrival time n for each block.
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Figure 11.50: Cylinder wake: Maximum data rate max for each block.
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Table 11.4: Degree of randomness of the sampling obtained from the standard
deviation n and mean value n of the interarrival times of the particles for
the axisymmetric jet and cylinder wake data.
Data set n=n 
2
n n n
Axisymmetric jet 1.12 1.2510 5 3.510 3 3.110 3
Cylinder wake 3.81 1.6410 9 4.0510 5 1.0610 5
values are presented for the data sets at hand in table 11.4. According to this
measure, the sampling associated with the data set of the axisymmetric jet is
more deterministic than that of the cylinder wake. It has also been shown that
if the point process of the sampling/interarrival times is, e.g., a Poisson process,
the sampling is alias-free [126]. For a Poisson distributed variable, its mean
and variance should be equal and hence n=n = 1. The axisymmetric jet
data is close to this approximation, as seen both in gure 11.5 and table 11.4.
Therefore, it is plausible that the events occur independently of time since the
last event, as they should for this type of process. But even so, the burst-mode
power spectrum in gure 11.30 derived from this data displays alias-like peaks.
For the corresponding spectrum derived from the cylinder wake data, the
peaks appear at much higher frequencies, see gure 11.48. Hence, it seems
that the alleged aliasing is more suppressed under these conditions than the
ones in the previous case. The interarrival times for this data set, displayed
in gure 11.18, has a sampling distribution which deviates from Poisson, but
this, however, is not an exclusive requirement for random sampling. In fact, the
degree of randomness found directly from the data, see table 11.4, is higher than
for the jet data, which speaks for a stronger suppression of aliases according to
existing theory [14].
Figure 11.47 displays the smallest interarrival time of the particles for
each block of data for the axisymmetric jet. It is clear from the plot that the
interarrival times are highly quantized, revealing that they are not resolved
properly due to a limitation in word size. Disregarding spurious values and
the small amount of blocks having n min close to 0.9810 4 s or higher, which
probably will have a most modest impact on the spectrum, the largest block
minimum interarrival times appear at about max{n min} = 0.6510 4 s. The
Nyquist-Shannon theorem states that one cannot resolve frequencies higher than
half of the sampling frequency. This means that this reduced data can resolve
time scales down to t = 2  n min = 1.3010 4 s, corresponding to a data rate
of  = 1/1.3010 4 s  7.69 kHz which is the same frequency as that of the rst
aliasing peak seen in gures 11.43 and 11.44. Similarly, gures 11.45 and 11.46
show a small and a large view of the reciprocal of the minimum interarrival
times for each block, here referred to as the maximum data rate max. These
are, naturally, also quantized accordingly. The minimum value of these block
maximum data rates is max = 1.54104 s 1, corresponding to the reciprocal of
max{n min}.
Hence, the occurrence of these reoccurring peaks can possibly be explained
as aliasing resulting from the breakdown in random sampling resulting from
smallest resolvable interarrival time. The word size of the stored measurement
data determines the minimum time step and thereby also the maximum operat-
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ing frequency. Even if the particles arrive randomly providing random sampling,
the acquired sampling is not fully able to capture this due to the limitation in
resolution/word size. The shortest interarrival times are heavily impacted by
the limitation in data storage precision; therefore the dynamic range of the ran-
domness is bounded by the minimum resolvable arrival time. So even if the ow
in principle samples randomly, this cannot be fully captured by the instrument,
which sets a threshold for the highest resolvable frequency in the ow.
For the cylinder wake data, which is stored in double precision, almost all
block minimum interarrival times appear at max{n min} = 1.33310 6 s, see
gure 11.49. In the frequency domain, this corresponds to a block maximum
data rate of max = 0.750106 s 1, see gure 11.50, which is also represented in
the peak in gure 11.48. For a free stream velocity of U = 21.5 m/s, this corre-
sponds to a displacement of x = Un min = 21.51.33310 6  30m, which is
a typical measuring volume size for LDA measurements.
Thus, in the case of the axisymmetric jet, the word size constitutes the
bottleneck in the data processing. By contrast, for the cylinder wake data the
size of the measuring volume ultimately determines the frequency resolution of
the spectrum.
11.6.4 Statistics of the spectral estimator
Figures 11.51 and 11.52 display the histograms of the realizations of the one-
dimensional burst-mode power spectrum across the computed frequency span
from the axisymmetric jet data and the cylinder wake data, respectively.
The distributions obtained from the measurement data are compared to
the exponential probability density function given by
P (S11(f)) =

u2
e S11(f)=u
2
: (11.55)
The reason for the deviations in gures 11.51 and 11.52 is that the signal
part of the spectrum varies with frequency, and hence the value of =u2 de-
pends on frequency. Therefore, let's only consider a range of frequencies where
the variations in the spectrum are smaller than or equal to the variability of
the spectral estimator. Such a range can be found where turbulence has dissi-
pated and only the noise oor remains. Assuming that aliasing is suciently
suppressed to resolve the noise oor, these histograms have been produced for
both data sets, see gures 11.53 and 11.54 for the axisymmetric jet and cylinder
wake data, respectively. In these plots, the histograms coincide well with the
exponential distributions for both data sets.
11.6.5 Deviations in moments
As a measure of the eect of not applying residence time weighting to the mo-
ments, residence time weighted moments are compared to the ones obtained
using regular arithmetic. To evaluate this error, let's perform a Taylor expan-
sion of the residence time weighted mean velocity algorithm about the state of
zero turbulence intensity. It will be necessary to assume that all particles pass
through the center and traverse undisturbed. We will also consider only a one-
dimensional ow, say ~u = U + u, where U is the mean and un the departure of
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Figure 11.51: Axisymmetric jet: Distribution of realizations of the axisymmetric
jet power spectrum for all blocks in the full frequency range.
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Figure 11.52: Cylinder wake: Distribution of realizations of the cylinder wake
power spectrum for all blocks in the full frequency range.
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Figure 11.53: Axisymmetric jet: Distribution of realizations of the axisymmetric
jet power spectrum for all blocks in the frequency range beyond dissipation,
corresponding to the noise oor.
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Figure 11.54: Cylinder wake: Distribution of realizations of the cylinder wake
power spectrum for all blocks in the frequency range beyond dissipation, corre-
sponding to the noise oor.
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the nth realization from it. First consider the algorithm for the residence time
weighted mean velocity:
UB0T =
PN 1
n=0 ~untnPN 1
n=0 tn
(11.56)
The assumptions above imply the following approximate form for the sum
of the residence times:
N 1X
n=0
tn 
N 1X
n=0
d
U + un
=
d
U
N 1X
n=0
1
1 + unU
Expanding the denominator yields
N 1X
n=0
tn  d
U
N 1X
n=0
(
1  un
U
+
u2n
U2
  u
3
n
U3
+ : : :
)
 N d
U
  0 + d
U
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n=0
u2n
U2
  d
U
N 1X
n=0
u3n
U3
 N d
U
(
1 +
u2
U2
  u
3
U3
)
(11.57)
Similarly, the Taylor expansion of the residence time weighted mean ve-
locity can be expanded to obtain:
UB0T 
PN 1
n=0 ~untnPN 1
n=0 tn

PN 1
n=0 (un + U)
d
U
n
1  unU + u
2
n
U2   u
3
n
U3 + : : :
o
N dU
n
1 + u
2
U2
o

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d
U
nh
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U +
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U   u
3
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io
N dU
n
1 + u
2
U2
o
Thus to second order in u2=U2,
UB0T 
Nd
N dU
n
1 + u
2
U2
o  U(1  u2
U2
+ : : :
)
(11.58)
Thus, the deviation of the arithmetic mean to the residence time weighted
one is proportional to the variance and inversely proportional to the mean ve-
locity.
UB0T
U
=
UB0T   U
U
   u
2
U2
(11.59)
The values from the axisymmetric jet and cylinder wake data are found in table
11.5 and show reasonable agreement between UB0T =U and  u2=U2 despite the
clipping of the data discussed earlier.
We can apply the same analysis to the residence time estimator for the
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Table 11.5: Deviations in the rst moment obtained using arithmetic and resi-
dence time weighting.
UJet UCyl:wake
URTW =
PN 1
n=0 ~untn=
PN 1
n=0 tn 8.40 21.49
Uar: = 1N
PN 1
n=0 ~un 8.91 22.55
UB0T
U =
UB0T Uar:
Uar:
-0.06 -0.05
 u2ar:U2ar: -0.06 -0.07
variance:
2B0T =
PN 1
n=0 u
2
ntnPN 1
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
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(11.60)
Letting x = u2=U2 u3=U3+u4=U4 : : :, one can expand the above expres-
sion for small x to obtain
x
1 + x
 x  x2 + x3   : : : (11.61)
Inserting this into the expression for the residence time weighted variance
and recognizing that u=U = 0,
2B0T
U2

n
x  x2 + x3   : : :
o
(11.62)
with a deviation proportional to:
2
U2
=
2B0T   2
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Table 11.6: Deviations in the second moment obtained using arithmetic and
residence time weighting.
u2Jet u2Cyl:wake
u2RTW =
PN 1
n=0 u
2
ntn=
PN 1
n=0 tn 5.24 34.26
u2ar: =
1
N
PN 1
n=0 u
2
n 4.75 33.43
u2RTW u2ar:
U2ar:
0.06 0.04
2trunc:
U2ar:
0.05 0.24
+
"
u2
U2
  u
3
U3
+
u4
U4
  u
5
U5
+ : : :
#3
  : : : (11.63)
Actually, neither of the data sets provide very good tests, since we are
working with very small dierences (u2=U2  1). For the axisymmetric jet
data, a truncated version of this expression (2trunc:=U
2) was evaluated using
up to the fourth moment of the velocity. These values found from the data
sets are found in table 11.6 and show a reasonable agreement with the values of
2=U2 = (2B0T   2arithm:)=U2 despite the clipping of the measurement data.
The cylinder wake data does not display good concurrency, which is plausibly a
consequence of the uctuations being large compared to the mean value of the
velocity, yielding a diverging estimate for higher order polynomials in x.
11.7 Summary and conclusions
Two dierent data sets consisting of LDA and corresponding HWA time series
measurements are employed in the present study. The rst data set was acquired
at the centerline of an axisymmetric turbulent jet, while the other one was
collected from a cylinder wake.
For the axisymmetric jet data, the interarrival times turned out to have
an exponential distribution. The residence times have a lognormal distribution,
most probably caused by a lognormal size distribution of the particles. The
unweighted distribution of the measured LDA velocities is Gaussian, as for the
HWA data. In the process, clipping of the data was discovered for both the LDA
and the HWA data sets, which makes it impossible to determine the moments
correctly. Further, the data rate of the axisymmetric jet measurements decayed
exponentially, most probably due to evaporation of the particles and the particle
size distribution. Clearly histograms would make a useful on-line diagnostic in
future measurements. The above mentioned properties showed similar behavior
for the cylinder wake data, with the exception that the interarrival times devi-
ated from the exponential distribution and that the particle concentration was
kept fairly constant during the course of the measurements.
The burst-mode RTW algorithm was initially veried by applying the
HWA data sets to it, setting the residence times to some constant value and
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comparing the estimator with the HWA FFT spectrum. For the jet data, the
HWA FFT and HWA RTW spectra collapse for all frequencies but the very
highest, due to the limitation in word size by default handled by Fortran 90.
This eect was not signicant for the burst-mode LDA spectrum derived from
the cylinder wake data due to the smaller range of the spectral values.
The burst-mode LDA spectrum of the axisymmetric jet data showed high
concurrence with the corresponding spectrum obtained from the HWA data us-
ing the FFT at low frequencies. At higher frequencies, the LDA RTW spectrum
levels out at a relatively high value. Despite the assumed inherent random sam-
pling of the LDA, aliasing peaks appeared due to the limitation in resolution
of the measurement data. This limitation eectively sets the threshold for the
highest resolvable frequency in the ow, inevitably leading to aliasing. Hence,
even though the ow might provide random sampling at least to a high enough
degree to suppress aliasing beyond the frequency span of interest, the precision
of the data stored will eventually limit this randomness to a dynamic range
bounded by the resolvable arrival time.
For the cylinder wake ow, the burst-mode LDA spectrum collapses well
with the corresponding HWA FFT wavenumber spectrum across all frequencies.
For this case, the HWA and LDA data sets are not qualitatively comparable,
since they were acquired at dierent Reynolds numbers. However, since the
Reynolds numbers are not very dierent, one can compare the wavenumber
spectra (at least the convective disturbances, such as turbulence) after perform-
ing a normalization corresponding to the respective energies. The peak in the
spectrum turned out to be a temporal disturbance, probably caused by vibra-
tions of the cylinder, rather than a convective disturbance caused by shedding on
the cylinder. Due to the intermittency of the LDA signal, the white noise level
is substantially higher in the burst-mode LDA spectrum. This can, however,
be somewhat compensated for by performing the noise correction described in
Chapter 9, the limitation of the application of the method in the current case
being in the high variability of the spectrum. The aliases appeared at very high
frequencies in these burst-mode LDA spectra, seemingly ultimately caused by
the limited resolution of the measuring volume.

Chapter 12
Resampling techniques for
evaluating spectra from LDA
data
Interpolation and resampling of Laser Doppler Anemometry (LDA) time series
to a regular grid for the application of the Fast Fourier Transform is implemented
and discussed. Two alternative techniques are tested: sample-and-hold, which
holds the value of the last sample until the next particle arrival, and direct
linear interpolation between the measuring points. The resulting power spectral
estimates from two burst-mode LDA measurement campaigns with dierent
sampling conditions are compared: measurements in an axisymmetric turbulent
jet with a relatively low average data rate, and cylinder wake ow where the
data rate is substantially higher. Power spectra computed from corresponding
Hot-Wire Anemometry (HWA) measurements are shown as a reference for the
LDA spectra. The results show that the spectra derived from the jet data, which
has a quite low data density ( = 0:7) due to the low data rate, cannot predict
the spectrum at any frequency. The sample-and-hold spectrum drops at a rate
of f 2, as was expected from theory, while the spectrum derived from linear
interpolation performs even worse, dropping at an even higher rate. For the
cylinder wake data, which has a substantially higher data density ( = 94),
the data for both HWA and LDA is sampled well over the cut-o frequencies
introduced by the nite probe lengths. The cut-o frequencies are both higher
than the corresponding frequency for a rough estimate of the Taylor microscale.
Both interpolated spectra perform well at the large convective scales, but fail
in their prediction at the highest frequencies.
12.1 Introduction
Laser Doppler Anemometry (LDA) is a method for measuring the velocity of
small scattering particles in a uid. Assuming that the particles follow the ow,
one can therefore measure uid velocities. Other techniques commonly em-
ployed to acquire point measurements of ow velocities are Hot-Wire Anemom-
etry (HWA) and Pitot tubes. Aside from the non-intrusiveness of the LDA,
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it has some disadvantages to other techniques such as the intermittency of the
signal, the random sampling and high velocity bias inherent in the measure-
ments. These issues can, however, be dealt with by random noise cancelation in
correlations and spectra (see Chapter 9), the application of the discrete Fourier
transform instead of the FFT (see Chapter 11) and residence time weighting
(see; e.g., [46, 20, 19]), respectively. Nonetheless, the continuous signal from the
HWA considerably simplies spectral analysis, since there are many standard
methodologies (hardware and software) that can be implemented. A number of
procedures have been proposed to perform spectral analysis on LDA data.
A common strategy is to interpolate the LDA time history and then resam-
ple it to enable the application of the Fast Fourier Transform (FFT). The goal is
to create a continuous signal so it can be treated like a HWA. One of the most
commonly employed techniques, the sample-and-hold procedure [4], basically
resamples the data at uniform intervals by the last acquired data point. Other
interpolation schemes are sometimes used, such as linear interpolation or spline
tting, as was recommended by Adrian and Yao [1], to reduce the magnitude
of the step noise. However, the resampling distorts the signal, resulting in an
unreliable spectral estimator both in the respect of its total energy content as
well as its distribution across the frequencies of the band width. The estimator
may be strongly biased with systematic errors [93].
In the present chapter, simultaneously acquired LDA and HWA measure-
ments from an axisymmetric turbulent jet and LDA and HWA measurements
acquired under similar conditions in a cylinder wake (see previous chapter) are
used to exemplify the implementation of the sample-and-hold and linear interpo-
lation and resampling schemes to obtain a spectral estimator. The data density
of the LDA data of the axisymmetric jet is quite low,  = 0:7 (where  is
the Taylor microscale), meaning, on average, less than one sample in one Taylor
microscale. Thus, the ow is not very well represented by the data. This is also
fairly obvious as can be seen in gure 12.1 where the frequency of the resampled
data corresponds to the estimated frequency based on the convected Kolmogorov
microscale. For the cylinder wake measurements, the average data density of
the LDA ( = 94) was quite high and corresponds well to the estimated fre-
quency based on the Kolmogorov microscale. This is well illustrated in the time
history of the LDA signal, see gure 12.2, where the data rate is much closer to
the frequency of the resampled data which also in this case corresponds to the
estimated frequency based on the convected Kolmogorov microscale. However,
since the amount of data from these measurements is quite scarce, this can not
be beneted very well since the variability of the spectral estimator becomes
large in the high frequency range where the spectrum drops; cf., Gaster and
Roberts [41]. This can only be remedied by well converged statistics. Since the
signal processing is the main concern in the present work, only a very brief sum-
mary of the experimental setups is presented. The interested reader is referred
to [35] for the axisymmetric turbulent jet experiment and [50] for the cylinder
wake experiment.
Power spectra are estimated from these LDA data sets using the sample-
and-hold (S/H) and linear interpolation (LIN) schemes (see gures 12.3, 12.4,
12.5 and 12.6). The interpolated signal is resampled at the same rate as the
HWA data. Further, power spectra computed in the regular fashion using the
FFT from the HWA data are shown as a reference to enable comparison of the
estimates based on the LDA data. The HWA measurements resolve the ow
12.1. INTRODUCTION 191
5 10 15 20 25−5
0
5
t [ms]
u
 [m
s−
1 ]
LDA
S/H
LIN
Figure 12.1: Time history of a part of the LDA signal of the axisymmetric
turbulent far jet data with the interpolated and resampled signals S/H and LIN
superimposed.
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Figure 12.2: Time history of a part of the LDA signal of the cylinder wake data
with the interpolated and resampled signals S/H and LIN superimposed.
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up to slightly beyond the estimated Taylor microscales in both ows, where
the nite wire length sets a threshold for the resolution and acts as a low-pass
lter for higher frequency uctuations. It is seen that the resampling schemes
do indeed perform dierently depending on the average LDA data density; For
higher data densities, the resampling schemes perform considerably better than
at low ones, for which the spectra are completely dominated by frequency de-
pendent noise which falls o as f 2 for the S/H scheme and even faster for the
LIN scheme. However, even at considerable data densities, the S/H and LIN
algorithms do not seem to capture the energy at the highest frequencies and the
added step noise again kicks in.
12.2 Signal processing
In the following, theory is presented describing the noise generated by the S/H
scheme. Because of the strongly deviating results for the LIN spectra, it was
not considered necessary to develop a theory for power spectra obtained using
that interpolation scheme.
12.2.1 Sample-and-hold
Interpolation and resampling methods such as sample-and-hold behave in a man-
ner very similar to tracker `drop-out', where the drop-outs have been replaced
by the last acquired value. The main dierence is that for tracker drop-out, it
is assumed that the signal is mostly in; i.e., that the drop-outs are relatively
scarce. When applying sample-and-hold to randomly arriving data, the signal
is always `dropped-out'.
The eects of tracker drop-out on the autocorrelation and spectra were
investigated by Buchhave [19, 20], where it was shown that the mean and all
higher moments of the velocity distribution are preserved when one holds the
signal at its last measured value during drop-out. It was assumed that the
occurrence of drop-outs was statistically independent of the velocity itself, and
solely due to external factors (e.g., electronics, phase uctuations etc.). It was
possible to show that if the time between samples of the measured LDA signal
were short compared to the ow integral scale, the spectrum could be correctly
reproduced with the exception of an additive frequency dependent noise term
given by:
SN (f) / 1
1 + (2f=)2
(12.1)
Adrian and Yao [1] obtained a similar result with the same frequency de-
pendent noise term when investigating the resulting spectrum from sampled
and held burst-mode LDA data. This term acts as a low pass lter both on
the spectrum and the frequency independent white noise term, and arises from
the frequency content information lost during interpolation. This results in an
f 2 trend of the spectrum, increasing in strength with frequency in the range
where the data rate  is not large enough to suppress these eects throughout
the bandwidth. Thus, for low data rates, Adrian and Yao predicted a spectrum
that falls o as f 2, whilst at higher data rates the spectrum is expected to be
fairly well predicted up to a frequency of about =2.
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Figure 12.3: Axisymmetric turbulent jet power spectrum computed from the
HWA data using the FFT (black) and estimates obtained from the LDA data
using sample-and-hold S/H (red) and linear interpolation and resampling LIN
(green).
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Figure 12.4: Axisymmetric turbulent jet random noise corrected power spec-
trum computed from the HWA data using the FFT (black) and corresponding
estimates obtained from the LDA data using sample-and-hold S/H (red) and
linear interpolation and resampling LIN (green). The gure also displays lines
dropping o as f 5=3 and f 2 as a reference.
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Figure 12.5: Cylinder wake power spectrum computed from the HWA
data using the FFT (black) and the estimates obtained from the LDA
data using sample-and-hold S/H (red) and linear interpolation and re-
sampling LIN (green).
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Figure 12.6: Cylinder wake noise corrected power spectrum computed
from the HWA data using the FFT (black) as well as corresponding
estimates obtained from the LDA data using sample-and-hold S/H (red)
and linear interpolation and resampling LIN (green). The gure also
displays lines dropping o as f 5=3 and f 2 as a reference.
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12.3 Experimental setups
The experimental method for the measurements performed on the axisymmetric
turbulent far jet can be found in Frohnapfel [35]. The data comprises simul-
taneously acquired HWA and LDA data including the residence times from
measurements performed in an axisymmetric turbulent far jet 30.3 diameters
downstream of the jet exit. The sampling rate of the HWA data is high enough
to resolve the Kolmogorov microscale. However, the limiting cut-o frequency
due to the nite wire length will cause low-pass ltering, meaning that the
instrument cannot resolve scales slightly smaller than the Taylor microscale.
Further, the average data density for the LDA data is quite low,  = 318Hz,
which yields a data density of  = 0:7. This means that, on average, a sample
is taken every 0.7 Taylor microscale, hence the ow is not well represented by
the sampled data.
In addition, HWA data with similarly acquired LDA data including resi-
dence times were obtained in the wake of a circular cylinder in a wind tunnel at
DTU. These were kindly provided by Holger Nobach at Max-Planck Institut für
Dynamik und Selbstorganisation1. The circular cylinder had a diameter of 6 mm
and was mounted across the full span in a square test section of width 300mm
in a closed loop wind tunnel. The HWA and LDA time series were collected in
the same position 26 mm downstream of the cylinder. The HWA measurements
were acquired with a sampling frequency of fs = 100 kHz at a Reynolds number
of 7 400 (U = 18.5 m/s) based on the cylinder diameter. This is substantially
higher than the wire cut-o frequency, f (HWA)c = 13:4 kHz, and therefore un-
necessarily high. However, the cut-o frequency is high enough to resolve the
Taylor microscale as approximated using the wavenumber spectrum. The av-
erage data rate for the LDA is  = 94 kHz and the corresponding Reynolds
number is 8 600 (U = 21.5 m/s). The data density for the LDA measurements
in this ow is considerably better for this set of measurements,  = 94. The
cut-o frequency due to the nite dimensions of the scattering volume seems to
be high enough for the measurements to resolve a signicant part of the range
of scales. Further, since the LDA and HWA data were acquired at slightly dif-
ferent free stream velocities, it is necessary to compare the wavenumber spectra
and normalize by the energy (or a factor proportional to the energy) to enable
comparison, see Chapter 11.
12.4 Flow length scales
Integral scale
The integral time scale is a rough measure of the interval over which the velocity
signal is correlated with itself, and can be obtained by extrapolating the power
spectrum to zero frequency: i.e.,
S11(0) =
Z 1
 1
B11() d = 2u2Tu (12.2)
where Tu is the integral time scale (see, e.g., Tennekes and Lumley [135]). To
1The HWA data set was downloaded from http : ==ldvproc:nambis:de=data=dtudata:html,
while the LDA data were obtained directly from Holger Nobach.
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avoid eects of windowing, the record length should preferably be much larger
than this measure. Taylor's frozen eld hypothesis can be used to approximate
the corresponding integral scale:
Lu = UTu =
US11(0)
2u2
(12.3)
These measures, as obtained from the HWA spectra, are displayed for both data
sets in table 12.1.
Kolmogorov microscale
At the opposite end of the range of scales, the Kolmogorov microscale, 
K
, gives
a measure of the smallest dissipative length scales in the ow and is dened as:
K =
"
3
"
#1=4
(12.4)
where " is the rate of dissipation of turbulence energy per unit mass and  is the
kinematic viscosity of the uid. About 99% of the dissipation occurs at length
scales larger than 2
K
, whereas the scales in the turbulence exist all the way
down to the continuum limit, see George and Tutkun [48].
For convected disturbances, the highest frequency of interest in a ow is
usually determined to correspond to the convection of the wavelength K =
2K past the probe; i.e.,
fK =
U
2K
(12.5)
where U is the convection velocity. If the disturbance is not convected, the
highest frequency is characterized by the turbulence intensity instead of the
convection velocity;
fK  u
0
2K
: (12.6)
It is not obvious whether the cylinder wake ow measurements are dominated
by temporal or convected disturbances. In Chapter 11 the main periodic distur-
bance has already been characterized as being temporal; i.e., not ow driven.
However, the turbulence might still be dominated by convective disturbances,
depending on how close to the cylinder the data is acquired.
As a rough method, one can estimate the dissipation rate from the one-
dimensional wavenumber spectrum, assuming that the Kolmogorov inertial sub-
range theory applies; i.e., that there exists a f 5=3 range (see, e.g., Gamard and
George [40]). Further, one needs to assume that the spectral energy ux, "K ,
is constant and equal the dissipation ". This also requires the existence of a
spectral gap, which is really only present in the innite Reynolds number limit.
If these conditions are fullled, the whole-line one-dimensional spectrum can be
expressed as (see; e.g., Tennekes and Lumley [135], pp. 273);
F11(k1) =
9
55

K
"2=3k
 5=3
1 (12.7)
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where the Kolmogorov parameter 
K
is assumed to be universal, or at least close
to constant (K  1:5 1:7, typically). An estimate for the dissipation can now
be obtained simply by solving for ", which is where the plateau regions are ap-
pearing just before dissipation in the pre-multiplied one-dimensional wavenum-
ber spectrum F11(k1)k
+5=3
1 , see gures 12.7 and 12.8. These gures display the
one-dimensional wavenumber spectra pre-multiplied by k+5=31 of both the HWA
data (computed using the FFT) as well as the LDA data (computed using res-
idence time weighting as in equation 11.20). Since the inertial subrange does
not really exist at the relatively low Reynolds numbers in any of the cases, the
plateau regions (corresponding to the k 5=31 range) are actually not very at
(see; e.g., George and Tutkun [48]).
Having an estimate for ", one can also obtain an estimate for the Kol-
mogorov microscale from (12.4). The corresponding frequencies for the ax-
isymmetric jet and cylinder wake ows are obtained from (12.5) and (12.6),
respectively. For the cylinder wake ow, both the temporal and convected Kol-
mogorov microscale frequencies are estimated. These values, as obtained from
the measurement data, are given in table 12.3. Though this is a crude assump-
tion in the present cases, the method is nevertheless used to obtain a ballpark
estimate. The Kolmogorov and Taylor microscales are already strict and conser-
vative estimates for resolution requirements for spectral measurements, unless
one wants to resolve the dissipation range which anyway usually requires a spa-
tial resolution considerably smaller than the typical probe sizes.
Alternatively, for the jet, " is given by (see, e.g., Panchapakesan and Lum-
ley [104] and Hussein et al. [58]);
" = 0:42
U3c
x
(12.8)
which gives a value of " which is more than twice as large as the previous
estimate. This might seem signicant, but comparing the resulting Kolmogorov
microscales, the deviation is only 20%.
Taylor microscale
In isotropic turbulence, the rate of dissipation is equal to (cf., Hinze [57]);
" = 15
 
@u
@x
!2
(12.9)
The Taylor microscale,  , is a length scale associated with the velocity gradients
of the turbulent small scale structures. The longitudinal Taylor microscale is
dened from (see; e.g., Tennekes and Lumley [135], pp. 66 or George Lectures
in Turbulence for the 21st Century [49], pp. 164); 
@u
@x
!2
 2u
2
2
(12.10)
At large Reynolds numbers the small scale structures of the turbulence are
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Figure 12.7: One-dimensional wavenumber spectrum from the axisymmetric jet
HWA data of Frohnapfel [35] pre-multiplied by k5=31 for estimation of dissipation.
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Figure 12.8: One-dimensional wavenumber spectrum from the cylinder wake
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approximately isotropic (see Tennekes and Lumley [135], pp. 262267);
" = 30
u2
2
(12.11)
One could write the `cut-o frequency' corresponding to the Taylor microscale
as;
f =
U
2
(12.12)
These quantities have also been evaluated from the HWA measurement data and
are presented in table 12.3 along with the Kolmogorov microscale estimates.
Probe cut-o frequency
By the Nyquist theorem, the cut-o frequency of a nite sized HWA probe with
length l, is suggested by Wyngaard [156];
fc =
U
2l
(12.13)
The nite wire length will act as a low-pass lter, eectively setting the reso-
lution of the measurements independently of the ow. Hence, there is no point
in sampling much faster than twice this frequency, since it requires more data
storage for the same record length and no further statistical convergence can be
acquired by doing so.
For the LDA measurements, l should correspond to the size of the scatter-
ing volume and is in the same way subject to spatial ltering; see, e.g., George
and Lumley [43]. For LDA run in continuous mode, l should correspond to the
largest dimension of the measuring volume. For the burst-mode LDA, there is
no averaging over the scattering volume if only a single particle is present in
the volume. Hence, one could argue that l should correspond to the smallest
dimension of the scattering volume instead. The wire lengths, scattering vol-
ume dimensions and corresponding cut-o frequencies for both experiments (cf.,
Frohnapfel [35] and Gjelstrup [50]) can be found in table 12.2. For the LDA
scattering volume, both dimensions are presented in the table.
Comparison of estimated frequencies
For an ideally designed experiment, the above mentioned frequencies should, if
possible, relate as f < fK  f (HWA)c = fs, where fs is the sampling frequency.
For the axisymmetric jet, the HWA sampling frequency was fs = 40 kHz.
The estimated frequencies relate as follows; f < f
(HWA)
c < fK < fs. Thus,
based on these crude estimates the measurements can resolve the Taylor mi-
croscale, but due to spatial ltering by the nite length wire, the Kolmogorov
microscale cannot be resolved. Further, the sampling frequency, which seems to
be chosen based on the Kolmogorov microscale, samples at a higher rate than
can be resolved by the wire. The LDA was operating at an average data rate of
 = 318 Hz and the estimated frequencies relate as;  < f < f
(LDA)
clow < fK <
f
(LDA)
chigh . Thus, from these estimates, the data rate itself is not suciently high
to resolve the Taylor microscale, though the smallest dimension of the probe is
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Table 12.1: Basic quantities of the acquired axisymmetric jet and cylinder wake
data sets.
Data set U [m s 1] u2 [m2 s 2] S11(0) [m2 s 1] Lu [m]
Jet 8.40 4.75 0.0127 0.0112
Wake 21.50 33.43 0.0102 0.0033
Table 12.2: Probe dimensions and cut-o frequencies of the HWA and LDA
measurements of the jet and cylinder wake ows.
Data set l(HWA) [m] f(HWA)c [s 1] l(LDA) [m] f
(LDA)
c [s 1]
Jet 1.2510 3 3.36103 30/300 10 6 140/14 103
Wake 0.8010 3 13.4103 150/2500 10 6 72/4.3 103
small enough to resolve the Kolmogorov microscale.
For the cylinder wake HWA measurements, with sampling frequency fs =
100 kHz, f < f
(HWA)
c < f
temp:
K < fs < f
conv:
K , about the same situation
applies as for the HWA jet measurements: scales much larger than the Taylor
microscale cannot be resolved due to the wire cut-o. But for the LDA mea-
surements, with  = 93 944 Hz, f (LDA)clow < f < fK < f
(LDA)
chigh < . Thus, if the
higher cut-o frequency (smallest scattering volume dimension) dictates the spa-
tial ltering, the ow is resolved down to the crude estimate of the Kolmogorov
scale.
Now, the question is whether the estimated Taylor microscale is the actual
one of the ow, or just the low-pass ltered one that the probe `sees' due to its
nite length. This can for example be seen in the autocorrelation, which will
have a superimposed correlation of the instrument at small time separations
over the one of the actual ow, yielding a dierent estimate from the parabolic
tting at the origin; see, e.g., [43]. Further, the HWA probe sizes are of the
same order and only slightly smaller than the estimated Taylor microscales in
both measurements. However, the probe size is smaller for the LDA and, as
can be seen in gures 12.7 and 12.8, the burst-mode LDA spectra t well to the
HWA FFT ones within the frequency ranges corresponding to the wavenumbers
of the plateaus to the extent that the relative error of the LDA burst-mode
spectra doesn't kill the signal. Thus, the dissipation is estimated to roughly the
same value from the LDA as from the HWA spectra. This indicates that the
estimates of the Taylor microscales are actually not severely distorted due to
the HWA probe sizes in both cases.
Table 12.3: Estimated small scale turbulence properties of the axisymmetric jet
and cylinder wake ows.
Data set " [m2s 3] 
K
[m] ftemp:K [s
 1] fconv:K [s
 1]  [m] f [s
 1]
Jet 434 5310 6 - 25103 2.210 3 1.9103
Wake 13.7103 2210 6 41103 156103 1.010 3 10103
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Data density
Adrian and Yao [1] suggested a measure of the data density, which they dened
as the mean number of samples in one Taylor microscale;  . For   1, the
data can represent the signal fairly well. Using the estimates from table 12.3,
the data densities are   0:7 for the axisymmetric jet and   94 for the
cylinder wake measurements.
12.5 Results
The two data sets described above are used as examples for comparison of the
performance of power spectra computed using the sample-and-hold (S/H) (see;
e.g., [4]) and linear interpolation (LIN) schemes with uniform resampling to
power spectra based on corresponding HWA data. The spectra computed from
the LDA data have been resampled at the same rate as the HWA data in each
corresponding case.
12.5.1 Axisymmetric turbulent far jet
Table 11.2 displays the parameters used for evaluating the spectra using the
various methods. N is the total number of samples, Ns is the number of samples
per block, Nb the number of blocks, Tb the record length, fs the sampling
frequency and fresampl: the resampling frequency.  is the average data rate
for the LDA measurements. The record length of the LDA data blocks was
limited to less than or equal to 2 s due to the way the data was acquired. The
record length of the blocks was chosen to 1 s. This is well above the integral
time scale, which was estimated to Tu = S11(0)/2u2  1 ms. For the sake of
comparison, the HWA data blocks were chosen to have the same block length
as the resampled LDA data blocks.
Figure 12.1 displays a part of a record of the time history of the LDA
signal along with the interpolated and resampled signals S/H and LIN. The
resampling rate is about 126 times higher than the average data rate of the
LDA measurements. The HWA and LDA spectral estimates are displayed in a
logarithmic plot in gure 12.3. The HWA FFT spectrum is shown in black. The
LDA S/H and LDA LIN spectra are displayed in red and green, respectively. To
recover the spectral estimates at higher frequencies, the noise removal method
described in Chapter 9 was applied to these spectra after implementing a rst
order Savitzky-Golay lter, see gure 12.4.
The S/H and LIN spectra are roughly of the same magnitude at low fre-
quencies, however diering signicantly from that of the HWA spectrum. Fur-
ther, they have a distribution of energy across the band-width that diers from
that of the reference HWA FFT spectrum. The problem with these methods is
mainly that by interpolating and resampling, the new signal introduces energy
at frequencies that is not present in the actual ow. The Fourier coecients
obtained when Fourier transforming the new signal will contain additional co-
ecients to that of the original signal, since one is forcing the signal toward
values that are not actually in the ow. This leads to large discrepancies if the
average data rate of the LDA is much smaller than the highest frequencies of
the ow; i.e., if  < 1. Typically, this results in the intermediate range of
the S/H spectrum having a constant slope of -2 and the spectrum starts rolling
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Table 12.4: Parameters used for computing the spectra for the axisymmetric
turbulent far jet displayed in gures 12.3 and 12.4.
N Ns Nb Tb [s] fs /  [Hz] fresampl:
HWA FFT 10 000 000 40 000 250 1.00 40 000 -
LDA S/H 10 000 000 40 000 250 1.00 318 40 000
LDA LIN 10 000 000 40 000 250 1.00 318 40 000
Table 12.5: Whole line integral of the axisymmetric jet spectra before and after
random noise correction.R
S(f) df Uncorrected Corrected
HWA FFT 4.209 4.208
LDA S/H 4.822 4.811
LDA LIN 3.408 3.410
o at a frequency of about /2 = 318/2  50 Hz, as expected from (12.1).
When comparing the S/H spectrum to the HWA FFT one, it becomes increas-
ingly apparent that its f 2 slope is entirely due to the frequency dependent
noise. Hence, the S/H spectrum is essentially buried in noise, or perhaps more
correctly, has been transformed into noise. The same thing happens to the LIN
spectrum, except that the eect is even worse. The roll-o of the spectrum is
signicantly steeper than even the S/H spectrum.
The whole-line integrals of the original and noise corrected spectra are
listed in table 12.5. In this particular case, the S/H spectrum overpredicts
the energy by about 15%, while the LIN spectrum underpredicts the energy
by about 24%. This further conrms the lack of correctness of the algorithms
applied to this case.
12.5.2 Cylinder wake
As was mentioned in Chapter 11, the LDA and HWA data of this data set
were acquired in ows of slightly dierent free stream velocities. Since the
free stream velocities only dier by about 16%, the spectra are considered to be
suciently similar in distribution for comparison of the techniques if the spectra
are compared in wavenumber space and normalized by the energy. Since the
peak is a temporal disturbance, the peak will not line up between the spatial
HWA and LDA spectra, whereas the convected turbulence should concur fairly
Table 12.6: Parameters used for computing the spectra for the cylinder wake
ow displayed in gures 12.5 and 12.6.
N Ns Nb Tb [s] fs /  [Hz] fresampl:
HWA FFT 131 072 1 024 128 0.01 100 000 -
LIN 997 000 997 1000 0.01 93 944 100 000
S/H 997 000 997 1000 0.01 93 944 100 000
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Table 12.7: Whole line integral of the cylinder wake spectra before and after
random noise correction.R
S(f) df Uncorrected Corrected
HWA FFT 0.0649 0.0648
S/H 0.0821 0.0788
LIN 0.0780 0.0771
well since the dierence in free stream velocity is small between the data sets.
It was argued in Chapter 11 that since the turbulence intensity is only most
weakly Reynolds number dependent for fully developed turbulent ow and the
integral length scale is only weakly dependent on the Reynolds number, one
can instead normalize by the free stream velocity squared times the cylinder
diameter to compensate for the dierence in energy.
The parameters used for evaluating the spectra are displayed in table 12.6.
The sampling frequency of the HWA data, fs = 100 000 Hz, and the average
data rate of the LDA measurements,  = 93 944 Hz, are fairly similar. A short
record of the time history of the LDA signal with the interpolated and resampled
signals is displayed in gure 12.2.
As can be seen in gure 12.5, when the average sampling rate of the LDA
data is large enough to resolve a larger portion of the turbulence scales of the
ow (  1), the deviations between the true and interpolated signal are not
as devastating to the resulting power spectrum. However, some discrepancies
still exist in the higher frequency end, especially in the levels of the noise oors
which are higher for the resampling methods and, again, highest for S/H. To
check whether these discrepancies are solely the eect of dierent noise oors,
let's again perform the noise correction from Chapter 9, see gure 12.6. As is
seen in the gure, both S/H and LIN still overpredict the spectrum at the higher
frequencies, which is most probably an eect of addition of higher frequencies to
the spectrum stemming from the small discrepancies between the original and
the interpolated and resampled signals; i.e., step noise. This indicates that the
LDA data cannot necessarily represent the ow at the smallest scales, which is
probably a consequence of the fact that the smallest dimension of the scattering
volume (l(LDA) = 150 m) is somewhat larger than the estimated Kolmogorov
microscale (K = 22 m). Further, one has to take into account the uncertainty
of estimating the smaller ow scales which might be overpredicted. The large
convective scales are, however, well predicted. This should be expected, since
the large frequencies of the ow are easier to capture using this type of methods.
The whole-line integrals of the noise uncorrected and corrected spectra are
given in table 12.7. Even though the conditions for interpolation and resampling
should be considerably improved for this high LDA data rate, the S/H and LIN
algorithms overpredict the energy by 22% and 19%, respectively, after noise
correction.
12.6 Summary and conclusions
In the axisymmetric jet ow, the average LDA data density  = 0:7 was
low. Hence, the data rate was low compared to the time scales of the smallest
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scales such as the Taylor microscale, leading to a domination of the frequency
dependent f 2 noise across the bandwidth. Comparing the S/H and HWA FFT
spectra in gure 12.3, it is apparent that the turbulence is not visible in any part
of the S/H spectrum. Under these conditions, S/H clearly cannot reproduce the
spectrum. Further, the linear interpolation and resampling method showed the
same behavior as sample-and-hold at the large convective scales in the low data
rate jet spectrum. As the frequency increases, the spectrum rolls o at an even
higher rate than S/H.
The average data rate of the LDA measurements displays a large eect
on the frequency dependent noise arising due to signal drop-out reminiscent
eect of the S/H method. For the cylinder wake ow, where the average LDA
data density was quite large ( = 94), resolving a large portion of the scales
in the frequency range of the ow, the eect was relatively small at the large
convective scales. At the highest frequencies, however, both algorithms failed
to predict the spectrum correctly. The explanation lies in the resolution of the
highest frequencies of the LDA data; Even with a high enough particle arrival
rate, the scattering volume size is about seven times larger than the estimated
Kolmogorov microscale and hence the ow cannot be resolved below twice the
size of this limiting spatial scale (according to Nyquist).
Despite the eorts and the numerous publications applying S/H to LDA
data to construct spectral estimators, this method does not seem to apply well,
except under very strict conditions which are rarely satised for LDA mea-
surements. The only correct way, it seems, is to compute burst-mode LDA
spectra using the residence time weighted methodology described in Chapter
11. However, if the data rate of the LDA measurements is high enough to re-
solve the convected Kolmogorov microscale, one can indeed resample the LDA
signal equidistantly. The problem with LDA is that a high data rate will violate
having only one particle at a time in the scattering volume, which will make it
behave like a tracker with ambiguity noise (see [20]). Unless these conditions are
fullled, which they rarely are for LDA measurements, building spectra using
the S/H resampling and interpolation scheme yields a spectrum swamped in
ltering eects and noise, essentially burying the spectrum beyond recognition.
The typical data rate of LDA measurements is usually orders of magnitude lower
than what is required to resolve the Kolmogorov scale or less, which is why S/H
rarely should be used. Further, spatial ltering by the probe should always be
considered; the probe size cannot be larger than the smallest eddies that one
wants to resolve.
Part V
Summary and Future Work

Chapter 13
Summary and
recommendations for future
work
Summary
The induced eect of passive actuator vortex generators has been investigated
and characterized using Stereoscopic Particle Image Velocimetry (SPIV) in a
low Reynolds number experiment. The vortices displayed helical symmetry
across the vortex core, with helical parameters varying linearly with device an-
gle. Further, the variations with downstream position of the helical parameters
was investigated in the ow over a circular sector, also displaying linear de-
pendence except at the abrupt change in geometry at the trailing edge of the
bump. The performance of the devices in terms of separation control showed
high eciency in terms of reduction of recirculating ow. Further, the behav-
ior and performance of vortex generators in a higher Reynolds number setting
was investigated using Stereoscopic PIV in the newly built LM Glasber wind
tunnel over a DU 91-W2-250 prole. The measurements displayed patterns sim-
ilar to those found at lower Reynolds numbers in the above mentioned generic
experiments. In addition, the dierences between the measurements found at
the lower and higher Reynolds numbers investigated in the LM Glasber wind
tunnel can be considered small. This suggests that the same kind of ow process
is active at the high and low Reynolds numbers within the considered range,
indicating that it is plausible that the helical symmetry persists at these higher
Reynolds numbers. For this experiment, the vortex generator geometry was
optimized empirically from measured polars, showing a signicant improvement
in the measured controlled velocity proles as compared to the uncontrolled one
close to stall.
In the process of characterizing the inlet ow and dynamics of the vortex
generator induced ow, burst-mode LDA spectra were computed from a theory
developed by Buchhave and George (cf., [19, 46]). The theory builds on the
residence time weighting of all statistical analysis of burst-mode LDA data,
yielding correction for the high-velocity-bias. The burst-mode spectral estimator
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is computed using the Direct Fourier Transform (DFT) due to the random
sampling and residence time weighting. The obtained burst-mode LDA spectra
show good concurrency with corresponding spectra obtained from Hot-Wire
Anemometry (HWA) measurements. The properties of the data sets borrowed
for these investigations and their spectra were investigated and aliasing peaks
found in the burst-mode LDA spectra were explained by the nite resolution of
the LDA data.
In conjunction with the application of the theory for burst-mode LDA
spectra, a theory for the removal of the random noise in spectra and correlations
was developed. The random noise impact, manifesting itself as white noise in
the spectrum, or alternatively, as a spike at the origin of the autocorrelation, was
localized to the self-products in the Direct Fourier Transform. Simply removing
the spike will cause the resulting spectrum to integrate to zero energy. The
reason for this is that in the process of removing the spike at the origin, the
variance is also thrown away. One must therefore compensate for this whenever
excluding the self-products from the DFT.
Further, the performance of commonly employed interpolation and resam-
pling methods for estimating power spectra from LDA data was investigated.
The results show that the applied methods cannot predict the spectra when the
data rate of the LDA data is low compared to the time scales of the ow. The
obtained sample-and-hold spectrum at the low data rate is buried in frequency
dependent noise across most of the bandwidth, rolling o as f 2 as predicted
from theory. Linear interpolation and resampling yielded even worse results
with a spectrum rolling o even faster.
In the investigation of the dynamics of the device induced vortices, no
periodic oscillations were observed. The longitudinal vortices most probably
have a random or, at best, quasi-periodic behavior.
Recommendations for future work
Some of the ideas that emerged during the conduction of the work could not
be pursued for practical reasons such as limitations of time and facilities. In
the following, some suggestions are presented for the further development of the
current work on characterization of the vortex generator induced vortices.
For future investigations, it would be highly interesting to further investi-
gate the downstream development of the device induced vortices. This can con-
stitute a basis for the development of a more advanced model for the vortices. A
general analytical model for the vortices and their impact could potentially save
large amounts of computational time and experimental eort, that commonly
is invested for parametric studies for each single geometry of application. It is
also interesting to further study and characterize the eect of submerged vortex
generators, which are more impacted by the velocity gradients in the boundary
layer.
The generic experiments had several limitations, such as the low Reynolds
number yielding a non-realistic boundary layer without a log-layer. Also, the
turbulence had to be tripped by an inlet grid, feeding turbulence to the boundary
layer from the free stream. In order to obtain a realistic boundary layer and
large enough structures to be resolvable, measurements should preferably be
conducted in a larger wind tunnel with a more powerful fan to obtain large
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and easily resolvable structures at higher, more realistic Reynolds numbers.
This can ensure the existence of the log-layer and in general more realistic ow
conditions for most applications. Also, the inlet conditions are important where
a minimum of upstream disturbances (or at least known characteristics of them)
is vital to control the inow to the vortex generators, as was seen in Chapter 8.
CFD computations should preferably not be conducted for these ows for
reasons expressed mainly in the introduction and Chapter 6. However, if this
alternative is still considered, one should preferably take some more precautions.
One example is to properly measure the inlet conditions using both SPIV and
time resolved measurements preferably using HWA. These measurements can be
applied to Proper Orthogonal Decomposition and Linear Stochastic Estimation
to characterize the inlet, capturing both the temporal and spatial coherence of
the ow, see Druault et al. [30].
It would also be interesting to conduct more extensive investigations of the
experimental setup at the LM Glasber wind tunnel. For example, it would be
interesting to investigate the eect of the vortex generators at more upstream
positions, which was not possible due to the larger impact of reections at
these positions. If the application of Rhodamine 6G to the reecting surfaces
would have been accepted, those measurements would most probably have been
possible. An alternative is to look further into if other types of Rhodamine that
are non-toxic are available. Further, some of the obtained results can not be
fully explained, only hypothesized, and might be interesting to pursue further
in future experiments.
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Part VI
Appendices

Appendix A
Experimental method for
HWA measurements in
Chapter 9
The measurements were made in a closed circuit, low turbulence intensity (less
than 0.03%) wind tunnel of Chalmers University of Technology, Göteborg, Swe-
den. The wind tunnel test section has a cross-section area of 1.801.25 m2 and
a length of 3 m. The maximum achievable tunnel speed is 60 m s-1. The tunnel
has a temperature control unit which provides a constant ow temperature at
an accuracy of 0.1. The measurements were conducted 1m downstream of
a circular disc of diameter D = 20mm. This corresponded to a measurement
location 50 disc diameters behind the disc. The disc was placed in the entrance
of the test section immediately after the contraction and suspended with 3-pairs
of wire. The disc had a thickness of 2mm with sharp edges and was made of
aluminum. The blockage introduced by the the disc was less than 0.014%, hence
it was negligible.
The tunnel free stream velocity (U1) was kept constant at 15.3 m s-1 dur-
ing the measurements. This free stream velocity corresponded to a Reynolds
number based on disc diameter (Re = U1D=) of 20 400. 12 cross hot-wire
probes were used to measure the axisymmetric wake simultaneously. The probes
were located on two wings covering the cross-section of the axisymmetric wake
at this downstream location. Each wing carried 6 probes and the probes were
placed symmetrically about the centerline of the axisymmetric wake in the cylin-
drical coordinate system. One of the wings was movable to be able to measure
dierent azimuthal separations simultaneously. The length and the diameter
of the sensing wires on each probe were 2.8 mm and 5 m respectively. The
spacing between the sensors of the cross-wire probes was 0.7 mm.
24 single channel Dantec Miniature-CTA 54T30 hot-wire anemometers to-
gether with an IO Tech Wavebook 516 16 bit 1 MHz sample and hold ana-
log/digital (A/D) converter with two expansion modules were used for the mea-
surements. The sampling frequency throughout the measurements was 8 kHz.
The nite sensing wire length at 15.3 m s-1 free stream velocity resulted in the
sensing wires acting like spatial low pass lters. The cuto frequency of the
lter because of the nite size of the sensing wire was 2730 Hz. In addition,
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low pass lters built into the anemometers used in the experiments were set to
3 kHz to avoid aliasing due to high frequency electronic noise.
The sampled data was stored in blocks of 1.024 seconds, resulting in 8192
samples for each anemometer channel. The record length for each block corre-
sponded to approximately 2000 integral time scales which minimized the eect
of nite size of the record length. In total, 200 blocks of data were recorded
to have small variability of the estimator of the spectra. The blocks were sep-
arated by 2000 integral time scales, so that any successive blocks of data were
statistically uncorrelated, hence contributing to the statistical accuracy.
Angular calibration of the 12 cross hot-wire probes were performed simul-
taneously in the free stream of the wind tunnel. A grid between 12 degrees
in 4 degrees increment was used to be able to calibrate the wires. 12 dierent
wind tunnel speeds from 11 to 18 m s-1 were used at each grid point. The cali-
bration grid and selection of tunnel velocities were designed using the reference
data from the previous results documented by [63]. It essentially covered almost
all possible (99.9%) combinations of velocity direction and magnitude [140].
The method implemented in the calibration was to express the eective cooling
velocities in terms of fourth order polynomial function of anemometer output
voltages and to nd the unknown parameters (calibration coecients, yaw co-
ecients for each wires and the angle between the wires) using a nonlinear
least-squares curve t. Obtained relations between the eective cooling veloc-
ities and the anemometer output voltages were used to nd the instantaneous
turbulent velocity decomposed in two dierent directions. Further information
about the experimental setup, the measurement procedure and the calibration
methodology is documented by [139, 140].
Appendix B
Variability of spectral
estimator for equidistant
sampling
The relative error of the spectral estimator can be expressed in the following
manner
"2ST =
varfST (f)g
[ST (f)]2
(B1)
where the nominator is simply the variance of the estimator. This can be ex-
pressed as
varfST (f)g = ju^T (f)j
2ju^T (f)j2
T 2
 
 ju^T (f)j2T

2
| {z }
=[ST (f)]2
(B2)
It is trivial to see that the second term equals [ST (f)]2. Let's evaluate the rst
term using the assumption that the fourth order moments are jointly Gaussian,
i.e.,
uu0u00u000 = uu0 u00u000 + uu00 u0u000 + uu000 u0u00: (B3)
This yields;
ju^T (f)j2ju^T (f)j2
T 2
=
1
T 2
*Z T=2
 T=2
Z T=2
 T=2
e i2f(t
0 t)u(t)u(t0) dtdt0
Z T=2
 T=2
Z T=2
 T=2
e i2f(t
000 t00)u(t00)u(t000) dt00dt000
+
=
1
T 2
Z T=2
 T=2
Z T=2
 T=2
Z T=2
 T=2
Z T=2
 T=2
e i2f(t
0 t) i2f(t000 t00)uu0u00u000 dtdt0dt00dt000
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=
1
T 2
Z T=2
 T=2
Z T=2
 T=2
Z T=2
 T=2
Z T=2
 T=2
e i2f(t
0 t) i2f(t000 t00)h
uu0 u00u000| {z }
1
+uu00 u0u000| {z }
2
+uu000 u0u00| {z }
3
i
dtdt0dt00dt000 (B4)
Let's begin by evaluating the rst term of (B4), which can be done by rearrang-
ing the quadruple integral into two double integrals and identifying them each
to be the spectral estimator.
1
T
Z T=2
 T=2
Z T=2
 T=2
e i2f(t
0 t)u(t)u(t0) dtdt0| {z }
=ST (f)

1
T
Z T=2
 T=2
Z T=2
 T=2
e i2f(t
000 t00)u(t00)u(t000) dt00dt000| {z }
=ST (f)
= [ST (f)]2 (B5)
The third term of (B4) can be evaluated simply by rearranging the terms in the
exponential ([(t0   t) + (t000   t00)] = [(t000   t) + (t0   t00)]) and identifying the
double integral as was done for the rst term.
1
T 2
Z T=2
 T=2
Z T=2
 T=2
Z T=2
 T=2
Z T=2
 T=2
e i2f(t
0 t) i2f(t000 t00)u(t)u(t000) u(t0)u(t00)
=
1
T
Z T=2
 T=2
Z T=2
 T=2
e i2f(t
000 t)u(t)u(t000) dtdt000| {z }
=ST (f)

1
T
Z T=2
 T=2
Z T=2
 T=2
e i2f(t
0 t00)u(t0)u(t00) dt0dt00| {z }
=ST (f)
= [ST (f)]2 (B6)
The second term of (B4) requires some additional attention. Use the variable
transformation (see gure B.1)
 = t00   t
 0 = t000   t0
so that
(t0   t) + (t000   t00) = (t0   t) + [(t0 +  0)  (t+ )] = 2t0   2t+  0   
and
1
T 2
Z T=2
 T=2
Z T=2
 T=2
Z T=2
 T=2
Z T=2
 T=2
e i2f(t
0 t) i2f(t000 t00)u(t)u(t00) u(t0)u(t000)dtdt0dt00dt000
=
1
T 2
Z T=2
 T=2
dt
Z T=2
 T=2
dt0
Z T=2 t
 T=2 t
d
Z T=2 t0
 T=2 t0
d 0e i2f [2t
0 2t+ 0  ]B() B( 0)
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Figure B.1: Mapping corresponding to the applied variable transformation.
=
1
T 2

Z T=2
 T=2
dt e i4ft
Z T=2 t
 T=2 t
d e i2fB()

2
The integration limits in the second integral both contain the variable t, but
since t is subtracted from both limits, i.e., the integration limits are merely
shifted by -t over an innite domain, this dependency simply corresponds to a
phase shift. The application of a variable transformation would hence terminate
the t dependence in the limits and the spectrum is reproduced correctly. Let's
use the variable transformation
~ =  + t
which yields
1
T 2

Z T=2
 T=2
dt e i4ft
Z T=2
 T=2
d~ e i2f [~ t]B(~)

2
=
1
T 2

Z T=2
 T=2
dt e i2ft
Z T=2
 T=2
d~ e i2f ~B(~)| {z }
=ST (f)

2
=
 sin(fT )fT ST (f)

2
which in the limit of T !1 goes to zero.
In this limit, the variance of the spectral estimator thus becomes
lim
T!1
varfST (f)g = [S(f)]2 (B7)
which ultimately result in the variability of (B1) being equal to unity in the
limit of innite record length.
lim
T!1
"2ST =
[S(f)]2
[S(f)]2
= 1 (B8)

Appendix C
Derivation of the relations for
the sampling function
Assume the existence of a randomly sampled signal with a sampling function
ht(t) consisting of a distribution of Heaviside step function nite pulses
H(ti) = (t  ti)  (t  ti  t); i = 1; 2; :::;1 (C1)
of width t and height 1=t. The sampling function could then be expressed
as the sum of the individual sampling functions.
ht(t) =
1X
i=1
H(ti) (C2)
A short time record of the sampling signal could look like the one displayed
in gure C.1. The time average of the sampling function is given by
ht(t) = lim
T!1
1
T
Z T
0
ht(t) dt = lim
T;NT!1
NT
T
=  (C3)
where NT is the expected number of samples in time T , which is the record
length and  is the average sampling rate.
The two-time correlation, ht(t)ht(t+ ), can also be computed using
Figure C.1: Sketch of random sampling signal
231
232 C. RELATIONS FOR THE SAMPLING FUNCTION
the sequence of traces shown in Figure C.2 and
ht(t)ht(t+ ) = lim
T!1
1
T
Z T
0
ht(t)ht(t+ ) dt: (C4)
Figure C.2: Sketch of the random sampling signals h(t) and h(t + ). The
lowermost gure shows the correlation of the sampling function for time lag
  t.
For time lags   t the product ht(t)ht(t + ) yields a distribution
of Heaviside step function nite pulses of width t    and height 1=t2, see
gure C.2.
Thus for   t only the self-products are of interest; i.e., the correlation
of the individual realization with itself. The solution is simply the average area
of ht(t)ht(t+ ) times the number of samples per unit time.
ht(t)ht(t+ ) = lim
NT ;T!1
NT
T
jt   j
t2
= 
jt   j
t2
;   t: (C5)
When  > t, the self-products are zero, but we must account for the ran-
dom overlap of the sampling functions. The probability of two pulses randomly
overlapping can be computed as follows. First assume there is a pulse already
at time t. Now ask, for time  > t, what is the probability that a second pulse
overlaps it? Since the pulses are statistically independent of each other, this is
simply the probability that there is another pulse in the interval t+  t=2,
which is just t. But this is the same as the probability that the rst pulse is
turned on in the interval (t t=2; t+t=2). Thus
ht(t)ht(t+ )j>t = 1
t2
(t)2 = 2 (C6)
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Summarizing the results, one therefore obtains the following;
ht(t)ht(t+ ) =
8<: 
jt  j
t2   t
2  > t
(C7)
It is easy to see that the rst term satises the condition to be a -function
in the limit as t! 0, see gure C.3. Thus
lim
t!0
ht(t)ht(t+ ) = h(t)h(t+ ) = () + 
2: (C8)
Since h(t) = , the autocorrelation of h(t) can be computed ash
h(t)  h(t)
ih
h(t+ )  h(t+ )
i
= h(t)h(t+ )  2 = () (C9)
Thus as expected, the pulses are uncorrelated (at least in the limit as
t! 0).
This sampling function is not dimensionless, which can simply be remedied
by normalizing by . Let's call the normalized sampling function g(t).
g(t) = 1 (C10)
g(t)g(t+ ) =
()

+ 1 (C11)h
g(t)  g(t)
ih
g(t+ )  g(t+ )
i
=
()

(C12)
∼ ∆t−τ
∼ 1/∆t2
Figure C.3: Sketch of jt    j=t2 for dierent values of t   . As t
approaches zero, the function becomes increasingly narrow and steep, becoming
a -function in the limit.

Appendix D
Variability of spectral
estimator for random
sampling
In the same manner as in Appendix B, we seek for the variance of the spectral
estimator to obtain its variability. Appendix B treats the case of regular sam-
pling, whilst this appendix is concerned with the randomly sampled case. The
fourth order moment of the random sampling function
gg0g00g000 = 1+
1

[(t0   t) + (t00   t) + (t000   t) + (t00   t0) + (t000   t0) + (t000   t00)] +
1
2
"
(t0 t)(t00 t)+(t0 t)(t000 t)+(t000 t)(t00 t)+(t000 t0)(t00 t0)
#
+
1
3
(t0   t)(t00   t)(t000   t) (D1)
is incorporated into the variance of the spectral estimator. This quantity can
be derived by assuming that g, g0, g00 and g000 are uncorrelated, for which the
following must hold true:
(g   )(g0   )(g00   )(g000   ) = 1
3
(t0   t)(t00   t)(t000   t) (D2)
8>>>>>>>><>>>>>>>>:
(g   )(g0   )(g00   ) = 12 (t0   t)(t00   t)
(g   )(g0   )(g000   ) = 12 (t0   t)(t000   t)
(g   )(g00   )(g000   ) = 12 (t00   t)(t000   t)
(g0   )(g00   )(g000   ) = 12 (t00   t0)(t000   t0)
(D3)
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8>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>:
(g   )(g0   ) = 1 (t0   t)
(g   )(g00   ) = 1 (t00   t)
(g   )(g000   ) = 1 (t000   t)
(g0   )(g00   ) = 1 (t00   t0)
(g0   )(g000   ) = 1 (t000   t0)
(g00   )(g000   ) = 1 (t000   t00)
(D4)
Expanding equation (D2), one can solve for gg0g00g000. Similarly expanding
(D3) and (D4) and substituting these into (D2), one obtains (D1).
Assuming that the sampling process is independent of the process being
sampled and that the fourth order moments of the velocities are jointly Gaussian
(i.e. uu0u00u000 = uu0 u00u000 + uu00 u0u000 + uu000 u0u00);
varfSRT (f)g =*
1
T 2
T=2Z
 T=2
T=2Z
 T=2
T=2Z
 T=2
T=2Z
 T=2
e i2f [(t t
0)+(t00 t000)]uu0u00u000gg0g00g000 dt dt0 dt00 dt000
+
=
1
T 2
T=2Z
 T=2
T=2Z
 T=2
T=2Z
 T=2
T=2Z
 T=2
e i2f [(t t
0)+(t00 t000)]uu0u00u000 gg0g00g000 dt dt0 dt00 dt000 =
1
T 2
T=2Z
 T=2
T=2Z
 T=2
T=2Z
 T=2
T=2Z
 T=2
e i2f [(t t
0)+(t00 t000)]
h
uu0 u00u000+uu00 u0u000+uu000 u0u00
i

"
1|{z}
A
+
1

h
(t0   t)| {z }
B
+ (t00   t)| {z }
C
+ (t000   t)| {z }
D
+ (t00   t0)| {z }
E
+ (t000   t0)| {z }
F
+ (t000   t00)| {z }
G
i
+
1
2
h
(t0   t)(t00   t)| {z }
H
+ (t0   t)(t000   t)| {z }
I
+
(t00   t)(t000   t)| {z }
J
+ (t00   t0)(t000   t0)| {z }
K
i
+
1
3
(t0   t)(t00   t)(t000   t)| {z }
L
#
dt dt0 dt00 dt000 (D5)
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Properties of the delta function
In the following, some fundamental properties of the generalized Dirac delta
function are used. The rst condition is that it integrates to unity across the
innite time span:Z 1
 1
(t  t0) dt = 1 (D6)
which is true for any real value t0. Furthermore,
(t) = 0; t 6= 0 (D7)
In addition, the delta function can impose a time delay on a function, commonly
called the shifting property, which is also fundamental to the impulse function.Z 1
 1
f(t)(t  t0) dt = f(t0) (D8)
Non-overlapping time intervals (Term A)
The integral of only term A for non-overlapping intervals was evaluated in Ap-
pendix B and approaches [S(f)]2 in the limit T !1.
Two time intervals overlapping (Terms B-G)
The argument of the integral using only term B where dt and dt0 overlap yields;
(t0   t)uu0u00u000 = (t0   t)
24uu0 u00u000| {z }
B1
+uu00 u0u000| {z }
B2
+uu000 u0u00| {z }
B3
35
For term B1, let
 = t0   t;  T=2  t    T=2  t
so that
1
T 2
T=2Z
 T=2
dt
| {z }
=T
T=2 tZ
 T=2 t
d ei2fB()()
| {z }
=B(0) using S:P: (D8)
T=2Z
 T=2
dt00
T=2Z
 T=2
dt000 e i2f(t
00 t000)B(t000   t00)
| {z }
=T ST (f)
=
1

B(0)ST (f)
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For term B2, let
 = t00   t
~ = t000   t0
Noting that the limits on the last two integrals merely introduce a phase shift,
term B2 becomes
1
T 2
T=2Z
 T=2
dt
| {z }
=T
T=2Z
 T=2
dt0 (t0   t)e i4f [t t0]
| {z }
e0=1; S:P: (D8)
T=2 tZ
 T=2 t
d e i2fB()
| {z }
=ST (f)
T=2 t0Z
 T=2 t0
d~ei2f ~B(~)
| {z }
=ST (f)
= [ST (f)]
2 1
T
! 0 as T !1
For term B3, let
 = t000   t
~ = t00   t0
1
T 2
T=2Z
 T=2
dt
| {z }
=T
T=2Z
 T=2
dt0 (t0   t)
| {z }
1 8t; T!1 by defn:
T=2 tZ
 T=2 t
d ei2fB()
| {z }
=ST (f)
T=2 t0Z
 T=2 t0
d~ e i2f ~B(~)
| {z }
=ST (f)
= [ST (f)]
2 1
T
! 0 as T !1
The contributions for terms C to G are found in a similar manner, yielding
a total contribution of 4B(0)ST (f)= as T !1.
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Three time intervals overlapping (Terms H-K)
From the argument in the integral where dt overlaps dt0 and dt00, one obtains
(t0 t)(t00 t)uu0u00u000 = (t00 t)(t000 t)
24uu0 u00u000| {z }
H1
+uu00 u0u000| {z }
H2
+uu000 u0u00| {z }
H3
35
For term H1:
1
2T 2
T=2Z
 T=2
dt e i2ft
T=2Z
 T=2
dt0 ei2ft
0
B(t0   t)(t0   t)
| {z }
= ei2ftB(0); S:P: (D8)

T=2Z
 T=2
dt000
T=2Z
 T=2
dt00 e i2f [t
00 t000]B(t000   t00)(t00   t)
=
B(0)
2T 2
T=2Z
 T=2
dt
T=2Z
 T=2
dt000
T=2Z
 T=2
dt00 e i2f [t
00 t000]B(t000   t00)(t00   t)
| {z }
= e i2f[t t000]B(t000 t); S:P: (D8)
=
B(0)
2T 2
T=2Z
 T=2
dt
T=2Z
 T=2
dt000e i2f [t t
000]B(t000   t)
=
1
2T
B(0)ST (f)
! 0 as T !1
For term H2 we want to take the Fourier transform of
(t0   t)(t00   t)uu00 u0u000
reducing the integral to
1
2T 2
T=2Z
 T=2
dt e i2ft
T=2Z
 T=2
dt00 e i2ft
00
B(t00   t)(t00   t)
| {z }
= e i2ftB(0); S:P: (D8)

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T=2Z
 T=2
dt000 ei2ft
000
T=2Z
 T=2
dt0 ei2ft
0
B(t000   t0)(t0   t)
| {z }
= ei2ftB(t000 t); S:P: (D8)
=
B(0)
2T 2
T=2Z
 T=2
dt e i2ft
T=2Z
 T=2
dt000 ei2ft
000
B(t000   t)
| {z }
=T ST (f)
=
1
2T
B(0)ST (f)
! 0 as T !1
For term H3:
1
2T 2
T=2Z
 T=2
T=2Z
 T=2
T=2Z
 T=2
T=2Z
 T=2
e i2f [(t t
0)+(t00 t000)]B(t000   t)B(t00   t0)
(t0   t)(t00   t) dt dt0 dt00 dt000
=
1
2T 2
T=2Z
 T=2
dt e i2ft
T=2Z
 T=2
dt000 ei2ft
000
B(t000   t)
| {z }
=T ST (f)

T=2Z
 T=2
dt0 ei2ft
0
(t0   t)
T=2Z
 T=2
dt00 e i2ft
00
B(t00   t0)(t00   t)
| {z }
= e i2ftB(t t0); S:P: (D8)
=
1
2T
ST (f)
T=2Z
 T=2
dt0 e i2f [t t
0]B(t  t0)(t0   t)
| {z }
=B(0); S:P: (D8)
=
1
2T
B(0)ST (f)
! 0 as T !1
The contributions from all terms (H-K), found in a similar manner as
above, reduce to zero in the limit as T !1.
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Four time intervals overlapping (Term L)
From the argument in the integral where dt overlaps dt0, dt00 and dt000 one
obtains
(t0   t)(t00   t)(t000   t)uu0u00u000
= (t0   t)(t00   t)(t000   t)
24uu0 u00u000| {z }
L1
+uu00 u0u000| {z }
L2
+uu000 u0u00| {z }
L3
35
For term L1
1
3T 2
T=2Z
 T=2
dt e i2ft
T=2Z
 T=2
dt0 ei2ft
0
(t0   t)B(t0   t)
T=2Z
 T=2
dt00 e i2ft
00
(t00   t)
T=2Z
 T=2
dt000 ei2ft
000
(t000   t)B(t000   t00)
| {z }
= ei2ftB(t t00); S:P: (D8)
=
1
3T 2
T=2Z
 T=2
dt e i2ft
T=2Z
 T=2
dt0 ei2ft
0
(t0   t)B(t0   t)
| {z }
= ei2ftB(0); S:P: (D8)

T=2Z
 T=2
dt00 e i2f(t
00 t)(t00   t)B(t  t00)
| {z }
= e0B(0)=B(0); S:P: (D8)
=
1
3T 2
[B(0)]
2
T=2Z
 T=2
dt
=
1
3T
[B(0)]
2
! 0 as T !1
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Similarly for term L2
1
3T 2
T=2Z
 T=2
dt e i2ft
T=2Z
 T=2
dt00 e i2ft
00
(t00   t)B(t00   t)
T=2Z
 T=2
dt0 ei2ft
0
(t0   t)
T=2Z
 T=2
dt000 ei2ft
000
(t000   t)B(t000   t0)
| {z }
= ei2ftB(t t0); S:P: (D8)
=
1
3T 2
T=2Z
 T=2
dt e i2ft
T=2Z
 T=2
dt00 e i2ft
00
(t00   t)B(t00   t)
T=2Z
 T=2
dt0 ei2f [t+t
0](t0   t)B(t  t0)
| {z }
= ei2f[2t]B(0); S:P: (D8)
=
B(0)
3T 2
T=2Z
 T=2
dt e i2ft
T=2Z
 T=2
dt00 e i2f [t
00 2t](t00   t)B(t00   t)
| {z }
= ei2ftB(0); S:P: (D8)
=
1
3T 2
[B(0)]
2
! 0 as T !1
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Finally, for term L3
1
3T 2
T=2Z
 T=2
dt e i2ft
T=2Z
 T=2
dt000 ei2ft
000
(t000   t)B(t000   t)
| {z }
ei2ftB(0); S:P: (D8)

T=2Z
 T=2
dt0 ei2ft
0
(t0   t)
T=2Z
 T=2
dt00 e i2ft
00
(t00   t)B(t00   t0)
| {z }
= e i2ftB(0); S:P: (D8)
=
1
3T 2
[B(0)]
2
T=2Z
 T=2
dt
| {z }
=T
T=2Z
 T=2
dt0 ei2f [t
0 t](t0   t)
| {z }
= e0=1; S:P: (D8)
=
1
3T
[B(0)]
2
! 0 as T !1
Sum of contributions
In summary, the terms add up to yield the variance of the spectral estimator
for randomly sampled data;
lim
T!1
var

SRT (f)
	
= [S(f)]
2
+
4

B(0)S(f)
Ultimately the variability of the spectral estimator based on randomly sampled
data in the limit T !1 is given by:
lim
T!1
"2SRT
=
[S(f)]
2
+ 4B(0)S(f)
[S(f)]2
= 1 +
4

B(0)
S(f)
