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1 Pre´sentation du projet
1.1 Re´sume´
Nous proposons de re´aliser un programme permettant l’analyse de binaires exe´-
cutables compile´s pour l’architecture ARM. Plus pre´cise´ment, cet analyseur permet
d’extraire les informations ne´cessaires a` la reconstruction de l’architecture du pro-
gramme. Cette reconstruction architecturale comprend la de´tection des instructions
de branchement, la re´cupe´ration des fonctions utilise´es par le de´veloppeur, ainsi
que les liens entre ces diffe´rentes fonctions. Sous certaines conditions (e´nonce´es
dans la section 1.4), la reconstruction est fide`le a` la structure du programme e´tudie´,
et notre analyseur est capable de tracer le graphe d’appel ainsi que le graphe de flot
de controˆle (CFG).
Bien que le but de ce projet ne soit pas de de´compiler des exe´cutables binaires, il
pose les bases pour une e´tude de ce genre. En effet, il permet de de´limiter les fonc-
tions et les branchements inter-proce´duraux, ce qui serait une premie`re e´tape dans
la re´cupe´ration comple`te du code source d’un programme. Pour le lecteur inte´resse´,
des utilitaires de de´compilation existent de´ja` a` ce jour et sont mentionne´s dans la
section 2.2.
1.2 Enjeux
L’analyse de binaires compile´s que nous proposons dans ce projet est un ex-
emple de re´tro-inge´nierie informatique, applique´e a` l’architecture ARM. Elle per-
met de comprendre le fonctionnement d’un programme ≪ en boıˆte noire ≫, pour
e´ventuellement en cre´er une version adapte´e a` ses besoins, lorsque cela est autorise´
d’un point de vue juridique (voir la section 2.1).
La multiplication des machines utilisant l’architecture ARM, en partie due au
succe`s des appareils mobiles, rend le´gitime l’existence d’outils permettant cette e´tu-
de. Le portage de pilotes de pe´riphe´riques d’appareils embarque´s est un exemple
d’application d’un tel outil, dans le cas ou` le fabricant n’avait pas pre´vu l’utilisa-
tion de son appareil avec d’autres syste`mes (comme GNU/Linux), mais est d’ac-
cord avec le portage par un de´veloppeur tiers. Avec la prolife´ration des tablettes
nume´riques et te´le´phones intelligents fonctionnant sous Windows, et n’ayant pas
de pilotes a` code ouvert, la question de la re´tro-inge´nierie autorise´e me´rite d’eˆtre
aborde´e.
1.3 Objectifs
Dans le cadre de ce projet d’une session, nous nous fixons les objectifs suivants :
– re´cupe´rer les fonctions utilise´es dans le programme source : adresses de de´but
et de fin, nom quand il est disponible ;
– de´tecter les branchements au sein des fonctions : appels inter-proce´duraux ou
sauts, conditionnels ou pas, adresses statiques ou dynamiques ;
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– de´tecter les appels syste`me.
En utilisant ces informations, notre programme doit eˆtre en mesure de :
– tracer le graphe d’appel ;
– tracer le graphe du flot de controˆle (CFG) de chaque fonction.
1.4 Hypothe`ses
Conteneur Les programmes compile´s que nous e´tudierons seront au format ELF
(Executable and Linkable Format [16]). Nous avons fait ce choix car ce format de con-
teneur a une spe´cification ouverte et est tre`s bien documente´. De plus, c’est le for-
mat des exe´cutables sous GNU/Linux, ce qui est un avantage car de nombreux
programmes de ce type sont disponibles.
Architecture Le contenu d’un exe´cutable de´pend de l’architecture pour laquelle il
est compile´. En effet, le code machine n’est pas le meˆme selon sur quel processeur
le programme est exe´cute´. Pour cette raison, nous devons faire un choix. C’est l’ar-
chitecture ARM 32-bit version 5 qui a e´te´ retenue, pour les raisons suivantes.
– Contrairement au x86, les instructions sont a` longueur fixe. Des instructions
a` longueur variable sont beaucoup plus dures a` extraire car elles ne sont pas
aligne´es en me´moire. Le choix de la version 5 est duˆ au fait qu’elle pre´ce`de
l’introduction des instructions Thumb dans le jeu ARM. Les instructions Thumb
e´tant code´es sur 16 bits, le me´lange de Thumb et d’instructions re´gulie`res com-
plique l’analyse du code binaire de la meˆme fac¸on que des instructions a`
longueur variable.
– C’est une architecture RISC (Reduced Instruction Set Computer), assez facile a`
e´tudier car elle comprend un nombre limite´ d’instructions. Dans le jeu d’in-
structions ARMv5, nous en avons compte´ 147 [6].
Librairies dynamiques La majorite´ des programmes utilisent des librairies par-
tage´es, pour e´viter de contenir des portions de code de´ja` de´finies dans d’autres
fichiers. Au lancement de l’application, ces librairies sont charge´es enme´moire pour
pouvoir eˆtre utilise´es. Ce type de chargement dynamique sera exclu car il complex-
ifierait le code du projet, sans ajouter aucun concept inte´ressant. En effet, n’importe
quel programme a` chargement dynamique peut avoir son e´quivalent statique : ce ne
sont que des sections brutes a` inclure dans l’exe´cutable et a` ajouter dans la table des
symboles. L’hypothe`se retenue ici sera donc d’utiliser des programmes compile´s
statiquement.
Langage source On utilisera des programmes compile´s e´crits en C, car ce langage
est un des plus utilise´s : par exemple, dans la plupart des syste`mes d’exploitation.
La traduction en code machine de ce langage bas niveau n’est pas trop e´loigne´e du
code originel. Ceci permettra un de´verminage plus aise´, notamment lorsqu’il faudra
comparer le code source et la reconstruction ge´ne´re´e par notre analyseur.
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Compilateur et optimisation Le compilateur utilise´ pour ge´ne´rer l’exe´cutable in-
flue grandement sur l’organisation du code binaire. Pour cette raison, nous nous
limiterons a` des programmes compile´s avec le compilateur C gcc [12], qui est le
compilateur libre le plus utilise´.
De meˆme, les optimisations du compilateur rendent les binaires plus complexes
a` analyser (voir section 3.4). Dans un premier temps, nous nous sommes limite´s a`
des exe´cutables compile´s avec l’option -O0 de gcc [12], ce qui de´sactive les optimi-
sations. Depuis, les re´arrangements du binaire duˆs a` l’optimisation ont e´te´ pris en
compte par notre analyseur. Celui-ci retrouve les fonctions des exe´cutables compile´s
avec -O2 (qui est l’option par de´faut). Nous n’avons pas essaye´ avec -O3.
1.5 Lien avec ma recherche
Dans le cadre de ma maıˆtrise recherche a` l’E´cole Polytechnique de Montre´al,
sous la direction deMichel Dagenais, je travaille sur des processeurs ARM.Mon but
est de configurer des modules mate´riels inte´gre´s a` certains nouveaux processeurs,
afin de ge´ne´rer des traces de programmes pour la suite de trac¸age LTTng [3]. Ce pro-
jet de re´-inge´nierie du logiciel est donc l’occasion pour moi de me familiariser avec





La le´galite´ des me´thodes mises en œuvres lors de ce projet est absolument req-
uise. La re´tro-inge´nierie, et plus particulie`rement la de´compilation de programmes
est sujette a` controverse. Pour eˆtre suˆr de travailler dans un cadre le´gal, nous avons
fait les recherches ne´cessaires en matie`re de droit canadien.
Il y a plusieurs usages le´gaux de la re´tro-inge´nierie : en cas de code source perdu,
pour la recherche, ou plus souvent pour l’interope´rabilite´. Par exemple, il est au-
torise´ de de´compiler un pilote proprie´taire pour rendre son mate´riel compatible
avec son syste`me d’exploitation.
Voila` un extrait de la loi sur le droit d’auteur de la le´gislation canadienne, article
30.6 [7].
≪ Ne constitue pas une violation du droit d’auteur le fait, pour le proprie´taire
d’un exemplaire — autorise´ par le titulaire du droit d’auteur — d’un pro-
gramme d’ordinateur, ou pour le titulaire d’une licence permettant l’utilisation
d’un exemplaire d’un tel programme :
a) de reproduire l’exemplaire par adaptation, modification ou conversion, ou
par traduction en un autre langage informatique, s’il e´tablit que la copie
est destine´e a` assurer la compatibilite´ du programme avec un ordinateur
donne´, qu’elle ne sert qu’a` son propre usage et qu’elle a e´te´ de´truite de`s
qu’il a cesse´ d’eˆtre proprie´taire de l’exemplaire ou titulaire de la licence,
selon le cas ;
b) de reproduire a` des fins de sauvegarde l’exemplaire ou la copie vise´e a`
l’aline´a a) s’il e´tablit que la reproduction a e´te´ de´truite de`s qu’il a cesse´
d’eˆtre proprie´taire de l’exemplaire ou titulaire de la licence, selon le cas. ≫
Dans le cadre de ce projet, nous travaillerons exclusivement sur des logiciels
dont la licence autorise l’e´tude du code binaire : des programmes de test de notre
composition, et les utilitaires du projet GNU Coreutils [10] (voir la section 3.1.3).
2.2 E´tat de l’art
Analyse de binaires Des outils existent pour e´tudier les programmes compile´s.
Leur utilisation simplifie e´norme´ment la taˆche car ils essaient de retrouver les fonc-
tions et structures, et calculent automatiquement les adresses de saut des branche-
ments. Sous GNU/Linux, on peut citer gdb [11] pour l’analyse dynamique et obj-
dump [9] pour l’analyse statique. Pour les programmesWindows, les outils IDA [14],
WinDbg [15] et OllyDbg [17] sont les re´fe´rences pour l’analyse de binaires.
De´compilation La de´compilation est le fait de recre´er le code source d’un logi-
ciel a` partir de l’exe´cutable binaire. Pour du code partiellement compile´, tel que le
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bytecode Java ou Python, il existe des me´thodes de de´compilation qui reposent des
bases the´oriques. Lorsque le code est entie`rement compile´, comme c’est le cas pour
le C, le proble`me n’a pas de solution the´orique. En effet, la compilation entraıˆne une
perte d’information irre´versible comme par exemple les noms des variables et les
structures de donne´es. En pratique, on arrive a` retrouver certaines informations a`
partir d’un binaire, et dans certains cas a` obtenir un code source qui, recompile´, a le
meˆme comportement que le binaire initial.
Parmi les logiciels tentant de de´compiler des programmes, on peut citer Boo-
merang [1], projet de de´compilateur a` code ouvert, ou dcc [8] qui fait l’objet d’une
the`se.
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3 Re´alisation du projet
3.1 Pre´parations pre´liminaires
3.1.1 Structure ge´ne´rale
Nous avons choisi d’e´crire l’analyseur de binaire ARM en C, essentiellement
pour des raisons de performance.
Il doit eˆtre capable d’ouvrir un fichier binaire, l’e´tudier, et reconstruire l’im-
age du programme et des fonctions dans un format approprie´. Pour cela, nous
de´composerons l’analyseur en parties ayant des taˆches inde´pendantes. Elles sont
repre´sente´es dans la figure 1.
Machine virtuelle Cette partie ouvre le programme a` analyser, reconnaıˆt s’il s’agit
d’un exe´cutable au bon format (ELF, ARM 32-bit), et charge ensuite les sections
exe´cutables enme´moire. Elle exporte une fonction permettant de lire une instruction
a` une adresse donne´e. Point important, elle est aussi capable d’extraire a` quelle
adresse le programme commence. Enfin, cette partie lit la table des symboles. Lors-
qu’elle est pre´sente, cette table contient entre autres les noms associe´s a` certaines
adresses. Le cas e´che´ant, ces symboles seront utilise´s pour nommer les fonctions
de´tecte´es.
Historique des adresses Cette partie de´finit une classe qui garde en me´moire
l’ensemble des adresses de´ja` visite´es, afin de ne pas relire plusieurs fois les meˆmes
instructions. Elle est hautement optimise´e pour e´viter les longues boucles de com-
paraison. Elle dispose de me´canismes de cre´ation et de fusion d’intervalles, qui ren-
dent les tests (appartenance ou non a` l’historique) tre`s efficaces.
De´sassembleur Cette partie contient un ensemble de fonctions spe´cifiques a` l’ar-
chitecture ARMv5 32-bit. Elle est utilise´e par la partie de´compilation pour caracte´-
riser les instructions de branchement, et pour calculer les adresses de saut.
De´compilateur Cette partie lit les instructions a` partir de la machine virtuelle, et
de´code celles qui sont inte´ressantes. Les instructions les plus inte´ressantes sont les
branchements (sauts, appels, retours), mais les autres types sont aussi analyse´s car
ils peuvent apporter de l’information. Par exemple, les instructions NOP peuvent
renseigner sur la fin des fonctions. De meˆme, une lecture ou e´criture a` une adresse
particulie`re indique ge´ne´ralement que le code a` cette adresse n’est pas fait pour eˆtre
exe´cute´.
Une fois toutes les instructions d’inte´reˆt enregistre´es, on associe chaque branche-
ment a` un saut, un retour ou un appel de fonction. Cette de´cision est faite par un al-
gorithme bien spe´cifique et de´veloppe´ de manie`re empirique ; il est de´crit en de´tail
dans la section 3.2.3. C’est aussi a` ce moment que l’on de´termine les adresses de



































Enfin, cette partie parcourt le code binaire de chaque fonction reconstruite a` la
recherche des appels syste`me.
Programme reconstruit Cette partie de´finit des structures de donne´es pour repre´-
senter l’image du programme, ses branchements et ses fonctions. Elle inclut des
me´thodes pour modifier facilement ces structures, et les analyser pour ge´ne´rer le
graphe d’appel et le CFG. Le format d’affichage peut eˆtre du simple texte, ou bien
un fichier structure´ adapte´ a` l’affichage d’un graphe avec GraphViz [2].
Fonctions ge´ne´rales D’autres fichiers de´finissent des macros pour ge´rer efficace-
ment les tableaux de taille dynamique, et des fonctions pour effectuer des algo-
rithmes de tri (tri fusion).
3.1.2 Outils utilise´s
Compilateur croise´ Pour tester notre analyseur, il est ne´cessaire de pouvoir cre´er
des binaires ARM arbitraires. Depuis un ordinateur standard avec une architecture
x86, il faut utiliser un compilateur croise´, capable de ge´ne´rer du code machine pour
l’architecture ARM. Nous avons opte´ pour le compilateur gcc de la suite GNU EABI
[12]. Sous Debian, la commande correspondante est arm-linux-gnueabi-gcc.
De´sassembleur Un de´sassembleur comme objdump [9] permet de traduire les in-
structions binaires d’un programme en assembleur lisible. Un tel outil nous per-
met d’une part de ve´rifier que notre analyseur de´code les instructions correctement,
mais aussi de ve´rifier que la structure du programme que nous extrayons est cor-
recte.
Librairie libelf La Free Software Foundation fournit une librairie qui simplifie l’e´tude
de binaires au format ELF : la libelf [13]. Cette librairie permet de re´cupe´rer les
adresses des sections exe´cutables d’un binaire ELF, ainsi que les symboles du pro-
gramme, tout en s’affranchissant des difficulte´s lie´es a` la plateforme : 32 ou 64 bits,
petit ou grand boutisme, etc.
Ge´ne´rateur de graphes GraphViz [2] est un logiciel de ge´ne´ration de graphes a`
partir de fichiers en langage DOT. Voici un exemple de graphe ge´ne´re´ parGraphViz :
digraph callgraph {







Cet outil sera utile pour ge´ne´rer les graphes de flot de controˆle et graphes d’ap-
pel, a` partir d’une sortie au format DOT de notre analyseur.
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3.1.3 Cre´ation de binaires de test
Binaires simplistes Les premiers binaires analyse´s sont des programmes extreˆ-
mement simples : il s’agit de helloworld et helloworld-stdlib. Le premier
ne contient que six fonctions e´le´mentaires, le second est comme le premier, mais
compile´ avec la librairie C standard. Leur compilation s’effectue au moyen des com-
mandes suivantes :
arm-linux-gnueabi-gcc -Wall -O0 -static -march=armv5 \
-nostdlib -o helloworld helloworld.c
arm-linux-gnueabi-gcc -Wall -O0 -static -march=armv5 \
-o helloworld-stdlib helloworld-stdlib.c
Binaires re´alistes Afin de tester de ve´ritables programmes, nous avons compile´
la suite GNU Coreutils [10], qui contient les classiques ls, echo, cat, wc, cp... Pour
ge´ne´rer les binaires au bon format, il est ne´cessaire de configurer le projet avec les




Autres binaires Les binaires ainsi cre´e´s sont inclus dans l’archive du livrable, pour
que le lecteur puisse les utiliser directement. Ne´anmoins, il est possible d’essayer
n’importe quel autre programme, il suffit pour cela de le compiler avec les bonnes




Le code de cette partie est pre´sent dans le fichier vm.c.
Format ELF Le format Executable and Linkable Format [16], pre´sente´ dans la figure 2,
est le standard sur les syste`mes Unix. Un binaire ELF commence par une en-teˆte,
puis le reste du fichier peut eˆtre vu comme une suite de segments, ou une suite de
sections selon le point de vue. Nous adopterons la vision des sections, qui est plus
adapte´e a` notre proble`me.
Adresse d’entre´e L’adresse de la premie`re instruction du programme, appele´e
point d’entre´e, doit eˆtre re´cupe´re´e a` partir de l’en-teˆte ELF. Ge´ne´ralement, c’est











FIGURE 2 – Structure d’un fichier ELF.
Source : Wikipedia.
Chargement en me´moire Le but de
cette partie de la machine virtuelle est
de charger en me´moire les sections
qui contiennent du code machine.
Pour cela, notre programme parcourt
l’ensemble des sections a` la recherche
de celles de type SHT PROGBITS
et qui posse`dent les drapeaux SHF ALLOC,
correspondant respectivement a` du
code exe´cutable et a` une partie de-
vant eˆtre charge´e en me´moire pour
l’exe´cution.
Lorsque notre programme trouve
une section de ce type, il re´cupe`re
sa position, sa taille, alloue une
re´gion en me´moire et y copie les
donne´es. Il faut prendre soin de
conserver l’adresse a` laquelle les
donne´es doivent eˆtre charge´es lors
d’une ve´ritable exe´cution, car celle-ci
est diffe´rente de celle ou` on les charge dans le processus de l’analyseur. Lorsqu’une
instruction analyse´e fera re´fe´rence a` une adresse donne´e, on devra alors la translater
de manie`re ade´quate.
Table des symboles Pour une lecture plus agre´able des graphes ge´ne´re´s par l’-
analyseur, nous nommons les fonctions par leur ve´ritable nom, lorsque celui-ci est
disponible. Ceci est possible en lisant la table des symboles du binaires, qui corre-
spond a` la section de type SHT SYMTAB. Cette section, normalement utile a` l’e´dition
de liens dynamique, contient des noms associe´s a` certaines adresses de l’espace
me´moire du processus : fonctions, sections, segments...
3.2.2 De´sassembleur
Le code de cette partie est pre´sent dans le fichier arm instructions.c. Elle est
responsable de reconnaıˆtre les instructions de codemachine (graˆce aux informations
du manuel de re´fe´rence de l’architecture ARM [6]), et notamment les instructions
de branchement. Celles-ci sont toutes celles qui modifient le registre PC (Program
Counter).
Il en existe diffe´rent types, les plus simples e´tant les instructions de branchement
explicites. Il s’agit de b, bl, bx, blx et bxj. En plus de celles-la`, il faut prendre en
compte toutes les ope´rations usuelles qui agissent sur le registre PC, par exemple
avec une simple addition. Le nombre de ces instructions e´tant tre`s e´leve´, nous avons
pre´fe´re´ les classer par cate´gories. Nous repre´sentons ces cate´gories plus bas.
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Ope´rations a` de´calage :
012345678910111213141516171819202122232425262728293031
condition 0 0 0 opcode Rn Rd Rm
Ope´rations avec imme´diat :
012345678910111213141516171819202122232425262728293031
condition 0 0 1 opcode Rn Rd imme´diat
Load/store avec offset imme´diat :
012345678910111213141516171819202122232425262728293031
condition 0 1 0 opcode Rn Rd imme´diat
Load/store avec offset registre :
012345678910111213141516171819202122232425262728293031
condition 0 1 1 opcode Rn Rd Rm
Load/store multiple :
012345678910111213141516171819202122232425262728293031
condition 1 0 0 opcode Rn R1 R2 R3 R4
Branchement et branchement avec lien (b, bl, blx) :
012345678910111213141516171819202122232425262728293031
condition 1 0 1 offset
Pour tester si une instruction est un branchement, il faut donc traiter les cas
pre´ce´dents, en ve´rifiant si le registre PC est affecte´ par l’ope´ration.
Cette partie calcule aussi l’adresse du branchement lorsque cela est possible, c’est
a` dire dans le cas ou` l’instruction est un branchement vers une adresse donne´e par
un offset : b, bl ou blx.
3.2.3 De´compilateur
Le code de cette partie est pre´sent dans le fichier decompiler.c. La proce´dure
de de´tection des fonctions se divise en trois grandes e´tapes :
1. Parcours de toutes les instructions du binaire, avec enregistrement de toutes
les de´clarations (statements) d’inte´reˆt.
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2. De´couverte des fonctions, de leurs adresses de de´but et de fin, en utilisant les
de´clarations.
3. De´termination des appels, sauts et retour au sein des fonctions trouve´es.
4. De´tection des appels syste`me au sein des fonctions.
De´tection des de´clarations Les de´clarations, ou statements, repre´sentent les points
particuliers du code du binaire. Il peut s’agir :
– d’instructions de branchement (BRANCH),
– d’instructions vides (NOP),
– d’appels syste`me,
– de valeurs stocke´es en dur (WORD).
Une de´claration peut eˆtre conditionnelle ou inconditionnelle. Parmi les branche-
ments, on de´finit trois sous-types : les appels de fonctions (CALL), les sauts de´finitifs
(JUMP) et les retours de fonctions (RETURN).
La de´tection consiste a` lire toutes les instructions depuis un point de de´part, et a`
s’arreˆter lorsque l’on trouve une instruction de retour (RETURN) ou de saut (JUMP)
inconditionnel.
Pendant cette lecture, si on a trouve´ un branchement dont l’adresse est calculable
(branchement statique), on ajoute l’adresse de destination a` la liste des adresses a`
explorer. Ainsi, en sautant d’appel en appel, on parcourt les fonctions contenues
dans l’exe´cutable. Cette proce´dure est de´crite dans le pseudo-algorithme suivant.
1: declarations← []
2: a explorer ← []
3: a explorer.ajouter(point d entree)
4: for all adresse de depart ∈ a explorer do
5: for (adresse← adresse de depart ; ; adresse← adresse+ 4) do
6: if deja visitee(adresse) then
7: sortir
8: end if
9: declarer deja visitee(adresse)
10: instruction← lire(adresse)
11: if est un branchement(instruction) then
12: declarations.ajouter(BRANCH, adresse)
13: if adresse de destination calculable(instruction) then
14: destination← calculer adresse(instruction)
15: a explorer.ajouter(destination)
16: end if
17: if est un retour(instruction) then
18: sortir




22: else if est un nop(instruction) then
23: declarations.ajouter(NOP, adresse)
24: else if est un load ou store(instruction) then





La figure 3 montre la de´tection des de´clarations sur un exemple de programme.
De´tection des fonctions Il faut savoir qu’il n’y a pas d’instruction d’appel de fonc-
tion en ARM, ni de retour. Les classiques call et ret du jeu d’instructions x86
n’existent pas dans celui d’ARM. A` leur place, il existe un registre LR (Link Regis-
ter), conc¸u pour stocker l’adresse de retour lors d’un appel de fonction.
Pour les appels de fonctions, toute la difficulte´ est de de´tecter les branchements
qui sont effectivement des appels, en les diffe´renciant des autres branchements qui
proviennent de if/else. Voici comment nous proce´dons.
Nous conside´rons comme des appels :
– les instructions branch and link, qui sauvegardent la valeur du registre PC (Pro-
gram Counter) dans le registre LR (afin de sauvegarder l’adresse a` laquelle re-
tourner a` la fin de la proce´dure) ;
– les sauts inconditionnels vers une adresse hors de la fonction (ce qui signifie
qu’on ne reviendra pas : la fonction est termine´e).
Le proble`me est de de´finir ≪ hors de la fonction ≫ : si le saut inconditionnel est 8
octets plus loin, ce n’est pas un saut vers une autre fonction, mais probablement
le saut qui permet d’e´viter un bloc else. Pour pallier a` cela, nous de´finissons une
variable fin minimum, qui contient l’adresse minimale a` laquelle la fonction peut
s’arreˆter. Cette valeur est mise a` jour a` chaque saut conditionnel (par exemple, bloc
if ), pour dire que la fin de la fonction est au minimum apre`s le bloc if.
Pour plus de clarte´, ce comportement est illustre´ dans les figures 4 et 5.
Pour ce qui est des retours, nous les caracte´risons dans les deux cas suivants :
– les branchements dont la destination est l’adresse dans LR : bx lr, de code
0xe12fff1e ;
– les de´pilements d’une valeur vers le registre PC (Program Counter) : pop [fp,
pc], de code 0xe8bd8800.
Il est ne´cessaire de pre´ciser que cette solution ne couvre pas tous les cas, car
certains retours peuvent eˆtre exotiques et il n’existe pas de me´thode universelle














80b8: e52db004 push {fp}
80bc: e28db000 add fp, sp, #0
80c0: e24dd00c sub sp, sp, #12
80c4: e50b0008 str r0, [fp, #-8]
80c8: e51b3008 ldr r3, [fp, #-8]
80cc: e353002a cmp r3, #42 ; 0x2a
80d0: 1a000001 bne 80dc
80d4: e59f3014 ldr r3, [pc, #20] ; 80f0
80d8: ea000000 b 80e0
80dc: e59f3010 ldr r3, [pc, #16] ; 80f4
80e0: e1a00003 mov r0, r3
80e4: e28bd000 add sp, fp, #0
80e8: e8bd0800 ldmfd sp!, {fp}
80ec: e12fff1e bx lr
80f0: deadbeef .word 0xdeadbeef
80f4: cafec0ca .word 0xcafec0ca
<_start>:
80f8: e92d4800 push {fp, lr}
80fc: e28db004 add fp, sp, #4
8100: e3a00005 mov r0, #5
8104: ebffffeb bl 80b8 <fonction1>










FIGURE 3 – Exemple de de´clarations dans un programme simple. De gauche a`
droite : source C ; assembleur ge´ne´re´ ; de´clarations de´tecte´es par l’analyseur.




80cc: e353002a cmp r3, #42
80d0: 1a000001 bne 80dc
80d4: e3a03000 mov r3, #0
80d8: ea000000 b 80e0
80dc: e3a03001 mov r3, #1




FIGURE 4 – Exemple de de´tection de fonction avec traitement de saut incondition-
nel. L’instruction en 0x80d8 n’est pas conside´re´e comme un appel a` une nouvelle
fonction car fin minimum a e´te´ place´e apre`s lors du de´codage du saut conditionnel
en 0x80d0.
<_IO_flush_all>:
add4: e3a00001 mov r0, #1
add8: eafffea3 b a86c <_IO_flush_all_lockp>
fin minimum
JUMP
FIGURE 5 – Exemple provenant d’une fonction de la librairie C standard :
IO flush all. L’instruction en 0xadd8 est conside´re´e comme un appel a` une
nouvelle fonction car fin minimum pointe vers une adresse ante´rieure. La fonction
IO flush all se termine donc a` cet endroit.
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La proce´dure globale est synthe´tise´e dans le pseudo-algorithme suivant.
1: tri fusion(declarations)
2: fonctions← []
3: fonctions.ajouter fonction(start← point d entree)
4: for all f ∈ fonctions do
5: fin minimum← 0
6: for all d ∈ declarations apres adresse(f.start) do
7: if d.type = NOP or d.type = WORD then




12: else if d.type = RETURN then
13: if fin minimum ≤ d.adresse+ 4 then
14: f.end← d.adresse+ 4
15: sortir
16: end if
17: else if d.type = JUMP and branchement inconditionnel(d) then
18: if fin minimum ≤ d.adresse+ 4 then
19: f.end← d.adresse+ 4
20: if adresse de destination calculable(d) then
21: destination← calculer adresse(d)
22: if destination < f.start or destination ≥ d.adresse+ 4 then





28: else if d.type = JUMP and adresse de destination calculable(d) then
29: destination← calculer adresse(d)
30: if destination + 4 < fin minimum then
31: fin minimum← destination + 4
32: end if
33: else if d.type = CALL and adresse de destination calculable(d) then
34: destination← calculer adresse(d)





De´tection des appels syste`me Finalement, l’analyseur effectue une dernie`re passe
pour de´tecter les appels syste`me. Ceux-ci sont caracte´rise´s par des instructions du
type de celle repre´sente´e plus bas. Sous GNU/Linux, le nume´ro de l’appel doit
eˆtre stocke´e dans le registre 7, on peut donc trouver ce nume´ro dans l’instruction
pre´ce´dant l’appel syste`me. On aurait par exemple pour un open (appel nume´ro 5),
l’instruction mov r7, #5, suivie de l’appel syste`me repre´sente´ ici.
012345678910111213141516171819202122232425262728293031
condition 1 1 1 1
3.3 Ge´ne´ration de graphes
3.3.1 Graphe d’appel
A` partir des informations collecte´es, le graphe d’appel est assez simple a` con-
struire. Rappelons qu’apre`s analyse du binaire, nous avons en me´moire :
– la liste des fonctions ;
– la liste des de´clarations (sauts, appels, retours, instructions WORD et NOP,
appels syste`me) de chaque fonction.
Pour produire le graphe d’appel dans un format interpre´table par GraphViz, il faut
afficher :
– un ensemble de sommets qui correspondent aux fonctions ;
– un ensemble d’areˆtes qui repre´sentent les appels d’une fonction vers une autre.
C’est exactement ce que nous faisons : pour chaque fonction nous affichons son nom
et ses instructions de branchement qui sont des appels vers d’autres fonctions.
Voici un exemple de programme en C, la sortie produite par l’analyseur, et le


































_s ta r t
main
init e n d
pr in t
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3.3.2 Graphe de flot de controˆle intra-proce´dural
Le graphe de flot de controˆle (CFG) d’un programme montre l’ensemble des
chemins qui peuvent eˆtre suivis durant l’exe´cution. Il met notamment en e´vidence
les branchements conditionnels lie´s aux tests et aux boucles. Nous ne souhaitons
pas produire de CFG global repre´sentant tout l’exe´cutable, car cela ferait un graphe
e´norme et difficilement lisible. Au lieu de cela, nous pre´fe´rerons ge´ne´rer un CFG
intra-proce´dural, montrant le flot de controˆle au sein d’une fonction particulie`re
choisie par l’utilisateur.
Rappelons qu’avant de ge´ne´rer le graphe de flot de controˆle d’une fonction, nous
avons en me´moire la liste de tous ses branchements, ainsi que leurs caracte´ristiques.
Nous utilisons ces informations pour produire le graphe, en respectant les principes
suivants :
Points d’entre´e et de sortie Nous cre´ons deux nœuds spe´ciaux dans le graphe,
correspondant aux adresses de de´but et de fin de la fonction analyse´e. Le nœud de
de´but est connecte´ a` la premie`re instruction ; tandis que toutes les instructions de







Appels Un appel de fonction (CALL) donnera nais-
sance a` trois nœuds dans le graphe : celui de l’adresse
de l’instruction appelante, celui de la fonction et celui
de l’adresse de retour (adresse appelante + 4 octets).
Le flux de controˆle passe successivement par ces trois
nœuds, dans l’ordre. Dans le cas d’un appel avec con-
dition (instruction conditionnelle), on ajoute une areˆte
allant directement du premier au troisie`me nœud.
Celle-ci repre´sente le cas ou` la condition n’est pas
ve´rifie´e, et l’instruction d’appel non exe´cute´e.
Le me´canisme que nous venons de de´crire est jus-
tifie´ par le fait qu’un appel de fonction est sense´ eˆtre
suivi d’un retour, qui rame`ne le flot d’exe´cution juste
apre`s l’instruction appelante (adresse + 4 octets). Cela n’est pas toujours le cas, car
certaines fonctions ne retournent pas. Ce proble`me est duˆ a` l’optimisation de la
compilation, qui est discute´e dans la section 3.4.3.
Pour les appels syste`me (SYSCALL), le principe est lemeˆme : on cre´e trois nœuds
et deux ou trois areˆtes.
Sauts On conside`re deux types de sauts (JUMP) :
– vers une adresse connue a` l’inte´rieur de la fonction analyse´e ;











Pour chacun de ces deux types, le saut peut eˆtre conditionnel ou non. Lorsqu’il
l’est, on ajoute une areˆte vers le nœud repre´sentant l’instruction a` l’adresse + 4
octets. Ceci correspond a` la non-exe´cution du saut, due a` une condition non ve´rifie´e.
Pour les sauts vers une adresse connue a` l’inte´rieur de la fonction, on ajoute
simplement une areˆte vers le nœud de l’adresse correspondante. Pour les autres, on
cre´e un nœud spe´cial, inconnu, vers lequel est transfe´re´ le flot d’exe´cution.
Retours Pour les retours, on trace simplement une areˆte allant du nœud de l’in-
struction jusqu’au nœud repre´sentant la fin de la fonction.
L’algorithme conc¸u pour construire le CFG intra-proce´dural se divise en six e´tapes.
Elles sont toutes ne´cessaires a` la cre´ation du graphe. Des essais ont e´te´ faits pour
grouper des ope´rations et acce´le´rer le calcul, mais cela a ge´ne´re´ des proble`mes
pour certains cas particuliers. Pour cette raison, nous gardons ces six e´tapes, qui
de´composent le travail de manie`re claire :
1. De´tection de toutes les adresses utiles a` la construction du graphe. Ceci est fait
en utilisant les de´clarations enregistre´es pendant la phase de de´compilation
(voir section 3.2.3). On enregistre notamment : les adresses des branchements,
les adresses les suivant directement (+ 4 octets) s’ils sont conditionnels, les
adresses de destination des branchements.
2. Tri croissant des adresses, et suppression des doublons.
3. E´tablissement des correspondances entre les nœuds et les de´clarations.
4. Trac¸age des areˆtes partant de chaque nœud, en utilisant les de´clarations as-
socie´es.
5. Simplification : suppression des nœuds inutiles. La de´tection de l’e´tape 1 a
ge´ne´re´ plus de nœuds que ne´cessaire, nous retirons donc ceux qui n’ont qu’un
seul parent et un seul enfant, et qui sont des nœuds re´guliers (pas des appels
de fonction ou des appels syste`me).
6. Ge´ne´ration du descripteur de graphe.
La sortie de cet algorithme, au format texte, est un descripteur comprenant les
nœuds et les areˆtes. Elle peut eˆtre utilise´e pour dessiner un graphe avec GraphViz.
Voici un exemple de programme en C, la sortie produite par l’analyseur, et le





if (argc == 0)
return;



































Un branchement est dynamique quand l’adresse vers laquelle aller est calcule´e,
et non indique´e statiquement dans le programme. Une adresse calcule´e de´pend po-
tentiellement d’une entre´e utilisateur, d’une variable d’environnement ou de l’e´tat
du syste`me d’exploitation, on ne peut donc pas la pre´voir par notre analyse statique,
en ge´ne´ral. Les risques avec les sauts dynamiques sont, entre autres, de passer a` coˆte´
d’un appel de fonction sans savoir comment y aller, ou bien de ne pas de´tecter un
retour et de penser que la fonction continue plus bas.
Cette difficulte´ n’a pas de solution ge´ne´rale, mais pourrait eˆtre re´duite en util-
isant des techniques d’analyse dynamique. Ceci pourrait eˆtre fait dans de futurs
travaux.
3.4.2 Mauvaise interpre´tation
Certaines instructions ou suites d’instructions peuvent eˆtre mal interpre´te´es.
Voici quelques exemples.
1. Retour non de´tecte´. Imaginons un retour de fonction, qui peut par exemple
s’exprimer bx lr (branchement vers l’adresse de retour, stocke´e dans le reg-
istre LR). Si cette instruction est remplace´e par les deux suivantes : mov r3,
lr et bx r3, le retour ne sera pas de´tecte´.
2. Faux retour. A` l’inverse, si on a mov lr, #42 suivi de bx lr, l’analyseur
croira a` un retour alors qu’il s’agit d’un saut vers l’adresse 42.
3. Branchement vers une adresse a priori dynamique. Un appel vers la fonc-
tion a` l’adresse 0x42 s’e´crirait normalement bl 42. Encore une fois, si l’on
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a mov r1, #0x42 suivi de bl r1, l’analyseur croira a` un branchement vers
l’adresse contenue dans r1. Cette adresse n’e´tant a priori pas de´terminable, il
enregistrera un saut dynamique et n’ira pas explorer la fonction a` l’adresse
0x42.
On pourrait penser qu’une solution simple serait de lire les instructions pre´ce´dant
un branchement a priori dynamique, pour voir si l’adresse de destination est donne´e
juste avant. Malheureusement, on ne peut pas se fier aux instructions pre´ce´dant
le branchement, car il pourrait tre`s bien y avoir un saut depuis une adresse loin-
taine vers l’instruction de branchement, sans passer par les instructions situe´es juste
avant celle-ci.
En revanche, nous pensons que la ge´ne´ration du graphe des dominateurs pour-
rait pallier a` ce proble`me. Ceci pourrait eˆtre fait dans de futurs travaux.
3.4.3 Optimisations du compilateur
Lorsqu’un programme est optimise´, le compilateur re´ordonne les instructions
pour re´duire la taille du binaire, et rendre son exe´cution plus rapide. Dans certains
cas d’optimisations pousse´es, le re´arrangement du binaire complique notre taˆche
car il peut empeˆcher de de´tecter des appels ou des retours de fonctions. Lorsqu’il
optimise, le compilateur peut, entre autres :
– supprimer des fonctions simples pour les inclure directement dans le code de
la fonction appelante ;
– imbriquer des fonctions entre elles ;
– rendre des appels de fonction dynamiques.
Dans un premier temps, nous avons travaille´ sur des binaires compile´s avec
l’option -O0 de gcc, qui de´sactive l’optimisation. Depuis, nous avons e´tudie´ les
re´arrangements commis par l’optimisation, afin de la prendre en compte dans l’-
analyse du binaire. Nous sommes maintenant capables d’analyser des binaires avec
l’optimisation par de´faut (-O2). Cependant, nous n’avons pas e´tudie´ les effet d’une
optimisation plus pousse´e. Par conse´quent, l’analyseur peut rencontrer des proble`-
mes s’il essaie de reconstruire des programmes compile´s avec -O3.
3.4.4 Fonctions imbrique´es
Dans certaines fonctions optimise´es, notamment celles de la librairie C standard,
l’analyseur ne de´tecte pas d’instruction de retour. Le controˆle passe donc a` la fonc-
tion suivante, et la proce´dure se termine a` la fin de cette dernie`re. Dans ce cas, on
obtient deux fonctions imbrique´es, ayant la meˆme adresse de fin mais des de´buts
diffe´rents.
<fonction_complete>:





a03c: e3a00005 mov r0, #5 ; pas de retour
<sous_fonction>:




a05c: e12fff1e bx lr ; retour commun aux 2 fonctions
La solution retenue pour ge´rer ces situations est d’effectuer une passe pour trou-
ver les fonctions imbrique´es. A` chaque couple de fonctions trouve´, on change l’adres-
se de fin de la premie`re pour qu’elle corresponde au de´but de la seconde, et ajoute
un appel a` la deuxie`me a` la fin de son code.
Ceci est fait par la fonction rp fix overlapping functionsde decompiler.c.
3.4.5 La librairie C
Les logiciels sont souvent compile´s en incluant la librairie C standard, qui fournit
de nombreuses fonctionnalite´s usuelles (flux stdin, fonctions fopen, strncpy) et
encapsule les appels syste`mes. Ceci a plusieurs conse´quences ne´fastes sur le fonc-
tionnement de notre analyseur ARM :
– la libc ajoute plus de 800 fonctions au programme ;
– ces fonctions sont optimise´es, imbrique´es et a` sauts dynamiques ;
– le point d’entre´e du programme ( start) n’appelle pas la fonction main, mais
libc start main, et l’appel a` la fonction main est dynamique donc a priori
pas de´tectable par l’analyseur.
Pour cette raison, nous avons commence´ notre e´tude avec des binaires compile´s
avec l’option -nostdlib. Depuis la premie`re version, nous avons fait les modifica-
tions ne´cessaires pour que la librairie C standard soit prise en charge.
Premie`rement, nous avons remarque´ que l’adresse de la fonction main est tou-
jours stocke´e dans unWORD a` l’adresse virtuelle 0x8184. C’est la fonction start
qui se charge de lire ce WORD et de le passer en argument a` libc start main.
Cette dernie`re appelle main en faisant un branchement dynamique vers cette adresse.
Ce branchement est toujours situe´ a` l’adresse de libc start main + 0x1a8.
Notre solution comporte donc les e´tapes suivantes :
– test de pre´sence de la libc ;
– le cas e´che´ant, remplacement du branchement dynamique en ( libc start main
+ 0x1a8) par un appel statique vers l’adresse contenue dans le WORD en
0x8184.
D’autre part, le nombre de fonctions ajoute´es par la librairie C est tre`s important.
Meˆme si elles ne sont pas toutes de´tecte´es par l’analyseur (cela de´pend de si elles
sont appele´es ou pas), il en reste plusieurs centaines. Il est ne´cessaire de pouvoir
masquer ces fonctions. Pour cela, nous les marquons avec un drapeau et proposons
une option pour les omettre lors de l’affichage des graphes.
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3.5 Performances
Meˆme si ce programme est un projet de de´monstration, nous pensons qu’il est
important d’analyser ses performances pour comprendre les points critiques et voir
quels choix algorithmiques affectent le temps d’exe´cution.
Optimisation des boucles Nous avons utilise´ les outils perf [4] et valgrind [5] pour
obtenir des statistiques sur l’exe´cution de notre programme.
perf stat ./arm-analyser
valgrind --tool=callgrind ./arm-analyser
La premie`re commande permet d’avoir des informations ge´ne´rales : temps d’exe´-
cution total, temps passe´ en attente du syste`me d’exploitation, nombre de fautes de
page... La seconde proce`de a` une e´tude plus approfondie pour donner le temps total
passe´ dans chaque fonction.
Ces outils nous ont permis de de´tecter et de corriger une mauvaise imple´menta-
tion qui faisait passer 80% du temps dans la fonction memcmp. Le proble`me e´tait le
suivant. Tous les tableaux utilise´s par l’analyseur sont a` longueur dynamique, pour
cela ils sont ge´re´s par des macros de´finies dans common.h. Dans la premie`re imple´-
mentation, la longueur d’un tableau n’e´tait stocke´e nulle part, et la fin de celui-ci
e´tait marque´ par un e´le´ment nul. La macro d’ite´ration sur ces tableaux testait donc,
pour chaque e´le´ment, s’il e´tait nul (avec memcmp) et dans l’affirmative, s’arreˆtait.
Vue la longueur ce certains tableaux (la liste des de´clarations par exemple), le par-
cours e´tait fortement ralenti par la comparaison syste´matique de ses e´le´ments a`
l’e´le´ment nul. Depuis, nous avons modifie´ la fac¸on dont les tableaux sont ge´re´s :
ceux-ci sont toujours a` longueur dynamique, mais leur longueur est enregistre´e a`
l’adresse pre´ce´dant le de´but du tableau, ce qui nous affranchit du test avec memcmp.
Le temps d’exe´cution a e´te´ divise´ par quatre.
Paralle´lisation Il est possible d’ame´liorer la vitesse d’exe´cution de notre program-
me en tirant profit de la paralle´lisation des fils d’exe´cution (multi-threading). Pour
cela, il faut de´terminer quelles portions des algorithmes n’ont pas de de´pendances
vis-a`-vis des autres. Les portions inde´pendantes peuvent alors s’exe´cuter en par-
alle`le sans affecter le re´sultat.
Par exemple, on pourrait diviser la partie qui parcourt le programme et lit les
instructions en quatre threads, chacun e´tant charge´ d’une partie du binaire. De la
meˆme fac¸on, la reconnaissance des fonctions en utilisant les de´clarations peut eˆtre
divise´e en plusieurs sous-taˆches travaillant chacune a` des adresses diffe´rentes. Ceci
pourra eˆtre fait dans de futurs travaux.
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date e´tape
11 fe´vrier Avoir un programme capable de charger des binaires, charger
leurs sections exe´cutables et trouver le point d’entre´e.
X
Cre´er un binaire de test assez simple, compile´ pour ARM. X
Commenter le code et documenter le projet. X
Ge´rer les programmes compile´s sans libc ni optimisation (-O0). X
Afficher la liste des fonctions et leurs adresses. X
18 mars Cre´er des binaires ARM re´alistes et plus complique´s : la suite
Coreutils (ls, cat, echo, wc...)
X
Ame´liorer la me´thode de de´tection des fonctions en faisant une
liste de toutes les instructions de branchement.
X
Re´soudre le proble`me des fonctions imbrique´es. X
Trouver les noms des fonctions dans la table des symboles. X
Ge´rer les programmes compile´s avec la libc et -O0. X
Afficher le graphe d’appel. X
15 avril Trouver une solution pour le proble`me des sauts dynamiques.
Ge´rer certaines parties de la librairie C standard. X
Ge´rer les programmes compile´s avec la libc et -O2. X
Analyser les performances pour optimiser le temps d’exe´cution. X
Avoir une analyse de vrais programmes (true, wc, echo) qui est
fide`le a` la re´alite´.
X
Afficher le graphe de flot de controˆle intra-proce´dural. X
TABLE 1 – E´che´ancier
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4 Re´sultats
4.1 Utilisation du livrable
4.1.1 Compilation
De´pendance Pour compiler le projet, il convient de s’assurer d’avoir la de´pen-
dance requise : la libelf. Cette librairie s’installe avec la paquet libelf-dev sous
Debian, ou elfutils-libelf-devel sous Fedora.
Compilation La compilation s’effectue ensuite avec la commande make, ce qui
exe´cute la commande :
gcc -std=gnu11 -Wall -o arm-analyser -lelf *.c *.h
et ge´ne`re notre analyseur ARM : arm-analyser.
4.1.2 Analyse
L’exe´cution de l’analyseur sans argument affiche l’aide :
Usage: ./arm-analyser action [options] program
actions:
help display this help
fn dump functions
cg generate callgraph
cfg generate CFG (option -f needed)
options:
-s show standard C library
-f FN limit action to function FN (name or address)
options for action fn:
-c compact dump (names, addresses and childs)
-cc very compact dump (only addresses)
Affichage des fonctions Pour lancer l’analyse du binaire et afficher toutes les fonc-
tions de´tecte´es, il faut utiliser l’action fn. L’option -c permet un affichage condense´,
plus facile a` lire, et l’option -s affiche aussi les fonction de la librairie C (qui sont
masque´es par de´faut, voir la section 3.4.5). On obtient une liste des fonctions, avec
leurs adresses de de´but et de fin, ainsi que les fonctions qu’elles appellent. Exemple :
$ ./arm-analyser fn -c programme
main 0x00008388 0x000083d0 fonction1,fonction2
fonction1 0x000082e0 0x0000833c
fonction2 0x0000833c 0x00008388 fonction3
fonction3 0x0000824c 0x00008274
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Affichage des de´clarations Lors de l’affichage des fonctions, si l’on omet l’option
-c, toutes les de´clarations sont affiche´es. En combinant l’affichage avec l’option -f,
qui n’affiche que la fonction de´sire´e, on obtient toutes les de´clarations de´tecte´es au
sein de la fonction. Exemple :
$ ./arm-analyser fn -f main programme
main
08388 {
083ac BRANCH ( CALL ) static addr -> 082e0 (fonction1)
083bc BRANCH ( CALL ) static addr -> 0833c (fonction2)
083cc BRANCH (RETURN) dynam. addr
083d0 }
Ge´ne´ration du graphe d’appel Pour ge´ne´rer un descripteur de graphe d’appel
utilisable par GraphViz, on utilise l’action cg. Exemple :
$ ./arm-analyser cg programme
Ge´ne´ration du graphe de flot de controˆle Pour ge´ne´rer un descripteur de CFG
pour une fonction en particulier, on utilise l’action cfg avec l’option -fn. Exemple :
$ ./arm-analyser cfg -f fonction1 programme
4.1.3 Affichage des graphes
Une fois que l’analyseur a produit un descripteur de graphe, il faut le tracer avec
GraphViz. Ce logiciel peut s’utiliser avec diffe´rentes commandes, selon la ge´ographie
voulue pour le graphe. Les plus communs sont dot (affichage hie´rarchique, de haut
en bas) et neato (affichage centre´).
Exemple de trac¸age du graphe d’appel de l’exe´cutable programmedans le fichier
graphe.eps :
$ ./arm-analyser cg programme | dot -T eps -o graphe.eps
4.2 Exemples
Nous pre´sentons ici des exemples d’analyses de binaires, montrant les re´sultats
de notre projet.
Tous les re´sultats donne´s dans cette section peuvent eˆtre reproduits en utilisant
les programmes de de´monstration fournis dans l’archive. Ces programmes sont
situe´s dans le dossier test.
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4.2.1 helloworld
Ce programme tre`s simple vise a` faire une premie`re de´monstration de notre
analyseur ARM.
Voici son code source :
int one_arg(int val)
{
return val + 1;
}
int two_args(int val1, int val2)
{
return val1 + val2;
}
int three_args(int val1, int val2, int val3)
{




if (val > 5)
return one_arg(val);










int main(int argc, char **argv)
{




Il est compile´ avec gcc, en incluant la libc :
$ arm-linux-gnueabi-gcc -Wall -O0 -static -march=armv5 \
-o helloworld helloworld.c
Re´sultat de l’analyse avec l’action fn et en cachant la libc :
$ ./arm-analyser fn test/helloworld
main
08388 {
083ac BRANCH ( CALL ) static addr -> 082e0 (test)
083bc BRANCH ( CALL ) static addr -> 0833c (operations)




082f8 BRANCH ( JUMP ) cond. static addr -> 0830c
08300 BRANCH ( CALL ) static addr -> 0824c (one_arg)
08308 BRANCH ( JUMP ) static addr -> 08330
08314 BRANCH ( JUMP ) cond. static addr -> 0832c
08320 BRANCH ( CALL ) static addr -> 08274 (two_args)
08328 BRANCH ( JUMP ) static addr -> 08330




08360 BRANCH ( CALL ) static addr -> 0824c (one_arg)
0836c BRANCH ( CALL ) static addr -> 08274 (two_args)
0837c BRANCH ( CALL ) static addr -> 082a4 (three_args)













082dc BRANCH (RETURN) dynam. addr
082e0 }
Re´sultat de l’analyse, avec trac¸age du graphe d’appel et du CFG de la fonction
test :
$ ./arm-analyser cg test/helloworld | dot -Teps -o callgraph.eps
$ ./arm-analyser cfg -f test test/helloworld | dot -Teps -o cfg-test.eps
main
t e s t opera t ions











Afin de tester l’analyseur ARM sur de ve´ritables programmes, nous fournissons
dans l’archive certains binaires de la suite GNU Coreutils, de´ja` compile´s pour l’ar-
chitecture ARM. Il s’agit de basename, cat, chmod, cp, echo, false, head, ls,
md5sum, mv, pwd, rm, seq, sleep, true, wc et yes.
La figure 6 montre le re´sultat de l’analyse sur le programme sleep. Ces graphes
ont e´te´ obtenus avec les commandes :
$ ./arm-analyser cg test/coreutils/sleep | dot -Teps \
-Gratio=fill -Gsize=3.5,10 -Grankdir=LR -o cg.eps































































































































































































































FIGURE 6 – Programme sleep : graphe d’appel et CFG de la fonction main
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5 Discussion
Au cours de ce projet, nous avons e´tudie´ la structure d’exe´cutables binaires pour
l’architecture ARM, et conc¸u un outil permettant d’extraire et d’afficher cette struc-
ture de manie`re automatique. Notre outil permet, entre autres, de ge´ne´rer le graphe
d’appel du programme, et le graphe de flot de controˆle de ses fonctions. Cette
analyse peut eˆtre a` la base de l’e´tude comple`te d’un fichier binaire, telle qu’une
de´compilation.
Cependant, la porte´e de nos re´sultats est restreinte par les hypothe`ses que nous
avons pose´es (voir la section 1.4). Il faut notamment souligner que les seuls binaires
e´tudie´s e´taient au format ELF (syste`mes GNU/Linux), compile´s par gcc. Cela exclut
par exemple, le portage de pilotes Windows (autorise´ par le fabricant), mentionne´
dans la section 1.2.
Ne´anmoins, notre e´tude a pose´ des bases the´oriques ge´ne´rales pouvant eˆtre
re´utilise´es. Elle laisse la porte ouverte a une ge´ne´ralisation du processus, demanie`re
a` eˆtre compatible avec d’autres syste`mes.
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