The question of whether interchanges of spatially neighboring residues are coupled, or whether they change independently of each other, has been addressed repeatedly over the last few years. Utilizing a residue order-independent structural comparison tool, we investigated interchanges of spatially adjacent residue pairs in conserved 3D environments in globally dissimilar protein structures. We define spatially adjacent pairs to be non-local neighboring residues which are in spatial contact, though separated along the backbone, to exclude backbone effects. A dataset of unrelated structures is extensively compared, constructing a matrix of all 400ϫ400 interchanges of residue pairs. Our study indicates that (i) interchanges of residues which are spatial neighbors are indepedent of each other. With the exception of a few pairs, the pattern of interchanges of pairs of adjacent residues resembles that expected from interchanges of single residues. However, clustering residues of similar characteristics, serves to enhance secondary trends. Hence, (ii) clustering the hydrophobic, aliphatic and, separately, the aromatic, and comparing them with the charged, and the polar, indicates that hydrophobic are nevertheless consistently more favorable than into aliphatics. We address these issues and their direct implications to protein design and to fold recognition.
Introduction
Are interchanges of spatially neighboring residues correlated? This question has been of focal interest for a considerable time. It has a direct bearing on protein structure prediction and, in particular, on protein engineering and design. Increasing the stability of a protein molecule, or improving its function via the introduction of interchanges, necessitates a choice of which residues to pick and which to avoid. Similarly, the utility of guidelines as to whether unfavorable single interchanges can be compensated by a selection of a specific neighbor is obvious. Furthermore, elucidating the favorability and independence of simultaneously occurring interchanges in pairs of spatially neighboring residues bears directly on the assessment of sequence-structure compatibility and on the criteria utilized in their evaluation (e.g. Jernigan, 1985, 1996; Sippl, 1990) . Hence this problem has experimental implications in choosing likely alterations for protein structure/function improvement, as well as considerations of theoretical fold recognition. Correlated interchanges can be manifested in pair conservation, compensation or alteration, selected for or against to a substantially different extent than predicted from single residue substitutions.
The idea that compensatory substitutions are favorable, increasing the stability of the molecule, is eminently logical. This is particularly reasonable, given that the evolution of sequences is faster than that of structures (Chothia and Lesk, 1986) . Hence it is logical to assume that if an interchange of one amino acid by another creates a larger cavity, an interchange of a neighboring one into a larger residue can at least partially fill up the enlarged hole. Furthermore, the statistically based potentials extracted from protein structures indicate that the strength of the interactions between neighboring residue pairs varies.
To investigate this question, it is critical to look at residue pair interchanges where the spatial environment around the respective pair is conserved. This conservation can be with respect to the amino acid sequence around it, with respect to the geometry of the surrounding residues, regardless of their type, or with respect to both. Sequence conservation occurs strictly in homologous, related proteins normally belonging to the same family. A strict spatial conservation, however, which is independent of the sequence itself, constitutes a more general test. Here detection of 3D, locally similar environments between pairs of globally dissimilar proteins is required. In such a structural similarity, the coordinates of compact pieces of two proteins superimpose in space, while their respective chains may follow different routes. The directionalities of the backbones may differ, insertions and deletions may occur and single, isolated amino acids, unconnected on the linear chain, may be matched. Hence we explore whether there is a tendency for substitutions to be compensatory, and which interchanges of pairs of adjacent residues are the most, and least, favorable in a spatially conserved environment. In such an environment, the C α coordinates of a 'large enough' number of amino acids need to match between the two proteins, irrespective of their order on the polypeptide backbone.
The question of whether mutations are correlated has already been investigated over the last few years: Neher (1994) has quantified the frequency of compensatory changes in the myoglobin family sequences; Gobel et al. (1994) have investigated correlated mutations in families of sequences and have used the correlations to predict contact maps. Shindyalov et al. (1994) have sought to detect correlated mutations in proteins via multiple sequence alignment and construction of phylogenetic trees, with the goal of prediction residue-residue contacts in protein structures. In most of these studies the analysis is based on sequence comparisons, and in some coupled interchanges have been detected. Vernet et al. (1992) have addressed coordinated changes of amino acids at the two-domain interface of the cysteine proteases via the introduction of single and of double mutations and studying their coordinated effects.
Our novel structural comparison technique permits a general examination of whether mutations in pairs of non-local residues, which are spatial neighbors, are correlated or are independent from each other. We focus on interchanges of strictly spatial neighbors, which are not neighbors on the polypeptide chains, in conserved 3D environments. Our technique is divorced from sequence comparisons, executing the structural comparisons based solely on the atomic coordinates. Only subsequently are neighboring residues having similar coordinates between two protein structures examined as to their identity. This ability to study interchanges of pairs of residues, occupying practically identical spatial positions, within similar 3D motif-environments, constitutes an extremely powerful tool for examining the interchanges of neighboring amino acid pairs.
In general, substitution matrices calculate the frequencies of exchanges between amino acids in sequences and/or in similar structural elements. The calculation of the matrices is routinely performed by counting the number of interchanges of every amino acid in aligned sequences or structures. The more frequent interchanges are the more favorable ones, since these substitutions are tolerated, affecting less protein structure, function and stability. Many substitution matrices have been generated over the last two decades, most of which are single substitution matrices. Among the better known ones are the PAM (Dayhoff et al., 1978) , BLOSUM (Henikoff and Henikoff, 1992) and Gonnet (Gonnet et al., 1992) matrices. A different type of substitution matrices are the Profile series, calculated from both the sequence and the geometric environment of the amino acids (Luthy et al., 1991; Overington et al., 1992; Johnson et al., 1993 ). An alternative scheme for calculating a substitution matrix is by considering the contact energies of the amino acids (Miyazawa and Jernigan, 1993 ). An amino acid substitution matrix derived from structures of related proteins has been constructed by Risler et al. (1988) . Wei et al. (1997) have recently analyzed the physical-chemical microenvironments around each of the 20 residues, deriving a scoring matrix.
Recently, a substitution matrix based purely on 3D 1110 information, has been derived by Naor et al. (1996) . This matrix utilizes the Geometric Hashing technique (Lamdan et al., 1990; Nussinov and Wolfson, 1991) to detect similar 3D environments, and hence resembles in spirit the matrix presented here. However, Naor et al. examined single amino acid interchanges occupying similar positions in space, in a 20ϫ20 matrix. In contrast, here we focus on interchanges of pairs of residues which are in spatial contact, though separated from each other on the chain, constructing a 400ϫ400 matrix. Figure 1a illustrates the single-residue approach adopted by Naor et al. as compared with the adjacent residue pairs investigated here (Figure 1b) . Focusing on interchanges of pairs of spatially neighboring residues in conserved, strictly 3D environments enables us to address questions such as whether (i) interchanges of neighboring pairs are independent or are correlated, (ii) whether compensatory mutations are favorable, (iii) whether there is volume or charge conservation and (iv) whether aliphatic and aromatic residues are interchangeable, or are equally conserved, reflecting on issues of side-chain flexibility. It further affords an examination of (v) the ranking of hydrophobic-hydrophobic, hydrophobic-charged, and charged-charged residue conservation, and compensation, in such spatially neighboring pair substitutions.
Here we study amino acid pairs that are neighbors in space and are replaced simultaneously. We investigate whether the pattern of such coupled replacements is substantially different from the pattern of the single, point replacements. Our procedure is as follows. We take a set of sequence, and structure, dissimilar proteins [containing over 250 entries (Fischer et al., 1995) ] and perform all pair-wise structural comparisons. All matching motifs, containing a large enough number of matching residues between the two proteins, are retained. These are sorted according to their 'goodness' scores (Fischer et al., 1994) . For each pair of proteins, the top, best matches are utilized. This yields a very large number of interchanges. Concomitant interchanges of residues which are spatial neighbors and which occupy the same positions in space in the two proteins are subsequently explored. Over 6.5 million such cases have been assembled, yielding a statistically large enough sample for our analysis. These spatially neighboringpair interchanges are compared with the values expected from single residue interchanges, also obtained utilizing the geometric, sequence-order independent approach.
Perhaps not surprisingly, we find that, first and foremost, with few exceptions, interchanges of spatially neighboring residues are uncorrelated. In order to be able to detect weaker trends, we cluster the interchanges, in terms of residue type (charged, polar, aliphatic and aromatic) and volume (small, large) . Distinction between these is observed. For the large-small analysis, only hydrophobic residues are taken into account, in order to have a simple analysis, unhampered by issues of charge versus hydrophobic residues considerations. Interestingly, a compensatory interchange of a (small, large) neighboring pair by a (large, small) one is unfavorable, suggesting that apart from volume conservation, a change in the number of satisfied/unsatisfied contacts is important for protein stability. We also observe a difference between pairs of aliphatic residues and of aromatic ones, with the latter showing a stronger tendency for conservation. On the other hand, the more flexible aliphatic residues are less favorably replaced by other residues as compared with (Naor et al., 1996) , depicted in (a), and the spatially neighboring pair interchanges, studied here (b). Both are generated utilizing the Geometric Hashing. In both cases, there is a large enough number of matching C α pairs between the two proteins. The difference between the two approaches stems from the different considerations as to which interchanges to count. In (a), the single residue interchanges, every interchange between two residues which are geometrically similar upon superposition (X 1 ↔ U 1 ) . . . (X 12 ↔ U 12 ) of the two proteins is counted. On the other hand, in (b), the neighboring pairs interchanges, only interchanges of neighboring pairs which are adjacent in space, though separated along the backbone, and are geometrically similar upon superposition (X 1 ,Y 1 ↔ U 1 ,V 1 ) and (X 2 ,Y 2 ↔ U 2 ,V 2 ) are counted. While an 8.0 Å distance separation has been used in the analysis presented here, all calculations were repeated with 6.5 Å, with similar results. the more rigid aromatics. We interpret this finding to imply that flexible residue pairs are sensitive to interchanges, fitting themselves more easily into the space available. Owing to their electronic configurations, the aromatic residues display unique pattern of interchanges, more readily substituting polar residues as compared with the aliphatic residues.
The results presented here have direct implications for protein design, in engineering of substitutions and for assessing the stability of predicted protein structures, either via modeling or via inverse folding. In particular, the fact that overall, spatially neighboring residues are replaced independently, and that only via clustering are their hydrophobic/charge effects displayed, indicates that these latter chemical characteristics are the major determinants in interchanges, rather than residue-residue specificity. This conclusion is reinforced by the unfavorable alternations of the clustered (small, large) to (large, small) interchanges, where the total volume, but not the number of contacts, is preserved. On the other hand, the importance of the chemical properties of the side chains supports the rationale of utilizing inter-atom potentials. The folding polypeptide chain ultimately responds to inter-atomic forces. However, determination of these is an exceedingly difficult task.
Below, we present our results and correlate them with experimental and structural studies. We further list some favorable and also unfavorable spatially neighboring pair interchanges, which may be of practical use. We further 1111 detail the calculations which we have carried out to attain our results and to substantiate our conclusions.
Methods: derivation of the neighboring pair interchanges matrix The Geometric Hashing technique
Here we use the Geometric Hashing technique to find spatially conserved environments. In such environments, two (or more) groups of points (with every point representing the coordinates of a C α of a residue), superimpose in space. Each group of points is derived from a single protein.
Hence such a conserved environment represents a 3D motif. The parameters defining a spatially conserved environment are given in the Appendix. The algorithm was originally developed for computer vision applications (Lamdan et al., 1990) , and has already been subsequently used for detection of 3D motifs in macromolecules (Nussinov and Wolfson, 1991; Fischer et al., 1994; Alesker et al., 1996) . The algorithm receives as input the C α coordinates of a pair of proteins. The output is a set of matched amino acid pairs. The sequential order of the amino acids is not utilized in the comparison. The set of matching residues between the two proteins represents a similar 3D motif.
The technique has three steps. The first step is finding seed matches between the two proteins. Every protein molecule is viewed as a collection of points. A seed match is registered when a 'large enough' number of matched C α atom pairs are superimposed between the two proteins. In the second step, seed matches having similar transformations are clustered iteratively. In the last stage, the clusters are extended by adding residue pairs whose C α s superimpose, within the predefined thresholds.
Note that in this method, the 3D structures of proteins are compared, regardless of the order of the residues in the chains. This technique is unique in requiring purely structural data, irrespective of residue identity or connectivity. It views protein structures as collections of points in 3D space, seeking optimally matched subsets of these points. Hence the problems of insertions/deletions, and that of sequence order, which is inherent to the sequence-based techniques, do not exist in our method. It is very fast [3 s for one comparison of two proteins on an SGI machine (Fischer et al., 1994)] . A pair of proteins may have more than one structurally conserved environment. These obtained conserved environment motifs differ from each other. Although they may contain some of the same residues, their transformations differ, as otherwise they would have been clustered into the same match. Hence each match represents a different 3D motif. Examples of structural motifs common to pairs of proteins detected by the Geometric Hashing technique have already been published (Bachar et al., 1993; Fischer et al., 1994 Fischer et al., , 1995 Naor et al., 1996) . Approaches to comparisons of protein structures utilizing their secondary structure elements have also been devised (e.g. Alexandrov et al., 1992; Artymiuk et al., 1994; Alesker et al., 1996) . A visual example of a structurally conserved environment is also given on our Web page, noted below.
Calculating a matrix of neighboring pair interchanges
Our coupled pair interchanges are presented in the form of a 'pair substitution matrix', which was obtained as follows. We selected 254 proteins constituting a structurally non-redundant, representative set from the Protein Data Bank (PDB) (Fischer et al., 1995; Naor et al., 1996) . These proteins are globally dissimilar. All protein pairs were compared. For every such comparison, the Geometric Hashing produces a listing of structural motifs whose similarity surpasses the stipulated threshold. The 'best', top matches are utilized in the derivation of the residue pair interchanges.
We tabulated the frequencies of all observed interchanges of (X,Y) pairs of amino acids to (U,V), if X and Y in the first protein and U and V in the second are spatial neighbors, while being separated along the sequence. This tabulation produces a 400ϫ400 table of frequencies, requiring a large number of observations. However, as detailed below, the number of pairwise interchanges that we have compiled is large enough to fill this table to a statistically significant level. Specifically, two residues are defined as non-local neighbors if the distance between their C α atoms is Ͻ8 Å and if they are at least three residues apart along the protein chain. The latter measure was adopted to exclude backbone effects. (The analysis was repeated with the two residues defined to be in contact if their inter-C α distance is Ͻ6.5 Å; see below.)
The number of times the pair (X,Y) in the first protein has been exchanged by (U,V) in the second protein, is denoted
The total number of exchanges is
For X, Y, U, V, let Obs (X,Y ↔ U,V) be the observed frequencies of the interchange between the pair (X,Y) and the pair (U,V). Namely,
4S
The counts of four types of pair-interchanges contribute to the frequency of (X,Y) ↔ (U,V).
The expected frequency of the interchange (X,Y) ↔ (U,V) can be calculated by
where P X,Y is the frequency of the pair (X,Y) in the first protein in all observed coupled interchanges. Similarly, Q X,Y is the frequency of the pair (X,Y) in the second protein, in all observed coupled interchanges.
P X,Y is calculated by
Finally, a symmetric log-odds matrix M is defined as
For simplicity, all values in matrix M are multiplied by a constant and truncated. Note that
Similarly, Obs and Exp are also symmetric. (Details regarding the WWW Web site where the matrix of neighboring pair interchanges can be found, and also as how to access and read its entries, are given in http://www.math.tau.ac.il/~azarya/ matrix.html.)
Statistical issues and choice of parameters
We used 254 non-redundant entries to represent the PDB [listed in the Appendix of Naor et al. (1996) , except for 1bmv2, ligfm and 2bbqa]. In our data, S, the total number of observed coupled interchanges, is 6,6·10 6 . The parameter affecting S the most is the maximum number of matches collected from each comparison between a pair of proteins. We chose this number to be 15. By choosing S to be of that size, the expected number of observations in each cell of the 400ϫ400 matrix is at least three (this expected number can be calculated from the expected frequencies P X,Y and Q X,Y , defined above). Most of the expected values in the matrix cells are Ͼ5. These expected counts satisfy the requirement for statistical significance for our analysis. However, despite the large size of the counts sample, three amino acids, Trp, His and Met, are still rare in our set of counts, making the analysis of their behavior uncertain.
As noted above, two residues were defined to be spatial neighbors if the distance between their C α s is Ͻ8.0 Å. Nevertheless, a similar 400ϫ400 matrix was constructed with the distance between the two C α atoms required to be Ͻ6.5 Å. The results we obtained from the two matrices were highly similar, with the correlation coefficient between the two logodds matrices being 0.84. All data presented here were obtained with the distance between the C α s Ͻ8.0 Å. The 6.5 Å matrix is also given in the Web page noted above.
In order to verify that our data are unbiased, and truly reflect the entire protein data bank rather than being only an outcome of a dominant set of proteins within the 254 entries which we picked, we randomly split the set of the proteins into two halves. We calculated the neighboring pair interchanges matrix for each of the halves. The correlation coefficient between these two matrices is r ϭ 0.93. This high value serves as an indication to the robustness of our data and results.
Results

Deriving a single residue substitution matrix from the neighboring pair interchanges matrix
The first obvious question to address is whether interchanges of residues which are spatial neighbors are correlated. This can be performed via a comparison of the neighboring pair interchanges matrix with the matrix of single residue interchanges, examining if the former reflects a similar pattern to the latter. To this end, we transformed the neighboring pair interchanges matrix of (400ϫ400) into a single residue substitution matrix of (20ϫ20). Note that (X,Y) ↔ (U,V) represents two point replacements: X ↔ U and Y ↔ V. Hence our coupled interchanges data actually represent twice as many single residue substitutions. From the set of single residue substitutions, we derived a log-odds matrix MЈ of size (20ϫ20), which is the derived single residue substitution matrix. MЈ is symmetric, namely MЈ i,j ϭ MЈ j,i .
C i,j is the number of times we have seen in the matrix the
In principle, the construction of MЈ is similar to the construction of the matrix of single residue interchanges which is based on spatially conserved motifs (Naor et al., 1996) . However, in the latter all residues whose C α coordinates superimpose in the matches between the two proteins are taken into account in counting the single residue interchanges. This is unlike the procedure followed in the construction of the MЈ matrix of the single residue interchanges derived from the matrix of the spatial neighbors. We use M N to denote the (20ϫ20) matrix of single residue interchanges (Naor et al., 1996) . A comparison of the derived single residue substitution matrix MЈ (Figure 2a ) with the matrix M N (Figure 2b ), shows a high correlation between the two matrices. The correlation was measured between every vector of each of the amino acids in the two matrices (that is, between the corresponding rows of the matrices). The values of all correlation coefficients are Ͼ0.93. This correlation test strongly implies that, in the majority of cases, spatial neighbors do not influence the pattern of interchanges. Hence the replacement of a residue occurs independently of its neighbor. This finding indicates that the interchanges of X ↔ U given (X,Y) ↔ (U,V), when Y is a spatial neighbor of X and V is a spatial neighbor of U, behave similarly to the interchanges X ↔ U (point mutation) regardless of their neighbors.
Substitution of one amino acid in spatially conserved neighboring pairs
From the 400ϫ400 neighboring pair interchanges log-odds matrix, we extracted 20 matrices of size 20ϫ20. In each of these matrices, one of the amino acids is conserved, whereas spatial neighbors have been allowed to be replaced. A spatially neighboring residue can change to any of the 20 possibilities. Thus, for every amino acid A i (i ϭ 1, . . . , 20), we inspect interchanges of the form (
We calculated the correlation coefficient, r, between each of the 20 matrices and the matrix of single residue interchanges M N (Naor et al., 1996) . Below we list the 20 coefficients we obtained for each such a 20ϫ20 matrix, with one residue conservation: The matrix of single residue interchanges M N is based on point interchanges, measured without taking into account the behavior of their neighbors. The higher the correlation coefficient between one of the 20 matrices described above and the M N matrix of single residue interchanges, the more similar it is to a pattern of an independent substitution of the neighboring residue with respect to the conserved A i . The amino acids with high correlation coefficients are the hydrophobic, (Naor et al., 1996) . The matrix was recalculated from the same set of matches used in the calculation of the neighboring pair interchanges matrix. The log-odds values of the two matrices have been multiplied by 50 and truncated.
aliphatic ones, i.e. Ile, Leu and Val, typically frequently found in the interior of proteins, and dominating the matrix of single residue interchanges M N . The low values of the correlation coefficients of Cys, His, Met and Trp are probably due to their rareness.
Clustering
For many of the neighboring pairs of amino acids, even if their interchanges are coupled, the statistical signal is not strong. A logical explanation is that owing to backbone flexibility, for a given residue X, the compensatory behavior may be distributed over all its non-local neighbors. These would be reflected in movements of the backbone atoms, to accommodate the change. The extent of such movements most likely depends on the amino acid type. Clustering analysis can typically help in strengthening a signal, if it genuinely exists.
To enhance the signal, we clustered the amino acid pairs into groups. Clustering was applied to the (400ϫ400) matrix of neighboring pairs interchanges counts. Alternative clustering schemes were investigated, according to the chemical type (hydrophobic with respect to hydrophilic) and to the volume it fills (small with respect to large). In the former clustering scheme, we focused on sub-clustering of charged, polar, aliphatic and aromatic. For the clustering by volume investigation, only hydrophobic residues were considered, to simplify the interpretation of the resulting trends. We further divided the large hydrophobic residues into the rigid aromatic versus the more flexible aliphatic, and separately compared each of these groups with the small residues. Owing to the electronic configurations of their rings, the aromatic residues were further investigated with respect to both their conservation and to their interchanges with polar/charged residue pairs.
Physical-chemical considerations. We divided the amino acids into four groups with similar physical-chemical properties. Group A contains charged amino acids, Arg, Lys, Glu and Asp. Group B consists of the polar and surface amino acids (Dayhoff et al., 1978) , Gln, Asn, Ser, Thr, His, Pro and Gly. Group C is composed of the aliphatic amino acids, Ala, Ile, Leu, Val, Met and Cys. The aromatic amino acids, Phe, Tyr and Trp, belong to group D. This division yields a (16ϫ16) counts matrix subsequently converted to log-odds. Inspection The conservation of pairs of spatial neighbors, where a neighbour can be any one residue belonging to one of the four groups, A, B, C or D, is measured by the diagonal values of the clustered log-odds matrix: the higher the diagonal value, the stronger the conservation. Since the diagonal values in this clustered matrix are all positive, the conservation of all groups within the pairs is favorable. However, a particularly strong tendency for preservation is observed between charged neighboring amino acid pairs (A,A) ↔ (A,A). A weaker tendency for preservation is seen between the polar (and surface) residues (B,B) ↔ (B,B), and between the hydrophobic residues, i.e. between the aliphatic (C,C) ↔ (C,C) and between the aromatic Inspection of Figure 3 further reveals a difference between the aliphatic and the aromatic residues. As discussed below, given the inherent difference in flexibility/rigidity, the favorable nature of (aromatic, aromatic) pairs and of polar-aromatic versus polar-aliphatic interactions, it is comprehensible.
Following these clear trends in physical-chemical properties, we further clustered the residues into two groups: Group P, consisting of charged and polar (surface amino acids), Arg, Lys, Glu, Asp, Gln, Asn, Ser, Thr, His, Pro and Gly, and group H, hydrophobic, aliphatic and aromatic amino acids, Ala, Ile, Leu, Val, Met, Cys, Phe, Tyr and Trp. We constructed this new (4ϫ4) clustered counts matrix and converted it into logodds. Inspection of this matrix (Figure 4 ) again illustrates positive diagonal values. The most favorable conservation is (P,P) ↔ (P,P). (P,H) ↔ (P,H) is favorable, although to a lesser extent, while (H,H) ↔ (H,H) is least conserved. The conservation of a pair of polar residues may conceivably stem from two sources. First, and more important, is the replacement of charged/polar residues on protein surfaces. There, interchanges of polar by hydrophobic residues are unfavorable. The second source contributing to the conservation is the charge and polar interactions within the proteins, contributing to protein-fold specificity. However, the latter involves not only conservation of charge, but also of the type of charge (i.e. a negatively charged residue would preferably be replaced by another negatively charged one, rather than by a positively charged residue, if its spatial neighbor is positively charged), or involve compensatory substitutions, with respect to the type 
of charge. Since, however, such trends are not observed in our 400ϫ400 matrix, we conclude that the first reason we have advanced dominates the statistical observations. Furthermore, two additional arguments indicate the likelihood that the favorable (polar, polar) conservation, and unfavorable polar to hydrophobic group pair exchange, are the outcome of surface replacements. The first argument holds that since the unspecific hydrophobic interactions are more stabilizing than polar interactions within protein cores, owing to the desolvation effect (Hendsch and Tidor, 1994) , in many cases replacement of polar-polar neighbors by a hydrophobic pair is not necessarily unfavorable. The second argument simply notes the relatively small number of salt bridges within proteins, contributing very little to any statistics of pair interchanges. On the other hand, on protein surfaces, the type of charge plays no role, as it forms hydrogen bonds with the surrounding counter-ions and solvent.
Inspection of Figure 4 further illustrates that interchanges between (P,H) ↔ (H,H) and between (P,H) ↔ (P,P) behave relatively similarly, with the former being slightly unfavorable and the latter marginally favorable. This may also reflect the highly favorable (P) ↔ (P) conservation. In particular, the interchanges (P,H) ↔ (H,P) are strongly unfavorable, to the same extent as (P,P) ↔ (H,H). This can be reasonably explained considering that a hydrophobic/hydrophilic residue alternation, would violate contacts that these residues have sustained. The highly unfavorable (P,P) ↔ (H,H) interchange is easily understood in terms of stability, preferred locations on the protein interior/surface and contacts. Volume considerations. We also clustered eight of the amino acids in terms of their volumes into two groups: S, Small amino acids, Cys, Gly and Ala; and L, Large amino acids, Ile, Leu, Trp, Phe and Met. We did not include charged/polar residues, in order to have a simpler analysis, uncomplicated by issues of hydrophobic/charge considerations. Figure 5 illustrates the clustered log-odds matrix of these groups. As expected, all diagonal values (top four lines in the figure) are favorable. Closer inspection reveals a difference in the extent of conservation. (S,S) ↔ (S,S) is strongly favorable, whereas
are slightly more favorable than the (L,L) conservation. These trends immediately suggest that smaller residue conservation is preferred over their substitution to larger ones. Smaller residues both occupy less volume and are highly flexible, with their short side chains and backbones, more easily attaining comfortable configurations. This is not the case for the larger, bulkier residues. Indeed, this has been a main reason for the frequently chosen alanine substitutions in studies of specific residues.
This rationale is consistent with the observation that interchanges of (S,L) ↔ (S,S) are favorable whereas those of (S,L) ↔ (L,L) are unfavorable ( Figure 5) . Typically in such an analysis one cannot distinguish between (S,L) → (S,S) and (S,L) ← (S,S). Hence we are left with the observation that an interchange between a small and a large residue near a small one is tolerated more than such an interchange next to a large, bulky residue. A small neighboring residue can accommodate a (Small) ↔ (Large) interchange with a greater extent of ease, both with respect to its side chain and to backbone flexibility. The fact that a double mutation of the type (S,S) ↔ (L,L) is the most unfavorable is in agreement with this rationale. In particular, in such interchanges, two bulky, overall less flexible residues have to fit themselves into presumably smaller volumes. Since this (L,L) group includes aromatic residues, the problem might be particularly aggravated.
Interestingly, (S,L) ↔ (L,S) compensatory interchanges are unfavorable, despite the overall volume conservation and the similar flexibilities. This can be understood, however, in terms of contacts. A large amino acid (L) has more interactions with its neighbors than a small amino acid (S). Hence compensatory interchanges cannot satisfy all lost contacts, nor can they gain all potentially available new ones. The fact that compensatory substitutions are not only neutral, but also unfavorable, implies that in addition to issues of volume and flexibility, the number of formed contacts also plays an important role. Inspection of the matrix of single residue interchanges (M N ) illustrates that similar trends were already reflected there. Clustering the residues by their sizes, and deriving the log-odds matrix of the clustered counts, the two diagonal values are favorable. However, the conservation of S ↔ S is more favorable than that of L ↔ L. On the other hand, the interchange of S ↔ L is unfavorable.
To confirm that our results are not influenced by the low counts of the two rare amino acids Met and Trp, or by Cys, we repeated the calculation of the clustering by the volume of the residues, but without Met and Trp, and, separately, without Cys. Similar trends are observed in these new clustered matrices.
Flexibility considerations. The large residues clustered above, consist of three flexible aliphatic amino acids, Ile, Leu and Met, and two large, rigid aromatic amino acids, Trp and Phe. While the flexibility of the long-tailed Met is significantly larger than that of the bulkier Ile, all aliphatics are more flexible than Trp and Phe. Thus, despite the relatively similar total volumes occupied by the large aliphatic and the aromatic residues, the former can fit themselves more easily into cavities in the core of the protein as compared with the latter.
To investigate trends in the large rigid (R) versus the large flexible (F) residues, we generated two clustered 4ϫ4 matrices of the small residues (S) with respect to the clustered large flexible aliphatic residues (Figure 6a) , and the small residues with respect to the large rigid aromatic residues (Figure 6b ). Alterations of (F,F) are less favorable than those of (R,R). Similarly, (F,S) ↔ (S,F) interchanges are unfavorable, whereas 1116 (R,S) ↔ (S,R) are neutral. For the large, rigid aromatic, an interchange of the type (R,S) ↔ (R,R) is more favorable than (R,S) ↔ (S,S), unlike the trend depicted by the large aliphatic. Consistently, the conservation of (R,R) neighboring residues is much more favorable than that shown by (F,F). These results are consistent with those obtained for all the aliphatic residues, as compared with all the aromatic residues (Figure 3) .
Nevertheless, it should be borne in mind that the pairs of aromatic residues which are spatial neighbors possess unique interactions between their side chains, owing to their electronic configurations. Conservation of these residue pairs reflects these stabilizing interactions (Serrano et al., 1991) . Furthermore, aromatic residues can form hydrogen bonds with neighboring ϾNH, making aromatic-polar pairs more favorable than aliphatic-polar pairs. These are discussed below. Hence it is difficult to ascribe the trends displayed by the aromatic groups in terms of the extent to which they are due to volume, rigidity and/or electronic configurations.
Aromatic and aromatic versus polar residues. Aromatic residues constitute a special class of amino acids. The π electron clouds of their benzene ring structures create a partial negative charge, while a partial positive charge is created at their edges, at their associated hydrogens. Interactions between aromatic residues have been shown to contribute substantially to protein stability (e.g. Burley and Petsko, 1985) . Consequently, aromatic side chains are involved in aromatic pairs. The most favorable interaction occurs when the rings are in a tilted configuration with respect to each other. The partial positive charge of the hydrogens of one ring interacts with the partial negative charge of the electron cloud on the face of the other. The preferred distance between the centroids of the neighboring rings has been shown to be 5.5 Å. However, their angular arrangement with respect to other groups in the protein cores is relatively random (Blundell et al., 1986) . Serrano et al. (1991) investigated aromatic-aromatic interactions, via introduction of double mutations. Specifically, they focused on interactions involving Tyr and Phe, mutating a pair of tyrosines, via a twocycle mechanism, to a pair of phenylalanines. In both cases, the edge of one ring interacts with the face of its spatial neighbor. Their results have shown that Tyr-Tyr and Phe-Phe interactions contribute equally to protein stabilization. Clusters of aromatic residues contributing favorably to protein binding sites have also been observed (e.g. Wright and Kellogg, 1996) . Levitt and Perutz (1988) carried out energy calculations on aromatic rings as hydrogen bond acceptors. Their calculations showed that there is a significant interaction between a hydrogen bond donor (such as ϾNH) and the center of a benzene ring. In their calculations, the aromatic hydrogen bond arises from the partial charges centered on the ring carbon and on hydrogen atoms, avoiding the need to invoke the delocalized electron cloud. These studies illustrate both the stabilizing effect exerted by aromatic neighbors, leading to pair conservation, and their general polar nature, with respect to their environment.
The pair interchanges assembled in our matrix allows the examination of their favorable/unfavorable interchanges in conserved 3D environments. We have already commented on the high conservation of aromatic neighbors, manifested clearly in Figures 3 and 6b . Their unique nature, large volume and rigidity and their particularly favorable interactions noted above rationalize their favorable conservation. However, in consideration of their partial negative and positive (edge) charges, we further addressed the question of their interchanges with polar, surface residues. We therefore compared the logodds values of the interchanges of polar residues into aromatic residues, as compared with their interchanges with the aliphatic residues. Inspection of previous results for single residue interchanges (Naor et al., 1996) already illustrates clear trends. There, interchanges of polar into aromatic residues, although unfavorable, are consistently more favorable than their respective interchanges into aliphatic residues.
We therefore repeated the analysis, exploring two alternative clustering schemes. In the first, we clustered the polar residues (group B, Asn, Gln, Ser, Thr, His, Pro and Gly), the more polar aromatic (group D, Trp and Tyr), the charged group (A, Asp, Glu, Lys and Arg) and the aliphatic group which are entirely devoid of polarity (group C, Ile, Leu and Val). In the second scheme, the Pro and Gly were not included in the polar residue cluster. The results we obtained are very similar. Figure  7 illustrates the trends. While interchanges of polar pairs into aromatic residue pairs are unfavorable, they are consistently more favorable than interchanges of the polar into aliphatic residues. Interestingly, interchanges of the charged into aromatic residues are also more favorable than into aliphatic residues. To complete the analysis, we recalculated the matrix, substituting the more polar Cys, Met and Ala for the Leu, Ile and Val. This group O (other aliphatic) replaces group C. As expected, different trends are observed for these latter aliphatics. These are enumerated in the caption of Figure 7 .
Inspection of the trends manifested by the aromatics further indicates that, consistently, interchanges of (polar,polar) ↔ (polar,aromatic) are more favorable than (polar,polar) ↔ (polar,aliphatic). These preferences reflect the potential hydrogen bonds which may form between the polar and the aromatic residues. Although the strength of such bonds has been calculated to be roughly half that of 'normal' hydrogen bonds (Levitt and Perutz, 1988) , they nevertheless contribute to protein structure stabilization.
Are interchanges of spatially adjacent residues coupled?
To investigate whether our data on coupled interchanges behave differently than to the data on single interchanges, we asked the following two questions: (i) is there an amino acid X for which the replacement pattern of X varies substantially, depending on its spatial neighbors in the protein; and (ii) is there a neighbouring pair of residues (X,Y) whose pattern of interchanges differs from those of X and Y independently. 
Is there a residue whose pattern of interchanges varies depending on its spatial neighbors?
For each amino acid X (X ϭ Ala, Arg, Asn, Asp, . . .) we define a set of 20 vectors
a vector of length 20 representing interchanges of X to any of the 20 amino acids, given that the interchange of X occurred when A i was a spatial neighbor of X. R → (X,A i ) ϭ (r 1 ,r 2 , . . . ,r 20 ) is computed as follows:
where r j is the count of pair interchanges of the type (X,A i ) ↔ (A j ,*), where X and A i are spatial neighbors, and X mutated to A j . A i is allowed to mutate to any residue. The vector R → (X,A i ) is compared with its corresponding vector R → N (X), derived from the matrix of single residue interchanges M N , of Naor et al. (1996) . R → N (X) is a vector of length 20, representing the interchanges of X to any amino acid. R
This involves construction of 400 such vectors of the type R → (X,A i ) (20 for each amino acid X ϭ Ala, Arg, Asn, Asp, . . .).
The vectors were transformed from counts to log-odds vectors, and then compared. Most of the amino acids showed high correlation coefficients (Ͼ0.5) between their vectors of the type R → (X,A i ) and R → N (X) for all of their A i (i ϭ 1, . . . 20) spatial neighbors. These are Arg, Asp, Gln, Gly, Ile, Leu, Lys, Phe, Pro, Val, Asn, Glu, Ser and Thr. Among all 400 comparisons, only 19 vectors showed a correlation coefficient Ͻ0.5. Most of these vectors contain the amino acids His, Met and Trp, which are rare. About 95% of the vectors showed correlation coefficients Ͼ0.5. In particular, none of the amino acids exhibited a significant deviation from the pattern of interchanges that was calculated irrespective of its spatial neighbors. Is there a spatially neighboring pair whose pattern of interchanges differs from the independent interchanges of its residues? An alternative analysis tests whether there are specific pairs of non-local neighbors (X,Y), which exhibit a pattern of interchanges which is significantly different from their expected, independent interchange behavior.
We computed the pair interchanges assuming dependence, and compared them with the behavior observed from the independent data, i.e. the derived single residue substitution matrix MЈ. The results were transformed into log-odds.
For the interchanges (X,Y) ↔ (U,V), Q M is the odds ratio computed from matrix M of pair interchanges and Q MЈ is the odds ratio computed from matrix MЈ, the matrix of single interchanges derived from M.
To simplify the resulting data, we present them as the logodds of the ratio Q M /Q MЈ : Figure 8 is a histogram of all 1,6·10 5 values of Q X,Y ↔ U,V . The mean of this histogram is Ϫ0.0264, the median is Ϫ0.0094 and the standard deviation is 0.2804. Most of the Q values are very close to zero, with few exceptions. This finding suggests that almost all of the interchanges are not coupled, as their Q M and Q MЈ values are almost identical. Furthermore, the correlation coefficient between the two matrices Q M and Q MЈ is 0.68, the mean of Q M is 1.0307 and that of Q MЈ is 1.0303 and the medians of the two matrices are 0.9968 and 1.0115, respectively. These very close values of mean and median between the two matrices also show them to be highly similar.
The neighboring pairs with the most unfavorable coupled interchange values contain rare amino acids, Trp, His and Met. The neighboring pairs with the highest favorable coupled interchanges values are (Cys,Cys) ↔ (Cys,Cys) and (Pro,Pro) ↔ (Pro,Pro). The conservation of the (Cys,Cys) pair is expected. The conservation of (Pro,Pro) is favorable owing to its role as an α-helix 'breaker'. This finding indicates an amplification of the effect observed in the matrix of single residue interchanges M N by Naor et al. (1996) . Among the favorable interchange values we find many neighboring pairs of the type (X,Y) ↔ (X,Y). These pairs have a high tendency for conservation. We further find some neighboring pairs with favorable interchange values, of the type (X,Y) ↔ (Y,X). Many of these neighboring pairs contain Trp. Table I enumerates the Table I . The most and least favorable pair interchanges observed in the 400ϫ400 matrix, with the 50 maximum and minimum values of Q, where most and least favorable pair conservation/alterations/other interchanges. Note, however, that coupled interchanges have no directionality, i.e. they are always in the form of '↔'. In particular, the majority of these involve the rare amino acids. Nevertheless, they may suggest which interchanges are favorable and which are unfavorable.
Charged amino acids
We considered pairs consisting of two charged amino acids (the two positively charged, Arg and Lys, and the two negatively charged, Asp and Glu). From the 400ϫ400 log-odds neighboring pair interchanges matrix, we extracted these 16ϫ16 log-odds neighboring pair interchanges. They are depicted in Figure 9 .
The log-odds matrix we extracted is fully positive. Hence all interchanges of pairs of charged amino acids are favorable.
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The charge of the amino acid, whether positive or negative, plays no role and does not affect its neighbor. This was also observed in the matrix of single residue interchanges [M N (Naor et al., 1996) ]. Such a behavior is logical, as the interchanged charged residues largely reside on the protein surface, in contact with the solvent. A thorough statistical analysis of salt bridges in some families of homologous proteins has also demonstrated a general absence of compensatory interchanges (Schueler and Margalit, 1995) .
Conservation of identical neighboring amino acids
The conservation of identical neighboring amino acids [i.e. (X,X) ] is demonstrated by the diagonal of the neighboring pair interchanges log-odds matrix M. The six neighboring pairs of identical amino acids with the highest conservation are (Cys,Cys), (Pro,Pro), (Asp,Asp), (Gly,Gly), (Lys,Lys) and (Glu,Glu). This conservation is also observed in the matrix of single residue interchanges (M N ). Consistently, in that matrix the six most highly conserved amino acids are Pro, Cys, Lys, Gly, Glu and Asp. We have already commented on the conservation of (Cys,Cys) and of (Pro,Pro). Gly tends to appear in turns, and owing to its small volume and backbone flexibility, cannot easily be replaced by a larger amino acid. The three amino acids Lys, Glu and Asp are charged amino acids, often sticking out into the solvent.
Discussion and Conclusions
Our study indicates that interchanges of spatially neighboring residues in conserved 3D environments are uncoupled. This conclusion is based on a statistical study of a large dataset of globally unrelated protein structures, where interchanges of all pairs of residues occupying similar spatial positions were derived. Specifically, replacements of spatially neighboring residue pairs separated along the sequence illustrate a pattern which is similar to that expected from single residue substitutions. This conclusion is strongly supported by the high correlation we obtained between the matrix of single residue substitutions derived from the neighboring pair interchanges and the single residue substitution matrix of Naor et al. (1996) .
The single residue substitution matrix reflects a clear separation between the polar and the hydrophobic categories. That matrix is also based on interchanges in conserved amino acid sequence order-independent environments. Since most interchanges were derived from motifs in the interior of the proteins and, to a lesser extent, from correspondence of their more variable surfaces, the type of charge displayed by the interchanging residues, whether like or opposite, plays no role in the observed trends. Hence a charged residue is favorably replaced by charged and a hydrophobic residue is most favorably replaced by hydrophobic, lending further credence to simplifying models, assigning the 20 residues to either a P, polar, or an H, hydrophobic, class. Within the H, hydrophobic, residues, a further separation into large and small is observed. The larger effect exerted by hydrophobic versus hydrophilic is easily understandable. Unlike the H/P interchange, the size (volume) difference to some extent can be handled via backbone and side-chain flexibility.
This uncoupled, independent behavior of adjacent amino acids bears directly on techniques for generating protein folds and the assessment of the configurations obtained. There are two main approaches for such tasks. The first enumerates a large number of conformations, a combinatorially extremely complex and time-consuming problem. Exhaustive enumeration enables utilizing pair-wise statistically based potential functions. On the other hand, a much faster gauge of protein folds involves a residue-based (rather than pairs) approach, permitting dynamic programming. Our results support a residue-based scheme in yielding results not very different from the time-consuming pair-wise assessments of the fold stability (Thomas and Dill, 1996) . The domination of the chemical properties on the one hand, and the independence of neighboring residue interchanges on the other, further indicate the potential superiority of the utilization of inter-atomic forces, as compared with residue-based approaches. However, an exact formulation of these is, certainly, extremely difficult. Clustering of the residue-pair interchanges serves to enhance the weaker, secondary trends. Inspection of these reveals that it is those same trends observed in the single residue interchanges, that are further strengthened. Hence, interchanges of spatially neighboring (Polar,Polar) ↔ (Polar,Polar) residue pairs are highly favorable. As previously for the single residue interchanges, the types of charges (whether like or opposite) do not play a role, indicating that the majority of these interchanges are derived from surface matchings. In a similar vein, interchanges of spatially neighboring hydrophobic residue pairs are highly favorable, whereas substitutions of hydrophobic pairs for charged (or, polar) ones [i.e. (Polar,Polar) ↔ (Hydrophobic,Hydrophobic)], in spatially conserved 3D environments, are distinctly highly unfavorable. Viewed in this light, the finding that interchanges of the type (Hydrophobic,Polar) ↔ (Polar,Hydrophobic) are equally unfavorable is also inherently logical. Such an interchange is not symmetric in the classical sense, as the environment, and contacts, of the residues do not change. Thus, such an interchange forces a charged residue to occupy the same spatial position, and hence contacts, previously held by a hydrophobic residue, are certainly an unfavorable occurrence. On the other hand, conservation of (Polar,Hydrophobic) ↔ (Polar,Hydrophobic) spatial neighbors (or vice versa) is very favorable. Hence these findings reinforce the critical importance of the hydrophilicity/ hydrophobicity nature of the residue, and its preferred surface/ interior location, two issues which are well known not to be independent of each other.
The question of the role, if any, of volume conservation has been repeatedly addressed over the last few years [recently reviewed by Baldwin et al. (1996) ]. A large number of studies have investigated the effect that interchanges conserving or altering the volume would exert. In particular, Baldwin et al. (1996) carried out a complete single and double substitutions analysis, examining both the thermodynamics and crystal structures of the variants in the T4 lysozyme. Specifically, they focused on the pair (Leu121,Ala129), replacing Leu121 by Ala, and separately Ala129 by either Met or Leu. Furthermore, they also studied the pair interchanges (Leu121,Ala129) → (Ala121,Leu129) and (Leu121,Ala129) → (Ala121,Met129) to examine volume compensation. The Geometric Hashing strictly 3D structural comparison tool permits the examination of this question in a large number of conserved 3D environments. However, owing to the nature of our statistical approach, there is no directionality to the interchanges in our results. We cannot distinguish between a Large → Small and a Small → Large interchange. Our results are always in the form of Large ↔ Small. Bearing this in mind, we cannot compare directly our results with those of Baldwin et al. Our clustered by volume pair interchanges show that (Large,Small) ↔ (Small,Small) are more favorable than (Large, Small) ↔ (Large,Large) (see Figure 5) . Here, Small includes Cys, Gly and Ala, whereas Large includes Leu, Ile, Met, Phe and Trp. We further find that a compensatory interchange of (Large,Small) ↔ (Small,Large) is slightly less favorable than a single substitution of (Large,Small) ↔ (Large,Large). We interpret our unfavorable compensatory (Large,Small) ↔ (Small,Large) pair interchange in terms of satisfied/unsatisfied contacts. In spatially conserved environments, despite the overall conservation of volume in compensatory interchanges, replacement of a large residue by a small one implies that some contacts satisfied by the larger residue will be unsatisfied when a smaller residue is introduced in its place.
In our results, all large hydrophobic residues have been clustered, aliphatic and aromatic, where the aliphatic include the flexible Met, having a long tail, and the less flexible Ile and Leu. Hence the much higher conservation that we observe for the small (Cys, Gly and Ala) as compared with the large residues, to some extent may reflect the inflexibility of the aromatic residues. Furthermore, Cys-Cys is clearly a particular case of pair conservation. We therefore proceeded first to explore the trends of Small ↔ Large without Cys. Our results show that the trends obtained are virtually identical (see the caption to Figure 5) . Thus, the difference we observe between our clustered results is not the outcome of the Cys-Cys pair domination. Indeed, as our proteins are globally dissimilar, it is inherently logical.
We next proceeded to separate the large hydrophobic residues into two classes: the rigid aromatic (Phe,Trp) and the more flexible aliphatic (Ile,Leu,Met). As expected, different patterns are observed between the large, rigid aromatic as compared with the large flexible aliphatic residues. Figure 6a and b illustrate our results. While the trends followed by the more flexible aliphatic residues are similar to those of all Large versus all Small (although with some modulated differences in their extent), the aromatic residues demonstrate different trends. For the large aromatics, (Small,Large) ↔ (Large,Large) is significantly more favorable than (Small,Large) ↔ (Small,Small). A compensatory interchange (Small,Large) ↔ (Large,Small), while not favorable, is not unfavorable. Further, most interesting in that regard, is the large difference in the conservation of (Large,Large) ↔ (Large,Large) with respect to (Small,Small) ↔ (Small,Small). Conservation of aromatic residues and their concomitant unfavorable interchange point to the favorable contacts which are maintained by these residues, and which would be lost upon their substitutions by smaller residues. Furthermore, the electronic configuration of the aromatic rings is responsible for some particularly stabilizing interactions both between them and with their (polar) environments (Levitt and Perutz, 1988; Serrano et al., 1991) . The importance of the flexibility is also observed in Figure 3 when examining the interchanges of the (Aliphatic,Aliphatic) and of the (Aromatic,Aromatic) neighboring pairs. Interchanges of the more flexible aliphatic pairs are much more unfavorable. Taken together, these trends serve to illustrate the importance of volume, flexibility and the favorable interactions of the aromatic residue pairs, as well as the hydrogen bonds formed between the aromatics and neighboring ϾNH groups.
The Small versus Large substitution trends of the aliphatic 1121 residues presented here are consistent with the effect of a substitution of Ala by Val, accompanied by destabilization, which was observed by Daopin et al. (1991) . In that case, an accompanying reduction in the sizes of adjacent residues did not restore the lost stability. The destabilizing behavior of this substitution was attributed to unfavorable steric interactions with backbone atoms. The statistical analysis of Chothia (1980, 1982) , carried out on homologous globin structures, illustrated that compensatory substitutions in a family of proteins are rare. Behe et al. (1991) have shown that high packing densities, which are characteristic of globular proteins, are generally easily attained between clusters of hydrophobic residues. Gerstein et al. (1994) also analyzed families of related protein structures. Their studies showed that individual sites in protein cores can vary substantially in their volume, extending an earlier study of Ptitsyn and Volkenstein (1986) , with similar conclusions. Gerstein et al. (1994) further demonstrated that it is unnecessary for substitutions to be locally compensating while still reflecting small variations in core volumes.
Exploring the effect of interchanges necessitates consideration of three issues: hydrophobicity, volume and flexibility. The importance of hydrophobic interactions has been clearly shown by Lim and Sauer (1991) in their substitution analyses of the core of the λ repressor. Kellis et al. (1988) , Matsumura et al. (1988) , Shortle et al. (1990) and Eriksson et al. (1992 Eriksson et al. ( , 1993 have shown that changes in the hydrophobicity of buried side chains destabilize proteins. Lim and Sauer (1991) further suggested that there are two levels of structural information, the basic level, which is the hydrophobic character of the residues and the more detailed level, i.e. the packing and the steric interactions. Baldwin et al. (1996) also discussed the importance of volume and of 'strain'. Volume is directly related to the presence and extent of cavities, known to exist in protein structures, and hence to imperfect packing. Strain is related to flexibility. Clearly, the extent of favorability of particular substitutions is likely to vary, depending on the specific neighborhood in the protein.
To conclude, our analysis is general. It is afforded by the powerful structural comparison tool available to us. However, our results are entirely consistent with those obtained for related proteins. Adjacent residue pairs interchange displaying no compensatory trends. Interchanges of neighboring residues in conserved spatial environments are uncoupled. It is only via the clustering of similar residues that the weaker hydrophobicpolar, volume and flexibility patterns are observed. Our matches mostly consist of interior, core sub-structural motifs (Naor et al., 1996) . The independence of interchanges at neighboring positions lends further support to the proteins being imperfectly packed. Perfect packing is likely to have been reflected in correlated interchanges of adjacent spatial residues. organizations imply endorsement by the US Government. 
