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WEAK TYPE (2, H) AND WEAK COTYPE (2, H) OF OPERATOR
SPACES
HUN HEE LEE
Abstract. Recently an operator space version of type and cotype, namely
type (p,H) and cotype (q,H) of operator spaces for 1 ≤ p ≤ 2 ≤ q ≤ ∞ and
a subquadratic and homogeneous Hilbetian operator space H were introduced
and investigated by the author. In this paper we define weak type (2, H) (resp.
weak cotype (2, H)) of operator spaces, which lies strictly between type (2, H)
(resp. cotype (2, H)) and type (p,H) for all 1 ≤ p < 2 (resp. cotype (q,H) for
all 2 < q ≤ ∞). This is an analogue of weak type 2 and weak cotype 2 in the
Banach space case, so we develop analogous equivalent formulations. We also
consider weak-H space, spaces with weak type (2, H) and weak cotype (2, H∗)
simultaneously and establish corresponding equivalent formulations.
1. Introduction
Hilbert spaces are usually regarded as best among Banach spaces in many as-
pects. One of them is the characterization of Hilbert spaces by type and cotype
notions. Recall that a Banach space X is called (gaussian) type p (1 ≤ p ≤ 2) if
there is a constant C > 0 such that
πq,2(v
∗) ≤ C · ℓ∗(v)
for 1
p
+ 1
q
= 1 and any v : X → ℓn2 , n ∈ N and (gaussian) cotype q if there is a
constant C′ > 0 such that
πq,2(u) ≤ C′ · ℓ(u)
for any u : ℓn2 → X and n ∈ N. Here, πq,2(·) is the (q, 2)-summing norm defined by
πq,2(T : X → Y ) = sup
{ (∑k ‖TSek‖q) 1q
‖S : ℓ2 → X‖
}
,
and ℓ∗(·) is the trace dual of ℓ-norm ℓ(·) defined by
ℓ(u) :=
[ ∫
Ω
∥∥∥∥∥
n∑
k=1
gk(ω)uek
∥∥∥∥∥
2
X
dP (ω)
] 1
2
for a family of i.i.d. standard gaussian variables {gk} on a probability space (Ω, P ).
It is well known that a Banach space is isomorphic to a Hilbert space if and only if it
has type 2 and cotype 2 simultaneously. Since type p implies type r for 1 ≤ r < p ≤ 2
and cotype q implies cotype s for 2 ≤ q < s ≤ ∞ we can say that type and cotype
are measurements for being close to Hilbert spaces.
In the operator space category homogeneous Hilbertian operator spaces play a
similar role of Hilbert spaces in the Banach space category (See [19] and [21]). A
Hilbertian operator space H (i.e. H is isometric to a Hilbert space) is called homo-
geneous if for every u : H → H we have ‖u‖cb = ‖u‖. Note that we usually assume
that H is infinite dimensional and separable. Thus, it is natural to expect type
and cotype notions which could be appropriate measurements for being close to H .
In [9] the author have considered type (p,H) and cotype (q,H) of operator spaces
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with additional assumption for H to be subquadratic, which are generalizations of
OH-type 2 and OH-cotype 2 of Pisier in [17] (Precise definitions will be given in
section 2, and see [5, 6, 9] for other type and cotype notions of operator spaces).
We say that H is subquadratic if for all orthogonal projections {Pi}ni=1 in H with
IH = P1 + · · ·+ Pn we have
‖x‖2B(ℓ2)⊗minH ≤
n∑
i=1
∥∥IB(ℓ2) ⊗ Pi(x)∥∥2B(ℓ2)⊗minH
for any x ∈ B(ℓ2) ⊗ H (See p.82 of [20]). Note that Rp = [R,C] 1
p
(1 ≤ p ≤
∞) (complex interpolation of the row and column Hilbert spaces) and min ℓ2 (the
minimal quantization (chapter 3 of [21]) of ℓ2) are subquadratic, but max ℓ2 (the
maximal quantization of ℓ2) is not subquadratic (not even completely isomorphic
to such a space).
As in the Banach space case we could say that type (p,H) and cotype (q,H)
are measurements for being close to H and H∗, respectively. For example H and
H∗ have type (2, H) and cotype (2, H), respectively, and if we assume that H∗ is
also subquadratic, then an operator space has type (2, H) and cotype (2, H∗) if and
only if it is completely isomorphic to H . See [9] for the details.
In the Banach space case, there is an old question whether type p for all 1 ≤ p < 2
(resp. cotype q for all 2 < q ≤ ∞) implies type 2 (resp. cotype 2). It is well known
that this is not true. We have an intermediate notion called weak type 2 (resp.
weak cotype 2), which lies strictly between type 2 (resp. cotype 2) and type p
for all 1 ≤ p < 2 (resp. cotype q for all 2 < q ≤ ∞). We also have examples
of Banach spaces with weak type 2 and weak cotype 2 simultaneously (i.e. weak
Hilbert spaces) which is not isomorphic to any Hilbert spaces.
In [11] and [14] it is shown that weak type 2 is equivalent to the extendability
of bounded linear maps from a subspace of the original space into Hilbert spaces
by applying a suitable projection with large rank and weak cotype 2 is equivalent
to the existence of Euclidean subspaces of proportional dimension in every finite
dimensional subspace. Precisely speaking, a Banach space X is weak type 2 if and
only if there are constants 0 < δ < 1 and C > 0 satisfying the following : for any
S ⊆ E and any u : S → ℓn2 there is a projection P : ℓn2 → ℓn2 and a map v : X → ℓn2
such that
rkP > δn, v|S = Pu and ‖v‖ ≤ C ‖u‖
and weak cotype 2 if and only if there are constants 0 < δ < 1 and C > 0 such that
we can find F1 ⊆ F satisfying
dF1 = d(F, ℓ
dimF
2 ) ≤ C and dimF1 ≥ δdimF
for any finite dimensional F ⊆ X , where d(·, ·) is the Banach-Mazur distance defined
by
d(F,E) = inf{‖u‖∥∥u−1∥∥ |u : E → F, isomorphism}.
Furthermore, there are many interesting equivalent formulations of weak Hilbert
spaces ([15]).
Coming back to operator space setting it is also natural to consider operator
space analogues of the above weak notions. This is the theme of this paper, which
is organized as follows. In section 2 we will define weak type (2, H) and weak cotype
(2, H). From the definition weak type (2, H) (resp. weak cotype (2, H)) clearly lies
between cotype (2, H) (resp. cotype (2, H)) and type (p,H) for all 1 ≤ p < 2.
(resp. cotype (q,H) for all 2 < q ≤ ∞). In section 3 we prove that weak cotype
(2, H) is equivalent to the existence of a subspace completely semi-isomorphic to
H of proportional dimension in every finite dimensional subspace. We say that
an operator space E is completely semi-isomorphic to H if there is an completely
bounded isomorphism u : H(I) → E with bounded inverse for some index set I.
2
Note that H(I) is well-defined for any index set I ([18]). We will simply write Hn
when I = {1, · · · , n}. More precisely, we will show the following theorem.
Theorem. E has weak cotype (2, H) if and only if there are constants 0 < δ < 1
and C > 0 such that we can find F1 ⊆ F satisfying
dH
∗
F1,s
:= inf{‖w‖cb
∥∥w−1∥∥ |w : H∗
dimF1
→ F1, isomorphism} ≤ C
and
dimF1 ≥ δdimF
for any finite dimensional subspace F ⊆ E.
In section 4 we consider the case of weak type (2, H). We prove that weak
type (2, H) is equivalent to the completely bounded (shortly, cb-) extendability of
bounded linear maps from a subspace of the second dual space into H by applying
a suitable projection with large rank. More precisely, we will show the following
theorem.
Theorem. E has weak type (2, H) if and only if there are constants 0 < δ < 1
and C > 0 satisfying for any S ⊆ E∗∗ and any u : S → Hn there is a projection
P : Hn → Hn of rank > δn and v : E∗∗ → Hn such that
v|S = Pu and ‖v‖cb ≤ C ‖u‖ .
In section 5 we consider weak-H spaces, spaces with weak type (2, H) and weak
cotype (2, H∗) simultaneously and establish 9 equivalent formulations including the
following. Note that we need to assume that H∗ is also subquadratic.
Theorem. E is a weak-H space if and only if for any 0 < δ < 1 there is a constant
C > 0 with the following property : for any finite dimensional F ⊆ E we can find
F1 ⊆ F and an onto projection P : E → F1 satisfying
dHF1,cb := dcb(F1, HdimF1) ≤ C, dimF1 ≥ δdimF and ‖P‖cb ≤ C.
Throughout this paper, we assume that the reader is familiar with basic concepts
in Banach spaces ([3, 16, 22]) and operator spaces ([4, 21]). In this paper E and H
will be reserved for an operator space and a fixed, infinite dimensional, separable,
subquadratic and homogeneous Hilbertian operator space. As usual, B(E) and
CB(E) denote the set of all bounded linear maps and all cb-maps on an operator
space E, respectively.
2. Weak type (2, H) and weak cotype (2, H)
We start this section by reviewing the definition of type (p,H) and cotype (q,H).
We say that an operator space E has type (2, H) if there is a constant C > 0 such
that
π∗2,H(v
∗) ≤ C · ℓ∗(v)
for all n ∈ N and v : E → ℓn2 and cotype (2, H) if there is a constant C′ > 0 such
that
π∗2,H(u) ≤ C′ · ℓ(u)
for all n ∈ N and v : ℓn2 → E, where π∗2,H(·) is trace dual of (2, H)-summing norm
π2,H(·) defined by
π2,H(T : E → F ) = sup
{ (∑k ‖TSek‖2) 12
‖S : H∗ → E‖cb
}
.
Note that we have ([9])
π∗2,H(u) = inf ‖A‖HS ‖B‖cb ,
where the infimum runs over all possible factorization u : ℓn2
A−→ H∗ B−→ E.
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For 1 ≤ p < 2 we use approximation number approach to define type (p,H) and
cotype (q,H). We define the k-th cb-approximation number of T : E → F by
aok(T ) := inf{‖T − S‖cb : S ∈ CB(E,F ), rk(S) < k}.
(See [12] for operator space versions of Gelfand and Kolmogorov numbers.) We say
that an operator space E has type (p,H) if there is a constant C > 0 such that(∑
k
aok(v)
q
) 1
q ≤ C · ℓ∗(v)
for 1
p
+ 1
q
= 1 and v : E → Hn, n ∈ N, and cotype (q,H) if there is a constant
C′ > 0 such that (∑
k
aok(u)
q
) 1
q ≤ C′ · ℓ(u)
for all n ∈ N and u : H∗n → E, where Hn is the n-dimensional subspace of H .
We denote the infimums of such C and C′ by Tp,H(E) and Cq,H(E), respectively.
The above definition is inspired by the classical equivalence between (
∑
k ak(u)
q)
1
q
and πq,2(u) for any u : ℓ
n
2 → X , (Corollary 19.7 of [22]) where ak(·) is the k-th
approximation number defined by
ak(u) = inf{‖u− v‖ : v ∈ B(ℓ2, X), rk(v) < k}.
Indeed, there is a constant C > 0 such that(∑
k
ak(u)
q
) 1
q ≤ πq,2(u) ≤ Cq
q − 2
(∑
k
ak(u)
q
) 1
q
for any u : ℓn2 → X .
Now we define weak type (2, H) and weak cotype (2, H).
Definition 2.1. (1) E is called weak type (2, H) if there is a constant C > 0
such that
sup
k≥1
√
kaok(v) ≤ C · ℓ∗(v)
for all n ∈ N and v : E → Hn.
(2) E is called weak cotype (2, H) if there is a constant C > 0 such that
sup
k≥1
√
kaok(u) ≤ C′ · ℓ(u)
for all n ∈ N and u : H∗n → E.
The infimum of such C and C′ will be denoted by wTH2 (E) and wC
H
2 (E), respec-
tively.
Remark 2.2. (1) If we replace all cb-norms in the definition of weak type
(2, H), weak cotype (2, H) into the usual operator norms, then we recover
the definition of weak type 2 and weak cotype 2 of Banach spaces, which
means that operator spaces with weak type (2, H) and weak cotype (2, H)
also have weak type 2 and weak cotype 2 as Banach spaces, respectively.
(2) From the definition it is clear that weak type (2, H) (resp. weak cotype
(2, H)) lies between type (2, H) (resp. cotype (2, H)) and type (p,H) for
all 1 ≤ p < 2 (resp. cotype (q,H) for all 2 < q ≤ ∞).
Moreover, the above gap is strict. Let X be the 2-convexified Tsirelson
spaces by W. B. Johnson (and T. Figiel) (See chapter 13 of [16] and [1]). It
is well-known that X is weak cotype 2 and type 2, but not cotype 2. Now
we consider minX , and note that
aok(u) = ak(u) for any u : H
∗
n → minX.
Thus, minX is weak cotype (2, H), but it is not cotype (2, H) by Remark
3.5. of [9]. On the other hand, maxX∗ = (minX)∗ has weak type (2, H) by
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Proposition 2.3 and the fact that X is K-convex. However, maxX∗ cannot
have type (2, H) since X does not have cotype 2 as a Banach space. See
[10] for more examples by Tsirelson type constructions.
We have the following duality between weak type (2, H) and weak cotype (2, H)
as in the Banach space case.
Proposition 2.3. (1) E has weak type (2, H) if and only if E∗ is K-convex as
a Banach space and weak cotype (2, H). Moreover,
wCH2 (E
∗) ≤ wTH2 (E) ≤ wCH2 (E∗)K(E).
(2) E∗ has weak cotype (2, H) if and only if E is K-convex as a Banach space
and weak cotype (2, H).
Proof. By Lemma 3.10 and succeeding remark of [16] we have
sup
k≥1
√
kaok(v
∗) ≤ wCH2 (E∗)ℓ(v∗) ≤ wCH2 (E∗)K(E)ℓ∗(v)
for any v : E → Hn, where K(E) is the K-convexity constant of E (see chapter 2
of [16]). Thus, we have that wTH2 (E) ≤ wCH2 (E∗)K(E), and wCH2 (E∗) ≤ wT o2 (E)
comes from the trivial fact ℓ∗(v) ≤ ℓ(v∗). This completes the proof of (1), and the
proof for (2) is the same. 
Remark 2.4. When H = OH , the operator Hilbert space by Pisier, we have
another version of type and cotype of operator spaces, namely Sp-type and Sq-cotype
defined as follows ([9]). An operator space E is said to have Sp-type (1 ≤ p ≤ 2) if
there is a constant C > 0 such that
πoq,2(v
∗) ≤ C · ℓ∗(v)
for 1
p
+ 1
q
= 1 and any v : E → OHn, n ∈ N, where πoq,2(·) is the completely
(q, 2)-summing norm defined by
πoq,2(T : E → F ) = sup
{ ‖(TSeij)‖Sq(F )
‖S : S2 → E‖cb
}
and Sq(F ) is the vector valued Schatten class introduced in [20].
E is said to have Sq-cotype if there is a constant C
′ > 0 such that
πoq,2(u) ≤ C′ · ℓ(u)
for every n ∈ N and u : OHn → E. Note that S2-type (resp. S2-cotype) coincide
with type (2, OH) (resp. cotype (2, OH)) and Sp-type (resp. Sq-cotype) implies
type (p,OH) (resp. cotype(q, OH)).
In this particular case we have a stronger result, namely weak type (2, OH)
and weak cotype (2, OH)) imply Sp-type for all 1 ≤ p < 2 and Sq-cotype for all
2 < q ≤ ∞, respectively.
Indeed, it is enough to show that there is a constant Cq > 0 such that
πoq,2(u) ≤ Cq sup
k≥1
√
kaok(u)
for all n ∈ N and u : H∗n → E. Now we assume that supk≥1
√
kaok(u) = 1 and
choose vk : H
∗
n → E with rank < 2k and ‖u− vk‖cb ≤ ao2k(u). Let d0 = vo := 0 and
dk := vk − vk−1, so that rk(dk) < 2k + 2k−1 and
‖dk‖cb ≤ ‖vk − u‖cb + ‖u− vk−1‖cb ≤ 2−
k
2 + 2−
k−1
2 .
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Note that vk = u if 2
k ≥ n since rku ≤ n. Thus, u = ∑0≤k<1+log2 n dk and by
Lemma 2.5, which will be proved in the following, we have
πoq,2(u) ≤
∑
0≤k<1+log2 n
πoq,2(dk) ≤
∑
0≤k<1+log2 n
‖dk‖cb rk(dk)
1
4
+ 1
2q
≤ 4
∑
k
2
1
2
( 1
q
− 1
2
)k := Cq <∞.
Lemma 2.5. For 2 ≤ q ≤ ∞ and n ∈ N we have
πoq,2(IOHn) ≤ n
1
4
+ 1
2q .
Furthermore, we have
πoq,2(u) ≤ ‖u‖cb rk(u)
1
4
+ 1
2q
for all u : OHn → E.
Proof. For the first statement we observe the following.
πoq,2(IOHn) = ‖I2,q ⊗ IOHn : S2 ⊗min OHn → Sq(OHn)‖cb ,
where I2,q : S2 → Sq is the formal identity and ⊗min is the minimal tensor product of
operator spaces. Here, we consider the natural operator space structure on Schatten
classes from [20]. Then, we have
(2.1) πo2,2(IOHn) = π2(Iℓn2 ) =
√
n
and
πo∞,2(IOHn) ≤ n
1
4 .(2.2)
Indeed, by Proposition 7.2 of [21] we have for any
∑n
i=1 xi ⊗ ei ∈ S2 ⊗OHn that∥∥∥∥∥
n∑
i=1
xi ⊗ ei
∥∥∥∥∥
2
S∞⊗minOHn
=
∥∥∥∥∥
n∑
i=1
xi ⊗ xi
∥∥∥∥∥
S∞⊗minS∞
=
∥∥∥∥∥
n∑
i=1
xi ⊗ xi
∥∥∥∥∥
B(ℓ2⊗2ℓ2)
≤
∥∥∥∥∥
n∑
i=1
xi ⊗ xi
∥∥∥∥∥
S2(ℓ2⊗2ℓ2)
=
∥∥∥∥∥
n∑
i=1
xi ⊗ xi
∥∥∥∥∥
(S2(ℓ2⊗2ℓ2))r
,
where E implies the conjugate operator space of E, and Sp(H) and Hr imply the
Schatten class and the row Hilbert space on a Hilbert space H, respectively. Since
we have
(S2(ℓ2 ⊗2 ℓ2))r = (S2(ℓ2)⊗2 S2(ℓ2))r = (S2 ⊗2 S2)r
= (S2)
r ⊗min (S2)r = (S2)r ⊗min (S2)r,
we get ∥∥∥∥∥
n∑
i=1
xi ⊗ ei
∥∥∥∥∥
S∞⊗minOHn
≤ ‖OHn → (S2)r, ei 7→ xi‖cb
≤ ‖OHn → S2, ei 7→ xi‖cb ‖J |E‖cb
=
∥∥∥∥∥
n∑
i=1
xi ⊗ ei
∥∥∥∥∥
S2⊗minOHn
· ‖J |E‖cb ,
where J : S2 → (S2)r is the formal identity and E = span{xi} ⊆ S2. If we let
F = ran(J |E) ⊆ (S2)r, by homogeneity of S2 and (S2)r we have E ∼= OHn and
F ∼= Rn completely isometrically. Consequently, we have
‖J |E‖cb = ‖Jn : OHn → Rn, ei 7→ ei‖cb = n
1
4 ,
which implies (2.2).
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By combining (2.1) and (2.2) by complex interpolation we get
πoq,2(IOHn) ≤ n
1
4
+ 1
2q .
Now we consider u : OHn → E and let P be the orthogonal projection on OHn
onto (keru)⊥, then we have
πoq,2(u) ≤ sup
{ ‖(uPSeij)‖Sq(E)
‖PS : S2 → (keru)⊥‖cb
}
= πoq,2(u|(keru)⊥I(keru)⊥) ≤ ‖u‖cb rk(u)
1
4
+ 1
2q
by the first result. 
3. Equivalent formulations of weak cotype (2, H)
In this section we will establish equivalent formulations of weak cotype (2, H).
We will see that weak cotype (2, H) is equivalent to the existence of a subspace
completely semi-isomorphic to H of proportional dimension in every finite dimen-
sional subspace. An operator space E is said to be completely semi-isomorphic to
an operator space F if there is a completely bounded map w : E → F with bounded
inverse and we denote
ds(E,F ) = inf{‖w‖cb
∥∥w−1∥∥},
where the infimum runs over all such w (See [13] for the definition and other related
topics). For n ∈ N and a n-dimensional operator space E we consider
dH
∗
E,s := ds(H
∗
n, E),
and we will see that dH
∗
E,s is the right substitution for dE in this section instead of
dcb(H
∗
n, E) = inf{‖w‖cb
∥∥w−1∥∥
cb
|w : H∗n → E}.
First, we start with an operator space version of Lemma 10.3 of [16] (or Lemma
2.2 of [15]). The proof is almost the same with suitable modifications.
Lemma 3.1. Let 0 < α < 1, β > 0 and λ > 0 be fixed constants and let
ϕ(u) = π2,H(u
∗) or ℓ(u).
Assume that for any n ∈ N and u : H∗n → E we have
(3.1) ao[αn](u) ≤ λ[αn]−βϕ(u)
whenever [αn] ≥ 1.
Then there is a constant C > 0 independent of the choice of u and λ such that
we have
(3.2) sup
k≥1
kβaok(u) ≤ λC · ϕ(u)
for any u : H∗n → E.
Proof. By homogeneity we may assume that λ = 1. Let Cn be the best C for which
(3.2) holds for all u : H∗n → E, and we will show that Cn is uniformly bounded for
all n ∈ N.
Now we fix u : H∗n → E with ϕ(u) ≤ 1, and let N = [ kα ] for fixed k ≥ 1. Then
there is a subspace S ⊆ H∗n such that
(3.3) ‖u|S‖cb = aoN+1(u) ≤ Cn(N + 1)−β
and
(3.4) ao[αN ](u|S⊥) ≤ [αN ]−β .
Indeed, when N < n, there is v : H∗n → ranu ⊆ E with
rkv = N and ‖u− v‖cb = aoN+1(u)
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by a usual compactness argument. Then S = kerv is our desired subspace since
aoN+1(u) ≤ ‖u− u|S⊥‖cb = ‖u|S‖cb = ‖(u− v)|S‖cb ≤ ‖u− v‖cb = aoN+1(u)
and by (3.1) we have ao[αN ](u|S⊥) ≤ [αN ]−β .
When N ≥ n, S = {0} is our desired subspace since ‖u|S‖cb = aoN+1(u) = 0 and
by (3.1) we have
ao[αN ](u|S⊥) = ao[αN ](u) = ao[αN ](uPi) ≤ ao[αN ](uP ) ≤ [αN ]−βϕ(uP ) ≤ [αN ]−β,
where i : H∗n →֒ H∗N and P is the orthogonal projection from H∗N onto H∗n.
Thus, by combining (3.3) and (3.4) we have
ao[αN ](u) ≤ inf{‖u− v‖cb : rk(v) < [αN ]}
≤ inf{‖(u − v)|S‖cb + ‖(u− v)|S⊥‖cb : rk(v) < [αN ]}
≤ ‖u|S‖cb + inf{‖u|S⊥ − v|S⊥‖cb : rk(v) < [αN ], v|S ≡ 0}
≤ Cn(N + 1)−β + [αN ]−β
whenever [αN ] ≥ 1, which is guaranteed if k ≥ 2.
Since k ≥ [αN ], we have
aok(u) ≤ ao[αN ](u),
and N + 1 ≥ k
α
implies [αN ] ≥ k − α− 1, so that
kβaok(u) ≤ Cnαβ + (k(k − α− 1)−1)β ≤ Cnαβ + 3β
for k ≥ 2.
Since the case k = 1 is trivial by taking n0 ∈ N such that [αn0] = 1 in (3.1), we
get supk≥1 k
βao(u) ≤ Cnαβ + 3β and consequently
Cn ≤ Cnαβ + 3β,
which lead us to the desired conclusion.

The following is a partial relationship between π∗2,H -norm and ℓ-norm.
Lemma 3.2. Let n ∈ N and u : H∗n → E. Then we have
π∗2,H(u) ≤ dH
∗
E,sℓ(u).
Proof. Let dimE = m ∈ N and T : E → H∗m be an arbitrary isomorphism. Then
we have
π∗2,H(u) ≤
∥∥T−1∥∥
cb
π∗2,H(Tu) =
∥∥T−1∥∥
cb
ℓ(Tu)
≤
∥∥T−1∥∥
cb
‖T ‖ ℓ(u).
Since we take T arbitrarily we get the desired result. 
Now we are ready to prove our main result in this section. We mainly follow the
proof of Theorem 10.2 of [16] with a slight modification.
Theorem 3.3. The followings are equivalent.
(1) E has weak cotype (2, H).
(2) There are constants 0 < δ < 1 and C > 0 such that we can find F1 ⊆ F
satisfying
dH
∗
F1,s
≤ C and dimF1 ≥ δdimF
for any finite dimensional subspace F ⊆ E.
(3) For all 0 < δ < 1, there is a constant C > 0 satisfying the same statement
as in (2).
Proof. (3) ⇒ (2) : Trivial.
(2) ⇒ (1) : Let u : H∗n → E and α = 1− δ2 . Now we claim that
(3.5) ao[αn](u) ≤ C′ℓ(u)[αn]−
1
2
for some C′ > 0 whenever [αn] ≥ 1. Note that we may assume that u is invertible
by a typical perturbation argument. Let F = ranu. Then there is F1 ⊆ F with
dimF1 ≥ δn and dH
∗
F1,s
≤ C.
If we set S1 = u
−1(F1), then u|S1 : S1 → F1 satisfies the following by Lemma 3.2.(∑
k≥1
aok(u|S1)2
) 1
2 ≤ C · ℓ(u|S1) ≤ C · ℓ(u),
which implies
aok(u|S1) ≤ C · ℓ(u)k−
1
2
for all k ≥ 1. If we let N = n− dimS1, then the above is equivalent to
aoN+k(u) ≤ C · ℓ(u)k−
1
2
for all k ≥ 1. Choosing k = [ δn2 ] we find N + k ≤ [αn]. Thus for δn2 > 1 we have
ao[αn](u) ≤ C · ℓ(u)
[δn
2
]− 1
2 ≤ C · ℓ(u)
(δn
2
− 1
)− 1
2
.
Since n ≥ 1
α
= 22−δ , we have
δ2
2− δ ≤
δ(1− α)n
4
,
which implies
δn
2
− 1 ≥ δ
3
2− δαn ≥
δ3
2− δ [αn].
When δn2 ≤ 1, we have n ≤ 2δ , so that
ao[αn](u) ≤ ‖u‖cb ≤ dcb(H∗n,max ℓn2 ) ‖u‖ ≤ nℓ(u) ≤
2
δ
ℓ(u).
Combining these we get (3.5) for C′ = max{C
√
2−δ
δ3
, 2
δ
}.
Now by (3.5) and Lemma 3.1 we get
sup
k≥1
√
kaok(u) ≤ C′ℓ(u)
for any n ∈ N and u : H∗n → E, which implies E has weak cotype (2, H).
(1) ⇒ (3) :
Consider F ⊆ E with dimF = n. Then by Theorem 3.11 of [16] there is an
isomorphism u : H∗n → F with
ℓ(u) =
√
n and ℓ((u−1)∗) ≤ K(1 + log dF )
√
n
for some K > 0.
Fix 1 ≤ k ≤ n. Then by Theorem 5.8 of [16] there is F1 ⊆ F with codimF1 = k−1
such that ∥∥u−1|F1∥∥ ≤ K(1 + log dF )
√
n
k
.
Consider S1 = u
−1(F1) and u|S1 : S1 → F . Then there is S2 ⊆ S1 with
dimS1/S2 = k − 1
9
such that
‖u|S2‖cb ≤ 2aok(u|S1) ≤ 2wCH2 (E)ℓ(u|S1)k−
1
2
≤ 2wCH2 (E)ℓ(u)k−
1
2 = 2wCH2 (E)
√
n
k
.
Now we set F2 = u(S2) ⊆ F1. Then we have
dimF2 = dimF1 − dim(keru|S2) = n− k + 1− k + 1 = n− 2k + 2.
Thus, we have
dH
∗
F2,s
≤ ‖u|S2‖cb
∥∥u−1|F2∥∥
≤ 2wCH2 (E)
√
n
k
K(1 + log dF )
√
n
k
≤ 2KwCH2 (E)
(n
k
)
(1 + log dH
∗
F,s).
By replacing 2k − 2 into k and observing n
k
≤ 2 · n2k−2 we get F˜ ⊆ F with
dimF˜ = n− k
such that
dH
∗
eF,s
≤ K ′wCH2 (E)
(n
k
)
(1 + log dH
∗
F,s)
for each k = 1, 2, · · · , n and some K ′ > 0.
Now we define
f(δ) := inf{dH∗F1,s : F1 ⊆ F, dimF1 ≥ δn}
for 0 < δ < 1. Note that it is enough to show that f(δ) ≤ B(δ) for some constant
B(δ) > 0 depending only on δ.
Consider any F1 ⊆ F with dimF1 = m ≥ δn. If δm ≤ m− 1, then we can choose
1 ≤ k0 ≤ m such that
m− k0 − 1 < δm ≤ m− k0
or equivalently ( m
2k0
≤
) m
k0 + 1
< (1 − δ)−1 ≤ m
k
.
Then by the preceding result we have F˜ ⊆ F1 with dimF˜ = m− k0 such that
dH
∗
eF,s
≤ K ′wCH2 (E)
(m
k0
)
(1 + log dH
∗
F1,s
)
≤ 2K ′wCH2 (E)(1 − δ)−1(1 + log dH
∗
F1,s
)
and dimF˜ = m− k0 ≥ δm ≥ δ2n.
When δm > m− 1 (equivalently (1 − δ)−1 > m), we set F˜ = F1. Then we have
dH
∗
eF,s
= dH
∗
F1,s
≤ m ≤ m(1 + log dH∗F1,s)
≤ (1− δ)−1(1 + log dH∗F1,s),
and dimF˜ = m > δm ≥ δ2n.
By taking infimum over such F1 we get
f(δ2) ≤ A(1− δ)−1(1 + log f(δ)),
where A = max{1, 2K ′wCH2 (E)}. Since we have 1 ≤ f(δ) ≤
√
n trivially, we can
apply Lemma 8.6 of [16]. Thus, we get
f(δ) ≤ K ′′A(1 − δ)−1(1 + log(K ′′A(1− δ)−1)) := B(δ)
for some K ′′ > 0.

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4. Equivalent formulations of weak type (2, H)
In this section we provide equivalent formulations of weak cotype (2, H). We will
see that weak type (2, H) is equivalent to the completely bounded extendability of
bounded operators from a subspace of the second dual space into H by applying a
suitable projection with large rank. First, we establish some implications of weak
type (2, H). In proving (1) ⇒ (2) ⇒ (3) of Theorem 4.6 we follow the proof of
Theorem 11.6 in [16]. However, we can not imitate the proof of (iv) ⇒ (i) directly,
in order to establish (3) ⇒ (1), due to the absence of appropriate operator space
version of quotient of subspace (shortly QS) Theorem (See Theorem 8.4 of [16]).
Thus, we take another route using the formulation in the style of Theorem 3.1 in
[15]. Before that we prepare lemmas similar to Lemma 3.1, and we omit the proofs
since they are almost the same as before.
Lemma 4.1. Let 0 < α < 1, β > 0 and λ > 0 be fixed constants. Assume that for
any n ∈ N, u : ℓn2 → E and v : E → ℓn2 we have
a[αn](vu) ≤ λ[αn]−βℓ∗(v)π2,H(u∗)
whenever [αn] ≥ 1.
Then there is a constant C > 0 independent of the choice of u, v and λ such that
we have
sup
k≥1
kβak(vu) ≤ λCℓ∗(v)π2,H(u∗)
for any u and v.
Lemma 4.2. Let 0 < α < 1, β > 0 and λ > 0 be fixed constants. Assume that for
any n ∈ N and v : E → Hn we have
ao[αn](v) ≤ λ[αn]−βℓ∗(v)
whenever [αn] ≥ 1.
Then there is a constant C > 0 independent of the choice of u and λ such that
we have
sup
k≥1
kβaok(v) ≤ λCℓ∗(v)
for any v.
We also need the following operator space version of Weyl numbers and their
basic properties.
Definition 4.3. Let T : E → F be a cb-map between operator spaces. Then we
define the k-th H-Weyl number of T by
xHk (T ) := sup{aok(TA) : A ∈ CB(H∗, E), ‖A‖cb ≤ 1}
for k = 1, 2, · · · .
Proposition 4.4. Let T : E → F and S : F → G be cb-maps between operator
spaces. Then we have
xHm+n−1(ST ) ≤ xHm(T )xHn (S)
for n,m = 1, 2, · · · .
Proof. Consider A ∈ CB(H∗, E) with ‖A‖cb ≤ 1. For any ǫ > 0 we have A1 ∈
CB(H∗, E) and A2 ∈ CB(H∗, F ) with rkA1 < m and rkA2 < n such that
‖TA−A1‖cb ≤ (1 + ǫ)aom(TA)
and
‖S(TA−A1)−A2‖cb ≤ (1 + ǫ)aon(S(TA−A1)).
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Since rk(SA1 +A2) < m+ n− 1, we have
aom+n−1(STA) ≤ ‖STA− SA1 −A2‖cb ≤ (1 + ǫ)aon(S(TA−A1))
≤ (1 + ǫ) ‖TA−A1‖cb xon(S) ≤ (1 + ǫ)2aom(TA)xon(S)(4.1)
≤ (1 + ǫ)2xHm(T )xHn (S).
Since we took ǫ > 0 arbitrarily, we get our desired result. 
Proposition 4.5. Let T : E → H∗ be a cb-map. Then we have
√
kxHk (T ) ≤ π2,H(T )
for k = 1, 2, · · · .
Proof. Consider A : H∗ → E with ‖A‖cb = ‖
∑
iAei ⊗ ei‖E⊗minH ≤ 1. Then for
any k = 1, 2, · · · we have
π2,H(T ) ≥ (
∑
i ‖TAei‖2)
1
2
‖∑iAei ⊗ ei‖E⊗minH
≥
(∑
i
‖TAei‖2
) 1
2
= ‖TA‖HS =
(∑
i
aoi (TA)
2
) 1
2
≥
√
kaok(TA),
where ‖·‖HS refers to the Hilbert-Schmidt norm. 
Theorem 4.6. We have (1) ⇒ (2) ⇒ (3) ⇒ (4).
(1) E has weak type (2, H).
(2) There is a constant C > 0 satisfying for any subspace S ⊆ E and any u :
S → Hn there is an extension u˜ : E → Hn such that for any k = 1, 2, · · · , n
there is a projection Pk : Hn → Hn with rank > n− k and
‖Pku˜‖cb ≤ C
√
n
k
‖u‖ .
(3) There are constants 0 < δ < 1 and Cδ > 0 satisfying for any S ⊆ E and
any u : S → Hn there is a projection P : Hn → Hn of rank > δn and
v : E → Hn such that
v|S = Pu and ‖v‖cb ≤ Cδ ‖u‖ .
(4) There is a constant C > 0 such that for any n ∈ N, u : ℓn2 → E and
v : E → ℓn2 we have
sup
k≥1
kak(vu) ≤ Cℓ∗(v)π2,H(u∗).
Proof. (1) ⇒ (2) : Consider u : S → Hn and u∗ : Hn → E∗/S⊥. Since E is weak
type (2, H), it is K-convex as a Banach space, and so is E∗. Thus, by Lemma 11.7
of [16] there is v˜ : Hn → E∗ such that Qv˜ = u∗ and
ℓ(v˜) ≤ 2K(E)ℓ(u∗) ≤ 2√n ‖u‖K(E),
where Q : E∗ → E∗/S⊥ is the natural quotient map.
Let u˜ = v˜∗|E . Then u˜ : E → Hn extends u and
ℓ(u˜∗) = ℓ(v˜) ≤ 2√n ‖u‖K(E).
Since E∗ is weak cotype (2, H), we have
√
kaok(u˜) ≤ wCH2 (E∗)ℓ(u˜∗)
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for k = 1, 2, · · · , n. Then by the definition of cb-approximation number there is a
projection Pk on Hn with rank > n− k such that
‖Pku˜‖cb ≤ wCH2 (E∗)ℓ(u˜∗) ≤ 2K(E)
√
n
k
‖u‖ ,
which implies (2).
(2) ⇒ (3) : We get (3) by setting k = [(1− δ)n], Cδ = C(1 − δ)− 12 , P = Pk and
v = Pku˜.
(3) ⇒ (4) : Consider any u : ℓn2 → E, v : E → ℓn2 , and fix k ≥ 1. Note that
we can assume that u is invertible by a typical perturbation argument. Now we set
F = ran(u) ⊆ E. Then by Theorem 5.8 of [16] there is a constant C′ > 0 such that
√
kck(v|F ) ≤ C′ℓ(i∗v∗) ≤ C′ℓ(v∗) ≤ C′K(E)ℓ∗(v),
where i : F →֒ E and ck(·) is the k-th Gelfand number defined by
ck(T : X → Y ) = inf{‖T |S‖ : S ⊆ X, codim(S) < k}.
Thus we can choose S ⊆ F such that
‖v|S‖ ≤ 2C′K(E)k− 12 ℓ∗(v) and dim(F/S) < k.
By applying (3) to v|S we get a projection
P : Hn → Hn with rkP > δn
and an extension
w : E → Hn of Pv|S with ‖w‖cb ≤ Cδ ‖v|S‖ .
Now we let Q : Hn → Hn be the orthogonal projection onto u−1(S). Note that
rk(I −Q) = n− rkQ ≤ n− dimS < k
and
rk(I − P ) = n− rkP < (1− δ)n.
Thus, for δ′ = 1− δ we have
a2k+[δ′n](vu) ≤ ak+[δ′n](Pvu) ≤ ak(PvuQ) = ak(wuQ)
≤ ak(wu) = ak(u∗w∗) = xHk (u∗w∗)
≤ ‖w∗‖cb xHk (u∗) ≤ 2CδC′K(E)k−1ℓ∗(v)π2,H(u∗).
The last inequality comes from Proposition 4.5.
When k = [(1−δ
′
4 )n], we have
2k + [δ′n] ≤ [(1 + δ
′
2
)n],
so that[(1 + δ′
2
)
n
]
a
[( 1+δ
′
2
)n]
(vu) ≤ 4(1 + δ
′)
1− δ′
[(1− δ′
4
)
n
]
a
[( 1+δ
′
2
)n]
(vu)
≤ 4(1 + δ
′)
1− δ′ ka2k+[δ′n](vu) ≤ C
′′ℓ∗(v)π2,H(u
∗),
where C′′ = 8(1+δ
′)
1−δ′ CδC
′K(E). Finally by Lemma 4.1 we get our desired result.

Before we establish equivalent formulations of weak type (2, H) we need the
following lemma.
Lemma 4.7. Let dimE = n. Then there is an isomorphism u : E → H∗n such that
π2,H(u) =
√
n and
∥∥u−1∥∥
cb
= 1.
13
Proof. By Lewis’ theorem (Theorem 3.1. of [16]) there is an isomorphism u : E →
H∗n such that
π2,H(u) =
√
n and π∗2,H(u
−1) =
√
n.
Note that we have
π∗2,H(u
−1) = inf{‖B‖HS ‖A‖cb},
where the infimum runs over all possible factorization u−1 : ℓn2
B−→ H∗n A−→ E.
Thus, we can apply the same argument as in the proof of Theorem 9.1 in [18]. 
Finally, we have the following equivalent formulation of weak cotype (2, H).
Theorem 4.8. The followings are equivalent.
(1) E has weak type (2, H).
(2) There are constants 0 < δ < 1 and Cδ > 0 satisfying for any S ⊆ E∗∗ and
any u : S → Hn there is a projection P : Hn → Hn of rank > δn and
v : E∗∗ → Hn such that
v|S = Pu and ‖v‖cb ≤ Cδ ‖u‖ .
(3) There is a constant C > 0 such that for any n ∈ N, u : ℓn2 → E∗∗ and
v : E∗∗ → ℓn2 we have
sup
k≥1
ak(vu) ≤ Cℓ∗(v)π2,H(u∗).
Proof. (1) ⇒ (2) : Since E is K-convex, E∗∗ has weak type (2, H) by duality
(Proposition 2.3). Then we get our desired result by Theorem 4.6.
(2) ⇒ (3) : Theorem 4.6.
(3) ⇒ (1) : Note that E is weak type 2 and consequently K-convex by Theorem
3.1 (c) [15]. Now we consider v : E → Hn and choose F ⊆ E∗ with ranv∗ ⊆ F and
dimF = n. By Lemma 4.7 there is an isomorphism
u : H∗n → F
such that
‖u‖cb = 1 and π2,H(u−1) ≤
√
n.
By Proposition 5.1. of [18] there is an extension
u˜−1 : E∗∗∗ → Hn
with
π2,H(u˜−1) = π2,H(u
−1).
If we let w = u˜−1|E∗ , then for any k ≥ 1 we have
aok(v) = a
o
k(v
∗) ≤ ‖u‖cb aok(u−1v∗) = ak(wv∗)
= ak(v
∗∗w∗) ≤ Ck−1ℓ∗(v∗∗)π2,H(w∗∗).
Note that w∗∗ = u˜−1, so that we have
√
kaok(v) ≤ C
√
n
k
ℓ∗(v∗∗) ≤ CK(E)
√
n
k
ℓ∗(v)
by applying (3) to w∗ and v∗∗. If we set k = [n2 ], then we get our desired result by
Lemma 4.2.

Remark 4.9. We do not know whether we can replace E∗∗ into E in Theorem 4.8
at the time of this writing.
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5. Weak-H space
Now we consider an operator space analogue of weak Hilbert space and its various
equivalent characterizations as in chapter 12. of [16]. We assume that H is perfectly
Hilbertian, i.e. H and H∗ are both subquadratic, since we will consider weak type
(2, H) and weak cotype (2, H∗) simultaneously. Note that we use dcb(·, ·) instead
of ds(·, ·) in (2) of Theorem 5.3, which looks more natural in the operator space
setting.
Definition 5.1. E is called a weak-H space if it has both weak type (2, H) and
weak cotype (2, H∗).
Remark 5.2. Clearly, a weak-H space is weak Hilbert space as a Banach space
and consequently reflexive by Theorem 14.1 of [16].
First, we present an analogue of Theorem 12.2. of [16] with a suitably modified
proof.
Theorem 5.3. The followings are equivalent.
(1) E is a weak-H space.
(2) For any 0 < δ < 1 there is a constant C > 0 with the following property : for
any finite dimensional F ⊆ E we can find F1 ⊆ F and an onto projection
P : E → F1 satisfying
dHF1,cb := dcb(F1, HdimF1) ≤ C, dimF1 ≥ δdimF and ‖P‖cb ≤ C.
(3) There are constants 0 < δ < 1 and C > 0 with the same property as in (2).
(4) There are constants 0 < α < 1 and C > 0 such that for any n ∈ N and
u : Hn → E we have
ao[αn](u) ≤ C[αn]−
1
2 π2,H(u
∗).
(5) There is a constant C > 0 such that for any n ∈ N and u : Hn → E satisfies
sup
k≥1
√
kaok(u) ≤ Cπ2,H(u∗).
(6) There is a constant C > 0 such that for any finite dimensional F ⊆ E∗
with dimF = n ∈ N and for any k = 1, · · · , n we can find F1 ⊆ F with
dimF1 > n− k and a projection P : E∗ → F1 such that
γH∗(P ) ≤ C
√
n
k
.
Here, γH∗(·) is defined as follows. For T ∈ CB(E,F )
γH∗(T ) := inf{‖T1‖cb ‖T2‖cb},
where the infimum runs over all possible factorization
T : E
T1−→ H∗(I) T2−→ F
for some index set I.
Proof. (1) ⇒ (2) : First, we consider C > 0 and Cδ > 0 in (2) of Theorem 3.3
and (3) of Theorem 4.6. Then for fixed finite dimensional subspace F ⊆ E there
is a further subspace F˜ ⊆ F with dimF˜ (= n) ≥
√
δdimF and an isomorphism
T : F˜ → Hn with
‖T ‖ ≤ 1 and
∥∥T−1∥∥
cb
≤ C.
Now we apply (3) of Theorem 4.6 to T . Then there is a projection Q : Hn → Hn
and a map v : E → Hn such that
rkQ >
√
δdimF˜ , v| eF = QT and ‖v‖cb ≤ Cδ.
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Set F1 := T
−1(ranQ) and P := T−1Qv. Then clearly we have
dHF1,cb ≤
∥∥T−1∥∥
cb
‖v‖cb ≤ CCδ
and dimF1 = rk(Q) > δdimF . Moreover, for any x ∈ OHn we have
PT−1Qx = T−1QvT−1Qx = T−1QQTT−1Qx = T−1Qx.
Thus, P is a projection onto F1 and
‖P‖cb ≤
∥∥T−1∥∥
cb
‖v‖cb ≤ CCδ,
and consequently we get the desired result for C′ = CCδ.
(2) ⇒ (3) : Trivial.
(3) ⇒ (4) : Let α = 1 − δ2 , and consider u : Hn → E. We may assume that
F = u(Hn) is of dimension n. By applying (3) to F we get F1 ⊆ F and a projection
P : E → F1 with
dimF1 = [δn] + 1, d
H
F1,cb
≤ C and ‖P‖cb ≤ C.
Then we can choose an isomorphism T : F1 → Hm for m = dimF1 with
‖T ‖cb
∥∥T−1∥∥
cb
≤ C.
Thus, we get(∑
k≥1
aok(Pu)
2
) 1
2 ≤
∥∥T−1∥∥
cb
(∑
k≥1
aok(TPu)
2
) 1
2
=
∥∥T−1∥∥
cb
‖TPu‖HS =
∥∥T−1∥∥
cb
‖u∗P ∗T ∗‖HS
=
∥∥T−1∥∥
cb
π2,H(u
∗P ∗T ∗)
≤
∥∥T−1∥∥
cb
‖T ‖cb ‖P‖cb π2,H(u∗)
and consequently
aok(Pu) ≤ C2π2,H(u∗)
√
1
k
.
By choosing k =
[
δn
2
]
we get
ao
[ δn
2
]
(Pu) ≤ C2π2,H(u∗)
[δn
2
]− 1
2
.
Now we choose a map v : Hn → E such that rk(v) =
[
δn
2
]− 1 and
‖Pu− v‖cb ≤ 2C2π2,H(u∗)
[δn
2
]− 1
2
.
Since rk(v + u− Pu) < n− [ δn2 ]− 1 and u− (v + u− Pu) = Pu− v, we get
ao[αn](u) ≤ aon−[ δn
2
]
(u) ≤ 2C2π2,H(u∗)
[δn
2
]− 1
2
.
Note that [δn
2
]
≥ n− [αn] ≥
( 1
α
− 1
)
[αn].
Thus, we have
ao[αn](u) ≤ 2
( 1
α
− 1
)− 1
2
C2π2,H(u
∗)[αn]−
1
2 .
(4) ⇒ (5) : By Lemma 3.1.
(5) ⇒ (6) : Let F ⊆ E∗ be a subspace with dimF = n. Then by Lemma 4.7
there is an isomorphism T : Hn → F such that
‖T ‖cb = 1 and π2,H(T−1) =
√
n.
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By Proposition 5.1. of [18] there is a map v : E∗ → Hn such that
v|F = T−1 and π2,H(v) =
√
n.
Note that the condition (5) implies the condition (v) in Theorem 12.2 of [16], which
is equivalent to E is a weak Hilbert space, and consequently E is reflexive by
Theorem 14.1 of [16]. Thus v = u∗ for some u : Hn → E by the reflexivity of E.
Then we have by (5) that
sup
k≥1
√
kaok(v) = sup
k≥1
√
kaok(u) ≤ Cπ2,H(u∗) = Cπ2,H(v) = C
√
n.
From the definition of cb-approximation numbers there is a projectionQ : Hn → Hn
with rank > n− k such that
‖Qv‖cb ≤ C
√
n
k
.
Indeed, there is a map v˜ : E∗ → Hn such that
rkv˜ < k and ‖v − v˜‖cb ≤ C
√
n
k
.
Let Q be the orthogonal projection from Hn onto ranv˜
⊥. Then Q is the desired
projection since
‖Qv‖cb = ‖Qv −Qv˜‖cb ≤ C
√
n
k
and rkQ > n− k.
Now let F1 = ranTQ. Then dimF1 > n − k and P = TQv is a projection onto
F1. Moreover, we have
γH∗(P ) ≤ ‖T ‖cb ‖Qv‖cb ≤ C
√
n
k
.
(6) ⇒ (1) : First, we observe that (6) implies (2) for (E∗, H∗). Indeed, if we let
P : E∗ → F1 be the projection in (6), then there are maps A : E∗ → H∗(I) and
B : H∗(I)→ F1 such that
‖A‖cb ‖B‖cb ≤ C
√
n
k
for some index set I. Thus, if we set k = [(1 − δ)n] when (1 − δ)n ≤ 1 and k = 1
otherwise, we have
dH
∗
F1,cb
:= dcb(F1, H
∗
dimF1) ≤ C
√
n
k
≤ C
√
2
1− δ ,
which implies (2) for E∗.
Then by applying the implication (2)⇒(3)⇒(4)⇒(5)⇒(6) we get (6) for (E∗, H∗),
and by applying the above result we get (2) for (E∗∗, H). Now we have that (E∗∗, H)
and (E∗, H∗) both satisfy condition (2), which means that E∗ has weak type (2, H∗)
and weak cotype (2, H) by Proposition 2.3.

We will consider an equivalent condition of weak-H spaces using Grothendieck
numbers corresponding (xi) of Theorem 12.6. in [16]. Recall that Γn(X), the n-th
Grothendieck number of a Banach space X is defined by
Γn(X) := sup
{ ∣∣∣det(〈xi, yj〉i,j)∣∣∣ 1n : (xi)ni=1 ⊆ BX , (yj)nj=1 ⊆ BY ∗},
where BX and BX∗ imply corresponding unit balls of X and X
∗, respectively. It is
well known that a Banach space X is a weak Hilbert space if an only if
sup
n≥1
Γn(X) <∞
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((ix) of Theorem 12.6. of [16]).
There is a reformulation of Γn(T ) appropriate to consider an operator space
analogue. Let
Γ′n(X) := sup{|det(vu)|
1
n },
where the supremum runs over any u : ℓn2 → X and v : ℓn2 → X with
π2(u
∗) ≤ √n and π2(v) ≤
√
n.
By combining (3) of Proposition 1.1. and Theorem 2.1. in [7] and Proposition 3.2.
in [2] we have
Γn(X) ≤ Γ′n(X) ≤ C · Γn(X)
for some constant C > 0 independent of n.
Now we define ΓHn (E), the n-th H-Grothendieck number of an operator space E
by
ΓHn (E) := sup{|det(vu)|
1
n },
where the supremum runs over any u : ℓn2 → E and v : ℓn2 → E with
π2,H(u
∗) ≤ √n and π2,H∗(v) ≤
√
n.
We will also consider an equivalent condition of weak-H spaces using eigenvalue
estimations of certain linear maps corresponding (ix) of Theorem 12.6. in [16]. Let
γ∗H be the trace dual of γH , and note that we have for any finite rank linear map
T : E → F between operator spaces that
γ∗H(T ) = inf{π2,H∗(A)π2,H(B∗)},
where the supremum runs over all possible factorizations T : E
A−→ ℓ2(I) B−→ F for
some index set I (Theorem 6.1. of [18]).
In the proof we need an analogue of Theorem 3.1 in [15]. Consequently, we add
three more equivalent conditions of weak-H spaces as follows.
Theorem 5.4. The conditions (1), · · · , (6) in Theorem 5.3 are equivalent to the
followings.
(7) There is a constant C > 0 such that for any n ∈ N, u : ℓn2 → E and
v : E → ℓn2 we have
sup
k≥1
kak(vu) ≤ Cπ2,H(u∗)π2,H∗ (v).
(8)
sup
n≥1
ΓHn (E) <∞.
(9) There is a constant C > 0 such that
sup
k≥1
k |λk(T )| ≤ C · γ∗H(T )
for all finite rank linear maps T : E → E.
Proof. (5) ⇒ (7) : Consider u : ℓn2 → E and v : E → ℓn2 . Then by Proposition 4.4
and 4.5 we have
sup
k≥1
kak(vu) = sup
k≥1
kxH
∗
k (vu) ≤ 2 sup
n≥1
√
nxH
∗
n (v) sup
k≥1
√
kxH
∗
k (u)
≤ 2π2,H∗(v) sup
k≥1
√
kxH
∗
k (u) ≤ 2π2,H∗(v) sup
k≥1
√
kaok(u : Hn → E)
≤ 2π2,H∗(v)π2,H(u∗).
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(7) ⇒ (5) : Consider u : Hn → E and choose F ⊆ E with ranu ⊆ F and
dimF = n. By Lemma 4.7 there is an isomorphism v : F → Hn such that
π2,H∗(v) =
√
n and
∥∥v−1∥∥
cb
= 1.
Now we consider an extension v˜ : E → Hn of v with
π2,H∗(v˜) = π2,H(v).
Then we have
aok(u) ≤
∥∥v−1∥∥
cb
aok(v˜u) = ak(v˜u) ≤ Ck−1π2,H(u∗)π2,H∗(v˜) ≤ C
√
n
k
π2,H(u
∗).
Thus, for k = [n2 ] we get
aok(u) ≤ 2
√
2Ck−
1
2π2,H(u
∗),
which leads us to the desired result by Lemma 3.1.
(7) ⇒ (8) : Consider any u : ℓn2 → E and v : ℓn2 → E with
π2,H(u
∗) ≤ √n and π2,H∗(v) ≤
√
n.
Then by Proposition 1.3. of [7] we have for some constant C′ > 0 that
|det(vu)| 1n =
( n∏
k=1
ak(vu)
) 1
n ≤
( 1
n!
) 1
n
sup
k≥1
ak(vu)
≤ C
′
n
sup
k≥1
ak(vu) ≤ C
′C
n
π2,H(u
∗)π2,H∗ (v)
≤ C′C.
(8) ⇒ (7) : Consider any u : ℓn2 → E and v : ℓn2 → E. Then we have
n
π2,H(u∗)π2,H∗ (v)
an(vu) ≤ n
π2,H(u∗)π2,H∗ (v)
( n∏
k=1
ak(vu)
) 1
n
=
n
π2,H(u∗)π2,H∗ (v)
|det(vu)| 1n
≤ ΓHn (E).
(5) ⇒ (9) : Let T : E → E be a finite rank linear map. For any given ǫ > 0 we
consider a factorization
T : E
A−→ ℓ2(I) B−→ F
for some index set I with
π2,H∗(A)π2,H(B
∗) ≤ (1 + ǫ)γ∗H(T ).
Then we have by (4.1)
ao2k−1(T ) ≤ aok(B)aok(A) = aok(B∗)aok(A) ≤ C2k−1π2,H∗(A)π2,H(B∗)
and consequently
sup
k≥1
k |λk(T )| ≤ sup
k≥1
kaok(T ) ≤ 4(1 + ǫ)γ∗H(T ).
(9) ⇒ (8) : Consider any u : ℓn2 → E and v : E → ℓn2 with
π2,H(u
∗) ≤ √n and π2,H∗(v) ≤
√
n.
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Now we choose an unitary matrix U such that |vu| = Uvu. Then for some constant
C′ > 0 we have
|det(vu)| 1n = det(|vu|) 1n =
[ n∏
k=1
λk(Uvu)
] 1
n
=
[ n∏
k=1
λk(uUv)
] 1
n ≤ Cγ∗H(uUv)
( 1
n!
) 1
n
≤ CC
′
n
γ∗H(uUv) ≤
CC′
n
π2,H(U
∗u∗)π2,H∗(v)
≤ CC′.

Remark 5.5. (1) With the same proof as Theorem 5.4 we get the following
equivalent formulations in the style of Theorem 3.1 in [15].
• E has weak type (2, H) if and only if there is a constant C > 0 such
that for any n ∈ N, u : ℓn2 → E∗ and v : E∗ → ℓn2 we have
sup
k≥1
kak(vu) ≤ Cℓ∗(u∗)π2,H∗(v).
• E has weak cotype (2, H) if and only if there is a constant C > 0 such
that for any n ∈ N, u : ℓn2 → E and v : E → ℓn2 we have
sup
k≥1
kak(vu) ≤ Cℓ(u)π2,H(v).
(2) Unlike in the Banach spaces cases the following condition is not equivalent
to weak-H spaces.
(i) There is a constant C > 0 such that
sup
k≥1
k |λk(T )| ≤ C · νo(T )
for all completely nuclear map T : E → E, where νo(·) means com-
pletely nuclear norm ([4]).
Indeed, if we consider another homogeneous Hilbertian operator space H
which is not completely isomorphic to H , then H satisfies (i) but it is not
a weak-H space. Actually, H satisfies the following stronger condition.
(ii) There is a constant C > 0 such that∑
k≥1
|λk(T )| ≤ C · νo(T )
for all completely nuclear map T : E → E.
This condition is obtained from the Banach space case and the fact that the
set of all nuclear maps on H coincide with the set of all completely nuclear
maps on H with equivalent norms.
It is easy to see that the same proof works even though we replace the
cotype (2, H) condition into weak cotype (2, H) in Proposition 3.8. of [9].
Thus we can conclude that if H is a weak-H space then it is completely
isomorphic to H itself, which is a contradiction.
(3) If an infinite dimensional operator space E satisfies the condition (ii),
then there is a constant C′ > 0 such that E is C′′-homogeneous and C′′-
Hilbertian and C′′ ≤ C′C2, i.e. E is C′′-isomorphic to a Hilbert space
and every bounded linear map u : E → E is completely bounded with
‖u‖cb ≤ C′′ ‖u‖.
Indeed, let E be an infinite dimensional operator space satisfying the
condition (ii). Then by Theorem 2.1. of [19] it is enough to show that
every finite dimensional subspace of E is completely complemented with
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constants bounded by C. Let F be a finite dimensional subspace of E and
j : F →֒ E be the inclusion. Then by trace duality (Corollary 3.1.3.9 of [8])
we have for any S ∈ CB(F ) that
νo(jS) = sup{|tr(vjS)| : ‖v : E → F‖cb ≤ 1}
= sup{|tr(uS)| : ‖u‖e,cb ≤ 1},
where
‖u‖e,cb := inf{‖u˜‖cb : u˜ ∈ CB(E,F ), u˜|F = u}.
This implies ‖·‖e,cb and νo(j·) are norms on B(F ) which are in trace duality.
Thus, we have
‖IF ‖e,cb = sup{|tr(S)| : S ∈ CB(F ), νo(jS) < 1}.
By Proposition 12.2.3 of [4] we have the following commutative diagram :
F
jS−−−−→ E
A
y xB
B(ℓ2) −−−−→
Mab
S1
with ‖A‖cb ‖B‖cb < νo(jS) and ‖a‖HS , ‖b‖HS < 1, where Mab is the two-
sided multiplication operator by a and b. Since B(ℓ2) is injective in the
sense of operator space, we can extend A to
A˜ : E → B(ℓ2) with
∥∥∥A˜∥∥∥
cb
= ‖A‖cb .
Now let S˜ = BMabA˜ ∈ CB(E), then since S˜ is an extension of S, eigenval-
ues of S are also eigenvalues of S˜. Thus, we have
∞∑
k=1
|λk(S)| ≤
∞∑
k=1
∣∣∣λk(S˜)∣∣∣ ≤ Cνo(S˜)
≤ C
∥∥∥A˜∥∥∥
cb
‖B‖cb ‖a‖HS ‖b‖HS < C,
and consequently
‖IF ‖e,cb < C.
(4) By trace duality we have
γ∗H(T ) ≤ νo(T )
for any finite rank map T : E → E. Thus, we can conclude that the
following condition is equivalent to being completely isomorphic to H .
(iii) There is a constant C > 0 such that∑
k≥1
|λk(T )| ≤ C · γ∗H(T )
for all completely nuclear map T : E → E.
Indeed, (iii) implies E is C′′-homogeneous and C′′-Hilbertian for come con-
stant C′′ > 0 by (3) and is a weak-H space by Theorem 5.4. By Proposition
3.8. of [9] again (with a suitably modified proof) we have that E is com-
pletely isomorphic to H .
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