We consider a second order time differencing method of Crank-Nicholson type for the non-stationary linearized Stokes equations and prove optimal convergence uniformly in time if the data are sufficiently regular and satisfy the necessary compatibility conditions at t = 0.
Introduction and notation
Let T > 0 and G ⊂ R 3 be a bounded domain with a sufficiently smooth boundary S. In (0, T ) × G we consider the nonstationary Stokes equations
These equations describe the linearized (creeping) motion of a viscous incompressible fluid: The vector v = (v 1 (t, x), v 2 (t, x), v 3 (t, x)) represents the velocity field and the scalar p = p(t, x) the kinematic pressure function of the fluid at time t ∈ (0, T ) and at position x ∈ G. The constant ν > 0 is the kinematic viscosity, and the external force density f together with the initial velocity v 0 are the given data. The condition div v = 0 means the incompressibility of the fluid, and v = 0 on the boundary S expresses the no-slip condition, i. e. the fluid adheres to the boundary.
Initial boundary value problems for parabolic equations as above can be reduced to boundary value problems for equations of elliptic type if finite differences in time are used. In the present paper we apply elementary energy estimates to prove optimal convergence properties of a second order implicit time stepping procedure for the non-stationary Stokes equations (1) above.
Let us start to consider an implicit time stepping procedure (Rothe's Method) of first order. Setting
we want to approximate the solution v, p of (1) at time t k by the solution v k , p k (k = 1, 2, . . . , N ) of the following equations:
Here f and v 0 are the data given in (1). Using elementary energy estimates it can be proved (see [1] ) that the following convergence properties hold:
provided certain regularity assumptions on the data v 0 and F are satisfied, which imply, in particular, that the solution v of (1) is strongly continuous from [0, T ] in H 2 (G) (see the notations below).
Our main interest, however, concerns a second order approximation procedure for the Stokes system (1), obained as follows:
Addition of the implicit scheme
and the explicit scheme
leads to a second order method for (1) .
. . , N ) of the following Crank-Nicholson scheme in G:
This scheme is implicit for the sum (v k + v k−1 ), and one can prove similar convergence statements as for the first order method (see [1] ). Moreover, we can prove (see the theorem below)
Thus from (3) it follows that, successively for every k, we have to find the solution u k , q k of a Stokes resolvent problem (see [1] , [2] )
To do so, let C ∞ 0 (G) denote the space of smooth functions with compact support in G, and let L 2 (G) be the usual Hilbert space of square-integrable functions, equipped with scalar product and norm
where
The corresponding spaces of vector functions u = (u 1 , u 2 , u 3 ) are given by
. .. Here norm and scalar product are denoted as in the scalar case above. The completions of
with respect to the norm || · || and || · || 1 are important spaces for the treatment of the Stokes equations. They are denoted by H(G) 3 and V (G) 3 , respectively. In H 1 0 (G) 3 and V (G) 3 we also use
as scalar product and norm. Moreover, we need the B-valued spaces C m (J, B) and
, and where B is any of the spaces above. Finally, let
denote the so-called Helmholtz projection, resulting from the decomposition
which means (u, ∇p) = 0 for all u ∈ H(G) 3 and p ∈ H 1 (G).
Main convergence results
Because the projection P in (6) commutes with the strong time derivative ∂ t , from the Stokes equations (1) we obtain the following evolution equation concerning the function t → v(t) ∈ H(G) 3 :
In this case, the condition div v = 0 and the boundary condition v = 0 on S are satisfied in the sense that below we obtain v(t) ∈ V (G) 3 for all t ∈ (0, T ). Concerning the solvability of (7) it is known (see [1] ) that for
satisfying the compatibility condition
there is a unique solution v of (7) 
and that there is some constant K depending only on G, ν, f, v 0 and not on t ∈ [0, T ], such that for all
Let us now consider the discrete equations (3) under the even weaker assumptions
Using P from (6) as above and noting that f = P f we obtain in
It is known (see [1] ) that under the above assumptions (11) the equations (12) have a unique solution
To prove the convergence of the discrete equations (12) to the evolution equations (7) and to estimate the discretization error, we use the Lax-Richtmyer approach "'stability + consistency → convergence"': Let us define
Then the discretization error
which satisfies the identity
is used to obtain estimates of e k in terms of the right hand side R k (≈ stability). Finally, the behavior of (7) and (12) Here the constant K depends only on G, ν, and the data f, v 0 .
