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Abstract
Kohn-Sham density functional theory (KSDFT) is currently the main work-horse of quan-
tum mechanical calculations in physics, chemistry, and materials science. From a mechanical
engineering perspective, we are interested in studying the role of defects in the mechanical
properties in materials. In real materials, defects are typically found at very small concen-
trations e.g., vacancies occur at parts per million, dislocation density in metals ranges from
1010m−2 to 1015m−2, and grain sizes vary from nanometers to micrometers in polycrystalline
materials, etc. In order to model materials at realistic defect concentrations using DFT, we
would need to work with system sizes beyond millions of atoms. Due to the cubic-scaling
computational cost with respect to the number of atoms in conventional DFT implemen-
tations, such system sizes are unreachable. Since the early 1990s, there has been a huge
interest in developing DFT implementations that have linear-scaling computational cost. A
promising approach to achieving linear-scaling cost is to approximate the density matrix in
KSDFT. The focus of this thesis is to provide a firm mathematical framework to study the
convergence of these approximations. We reformulate the Kohn-Sham density functional
theory as a nested variational problem in the density matrix, the electrostatic potential, and
a field dual to the electron density. The corresponding functional is linear in the density ma-
trix and thus amenable to spectral representation. Based on this reformulation, we introduce
a new approximation scheme, called spectral binning, which does not require smoothing of
the occupancy function and thus applies at arbitrarily low temperatures. We proof conver-
gence of the approximate solutions with respect to spectral binning and with respect to an
additional spatial discretization of the domain. For a standard one-dimensional benchmark
xviii
problem, we present numerical experiments for which spectral binning exhibits excellent
convergence characteristics and outperforms other linear-scaling methods.
xix
Chapter 1
Introduction
It is said that in experiments, we have a partial understanding of the full truth; and in
computation, we have a full understanding of the partial truth. Therefore, in order to predict
new material properties using computation, it is imperative that we build in as much physics
as we can into the computational model, provided that it is still computationally feasible.
Kohn-Sham Density functional theory (KSDFT) is precisely the theory for electron structure
that strikes a good balance between minimizing empiricism in the model and maximizing
computational efficiency.
Today, we find DFT in many applications: investigation of phase stability in various
materials, oxides, thermoelectrics, ferroelectrics, e.g., Hautier et al. [27], Roy et al. [64],
Doak and Wolverton [16], and Bennett et al. Bennett2011, etc; design of new alloys with
superior structural properties, e.g., Sandlobes et al. [67], Trinkle et al. [77], and Hickel et
al. [31], etc. More recently, DFT has become the primary tool for high throughput screening
of materials, e.g., Saal et al. [66], Armiento et al. [4], etc.
The rapid increase in the number of publications involving DFT best illustrates the
growing importance of DFT in physics, chemistry and materials science. Figure 1.1 plots
the number of papers that contain the name “density functional theory” in their title and
abstract from the web of science for the last 23 years. Unless there is another break-through
in computational physics, we expect DFT to sustain its momentum for many years to come.
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Figure 1.1: Number of publications with DFT as topic.
The development of DFT in 1964 by Walter Kohn was a huge break-through in physics
because it linked the ground state energy of the molecular system to the ground state electron
density. Kohn transformed the linear eigenvalue problem of finding the ground state of a
molecular system from 3N dimensions to a non-linear eigenvalue problem in 3 dimensions,
where N is the number of electrons in the systems. There are several good introductions
to DFT. The two papers everyone who is interested in DFT should read are the pioneering
papers written by Hohenberg and Kohn in 1964 [33] and Kohn and Sham in 1965 [38].
Other helpful introductions to DFT are by Parr and Yang [55], Martin [47], Cances[12], and
Anantharaman and Cances [2].
The exchange correlation functional is crucial to the accuracy of a density functional
theory calculation. The most basic exchange correlation functional, the local density ap-
proximation (LDA) was proposed by Kohn and Sham [38]. Widely used forms of LDA
can be found in Perdew and Zunger [56] and Perdew and Wang [59]. A more sophisti-
cate exchange correlation functional, the generalized gradient approximation (GGA) is in-
troduced by Perdew [57]; different flavors of GGA exchange-correlation functionals can be
found in [60], [40], [7], and [58]. Finally, there is the more recent development of hybrid
functionals that mixes in the exact exchange energy [8].
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For those who are interested in the development of pseudopotentials for density functional
theory, the following papers would be useful: the earliest developments of pseudopotentials
are found in Hellmann [28], Herring [30], Phillips and Kleinman [61], Antoncik [3]; on norm-
conserving pseudopotential Hamann et al. [25], ultrasoft pseudopotential Vanderbilt [79],
and separable pseudopotential operators Kleinman and Bylander [37] and Troullier and
Martin [78]. Good review articles on pseudopotential can be found in Heine and Cohen [14],
Harrison [26], and Pickett [62].
Lastly, for lower complexity algorithms in DFT, such as linear scaling methods, there has
been numerous publications since the early 1990s. For density matrix expansion/approximation
methods, there are Li et al. [42], Goedecker and Colombo [20], Hernandez et al. [29], Baer
and Head-Gordon [6], Suryanarayana et al. [73], Lin et al. [45], Suryanarayana [71], Schofield
et al. [68], and Nava et al. [52], etc, for methods that approximate the subspace spanned by
the occupied orbitals, and there are Ordejon et al. [53], Mauri and Galli [50], Marzari and
Vanderbilt [48], Garcia-Cervera et al. [18], and Motamarri and Gavini [51], etc. There are
also two excellent review articles on linear scaling methods in DFT by Goedecker [23] and
Bowler et al. [10].
xxii
Chapter 2
Density functional theory
I begin this introduction of DFT from the time-independent Schro¨dinger equation. Almost
all of the information in this background section comes from the following two references,
the first of which places more emphasis on explanation of the physics [55], and the second
of which places more emphasis on mathematics [12].
2.1 Many-body Schro¨dinger equation
Consider an isolated molecule that consists ofM nuclei andN electrons. The time-independent
Schro¨dinger equation that governs the molecular system without accounting for relativistic
effects is,
HΨ = Ψ, (2.1)
where Ψ : R3(M+N) × {+,−} → C denotes the wavefunction for the molecular system, and
{+,−} denotes the space of spin degree of freedom; Ψ belongs to the space of He ⊗ Hn,
where
He =
N∧
i=1
L2(R3 × {+,−},C),
and
Hn = L2sds
(
(R3 × A1)× · · · × (R3 × AM),C
)
.
xxiii
The
∧
symbol denotes the space of antisymmetric functions due to the fermionic property
of the electrons, and the “sds” subscript denotes the system-dependent symmetry properties
for the nuclei (even number of nuclei: symmetric; odd number of nuclei:antisymmetric).
The spin coordinate of the Ith nucleus is denoted by AI , and the electron spins are denoted
by {+,−}. The square of the magnitude of the wavefunction evaluated at a given spatial
and spin coordinates {r1, · · · , rN ; R1, · · · ,RM ; {+,−}} represents the probability density of
finding the system of nuclei and electrons at {r1, · · · , rN ; R1, · · · ,RM ; {+,−}} in 3(M +N)
spatial dimensions. Hence we require the norm of Ψ in He⊗Hn to be 1; in other words, the
probability of finding all the nuclei and electron is all of space and any spin coordinates is 1.
‖Ψ‖He⊗Hn =
∑
{+,−}
∫
R3
· · ·
∫
R3
Ψdr1, · · · drN , dR1, · · · dRM = 1. (2.2)
The operator H in equation (2.1) is the Hamiltonian operator of the molecular system:
H =
N∑
i=1
− ~
2
2me
∆ri+
M∑
I=1
− ~
2
2mnI
∆RI+
∑
1≤i<j≤N
q2
|ri − rj|+
∑
1≤I<J≤M
ZIZJq
2
|RI −RJ |−
N∑
i=1
M∑
I=1
q2ZI
|ri −RI | ,
(2.3)
where me, mnI denote the mass of an electron and the Ith nucleus, respectively; q and ZIq
denote the charge of the electron and the Ith nucleus; ri and RI denote the spatial coordinate
of the ith electron and the Ith nucleus. The Hamiltonian operator is a self-adjoint operator
on the space He ⊗Hn.
We can observe the paralell between the quantum Hamiltonian and the classical Hamil-
tonian. The following is the kinetic energy operator for the electrons:
Te =
N∑
i=1
− ~
2
2me
∆ri , (2.4)
xxiv
the kinetic energy operator for the nuclei:
Tn =
M∑
I=1
− ~
2
2mnI
∆RI ,
the electrostatic electron-electron repulsion operator:
Ue−e =
∑
1≤i<j≤N
q2
|ri − rj| , (2.5)
the electrostatic nucleus-nucleus repulsion operator:
Un−n =
∑
1≤I<J≤M
ZIZJ
|RI −RJ | ,
and the electrostatic nucleus-electron attraction operator:
Un−e = −
N∑
i=1
M∑
I=1
qZI
|ri −RI | .
The DFT community commonly uses the atomic units where one sets:
me = 1, q = 1, ~ = 1.
Under this system, the electron-nucleus distance in a Hydrogen atom is of order 1, and its
ground-state energy is −0.5. The Hamiltonian operator from (2.3) reduces to
H =
N∑
i=1
−1
2
∆ri +
M∑
I=1
− 1
2αI
∆RI +
∑
1≤i<j≤N
1
|ri − rj|+
∑
1≤I<J≤M
ZIZJ
|RI −RJ | −
N∑
i=1
M∑
I=1
ZI
|ri −RI | ,
(2.6)
where αI =
mnI
me
.
In practice, we are often interested in finding the ground-state (lowest energy state)
wavefunction of the molecular system in equation (2.1), i.e. the smallest eigenvalue and its
corresponding eigen-states of the Hamiltonian operator H. The ground-state corresponds
xxv
to the wavefunction of the molecular system at 0K. In theory, for a system at non-zero
temperature, we should take into account eigen-states of the Hamiltonian with higher energy,
known as the excited states. For many applications, the calculation of the ground-state is
needed for approximation of the excited states.
Finding the ground-state in equation (2.1) corresponds to finding the infimum of the
Rayleigh quotient of H:
0 = inf
Ψ∈He⊗Hn
〈Ψ|H|Ψ〉, (2.7)
where 〈·|·〉 denotes the inner product associated with the space He ⊗Hn.
It would take an audacious scientist to attempt to solve for the eigen-states of the time-
independent Schro¨dinger equation (2.7). The wavefunction Ψ is a function defined on 3(M+
N) dimension, not counting the spin degree of freedoms. To illustrate the impossibility of
solving the Schro¨dinger equation, suppose that one discretizes each spatial dimension into
100 pieces. The system of equations would involve 1003(M+N) degrees of freedom, which
equals 10600 for a system of 50 nuclei and 50 electrons.
In addition to the large number of dimensions, there is another difficulty associated with
the Schro¨dinger equation written in equation (2.1): according to [12], the Hamiltonian H
has a purely continuous spectrum like the quantum position operator X and the quantum
momentum operator P . In other words, there is a continuous set of eigen-states. As a result,
the infimum in equation (2.7) cannot be attained. To avert this difficulty, physicists came
up with an approximation which allows us to separate the nuclei degree of freedom from the
electron degree of freedom, and results in a electron Hamiltonian that has a purely discrete
spectrum. This approximation is called the Born-Oppenheimer approximation. As a result
of the Born-Oppenheimer approximation, we have reduced the quantum degrees of freedom
to only those of the electrons.
xxvi
2.1.1 Born-Oppenheimer Approximation
The key assumption behind the Born-Oppenheimer approximation is that the motion of
the nuclei is slow relative to the motion of the electrons, such that at every movement of
the nuclei, the electrons have reached their ground-state configuration. In other words,
the characteristic time scale to achieve equilibrium for the nucleus is much longer than the
characteristic time scale of equilibrium for the electrons. Hence we can treat the spatial coor-
dinates of the nuclei {R1, · · · ,RM} as a parameter, and find the ground-state wavefunction
of the electrons for a given set of nuclei coordinates. This assumption is supported by the
observation that the mass of a nucleus is at least 1800 times the mass of an electron.
Mathematically, the Born-Oppenheimer approximation allows us to separate the wave-
function Ψ into a single product of an electron wavefunction and a nuclei wavefunction:
{Ψ = ΨeΨn : Ψe ∈ He, ‖Ψe‖He = 1,Ψn ∈ Hn, ‖Ψn‖Hn = 1}.
Substitute this approximation into the Rayleigh quotient in equation (2.7), and we get
BO0 = inf
Ψn∈Hn
{
∫
R3
· · ·
∫
R3
(− 1
2αI
|∇RIΨn|2 + e0(RI , · · · ,RM)
)|Ψn|2)dRI · · · dRM}, (2.8)
where
e0(RI , · · · ,RM) = Un−n + inf
Ψe∈He
〈Ψe|He|Ψe〉
〈Ψe|Ψe〉 , (2.9)
with the electronic Hamiltonian He defined by
He =
N∑
i=1
−1
2
∆ri +
∑
1≤i<j≤N
1
|ri − rj| − Vext(r1, · · · , rN , {R1, · · · ,RM}), (2.10)
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where
Vext(r1, · · · , rN , {R1, · · · ,RM}) =
N∑
i=1
vext(ri, {R1, · · · ,RM}) =
N∑
i=1
( M∑
I=1
ZI
|ri −RI |
)
.
(2.11)
We will refer to potential due to the nuclei in the electronic problem (2.9) as an external
potential; the potential due to the electrons are internal to the problem. The classification
of everything that is not electronic potential to be external potential allows us to consider
other applied potentials such as electric or magnetic potential on the electronic system in
the same generalization. Note that we have adopted a slight abuse of notation where 〈·|·〉
has been to used to denote both the inner product defined on He and Hn.
In the limit that the mass of the nuclei go to infinity, the kinetic energy of the nu-
clei can be neglected, and the wavefunction of the nuclei is concentrated on the points
{RI , · · ·RM}, since the deBroglie wavelength of a nucleus is infinitesimal compared to the
deBroglie wavelength of an electron. The infimum problem in equation (2.8) becomes a
geometry optimization problem:
BO0 = inf{RI ,··· ,RM}⊂R3M
e0(RI , · · · ,RM).
The solution of the Schro¨dinger equation can be solved in two steps: first solve for the
electron ground states, by finding the lowest eigenvalue and its corresponding eigenfunction
of the electronic Hamiltonian He; then solve a geometry optimization problem to get the
ground-state energy of the molecular system. The most important consequence of the Born-
Oppenheimer approximation is that the electronic Hamiltonian He has a purely discrete
spectrum, i.e., countable number of eigen-states in many cases. The infimum in the electronic
problem in equation (2.9) can be attained depending on the external potential. Although
the number of degrees of spatial freedom reduced from 3(M + N) to 3N , the remaining
3N dimensions is still impossible to solve directly. This difficulty led to the development of
approximate methods like DFT.
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2.2 Precursors to density functional theory
The word “density” in density functional theory refers to the electron number density in
three dimensions. It is commonly referred to as the electron density of the system; we
denote it by ρ(r). One should not confuse the electron density with the probability density
in equation (2.2). We will describe subsequently how to obtain the electron density from the
probability density given by the electron wavefunction Ψe(r1, · · · , rN).
In 1964, Kohn and Hohenberg proved that the electronic ground-state energy of the
system in equation (2.9) is a unique functional of the electron density derived from ground-
state wavefunction. Looking at the minimization problem in equation (2.9); it is not obvious
to see why the electron density is relevant. What led Kohn and Hohenberg to the electron
density of the system? In fact, Kohn-Hohenberg did not conjure up the concept of the
electron density out of nothing. Prior to DFT, there had been a number of approximate
methods developed based on relating the electron density to the ground-state energy; these
are the Thomas-Fermi models. The motivations for introducing the Thomas-Fermi model
in this thesis are two-fold: firstly, it will serve as a transition from the electron ground-
state energy as a functional the many-body electron wavefunction Ψe(r1, · · · , rN) in (2.9)
to electron ground state as a functional of the electron density; secondly, the exchange
energy functional of the local density approximation, which is a key component of density
functional, is taken from the same assumptions of the Thomas-Fermi models. Next we will
introduce briefly the Thomas-Fermi models. The spin degree of freedom will be neglected in
the following discussion for simplicity.
The Thomas-Fermi model is centered on the problem of non-interacting electrons confined
in a cubic box of length l; the confinement is imposed through periodic boundary conditions
on the many-body electron wavefunction at the boundary of the box. Within the box,
the electrons are not subjected to any external potential; in other words, they are “free”
electrons in the confined volume. Consider N non-interacting electrons confined in the box
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as described, and the Hamiltonian of the system inside the box is
HΨe(r1, · · · , rN) =
N∑
i=1
∆riΨe(r1, · · · , rN) = EΨe(r1, · · · , rN),
subject to the boundary condition,
Ψe(r1, · · · , rN) = Ψe(r1 + l, · · · , rN + l).
Since the Hamiltonian is separable with respect to the spatial coordinate of each electron
ri, the electron wavefunction Ψe can be written as a Slater determinant of single electron
orbitals [69]:
Ψe =
1√
N !
det

ψ1(r1) ψ2(r1) · · · ψN(r1)
ψ1(r2) ψ2(r2) · · · ψN(r2)
...
...
...
ψ1(rN) ψ2(rN) · · · ψN(rN),

(2.12)
where the orbitals {ψn(r)}n∈Z are the eigenfunction to the single electron Hamiltonian in a
box:
Hboxψn(r) = −1
2
∆rψn(r) = λnψn(r), (2.13)
with the periodic boundary condition:
ψn(r) = ψn(r + l).
The Slater determinant form ensures that the wavefunction Ψe is antisymmetric with respect
to exchange of spatial coordinates.
Without considering the boundary conditions, the following solution for the orbitals
satisfies the single-electron Hamiltonian in equation (2.13):
ψn(r) = C exp
ik·r,
xxx
and
λk =
|k|2
2
.
As a result of the boundary conditions, the wavefunction k cannot take arbitrary values;
its corresponding wavelength in each spatial dimension has to be an integer multiple of the
length of the box. The periodic boundary condition has quantized the wavenumber k. The
quantized wave numbers are k ≡ [2pinx
l
, 2piny
l
, 2pinz
l
], x, y, z represent each direction in space,
and n ≡ [nx, ny, nz], and ni = · · · ,−2,−1, 0, 1, 2, · · · . The corresponding eigenvalues are
also quantized according to the quantization of the wave numbers, but since energy levels
are proportional to |k|2, there will be degenerate eigen-states, i.e., wavefunctions that differ
in wavenumber but that have the same energy. The electron levels will be filled according
to the Pauli-exclusion principle, with only two electrons (assuming a spin-paired system)
occupying a given wavefunction with a wavenumber k. The wavefunctions that correspond
to the lowest energy will be occupied first at the ground state. The maximum energy reached
by a system of N electrons is called the fermi energy, λf , and the corresponding magnitude
of wavenumber kf = |kf |, the fermi wavenumber. We can find what λf and kf for a given
system of electrons in a box by arranging all the possible wave numbers in the order of
increasing energy, and filling in the states with electrons until we reach N electrons. To find
the total energy of the system, which is purely kinetic, we can add up the energy of each
electron. In the case where the box is large, i.e., l is very large, and the number of electrons
N is also large, we can make an approximation that allows for computation of the fermi
level and total energy with far less effort. To illustrate this approximation, let us consider a
system of electrons in a box of two dimensions. We can plot the permissible wave numbers
as follows: we see in the limit of l is very large, the spacing between consecutive grid points
in k-space 2pi
l
decreases. The k-space volume occupied by one point (the gray region in
Figure 2.1) ∆k = (2pi
l
)2 also decreases. In this limit, we can approximate the number of grid
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points within the circle marked by a radius of kf in Figure 2.1 by
Np ≈
pik2f
∆k
.
This approximation improves as the space between grid points decreases. In three dimen-
Figure 2.1: k-points in two dimensional k-space.
sions, we can define fermi wavenumber magnitude by:
kf =
( N
2
∆k
4
3
pi
)1/3
=
(3pi2N
l3
)1/3
. (2.14)
At this point, we can define a quantity which is going to be the central quantity in DFT,
the electron number density, or simply the electron density:
ρ =
N
l3
.
We can express both the fermi energy and the fermi wavenumber magnitude as a function
of electron density ρ:
kf = (3pi
2ρ)1/3. (2.15)
and
λf =
(3pi2ρ)2/3
2
.
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And to calculate the total (kinetic) energy of the system, the bruit force method would be
T = 2
∑
k
λ(k)f(λ), (2.16)
where f(λ) is the occupation function of the energy levels:
f(λ) =
 1, if λ ≤ λf ,0, otherwise.
To use the approximation that the box is large, we can write the summation over k in
equation (2.16) as an integral in three dimensions,
T = 2
∑
k
λ(k)f(λ) =
2
∆k
∑
k
λ(k)f(λ)∆k
≈ l
3
4pi3
∫
λ(k)f(λ(k))dk. (2.17)
Since we know that the energy is only a function of |k|, we can integrate equation (2.17)
using spherical coordinates,
T (kf ) ≈ l
3
4pi2
∫ kf
0
k4
2
λ(k)dk.
After integration, we can use the relation between kf and electron density ρ in equa-
tion (2.15), and write the total kinetic energy of the system as a function of the electron
density:
T ≈ 3
10
(3pi2)2/3l3ρ5/3,
or kinetic energy per unit volume:
TV =
T
l3
=
3
10
(3pi2)2/3ρ5/3 ≡ CFρ5/3. (2.18)
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The system described above is also called a system of homogeneous electron gas since only
homogeneous electron density ρ = N
l3
enters into the equation (2.18). The Thomas-Fermi
model approximates the kinetic energy per unit volume of the inhomogeneous electron gas by
carving up the system into pieces of locally homogeneous electron gas, as shown in Figure 2.2.
The kinetic energy of the system of the inhomogeneous system is
T =
n∑
i=1
CFρ
5/3
i Vi.
In the limit of the homogenous volumes Vi → 0, the summation becomes an integral; we
arrive at the Thomas-Fermi kinetic energy functional, as a function of the electron density:
TTF(ρ) = CF
∫
Ω
ρ(r)5/3dr.
It is important to emphasize that the locally homogeneous approximation of the inhomo-
Figure 2.2: A inhomogeneous electron gas divided into pieces of locally homogeneous electron
gas.
geneous electron gas is only appropriate when the electron density varies very gradually in
space. For instance, this assumption works well for metallic systems where the electrons
are not locally bound to any nucleus, but it works poorly for systems with ionic or covalent
bonds since the electrons tend to be bound to a given nucleus.
In addition, the Thomas-Fermi model also includes the electron-nuclei, electron-electron
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interaction energy,
UTFn−e =
∫
R3
M∑
i=1
Zi
|Ri − r|ρ(r)dr,
and
UTFe−e =
1
2
∫
R3
∫
R3
ρ(r)ρ(r
′
)
|r− r′| drdr
′
.
So we have arrived at the Thomas-Fermi energy functional as a function of only the electron
density ρ(r):
E(ρ) = CF
∫
R3
ρ(r)5/3dr +
∫
R3
M∑
i=1
−Zi
|Ri − r|ρ(r)dr +
1
2
∫
R3
∫
R3
ρ(r)ρ(r
′
)
|r− r′ | drdr
′
, (2.19)
where CF =
3
10
(3pi2)2/3.
The Thomas-Fermi ground-state energy can be found by minimizing the energy functional
in equation (2.19) with the constraint that the total number of electrons is N :
∫
R3
ρ(r)dr = N.
The Thomas-Fermi model remains an academic model because no molecular binding has
been predicted by the method [55]. Many improvements and modifications have been made
to Thomas-Fermi over the years, but we will not go into detail the different modifications
since the focus of this introduction is on DFT. Thomas-Fermi-like models also have been
referred to as “orbital”-free DFT since the development of density functional theory. A
good introduction to orbital-free DFT is in [19]. With Thomas-Fermi models as a precursor,
Kohn and Hohenberg set out to prove rigorously in 1964 the assumption that the ground-
state energy of a molecular system can be written only as a functional of the electron density.
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2.3 Electron density and Hohenberg-Kohn Theorem
Before we state the Hohenberg-Kohn theorem and its proof, we would like to introduce the
electron density and its relation to the many-body electron wavefunction Ψe.
2.3.1 Electron density
It is quite easy to get an intuitive understanding of what the electron density means physically
from the homogenous electron gas; it is less obvious how to find the electron density beyond
the homogenous electron gas.
Let us begin by considering |Ψe(x1, · · · ,xN)|2, the probability density of finding electron
1 at x1, electron 2 at x2, · · · , electron N at xN , where x ≡ (r : σ), and σ ∈ {+,−}. Then
〈Ψe|Ψe〉 =
∑
σ
∫
R3
· · ·
∫
R3︸ ︷︷ ︸
N
|Ψe(r1, · · · , rN)|2dr1, · · · , drN = 1,
is the total probability of finding electron 1 in all of R3, electron 2 in all of R3, · · · , electron
N in all of R3. Following suit, we can understanding the following quantity, defined by,
PΩ(r1) =
∑
σ
∫
Ω
∫
R3
· · ·
∫
R3︸ ︷︷ ︸
N−1
|Ψe(r1, r2, · · · , rN)|2dr1, · · · ,drN, (2.20)
as the total probability of finding electron 1 in volume Ω, and electron 2 in all of R3 · · · ,
electron N in all of R3. In other words, independent of the remaining electrons, the proba-
bility of finding 1 electron in Ω is PΩ, and I expect to find PΩ fraction of electron 1 in Ω.
Since all the electrons are identical, the total number of electrons we expect to find in Ω is
nΩ = NPΩ(r)
=
∫
Ω
ρ(r)dr,
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where ρ(r) is the electron density of the molecular system, using equation (2.20):
ρ(r) = N
∑
σ
∫
R3
· · ·
∫
R3︸ ︷︷ ︸
N−1
|Ψe(r, r2, · · · , rN)|2dr2, · · · , drN .
From the definition of the electron density, we see that the ground-state wavefunction con-
tains more information about the electronic system than the electron density alone. Given a
wavefunction, we can always find its corresponding electron density through integration; but
given only the electron density, we cannot recover the wavefunction. There may be many
wavefunctions that will yield the same electron density.
Next we will state the Hohenberg-Kohn theorem and its proof [33].
2.3.2 Hohenberg-Kohn theorem
Theorem 1 The ground-state electron density in the electronic problem in equation (2.9)
determines uniquely up to a constant the external potential Vext(r1, · · · , rN) in equation (2.11)
of the system.
Proof The proof in [33] assumes the non-degeneracy (i.e., uniqueness) of the ground-state
wavefunction in equation (2.9), and we will reproduce their proof for completeness. We will
discuss later how this assumption can be lifted as result of the work by Lieb, et al. [43].
Hohenberg and Kohn proved theorem 1 with proof by contradiction. Suppose for a system
of N electrons, there exists two external potentials Vext,1, and Vext,2 defined by
Vext,1(r1, · · · , rN) =
N∑
i=1
vext,1(ri)
and
Vext,2(r1, · · · , rN) =
N∑
i=1
vext,2(ri).
These two potentials differ by more than a constant, and they produce ground-state wave-
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functions from equation (2.9) that yield the same electron density.1 Let us denote the
Hamiltonians corresponding to the two external potentials H1 and H2, respectively:
H1 = Te + Ue−e + Vext,1
and
H2 = Te + Ue−e + Vext,2,
where Te and Ue−e are defined in equations (2.4) and (2.5). Their corresponding ground-state
wavefunctions, Ψe,1 and Ψe,2. Notice that H1 and H2 differ only by the external potential.
Now consider the variational problem in equation (2.9); for H1, we have,
E1 = 〈Ψe,1|H1|Ψe,1〉 = inf
Ψe∈He,‖Ψe‖He=1
〈Ψe|H1|Ψe〉
< 〈Ψe,2|H1|Ψe,2〉 = 〈Ψe,2|Te + Ue−e|Ψe,2〉+ 〈Ψe,2|Vext,1|Ψe,2〉;
similarly, consider the variation problem (2.9) for H2:
E2 = 〈Ψe,2|H2|Ψe,2〉 = inf
Ψe∈He,‖Ψe‖He=1
〈Ψe|H2|Ψe〉
< 〈Ψe,1|H2|Ψe,1〉 = 〈Ψe,1|Te + Ue−e|Ψe,1〉+ 〈Ψe,1|Vext,2|Ψe,1〉.
Next we take advantage of the fact that H1 and H2 only differ by the external potential:
E1 < 〈Ψe,2|H1|Ψe,2〉 = 〈Ψe,2|Te + Uee |Ψe,2〉+ 〈Ψe,2|Vext,1|Ψe,2〉
= 〈Ψe,2|Te + Ue−e + Vext,2 − Vext,2|Ψe,2〉+ 〈Ψe,2|Vext,1|Ψe,2〉
= E2 + 〈Ψe,2|(Vext,1 − Vext,2)Ψe,2〉, (2.21)
1If the potentials differ only by a constant, then the variational problem (2.9) would yield the same
ground-state wavefunction, with the ground-state energy differing exactly by the same constant.
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and similarly,
E2 < 〈Ψe,1|H2|Ψe,1〉 = 〈Ψe,1|Te + Uee|Ψe,1〉+ 〈Ψe,1|Vext,2|Ψe,1〉
= 〈Ψe,1|Te + Ue−e + Vext,1 − Vext,1|Ψe,1〉+ 〈Ψe,1|Vext,2|Ψe,1〉
= E1 + 〈Ψe,1|(Vext,2 − Vext,1)Ψe,1〉. (2.22)
One can show after some algebra that
〈Ψe,1|(Vext,2 − Vext,1)Ψe,1〉 =
∫
R3
(
vext,2(r)− vext,1(r)
)
ρ(r)dr = −〈Ψe,2|(Vext,1 − Vext,2)Ψe,2〉.
Adding equation (2.21) and equation (2.22), we get
E1 + E2 < E1 + E2.
Therefore, there cannot exist two external potentials by differing more than a constant that
has the same ground-state electron density.
From the Hohenberg-Kohn theorem, given a ground-state electron density, we can determine
the number of electrons by integration, and the external potential is determined up to a
constant, thus the Hamiltonian is completely determined, and consequently the ground-
state energy is completely determined. Further from the variational problem (2.9) for an
external potential Vext,1,
E1 = 〈Ψe,1|H1|Ψe,1〉 = 〈Ψe,1|Te + Ue−e|Ψe,1〉+
∫
R3
vext,1(r)ρ(r)dr,
there must exist a functional, FHK(ρ), such that,
FHK(ρ) = 〈Ψe,1|Te + Ue−e|Ψe,1〉,
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where Ψe,1 is the ground-state electron wavefunction for Hamiltonian H1. The functional
FHK is a universal functional,i.e., independent of the external potential of the system; it
depends only on the number of electrons in the system N . Hohenberg and Kohn further
showed in [33] that there is a variational principle with respect to the electron density for a
given external potential:
E0 = inf
ρ∈V
EHK(ρ) = FHK(ρ) +
∫
R3
vext(r)ρ(r)dr, (2.23)
where V is the space of electron densities that come from ground-state wavefunctions, also
known as a V -representable electron densities. There are still two major open questions that
remain in the Hohenberg-Kohn energy functional:
1. The exact form of the universal potential FHK(ρ) is unknown.
2. The necessary and sufficient conditions for the space V is unknown.
These two open questions render the Hohenberg-Kohn energy functional to a theoretical
result; nevertheless, it illuminated a very promising direction for quantum mechanical cal-
culations.
2.4 Kohn-Sham density functional theory
A year later, in 1965, Kohn and Sham [38] came up with an approximation to FHK using the
Slater determinant form of electron orbitals in equation (2.12), known as the Kohn-Sham
density functional theory. Kohn and Sham sought to solve the first of the two open problems,
and neglected the second open problem in their formulation. We restrict the discussion to
spin-unpolarized systems for simplicity.
Kohn and Sham approximated FHK(ρ) by writing down its known contributions, and
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leaving the remaining unknown quantities to modeling:
FHK(ρ) = T0(ρ) + EH(ρ) + Exc(ρ). (2.24)
The first term in equation (2.24) is the kinetic energy of the electrons if they are non-
interacting electrons; the second term,
EH(ρ) =
1
2
∫
R3
∫
R3
ρ(r)ρ(r
′
)
|r− r′| ,
is the electron-electron repulsion energy if the electrons are classical, also known as the
Hartree energy of the system.
The last term contains the remaining interaction energy that has not been accounted
for, and it is called the exchange-correlation energy of the system. The exchange-correlation
energy functionals were first approximated using the exchange and correlation energies of a
locally homogeneous electron gas as described in section 2.2. With these approximations,
the Kohn-Sham energy functional becomes
EKS(ρ) = T0(ρ) +
∫
R3
∫
R3
ρ(r)ρ(r
′
)
|r− r′| + Exc(ρ) +
∫
R3
vext(r)ρ(r)dr. (2.25)
Taking the first variation with respect to the electron density of the Kohn-Sham functional
in equation (2.25), subjecting to the constant,
∫
R3
ρ(r)dr = N, (2.26)
we arrive at the Euler-Lagrange equation for the Kohn-Sham energy functional:
δT0
δρ
+
∫
R3
ρ(r)
|r− r′ |dr
′
+
δExc
δρ
+ vext(r) + µ = 0, (2.27)
where µ is the Lagrange multiplier for the constraint in equation (2.26).
xli
Kohn and Sham observed that the Euler-Lagrange equation (2.27) for a non-interacting
electron system under the external potential is
vKS(r) = vext(r) +
δExc
δρ
+
∫
R3
ρ(r)
|r− r′ | . (2.28)
With the assumption that all non-interacting electron systems that are subject to an external
potential admit minimizers of the Slate determinant form (2.12), Kohn and Sham came
up with an orbital formulation to Hohenberg-Kohn density functional theory. Recall from
section 2.2 that the ground-state orbitals of a system of non-interacting electrons can be
found by writing the single electron Hamiltonian and selecting its eigenfunctions according
to the Pauli-exclusion principle. The corresponding Kohn-Sham single electron Hamiltonian
is
HKSψi =
(
− 1
2
∆ + vKS
(
ρ(r)
))
ψi = λ
KS
i ψi. (2.29)
The corresponding ground-state electron density of the Kohn-Sham system is
ρ(r) = 2
N/2∑
i=1
|ψi(r)|2, (2.30)
where the orbitals ψi are the eigenfunctions that correspond to the first N/2 lowest eigen-
values. Subsequently, the kinetic energy functional takes the form
T0(ρ) = 2
∫
R3
N∑
i=1
|∇ψi(r)|2dr.
We can rewrite the Kohn-Sham energy functional in equation (2.25) as a functional of single
electron orbitals:
EKS(ρ) = 2
∫
R3
N/2∑
i=1
|∇ψi(r)|2dr +
∫
R3
∫
R3
ρ(r)ρ(r
′
)
|r− r′ | drdr
′
+ Exc(ρ) +
∫
R3
vext(r)ρ(r), (2.31)
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subject to the constraint that the orbitals have to be orthonormal:
∫
R3
ψi(r)ψj(r)dr = δij.
Note that the Kohn-Sham single electron Hamiltonian in equation (2.29) is a non-linear
functional. The Kohn-Sham potential vKS is a function of the electron density, which is a
function of the eigenfunctions of the Hamiltonian in equation (2.30). The solutions of the
eigenvalue problem in equation (2.29) can be carried out self-consistently, by starting with
an initial guess of electron density ρ0, and obtaining a Kohn-Sham potential vKS(ρ0), and
finding the corresponding lowest eigenvalues of HKS(ρ0) and then updating the new electron
density. This procedure is repeated until a self-consistent density is produced.
2.4.1 Exchange-correlation functional
Since KSDFT is formally exact with the exact exchange-correlation function, the approx-
imation of the exchange-correlation functional is critical to its accuracy. There has been
numerous flavors of exchange-correlation functionals developed since 1965. For more infor-
mation on exchange-correlation functionals, one can refer to [55] and [47]. In their semi-
nal paper [38] Kohn and Sham proposed the local density approximation(LDA). The LDA
exchange-correlation functional is based on the inhomogeneous electron gas model as dis-
cussed in section 2.2.
The exchange-correlation energy is split into exchange and correlation contributions:
Exc(ρ) = Ex(ρ) + Ec(ρ) =
∫
R3
ρ(r)
(
εx(ρ) + εc(ρ)
)
dr.
It is known that the exchange energy is an order of magnitude larger than the correlation
energy. In LDA, the exchange energy is computed from plugging in the one-particle density
operator γ(r, r
′
) of the homogenous electron gas, into the exchange energy expression of
the Hartree-Fock(HF) approximation. The one-particle density operator is a more general
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description of the electron density (see section 2.6.1 for a detailed description), defined by:
γ(r, r
′
) = 2
N/2∑
n=1
ψn(r)ψ
∗
n(r
′
).
The exchange energy from the HF approximation is
Ex(ρ) =
1
4
∫
R3
∫
R3
1
|r− r′ |γ(r, r
′
)drdr
′
. (2.32)
Recall from section 2.2 the nth orbital for the particle in the box is
ψn(r) =
1
V 1/2
exp(ir · kn).
The corresponding one-particle density operator is
γ(r, r
′
) =
2
V
N∑
n=1
exp
(
ikn · (r− r′)
)
. (2.33)
In the limit of the homogenous electron gas (i.e., the limit of V →∞ and N →∞ such that
ρ(r) = N
V
is finite) we can replace the summation in equation (2.33) with an integral after
multiplying by ∆k
∆k
:
γ(r, r
′
) =
1
4pi3
∫
R3
exp
(
ik · (r− r′)). (2.34)
Substitute equation (2.34) into the HF exchange energy in equation (2.32), and we simply
obtain the exchange energy for the homogeneous electron gas:
Ex(ρ) = Cx
∫
R3
ρ(r)4/3dr, (2.35)
with Cx =
3
4
( 3
pi
)1/3. This exchange energy was first calculated by Dirac in [15].
Unlike the exchange energy functional, the correlation energy functional in LDA cannot
be obtained exactly in an analytic form. The approximations are often written as a functional
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of rs, defined by:
4
3
pir3s =
1
ρ
.
The different approximations of the correlation functional come from either random phase ap-
proximations [81] or numerical calculations of homogenous electron gas in Quantum Monte-
Carlo [13]. Since then, more sophisticated exchange-correlation functionals beyond LDA
have been introduced in order to increase the accuracy of Kohn-Sham calculations. Some
examples include generalized gradient approximation (GGA) [58] and hybrid functionals [8].
We will not go into details on these approximations.
Returning to LDA, the first Kohn-Sham LDA calculations was performed by Tong and
Sham in 1966 [76]. Since then, Kohn-Sham density functional theory has become the work-
horse of quantum mechanical calculations today.
2.4.2 Pseudopotentials
In the numerical practice of DFT, we often make what is known as the pseudopotential
approximation; since it is known that the core electrons in the atom often do not participate
in the formation of bonds between atoms, we can assume that the core electron orbitals are
“frozen”, and can be transferred from a simpler configuration such as a single atom to more
complex molecular environments. The adoption of pseudopotential brings two advantages in
computation: first, the number of electron orbitals is reduced to only the number of valence
electrons in the system; second, the pseudopotential allows us to remove the rapid oscillation
of the valence electrons orbitals near the nucleus, which was caused by the orthogonality
constraint to the core electron orbitals, hence allowing fewer number of basis to represent
the valence electron orbitals in numerical discretization.
The first advantage is evident from the frozen-core approximation, but the second advan-
tage is a result of the observation that scattering can be reproduced over a range of energies
by a different potential chosen to have more desirable properties such as smoother orbitals
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near the nucleus. The idea of the pseudopotential approximation pre-dates the development
of density functional theory, and has been used in many-body wavefunction formulations as
well as independent-electron formulations such as Hartree-Fock methods. The concept that
led to psedudopotentials used today was the orthogonal plane wave method by Herring in
1940 [30]. The original idea in Herring was to augment the plane-wave basis functions with
some other functions that are centered on the nucleus cores so as to reduce the number of
plane-wave basis required to represent the valence states. To avoid ill-condition, Herring
removed the projection of the nuclei-centered functions from the plane-wave basis:
χOPWk (r) = exp(ik · r)−
m∑
j
〈wj|k〉wj(r),
where
〈wj|k〉 =
∫
R3
wj(r) exp(ik · r)dr.
The choice of the nuclei-centered functions is critical to the success of the OPW method.
Herring chose a function that obeys wavefunctions of the form
−1
2
∆rwj(r) + Vj(r)wj(r) = Ejwj(r).
In short, the OPW formulation is nothing but writing the valence orbitals as a linear
combination of a smoothed function and a few nuclei-centered functions:
ψv(r) = ψ˜v(r) +
m∑
j
cjwj(r). (2.36)
In 1959, Phillips and Kleinnman [61] adopted the OPW formulation to independent-
orbital approximations, and derived formally a pseudopotential approximation that contains
a non-local potential. They substituted equation (2.36) into the single-particle Schro¨dinger
equation, with wj(r) = ψ
c
j(r), where ψ
c
j(r) are the core electron orbitals of the reference
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system used to create the pseudopotential:
Hψcj = λ
c
jψ
c
j ,
and
Hψv = λvψv.
Using the fact that the valence orbitals are orthogonal to the core orbitals, in bra-ket
notation:
〈ψci |ψv〉 = 〈ψci |ψ˜v〉+
m∑
j
cj〈ψci |ψcj〉 = 0
=⇒ ci = −〈ψci |ψ˜v〉,
we can derive a Hamiltonian that yields ψ˜v as an eigenfunction:
H|ψv〉 = H|ψ˜v〉+
m∑
j=1
cjH|ψcj〉 = λvψv〉
= H|ψ˜v〉 −
m∑
j=1
λcj|ψcj〉〈ψcj |ψ˜v〉
= λv
(|ψ˜v〉+ m∑
j=1
|ψcj〉〈ψcj |ψ˜v
)
︸ ︷︷ ︸
ψv
〉
=⇒ Hpsψ˜v = λvψ˜v,
where
Hps = H +
m∑
j
(λv − λcj)|ψcj〉〈ψcj |. (2.37)
The potential in equation (2.37) is a repulsive potential because λv−λcj is a positive quantity
for all j, hence giving us a weaker attractive potential than the original potential. The
resulted pseudopotential is nonlocal, which means that it cannot be written in the form
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V ps(r, r
′
) = vps(r)δ(|r− r′|).
In practice, this is not how pseudopotential is constructed, but they retain the same non-
local structure. It’s worthwhile to point out that ψv, {ψcj}mj=1, and ψ˜v are eigenfunctions of
Hps with the corresponding eigenvalue λv. In addition, this pseudopotential contains the core
orbitals, which are high oscillatory; it also contains the original potential V in H = −1
2
∆+V ,
which has a singularity at the location of the nucleus.
Many of the pseudopotentials that are used in practice are so called the “norm-conserving”
pseudopotentials, which has to satisfy the following four conditions:
1. All-electron and pseudo-valence eigenvalues agree for the chosen atomic reference con-
figuration.
2. All-electron and pseudo-valence wavefunctions agree beyond a chosen core radius Rc.
3. The logarithmic derivatives of the all-electron and pseudo-wavefunctions agree at Rc.
4. The first energy derivative of the logarithmic derivatives of the all-electron and pseudo-
wavefunctions agree at Rc, and therefore for all r ≥ Rc.
These four conditions were given by Hamann, Schluter, and Chiang in 1979 [25]. The last
three conditions ensure a good transferability of the pseudopotential, as well as allowing
flexibility to smooth the core region of the valence orbitals. A common pseudopotential used
in practice was developed by Troullier and Martin in [78]. Another type of pseudopotential
that is common use are the ultra-soft pseudopotentials that relax the norm-conservation
constraint, developed by Vanderbilt in 1990 [79].
2.5 Density functional theory made more rigorous by
Levy and Lieb
In 1965, Kohn-Sham left open several mathematical questions. The question regarding the
space of ground-state electron densities raised in section 2.3 was solved by Levy and Lieb in
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1982 ([41] and [43]).
The names Levy and Lieb are mentioned far less frequently than their contributions
would merit in the DFT community. Levy and Lieb build a firm mathematical foundation
for DFT that justifies the Kohn-Sham approximations. They made two key contributions in
1982:
1. They removed the restriction on the non-degeneracy of the ground-state wavefunction
assumed by Hohenberg and Kohn.
2. They removed the constraint that the space of the electron densities has to be ground-
state electron densities. They rigorously proved the existence of an energy functional
that is defined over a space of densities for which we know the necessary and sufficient
conditions.
We will now explain the contributions of Levy and Lieb in more detail, starting from the
electronic variational problem in equation (2.9). To find the ground-state energy of the
electronic problem, we have to search over the entire space of antisymmetric N -electron
wavefunctions in the space He. Levy proposed to break He into groups of antisymmetric
wavefunctions that have the same density, look for the minimum of equation (2.9) within a
given electron density group, and then minimize over all the possible electron densities. A
good analogy of this search method is given by [55]: suppose we are interested in finding
the tallest student in a high school. Instead of making every student in the school line up in
the order of heights, we can ask each class to find the tallest student in their class, and then
lastly look for the tallest student out of the tallest student from each class.
Going back to the electronic problem, mathematically, we have
0 = inf
Ψe∈He
〈Ψe|H|Ψe〉
= inf
ρ∈N
{ inf
Ψe→ρ
〈Ψe|Te + Ue−e|Ψe〉+
∫
R3
vext(r)ρ(r)dr}, (2.38)
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where Ψe → ρ means all the antisymmetric wavefunctions in He that yield electron density
ρ, and N denotes the space of electron densities that come from antisymmetric wavefunction
of an N -particle system, which contains the space of ground-state electron densities V in the
Hohenberg-Kohn theorem. Most importantly, the necessary and sufficient conditions for the
space N is known. The conditions are
∫
R3
ρ(r)dr = N, ρ(r) ≥ 0,
∫
R3
|∇
√
ρ(r)|2dr <∞.
This space is known as the N -representable densities.
Hence we can define the Levy-Lieb universal functional FLL(ρ):
FLL(ρ) = inf
Ψe→ρ
〈Ψe|Te + Ue−e|Ψe〉. (2.39)
Lieb shows the existence of minimizers for FLL(ρ) in [43]. We can split FLL(ρ) into the
kinetic energy functional and the coulomb-interaction functional by writing
FLL(ρ) = Te(ρ) + Ue−e(ρ),
where
Te(ρ) = 〈Ψρe,min|Te|Ψρe,min〉,
and
Ue−e(ρ) = 〈Ψρe,min|Ue−e|Ψρe,min〉,
with Ψρe,min being a minimizer to equation (2.39).
Putting everything together, we have the Levy-Lieb energy functional:
0 = inf
ρ∈N
{FLL(ρ) +
∫
R3
vext(r)ρ(r)dr}.
With a more rigorous definition of the universal electronic functional FLL(ρ), we can
lfollow suit in the Kohn-Sham formulation to construct the Levy-Lieb universal functional
for a system of N non-interacting electrons. The Hamiltonian H0 for the N non-interacting
electrons is
H0 = −1
2
N∑
i=1
∆ri +
N∑
i=1
vext(ri).
Consequently, the universal functional for the independent electron system consists of only
the kinetic energy
T0(ρ) = inf
Ψe→ρ
〈Ψe| − 1
2
N∑
i=1
∆ri |Ψe〉. (2.40)
When the variational problem in equation (2.40) admits a minimizer in the form of a
Slater determinant as shown in equation (2.12), the kinetic energy functional simplifies to
T0(ρ) = infIN
1
2
N∑
i=1
|∇ψi|2, (2.41)
where IN = {ψ ∈ H1(R3),
∫
R3 ψiψj = δij, and
N∑
i=1
|ψi(r)|2 = ρ(r).}. However, not all ground-
state non-interacting electron density admits a Slater determinant minimizer, so the orbital
formulation of Kohn-Sham density functional theory in section 2.4 constrains the search
space to only Slater-determinant representable electron densities, and hence is a strict upper
bound to the exact ground state energy.
2.6 Extended Kohn-Sham Energy Functional
To avoid the representation difficulty in the orbital formulation of the Kohn-Sham energy
functional, Lieb [43] proposed a density functional that has a precise mathematical descrip-
tion. The Lieb density functional FL was formulated using N -particle density operator, ΓN ,
which is a linear operator on He. We will introduce the density operator before we derive
the Lieb density functional.
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2.6.1 Density Operator
In quantum mechanics, the density operator is a more general description of the electronic
system. Whenever the state of an electronic system can be described by a wavefunction,
then the system is in a pure state. When an electronic system cannot be described by any
wavefunction, (e.g., when the system is a sub-system of a larger system, and it doesn’t have
a Hamiltonian containing only its own degree of freedom), then the system is in a mixed
state. A system in a mixed state has to be described using a density operator, whereas a
system in a pure state can be represented using either a wavefunction or density operator.
Suppose a system of N -electrons are in the state Ψe(r1, · · · , rN); then the N -particle
density operator that describes the system is
ΓN = |Ψe〉〈Ψe|.
Notice that even though the wavefunction Ψe(r1, · · · , rN) is only unique up to a phase shift,
theN -particle density operator is completely unique for a given electronic system. In the pure
state, the N -particle density operator is idempotent, i.e., Γ2N = I due to the normalization
of the wavefunction Ψe. An the expectation value of a given operator A on the pure-state
electron system can be written as
〈A〉 = Tr(AΓN) = 〈Ψe|A|Ψe〉.
A system of N particles in a mixed state can be written as a sum of the probabilities of
finding the particles in a given pure-state, Ψe,i:
Γ(N,mixed) =
∞∑
i=1
pi|Ψe,i〉〈Ψe,i|,
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where {Ψe,i} is orthonormal, and the pi are probabilities:
pi ≥ 0,
∞∑
i=1
pi = 1.
It is evident that the pure-state N -particle density operator is a special case of the mixed-
state density operator with one of the pj = 1, and the remainder pi 6=j = 0.
2.6.2 Extended Kohn-Sham Energy Functional
Using the N -particle density operator, the ground-state energy in equation (2.7) is equivalent
to
0 = inf
Γ(N,mixed)∈DN
Tr(HΓ(N,mixed)) =
∞∑
i=1
pi〈Ψe,i|H|Ψe,i〉,
where DN = {Γ =
∞∑
i=1
pi|Ψe,i〉〈Ψe,i|, 0 ≤ pi ≤ 1,
∞∑
i=1
pi = 1,Ψe,i ∈ He} is the set of mixed-state
N -particle density operators.
We can define an analogous universal functional to the Levy-Lieb universal functional
using the mixed-state density operators in DN . This is known as the Lieb functional:
FL(ρ) = inf
Γ(N,mixed)→ρ
Tr((Te + Ue−e)ΓN,mixed),
where Γ(N,mixed) → ρ are the mixed-state density operators Γ(N,mixed) ∈ DN that have electron
density ρ. When we write the Lieb universal functional for a system of non-interacting
electrons, we can define the Janak kinetic energy functional as
TJ(ρ) = inf
Γ(N,mixed)→ρ
Tr(H0Γ(N,mixed)) = inf
Γ(N,mixed)→ρ
{−1
2
Tr(
N∑
i=1
∆riΓ(N,mixed))}. (2.42)
With some algebra, we can show that for any mixed-state N -particle density operator,
Tr(H0Γ(N,mixed)) = −1
2
Tr(∆γ),
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where γ is the one-particle reduced density operator associated with ΓN,mixed defined by
γ(r1, r
′
1) = N
∫
R3
· · ·
∫
R3︸ ︷︷ ︸
N−1
∞∑
i=1
piΨ
∗
e,i(r1, r2, · · · , rN)Ψe,i(r
′
1, r
′
2, · · · , r
′
N)dr2dr
′
2 · · · drNdr
′
N .
Further, we know a lot about the space of the one-particle reduced density operator that
derives from the space of mixed-state N -particle density operators: the one-particle reduced
density operators are completely described by
XN = {γ =
∞∑
i=1
niψi(r)ψi(r
′
), ψi ∈ H1(R3),
∫
R3
ψiψjdr = δij, 0 ≤ ni ≤ 1,
∞∑
i=1
ni = N}.
We can define an electron density from every γ ∈ XN :
ρ(r) = γ(r, r) =
∞∑
i=1
|ψi(r)|2. (2.43)
Using this description of XN , the Janak kinetic energy functional in equation (2.42)
simplifies to
TJ(ρ) = inf
γ∈XN
1
2
∞∑
i=1
ni
∫
R3
|∇ψi|2dr.
Following Kohn-Sham’s definition of the exchange-correlation functional, we have
Exc(ρ) = FL(ρ)− TJ(ρ)− EH(ρ).
We have now derived the extended Kohn-Sham model:
EEKS0 = inf
γ∈XN
{−1
2
Tr(∆γ) +
1
2
∫
R3
∫
R3
ρ(r)ρ(r
′
)
|r− r′| drdr
′
+
∫
R3
ρ(r)vext(r)dr + Exc(ρ)}. (2.44)
Unlike the Kohn-Sham model, the extended Kohn-Sham model is defined over a space of
well-defined solutions XN , and it enables validation as well as verification of the model.
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Chapter 3
Linear-scaling methods in density
functional theory
As we introduced in chapter 2, for a given set of nuclei positions {R1, · · · ,RM}, finding the
ground-state energy of the Kohn-Sham energy functional consists of solving the non-linear
eigenvalue problem:
HKSψi(r) = {−1
2
∆ + vKS(ρ)}ψi(r) = λiψi(r), (3.1)
where the non-linearity lies in the effective Kohn-Sham potential defined by
vKS(ρ) =
∫
R3
ρ(r
′
)
|r− r′|dr
′
+ vext(r) + vxc(ρ)
and
vxc(ρ) =
∂Exc(ρ)
∂ρ
.
The Kohn-Sham ground-state energy for a spin-unpolarized molecular system equals
KS0 ({R1, · · · ,RM})
=
N/2∑
i=1
|∇ψi(r)|2 + 1
2
∫
R3
∫
R3
ρ(r)ρ(r
′
)
|r− r′| drdr
′
+
∫
R3
vext(r, {R1, · · · ,RM})ρ(r)dr + Exc(ρ) + Un−n({R1, · · · ,RM})
= 2
N/2∑
i=1
λi − 1
2
∫
R3
∫
R3
ρ(r)ρ(r
′
)
|r− r′| drdr
′ −
∫
R3
vxc(r)ρ(r)dr + Exc(ρ) + Un−n({R1, · · · ,RM}),
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where {λi}N/2i=1 and {ψi(r)}N/2i=1 are the lowest N/2 eigenvalues and the corresponding eigen-
functions of in equation (3.1), and the electron density ρ(r) is defined by
ρ(r) = 2
N/2∑
i=1
|ψ(r)|2. (3.2)
The eigenvalues correspond to the energy of each Kohn-Sham electron; it is important to
emphasize that the Kohn-Sham electrons are not exactly like the electrons that are in the
molecular system. The Kohn-Sham electrons do not interact with one another; they interact
only with the effective potential.
The conventional solution to the Kohn-Sham equations is the direct diagonalization of
the discretized Kohn-Sham Hamiltonian matrix; the computational cost of diagonalization
scales cubically with respect to the number of electrons in the system:
C = a1N
3.
The cubic-scaling cost of the diagonalizing procedure has been a bottle-neck to applying
KSDFT to molecular systems larger than a thousands of atoms. When the system size
doubles, the computation cost jumps 8-fold. This difficulty led to the development of linear-
scaling implementations of KSDFT, with computational cost that increases linearly with
respect to the system size:
C = a2N.
The linear-scaling methods avoid the diagonalization of the discretized Kohn-Sham Hamilto-
nian matrix; they either take advantage of the localization properties of the electron orbitals
in certain types of materials and/or the sparsity of the Hamiltonian matrix to approximate
the ground-state energy of the Kohn-Sham system. The prefactor a2 in linear scaling meth-
ods are always larger than the prefactor a1 in diagonalization methods, thereby causing a
cross-over point in the number of atoms, beyond which the linear-scaling methods will be
lvi
cheaper computationally.
There are many flavors of linear-scaling implementations, but they are broadly divided
into two main categories: the first category approximates the density matrix, the finite
dimension realization of the one-particle density operator as defined in section 2.6.1; these
methods are known as density matrix expansion methods in literature. The second category
approximates the occupied orbitals iteratively. We will describe in details several examples
of density matrix expansion methods and briefly describe the methods from the second
category. There are several excellent reviews on linear-scaling methods in DFT ([23],[10],
and [47]).
3.0.3 Density matrix expansion methods
The basis for density matrix expansion methods lies in the observation that the ground-
state one-particle density operator γ shares the same complete set of eigen-states with the
Kohn-Sham Hamiltonian operator HKS. This observation can be seen in the definition of
the ground-state electron density in equation (3.2) and in equation (2.43); the ground-state
Kohn-Sham one-particle density operator has eigenvalue 1 for the occupied eigen-states, and
eigenvalue 0 for the unoccupied eigen-states.
γ(r, r
′
) = 2
N/2∑
i=1
ψi(r)ψi(r
′
). (3.3)
The electron density defined by the density operator in equation (3.3) is
ρ(r) = γ(r, r).
Using spectral theorem from the theory of self-adjoint operators [65], we can write the
density operator as a function of the Hamiltonian operator.
Theorem 2 Let P be the resolution of the identity associated with HKS, then for every
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bounded Borel function on σ(HKS), the spectrum of the Kohn-Sham Hamiltonian, it can be
written in the form,
f(HKS) =
∫
σ(HKS)
f(λ)dP (λ).
In other words, we can write the one-particle density operator as
γ = g(HKS).
The finite dimensional realization of spectral theorem is the spectral decomposition of
hermitian matrices in linear algebra. For every hermitian matrix H, we can define its spectral
decomposition:
H =
Nd∑
i=1
λiψi ⊗ ψi,
where λi and ψi are the eigenvalues and eigenvectors of the matrix H, and Nd is the size of
the matrix H. We can define a matrix function g(H) as
g(H) =
Nd∑
i=1
g(λi)ψi ⊗ ψi.
The density matrix, can defined as the matrix function g(HKS):
g(λ) = 2
 1, if λ ≤ λN/2,0, otherwise, (3.4)
where λN/2 is the N/2 eigenvalue of the Hamiltonian matrix.
In the extended Kohn-Sham energy functional in equation (2.44), the occupation number
of the Kohn-Sham orbitals can take fractional occupations, and the density matrix can be
defined as
g(λ) = 2
 1, if λ ≤ λf ,0, otherwise, (3.5)
where λf is the energy of the system. It is defined so that the total number of electrons in
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the molecular system is conserved:
Tr(γ) = Tr
(
g(HKS)
)
=
∫
R3
ρ(r)dr = N.
It is important to emphasize here that to evaluate the density matrix exactly would
involve finding a spectral decomposition of the Hamiltonian matrix, which would incur cubic
scaling computational cost. The key intuition behind density matrix expansion methods is
that we can approximate the ground-state density matrix by using simpler functions of the
Kohn-Sham Hamiltonian matrix that can be computed at linear cost:
g(HKS) ≈
np∑
i=1
cipi(H
KS).
We will refer to these simpler functions as basis functions on the spectrum. There are several
variations of the spectral basis functions, e.g., polynomial functions and rational functions. I
will describe a few examples of the density matrix expansion methods and their algorithms.
3.0.3.1 Chebyshev polynomials
Polynomial approximations of the density matrix was first introduced by Goedecker and
Colombo in [20]; since then, there have been numerous adaptations of polynomial approxima-
tions (e.g., [22], [6], and [73]). We will introduce in detail here the polynomial approximation
using Chebyshev polynomials.
Chebyshev polynomials {Tj}∞j=1 are orthogonal polynomials with respect to the weight
function [24],
w(x) = (1− x)− 12 (1 + x)− 12 .
They satisfy the following 3-term recursion relation,
T0(x) = 1,
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T1(x) = x,
Tj+1(x) = 2xTj(x)− Tj−1(x).
They form a complete basis for the inner product space L2([−1, 1], w(x)), and every function
f(x) ∈ L2([−1, 1], w(x)) can be written as
f(x) =
∞∑
j=1
cjTj(x).
The coefficients of expansion can be found by taking the inner product,
cj =
∫
R3
f(x)Tj(x)w(x)dx.
In application to DFT, the key idea is that we can approximate the density matrix using
a truncated Chebyshev polynomial expansion in the Hamiltonian matrix:
γ =
np∑
j=1
cjTj(H).
Since the Chebyshev polynomials are only dense for functions with domain [−1.1], we first
have to transform the discretized Hamiltonian matrix so that its spectrum falls completely
within [−1.1]. This transformation requires an estimate of the largest and the smallest
eigenvalue of the Hamiltonian matrix. The methods used by Goedecker et al. is to use a
Chebyshev filter where one constructs a Chebyshev polynomial fit pup(λ) of a function that
vanishes below some λmax, but blows up for energies larger than λmax. If Tr(pup(H)) does
not vanish then we have non vanishing eigenvalues beyond λmax. The same procedure can
be used to find λmin.
The density matrix written as a matrix function of the Hamiltonian matrix is the step
function defined in equation (3.5). Due to the discontinuity of the matrix function at λN ,
Chebyshev approximation suffers from Gibbs oscillations near the discontinuity [23]; there-
lx
fore, in numerical practice one has to regularize the discontinuity in equation (3.5). In [20],
the authors took the Chebyshev expansion of the Fermi-Dirac distribution:
gfermi(λ) =
1
1− exp(λ−λf
kBT
)
, (3.6)
where kB is the Boltzmann constant, T is the electronic temperature, and λf is the fermi
energy, defined by the number of electrons in the molecular system:
Tr(gfermi(H
KS)) = N.
The Fermi-Dirac distribution describes the distribution of N identical particles subject to
the Pauli-exclusion principle in thermo-equilibrium. This is the reason why density matrix
expansion methods are also called Fermi-operator expansion methods in literature. Of course
the choice of the regularization is by no means is unique, and the same authors also suggested
using the erf function:
f(λ) =
1
2
{1− erf((λ− λf )/∆λ)},
where ∆λ is chosen for numerical convenience, and it serves the same role as kBT in the
Fermi-Dirac distribution.
When Goedecker and Colombo first developed the Chebyshev expansion of the density
matrix, they believed that the way to achieve linear-scaling computation cost was through
taking advantage of the decay properties of the density operator in the spatial r-basis, in
addition to taking advantage of the sparsity of the Hamiltonian matrix. We will see later
that the decay property of the density operator is not necessary.
The density operator in spatial coordinates decay algebraically in metals at zero temper-
ature [46]:
γ(r, r
′
) ∝ kf cos(kf |r− r
′ |)
|r− r′|2 ,
where kf is the fermi wave number magnitude described in equation (2.14). With the intro-
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duction of a finite temperature, T , equivalent to regularization of the density matrix using
the Fermi-Dirac distribution in equation (3.6), the density operator in spatial coordinates
exhibits exponential decay ([21] and [34]):
γ(r, r
′
) ∝ kf cos(kf |r− r
′|)
|r− r′ |2 exp
(− ckBT
kf
|r− r′ |),
where c is a constant on the order of 1. In insulators, we can adapt the same finite-
temperature density operator as long as kBT is less than the band gap of the material.
In order for the finite dimensional approximation of the density operator, the density
matrix, to reflect the decay properties of the density operator γ(r, r
′
), one has to use a local-
ized basis to discretize the Hamiltonian matrix and the density matrix (e.g., finite element
methods, atom-centered Gaussian-type basis, finite difference method, etc). Other than
finite-difference methods, the other localized bases mentioned above are not orthonormal.
In the following discussion, we will assume that the localized basis are orthonormal. Given
that we use Nd number of basis functions, the density matrix is a Nd×Nd matrix. Using the
Chebyshev polynomial approximation, the computation cost for each column of the density
matrix can be evaluated using a recursive relation; each column of the polynomial matrix
function also obeys the recursive relation. Let tjl denote the lth column of the Chebyshev
matrix Tj(H) and el denote the unit vector with 1 at the lth entry and zeros in all remaining
entries.
|t0l 〉 = |el〉,
t1l 〉 = H|el〉,
tj+1l 〉 = 2H|tjl 〉 − |tj−1l 〉.
We can see from the recursive relation that the computation of each column in the Cheby-
shev matrix Tj(H) only requires matrix-vector multiplications. The computation cost of
matrix-vector multiplications is Nd × nH , where nH denotes the number of non-zero ele-
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ments in each row of the Hamiltonian matrix. In general, the Hamiltonian matrix has a
sparse representation, and the sparsity nH is independent of the system size; hence the total
computation cost of each column of the density matrix is proportional with np × Nd × nH ,
where np is the degree of the Chebyshev polynomial approximation. The computation cost
of the entire density matrix is then N2d × nH × np, which is an improvement over the cubic
scaling cost for computing the density matrix exactly using diagonalization.
The computational cost can be further reduced if we can take advantage of the decay
behavior of density matrix. We can define a localization region |r− r′| ≤ Rl, which beyond
Rl, the entry in the density operator γ(r, r
′
), is zero. Using the localized basis functions, if
the distance between the center of the ith basis function and the jth basis function is beyond
a distance L(Rl), then γij = 0. This means that for the kth column of the Chebyshev matrix,
we only need to compute wL elements above and below the kth element, where wL depends
only on RL and nH , independent of the system size. Then the computational cost of density
matrix is proportional to Nd × wL × nH × np, which has linear dependence on the system
size.
In hind-sight, the Chebyshev method doesn’t require truncation of the localization zone
in order to achieve linear scaling, the computation cost of matrix-vector multiplications was
just mis-estimated.
In order to arrive at the Chebyshev expansion of the Fermi-Dirac distribution, we need to
know the Fermi energy λf . It can be found by using any root-finding algorithm that ensures
that the trace of the density matrix equals the number of particles in the system.
Examples using Chebyshev approximations of the finite-temperature density matrix can
be found in [22] and [6]. The degree of Chebyshev polynomials required for a given accuracy
has been studied by Baer et al. in [6], and they have shown that the degree np for an accuracy
10−D is
np ≈ 2
3
(D − 1)βs, (3.7)
where βs =
∆λ
2kBT
, and ∆λ = λmax−λmin is the difference between the largest and the smallest
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eigenvalues of the Hamiltonian matrix. Equation (3.7) will become important in section 3.0.4
later.
3.0.3.2 Linear scaling spectral Gauss quadrature
Another flavor of polynomial approximation of the density matrix is the approximation of the
matrix trace using Gaussian quadratures along the spectrum of the Hamiltonian matrix [73].
This approximation is called the linear scaling spectral Gauss quadrature (LSSGQ) method.
To illustrate the LSSGQ approximation, we should consider the expression of the Kohn-Sham
total energy in equation (2.31) using the Kohn-Sham orbital energies from the eigenvalue
problem in equation (2.29):
0({R1, · · · ,RM}) =
N∑
i=1
λi − 1
2
∫
R3
∫
R3
ρ(r)ρ(r
′
)
|r− r′| drdr
′ −
∫
R3
ρ(r)vexc(r)dr + Eexc(ρ), (3.8)
where λi corresponds to the ith lowest eigenvalues of the Kohn-Sham Hamiltonian matrix in
equation (2.29), and ρ(r) is the ground-state electron density. The first term in equation (3.8)
can be written as simply
N∑
i=1
λi = Tr(Hγ). (3.9)
Using the fact that the ground-state one-particle density matrix γ shares the same eigen-
states as the Hamiltonian matrix, we can write the matrix trace in equation (3.9) as a
summation of a family of spectral integrals along the spectrum of the Hamiltonian matrix:
Tr(Hγ) =
∞∑
i=1
∫
σ(H)
λg(λ)dµ(ξi,ξi)(λ), (3.10)
where g(λ) is the zero-temperature matrix function defined in equation (3.4), and µ(ξi,ξi) is
spectral measure defined by the projection of the resolution of identity P (λ) associated with
H onto the vector ξi:
µ(ξi,ξi) = 〈ξi|P (λ)|ξi〉.
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{ξi} is a set of complete orthonormal basis in L2(R3).
The ground-state electron density at location r0 can also be written as a spectral integral:
ρ(r0) = γ(r0, r0) = 〈r0|γ|r0〉
= 〈r0|g(H)|r0〉 =
N∑
i=1
g(λi)〈r0|ψi〉〈ψi|r0〉
=
N∑
i=1
g(λi)〈r0|
Nd∑
j=1
bijξj〉〈
Nd∑
k=1
bikξk|r0〉
=
N∑
i=1
Nd∑
j=1
Nd∑
k=1
g(λi)bijbikξj(r0)ξk(r0)
=
Nd∑
j=1
Nd∑
k=1
N∑
i=1
g(λi)bijbikξj(r0)ξk(r0)
=
∫
σ(H)
g(λ)dµ(ηr0 ,ηr0 )(λ), (3.11)
where |ψi〉 = |
Nd∑
j=1
bijξj〉, ηr0 =
Nd∑
j=1
ξj(r0)ξj〉, and µ(ηr0 ,ηr0 ) is the spectral measure defined by
µ(ηr0 ,ηr0 ) = 〈ηr0|P (λ)|ηr0〉.
The LSSGQ approximation consists of approximating each of the spectral integrals in
equation (3.10) using spectral Gauss quadratures. Since numerical quadratures are more
efficient computationally when the integrands are smooth, so LSSGQ adopts the finite-
temperature approximation of the density matrix, the Fermi-Dirac function in equation (3.6).
The key components of the spectral Gauss quadratures are the quadrature weights and
nodes. Taking advantage of the sparsity of the Hamiltonian matrix, the computation of
the spectral Gauss quadrature nodes and weights for each integral in equation (3.10) and
equation (3.11) can be evaluated atO(1) cost, independent of the size of the system; resulting
in a numerical scheme that scales linearly with respect to the system size for evaluation of
O(N) spectral integrals.
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To compute np spectral Gauss quadrature nodes and weights for the spectral integral
with measure µ(ξi,ξi), we construct the Krylov subspace of dimension np of H using ξi as the
starting vector:
Knp,ξi = span{|ξi〉, H|ξi〉, · · · , Hnp−1|ξi〉}. (3.12)
The vectors in equation (3.12) are not orthonormal, so we can orthormalize them using
the Lanczos method [39], which is a modified Gram-Schmidt orthogonalization procedure.
The Lanczos algorithm works as follows, starting with v1〉 = ξi〉, αi = 〈v1|H|v1〉, v˜2〉 =
|Hv1〉 − |α1v1〉, and then for k = 2, 3, · · · :
βk−1 = ‖ξi‖,
vk =
v˜k
βk−1
,
αk = 〈vk|H|vk〉,
v˜k+1〉 = |Hvk〉 − |αkvk〉 − βk−1vk−1.
We can collect the real numbers {αj} and {βj} into a tridiagonal matrix Jnp :
Jnp =

α1 β1
β1 α2 β2
. . . . . . . . .
βnp−2 αnp−1 βnp−1
βnp−1 αnp

(3.13)
Let ti and di〉 denote ith eigenvalue and eigenvector of the matrix Jnp correspondingly. Then
{ti}npi=1 are the spectral Gauss quadrature nodes for the spectral integral with measure µ(ξi,ξi),
and the spectral Gauss quadrature weights are defined by
wi = |d1i |2,
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where d1i is the first element in the ith eigenvector. A detailed discussion of the spectral
Gaussian quadrature nodes and weights can be found in [24]. In summary, the key distinc-
tion between Chebyshev polynomial approximation of the density matrix and the LSSGQ
approximation is that in LSSGQ, we are not approximating the density matrix by a single
polynomial function of the Hamiltonian matrix; it looks like a polynomial approximation
because the spectral Gauss quadrature has close ties to polynomial approximations.
Suryanarayana [70] studied the convergence of the LSSGQ approximation with respect
to a linear Hamiltonian matrix, and found that the rate of the convergence of the LSSGQ
approximation scales proportionally to
2piσˆ√
1− λˆf 2
,
where σˆ = kBT
∆λ
and λˆf =
λf
∆λ
. Similar to the Chebyshev polynomial approximation of the
density matrix in section 3.0.3.1, the approximation error is proportional to the spectrum
width ∆λ of the Hamiltonian matrix.
3.0.3.3 Rational approximation of density matrix
Goedecker [22] introduced a rational approximation of the density matrix using contour
integration. The function f(λ):
f(λ) =
1
2pii
∮
C
dz
λ− z ,
equals 1 if λ is enclosed by the contour C, and 0 otherwise. We can choose a contour that
encloses exactly the occupied eigenvalues of the Hamiltonian matrix to approximate the
zero-temperature density matrix. To apply to finite temperature, we can use any rational
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functions that approximate the Fermi-Dirac distribution:
gfermi(λ) ≈
nr∑
i=1
wi
λ− ti .
As for the specific {ti} and {wi}, Goedecker [22] used uniform spaced nodes on the con-
tour curve; Lin et al. [45] applied fast multipole method to the Matsubara pole-expansion
of the Fermi-Dirac function. To evaluate the rational expansion of the Fermi-Dirac func-
tion at linear-cost, we will need to evaluate projections of the inverse of matrices, H − tiI.
This is equivalent to solving linear systems of equations. We can use iterative methods like
conjugate gradient methods. Lin et al. [45] proposed an algorithm for selected inversion of
sparse symmetric matrix (Sellnv) involving LDLT transform of the matrices H − tiI, which
is exact. However, the algorithm scales linearly with respect the number of electrons only in
the system for quasi one dimensional systems; for three dimensional molecular systems, the
algorithm scales quadratically with respect to the system size. Similar to the polynomial ap-
proximations, the number of rational functions required for a given accuracy scales inversely
with respect to the temperature T in the Fermi-Dirac function, and proportionally to the
spectrum width ∆λ of the Hamiltonian matrix. Lin et al. [45] showed that the number of
poles required given an accuracy is,
nr ∝ ln( ∆λ
kBT
).
3.0.4 The relationship between the spectrum width ∆λ and the
system size
The number of expansions in the density matrix methods described above scale proportion-
ally to the spectrum width ∆λ of the linearized Hamiltonian matrix, and the algorithm scale
linearly with respect to the system size if and only if ∆λ is independent of the system size.
In all the papers referenced above, the independence of ∆λ from the systems has not been
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rigorously proven. In this section, we will show that for under certain assumptions, ∆λ is
independent of the system size when the Hamiltonian is discretized using a central finite
difference scheme.
Let VN(r) =
N∑
i=1
v(r−Ri) where Ri denotes the position of the nuclei and N denotes the
number of atoms in the system. Assume that v(r−Ri) ∈ L∞(Ω) and decays faster than
1
|r−Ri| away from Ri, such that we have Vmin ≤ VN(r) ≤ Vmax independent of N . Consider
the linear eigenvalue problem in ΩN with periodic boundary condition:
HVNψ(r) = {−∆ + VN(r)}ψ(r) = λVNψ(r). (3.14)
We show next that for central finite difference approximation with fixed discretization size
∆r, the spectrum width ∆λ is independent of the system size N .
Consider two linear eigenvalue problems with a constant potential in the same domain
as HVN with periodic boundary condition:
HVminu(r) = −∆ + Vminu(r) = λVminu(r) (3.15)
and
HVmaxu(r) = −∆ + Vmaxu(r) = λVmaxu(r). (3.16)
The proof can be further broken into 2 parts,
1. prove λVminmin (∆r) ≤ λVNmin(∆r) < λVNmax(∆r) ≤ λVmaxmax (∆r), where λ{}{}(∆r) denotes the
eigenvalues of the discretized Hamiltonian matrix H{}.
2. prove the bound {λVmaxmax (∆r)− λVminmin (∆r)} is independent of N .
Part 1
Discretize HVmin and HVmax using the same central difference scheme with discretization
size ∆r. Let’s denote the discretized matrix of HVmin , HVN , HVmax by H(Vmin,∆r), H(VN ,∆r),
H(Vmax,∆r). Let Nd(N) denotes the size of the matrix.
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H(Vmin,∆r), H(VN ,∆r), H(Vmax,∆r) are real symmetric matrix with real eigenvalues. Let ψmax
denote the eigenvector corresponding the largest eigenvalue of the matrix H(VN ,∆r). Consider
the quantity:
〈ψmax|H(Vmax,∆r)|ψmax〉
= 〈ψmax|[HVN ,∆r +H
(
(Vmax−VN ),∆r)]|ψmax〉
= 〈ψmax|H(VN ,∆r)|ψmax〉+ 〈ψmax|H
(
(Vmax−VN ),∆r)︸ ︷︷ ︸
positive semi-definite
ψmax〉
≥ λVNmax(∆r)
where 〈·, ·〉 denotes the dot product between two vectors.
Now let {ξi} denote the orthonormal eigenvectors of the matrix H(Vmax,∆r), and we can
expand the eigenvector of H(VN ,∆r): ψmax =
Nd∑
i=1
ciξi. By normalization, we have
Nd∑
i=1
c2i = 1.
Consider the same quantity:
〈ψmax|H(Vmax,∆r)|ψmax〉
= 〈
Nd∑
i=1
ciξi|H(Vmax,∆r)|
Nd∑
j=1
cjξj〉
=
Nd∑
i=1
λVmaxi c
2
i
≤ λVmaxmax .
Hence we have shown that λVNmax(∆r) ≤ λVmaxmax (∆r).
Similarly, if we consider the product where ψmin denotes the eigenvector corresponding
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to the minimum eigenvalue of the matrix H(VN ,∆r).
〈ψmin|H(Vmin,∆r)|ψmin〉
= 〈ψmin|[H(VN ,∆r) +H
(
(VN−Vmin,∆r
)
]|ψmin〉
= 〈ψmin|H(VN ,∆r)|ψmin〉+ 〈ψmin| H
(
(Vmin−VN ),∆r
)︸ ︷︷ ︸
negative semi-definite
|ψmin〉
≤ λVNmin(∆r).
Similarly, let {ξi} denote the orthonormal eigenvectors of the matrix H(Vmin,∆r), we can
expand the eigenvector of H(VN ,∆r): ψmin =
Nd∑
i=1
ciξi. By normalization, we have
Nd∑
i=1
c2i = 1.
Consider the same quantity:
〈ψmin|H(Vmin,∆r)|ψmin〉
= 〈
Nd∑
i=1
ciξi|H(Vmin,∆r)|
Nd∑
j=1
cjξj〉
=
Nd∑
i=1
λVmini c
2
i
≥ λVminmin
Hence we have shown that λVNmin(∆r) ≥ λVminmin (∆r).
Part 2 To obtain a bound for the gap ∆λ, consider a one-dimensional infinite system
subject to the Hamiltonian with a constant potential, as illustrated in equations (3.15)
and (3.16). Depending on the order of the central difference scheme used, the discretized
eigenvalue problem becomes
· · ·+ c2ψn−2 + c1ψn−1 + c0ψn + c1ψn+1 + c2ψn+2 + · · ·+ V ψn = λV,∆rψn, (3.17)
where {ci} corresponds to the coefficient of the central difference scheme. We can make a
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solution ansatz of the form,
ψn = A exp(ikn∆r), (3.18)
where k is the wavenumber. After substituting equation (3.18) into equation (3.17), we get
the numerical dispersion relation for the discretized eigenvalue problem,
λV,∆r(k) = c0 + 2c1 cos(k∆r) + 2c2 cos(2k∆r) + · · ·+ V. (3.19)
Although this is the dispersion relation for an infinite system, when we impose a boundary
condition for a finite system, we are only limiting the largest wavelength (i.e., the smallest
wavenumber k) of plane-waves the system can sustain. In the limit of k → 0, the dispersion
relation in equation (3.19) becomes:
λV,∆r(k) ≈ c0 +
p∑
n=1
2cn −
p∑
n=1
2cn
(nk∆r)2
2
+ V,
to a second order approximation of k. Since
c0 +
p∑
i=1
2ci = 0,
for all central finite difference scheme for the Laplacian operator, at k = 0, we have
λV,∆r(k = 0) = V.
This condition dictates the lowest bound on the eigenvalues λ. We also notice that the
numerical dispersion relation in equation (3.19) is simply a linear combination of cosine
functions, hence there will be a maximum energy state λmax, and it will only be a function
of ∆r since it’s the only parameter in equation (3.19). An intuitive way of thinking about
this result is that since the potential energy is constant at V , the kinetic energy |∇ψ|2 is
what dictates the total energy λ; so the eigenvectors with a larger wave number k, the
lxxii
larger its total energy λ. However, the discretization cannot support waves with arbitrarily
large wave numbers. When the wavelength is shorter than 2∆r, we will get aliasing effects.
Figure 3.1 illustrates the numerical eigenvalues obtained from different orders of central
difference schemes for a Hamiltonian with a constant potential. We can easily extended the
numerical dispersion to a 3-dimensional system subject to a constant potential.
Figure 3.1: Illustration that the exact eigenvalues are always larger than the numerical
eigenvalues.
lxxiii
Chapter 4
A variational frame work for spectral
discretization in density functional
theory
In the last chapter, we introduced linear-scaling density functional theory implementations
that approximate the density matrix either by using polynomials or rational functions.
Linear-scaling methods of this type, with or without truncation, often suffer from two signif-
icant shortcomings. Firstly, they approximate the density matrix of the linearized problem
corresponding to an iteration of the self-consistent scheme; however, the global convergence
properties of the entire self-consistent scheme itself, and of approximations thereof, are not
well-established in general. Secondly, for reasons of computational expedience, linear-scaling
methods often require severe smoothing of the occupancy function, corresponding to un-
physically high temperatures.
In this chapter, we depart from the self-consistent scheme entirely and work directly with
the variational formulation of KSDFT over trace-class operators. Anantharaman and Cance`s
[2] have used this variational formulation to prove the existence of solutions in bounded or
unbounded domains. We use duality in the exchange-correlation functional to convert the
classical variational formulation into nested variational problems. The resulting functional
is linear in the density matrix and thus amenable to a simple spectral representation. Based
on this reformulation, we introduce a new class of operator approximations, which we refer
to as spectral binning. Spectral binning uses simple—or piecewise-constant—functions on
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the spectrum and enables an accurate representation of the occupancy function without
smoothing. The main mathematical result of this chapter consists of a proof of convergence of
spectral binning with respect to combined spatial and spectral discretizations. As an example
of application, we consider a standard one-dimensional benchmark problem (cf. [18]) and
show that, for this problem, spectral binning exhibits excellent convergence characteristics
and outperforms other linear-scaling methods.
The chapter is organized as follows: section 2 briefly reviews KSDFT and reformulates
it as a nested variational problem; section 3 collects the main theorems of existence and
convergence; section 4 presents the proof of the existence of minimizers; section 5 describes
spatial and spectral discretization; section 6 presents the proof of convergence with combined
spatial and spectral discretization.
4.1 Kohn-Sham density functional theory
For simplicity, we restrict ourselves to closed-shell, spin-unpolarized systems. We also restrict
ourselves to an open and bounded subset Ω of R3. This is an important restriction since the
formulation in R3 introduces non-trivial difficulties. We also restrict ourselves to the local
density approximation (LDA) for the exchange-correlation. Finally we make, as common in
this subject, the Born-Oppenheimer hypothesis that the atomic nuclei are classical and we
hold the nuclei fixed throughout this section. We start with the operator formulation used
by Anantharaman and Cance`s, [2]. The connection to the traditional orbital formulation is
given in Appendix B for completeness.
4.1.1 Operator formulation
Let V=W1,20 (Ω), H=L2(Ω), and S1 be the vector space of self-adjoint, trace-class operators
on H:
S1 = {γ ∈ S(H) : Tr(|γ|) <∞}, (4.1)
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where |γ| ≡ √γγ∗. S1 is a separable Banach space [5]. Within S1, we can introduce the
space
X = {γ ∈ S1 : |∇|γ|∇| ∈ S1}, (4.2)
and the constrained set of admissible reduced one-particle density operators
KN = {γ ∈ X : 0 ≤ γ ≤ 1,Tr(γ) = N}. (4.3)
Remark 4.1.1 As stated in [2], for every γ ∈ KN , we have the canonical representation in
the continuous r basis,
γ(r, r′) =
∞∑
i=1
2αiξi(r)ξi(r
′), (4.4)
where ξi ∈ V for all i ∈ N, the factor of 2 simply accounting for spin unpolarization, and
0 ≤ αi ≤ 1,
∫
Ω
ξi(r)ξj(r) dr = δij,
∞∑
i=1
2αi = N. (4.5)
We define the electron density for every γ ∈ KN as
ργ(r) = γ(r, r). (4.6)
We consider a system ofM atoms with nuclei located at {R1, · · · ,RM} = {R1, . . . ,RM} ⊂ Ω
and nuclear charges Z1, . . . , ZM . We now follow Anantharaman and Cance`s, [2], and define
the extended Kohn-Sham energy functional EEKS : KN → R as
EEKS(γ) = T0(γ) + EH(ργ) + Eext(ργ) + Un−n + Exc(ργ), (4.7)
where T0 is the kinetic energy of the non-interacting electrons,
T0(γ) = Tr
(
−1
2
∆γ
)
, (4.8)
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EH is the Hartree energy representing the classical electrostatic repulsion energy for a given
electron density,
EH(ργ) =
1
2
∫
Ω
∫
Ω
ργ(r)ργ(r
′)
|r− r′| dr dr
′, (4.9)
Eext is the interaction energy between the nuclear charges and the electrons,
Eext(ργ) =
∫
Ω
ργ(r)vext(r, {R1, · · · ,RM}) dr =
∫
Ω
ργ(r)
( ∑
1≤I≤M
ZI
|RI − r|
)
dr, (4.10)
Un−n is the classical electrostatic repulsion energy due to the nuclear charges,
Un−n =
1
2
∑
1≤I≤J≤M
ZIZJ
|RI −RJ | , (4.11)
and Exc(ργ) is the exchange-correlation energy that is split into two terms (cf. [59]),
Exc(ργ) = Ex(ργ) + Ec(ργ) =
∫
Ω
h(ργ) dr, (4.12)
with an exchange term,
Ex(ργ) = −3
4
( 6
pi
)1/3 ∫
Ω
ρ4/3γ (r) dr, (4.13)
and a correlation term,
Ec(ργ) =
∫
Ω
c(ργ(r))ργ(r) dr, (4.14)
where c is taken from [59]. The connection of this formulation to the traditional formulation
is in Appendix A. The ground-state energy of the extended Kohn-Sham energy functional is
EKS0 = inf
γ∈KN
EEKS(γ). (4.15)
The existence of minimizers of the extended Kohn-Sham energy functional has been shown
in [2].
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4.1.2 Reformulation
The preceding formulation of the extended KSDFT energy functional is not amenable to
spectral discretization because of the non-linearity in the terms EH and Exc. To overcome
this difficulty, we reformulate these terms as follows.
4.1.2.1 Electrostatics
We reformulate the electrostatic terms by writing them as the solution to a Helmholtz
problem (cf., e.g., [35, 74]). We approximate the nuclear charges at a given atomic site Ri
by a regularized and bounded nuclear charge distribution −ZifRi(r) with compact support
on a small ball centered at Ri satisfying
∫
Ω
fRi(r) dr = 1. (4.16)
We can then rewrite the electrostatic terms as the variational problem
EH(ργ) + Eext(ργ) + Un−n
= sup
φ∈V
{
−CS
∫
Ω
|∇φ(r)|2 dr +
∫
Ω
(b(r, {R1, · · · ,RM}) + ργ(r))φ(r) dr
}
+ Cself,
where
b(r, {R1, · · · ,RM}) =
M∑
i=1
ZifRi(r). (4.17)
CS > 0 is a constant depending on the spatial dimension S (e. g. CS =
1
8pi
for S = 3); Cself
is an inessential constant that depends only on the regularization fRi and is independent of
ργ and {R1, · · · ,RM}.
To clarify the dependence of the electrostatic terms on γ, we introduce an unbounded
local operator:
Φ(r, r′) = φ(r)δ(r, r′), (4.18)
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and use its coordinate representation so that
Tr(Φγ) =
∫
Ω
φ(r)ργ(r) dr. (4.19)
The Coulomb energy is
J(ργ) = EH(ργ) + Eext(ργ) + Un−n
= sup
φ∈V
{
Tr(Φγ)− CS
∫
Ω
|∇φ(r)|2 dr +
∫
Ω
b(r, {R1, · · · ,RM})φ(r) dr
}
+ Cself. (4.20)
4.1.2.2 Exchange-correlation energy
Next, we reformulate the exchange-correlation energy Exc. We make the following assump-
tions on the integrand h(t) in the exchange-correlation energy introduced in equation (4.12):
(P1) Smoothness condition: the function h : R+ → R and h(t) ∈ C1(R3).
(P2) Curvature condition: the function h is concave in R+.
(P3) Zero density condition:
h(0) = 0. (4.21)
(P4) Non-positivity condition: h(t) ≤ 0 for all t ∈ R+.
(P5) Decay condition: for t ∈ R+ the function h satisfies
h′(t) ≤ 0. (4.22)
(P6) Growth conditions: for t ∈ R+, the function h satisfies the bounds
C1|t|4/3 + C2 ≤ |h(t)| ≤ C3|t|4/3 + C4, (4.23)
for some real constants C1 > 0, C2 ≤ 0, C3 > 0 and C4 ≥ 0.
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By reflection, we can extend h to a function from R+ to R, setting h(t) ≡ h(|t|) for t < 0.
This extended function, again denoted by h, is continuous in R due to property (P3).
Remark 4.1.2 Since h(t) is continuous in R and since |h(t)| ≤ C3|t| 43 +C4, from the upper
bound in (4.23), with Fatou’s Lemma it follows that Exc(ργ) is continuous in L 43 (R3).
We proceed to rewrite the exchange-correlation functional using a Legendre transform. We
define
Bxc(ργ) = −Exc(ργ). (4.24)
From property (P2) of the exchange-correlation function h, Bxc(ργ) is a convex and contin-
uous functional in L4/3(R3). Let
U = L4(Ω) (4.25)
As explained in Appendix B, there exists a dual functional B∗xc(u) : U 7→ R such that
Bxc(ργ) = sup
u∈U
{〈ργ, u〉 −B∗xc(u)}, (4.26)
where the dual product 〈v, u〉 for any v ∈ L4/3(R3) and u ∈ L4(R3) is defined by
〈v, u〉 =
∫
Ω
v(r)u(r) dr. (4.27)
Using arguments from [17], we can rewrite the exchange-correlation functional,
Exc(ργ) = −Bxc(ργ)
= − sup
u∈U
{〈ργ, u〉 −B∗xc(u)}
= inf
u∈U
{−〈ργ, u〉+B∗xc(u)}.
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Finally, we introduce the unbounded local operator
U(r, r′) = u(r)δ(r, r′), (4.28)
using its coordinate representation. We can then rewrite the exchange-correlation functional
as
Exc(ργ) = inf
u∈U
{−Tr(Uγ) +B∗xc(u)}. (4.29)
4.1.2.3 Reformulated Extended Kohn-Sham Functional
Substituting (4.20) and (4.29) in (4.7) and omitting the inessential constant Cself for brevity,
we obtain the reformulated extended KS(REKS) energy functional EREKS : KN → R as
EREKS(γ) = inf
u∈U
sup
φ∈V
L(u, φ, γ), (4.30)
where L : U × V × KN is
L(u, φ, γ) = Tr(H(φ, u)γ) +
∫
Ω
(− CS|∇φ(r)|2 + b(R, r)φ(r)) dr +B∗xc(u), (4.31)
with the Hamiltonian
H(φ, u) = −1
2
∆ + Φ− U (4.32)
and Φ, U defined in (4.18), (4.28). The ground-state energy of the system with M atoms is
REKS0 = inf
γ∈KN
EREKS(γ)
= inf
γ∈KN
inf
u∈U
sup
φ∈V
L(u, φ, γ) (4.33)
= inf
γ∈KN
inf
u∈U
sup
φ∈V
{
Tr(H(φ, u)γ) +
∫
Ω
(− CS|∇φ(r)|2 + b(r, {R1, · · · ,RM})φ(r)) dr +B∗xc(u)
}
.
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4.2 Main results
We prove the following theorems on the reformulated extended KS functional.
Theorem 3 The reformulated extended KS energy functional EREKS(γ) in (4.30) possesses
a minimizer in KN .
Theorem 4 The order of the infimum and supremum in the computation of the ground-state
energy of the reformulated KS energy functional (4.33) can be exchanged:
REKS0 = inf
γ∈KN
inf
u∈U
sup
φ∈V
L(u, φ, γ)
= inf
u∈U
sup
φ∈V
inf
γ∈KN
L(u, φ, γ), (4.34)
where L is given by (4.31).
Theorem 4 enables the spectral discretization. Note that γ appears linearly in the func-
tional L and only in Tr(H(φ, u)γ). It is easy to show that, for every u ∈ U and every
φ ∈ V ,
inf
γ∈KN
Tr(H(φ, u)γ) (4.35)
is attained and the minimizer commutes with γ. Therefore, the problem is unchanged if we
seek the infimum over a subset KHN ⊂ KN of operators that commute with H or equivalently
over the Borel functions of H (see (4.83) below). We obtain a spectral discretization by
limiting γ to KHN,k made of k simple functions of H (see (4.103) below).
We are also interested in spatial discretization. Hence, we consider finite-dimensional
subspaces Vj and Uj of V and U , respectively, with Hj, Lj to be discrete Hamiltonian and
functional on these subspaces. We have the following result on the combined convergence
with respect to spatial and spectral discretization.
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Theorem 5 Let kj →∞ as j →∞. Then, the diagonal sequence of spatially and spectrally
discrete reformulated extended KS energies converges to the full KS ground-state energy:
lim
j→∞
inf
Uj
sup
Vj
inf
KHj(φ,u)N,kj
Lj(u, φ, γ) = inf
U
sup
V
inf
KH(φ,u)N
L(u, φ, γ) = REKS0 . (4.36)
4.3 Existence of solutions
To establish the existence of minimizers in KN for the KS-DFT problem in equation (4.30),
we use tools similar to those used in the more general proof given by Anantharaman and
Cance`s in [2] and restate their results for an open, bounded, and Lipschitz domain Ω for
completeness. The proof follows the framework of the direct method in the calculus of
variations. Specifically, we consider the weak∗-topology of the vector space X endowed with
the norm
‖ · ‖X = Tr(| · |) + Tr(||∇| · |∇||) (4.37)
in the convex set KN defined in (4.3).
For clarity of notation, in the remainder of this chapter, we change our notation on the
repulsive energy functionals (4.12) and (4.20) in order to emphasize their dependence on the
reduced one-particle density operator and write
Exc(γ) ≡ Exc(ργ), J(γ) ≡ J(ργ). (4.38)
Remark 4.3.1 Since X is a separable and normed linear space, every uniformly bounded
sequence {γn}n∈N in X contains a weak∗-convergent subsequence.
For a proof of Remark 4.3.1, see for instance Part II of Theorem 2.2.1 in [36].
Lemma 4.3.2 For all γ ∈ KN , the following inequalities hold.
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1. Lower bound on the kinetic energy,
1
2
‖∇√ργ‖ ≤ Tr(−1
2
∆γ) =
1
2
Tr(|∇|γ|∇|). (4.39)
2. Lower bound on the Coulomb energy,
0 ≤ J(γ). (4.40)
3. Lower bound on the exchange-correlation energy,
−C3|Ω|−1/3N4/3 − C4|Ω| ≤ Exc(γ). (4.41)
4. Lower bound on the reformulated extended KS energy functional,
‖γ‖X − C5 ≤ EREKS(γ) (4.42)
for a constant C5 > 0 independent of γ. In particular, by (4.42), E
REKS(γ) is coercive
w.r.t. the weak∗-topology of X .
Proof 1. Lower bound on the kinetic energy. In the canonical representation, the elec-
tron density is
ργ(r) =
∞∑
i=1
2αiξi(r)
2. (4.43)
By direct inspection and Cauchy–Schwarz’s inequality, we find
|∇√ργ|2 = 2|
∑∞
i=1 αiξi(r)∇ξi(r)|2∑∞
i=1 αiξi(r)
2
≤ 2
∑∞
i=1 αi|ξi(r)|2
∑∞
i=1 αi|∇ξi(r)|2∑∞
i=1 αiξi(r)
2
.
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After integration, this yields
1
2
‖∇√ργ‖L2(Ω) ≤ Tr(−1
2
∆γ) =
1
2
Tr(|∇|γ|∇|). (4.44)
2. Lower bound on the Coulomb energy. We have
J(γ) = sup
φ∈V
{∫
Ω
φ(r)(b({R1, · · · ,RM}, r) + ργ(r)) dr− CS
∫
Ω
|∇φ(r)|2 dr
}
≥ 0,
(4.45)
where we use the test function φ(r) = 0 in Ω to obtain the lower bound.
3. Lower bound on the exchange-correlation energy.
Using the bounds from equation (B.6) in Appendix B, the LDA exchange-correlation
functional integrand h in equation (4.12) is bounded from below:
Exc(γ) = inf
u∈U
{−Tr(Uγ) +B∗xc(u)}
≥ inf
u∈U
{−Tr(Uγ) + C18‖u‖4L4(Ω) + C19|Ω|}
= −Tr(Uγγ) + C18‖uγ‖4L4(Ω) + C19|Ω| (4.46)
≥ −Tr(Uγγ) + C19|Ω|
≥ −C|Ω|−1/3(Tr(γ))4/3 + C19|Ω|
= −C|Ω|−1/3N4/3 + C19|Ω|, (4.47)
where uγ denotes a minimizer of equation (4.46) and Uγ is its corresponding operator.
It is evident that there exists a minimizer for the variational problem (4.46).
4. Lower bound on EREKS. Coercivity of EREKS.
Putting together all the inequalities in the equations (4.45) and (4.47), we end up with
EREKS(γ) ≥ Tr
(
− 1
2
∆γ
)
−C|Ω|−1/3N4/3+C19|Ω| = 1
2
(
Tr(|∇|γ|∇|)+Tr(|γ|))−C5. (4.48)
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Here, we introduced the new constant
C5 ≡ C|Ω|−1/3N4/3 − C19|Ω|+ N
2
. (4.49)
For the derivation of (4.48), we used that for every γ ∈ KN , directly from the definition
of this set,
Tr(γ) = Tr(|γ|) = N. (4.50)
The estimate (4.48) implies that for any t ∈ R the level sets
{
γ ∈ KN : EREKS(γ) ≤ t
}
(4.51)
are bounded,
t+ C5 ≥ 1
2
(Tr(|γ|) + Tr(|∇|γ|∇|)) ≡ 1
2
‖γ‖X . (4.52)
Consequently there exists a subsequence of γn that converges w.r.t. the weak
∗-topology
and we conclude that EREKS(γ) is coercive w.r.t. the weak∗-topology in KN .
Lemma 4.3.3 The set KN is closed in X w.r.t. the weak∗-topology.
Proof Let C(H) denote the vector space of compact linear operators on H. For all γn ∗⇀ γ,
we have Tr(γnW )→ Tr(γW ) for all W ∈ C(H) in the limit n→∞.
We define the rank-one operator
W = |ψ〉〈ψ|, (4.53)
where ‖ψ‖L2(Ω) = 1. Due to the weak∗-convergence of γn,
0 ≤ lim
n→∞
Tr(γnW ) = Tr(γW ), (4.54)
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and
Tr(γW ) = lim
n→∞
Tr(γnW ) = lim
n→∞
〈ψ, γnψ〉 ≤ 〈ψ, ψ〉 = 1. (4.55)
Since the estimate (4.55) holds for all normalized ψ ∈ H, we find with (4.54) that 0 ≤ γ ≤ 1.
Since γn
∗
⇀ γ, ‖γn‖1 is bounded independently of n, see Proposition 3.13 in [11]. From
equation (4.39) we have that {√ργn}n∈N is bounded in W1,20 (Ω). Therefore, there exists a
subsequence {√ργni}i∈N that converges weakly to
√
ργ in W1,20 (Ω). By the compact embed-
ding of W1,20 (Ω) in Lp(Ω), the subsequence {√ργni}i∈N converges strongly to
√
ργ in Lp(Ω)
for all 2 ≤ p < 6, see, e.g., [1]. These considerations show that
lim
n→∞
Tr(γn) = lim
n→∞
∫
Ω
ργn dr = lim
n→∞
‖√ργn‖2L2 = ‖
√
ργ‖2L2(Ω) =
∫
Ω
ργ dr = Tr(γ). (4.56)
Hence, the set KN is closed w.r.t. the weak∗-topology on X .
Lemma 4.3.4 The functional J(γ) introduced in (4.20) is lower semi-continuous w.r.t. the
weak∗-topology on X .
Proof We begin by showing that Tr(Φ·) defines a bounded linear functional on KN :
|Tr(Φγ)| =
∣∣∣ ∞∑
i=1
〈Φγξi, ξi〉
∣∣∣ ≤ ∞∑
i=1
2αi|〈Φξi, ξi〉|
≤
∞∑
i=1
2αi‖φ‖L2(Ω)‖ξ2i ‖L2(Ω) = ‖φ‖L2(Ω)
∞∑
i=1
2αi‖ξi‖2L4(Ω)
≤ C‖φ‖L2(Ω)
∞∑
i=1
2αi‖∇ξi‖2L2(Ω) = C‖φ‖L2(Ω)Tr(−∆γ), (4.57)
where {ξi}i∈N come from the canonical representation of γ ∈ KN , cf. equation (4.4), and
the Gagliardo–Nirenberg–Sobolev inequality has been used to obtain equation (4.57). Con-
sequently,
J(γ) = sup
φ∈V
{
Tr(Φγ) +
∫
Ω
(
b(r, {R1, · · · ,RM})φ(r)− CS|∇φ(r)|2
)
dr
}
(4.58)
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is the point-wise supremum over a family of continuous affine functionals on KN . Hence, it
is also lower semi-continuous with respect to the weak∗-topology on KN .
Lemma 4.3.5 Exc(γ) is continuous w.r.t. the weak
∗-topology on X .
Proof Similarly to the proof of Lemma 4.3.4, we can show that Tr(Uγ) defines a continuous
affine functional on KN for every u ∈ U . We prove the continuity of Exc(γ) with respect to
the weak∗-topology using techniques of Γ-convergence.
For every sequence γn such that γn
∗
⇀ γ in KN , we consider the family of functionals on
U indexed by n defined by
−Tr(Uγn) +B∗xc(u). (4.59)
We show that this family of functionals Γ-converges with respect to the weak∗-topology to
the functional
−Tr(Uγ) +B∗xc(u) (4.60)
for all γn
∗
⇀ γ in KN .
For the lim-inf condition, we need to show that for every u ∈ U and for all un ⇀ u,
lim inf
n→∞
{−Tr(Unγn) +B∗xc(un)} ≥ −Tr(Uγ) +B∗xc(u). (4.61)
Since γn
∗
⇀ γ, for every member of a complete orthonormal basis in L2(Ω), {ξi}i∈N ⊂
W1,20 (Ω), we have
lim
n→∞
〈γnξi, v〉 = 〈γξi, v〉. (4.62)
From the proof of Lemma 4.3.3, we have ργn → ργ in L2(Ω). Therefore, limn→∞Tr(Unγn) =
Tr(Uγ). In addition, B∗xc(u) is weakly lower semi-continuous by duality and convexity. This
completes the proof of the lim-inf condition.
For the lim-sup condition, we choose the trivial recovery sequence un = u for every u ∈ U ,
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implying
lim sup
n→∞
{−Tr(Unγn) +B∗xc(un)} ≥ −Tr(Uγ) +B∗xc(u). (4.63)
Lastly, to show equi-coercivity of the functionals, from equation (B.6) in Appendix B,
−Tr(uγn) +B∗xc(u) ≥ C18‖u‖4U − (sup
n
Cn)‖u‖L2(Ω) + C19|Ω|, (4.64)
where Cn ≡ Tr(−∆γn), and Cn is bounded since γn ∗⇀ γ in X . Therefore, the family of
functionals
−Tr(uγn) +B∗xc(u) (4.65)
is equi-coercive. Using Theorem 7.8 in [49], we have
lim
n→∞
Exc(γn) = lim
n→∞
inf
u∈U
{−Tr(Uγn) +B∗xc(u)} = inf
u∈U
{Tr(Uγ) +B∗xc(u)} = Exc(γ).
(4.66)
Lemma 4.3.6 Let {γn}n∈N be a sequence of elements in KN which converges to γ in the
weak∗-topology of X . Then
EREKS(γ) ≤ lim inf
n→∞
EREKS(γn). (4.67)
Proof To prove the lower semi-continuity of EREKS(γ), we use the continuity of the func-
tional J(γ) from Lemma 4.3.4 and the continuity of Exc(γ) from Remark 4.1.2 w.r.t. the
weak∗-topology.
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For any orthonormal basis {ψk}k∈N of L2(Ω) such that ψk ∈ W1,2(Ω) for all k, we have
Tr(−∆γ) = Tr(|∇|γ|∇|)
=
∞∑
k=1
〈ψk
∣∣|∇|γ|∇|∣∣ψk〉
=
∞∑
k=1
Tr
(
γ(
∣∣|∇|ψk〉〈|∇|ψk∣∣))
=
∞∑
k=1
lim
n→∞
Tr
(
γn(
∣∣|∇|ψk〉〈|∇|ψk∣∣))
≤ lim inf
n→∞
∞∑
k=1
Tr
(
γn(
∣∣|∇|ψk〉〈|∇|ψk∣∣))
= lim inf
n→∞
Tr(|∇|γn|∇|). (4.68)
This proves the lower semi-continuity of the functional EREKS(γ).
Theorem 1 The reformulated extended KS energy functional EREKS(γ) possesses a mini-
mizer in KN .
Proof Consider a minimizing sequence {γn}n∈N of EREKS(γ) in KN . From Lemma 4.3.2 and
Lemma 4.3.1, we know that (γn)n∈N has a weak∗-converging subsequence. By the closure of
the subset KN , this subsequence converges to some γ0 ∈ KN . Using the lower semi-continuity
of EREKS w.r.t. the weak∗-convergence in X , it follows
inf
γ∈KN
EREKS(γ) ≤ EREKS(γ0) ≤ lim inf
n→∞
EREKS(γn) = inf
γ∈KN
EREKS(γ). (4.69)
Hence, the existence of a minimizer of EREKS in KN is established.
4.4 Discretization of the energy functional
Next, we introduce the spectral and spatial discretizations of the reformulated extended KS
functional and prove the convergence of the resulting approximate solutions.
xc
4.4.1 Justification of the spectral discretization
Before we can apply spectral discretization, as it will become evident subsequently, we need
to prove that the spinless one-particle density operator that minimizes EREKS(γ) can be
written as a spectral function of the Hamiltonian H(φ, u).
We recall the definition of L : U × V × KN from equation (4.31):
L(u, φ, γ) = Tr(H(φ, u)γ)+
∫
Ω
(−CS|∇φ(r)|2+b({R1, · · · ,RM}, r)φ(r)) dr+B∗xc(u). (4.70)
The ground-state energy equals, cf. the equations (4.30) and (4.31),
REKS0 = inf
γ∈KN
inf
u∈U
sup
φ∈V
L(u, φ, γ). (4.71)
Since we can exchange the order of the infima, the ground-state energy is also equal to
REKS0 = inf
u∈U
inf
γ∈KN
sup
φ∈V
L(u, φ, γ). (4.72)
Now we derive sufficient properties of L(u, ·, ·) that enable us to exchange the order of
the infimum over γ ∈ KN and the supremum over φ ∈ V .
Lemma 4.4.1 For every u ∈ U and every φ ∈ V, the functional L(u, φ, ·) is convex and
lower semi-continuous with respect to γ in X . In addition, for every φ ∈ V,
lim
‖γ‖X→+∞
L(u, φ, γ) = +∞. (4.73)
Proof For given u and φ, the convexity of L(u, φ, ·) is evident since the terms involving γ
are linear functionals of γ.
Regarding the lower semi-continuity of L(u, φ, ·), from Lemma 4.3.6 we observe that
Tr(−1
2
∆γ) is lower semi-continuous in X . Since, for every sequence γn → γ in KN , by com-
pact embedding ργn → ργ in L2(Ω), the functionals Tr(Φγ) and Tr(Uγ) are also continuous
xci
in X .
Since u ∈ U ⊂ L2(Ω), for every γ ∈ KN ,
L(u, φ, γ) = Tr(−1
2
∆γ) + Tr(Φγ)− Tr(Uγ)
≥ Tr(−1
2
∆γ)− (‖u‖L2(Ω) + ‖φ‖L2(Ω))‖ργ‖L2(Ω)
≥ Tr(−1
2
∆γ)− C6(‖u‖L2(Ω) + ‖φ‖L2(Ω))‖ργ‖
1
4
L1(Ω)‖ργ‖
3
4
L3(Ω) (4.74)
≥ Tr(−1
2
∆γ)− C7(‖u‖L2(Ω) + ‖φ‖L2(Ω))Tr(|γ|) 14‖∇√ργ‖
3
2
L2(Ω) (4.75)
for some positive real constants C6 and C7, where interpolation inequalities are used to
obtain equation (4.74) and the Gagliardo–Nirenberg–Sobolev inequality is used to obtain
equation (4.75). Hence
L(u, φ, γ) ≥ 1
2
‖γ‖X − C8‖∇√ργ‖
3
2
L2(Ω) −
N
2
, (4.76)
where C8 ≡ C7N1/4(‖u‖L2(Ω) + ‖φ‖L2(Ω)), implying the coercivity (4.73) of L(u, φ, ·).
Lemma 4.4.2 For every u ∈ U and every γ ∈ KN , the functional L(u, ·, γ) is concave and
upper semi-continuous with respect to φ in V. In addition,
lim
‖φ‖V→+∞
L(u, φ, γ) = −∞. (4.77)
Proof For given u and γ, the terms Tr(Φγ) and
∫
Ω
b(r, {R1, · · · ,RM})φ(r) dr are linear
functionals of φ, so they are concave. The term −CS
∫
Ω
|∇φ(r)|2 dr is quadratic and concave
in |∇φ(r)|. Hence, L(u, ·, γ) is concave.
Concerning the upper semi-continuity of L(u, ·, γ), by using arguments similar to those
in Lemma 4.4.1, we observe that Tr(Φγ) and
∫
Ω
b(r, {R1, · · · ,RM})φ(r) dr are continuous
in V for given b(r, {R1, · · · ,RM}) and γ ∈ KN . The quadratic term −CS
∫
Ω
|∇φ(r)|2 dr is
upper semi-continuous in V as a result of Proposition 2.1 in [49].
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Finally, for every γ ∈ KN ,
−L(u, φ, γ) ≥ CS‖∇φ‖2L2(Ω) − ‖φ‖L2(Ω)‖ργ+b(r, {R1, · · · ,RM})‖L2(Ω) + C9(u, γ)
≥ C10‖φ‖2L2(Ω) − ‖φ‖L2(Ω)‖ργ+b(r, {R1, · · · ,RM})‖L2(Ω) + C9(u, γ), (4.78)
where the Poincare´ inequality has been used to derive the second estimate, C10 > 0, and
with
C9(u, γ) ≡ Tr(1
2
∆γ) + Tr(Uγ)−B∗xc(u). (4.79)
Applying Young’s inequality to ‖φ‖L2(Ω)‖ργ +b(r, {R1, · · · ,RM})‖L2(Ω) in (4.78), ‖φ‖L2(Ω)
can be absorbed in C10‖φ‖2L(Ω), implying the convergence of φ 7→ L(u, φ, γ) to −∞ as ‖φ‖V
converges to +∞.
After these ancillary results, we show that it is possible to exchange the orders of the
infima and supremum when computing REKS0 . This commutativity property is important,
as it allows to apply spectral theory to the Lagrange functional L(u, φ, γ).
Let Eband(u, φ, γ) := Tr(H(φ, u)γ).
Theorem 2 The order of the infimum and supremum in the computation of the ground-state
energy of the reformulated KS energy functional can be exchanged:
REKS0 = inf
γ∈KN
inf
u∈U
sup
φ∈V
L(u, φ, γ)
= inf
u∈U
sup
φ∈V
inf
γ∈KN
L(u, φ, γ)
= inf
u∈U
sup
φ∈V
inf
γ∈KN
{
Eband(u, φ, γ) +
∫
Ω
(− CS|∇φ(r)|2 + b(R, r)φ(r)) dr +B∗xc(u)
}
.
(4.80)
For every u ∈ U and every φ ∈ V, the minimizer of the band energy Eband(u, φ, ·) in KN
commutes with the Hamiltonian H(φ, u).
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Proof Using similar arguments as in Proposition 2.2 in [17], we are guaranteed the existence
of at least one saddle point {φ¯, γ¯} of L(u, ·, ·) for every u ∈ U . Hence, exchanging infimum and
supremum does not affect the ground-state energy of the reformulated KS energy functional.
Next, for every u ∈ U and every φ ∈ V , H(φ, u) is a self-adjoint unbounded operator on
L2(Ω). Associated to H(φ, u), there is a countable family of orthonormal eigenvectors that
form a basis of L2(Ω). From [80], since φ(r) ∈ V and u(r) ∈ U , we have that H(φ, u) is
semi-bounded from below.
Let λk, ξk denote the k-th eigenvalue and k-th eigenvector of H(φ, u), respectively, with
the indices ordered by increasing magnitude of the eigenvalues. Then, since the trace is
invariant with respect to a change of basis, it follows that
inf
γ∈KN
Eband(u, φ, γ) = inf
γ∈KN
Tr
(
H(φ, u)γ
)
= inf
γ∈KN
∞∑
k=1
〈H(φ, u)γξk, ξk〉
= inf
γ∈KN
∞∑
k=1
〈γξk, H(φ, u)ξk〉
= inf
γ∈KN
∞∑
k=1
λk〈γξk, ξk〉
=
N∑
k=1
λk.
From Theorem 1.3, Supplement 1 in [9], there exists a Borel function g : R→ R with
g(λ) =
 1, if λ ≤ λN ,0, otherwise, (4.81)
such that for every u ∈ U and every φ ∈ V ,
argmin
γ∈KN
Eband(u, φ, γ) = g
(
H(φ, u)
)
. (4.82)
To ensure the existence of a spectral function g, we replace the minimization over KN by
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the minimization over the subset
KH(φ,u)N =
{
γ ∈ KN : γ = g
(
H(φ, u)
)
for a Borel function g over R, 0 ≤ g ≤ 1} (4.83)
and observe that
inf
γ∈KN
Eband(u, φ, γ) = inf
γ∈KH(φ,u)N
Tr
(
H(φ, u)γ
)
. (4.84)
It bears emphasis that every element in the set KH(φ,u)N can be written as a spectral function
of H(φ, u) and is thus amenable to spectral discretization.
In the next two sections, we proceed to define the spectral discretization and the spatial
discretization of the reformulated extended KS energy functional defined in (4.30).
4.4.2 Spatial discretization
We begin by discretizing problem (4.72) a` la Rayleigh-Ritz, i.e., by restriction to finite-
dimensional subspaces. To this end, let Vj be from a family of finite-dimensional subspaces
of V spanned by the basis {e1, . . . , ej}, e.g. a subspace that corresponds to a finite element
discretization, and let Uj be from a family of finite-dimensional subspaces of U spanned by
the basis {d1, . . . , dj}, e.g. the piece-wise constant simple functions. Then the restriction of
the electrostatic field to Vj is of the form
φj(r) =
j∑
a=1
φaea(r). (4.85)
The nuclear charge distribution is
bj(r, {R1, · · · ,RM}) =
j∑
a=1
b{R1,··· ,RM}a ea(r), (4.86)
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and the dual density potential uj(r) has the form
uj(r) =
j∑
a=1
uada(r). (4.87)
Like-wise, the discrete density matrix, which is the restricted density operator on a finite-
dimensional subspace:
γj(r1, r2) =
j∑
a1=1
j∑
a2=1
γja1,a2ea1(r1)ea2(r2), (4.88)
where γj denotes the matrix of coefficients, and the discrete electron density follows as
ρj(r) =
j∑
a1=1
j∑
a2=1
ρja1a2ea1(r)ea2(r), (4.89)
where
ρja1a2 = γ
j
a1,a2
. (4.90)
The above restrictions define a sequence of subspaces in KjN of density matrices,
KjN =
{
γ ∈ X : γ ∈ S(Vj), 0 ≤ γ ≤ 1
}
, (4.91)
where S(Vj) denotes the vector space of symmetric linear operators on Vj.
The corresponding discrete Lagrangians Lj, obtained by restriction of the functional in
equation (4.31) to Uj × Vj ×KjN , follow as
Lj(u, φ, γ) = Tr(Hj(φ, u)γj)+
j∑
a1=1
j∑
a2=1
{
−CSφa1Aa1,a2φa2 + b{R1,··· ,RM}a1 Ma1,a2φa2
}
+B∗xc(u).
(4.92)
Before proceeding further, we remark on the notation in (4.92). Let Hj(φ, u) denote the
matrix Hj defined by restriction of φ and u on the finite-dimensional subspaces Vj and Uj,
respectively. Throughout this chapter, we use a superscript index j to denote restriction
xcvi
of an operator or a functional to the finite-dimensional subspace defined by Vj, Uj, and
KjN . We use a subscript index j in general to denote the j-th element in a sequence of
functions or operators. There will be cases where an operator or a function indexed by a
subscript j happens to coincide with the restriction of the operator or the function to the
finite-dimensional subspace Uj,Vj, and KjN , but there is no ambiguity from the context when
these situations arise.
Using spatial discretization, we introduce these discrete quantities:
Hj ≡ 1
2
A+ Φj − U j, (4.93)
Aa1,a2 ≡
∫
Ω
∇ea1(r) · ∇ea2(r) dr,
Ma1,a2 ≡
∫
Ω
ea1(r) · ea2(r) dr,
Φja1,a2 ≡
∫
Ω
( j∑
a=1
φaea(r)
)
ea1(r)ea2(r) dr,
U ja1,a2 ≡
∫
Ω
( j∑
a=1
uada(r)
)
ea1(r)ea2(r) dr.
Formally, A and M also depend on j, as they are restrictions of operators to {e1, . . . , ej}.
We omit this dependence here for simplicity of notation.
The discrete band energy Ejband : Uj × Vj ×KjN becomes
Ejband(u, φ, γ) = Tr(H
j(φ, u)γj). (4.94)
In addition, we need to introduce this sequence of discrete constraint sets:
KHj(φ,u)N =
{
γ ∈ KjN : γ = g
(
Hj(φ, u)
)
for a Borel function g over R, 0 ≤ g ≤ 1}. (4.95)
With these settings, motivated by the equations (4.30)–(4.33), the corresponding sequence
xcvii
of discrete energies REKS0,j becomes
REKS0,j = inf
u∈Uj
sup
φ∈Vj
inf
γ∈KHj(φ,u)N
Lj(u, φ, γ). (4.96)
4.4.3 Spectral discretization
Next, we proceed to spectrally discretize the minimization over γ ∈ KHj(φ,u)N of the discrete
band energy from equation (4.94). We begin by applying the spectral decomposition theorem
(cf., e.g., [65]). For fixed j ∈ N, since Hj defined in (4.93) is a self-adjoint operator, this
theorem states that
Hj =
∫
σ(Hj)
λ dP j(λ), (4.97)
where P j is a resolution of the identity over the Borel sets of the real line, and σ(Hj) denotes
the spectrum of Hj. Similarly, for the restricted discrete density matrices γj in (4.88) defined
for Hj, there exist bounded Borel functions gj : R→ R with
γj =
∫
σ(Hj)
gj(λ) dP j(λ). (4.98)
Using this representation, we define
Ejband(g
j) ≡ Tr(Hjγj) =
∞∑
a=1
∫
σ(Hj)
gj(λ)λ dµjea,ea(λ),
N j(gj) ≡ Tr(γj) =
∞∑
a=1
∫
σ(Hj)
gj(λ) dµjea,ea(λ),
and where
µjea,ea(λ) ≡ 〈ea|P j(λ)|ea〉 (4.99)
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is a spectral measure. For instance, if Hj has j eigenvalues {λa, a = 1, . . . , j}, possibly with
repetition, then
µjea,ea(λ) =

0 if λ < λ1,
〈ea|P j(λk)|ea〉 if λk ≤ λ < λk+1, k = 1, . . . , j − 1,
〈ea|P j(λj)|ea〉 if λ ≥ λj.
(4.100)
Knowing the quantities Ejband(g
j), N j(gj) and the spectral measures µjea,ea(λ) for every
a, the calculation of the energy-minimizing discrete density matrix γj at fixed (φ, u) reduces
to the scalar problem
inf
gj∈B
{
Ejband(g
j), 0 ≤ gj ≤ 1, N j(gj) = N}, (4.101)
where B denotes the space of bounded real-valued Borel functions over the real line.
Numerically, spectral approximation consists of finding a minimizer in equation (4.101)
by applying the Rayleigh-Ritz method over a finite-dimensional subspace Bk of B spanned
by a chosen spectral basis {sk1, . . . , skk}, k ∈ N. Any basis that spans the space of real-valued
bounded measurable functions can be chosen for spectral discretization. In practice, it is
advantageous to choose a basis in which its spectral integral for each ea, a ∈ N,
∫
σ(Hj)
skq(λ)dµ
j
ea,ea(λ), (4.102)
can be evaluated at a cost that scales better than cubic with respect to the number of
electrons in the system.
Let us introduce the subsets
KHj(φ,u)N,k =
{
γ ∈ KHj(φ,u)N : γ =
k∑
q=1
ckqs
k
q(H
j)
}
. (4.103)
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Then the band energy for a density matrix γ ∈ KHj(φ,u)N,k is
Ejband(γ) = E
j
band
( k∑
q=1
ckqs
k
q
)
= Tr(Hjγ)
=
∞∑
i=1
∫
σ(Hj)
λ
k∑
q=1
ckqs
k
q(λ) dµ
j
ei,ei
(λ)
=
k∑
q=1
ckq
{ ∞∑
i=1
∫
σ(Hj)
λskq(λ) dµ
j
ei,ei
(λ)
}
≡
k∑
q=1
ckqw
k,j
q , (4.104)
and the number of electrons in the system for γ ∈ KHj(φ,u)N,k is
N j(γ) = N j
( k∑
q=1
ckqs
k
q
)
= Tr(γ)
=
∞∑
i=1
∫
σ(Hj)
k∑
q=1
ckqs
k
q(λ) dµ
j
ei,ei
(λ)
=
k∑
q=1
ckq
{ ∞∑
i=1
∫
σ(Hj)
skq(λ) dµ
j
ei,ei
(λ)
}
≡
k∑
q=1
ckqn
k,j
q . (4.105)
The minimization of the energy function in equation (4.101) over Bk becomes
inf
{ckq}⊂Rk
Ejband
( k∑
q=1
ckqs
k
q
)
, (4.106)
subject to the constraints
0 ≤ ckq ≤ 1,
k∑
q=1
ckqn
k,j
q = N. (4.107)
Next, we give an example of spectral discretization, namely, spectral binning.
4.4.3.1 Spectral binning
Spectral binning refers to a basis consisting of a collection of disjoint piecewise constant
functions, also known as simple functions. The spectral binning basis is defined over a
partition of the fixed interval [λLB, λUB] into k sub-intervals, or bins, {tkq , q = 0, . . . , k}.
cWe require that tk0 = λLB ≤ λmin and λN ≤ λUB = tkk < λmax, where λmin and λmax are
the minimum and maximum eigenvalues of Hj, respectively. The choice of (λLB, λUB) must
ensure that the space KHj(φ,u)N,k includes the minimizer γmin to the band energy functional
Ejband(g
j). Let stkq (λ) denote the disjoint piecewise constant characteristic functions defined
on the spectrum of Hj(φ, u),
stkq (λ) ≡
 1, if t
k
q−1 ≤ λ ≤ tkq ,
0, otherwise.
(4.108)
We define Bk as the collection of constant simple functions {stkq}kq=1 associated with this
partition. These functions form a natural basis because they are dense over the space of
integrable real functions over [λLB, λUB]. The density matrix γ
j
k ∈ KH
j(φ,u)
N,k using the spectral
theorem in the spectral binning basis is
γjk =
∫
σ(Hj)
k∑
q=1
ckqstkq (λ) dP
j(λ). (4.109)
For any γ ∈ KHj(φ,u)N,k with associated coefficients {ckq}kq=1 as in equation (4.109), the corre-
sponding band energy is
Ejband(γ) = E
j
band
( k∑
q=1
ckqstkq
)
= Tr(Hjγ)
=
k∑
q=1
ckq
( ∞∑
i=1
∫
σ(Hj)
λstkq (λ) dµ
j
ei,ei
(λ)
)
=
k∑
q=1
ckqw
k,j
q ,
and
N j(γ) = N j
( k∑
q=1
ckqstkq
)
= Tr(γ)
=
k∑
q=1
ckq
( ∞∑
i=1
∫
σ(Hj)
stkq (λ) dµ
j
ei,ei
(λ)
)
=
k∑
q=1
ckqn
k,j
q ,
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where nk,jq can be interpreted as the number of eigenvalues in the interval (t
k
q−1, t
k
q), hence
giving rise to the name of the method, spectral binning.
The minimization over Bk in equation (4.101) becomes a linear programming problem,
inf
{ckq}⊂Rk
k∑
q=1
ckqw
k,j
q , (4.110)
subject to the linear constraints
0 ≤ ckq ≤ 1,
k∑
q=1
ckqn
k,j
q = N. (4.111)
To proceed with the spectral binning discretization numerically, we have to evaluate the
quantities {nk,jq } and {wk,jq }. In the next subsection we explain in more detail how this is
done.
4.4.3.2 Numerical evaluation of {nk,jq }kq=1
By Sylvester’s law of inertia [75], nk,jq equals the number of eigenvalues of H
j(φ, u) contained
in the sub-interval (tkq−1, t
k
q). The inertia of a given matrix H
j is denoted by the number triple
(N−,N0,N+), where N− denotes the number of negative eigenvalues of H, N0 the dimension
of the kernel of H, and N+ the number of positive eigenvalues of Hj. Sylvester proved that
the inertia of a matrix is invariant under congruent transformations of the matrix.
The congruent transformation that we adopt is the decomposition Hj = LDLT , where
D is a diagonal matrix and L is a lower triangular matrix. The number of negative elements
in D corresponds to the number of negative eigenvalues of the matrix Hj, [54]. To find the
number of eigenvalues of the discrete Hamiltonian matrix Hj in an interval [tkq−1, t
k
q ], we need
to perform the LDLT decomposition twice:
Hj − tkq−1Ij = Ltkq−1Dtkq−1LTtkq−1 ,
Hj − tkqIj = LtkqDtkqLTtkq .
(4.112)
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Here, Ij denotes the j × j identity matrix. For a non-orthogonal spatial discretization, we
simply replace Ij with the corresponding mass matrixMj. Let N−(Dtkq ) denote the number
of negative eigenvalues of Dtkq . Then,
nkq = N−(Dtkq )−N−(Dtkq−1). (4.113)
Turning to the computational cost for the LDLT decomposition, we note that for a
j× j matrix with half bandwidth W , the number of operations for the LDLT decomposition
is [54],
CLDLT =
W (W + 1)j
2
. (4.114)
Thus, for k partitions or “bins” of the spectrum, the total number of operations to obtain
the number of eigenvalues in each bin is
Cbinning =
W (W + 1)kj
2
. (4.115)
However, the half bandwidth W of the Hamiltonian scales with respect to the number of
spatial discretizations depending on the spatial dimension of the system. According to [44],
the computational cost for the LDLT decomposition of a molecular system in 3D at worst
scales as N2. Note that by (4.115), the computational cost of the binning method scales
linearly with respect to the number of spectral discretizations k.
4.4.4 Numerical evaluation of {wk,jq }kq=1
Unlike nk,jq introduced in (4.105), it is not possible to evaluate w
k,j
q defined in (4.104) directly
at a cost that scales better than cubic with respect to the number of electrons in the system.
Therefore, we proceed to make one more approximation. Let {mkq}kq=1 be the center of mass
ciii
of each partition, defined by
mkq ≡
wk,jq
nk,jq
=
1
nk,jq
∞∑
i=1
(∫
σ(Hj)
λstkq (λ) dµ
j
ei,ei
(λ)
)
. (4.116)
We approximate the center of mass mkq in the interval (t
k
q−1, t
k
q) by
mkq ≈
tkq − tkq−1
2
. (4.117)
This approximation implies the spectral approximation of the band energy as
Tr
(
Hj(φ, u)γj
)
=
∞∑
i=1
∫
σ(Hj)
k∑
q=1
cqλstkq (λ) dµ
j
ei,ei
(λ)
≈
k∑
q=1
cqm
k,j
q n
k,j
q ≡ T˜r(Hj(φ, u)γj). (4.118)
This approximation of {wk,jq }kq=1 introduces an error over the Rayleigh-Ritz approximation
of the discrete band energy. However, in the following section we show that this error is
controllable.
4.5 Convergence with respect to spectral and spatial
discretization
We define relevant functionals so that we can best utilize the machinery of Γ-convergence.
Part I: Definition of the limit functionals.
Starting from equation (4.80), we consider the minimization problem
REKS0 = inf
u∈U
T (u), (4.119)
civ
where T : U → R is defined by
T (u) = B∗xc(u) + sup
φ∈V
S(u, φ), (4.120)
and S(u, ·) : V → R is
S(u, φ) = −
∫
Ω
(
CS|∇φ(r)|2−b(r, {R1, · · · ,RM})φ(r)
)
dr+ inf
γ∈X
{
Eband(u, φ, γ)+IKH(φ,u)N
(γ)
}
.
(4.121)
Here, IM for a set M denotes the indicator function of convex analysis,
IM(u) ≡
 0 if u ∈M,+∞ otherwise. (4.122)
In (4.121), the minimization over KN is replaced by the minimization over KH(φ,u)N . This
ensures the existence of a spectral function and is justified in equation (4.84).
Part II: Definition of the functionals with combined spectral and spatial approximation.
For j ∈ N, based on the identity (4.80), we introduce the family of energies
j,kj = inf
u∈U
T j,kj(u), (4.123)
where T j,kj : U → R ∪ {+∞} are defined by
T j,kj(u) = B∗xc(u) + sup
φ∈V
Sj,kj(u, φ) + IUj(u), (4.124)
and Sj,kj(u, ·) : V → R ∪ {−∞} are given by
Sj,kj(u, φ) = −
∫
Ω
(
CS|∇φ(r)|2−b(r, {R1, · · · ,RM})φ(r)
)
dr+ inf
γ∈X
{
Ebandj,kj (u, φ, γ)+IKHj(φ,u)N,kj
(γ)
}
−IVj(φ).
(4.125)
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In (4.125), we introduced the approximated constrained sets of density matrices
KHj(φ,u)N,kj =
{
γ ∈ KN : γ =
kj∑
i=1
c
kj
i stkji
(Hj), 0 ≤ ckji ≤ 1
}
(4.126)
and the discrete band energies Ebandj,kj (u, φ, ·) : X → R,
Ebandj,kj (u, φ, γ) = T˜r
(
Hj(φ, u)γ
)
, (4.127)
where T˜r(·) (depending on kj) is the approximation of the trace operator described in equa-
tion (4.118). We emphasize that this is the actual numerical approximation of the binning
algorithm introduced in Section 4.4.4.
Summarizing (4.104) and (4.118), for γkj ∈ KH
j(φj ,uj)
N,kj
the approximate trace operator is
T˜r(Hjγkj) =
∞∑
i=1
kj∑
q=1
ckjq m
kj
q
∫ tkjq+1
t
kj
q
skjq (λ) dµei,ei(λ)
=
∞∑
i=1
kj∑
q=1
ckjq m
kj
q
(
µei,ei(t
kj
q+1)− µei,ei(tkjq )
)
, (4.128)
where m
kj
q ≡ t
kj
q+1+t
kj
q
2
denotes as in (4.117) the arithmetic mean.
We show convergence w.r.t. both spectral and spatial discretization using three nested Γ-
convergence proofs. We first establish the convergence of the exact band energies Tr(Hj(φj, uj)γj).
Then, in Section 4.5.2, we validate the convergence of the approximate trace operators.
4.5.1 The Γ-convergence of the exact band energies Tr
(
Hj(φj, uj)γj
)
Lemma 4.5.1 If uj ⇀ u in U and φj ⇀ φ in V, then
lim inf
j→∞
{
Tr
(
Hj(uj, φj)γj
)
+ I
KH
j(φj,uj)
N,kj
(γ)
}
≥ Eband(u, φ, γ) + IKH(φ,u)N (γ) (4.129)
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for every γ ∈ X and for all γj ∗⇀ γ in X .
Proof We consider four disjoint cases.
1. Let γ ∈ KHj(φ,u)N and {γj}j∈N ⊂ X be a sequence with γj ∗⇀ γ such that there exists a
q1 ∈ N so that γj ∈ KH
j(φj ,uj)
N,kj
for all j ≥ q1.
By the lower semi-continuity of the kinetic energy proved in Lemma 4.3.6,
lim inf
j→∞
Tr(−∆γj) ≥ Tr(−∆γ), (4.130)
and by the compact embedding of W1,20 (Ω) in L2(Ω), γj ∗⇀ γ implies that ργj → ργ in
L2(Ω). This yields
lim
j→∞
Tr
(
(Φj − Uj)γj
)
= lim
j→∞
∫
Ω
(
φj(r)− uj(r)
)
ργj(r) dr =
∫
Ω
(
φ(r)− u(r))ργ(r) dr
= Tr
(
(Φ− U)γ),
leading to
lim inf
j→∞
Tr
(
Hj(φj, uj)γj
) ≥ Tr(H(φ, u)γ). (4.131)
2. Let γ ∈ KH(φ,u)N and {γj}j∈N ⊂ X be a sequence such that there exists a q2 ∈ N so that
γj 6∈ KH
j(φj ,uj)
N,kj
for all j ≥ q2.
In this case we have trivially
lim inf
j→∞
{
Tr
(
Hj(uj, φj)γj
)
+ I
KH
j(φj,uj)
N,kj
(γ)
}
= +∞ ≥ Eband(u, φ, γ) + IKH(φ,u)N (γ).
(4.132)
3. Let γ 6∈ KH(φ,u)N and {γj}j∈N ⊂ X be a sequence such that there exists a q3 ∈ N so that
γj 6∈ KH
j(φj ,uj)
N,kj
for all j ≥ q3.
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In this case we have trivially
lim inf
j→∞
{
Tr
(
Hj(uj, φj)γj
)
+ I
KH
j(φj,uj)
N,kj
(γ)
}
= Eband(u, φ, γ) + IKH(φ,u)N
(γ) = +∞.
(4.133)
4. Now we show that if γ 6∈ KH(φ,u)N , then there cannot exist a sequence γj ∗⇀ γ such that
there exists a q4 ∈ N so that γj ∈ KH
j(φj ,uj)
N,kj
for all j ≥ q4.
Let {ξi}i∈N ⊂ W1,20 (Ω) represent the eigenvectors of H(φ, u), which are known to form
an orthonormal basis of L2(Ω). Similarly, for j ∈ N, let {ξji }i∈N ⊂ W1,20 (Ω) be the
eigenvectors of Hj(φj, uj). From the Rayleigh-Ritz discretization of the Hamiltonian,
we can ensure the convergence of the eigenvectors, i.e., for every i ∈ N,
lim
j→∞
‖ξji − ξi‖L2(Ω) = 0, lim
j→∞
ξji = ξi. (4.134)
Since γ 6∈ KH(φ,u)N , for the case considered here, there must exist an eigenvector of H
which is not an eigenvector of γ. Let us denote it by ξ1. Therefore,
γξ1 =
∞∑
q=1
c1qξq, (4.135)
and there must exist an index p ∈ N, p 6= 1, such that c1p 6= 0. Consider this c1p. Then
c1p = 〈γξ1, ξp〉 = lim
j→∞
〈γjξ1, ξp〉 = lim
j→∞
〈gj(Hj)ξ1, ξp〉. (4.136)
Therefore, for p 6= 1,
lim
j→∞
〈gj(Hj)ξ1, ξp〉 = lim
j→∞
〈gj(Hj)ξ1 − ξj1 + ξj1, ξp〉
= lim
j→∞
〈gj(Hj)ξj1, ξp〉+ lim
j→∞
〈gj(Hj)(ξ1 − ξj1), ξp〉
= lim
j→∞
gj(λ
j
1)〈ξj1, ξp〉 = 0.
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We then have c1p = 0 for all p 6= 1, contradicting our assumption. Hence, we have
shown that if γ 6∈ KH(φ,u)N , there cannot be a sequence {γj}j∈N with γj ∈ KH
j(φj ,uj)
N,kj
for
all j ∈ N and γj ∗⇀ γ.
The above four cases demonstrate that for all γ ∈ X and for all γj ∗⇀ γ in X ,
lim inf
j→∞
{
Tr
(
Hj(uj, φj)γj
)
+ I
KH
j(φj,uj)
N,kj
(γ)
}
≥ Eband(u, φ, γ) + IKH(φ,u)N (γ). (4.137)
Lemma 4.5.2 Let uj ⇀ u in U and φj ⇀ φ in V. Then for all γ ∈ KH(φ,u)N , there exists a
recovery sequence γj
∗
⇀ γ such that
lim sup
j→∞
Tr
(
Hj(uj, φj)γj
) ≤ Eband(u, φ, γ) (4.138)
and
Tr
(
Hj(uj, φj)γ) + IKH
j(φj,uj)
N,kj
(γ)
Γ
⇀ Eband(u, φ, γ) + IKH(φ,u)N
(γ) (4.139)
with respect to the weak∗-topology in X as j →∞.
Proof We consider two disjoint cases.
1. If γ 6∈ KH(φ,u)N , then let the recovery sequence be defined by the finite-rank operators
that converge to γ in ‖ · ‖X . This sequence of finite-rank operators exists due to the
Rayleigh-Ritz method and is dense in X . With this recovery sequence, we trivially
have
lim sup
j→∞
Tr
(
Hj(uj, φj)γj
) ≤ Eband(u, φ, γ) = +∞. (4.140)
2. If γ ∈ KH(φ,u)N , then without loss of generality, we write
γ =
∞∑
i=1
2αiξi〉〈ξi, (4.141)
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where {ξi}i∈N, {ξji }i∈N denote the sets of eigenvectors of H(φ, u) and Hj(φj, uj), re-
spectively, as in Lemma 4.5.1.
Let us define the sequence of finite-rank operators:
γj =
j∑
i=1
2αiξ
j
i 〉〈ξji . (4.142)
We proceed to show that γj → γ w.r.t. ‖ · ‖X . From Theorem VI.10 in [63], there
exists an unique partial isometry Q, such that
|γ − γj| = Q(γ − γj). (4.143)
Now we show the strong convergence of γj → γ in the norm sense of X as follows.
Utilizing equation (4.143), the dual operator Q∗ of Q, the Cauchy-Schwarz inequality
and the fact that both Q and Q∗ are isometries, we find
lim
j→∞
Tr(|γ − γj|) = lim
j→∞
Tr(Q(γ − γj))
= lim
j→∞
∞∑
p=1
〈Q(γ − γj)ξp, ξp〉
= lim
j→∞
∞∑
p=1
〈(γ − γj)ξp, Q∗ξp〉
≤ lim
j→∞
∞∑
p=1
‖(γ − γj)ξp‖L2(Ω)‖Q∗ξp‖L2(Ω)
≤ lim
j→∞
∞∑
p=1
‖(γ − γj)ξp‖L2(Ω)‖ξp‖L2(Ω)
= lim
j→∞
∞∑
p=1
‖(γ − γj)ξp‖L2(Ω). (4.144)
Let us consider just one of the terms in equation (4.144) for fixed summation index
p. We now look at its projection onto the eigen-basis {ξi}i∈N and find with (4.141),
cx
(4.142)
lim
j→∞
‖(γ − γj)ξp‖2L2(Ω) = lim
j→∞
∞∑
q=1
∣∣∣〈(γ − γj)ξp, ξq〉∣∣∣2
= lim
j→∞
{ ∞∑
q=1
∣∣∣∣∣2αq〈ξp, ξq〉 −
j∑
i=1
2αi〈ξp, ξji 〉〈ξji , ξq〉
∣∣∣∣∣
2}
≤ lim
j→∞
{∣∣∣∣∣2αp −
j∑
i=1
2αi〈ξp, ξji 〉2
∣∣∣∣∣
2
+
∞∑
q=1,q 6=p
∣∣∣∣∣
j∑
i=1
2αi〈ξp, ξji 〉〈ξji , ξq〉
∣∣∣∣∣
2}
≤ lim
j→∞
{∣∣∣∣∣2αp −
j∑
i=1
2αi〈ξp, (ξji − ξi) + ξi〉2
∣∣∣∣∣
2
+
∞∑
q=1,q 6=p
∣∣∣∣∣
j∑
i=1
2αi〈ξp, (ξji−ξi) + ξi〉〈(ξji−ξi) + ξi, ξq〉
∣∣∣∣∣
2}
= 0.
(4.145)
The above limit converges to 0, since for every q ∈ N
lim
j→∞
〈ξi, ξjq − ξq〉 = lim
j→∞
〈ξjq − ξq, ξi〉 = 0. (4.146)
With the help of (4.145), we find that
0 =
∞∑
p=1
lim inf
j→∞
‖(γ − γj)ξp‖L2(Ω) ≤ lim inf
j→∞
∞∑
p=1
‖(γ − γj)ξp‖L2(Ω). (4.147)
Similarly, by Jensen’s inequality,
lim sup
j→∞
∞∑
p=1
‖(γ − γj)ξp‖L2(Ω) ≤
∞∑
p=1
lim sup
j→∞
‖(γ − γj)ξp‖L2(Ω) = 0. (4.148)
As a result of (4.147), (4.148) we have 0 ≤ lim inf
j→∞
‖(γ − γj)ξp‖L2(Ω) ≤ lim sup
j→∞
‖(γ −
γj)ξp‖L2(Ω) ≤ 0, implying that
lim
j→∞
Tr(|γ − γj|) ≤ lim
j→∞
‖(γ − γj)ξp‖L2(Ω) = 0. (4.149)
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We proceed to approximate each γj using spectral theory. By the choice of γj, there
are suitable bounded Borel functions gj such that
γj = gj(H
j). (4.150)
Next, we define the sequence γ˜j,k by
γ˜j,k =
k∑
i=1
ck,ji stki (H
j), (4.151)
where
ck,ji ≡ max{gj(tki ), gj(tki+1)}, (4.152)
and {tk1, . . . , tkk} is the partition of the interval [λLB, λUB] introduced in Section 4.4.3.1.
We can show that for every j ∈ N
Tr(|γ˜j,k − γj|)→ 0 (4.153)
as k → ∞, see Theorem 2.29 in [82]. However, the trace of γ˜j,k does not satisfy the
trace condition for every k, i.e.,
Tr(γ˜j,k) 6= N. (4.154)
Nevertheless, since
lim
k→∞
Tr(γ˜j,k) = N, (4.155)
we can normalize the trace to N by introducing
γj,k ≡ N
Tr(γ˜j,k)
γ˜j,k, (4.156)
Here, due to (4.153), we may assume Tr(γ˜j,k) 6= 0 for all j and k.
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In conclusion, we have
lim
k→∞
Tr(|γj,k − γj|) ≤ lim
k→∞
{
Tr(|γj,k − γ˜j,k|) + Tr(|γ˜j,k − γj|)
}
= 0. (4.157)
Eqn. (4.157) implies that for every j there is an index kj ∈ N, kj →∞ as j →∞, such
that
Tr(|γkj − γj|) ≤
1
j
. (4.158)
Hence, the recovery sequence for every γ ∈ KH(φ,u)N can be defined as γkj ∈ KH
j(φj ,uj)
N,kj
,
and
lim
j→∞
Tr(|γkj − γ|) ≤ lim
j→∞
{Tr(|γkj − γj|) + Tr(|γj − γ|)}
≤ lim
j→∞
{1
j
+ Tr(|γj − γ|)
}
= 0.
Now, in order to show that
Tr
(∣∣|∇|(γkj − γ)|∇|∣∣)→ 0 (4.159)
as j →∞, we use that (γkj − γ) ∈ X and
lim
j→∞
‖γkj − γ‖sup ≤ lim
j→∞
Tr(|γkj − γ|) = 0. (4.160)
Combining the above arguments, it follows that
lim inf
j→∞
Tr
(∣∣|∇|(γkj − γ)|∇|∣∣) = lim inf
j→∞
Tr(Q|∇|(γkj − γ)|∇|)
= lim inf
j→∞
∞∑
q=1
〈Q|∇|(γkj − γ)|∇|ξq, ξq〉
≥
∞∑
q=1
lim inf
j→∞
〈(γkj − γ)|∇|ξq, |∇|Q∗ξq〉 = 0, (4.161)
cxiii
and similarly
lim sup
j→∞
Tr
(∣∣|∇|(γkj − γ)|∇|∣∣) = lim sup
j→∞
Tr(Q|∇|(γkj − γ)|∇|)
= lim sup
j→∞
∞∑
q=1
〈Q|∇|(γkj − γ)|∇|ξq, ξq〉
≤
∞∑
q=1
lim sup
j→∞
〈(γkj − γ)|∇|ξq, |∇|Q∗ξq〉 = 0. (4.162)
Together, (4.161) and (4.162) yield
lim
j→∞
Tr
(∣∣|∇|(γkj − γ)|∇|∣∣) = 0. (4.163)
We have shown that, for indices (j, kj), we can choose γkj ∈ KH
j(φj ,uj)
N,kj
as the recovery
sequence and γkj → γ ∈ KH(φ,u)N . For this sequence, the band energy converges in the
limit:
lim sup
j→∞
Tr
(
Hj(uj, φj)γj
)
= Eband(u, φ, γ), (4.164)
where γ ∈ KH(φ,u)N , φj ⇀ φ in V and uj ⇀ u in U .
Together, the above two cases prove that the limsup condition is satisfied and that in the
limit j →∞,
Tr
(
Hj(uj, φj)γ
)
+ I
KH
j(φj,uj
N,kj
(γ)
Γ
⇀ Eband(u, φ, γ) + IKH(φ,u)N
(γ). (4.165)
Lemma 4.5.3 For every φj ⇀ φ in V and every uj ⇀ u in U , the family of functionals
{
Tr
(
Hj(uj, φj)γ
)
+ I
KH
j(φj,uj)
N,kj
(γ)
}
j∈N
(4.166)
is equi-coercive with respect to the weak∗-topology in X .
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Proof This proof is similar to the proof of Lemma 4.4.1. It is reproduced here for the sake
of completeness. For every γ ∈ KHj(φj ,uj)N,kj , we have the bounds from below:
Tr
(
Hj(uj, φj)γ
)
=
1
2
Tr(−∆γ) + Tr(Φjγ)− Tr(Ujγ)
≥ 1
2
Tr(−∆γ)− (‖φj‖L2(Ω) + ‖uj‖U)‖ργ‖L2(Ω)
≥ 1
2
Tr(−∆γ)− C10(‖φ‖L2(Ω) + ‖uj‖L2(Ω))‖ργ‖
1
4
L1(Ω)‖ργ‖
3
4
L3(Ω) (4.167)
≥ 1
2
Tr(−∆γ)− C11(‖φj‖L2(Ω) + ‖uj‖L2(Ω))N1/4‖∇√ργ‖
3
2
L2(Ω) (4.168)
≥ 1
2
Tr(−∆γ)− C12‖∇√ργ‖
3
2
L2(Ω), (4.169)
where interpolation inequalities are used to obtain (4.167), and the Gagliardo–Nirenberg–
Sobolev inequality is used to obtain (4.168), and with the constant
C12 ≡ C11 sup
j∈N
{
‖φj‖L2(Ω) + ‖uj‖L2(Ω)
}
N1/4. (4.170)
Since
Tr(−∆γ) ≥ ‖∇√ργ‖2L2(Ω), (4.171)
the kinetic energy is the dominating term in the inequality. Hence, for any t ∈ R the level
sets {
γ ∈ X : Tr(Hj(uj, φj)γ)+ IKHj(φj,uj)N,kj (γ) ≤ t
}
(4.172)
are bounded:
t ≥ 1
2
‖γ‖X − C12‖√ργ‖
3
2
L2(Ω) −
N
2
. (4.173)
By the results in [36], this shows that for every j and kj, the level sets of
{
Tr
(
Hj(uj, φj) ·)
+ I
KH
j(φj,uj)
N,kj
(γ)
}
are precompact and hence equi-coercive.
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Lemma 4.5.4 If φj ⇀ φ in V and uj ⇀ u in U , then
lim
j→∞
inf
γ∈X
{
Tr
(
Hj(uj, φj)γ
)
+ I
KH
j(φj,uj)
N,kj
(γ)
}
= inf
γ∈X
{
Eband(u, φ, γ) + IKH(φ,u)N
(γ)
}
. (4.174)
Proof This is proven using Theorem 7.8 in [49], Lemma 4.5.2, and Lemma 4.5.3.
4.5.2 Γ-convergence of Ebandj,kj with approximation of the trace
operator
In the last section, the Γ-convergence of the exact band energies has been shown. Subse-
quently, we extend these convergence results to Ebandj,kj introduced in (4.127), i.e. to the
evaluation operators actually used in the binning algorithm.
Lemma 4.5.5 Let uj ⇀ u in U , φj ⇀ φ in V as j → ∞ and γkj ∈ KHjN,kj for all j ∈ N.
Then
lim
j→∞
∣∣T˜r(Hjγkj)− Tr(Hjγkj)∣∣ = 0. (4.175)
Proof By direct estimates we find that
∣∣∣T˜r(Hjγkj)− Tr(Hjγkj)∣∣∣ =
∣∣∣∣∣
∞∑
i=1
kj∑
q=1
∫ tkjq+1
t
kj
q
ckjq (m
kj
q − λ)skjq (λ) dµei,ei(λ)
∣∣∣∣∣
=
∣∣∣∣∣
∞∑
i=1
kj∑
q=1
ckjq (m
kj
q − νkjq,i)
∫ tkjq+1
t
kj
q
skjq (λ) dµei,ei(λ)
∣∣∣∣∣ (4.176)
=
∣∣∣∣∣
∞∑
i=1
kj∑
q=1
ckjq (m
kj
q − νkjq,i)
(
µei,ei(t
kj
q+1)− µei,ei(tkjq )
)∣∣∣∣∣
≤
∣∣∣∣∣
kj∑
q=1
ckjq
hkj
2
∞∑
i=1
(
µei,ei(t
kj
q+1)− µei,ei(tkjq )
)∣∣∣∣∣
=
∣∣∣∣∣
kj∑
q=1
ckjq
hkj
2
nkjq
∣∣∣∣∣, (4.177)
cxvi
where hkj := max1≤l≤tj−1 |tkjl − tkjl+1| are the widths of the binning intervals. The numbers
ν
kj
q,i ∈ (tkjq , tkjq+1) in equation (4.176) appear as a result of the mean value theorem for Riemann-
Stieltjes integrals with respect to each measure µei,ei(λ); see e.g., [82].
For each  > 0, there exists a k ∈ N such that hkj < 2N for all kj ≥ k. Consequently, due
to equation (4.177),
∣∣T˜r(Hjγkj)− Tr(Hjγkj)∣∣ <
∣∣∣∣∣ N
kj∑
q=1
ckjq n
kj
q
∣∣∣∣∣ < . (4.178)
This concludes the proof of (4.175).
After the convergence of T˜r(·) to Tr(·) has been established, we are now ready to prove
the announced Γ-convergence result.
Lemma 4.5.6 For every φj ⇀ φ in V, every uj ⇀ u in U and all γ ∈ X ,
T˜r
(
Hj(φj, uj)γ
)
+ I
KH
j(φj,uj)
N,kj
(γ)
Γ
⇀ Tr
(
H(φ, u)γ
)
+ IKH(φ,u)N
(γ) (4.179)
in the limit j →∞.
Proof Let us begin with the liminf part of the Γ-convergence proof. From Lemma 4.5.1, we
have that for all φj ⇀ φ in V and all uj ⇀ u in U , for every γ ∈ X and all γj ∗⇀ γ,
Tr
(
H(φ, u)γ
)
+ IKH(φ,u)N
(γ) ≤ lim inf
j→∞
{
Tr
(
Hj(φj, uj)γj
)
+ I
KH
j(φj,uj)
N,kj
(γj)
}
. (4.180)
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Using Lemma 4.5.5,
lim inf
j→∞
{
Tr
(
H(φ, u)γ
)
+ IKH(φ,u)N
(γ)
}
≤ lim inf
j→∞
{
T˜r
(
Hj(φj, uj)γj
)− Tr(Hj(φj, uj)γj)}+ lim inf
j→∞
{
Tr
(
Hj(φj, uj)γj
)
+ I
KH
j(φj,uj)
N,kj
(γj)
}
≤ lim inf
j→∞
{
T˜r
(
Hj(φj, uj)γj
)− Tr(Hj(φj, uj)γj)+ Tr(Hj(φj, uj)γj)+ IKHj(φj,uj)N,kj (γj)
}
= lim inf
j→∞
{
T˜r
(
Hj(φj, uj)γj
)
+ I
KH
j(φj,uj)
N,kj
(γj)
}
.
Similarly, for the limsup part, using the same recovery sequence {γkj}j∈N as the one con-
structed in Lemma 4.5.2,
lim sup
j→∞
{
T˜r
(
Hj(φj, uj)γkj
)
+ I
KH
j(φj,uj)
N,kj
(γkj)
}
= lim sup
j→∞
{
T˜r
(
Hj(φj, uj)γkj
)−Tr(Hj(φj, uj)γkj)+Tr(Hj(φj, uj)γkj)+IKHj(φj,uj)N,kj (γkj)
}
≤ lim sup
j→∞
{
T˜r
(
Hj(φj, uj)γkj
)−Tr(Hj(φj, uj)γkj)}+lim sup
j→∞
{
Tr
(
Hj(φj, uj)γkj
)
+I
KH
j(φj,uj)
N,kj
(γkj)
}
≤ lim sup
j→∞
{
Tr
(
H(φ, u)γ
)
+ IKH(φ,u)N
(γ)
}
.
Therefore, using the results of Lemma 4.5.2,
lim sup
j→∞
{
T˜r
(
Hj(φj, uj)γkj
)
+ I
KH
j(φj,uj)
N,kj
(γkj)
}
≤ Tr(H(φ, u)γ)+ IKH(φ,u)N (γ). (4.181)
This completes the proof.
Lemma 4.5.7 If uj ⇀ u in U and φj ⇀ φ in V, then for every γ ∈ X , the family of
functionals
{
T˜r
(
Hj(φj, uj)γ
)
+ I
KH
j(φj,uj)
N,kj
(γ)
}
j∈N is equi-coercive.
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Proof From Lemma 4.5.5, we have for every γ ∈ KHj(φj ,uj)N,j,kj ,
T˜r
(
Hj(φj, uj)γ)− Tr
(
Hj(φj, uj)γ) =
kj∑
q=1
∞∑
i=1
(mkjq − νkjq )ckjq
(
µei,ei(t
kj
q+1)− µei,ei(tkjq )
)
≥
kj∑
q=1
∞∑
i=1
(λLB − λUB)ckjq
(
µei,ei(t
kj
q+1)− µei,ei(tkjq )
)
≥(λLB − λUB)N,
where (λLB, λUB) denote the a-priori given bounds on the spectrum of H(φ, u) for the binning
algorithm.
Hence, from Lemma 4.5.3, especially equation (4.169),
T˜r
(
Hj(φj, uj)γ
)
+ I
KH
j(φj,uj)
N,kj
(γ) = T˜r
(
Hj(φj, uj)γ
)− Tr(Hj(φj, uj)γ)
+ Tr
(
Hj(φj, uj)γ
)
+ I
KH
j(φj,uj)
N,kj
(γ)
≥ 1
2
Tr(−∆γ)− C12‖√ργ‖
3
2
L2(Ω) + (λLB − λUB)N.
This shows that for any t ∈ R the level sets
{
γ ∈ X : T˜r(Hj(φj, uj)γ)+ IKHj(φj,uj)N,kj (γ) < t
}
(4.182)
are bounded:
t ≥ 1
2
‖γ‖X − C12‖√ργ‖
3
2
L2(Ω) −
N
2
+ (λLB − λUB)N. (4.183)
Lemma 4.5.8 If φj ⇀ φ in V and uj ⇀ u in U , then
lim
j→∞
inf
γ∈X
{
T˜r(Hj(φj, uj)γ) + IKH
j(φj,uj)
N,kj
(γ)
}
= inf
γ∈X
{
Tr
(
H(φ, u)γ
)
+ IKH(φ,u)N
(γ)
}
. (4.184)
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Proof This is a direct consequence of Theorem 7.8 in [49], Lemma 4.5.6, and Lemma 4.5.7.
4.5.3 Γ-convergence of the operators Sj,kj
In the next step we consider the Γ-convergence of −Sj,kj(uj, φ) to −S(u, φ) for uj ⇀ u.
Lemma 4.5.9 If uj ⇀ u in U , then for j →∞,
−Sj,kj(uj, φ) Γ⇀ −S(u, φ) (4.185)
with respect to the weak topology in V.
Proof From Lemma 4.5.8, for every u ∈ U and all uj ⇀ u in U ,
lim
j→∞
inf
γ∈X
{
Ebandj,kj (uj, φ, γ) + IKH
j(φ,uj)
N,kj
(γ)
}
= inf
γ∈X
{
Eband(u, φ, γ) + IKH(φ,u)N
(γ)
}
. (4.186)
Beginning with the liminf condition, for every φ ∈ V and all φj ⇀ φ in V ,
∫
Ω
CS|∇φ(r)|2 dr ≤ lim inf
j→∞
∫
Ω
CS|∇φj(r)|2 dr, (4.187)
and
−
∫
Ω
b(r, {R1, · · · ,RM})φ(r) dr ≤ lim inf
j→∞
(
−
∫
Ω
b(r, {R1, · · · ,RM})φj(r) dr
)
. (4.188)
This shows
−S(u, φ) ≤ lim inf
j→∞
(− Sj,kj(uj, φ)). (4.189)
For the limsup condition, we can pick the recovery sequence φ˜j to be the projection of
φ ∈ V onto Vj. From the density of the spaces Vj as j →∞, we have φ˜j → φ in V . Hence,
cxx
for this recovery sequence, we obtain
lim
j→∞
∫
Ω
CS|∇φ˜(r)|2 dr =
∫
Ω
CS|∇φ(r)|2 dr (4.190)
and
lim
j→∞
(
−
∫
Ω
b(r, {R1, · · · ,RM})φ˜j(r) dr
)
= −
∫
Ω
b(r, {R1, · · · ,RM})φ(r) dr. (4.191)
In conclusion, for uj ⇀ u, the Γ-convergence of −Sj,kj(uj, φ) to −S(u, φ) has been estab-
lished.
Lemma 4.5.10 If uj ⇀ u in U , then the family of functionals {−Sj,kj(uj, φ)}j∈N is equi-
coercive with respect to the weak topology in V.
Proof Proceeding as in Lemma 4.5.3, we find
−Sj,kj(uj, φ) =
∫
Ω
(
CS|∇φ(r)|2 − b(r, {R1, · · · ,RM})φ(r)
)
dr
− inf
γ∈X
{
T˜r
(
Hj(φ, uj)γ
)
+ I
KH
j(φ,uj)
N,kj
(γ)
}
+ IVj(φ) (4.192)
≥CS‖∇φ‖2L2(Ω) − ‖b(r, {R1, · · · ,RM})‖L2(Ω)‖φ‖L2(Ω) − Tr
(
Hj(φ, uj)γˆj
)
+ kj .
Here, γˆj ∈ KH
j(φ,uj)
N,kj
are minimal in (4.192) and satisfy for all j ∈ N
T˜r
(
Hj(φ, uj)γˆj
)
= Tr
(
Hj(φ, uj)γˆj
)− kj , (4.193)
where due to Lemma 4.5.5 the sequence kj converges to 0 as j becomes infinite. It follows
cxxi
that
−Sj,kj(uj, φ) ≥C13‖φ‖2L2(Ω) − (‖b(r, {R1, · · · ,RM})‖L2(Ω) + ‖ργˆj‖L2(Ω))‖φ‖L2(Ω)
− ‖uj‖L2(Ω)‖ργˆj‖L2(Ω) +
1
2
Tr(−∆γˆ) + kj
≥C13‖φ‖2L2(Ω) − C14‖φ‖L2(Ω) + C15, (4.194)
with a constant C13 > 0 originating from the Poincare´ inequality, and with further constants
C14 ≡ ‖b(r, {R1, · · · ,RM})‖L2(Ω) + sup
j∈N
‖ργˆj‖L2(Ω),
C15 ≡ sup
j∈N
{
− ‖uj‖L2(Ω)‖ργˆj‖L2(Ω) +
1
2
Tr(−∆γˆj) + kj
}
.
With (4.194), the equi-coercivity of −Sj,kj(uj, φ) with respect to the weak topology in V is
proved.
Lemma 4.5.11 If uj ⇀ u in U , then lim
j→∞
sup
φ∈V
Sj,kj(uj, φ) = sup
φ∈V
S(u, φ).
Proof This is proven using Theorem 7.8 in [49], Lemma 4.5.9, and Lemma 4.5.10.
4.5.4 Γ-convergence of the operators T j,kj
Lemma 4.5.12 The family of functionals {T j,kj(u)}j∈N converges in the Γ-sense, i.e., for
j →∞,
T j,kj(u)
Γ
⇀ T (u) (4.195)
with respect to the weak topology in U .
Proof We begin by showing the lim-inf condition for
T j,kj(u) = B∗xc(u) + sup
φ∈V
Sj,kj(u, φ). (4.196)
cxxii
From Lemma 4.5.11, we have for every uj ⇀ u in U and u ∈ U ,
lim
j→∞
sup
φ∈V
Sj,kj(uj, φ) = sup
φ∈V
S(u, φ). (4.197)
In addition, B∗xc(u) is weakly lower semi-continuous, see [17]. Hence, the liminf condition is
proved.
In order to prove the limsup condition, for every u ∈ U , let the recovery sequence {uj}j∈N
be the projections of u onto Uj. For this recovery sequence, using the bounds from equa-
tion (B.6) in the appendix B, the continuity of the functional B∗xc(u) in U can be established
through Fatou’s Lemma:
lim
j→∞
B∗xc(uj) = B
∗
xc(u). (4.198)
Hence, we have satisfied the limsup condition and have proven that in the limit j →∞, the
family of functionals T j,kj(u) converges in the Γ-sense with respect to the weak topology of
U to T (u).
Lemma 4.5.13 The family of functionals {T j,kj(u)}j∈N is equi-coercive with respect to the
weak topology in U .
Proof From Proposition 1.2 in [17],
B∗xc(u) =
∫
Ω
h∗
(
u(r)
)
dr, (4.199)
where h∗(x) : R→ R is the Legendre transform of (−h(t)) from equation (4.12). Using the
bounds from equation (B.6) in Appendix B, there exist real constants C16 > 0 and C17 such
that
B∗xc(u) ≥ C16‖u‖4U − C17|Ω|. (4.200)
cxxiii
The estimate (4.200) implies natural bounds from below on the functional T j,kj ,
T j,kj(u) = B∗xc(u) + sup
φ∈V
Sj,kj(u, φ)
≥ B∗xc(u) + inf
γ∈X
{
T˜r
(
Hj(φˆ, u)γ
)
+ I
K
Hj(φˆ,u)
N,kj
(γ)
}
≥ B∗xc(u) +NλLB(φˆ, u)
≥ B∗xc(u) +N
(
λ
Hj(φˆ,u)
1 + Cj
)
,
where φˆ = 0 is a test function in V , λLB denotes the lower bound of the binning interval
[λLB, λUB] for H
j(φˆ, u), and λ
Hj(φˆ,u)
1 denotes the lowest eigenvalue of H
j(φˆ, u). Let
λLB = λ
Hj(φˆ,u)
1 + Cj. (4.201)
We know that supj |Cj| is uniformly bounded, because λLB is only a functional of φˆ and u
and independent of spatial discretization.
If ξ
Hj(φˆ,u)
1 denotes the corresponding normalized eigenvector of H
j(φˆ, u), we can derive a
lower bound of λ
Hj(φˆ,u)
1 by the ellipticity of the underlying variational problem,
λ
Hj(φˆ,u)
1 =
〈
Hj(φˆ, u)ξ
Hj(φˆ,u)
1 , ξ
Hj(φˆ,u)
1
〉
≥ ‖∇ξHj(φˆ,u)1 ‖2L2(Ω) − ‖u‖L2(Ω)
≥ −‖u‖L2(Ω). (4.202)
Using the inequality (4.202), we can bound T j,kj(u) from below by a coercive functional
which is independent of j and kj:
T j,kj(u) ≥ B∗xc(u)−N‖φˆ− u‖L2(Ω)
≥ C16‖u‖4U −N‖u‖2U . (4.203)
cxxiv
In the limit ‖u‖U → ∞, the term C16‖u‖4U dominates, so we have T j,kj(u) → ∞. Thus the
equi-coercivity of the family of functionals T j,kj(u) is established.
Theorem 3 In the limit of the number of spatial discretizations j → ∞, and consequently
in the limit of the number of spectral discretizations kj → ∞, the family of ground-state
energies of the spatially and spectrally discrete KS energy functionals converges to the full
KS ground-state energy:
lim
j→∞
inf
u∈U
T j,kj(u) = inf
u∈U
T (u) = 0. (4.204)
Alternatively, in terms of the functional L(u, φ, γ), this means that
lim
j→∞
inf
Uj
sup
Vj
inf
KHj(φ,u)N,kj
L(u, φ, γ) = inf
U
sup
V
inf
KH(φ,u)N
L(u, φ, γ) = REKS0 . (4.205)
Proof This is proven using Theorem 7.8 in [49], Lemma 4.5.12 and Lemma 4.5.13.
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Chapter 5
Binning in one dimension, a model
problem
We now test the efficiency of the spectral binning scheme on a one-dimensional benchmark
problem proposed by Cervera et al. [18]. Specifically, we consider a linear chain of M atoms
with N electrons spaced uniformly with Ri = i for i ∈ Z. The electrons in the atoms are
non-interacting electrons that interact with an effective field that depends on the positions of
the nuclei in the chain. The effective potential V (r) is a sum of Gaussian potentials centered
at each atom in the chain:
V (r) = −
∑
i∈Z
α√
2piβ
exp
(
−(r −Ri)
2
2β2
)
. (5.1)
Finding the ground-state energy of the system amounts to finding the N lowest eigenvalues
of the linear eigenvalue problem in one dimension:
Hψi =
(
− 1
2
d
dr2
+ V (r)
)
ψi = iψi. (5.2)
The constants α and β in the effective potential dictate the band gap in the band-structure
of the one-dimensional chain. Hence, the model has the ability to simulate either a metal
or an insulator. In this paper, we test the binning algorithm on a metallic chain, α = 10,
β = 0.45, and an insulating chain, α = 100, β = 0.3.
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The flowchart of the binning algorithm as used in calculations is as follows:
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do Find an initial guess to [λLB, λUB];
Perform a LDLT decomposition of Hj − λLBIj and Hj − λUBIj;
Find N−(Hj − λLBIj) and N−(Hj − λUBIj);
if N−(Hj − λLBIj) > 0;
then
Decrease λLB until N−(Hj − λLBIj) = 0.
end
if N−(Hj − λUBIj) < N ;
then
Increase λUB until N−(Hj − λUB) > N ;
else
Use bisection to decrease λUB so that N−(Hj − λUBIj) = N + N with N ∈ N>0;
end
do Partition [λLB, λUB] into k intervals with end points {tk0, tk1, . . . , tkk}, λLB = tk0 and
λUB = t
k
k;
for q=1:k;
do
Perform a LDLT decomposition of Hj − tkqIj and find N−(Hj − tkqIj);
end
for q=1:k;
do
nk,jq = N−(Hj − tkqIj)−N−(Hj − tkq−1Ij);
mkq =
(tkq+t
k
q−1)
2
;
end
do Minimize
k∑
q=1
ckqm
k
qn
k,j
q over coefficients {ckq} ⊂ Rk subject to the constraints
0 ≤ c− qk ≤ 1 and
k∑
q=1
ckqn
k,j
q = N .
Algorithm 1: Spectral binning.
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Figure 5.1: Linear chain of M atoms with N electrons [18]. Metal: α = 10, β = 0.45.
A system of 1, 000 atoms and 4, 000 electrons with periodic boundary conditions is dis-
cretized using an 8-th order central difference stencil in finite difference. To find an initial
guess of [λLB, λUB], we use the smallest and largest Ritz values obtained from a Krylov sub-
space projection of dimension k on an arbitrary unit vector, where k denotes the number
of bins. Note that any Krylov subspace with dimension p ≥ 2 may be used to obtain an
initial guess of [λLB, λUB]. We use an interior-point method to perform the minimization of
(4.110) with respect to the spectral binning coefficients {ckq}kq=1 subject to the constraints in
equation (4.111).
The convergence of the band energies of a metallic and an insulating system calculated
using spectral binning and linear-scaling spectral Gauss quadratures (LSSGQ) with a small
temperature [73] is shown in Figs. 5.1 and 5.2. We recall that LSSGQ is a linear-scaling
method based on polynomial approximations of the Fermi-Dirac distribution (3.6) and the
use of associated Gauss quadrature rules. We see that spectral binning outperforms LSSGQ
and exhibits comparatively much better accuracy and rate of convergence. The comparison
can be made increasingly favorable to binning by further reducing the temperature, since
LSSGQ relies on smoothness, whereas binning does not.
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Figure 5.2: Linear chain of M atoms with N electrons [18]. Insulator: α = 100, β = 0.3.
5.1 Discussion
The number of bins required for a given accuracy is independent of the spectrum width ∆λ,
and therefore, is independent of the spatial discretization, whereas in spectral discretizations
using polynomial or rational functions, the number of spectral basis required for a given
accuracy grows as the ∆λ increases. This property is advantagous in all-electron calculations
or hard pseudopotentials where we need very fine spatial discretizations. The preceding
numerical experiments bode well for a general implementation of spectral binning. We note,
however, that in attempting such a general implementation, a difficulty that is immediately
encountered is that the exchange-correlation functionals that are commonly used in practice
are a function of the local electron density. In the context of spectral binning, the electron
density ρ(r) is given by
ργ(r0) = γ(r0, r0) = 〈r0, γr0〉 =
k∑
q=1
ckq〈r0, stkq (H)r0〉
=
k∑
q=1
ckq
∞∑
p=1
stkq (λp)〈r0, ξp〉〈ξp, r0〉 =
k∑
q=1
ckq
∞∑
p=1
stkq (λp)|ξp(r0)|2
=
k∑
q=1
ckq
∞∑
p=1
stkq (λp)
∣∣∣∣∣
∞∑
m=1
bpmem(r0)
∣∣∣∣∣
2
, (5.3)
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where
bpm ≡ 〈ξp, em〉, stkq (λp) ≡
 1, if t
k
q ≤ λp ≤ tkq+1,
0, otherwise,
(5.4)
for an orthonormal basis set {em}m∈N, and the eigen-pairs of H are denoted by {λp, ξp}. In
the form of a spectral integral, as shown in [73], equation (5.3) can be written as
∞∑
p=1
stkq (λp)
∣∣∣∣∣
∞∑
m=1
bpmem(r0)
∣∣∣∣∣
2
=
∫
σ(H)
stkq (λ) dµ(ηr0 ,ηr0 ) (5.5)
and
ρ(r0) =
k∑
q=1
ckq
∫
σ(H)
stkq (λ) dµ(ηr0 ,ηr0 ), (5.6)
where
ηr0(r) =
∞∑
p=1
ep(r0)ep(r). (5.7)
Thus, the evaluation of the electron density using spectral binning requires the ability to eval-
uate the quantity 〈ηr0 , s(H)ηr0〉. The efficient evaluation of this quantity without polynomial
or rational approximations remains an open problem. This suggests expressing the exchange
correlation function in terms of the density matrix directly, which constitutes a natural—but
heretofore unexplored—modeling paradigm worthy of further future consideration.
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Chapter 6
Conclusion
My PhD work is focused on the approximation methods of the density matrix. The basis of
density matrix methods lies in the commutativity between the density matrix and the Kohn-
Sham Hamiltonian matrix, i.e., the density matrix can be written as a matrix function of
the Kohn-Sham Hamiltonian. The rise of linear-scaling density functional theory methods
led to the applications matrix function approximations to density functional theory. A
good reference that describes the various ways to approximate a matrix function is the
book by Higham [32]. To my knowledge, there has been at least one paper published in the
linear-scaling density functional theory literature using the approaches discussed by Higham:
from polynomial based approximations using spectral Gauss quadratures to rational function
approximations. However, I think there is still room in adapting the implementation of
existing approximiations to better suit the architecture of newest supercomputers.
I would like to summarize a couple insights I learned during my PhD regarding the lin-
ear scaling spectral Gauss quadrature (LSSGQ) method [72]. First and foremost, LSSGQ
requires that the system to be discretized using an orthonormal basis. The requirement de-
rives from the need to compute the trace of the product between the density matrix and the
Kohn-Sham density matrix. The trace of a self-adjoint operator is invariant with respect to
any orthonormal basis [63]. This requirement rules out the possibility of using conventional
finite element methods. One can try to use techniques such as mass-lumping, however it
is unclear how the errors introduced by mass-lumping would affect the accuracy of density
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functional theory calculations. In addition to the requirement of an orthonormal basis, the
Hamiltonian needs to have a sparse representation in the chosen basis. This requirement im-
mediately rules out plane-wave basis. Secondly, the number of spectral quadratures required
for a given relative error decreases as the relative Fermi energy, λˆf increases [70]:
λˆf =
λf
λmax − λmin .
To increase the relative Fermi energy, one possibility is to use filtering tools such as Cheby-
shev filtering.
The other density matrix approximation I investigated during my PhD is spectral binning.
Spectral binning is extremely efficient at representing the zero-temperature density matrix
function. However, it is unclear how one can extract the electron density at linear-scaling
computational cost. It is sufficient to find the electron density if one can compute projections
of the matrix sign function at O(1) cost. Higham [32] suggested several ways in which
projections of matrix sign function can be computed:
1. Rational approximations of the square-root function
2. Iterative approximations of the matrix sign-function
The rational approximations of the square-root function bears similarity to the rational ap-
proximations such as the pole-expansions [45], one has to investigate whether the rational
approximations of the square-root function is more efficient than the pole-expansions. How-
ever, it appears that the bottle-neck to rational approximations of the density matrix is not
the number of rational expansions, but the computation of each of the rational matrix func-
tion of the Kohn-Sham Hamiltonian matrix. The computation of each rational function of
the Hamiltonian matrix involves a LDLT decomposition, which has limitations on paralleliz-
ability beyond 10,000 processors. Another potential problem facing spectral binning is the
convergence of the zero-temperature density matrix when the Hamiltonian matrix exhibits
degeneracy near the Fermi energy. In order to numerically verify this problem, one has to
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decide on how to compute the electron density using spectral binning, which would be the
focus of future work.
In this thesis, we developed a variational framework to rigorously verify spectral dis-
cretizations of the density operator in Kohn-Sham density functional theory. We have proven
convergence of both spacial and spectral binning discretizations to the Kohn-Sham ground
state energy using our variational framework. Our result is significant because we have been
able to show the convergence of spectral binning discretizations to the density operator re-
lated to the non-linear Kohn-Sham eigenvalue problem, whereas other proofs in literature
only show convergence for a linear eigenvalue problem. This framework can be extended to
prove other types of spectral discretizations such as polynomials and rational functions. We
can also include nonzero electronic temperature into our variational framework by simply
adding an entropy term to the Kohn-Sham ground state energy. Most importantly, our
variational framework can be used to justify the convergence of the self-consistent scheme
in Kohn-Sham density functional theory, which has been adopted in calculations without
mathematical verification. This variational framework enables us to rigorously verify the
linear scaling implementations of Kohn-Sham density functional theory.
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Appendix A
Orbital formulation of KSDFT
The KS problem [55] constitutes the minimization of the functional
∫
Ω
1
2
∑
1≤i≤N
|∇ψi|2 dr + EH (ρ) + Eext (ρ) + EZZ + Exc (ρ) (A.1)
over {{ψi} ∈ VN : 〈ψi, ψj〉 = δij} , (A.2)
where EH, Eext, EZZ, and Exc are given by (4.9), (4.10), (4.11), and (4.12), respectively, and
with the electron density ρ =
∑N
i=1 |ψi|2.
The Euler-Lagrange equation associated with the constrained variational problem above
gives rise to the non-linear eigenvalue problem
(
−1
2
∆ + V
)
ψ = λψ, (A.3)
where
V
(
ρ(r), r
)
=
∫
Ω
ρ(r′)
|r− r′| dr
′ +
∑
1≤I≤M
ZI
|RI − r| + h
′(ρ(r)). (A.4)
The solution to the variational problem is given by the eigenvectors ψi that correspond to
the N lowest eigenvectors. The problem is non-linear because V depends on ρ and thus on
ψi.
The operator formulation that we use is obtained formally by noting that any γ ∈ KN
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has the representation
γ =
∑
1≤i≤N
ψi ⊗ ψi (A.5)
for {ψi} ⊂ VN .
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Appendix B
The dual formulation of
exchange-correlation
Let T be a topological vector space and {FI} be a family of continuous affine functionals
from T to R¯. Let Γ(T ) denote the collection of functionals that are the point-wise supremum
of some family {FI}. Since the point-wise supremum of a family of convex functionals is
convex and the point-wise supremum of a family of lower semi-continuous functionals is lower
semi-continuous (see, e.g., [17]), we have that every functional in Γ(V) is convex and lower
semi-continuous. Further, we have the following statementi (see Proposition 3.1 in [17]).
Proposition B.0.1 The following properties are equivalent:
1. F ∈ Γ(T ).
2. F is a convex lower semi-continuous functional from T to R¯ and if F takes the value
−∞, then F is identically equal to −∞.
Given F : T 7→ R¯, the dual conjugate functional F ∗ : T ∗ 7→ R¯, where T ∗ denotes the space
of linear functionals defined on T , is
F ∗ = sup
u∈T
{〈u∗, u〉 − F (u)}. (B.1)
We see that F ∗ is defined as the point-wise supremum of the family of continuous affine
functionals 〈·, u〉 − F (u), hence F ∗ ∈ Γ(T ∗), and F ∗ is convex and lower semi-continuous.
cxxxvii
Furthermore, if F itself is convex and lower semi-continuous, the dual conjugate functional
of F ∗ coincides with F , (i.e., F ∗∗ = F ) (see e.g., Proposition 4.1 in [17]).
When we apply the aforementioned properties of dual transforms to the exchange-correlation
functional, since −Exc(ργ) is convex and lower semi-continuous in L 43 (Ω), we have −Exc(ρ) ∈
Γ(L 43 (Ω)). We can then rewrite −Exc(ρ) as
−Exc(ργ) = sup
u∈Lr′ (Ω)
{〈u, ργ〉 −Bxc(u)∗}
= − inf
u∈Lr′ (Ω)
{B∗xc − 〈u, ργ〉}, (B.2)
where
B∗xc(u) = (−Exc(ρ))∗ (B.3)
and B∗xc is convex and lower semi-continuous in Lr′(Ω) with 1r′ = 1 − 14/3 = 14 . This also
explains the choice of U in equation (4.25).
From Proposition 2.1 in [17], we know that
B∗xc(u) =
∫
Ω
h∗(u) dr, (B.4)
where h∗(x) = (−h(t))∗ = sup
t∈R
{xt − (−h(t))} is the Legendre transform of the function
−h(t). Due to the bounds
C1|t| 43 + C2 ≤ −h(t) ≤ C3|t| 43 + C4 (B.5)
on −h(t), we can arrive at the bounds
C18|x|4 + C19 ≤ h∗(x) ≤ C16|x|4 + C17 (B.6)
for h∗(x).
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