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ABSTRACT
Context. Earth’s atmosphere imprints a large number of telluric absorption and emission lines on astronomical spectra, especially in
the near infrared, that need to be removed before analysing the affected wavelength regions.
Aims. These lines are typically removed by comparison to A- or B-type stars used as telluric standards that themselves have strong
hydrogen lines, which complicates the removal of telluric lines. We have developed a method to circumvent that problem.
Methods. For our IDL software package tellrem we used a recent approach to model telluric absorption features with the line-by-
line radiative transfer model (LBLRTM). The broad wavelength coverage of the X-Shooter at VLT allows us to expand their technique
by determining the abundances of the most important telluric molecules H2O, O2, CO2, and CH4 from sufficiently isolated line groups.
For individual observations we construct a telluric absorption model for most of the spectral range that is used to remove the telluric
absorption from the object spectrum.
Results. We remove telluric absorption from both continuum regions and emission lines without systematic residuals for most of
the processable spectral range; however, our method increases the statistical errors. The errors of the corrected spectrum typically
increase by 10 % for S/N ∼ 10 and by a factor of two for high-quality data (S/N ∼ 100), i.e. the method is accurate on the percent
level.
Conclusions. Modelling telluric absorption can be an alternative to the observation of standard stars for removing telluric contamina-
tion.
Key words. atmospheric effects – instrumentation: spectrographs – methods: observational – methods: data analysis
1. Introduction
The strong and variable absorption of Earth’s atmosphere inter-
feres with almost all ground-based astronomical observations.
In the optical and infrared spectral range the flux of a celestial
body is diminished by extinction; in addition, so-called telluric
absorption lines are imprinted on the spectra, a fact particularly
relevant for high-resolution spectroscopy. The number of tel-
luric lines depends on wavelength and for the specific case of
the VLT/X-Shooter with its wavelength coverage ranging from
3100 Å to 24 700 Å, starting from around 6000 Å bands of water
(H2O) and molecular oxygen (O2) are predominantly present,
accompanied by large contributions of carbon dioxide (CO2)
above 12 000 Å and of methane (CH4) above 16 000 Å. As is
well known, the atmospheric transmission already becomes quite
small in some restricted wavelength bands in the infrared range.
The typical procedure used to remove telluric absorption fea-
tures and recover the original spectrum is to observe a standard
? Based on observations collected at the European Southern Obser-
vatory, Paranal, Chile, 085.C-0764(A) and 60.A-9022(C)
?? The tellrem package will be available at the CDS via anony-
mous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsweb.u-
strasbg.fr/cgi-bin/qcat?J/A+A/XXX/XXX as soon as the journal pub-
lishes the article.
star close in time and airmass to the object of interest. The spec-
trum of the object is then divided by the spectrum of the standard
star. Early-type stars of spectral type B or A are usually cho-
sen as standard stars because their spectra show few and rather
weak metal lines. Unfortunately, these stars have strong intrinsic
photospheric hydrogen absorption features that cause severe dif-
ficulties if the Paschen and Brackett lines of the science object
are the points of interest. The simplest solution for this problem
would be to interpolate over the hydrogen absorption and accept
the resulting uncertainties.
Several more sophisticated methods have been developed:
(a) using solar-like stars as telluric standards and a high-
resolution solar spectrum (Maiolino et al. 1996); (b) combining
this first method with the standard early-type star method and the
fitting of the hydrogen line profiles (Hanson et al. 1996, 2005);
and (c) using A0 stars as telluric standards and a high-resolution
model spectrum of Vega (Vacca et al. 2003). Despite its wide
adoption in the literature, using any astrophysical source as a ref-
erence telluric standard has some fundamental limitations (see
discussion in Seifahrt et al. (2010)): First, it takes away valuable
observing time from the science targets of an observation and
second, its accuracy is limited by how well we know the intrinsic
spectrum of the calibration star. Often it is sufficient to perform
a good calibration in certain regions of the spectrum, and A and
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Table 1. List of objects and observational details for the objects discussed in this paper.
Object mJa Start of observation Mean Mean Exposure time [s]b Pipeline provided S/N
(UTC) seeing [′′] airmass UVB VIS NIR UVBc VISd NIRe
EG 274 11.6 2010-May-05 03:24:44 0.68 1.26 1×90 1×120 1×120 299 190 71
MV Lup 9.6 2010-May-05 08:30:13 0.88 1.32 2×150 4×60 6×100 268 293 377
V895 Sco 10.1 2010-May-05 07:50:21 0.98 1.12 2×300 4×140 6×150 140 241 390
S CrA 8.2 2010-May-05 09:48:34 1.02 1.07 2×150 4×30 6×50 363 294 791
Notes. (a) mJ from 2MASS (Skrutskie et al. 2006) ; (b) except for EG 274 all observations were carried out in nodding mode, N× states the number
of exposures taken in total at the different nodding positions ; (c) in region 4500 – 4700 Å; (d) in region 7450 – 7560 Å; (c) in region 15 140 – 15 480 Å.
B stars can work very well for this purpose unless the flux and
shape of hydrogen lines is critical to the scientific analysis. De-
spite all the advances in spectral modelling, there are uncertain-
ties in the reference spectrum, not least because individual stars
might differ in rotational velocity, age, and metallicity. However,
telluric standard stars need to be observed at the same airmass
and close in time to the science target, so they need to be cho-
sen from a small region on the sky close to the science target.
Unfortunately, this might force the observer to select a less well
characterised star as the telluric standard. In principle, the same
limitations apply to all the variations of this technique mentioned
above. For example, when using a solar-type telluric standard,
the regions around hydrogen lines might be well calibrated since
these lines are weak in solar-like stars, but any spectral region
where the Sun has photospheric features might be inaccurate if
the star chosen as calibrator does not match the solar abundance,
period, or mass exactly.
An alternative approach to the observations of telluric stan-
dards is the use of theoretical models of the atmospheric trans-
mission. This idea has been successfully pursued, for example
by Lallement et al. (1993), Widemann et al. (1994), Bailey et al.
(2007), or Seifahrt et al. (2010). The technique to remove telluric
absorption presented by Seifahrt et al. (2010) was used by e.g.
Bean et al. (2010) and Rodler et al. (2012). Based on their tech-
nique we developed a method for removing telluric lines from
VLT/X-Shooter spectra. In this paper we explain the details of
this method and evaluate its accuracy and its contribution to the
overall error budget. This paper is accompanied by a software
package that implements the method described here.
Our paper is structured as follows. In Sect. 2 we describe the
observations taken with VLT/X-Shooter and their reduction. In
Sect. 3 we describe the spectral modelling of the telluric absorp-
tion. We restrict ourselves to describing the general functionality
of the package and refer to the user manual accompanying the
package for details on its use, which we demonstrate in Sect. 4.
We present a summary and our conclusions in Sect. 5.
2. Observations and data reduction
Our specific aim is the application of the method to spectra of
classical T Tauri stars (CTTS) observed with the VLT/X-Shooter
instrument (Vernet et al. 2011) and in this paper we present ex-
ample spectra to highlight the benefits of our new method. De-
tails of the observations can be found in Table 1.
Our observations were carried out in visitor mode during the
nights of 2010 May 4 and 5. X-Shooter is a multiwavelength
medium-resolution spectrograph consisting of 3 arms; each arm
is an independent cross-dispersed echelle spectrograph equipped
with optimised optics, dispersive elements, and detectors. The
UVB arm covers the wavelength range between 3100 – 5900 Å,
the VIS arm between 5400 – 10 100 Å, and the NIR arm be-
tween 9900 – 24 700 Å. The objects were observed in nodding
mode with the 0.5′′ × 11′′ slit in the ultraviolet (UVB) arm and
the 0.4′′ × 11′′ slit in the visual (VIS) and the near-infrared
(NIR) arms. This instrumental set-up results in a resolution of
R ∼ 10 000 in the UVB arm, R ∼ 18 000 in the VIS arm, and
R ∼ 10 000 in the NIR arm. Additionally, the flux standard star
EG 274, which is a white dwarf, was observed in offset mode
with the 5.0′′ × 11′′ slit in all arms. For all observations the
slit was set to the parallactic angle. Object acquisition was done
in the optical using a V filter, telescope tracking was done at
4700 Å.
The data reduction was carried out with the X-Shooter
pipeline (Modigliani et al. 2010) version 1.5.0 for the nodding
mode for each spectrographic arm individually, following the
standard steps that include bias subtraction, sky subtraction via
differencing the images from the nodding position A and B, flat-
fielding, order-tracing and merging, wavelength calibration, and
extraction. In offset mode a pair of images is taken, one with
the object and one with sky only, and sky subtraction is accom-
plished by differencing. However, instead of using the pipeline
flux calibration we carried out our own procedures. For the flux
standard star EG 274 we first removed the telluric lines from the
spectrum using the method described in this paper. We then de-
termined the response curve by dividing the corresponding spec-
trum from the X-Shooter spectrophotometric standard stars cat-
alogue (Hamuy et al. 1994; Vernet et al. 2010) by the observed
telluric line corrected spectrum normalised to 1 s exposure time.
This ratio was smoothed to reduce the noise using a sliding box-
car algorithm with a box width of 50 spectral bins (≈ 20 Å) in
the UVB and VIS arms and 200 bins (≈ 200 Å) in the NIR arm
and used for flux calibration.
3. Spectral modelling of Earth’s atmosphere
In order to compute the theoretical transmission of Earth’s atmo-
sphere we apply the technique presented by Seifahrt et al. (2010).
Here we provide an overview of this technique and refer to their
paper for a more detailed description. Basically, the transmission
of Earth’s atmosphere is computed using the radiative transfer
code line-by-line radiative transfer model (LBLRTM)1, which in
turn is based on the fast atmospheric signature code (FASCODE;
Clough et al. 1992, 2005). The LBLRTM requires a model of
Earth’s atmosphere and line data as input; all the atmospheric
data is available independent of the astronomical observation
and can be retrieved from public meteorological databases.
The required model of the atmosphere provides the verti-
cal temperature, pressure, and molecular abundance profiles. It
is built by combining two models. The meteorological mod-
els from the Air Resources Laboratory (ARL) at the US Na-
1 http://rtweb.aer.com/lblrtm_frame.html
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tional Oceanic and Atmospheric Administration (NOAA) pro-
vide temperature, pressure, and dew point temperature for sur-
face heights ≤ 26 km. The dew point temperature serves as the
density measure for H2O in the atmosphere. These so-called
sounding files are available at the Global Data Assimilation Sys-
tem (GDAS)2 in 3 h intervals. For each object we use the model
closest in time to the observation. Temperature, pressure, and
density for surface heights above 26 km for H2O and for all sur-
face heights for the other molecules are provided by an equato-
rial model atmosphere3 from the Michelson Interferometer for
Passive Atmospheric Sounding (MIPAS), constructed by John
Remedios (U. Leicester). The required line data comes from the
high-resolution transmission molecular absorption database (HI-
TRAN) in its 2008 edition (Rothman et al. 2009), which provides
frequency, line strength, and pressure broadening coefficients for
spectral lines of 42 different molecules.
To compute a telluric model spectrum for a specific obser-
vation taken at an observation altitude h with the required accu-
racy, the total molecular abundances of H2O, O2, CO2, and CH4
in the atmospherical model need to be adjusted by fitting. The
full model spectrum thus consists of three components: (1) the
stellar spectrum, which is multiplied with (2) the atmospheric
transmission spectrum and then convolved with (3) the instru-
mental profile.
Of course, the stellar spectrum is not known a priori. One
could thus devise an iterative procedure where we start with a
simple guess for the stellar spectrum, fit the telluric abundances
and the instrumental profile, and then use this information to ex-
tract the stellar spectrum which would serve as the starting point
for the next iteration. Fortunately, the signatures of the telluric
molecules are very distinct and a very simple description for the
stellar spectrum is sufficient to fit the telluric lines.
In principle, all these parameters could be fit for the en-
tire spectrum at once, but in practice we found it much easier
to perform the fit in only one small wavelength interval at a
time because this is much faster to compute and LBLRTM can
only compute a wave number segment of 2020 cm−1 in one run
(∼ 1000 Å around 7000 Å, ∼ 5300 Å around 16 000 Å). We use
wavelength intervals of 300 Å. Over this short range, the stel-
lar spectrum can be approximated as a straight line for all types
of objects in our sample (CTTS, white dwarf, B stars). In fact,
the method works well even in the presence of absorption and
emission lines unless they dominate the fit instead of the tel-
luric lines. The instrumental profile of X-Shooter is represented
by a Gaussian where we fit the width. We also allow for a shift
in wavelength, which is necessary to correct for small inaccura-
cies in the wavelength calibration. The measured shifts could in
principle be used to test and improve the wavelength calibration.
Both instrumental parameters vary over the wavelength range of
X-Shooter. The wavelength shift changes because of changes in
the accuracy of the wavelength calibration along the different X-
Shooter orders, which lead to slightly different wavelength shifts
of a few tenths of Å; the widths of the Gaussian needed to ad-
just the telluric transmission spectrum to the observed spectrum
change because of the different resolutions in the arms. Within
segments of 300 Å length we found the wavelength calibration
and the width of the profile to be stable.
Each molecule in the Earth’s atmosphere has very dis-
tinct spectral bands where the absorption lines from this single
molecule dominate the total telluric absorption spectrum. We
make use of the broad wavelength coverage of X-Shooter and
2 http://ready.arl.noaa.gov/READYamet.php
3 http://www-atm.physics.ox.ac.uk/RFM/atm/
Table 2. Spectral ranges used to determine the abundances of H2O, O2,
CO2, and CH4.
Wavelength range [Å] Molecule fitted
7590–7660 O2
9040–9210 H2O
9270–9510 H2O
12 550–12 775 O2
13 160–13 280 H2O
14 470–14 685 H2O
14 685–14 900 H2O
19 950–20 300 CO2
20 450–20 800 CO2
22 850–23 110 CH4
23 370–23 630 CH4
23 630–23 900 CH4
the fact that the abundances do not depend on wavelength. We
searched for regions in the spectral range of X-Shooter that are
almost free of stellar emission features and dominated by telluric
lines, but might still contain some stellar absorption features. We
found several spectral regions where only one of the main con-
tributors to the telluric signal generates lines or the only other
contributor is H2O. They are listed in Table 2.
First, we investigate the regions where H2O is the only sig-
nificant contributor. For each of these regions we fit the water
abundance in the Earth’s atmosphere, the Gaussian width of the
instrumental profile, the wavelength shift, and the slope and in-
tercept of the straight line that represents the stellar continuum.
We keep the remaining abundances fixed at some arbitrary value
because the other molecules do not contribute to the telluric lines
in this region. The abundances found for each region typically
differ by less than 10 %. We use the mean of these values as the
abundance of water for all following computations.
We found it advantageous to determine the abundances of the
various contaminants successively. We thus fit the water abun-
dance first, since water lines appear at many wavelengths. With
the given water abundance, we identify wavelength regions that
contain O2 and fit for the O2 abundance keeping the water abun-
dance fixed. The remaining molecules (i.e. CO2 and CH4) are
treated in a similar manner. For each selected wavelength region
(see Table 2) we fit the abundance of the respective molecule
and the width of the instrumental profile, a wavelength shift, and
the slope and intercept of the line that represents the stellar con-
tinuum. For these fits we use the water abundance determined
above and keep the remaining molecules that do not contribute
to the telluric absorption in this region fixed. Finally, we com-
pute the mean of the measured abundances for each molecule,
which typically agree to within 10 %.
With the molecular abundances known, we finally step
through the entire observed spectrum in 300 Å intervals, fitting
the width of the instrumental line profile, the wavelength shift,
and the slope and intercept of the straight line that represents
the continuum. There is no need to obtain an accurate model for
the stellar spectrum as we are only interested in the instrumen-
tal profile and the wavelength shift at this point, both of which
are seen in the telluric lines. We find that our very simple ap-
proximation for the stellar spectrum is sufficient to avoid fitting
artefacts. Describing the stellar spectrum with a straight line and
not merely by a constant takes into account that the spectrum al-
ready may show a significant change over 300 Å. Thus we avoid
fitting the width of the instrumental line profile with a very large
value in cases where there are a few telluric lines on one side of
Article number, page 3 of 10
A&A proofs: manuscript no. tellrem
the spectrum, but not on the other where the fit attempts to com-
pensate for the seemingly missing flux if only a constant is used
to approximate the stellar spectrum. In principle, this problem
can also be circumvented by normalising the observed spectrum
prior to the fit. This approach would also work for line dominated
spectra, i.e. when the spectrum cannot be reasonably represented
by a straight line even on short wavelength ranges. Here, how-
ever, we prefer a forward-modelling approach where the data
remains unchanged.
For each segment we correct for the telluric absorption by
dividing the observed spectrum by the modelled telluric spec-
trum, convolved with the instrumental line profile, and shifted
in wavelength according to the fit. We scale the uncertainties on
the observed spectrum that were derived by the data reduction
pipeline in the same way.
For all fits we use the least-squares fitting code MPFIT
(Markwardt 2009) to minimise the difference between the ob-
served and the telluric model spectrum. On a standard desktop
PC the computation time needed to remove the telluric lines from
one X-Shooter spectrum is about 15 min.
4. Results
We applied the method described in Sect. 3 to a spectrum of the
white dwarf EG 274 and several spectra of CTTS obtained with
X-Shooter. Telluric absorption lines are only visible in the VIS
and NIR arms of X-Shooter, telluric emission lines are removed
by the nodded observation mode. The regions between 13 400 Å
and 14 500 Å and between 18 100 Å and 19 600 Å cannot be cor-
rected with this method because they are too heavily contami-
nated to obtain a reasonable fit of the telluric lines (see Fig. 1).
This divides the spectrum of the NIR arm into three parts ranging
from 9900 – 13 400 Å, 14 500 – 18 100 Å, and 19 600 – 24 700 Å.
4.1. Telluric line removal
The performance of the telluric line removal method is illus-
trated in Fig. 1. Here, the corrected VIS (upper panel) and NIR
(lower panel) arm spectra of EG 274 are shown in black together
with the pipeline flux-calibrated spectrum in red and the cata-
logued flux in blue; the lower parts of the plot show the mod-
elled telluric transmission spectra and the residuals, i.e. the tel-
luric corrected spectrum minus the catalogued flux. We derived
the detector response curve for the white dwarf EG 274 using the
same spectrum as shown here. Thus, the overall agreement, i.e.
on scales larger than the size of the box-car used for smoothing,
between the catalogue flux and the stellar flux presented is good
by construction. We show Fig. 1 on an absolute flux scale and
not as a normalised spectrum to indicate where the spectrum is
dominated by white dwarf features. On the other hand, we chose
to smooth the response curve on fairly large scales (see Sect. 2)
and all features smaller than this scale do depend on our method
to remove the telluric lines. Thus, Fig. 1 is intended to demon-
strate the performance of our method on scales much narrower
than the size of the smoothing used for the response curve.
An inspection of the modelled transmission spectrum shows
that in the wavelength regions between 13 400 Å and 14 500 Å
and between 18 100 Å and 19 600 Å the transmitted flux is essen-
tially zero, and therefore the true flux cannot be reconstructed.
For most of the spectrum no residuals of telluric lines are visi-
ble, making the corrected spectrum indistinguishable from the
catalogued flux. The emission-like features visible in the ob-
served spectrum longward of 15 000 Å are sky emission lines
that were not entirely removed by the pipeline. These are also
visible in the residuals. It is important to note the differences be-
tween the pipeline flux calibration (red) and our flux calibration
(black), most pronounced in the region between 20 300 Å and
21 400 Å. These differences are mostly due to the interpolation
performed by the pipeline in regions with telluric lines. As we
remove the telluric lines before we determine the response, we
can use these regions and accurately follow the response over the
entire spectral region reaching a better flux calibration than the
ESO pipeline.
The method works successfully both in continuum regions
and at emission lines. Figure 2 shows some examples of the
corrected spectrum and the original spectrum. The spectra were
normalised for better comparability. While Figs. 2 (a) to (c)
show various hydrogen emission lines of CTTS, Fig. 2 (d)
shows a continuum segment of the weak-lined T Tauri star
(WTTS) MV Lup. For the continuum segment we also show
a PHOENIX model from the Göttingen Spectral Library by
PHOENIX (Husser et al. 2013) for Teff = 4800 K, the effective
temperature of MV Lup (Wichmann et al. 1997; Sartori et al.
2003), to illustrate the intrinsic absorption lines of the star.
Seifahrt et al. (2010) point out that using telluric transmis-
sion models to remove telluric lines is mainly limited by the ac-
curacy of the information in the HITRAN database, especially
for water lines, which they say are “the hardest to model”. Not
surprisingly, our method also fails to provide a good fit of the tel-
luric lines in some spectral ranges. These failures are illustrated
in the following examples. In Fig. 3 we show the region around
9400 Å, which is dominated by water absorption lines. Both in
the continuum segment of the WTTS MV Lup (Fig. 3 (a)) and
in the hydrogen emission line Paschen 8 of CTTS V895 Sco
(Fig. 3 (b)) there are obvious residuals from poorly modelled
water lines. We tried to obtain a better fit of the telluric lines,
for example by narrowing the fitted region, but did not succeed.
We conclude that inaccuracies in the HITRAN database are the
likely cause for our failure to reach a better fit.
Apart from the few segments where the telluric line removal
cannot be performed or is unsuccessful for the reasons stated
above, in general the telluric lines are removed quite success-
fully.
4.2. Comparison with the IRAF task telluric
As already described in the Introduction (Sect. 1), the typical
procedure used to remove telluric absorption employs the obser-
vation of a standard star. The IRAF task telluric is widely
used for this purpose. We performed the telluric line removal for
a few objects from the sample with this software and the telluric
standard stars (all of which are of spectral type B) taken dur-
ing the observation run to compare the results to our modelling
approach. In Figs. 2 and 3 the spectrum corrected using IRAF,
normalised for better comparability, is shown in red. In regions
where the standard star has no lines, the results from both meth-
ods are quite similar (e.g. Fig. 2 (d)). In the above-mentioned
region dominated by water absorption the correction with IRAF
is better than the one using our method (Fig. 3 (a)). The IRAF
task telluric does not take into account the intrinsic hydro-
gen absorption lines of the standard star. Thus, when using the
standard star spectrum to correct for telluric lines in the regions
of hydrogen lines, these intrinsic lines strongly distort the ob-
ject spectrum (see Figs. 2 (a) to (c) and 3 (b)). Since we directly
model the transmission, correcting the spectrum in these regions
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Fig. 1. Telluric line corrected spectrum of the flux standard white dwarf EG 274 (black), pipeline flux-calibrated spectrum (red) for comparison,
catalogued flux (blue), and limits to identify detector artefacts (thin purple) in the upper panel, the telluric transmission model in the middle panel,
and the residuals (telluric corrected minus catalogued flux) in the bottom panel of the plots. Residuals are typically a small percentage of the actual
flux value. Typical statistical uncertainties of the residuals are smaller than the plot symbols. We do not include the uncertainty of the absolute flux
calibration here. Extreme residuals due to detector artefacts fall outside the displayed range. See text for further comments on the construction of
this figure.
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Fig. 2. Examples of telluric line removal leaving no discernible systematic residuals. This statement is quantified in Section 4.4. Corrected spectrum
(black) and for comparison the original spectrum (thin blue), as well as the spectrum corrected using IRAF (red) in the upper panels normalised
for better comparability, as well as the corresponding telluric model in the lower panels of the individual plots: hydrogen lines (a) Paschen 9 of
CTTS V895 Sco, (b) Brackett 13, and (c) 10 of CTTS S CrA, as well as (d) continuum region of WTTS MV Lup. In the upper panel of subplot
(d) a PHOENIX model for Teff = 4800 K (thin black) is also shown (shifted up by 0.1 for clarity).
Fig. 3. Examples of telluric line removal leaving residuals. Corrected spectrum (black) and for comparison the original spectrum (thin blue), as
well as the spectrum corrected using IRAF (red) in upper panels, normalised for better comparability, as well as the corresponding telluric model
in the lower panels of the individual plots: (a) continuum region of WTTS MV Lup and (b) hydrogen line Paschen 8 of CTTS V895 Sco.
poses no difficulty for our method and the line shape of the emis-
sion lines can be reconstructed.
4.3. Comparison of telluric model with standard ATRAN
model
We also compared the telluric transmission model derived for
the white dwarf EG 274 to a telluric transmission spectrum gen-
erated by the software tool ATRAN (Lord 1992) in the version
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Fig. 4. Comparison of the telluric model calculated for EG 274 (red) and a standard ATRAN model (black) in the upper panel and the residuals
(ATRAN model minus EG 274 model) in the middle panel. The bottom panel shows the spectrum of EG 274 corrected with the standard ATRAN
model (black) and corrected with the telluric model specifically calculated for it (red).
provided by the SOFIA Science Center4. We ran ATRAN with
standard input parameters for the observation of EG 274 without
any specific water vapour overburden. The parameters used fol-
lowing the recommendations of the SOFIA Science Center are
summarised in Table 3; for more details see the explanations by
the SOFIA Science Center and Lord (1992). Since ATRAN pro-
duces an absorption spectrum without taking into account con-
tinuum effects, we reran LBLRTM in its “no continuum” mode
using the previously determined parameters for EG 274. Both
spectra were convolved with Gaussians according to the previ-
ously determined parameters. Figure 4 shows both spectra and
the difference between them, i.e. the ATRAN spectrum minus
the LBLRTM spectrum. The ATRAN model clearly underpre-
dicts the depth of the lines in many cases. The bottom panel of
Fig. 4 also shows the spectrum of EG 274 corrected for telluric
absorption using both model spectra. For a good correction the
telluric spectrum has to be modelled as closely as possible. It is
thus important to adapt the model to the current conditions in the
atmosphere.
4.4. Error estimation
In order to evaluate the performance of our method in a statis-
tical sense we use the spectrum of the white dwarf EG 274. We
use the catalogued flux Fcat as the true model and the observed
telluric line corrected flux F t.c.obs as “data” along with the statisti-
4 https://atran.sofia.usra.edu/cgi-bin/atran/atran.cgi
Table 3. Input parameters used for the ATRAN model.
Parameter Value
Observatory altitude 8688 ft
Observatory latitude 39 deg
Water vapour overburden 0
Number of atmospheric layers 2
Zenith angle 38.4 deg
Resolution 0a
Notes. (a) No smoothing to a specific resolution is performed.
cal errors of the observed telluric line corrected flux σt.c.obs, i (these
are simply the errors calculated by the data reduction pipeline
scaled by the telluric correction).
The data contains several detector artefacts, most of them in
the NIR arm, for example at 10 200 Å or 11 900 Å. Since these
artefacts are unrelated to the method that we want to test in this
section, we exclude affected data points from the analysis pre-
sented here. Additionally, we restrict our analysis to the VIS arm
and the first part of the NIR arm (9900 – 13 400 Å, called NIR1
in the following) because the residuals of the sky lines already
cause a deviation from the catalogued flux in the second and
third part of the NIR arm that would be mixed with the residuals
of the telluric line removal.
We determine affected data points in the following way. We
compare a median filtered version of the data (three bins in
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the VIS arm, seven bins in NIR1) to the original data and ex-
clude all data points in the original data that are more than
6 · 10−15 erg s−1 cm−2 Å−1 (VIS) or 1.75 · 10−15 erg s−1 cm−2 Å−1
(NIR1) away from the median filtered version (see purple line
in Fig. 1). In the VIS arm we additionally exclude a larger arte-
fact between 6366 Å and 6390 Å by hand. We exclude 101 of the
11675 data points in the VIS arm and 47 of the 3440 data points
in NIR1. The statistical errors σt.c.obs, i of NIR1 contain several out-
liers with errors up to three magnitudes larger than the average
errors. Although these errors are the result of the pipeline er-
ror propagation, they seem greatly overestimated and we replace
these by the mean of the neighbouring errors. This is done for 50
data points.
Because we constructed the data to match the flux of the
model spectrum (see above) on large scales, uncertainties in the
model or the global flux do not influence the value of F t.c.obs − Fcat
we calculate here, thus EG 274 offers a clean way to characterise
the errors introduced by our telluric line removal method.
First of all, we look at the χ2 test statistic. Regions unaffected
by telluric lines give an estimation of the data quality indepen-
dent of the telluric line removal. We find the following reduced
χ2 values: χ2unaff,VIS = 1.23 for the VIS arm and χ
2
unaff,NIR1 = 2.49
for NIR1. The pipeline errors seem to be underestimated, espe-
cially in the NIR1. In regions affected by telluric lines we find
χ2aff,VIS = 2.14 and χ
2
aff,NIR1 = 5.67. To reach a similar χ
2 in
the affected and the unaffected regions the errors need to be in-
creased by ∼30 % in the VIS arm and ∼50 % in NIR1.
To check if the overall statistical distribution is well behaved,
we study the distribution of the individual summands of the χ2
test statistic,
χF, i =
F t.c.obs, i − Fcat, i
σt.c.obs, i
. (1)
If there were no additional error contribution by the telluric line
removal, the distribution should be a Gaussian with the same
standard deviation in regions without telluric lines and with tel-
luric lines in the original spectrum. In the VIS arm we find a stan-
dard deviation of the Gaussian of 1.05 for the regions without tel-
luric lines and 1.19 for the regions which are affected by telluric
lines. Thus, the standard deviation increases by 13 %, implying
that the errors in the regions containing telluric lines are underes-
timated by this amount. In NIR1 we find standard deviations of
1.15 and 1.80, respectively. This indicates that the real errors are
113 % and 156 % of the pipeline error in the VIS arm and NIR1.
We show the corresponding distributions in Fig. 5. The mean rel-
ative statistical error of the fluxes in each bin (<
σt.c.obs, i
Ft.c.obs, i
>) is 0.7 %
in the VIS arm and 1.1 % in NIR1. Adding the factors derived
above increases the errors to 0.8 % and 1.7 %.
As an example of a practical application, we consider flux
ratios. This allows us to check for systematic effects introduced
by the telluric line removal. We randomly select from the spec-
trum two non-overlapping regions a and b of spectral width w,
integrate the flux in the observed telluric line corrected spectrum
and in the model spectrum, and calculate the flux ratio of the two
regions. For the selection of the regions a and b, we discard re-
gions that are affected by detector artefacts as described above.
We repeat this for n ratios and calculate the quantity
χrat =
(
Fa
Fb
)
obs
−
(
Fa
Fb
)
cat
σ( Fa
Fb
)
obs
. (2)
Fig. 5. Distribution of χF, i for VIS arm (top) and first part of NIR arm
(bottom), both with Gaussian fit. Black: regions without telluric lines
in the uncorrected spectrum and red: regions with telluric lines in the
uncorrected spectrum.
As pointed out above, the pipeline errors seem to be underesti-
mated. To avoid a bias due to underestimated pipeline errors in
our study, we increased the errors to 110 % of the pipeline error
in the VIS arm and to 155 % in NIR1. With these error values
we reach a χ2 ∼ 1 in the regions unaffected by telluric lines. For
w = 16 Å, a typical width for hydrogen emission lines in CTTS,
and n = 10 000, the distribution of χrat is approximately Gaus-
sian. In an optimal case the standard deviation of the Gaussian
should be 1. Figure 6 shows the distributions. We find a stan-
dard deviation of 0.7 in the VIS arm and 1.9 in NIR1, indicating
that the real error is only 70% of the error that would result in
χ2 ∼ 1, which itself is already 110 % of the pipeline error for
the VIS arm, while in NIR1 the real error is 190 % of the er-
ror that would result in χ2 ∼ 1, which itself is already 155 %
of the pipeline error. The mean relative statistical error of the n
ratios (<
σ( Fa , i
Fb , i
)
obs
(Fa, i/Fb, i)obs
>, where the index i runs over all n ratios)
is 0.19 % in the VIS arm, decreased to 0.13 % when subtracting
the above factor. For NIR1 the mean relative statistical error is
0.67 %, increased to 1.31 %.
The numbers given here for the additional uncertainty intro-
duced by the telluric line correction are calculated for one spe-
cific data set. We also tested the applicability of our software to
lower quality data using the data set of EG 274. We created data
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Fig. 6. Distribution of χrat (black) for VIS arm (top) and first part of
NIR arm (bottom), both with Gaussian fit (red).
sets with reduced resolution by increasing the bin size as well as
with higher noise (the UV arm does not contain telluric features
and in the other arms our spectra are binned to approximately
match the spectral resolution with bin sizes ≈ 0.4 Å in the VIS
and ≈ 1 Å in the NIR arm). For these simulated data sets, we re-
cover the correct telluric abundances down to a bin size of 4 Å in
both arms and up to noise levels increased by a factor of 10. For
lower signals, the telluric abundances can no longer be fitted. We
repeated the above error estimation for the simulated data sets.
For an increase in noise the relative importance of the additional
error decreases. For tenfold noise the additional error is only a
few percentage points. For lower resolution the results are less
clear, but the general trend indicates lower additional errors for
lower resolution. On the one hand, data with a lower S/N leads
to less precise values for the abundance of the molecular, tel-
luric species; on the other hand, a similar absolute contribution
to the uncertainties (e.g. from an incomplete telluric line list) has
a lower relative influence on the uncertainties for low S/N data.
5. Summary and conclusions
We present a method to remove telluric lines from VLT/X-
Shooter spectra based on the approach originally put forward
by Seifahrt et al. (2010) in the context of CRIRES. In addi-
tion to using the line-by-line radiative transfer code LBLRTM
and a model of Earth’s atmosphere to compute telluric transmis-
sion spectra, we utilise the very broad wavelength coverage of
X-Shooter to determine the abundances of the most dominant
producers of telluric lines (i.e. H2O, O2, CO2, and CH4) from
sufficiently isolated line groups.
The computational effort to implement the telluric line mod-
elling is manageable on a standard desktop PC. Our method re-
moves telluric lines from both continuum regions and emission
lines in general without residuals exceeding a small percentage
of the initial flux except in a few isolated wavelength regions.
The analysis of several error estimators shows that the method
adds a systematic error to the data, which we estimate to be
in the percent range. Thus, its relative importance depends on
data quality and wavelength. At low quality (S/N ∼ 10) and/or
shorter wavelengths the error of the corrected spectrum can be
increased to ∼110 % of the statistical errors. At higher quality
(S/N ∼ 100) and longer wavelengths the error can be increased
to up to 190 % of the statistical errors. Thus, the additional sta-
tistical error introduced by our method is about 1 %. Improved
molecular data for the telluric line simulations will hopefully im-
prove these values in the future.
The method works successfully both on high-resolution data
(R ∼ 70 000) as used by Seifahrt et al. (2010) and on the
medium-resolution data (R ∼ 10 000) provided by the VLT/X-
Shooter instrument. Although the software package tellrem in
its current form is tailored to handle VLT/X-Shooter spectra, its
procedures can in principle be used for every instrument. The
manual provides some information and aid concerning the adap-
tion for other instruments. The software is also able to process
lower quality data, in terms of lower resolution and of higher
noise.
In addition to saving precious observing time the method
also circumvents the difficulties arising from the use of A or
B stars as telluric standards for certain scientific applications.
These stars are chosen because they have relatively featureless
spectra, but they still show hydrogen lines. This complicates the
situation if the specific interest is these lines in the object stars.
Therefore, the use of telluric transmission models to remove tel-
luric lines from observations is a worthwhile alternative to the
observation of telluric standard stars.
Note added in proof: While this paper was in the referee-
ing process, other software tools to model the telluric absorp-
tion have been released to the community. These alternatives are
Telfit (Gullikson et al. 2014) and Molecfit (Smette et al. 2015;
Kausch et al. 2015).
Acknowledgements. NR acknowledges support by the DLR under project no.
50OR1002, a “DAAD-Doktorandenstipendium” as well as the RTG 1351/2 "Ex-
trasolar planets and their host stars". This research has made use of NASA’s
Astrophysics Data System as well as of the SIMBAD database and the VizieR
catalogue access tool, operated at CDS, Strasbourg, France. We also want to
thank an anonymous referee for exceptionally helpful reports and constructive
criticism that helped to substantially improve the paper.
References
Bailey, J., Simpson, A., & Crisp, D. 2007, PASP, 119, 228
Bean, J. L., Seifahrt, A., Hartman, H., et al. 2010, ApJ, 713, 410
Clough, S. A., Iacono, M. J., & Moncet, J.-L. 1992, J. Geophys. Res., 97, 15761
Clough, S. A., Shephard, M. W., Mlawer, E. J., et al. 2005,
J. Quant. Spectr. Rad. Transf., 91, 233
Gullikson, K., Dodson-Robinson, S., & Kraus, A. 2014, AJ, 148, 53
Hamuy, M., Suntzeff, N. B., Heathcote, S. R., et al. 1994, PASP, 106, 566
Hanson, M. M., Conti, P. S., & Rieke, M. J. 1996, ApJS, 107, 281
Hanson, M. M., Kudritzki, R.-P., Kenworthy, M. A., Puls, J., & Tokunaga, A. T.
2005, ApJS, 161, 154
Husser, T.-O., Wende-von Berg, S., Dreizler, S., et al. 2013, A&A, 553, A6
Article number, page 9 of 10
A&A proofs: manuscript no. tellrem
Kausch, W., Noll, S., Smette, A., et al. 2015, A&A, 576, A78
Lallement, R., Bertin, P., Chassefiere, E., & Scott, N. 1993, A&A, 271, 734
Lord, S. D. 1992, A new software tool for computing Earth’s atmospheric trans-
mission of near- and far-infrared radiation, Tech. rep.
Maiolino, R., Rieke, G. H., & Rieke, M. J. 1996, AJ, 111, 537
Markwardt, C. B. 2009, in Astronomical Society of the Pacific Conference Se-
ries, Vol. 411, Astronomical Data Analysis Software and Systems XVIII, ed.
D. A. Bohlender, D. Durand, & P. Dowler, 251
Modigliani, A., Goldoni, P., Royer, F., et al. 2010, in Society of Photo-Optical
Instrumentation Engineers (SPIE) Conference Series, Vol. 7737, Society of
Photo-Optical Instrumentation Engineers (SPIE) Conference Series
Rodler, F., Deshpande, R., Zapatero Osorio, M. R., et al. 2012, A&A, 538, A141
Rothman, L. S., Gordon, I. E., Barbe, A., et al. 2009,
J. Quant. Spectr. Rad. Transf., 110, 533
Sartori, M. J., Lépine, J. R. D., & Dias, W. S. 2003, A&A, 404, 913
Seifahrt, A., Käufl, H. U., Zängl, G., et al. 2010, A&A, 524, A11
Skrutskie, M. F., Cutri, R. M., Stiening, R., et al. 2006, AJ, 131, 1163
Smette, A., Sana, H., Noll, S., et al. 2015, A&A, 576, A77
Vacca, W. D., Cushing, M. C., & Rayner, J. T. 2003, PASP, 115, 389
Vernet, J., Dekker, H., D’Odorico, S., et al. 2011, A&A, 536, A105
Vernet, J., Kerber, F., Mainieri, V., et al. 2010, Highlights of Astronomy, 15, 535
Wichmann, R., Krautter, J., Covino, E., et al. 1997, A&A, 320, 185
Widemann, T., Bertaux, J.-L., Querci, M., & Querci, F. 1994, A&A, 282, 879
Article number, page 10 of 10
