This paper is concerned with inference about an unidentified linear functional, ( ) L g , where the function g satisfies the relation ( )
applied research, this problem is typically overcome and point identification is achieved by assuming that g is a linear function of X . However, the assumption of linearity is arbitrary. It is untestable if W is binary, as is the case in many applications. This paper explores the use of shape restrictions, such as monotonicity or convexity, for achieving interval identification of ( ) L g . Economic theory often provides such shape restrictions. This paper shows that they restrict ( ) L g to an interval whose upper and lower bounds can be obtained by solving linear programming problems. Inference about the identified interval and the functional ( ) L g can be carried out by using the bootstrap. An empirical application illustrates the usefulness of shape restrictions for carrying out nonparametric inference about ( ) L g . 
In (1a), (1b), and (2), Y is the dependent variable, X is a possibly endogenous explanatory variable, W is an instrument for X , and U is an unobserved random variable. The data consist of an independent random sample { , , : 1,..., }
from the distribution of ( , , ) Y X W . In this paper, it is assumed that X and W are discretely distributed random variables with finitely many mass points. Discretely distributed explanatory variables and instruments occur frequently in applied research, as is discussed in the next paragraph. When X is discrete, g can be identified only at mass points of X . Linear functionals that may be of interest in this case are the value of g at a single mass point and the difference between the values of g at two different mass points.
In much applied research, W has fewer mass points than X does. For example, in a study of returns to schooling, Card (1995) used a binary instrument for the endogenous variable years of schooling. Moran and Simon (2006) used a binary instrument for income in a study of the effects of the Social Security "notch" on the usage of prescription drugs by the elderly. Other studies in which an instrument has fewer mass points than the endogenous explanatory variable are Angrist and Krueger (1991) , Bronars and Grogger (1994) , and Lochner and Moretti (2004) .
The function g is not identified nonparametrically when W has fewer mass points than X does.
The linear functional ( ) L g is unidentified except in special cases. Indeed, as will be shown in Section 2 of this paper, except in special cases, ( ) L g can have any value in ( , ) −∞ ∞ when W has fewer points of support than X does. Thus, except in special cases, the data are uninformative about ( ) L g in the absence of further information. In the applied research cited in the previous paragraph, this problem is dealt with by assuming that g is a linear function. The assumption of linearity enables g and ( ) L g to be identified, but it is problematic in other respects. In particular, the assumption of linearity is not testable if W is binary. Moreover, any other two-parameter specification is observationally equivalent to linearity and untestable, though it might yield substantive conclusions that are very different from those obtained under the assumption of linearity. For example, the assumptions that This paper explores the use of restrictions on the shape of g , such as monotonicity, convexity, or concavity, to achieve interval identification of ( ) L g when X and W are discretely distributed and W has fewer mass points than X has. Specifically, the paper uses shape restrictions on g to establish an identified interval that contains ( ) L g . Shape restrictions are less restrictive than a parametric specification such as linearity. They are often plausible in applications and may be prescribed by economic theory. For example, demand and cost functions are monotonic, and cost functions are convex.
It is shown in this paper that under shape restrictions, such as monotonicity, convexity, or concavity, that impose linear inequality restrictions on the values of ( ) g x at points of support of X , ( ) L g is restricted to an interval whose upper and lower bounds can be obtained by solving linear programming problems.
The bounds can be estimated by solving sample-analog versions of the linear programming problems.
The estimated bounds are asymptotically distributed as the maxima of multivariate normal random variables. Under certain conditions, the bounds are asymptotically normally distributed, but calculation of the analytic asymptotic distribution is difficult in general. We present a bootstrap procedure that can be used to estimate the asymptotic distribution of the estimated bounds in applications. The asymptotic distribution can be used to carry out inference about the identified interval that contains ( ) L g and, using methods like those of Imbens and Manski (2004) and Stoye (2009) , inference about the parameter ( ) L g .
Interval identification of g in (1a) has been investigated previously by Chesher (2004) and Pepper (2000, 2009) . Chesher (2004) considered partial identification of g in (1a) but replaced (1b) with assumptions like those used in the control-function approach to estimating models with an endogenous explanatory variable. He gave conditions under which the difference between the values of g at two different mass points of X is contained in an identified interval. Pepper (2000, 2009) replaced (1b) with monotonicity restrictions on what they called "treatment selection" and "treatment response." They derived an identified interval that contains the difference between the values of g at two different mass points of X under their assumptions. Neither Chesher (2004) nor Pepper (2000, 2009 ) treated restrictions on the shape of g under (1a) and (1b). The approach described in this paper is non-nested with those of Chesher (2004) and Pepper (2000, 2009) . The approach described here is also distinct from that of Chernozhukov, Lee, and Rosen (2009) , who treated
, where l θ and u θ are unknown functions and  is a possibly infinite set.
The remainder of this paper is organized as follows. In Section 2, it is shown that except in special cases, ( ) L g can have any value in ( , ) −∞ ∞ if the only information about g is that it satisfies (1a) and (1b). It is also shown that under shape restrictions on g that take the form of linear inequalities, ( ) L g is contained in an identified interval whose upper and lower bounds can be obtained by solving linear programming problems. The bounds obtained by solving these problems are sharp. Section 3 shows that the identified bounds can be estimated consistently by replacing unknown population quantities in the linear programs with sample analogs. The asymptotic distributions of the identified bounds are obtained. Methods for obtaining confidence intervals and for testing certain hypotheses about the bounds are presented. Section 4 presents a bootstrap procedure for estimating the asymptotic distributions of the estimators of the bounds. Section 4 also presents the results of a Monte Carlo investigation of the performance of the bootstrap in finite samples. Section 5 presents an empirical example that illustrates the usefulness of shape restrictions for achieving interval identification of ( ) L g .
Section 6 presents concluding comments.
INTERVAL IDENTIFICATION OF ( ) L g
This section begins by defining notation that will be used in the rest of the paper. Then it is shown that, except in special cases, the data are uninformative about ( ) L g if the only restrictions on g are those of (1a) and (1b). It is also shown that when linear shape restrictions are imposed on g , ( ) L g is contained in an identified interval whose upper and lower bounds are obtained by solving linear programming problems. Finally, some properties of the identified interval are obtained.
Denote the supports of X and W , respectively, by { :
In this paper, it is assumed that K J < . Order the support points so that 1 2 ... J x x x < < < and 1 2 ...
. Define Π as the J K × matrix whose ( , ) j k element is jk π .
Then (3) is equivalent to
is a vector of known constants.
The following proposition shows that except in special cases, the data are uninformative about
Proposition 1: Assume that K J < and that c is not orthogonal to the space spanned by the rows of ′ Π . Then any value of ( ) L g in ( , ) −∞ ∞ is consistent with (1a) and (1b).  Proof: Let 1 g be a vector in the space spanned by the rows of ′ Π that satisfies 
We assume that g satisfies the shape restriction. 
Further Properties of Problem (6)
This section presents properties of problem (6) that will be used later in this paper. These are well-known properties of linear programs. Their proofs are available in many references on linear programming, such as Hadley (1962) .
We begin by putting problem (6) into standard LP form. In standard form, the objective function is maximized, all constraints are equalities, and all variables of optimization are non-negative. Problem 
,
The vector of right-hand sides of the constraints is the
With this notation, the standard form of (6) is (7) maximize :
Maximizing ′ −c z is equivalent to minimizing ′ c z .
Make the following assumption. Assumption 4 ensures that the basic optimal solution(s) to (6) and (7) are nondegenerate. Under assumption 4, the linear independence condition holds with probability approaching 1 as n → ∞ for the estimate of ( , ) A m described in Section 3. Therefore, asymptotically a test of assumption 4 is not needed.
Let opt z be an optimal solution to either version of (7). Let , (6) and
for the minimization version.
In standard form, the dual of problem (6) is (9) maximize :
Under Assumptions 1-3, (6) and (9) both have feasible solutions. The optimal solutions of (6) and (9) are bounded, and the optimal values of the objective functions of (6) and (9) Assumptions 2 and 3 ensure that (10) has a feasible solution and a bounded optimal solution with probability approaching 1 as n → ∞ . The standard form of (10) is
As a consequence of 8(a)-8(b) and the strong consistency of Π and m for Π and m , respectively, we have Theorem 1: Let assumptions 1-3 hold. 
We begin by deriving the asymptotic distribution of max L . The derivation of the asymptotic distribution of min L is similar. Let max  denote the set of optimal basic solutions to the maximization version of (6). Let max  denote the number of basic solutions in max  . The basic solutions are at vertices of the feasible region. Because there are only finitely many vertices, the difference between the optimal value of the objective function of (6) and the value of the objective function at any non-optimal feasible vertex is bounded away from zero. Moreover, the law of the iterated logarithm ensures that Π and m , respectively, are in arbitrarily small neighborhoods of Π and m with probability 1 for all sufficiently large n . Therefore, for all sufficiently large n , the probability is zero that a basic solution is optimal in (10) but not (6). 
Moreover, with probability 1 for all sufficiently large n ,
Let k Z denote the value of the objective function of (6) at the k 'th basic solution. Then
basic solution k is optimal. Because max  contains the optimal basic solution to (6) or (10) with probability 1 for all sufficiently large n , max max 1/2 1/2 max max max
An application of the delta method yields 1/2 1/2 1 1 (6) is proportional to the left-hand side of one of the shape constraints. In such cases, the entire vector
has asymptotically a degenerate multivariate normal distribution. Thus,
asymptotically distributed as the maximum of a random vector with a possibly degenerate multivariate normal distribution whose mean is zero. Denote the random vector by max Z and its covariance matrix by max Σ . In general, max Σ is a large matrix whose elements are algebraically complex and tedious to enumerate. Section 4 presents bootstrap methods for estimating the asymptotic distribution of
Now consider min L . Let min  denote the set of optimal basic solutions to the minimization version of (6), and let min  denote the number of basic solutions in min  . Define 
.
The asymptotic distributional arguments made for It follows from the foregoing discussion that
. max Z and min Z are not independent of one another.
The bootstrap procedure described in Section 4 consistently estimates the asymptotic distribution of
The foregoing results are summarized in the following theorem.
Theorem 2: Let assumptions 1-5 hold. As n → ∞ , (i) 
, and
are simpler if the maximization and minimization versions of (6) have unique optimal solutions. Specifically,
univariate normally distributed, and 
the bivariate normal distribution with variances of 1 and correlation coefficient ρ . Then the following corollary to Theorem 1 holds.
Corollary 1: Let assumptions 1-5 hold. If the optimal solution to the maximization version of (6) is unique, then
If the optimal solution to the minimization version of (6) is unique, then
. If the optimal solutions to both versions of (6) are unique, then 
Equal-tailed and minimum length asymptotic confidence interval can be obtained in a similar way.
A confidence interval for ( ) L g can be obtained by using ideas described by Imbens and Manski (2004) and Stoye (2009) . In particular, as is discussed by Imbens and Manski (2004) 
, and 
To test either hypothesis, define ˆk A ′  as the matrix that is obtained by replacing the components of Π with the corresponding components of Π in k A  . Then an application of the delta method yields (13)
Equation (13) shows that the hypothesis
is asymptotically equivalent to a one-sided hypothesis about a vector of population means. Testing
for some k is asymptotically equivalent to testing a one-sided hypothesis about a vector of We now consider assumption 3. As was discussed in Section 2, assumption 3 cannot be tested, 
BOOTSTRAP ESTIMATION OF THE ASYMPTOTIC DISTRIBUTIONS OF max L and min L
This section present two bootstrap procedures that estimate the asymptotic distributions of
The Bootstrap Procedures
This section describes the two bootstrap procedures. Both assume that the optimal solutions to the maximization and minimization versions of problem (10) (ii) Define problem (B10) as problem (10) :
Asymptotically, ∆ uniformly consistently estimate the asymptotic distributions of Mammen 1992 ). In addition, the foregoing procedure consistently estimates max  and min  . Asymptotically, every basic solution that is feasible in problem (6) has a non-zero probability of being optimal in (B10). Therefore, with probability approaching 1 as n → ∞ , every feasible basic solution will be realized in sufficiently many bootstrap repetitions. Moreover, it follows from the law of the iterated logarithm that with probability 1 for all sufficiently large n , only basic solutions k in max  satisfy 
,) uniformly consistently estimate the asymptotic
respectively. 7 It further follows that * c α is a consistent estimator of c α .
These results are summarized in the following theorem. Let * P denote the probability measure induced by bootstrap sampling.
Theorem 3: Let assumptions 1-5 hold. Let n → ∞ . Under the first bootstrap procedure,
The theory of the bootstrap assumes that there are infinitely many bootstrap repetitions, but only finitely many are possible in practice. With finitely many repetitions, it is possible that the first bootstrap procedure does not find all basic solutions k for which
However, when n is large, basic solutions for which
high probabilities, and basic solutions for which neither of these inequalities holds have low probabilities.
Therefore, a large number of bootstrap repetitions is unlikely to be needed to find all basic solutions for which one of the inequalities holds. In addition, arguments like those used to prove Theorem 4 below
show that if not all basic solutions satisfying
the resulting confidence regions have asymptotic coverage probabilities that equal or exceed their nominal coverage probabilities. The error made by not finding all basic solutions satisfying the inequalities is in the direction of overcoverage, not undercoverage.
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The second bootstrap procedure is as follows. Note that the optimal solution to the maximization or minimization version of (10) (ii) Let max k and min k , respectively, denote the optimal basic solutions of the maximization and minimization versions of problem (10). Define 
(iii) Repeat steps (i) and (ii) many times. Estimate the distributions of
If the maximization version of (6) If the maximization version of (6) has two or more optimal basic solutions that produce nondeterministic values of the objective function of (10), then the limiting bootstrap distribution of
depends on max k and is random. In this case, the second bootstrap procedure does not provide a consistent estimator of the distribution of
Similarly, if the minimization version of (6) has two or more optimal basic solutions that produce non-deterministic values of the objective function of (10), then the second bootstrap procedure does not provide a consistent estimator of the distribution of
However, the following theorem shows that the asymptotic coverage probabilities of confidence regions based on the inconsistent estimators of 
Therefore, by Theorem 3(i)
Monte Carlo Experiments
This 
In experiments with 4 J = , {2, 3, 4, 5} X ∈ , and ′ Π is obtained from (20) by
In experiments with 6 J = , (23, 17, 13, 11, 9, 8) 
. Thus, ( ) g x is decreasing and convex. We also
In experiments with 4 J = , (23, 17, 13, 11) 
and (4) g .
The data are generated by sampling ( , ) X W from the distribution given by ′ Π with the specified
There are 1000 Monte Carlo replications per experiment. The sample sizes are 1000 n = and 5000 n = .
We show the results of experiments using bootstrap procedure 1 with 
AN EMPIRICAL APPLICATION
This section presents an empirical application that illustrates the use of the methods described in Sections 2-4. The application is motivated by Angrist and Evans (1998) , who investigated the effects of children on several labor-market outcomes of women.
We use the data and instrument of Angrist and Evans (1998) to estimate the relation between the number of children a woman has and the number of weeks she works in a year. The model is that of (1a)- (1b), where Y is the number of weeks a woman works in a year, X is the number of children the woman has, and W is an instrument for the possibly endogenous explanatory variable X . X can have the values 2, 3, 4, and 5. As in Angrist and Evans (1998) , W is a binary random variable, with 1 W = if the woman's first two children have the same sex, and 0 W = otherwise. We investigate the reductions in hours worked when the number of children increases from 2 to 3 and from 2 to 5. In the first case,
The binary instrument W does not point identify ( ) L g in either case. We estimate min L and max L under each of two assumptions about the shape of g . The first assumption is that g is monotone non-increasing. The second is that g is monotone non-increasing and convex. Both are reasonable assumptions about the shape of ( ) g x in this application.
We also estimate ( ) L g under the assumption that g is the linear function 
The data are a subset of those of Angrist and Evans (1998 
, and the estimated lower bound is
The estimated bounds are much narrower when g is required to be convex as well as monotonic. In particular, the 95% confidence intervals
under the assumption that g is monotonic and convex are only slightly wider than the 95% confidence interval for ( ) L g under the much stronger assumption that g is linear.
CONCLUSIONS
This paper has been concerned with nonparametric estimation of the linear functional ( ) L g , where the unknown function g satisfies the moment condition [
variable, X is an explanatory variable that may be endogenous, and W is an instrument for X . In many applications, X and W are discretely distributed, and W has fewer points of support than X does. In such settings, ( ) L g is not identified and, in the absence of further restrictions, can take any value in ( , ) −∞ ∞ . This paper has explored the use of restrictions on the shape of g , such as monotonicity and convexity, for achieving interval identification of ( ) L g . The paper has presented a sharp identification interval for ( ) L g , explained how the lower and upper bounds of this interval can be estimated consistently, and shown how the bootstrap can be used to obtain confidence regions for the identification interval and ( ) L g . The results of Monte Carlo experiments and an empirical application have illustrated the usefulness of this paper's methods.
This paper has concentrated on a model in which there is an endogenous explanatory variable and no exogenous covariates. The methods of this paper can accommodate discretely distributed exogenous covariates with essentially no change by conditioning on them. The extension to a model with a continuously distributed endogenous explanatory variable and instrument is also possible, though more challenging technically. Nonparametric identification in such a model is always problematic because any distribution of ( , , ) Y X W that identifies g is arbitrarily close to a distribution that does not identify g (Santos 2012) , and the necessary condition for identification cannot be tested (Canay, Santos, and Shaikh 2012) . The usefulness of shape restrictions for achieving partial identification of ( ) L g and carrying out inference about ( ) L g when point identification is uncertain will be explored in future research. of this paper, ( ) j g x is the number of weeks a woman with j x children works in a year and, therefore, is contained in the interval [0, 52] . Such restrictions can be incorporated into the framework presented here by adding constraints to (6) that require ( ) j g x to be in the specified interval for each 1,..., j J = .
3 The feasible region of problem (6) with Π and m replaced by consistent estimators may be empty if n is small. This problem can be overcome by expanding the feasible region by an amount that is large enough to make its interior non-empty if n is small and zero if n is large. is excluded by our assumption 3. 5 We assume that 2K M J + ≥ as happens, for example, if g is assumed to be monotone, convex, or both.
6
In general, the bootstrap does not provide a consistent estimator of the distribution of the square of a random variable. The estimator here is consistent here because the random variable of interest and its bootstrap analog are both estimators of zero under 0 H and are centered accordingly. 7 The bootstrap does not consistently estimate the distribution of the maximum of random variables with unknown means. The bootstrap is consistent in the case treated here because Such solutions can be excluded from max  and min  without affecting the asymptotic distributional results presented here.
