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STRONG SUMMABILITY OF TWO-DIMENSIONAL
VILENKIN FOURIER SERIES
USHANGI GOGINAVA
Abstract. In this paper we study the exponential uniform strong summa-
bility of two-dimensional Vilenkin-Fourier series. In particular, it is
proved that the two-dimensional Vilenkin-Fourier series of the continu-
ous function f is uniformly strong summable to the function f exponen-
tially in the power 1/2. Moreover, it is proved that this result is best
possible.
1. Introduction
It is known that there exist continuous functions the trigonometric (Walsh)
Fourier series of which do not converge. However, as it was proved by Fejér
[2] in 1905, the arithmetic means of the differences between the function and
its Fourier partial sums converge uniformly to zero. The problem of strong
summation was initiated by Hardy and Littlewood [16]. They generalized
Fejér’s result by showing that the strong means also converge uniformly to
zero for any continous function. The investigation of the rate of convergence
of the strong means was started by Alexits [1]. Many papers have been pub-
lished which are closely related with strong approximation and summability.
We note that a number of signficant results are due to Leindler [17, 18, 19],
Totik [26, 27, 28], Gogoladze [9], Goginava, Gogoladze, Karagulyan [13].
Leindler has also published a monograph [20].
The results on strong summation and approximation of trigonometric
Fourier series have been extended for several other orthogonal systems. For
instance, concerning the Walsh system see Schipp [22, 23, 24], Fridli, Schipp
[4, 5], Fridli [3], Rodin [21], Goginava, Gogoladze [12, 11], Gat, Goginava,
Karagulyan [6, 7], Goginava, Gogoladze, Karagulyan [13] and concerning
the Ciselski system see Weisz [29, 30]. The summability of multiple Walsh-
Fourier series have been investigated in ([14], [15], [31])
Fridli and Schipp [5] proved that the following is true.
Theorem FS. Let Φ stand for the trigonometric or the Walsh system, and
let ψ be a monotonically increasing function defined on [0,∞) for which
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limu→0+ ψ(u) = 0. Then
lim
n→∞
1
n
n∑
k=1
ψ
(∣∣SΦk f(x)− f(x)∣∣) = 0 (f ∈ C(G2))
if and only if there exists A > 0 such that ψ(t) ≤ exp(At) (0 ≤ t < ∞).
Moreover, the convergence is uniform in x.
In this paper we study the exponential uniform strong summability of two-
dimensional Vilenkin-Fourier series. In particular, it is proved that the two-
dimensional Vilenkin-Fourier series of the continuous function f is uniformly
strong summable to the function f exponentially in the power 1/2. Moreover,
it is proved that this result is best possible.
Let N+ denote the set of positive integers, N := N+ ∪ {0}. Let m :=
(m0,m1, ...) denote a sequence of positive integers not less than 2. Denote
by Zmk := {0, 1, ...,mk−1} the additive group of integers modulomk. Define
the group Gm as the complete direct product of the groups Zmj , with the
product of the discrete topologies of Zmj ’s. The direct product µ of the
measures
µk({j}) := 1
mk
(j ∈ Zmk)
is the Haar measure on Gm with µ(Gm) = 1. If the sequence m is bounded,
then Gm is called a bounded Vilenkin group. The elements of Gm can be rep-
resented by sequences x := (x0, x1, ..., xj , ...), (xj ∈ Zmj ). The group opera-
tion + in Gm is given by x+y = (x0 + y0 (modm0) , ..., xk + yk (modmk) , ...)
, where x = (x0, ..., xk , ...) and y = (y0, ..., yk, ...) ∈ Gm. The inverse of +
will be denoted by −.
It is easy to give a base for the neighborhoods of Gm :
I0(x) := Gm,
In(x) := {y ∈ Gm|y0 = x0, ..., yn−1 = xn−1}
for x ∈ Gm, n ∈ N. Define In := In(0) for n ∈ N+. Set en := (0, ..., 0, 1, 0, ...) ∈
Gm the n th coordinate of which is 1 and the rest are zeros (n ∈ N) .
If we define the so-called generalized number system based on m in the
following way: M0 := 1,Mk+1 := mkMk(k ∈ N), then every n ∈ N can be
uniquely expressed as n =
∞∑
j=0
njMj, where nj ∈ Zmj (j ∈ N+) and only a
finite number of nj’s differ from zero. We use the following notation. Let
(for n > 0) |n| := max{k ∈ N : nk 6= 0} (that is, M|n| ≤ n < M|n|+1).
Next, we introduce on Gm an orthonormal system which is called the
Vilenkin system. At first define the complex valued functions rk(x) : Gm →
C, the generalized Rademacher functions in this way
rk(x) := exp
2piıxk
mk
(ı2 = −1, x ∈ Gm, k ∈ N).
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Now define the Vilenkin system ψ := (ψn : n ∈ N) on Gm as follows.
ψn(x) :=
∞∏
k=0
rnkk (x) (n ∈ N).
Specifically, we call this system the Walsh-Paley one if m ≡ 2.
The Vilenkin system is orthonormal and complete in L1(Gm). It is well-
known that ψn(x)ψn(y) = ψn(x + y), |ψn(x)| = 1 (k, n ∈ N) , ψn(−x) =
ψn(x) [25].
Now, introduce analogues of the usual definitions of the Fourier analysis. If
f ∈ L1(Gm) we can establish the following definitions in the usual way:
Fourier coefficients:
f̂(k) :=
∫
Gm
fψkdµ (k ∈ N),
partial sums:
Snf :=
n−1∑
k=0
f̂(k)ψk (n ∈ N+, S0f := 0).
Dirichlet kernels:
Dn :=
n−1∑
k=0
ψk (n ∈ N+).
Recall that
(1) DMn (x) =
{
Mn, if x ∈ In,
0, if x ∈ Gm\In. ,
(2) Dn (x) = ψn (x)
∞∑
j=0
DMj (x)
mj−1∑
q=mj−nj
rqj (x) , (f ∈ L1 (Gm) , n ∈ N) .
It is well known that
σn (f ;x) =
∫
Gm
f (t)Kn (x− t) dµ (t) .
Next, we introduce some notation with respect to the theory of two-
dimensional Vilenkin system. Let us fix d ≥ 1, d ∈ N+. For Vilenkin group
Gm let G
d
m be its Cartesian product Gm×· · ·×Gm taken with itself d-times.
Denote by µ the product measure µ× · · · × µ. The rectangular partial sums
of the two-dimensional Vilenkin-Fourier series are defined as follows:
SM,N (f ;x, y) :=
M−1∑
i=0
N−1∑
j=0
f̂ (i, j)ψi (x)ψj (y) ,
where the number
f̂ (i, j) =
∫
Gm×Gm
f (x, y)ψi (x)ψj (y) dµ (x, y) .
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is said to be the (i, j)th Vilenkin-Fourier coefficient of the function f.
Denote
S(1)n (f ;x, y) :=
n−1∑
l=0
f̂ (l, y)ψl (x) ,
S(2)m (f ;x, y) :=
m−1∑
r=0
f̂ (x, r)ψr (y) ,
where
f̂ (l, y) =
∫
Gm
f (x, y)ψl (x) dµ (x)
and
f̂ (x, r) =
∫
Gm
f (x, y)ψr (y) dµ (y) .
2. Best Approximation
Denote by Elr (f) the best approximation of a function f ∈ C
(
G2m
)
by
Vilenkin polynomials of degree ≤ l of a variable x and of degree ≤ r of a
variable y and let E
(1)
l (f) be the partial best approximation of a a function
f ∈ C (G2m) by Vilenkin polynomials of degree ≤ l of a variable x, whose co-
efficients are continuous functions of the remaining variable y. Analogously,
we can define E
(2)
r (f).
LetML ≤ l < ML+1,MR ≤ r < MR+1 and EML,MR (f) := ‖f − TML,MR‖C ,
where TML,MR is Vilenkin polynomial of best approximation of function f .
Since (see (1))
‖SML,MR (f)‖C ≤ ‖f‖C ,
we can write
|Slr (f ;x, y)− f (x, y)|(3)
≤ |Slr (f − SML,MR (f) ;x, y)|+ ‖SML,MR (f)− f‖C
≤ |Slr (f − SML,MR (f) ;x, y)|+ ‖SML,MR (f − TML,MR)‖C
+ ‖f − TML,MRf‖C
≤ |Slr (f − SML,MR (f) ;x, y)|+ 2EML,MR (f) .
Now, we prove that the following inequality holds
(4) EML,MR (f) ≤ 2E(1)ML (f) + 2E
(2)
MR
(f) .
Indeed, we have
EML,MR (f) ≤ ‖f − SML,MR (f)‖C =
∥∥∥f − S(1)ML (S(2)MR (f))∥∥∥C(5)
≤
∥∥∥f − S(1)ML (f)∥∥∥C + ∥∥∥S(1)ML (S(2)MR (f)− f)∥∥∥C
≤
∥∥∥f − S(1)ML (f)∥∥∥C + ∥∥∥S(2)MR (f)− f∥∥∥C .
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Let T
(1)
ML
(x, y) be a polynomial of the best approximation E
(1)
ML
(f). Then∥∥∥S(1)ML (f)− f∥∥∥C ≤ ∥∥∥f − T (1)ML∥∥∥C + ∥∥∥S(1)ML (f − T (1)ML)∥∥∥C(6)
≤ 2
∥∥∥f − T (1)ML∥∥∥C = 2E(1)ML (f) .
Analogously, we can prove that
(7)
∥∥∥S(2)MR (f)− f∥∥∥C ≤ 2E(2)MR (f) .
Combining (5)-(7) we obtain (4).
It is easy to show that
(8) ‖f − SMLMR (f)‖C ≤ 2EML,MR (f) .
3. Main results
Theorem 1. Let f ∈ C (G2m). Then the inequality∥∥∥∥∥ 1nm
n∑
l=1
m∑
r=1
(
eA|Slr(f)−f |
1/2 − 1
)∥∥∥∥∥
C
≤ c (f,A)
n
n∑
l=1
√
E
(1)
l (f) +
c (f,A)
m
m∑
r=1
√
E
(2)
r (f)
is satisfied for any A > 0, where c (f,A) is a positive constant depend on A
and f .
We say that the function ψ belongs to the class Ψ if it increase on [0,+∞)
and
lim
u→0
ψ (u) = ψ (0) = 0.
Theorem 2. a)Let ϕ ∈ Ψ and let the inequality
(9) lim
u→∞
ϕ (u)√
u
<∞
hold. Then for any function f ∈ C (G2m) the equality
lim
n,m→∞
∥∥∥∥∥ 1nm
n∑
l=1
m∑
r=1
(
eϕ(|Slr(f)−f |) − 1
)∥∥∥∥∥
C
= 0;
is satisfied.
b) For any function ϕ ∈ Ψ satisfying the condition
(10) lim
u→∞
ϕ (u)√
u
=∞
there exists a function F ∈ C (G2m) such that
lim
m→∞
1
m2
m∑
l=1
m∑
r=1
eϕ(|Slr(F ;0,0)−F (0,0)|) = +∞.
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4. Auxiliary Results
Lemma 1. (Glukhov [8]) Let p ∈ N+. Then
sup
n
∫
Gpm
1
Mn
∣∣∣∣∣∣
Mn+1−1∑
l=Mn
p∏
k=1
Dl (sk)
∣∣∣∣∣∣ dµ (s1, ..., sp)

1/p
≤ cp.
Lemma 2. (Gogoladze [9]) Let ϕ,ψ ∈ Ψ and the equality
lim
n,m→∞
1
nm
n∑
l=1
m∑
r=1
ψ (|Slr (f ;x, y)− f (x, y)|) = 0
be satisfied at the point (x0, y0) or uniformly on a set E ⊂ I2. If
lim
u→∞
ϕ (u)
ψ (u)
<∞,
then the equality
lim
n,m→∞
1
nm
n∑
l=1
m∑
r=1
ϕ (|Slr (f ;x, y)− f (x, y)|) = 0
is satisfied at the point (x0, y0) or uniformly on a set E ⊂ I2.
Lemma 3. Let p > 0, A,B ∈ N. Then
(11)
 1MAMB
MA+1−1∑
n=MA
MB+1−1∑
l=MB
|Snl (f ;x, y)|p

1/p
≤ c ‖f‖C (p+ 1)2 .
Proof of Lemma 3. Since 1MAMB
MA+1−1∑
n=MA
MB+1−1∑
l=MB
|Snl (f ;x, y)|p

1/p
≤
 1MAMB
MA+1−1∑
n=MA
MB+1−1∑
l=MB
|Snl (f ;x, y)|p+1

1/(p+1)
without lost of generality we can suppose that p = 2m,m ∈ N+. We can
write
|Snl (f ;x, y)|2 = Snl (f ;x, y)Snl (f ;x, y)
=
∫
G2m
f (x− s1, y − t1)Dn (s1)Dl (t1) dµ (s1, t1)
×
∫
G2m
f (x− s2, y − t2)Dn (s2)Dl (t2) dµ (s2, t2)
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=
∫
G2m
f (x− s1, y − t1)Dn (s1)Dl (t1) dµ (s1, t1)
×
∫
G2m
f (x+ s2, y + t2)Dn (s2)Dl (t2) dµ (s2, t2)
=
∫
G4m
f (x− s1, y − t1) f (x+ s2, y + t2)
×Dn (s1)Dn (s2)Dl (t1)Dl (t2) dµ (s1, t1, s2, t2) .
Hence, we get
|Snl (f ;x, y)|p =
(
|Snl (f ;x, y)|2
)p/2
=
∫
G4m
f (x− s1, y − t1) f (x+ s2, y + t2)
×Dn (s1)Dn (s2)Dl (t1)Dl (t2) dµ (s1, t1, s2, t2))p/2 .
=
∫
G2pm
p/2∏
k=1
f (x− s2k−1, y − t2k−1)
p/2∏
r=1
f (x+ s2r, y + t2r)
×
p∏
i=1
Dn (si)
p∏
j=1
Dl (tj) dµ (s1, t1, ..., sp, tp) ,
 1MAMB
MA+1−1∑
n=MA
MB+1−1∑
l=MB
|Snl (f ;x, y)|p

1/p
≤
∫
G2pm
p/2∏
k=1
|f (x− s2k−1, y − t2k−1)|
p/2∏
r=1
∣∣f (x+ s2r, y + t2r)∣∣
× 1
MAMB
∣∣∣∣∣∣
MA+1−1∑
n=MA
MB+1−1∑
l=MB
p∏
i=1
Dn (si)
p∏
j=1
Dl (tj)
∣∣∣∣∣∣ dµ (s1, t1, ..., sp, tp)
1/p
≤ ‖f‖C
∫
Gpm
1
MA
∣∣∣∣∣∣
MA+1−1∑
n=MA
p∏
i=1
Dn (si)
∣∣∣∣∣∣ dµ (s1, ..., sp)

1/p
×
∫
Gpm
1
MB
∣∣∣∣∣∣
MB+1−1∑
l=MB
p∏
j=1
Dl (tj)
∣∣∣∣∣∣ dµ (t1, ..., tp)

1/p
≤ cp2 ‖f‖C .
8 USHANGI GOGINAVA
Lemma 3 is proved. 
Lemma 4. Let f ∈ C (G2m) and p > 0. Then
1
nk
n∑
l=1
k∑
r=1
|Slr (f ;x, y)− f (x, y)|p(12)
≤ cp · (p+ 1)2p
{
1
n
n∑
l=1
(
E
(1)
l (f)
)p
+
1
k
k∑
r=1
(
E(2)r (f)
)p}
.
Proof of Lemma 4. Since
(a+ b)β ≤ 2β
(
aβ + bβ
)
, β > 0
from (3), (4), (8) and using Lemma 3 we get
(13)
1
MAMB
MA+1−1∑
n=MA
MB+1−1∑
l=MB
|Snl (f ;x, y)− f (x, y)|p
≤ 2
p
MAMB
MA+1−1∑
n=MA
MB+1−1∑
l=MB
|Snl (f − SMAMB (f) ;x, y)|p
+
22p
MAMB
(MA+1 −MA) (MB+1 −MB)EpMAMB (f)
≤ cp (p+ 1)2p ‖f − SMAMB (f)‖pC
+cp
((
E
(1)
MA
(f)
)p
+
(
E
(2)
MB
(f)
)p)
≤ cp (p+ 1)2p
((
E
(1)
MA
(f)
)p
+
(
E
(2)
MB
(f)
)p)
.
Let ML ≤ n < ML+1 and MR ≤ k < MR+1. Then from (13) we have
1
nk
n∑
l=1
k∑
r=1
|Slr (f ;x, y)− f (x, y)|p
≤ 1
nk
ML+1−1∑
l=1
MR+1−1∑
r=1
|Slr (f ;x, y)− f (x, y)|p
=
1
nk
L∑
A=0
R∑
B=0
MA+1−1∑
l=MA
MB+1−1∑
r=MB
|Slr (f ;x, y)− f (x, y)|p
≤ c
p (p+ 1)2p
nk
MAMB
L∑
A=0
R∑
B=0
((
E
(1)
MA
(f)
)p
+
(
E
(2)
Mb
(f)
)p)
≤ c
p (p+ 1)2p
nk
L∑
A=0
R∑
B=0
MA−1∑
l=MA−1
MB−1∑
r=MB−1
((
E
(1)
MA
(f)
)p
+
(
E
(2)
MB
(f)
)p)
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≤ c
p (p+ 1)2p
nk
L∑
A=0
R∑
B=0
MA−1∑
l=MA−1
MB−1∑
r=MB−1
((
E
(1)
l (f)
)p
+
(
E(2)r (f)
)p)
≤ c
p (p+ 1)2p
nk
n∑
l=1
k∑
r=1
((
E
(1)
l (f)
)p
+
(
E(2)r (f)
)p)
≤ cp · (p+ 1)2p
{
1
n
n∑
l=1
(
E
(1)
l (f)
)p
+
1
k
k∑
r=1
(
E(2)r (f)
)p}
.
Lemma 4 is proved. 
5. Proofs of Main Results
The Walsh-Paley version of Theorem 1 were proved in [12]. Based on
inequality (12) the same construction works for the Vilenkin case. Therefore
the proof of Theorem 1 will be omitted.
Proof of Theorem 2. a) It is easy to see that if ϕ ∈ Ψ, then eϕ − 1 ∈ Ψ.
Besides, (9) implies the existence of a number A such that
lim
u→∞
eϕ(u) − 1
eAu
1/2 − 1 <∞.
Therefore, in view of Lemma 2, for the proof of Theorem 2 it is sufficient to
prove that
(14) lim
n,m→∞
∥∥∥∥∥ 1nm
n∑
l=1
m∑
r=1
(
eA|Slr(f)−f |
1/2 − 1
)∥∥∥∥∥
C
= 0.
The validity of equality of (14) immediately follows from Theorem 1.
b)First of all let us prove the validity of point b) in the one-dimensional
case. In particular, prove that if ψ ∈ Ψ and
lim
u→∞
ψ (u)
u
=∞
there exists a function f ∈ C (Gm) such that
(15) lim
m→∞
1
m
m∑
l=1
(
eψ(|Sl(f ;0)−f(0)|)
)
= +∞.
Let {Bk : k ≥ 1} be an increasing sequence of positive integers such that
(16) Bj > 2Bj−1,
(17)
ψ (Bj)
Bj
>
5j ln a
c′
,
where c′ will be define below and a := sup
j
mj.
Set
Aj :=
[
j
c′
Bj
]
+ 1
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and
NAj :=
Aj−1∑
k=Aj−1
[m2k
2
]
M2k,
then it is easy to see that
(18) NAk ≤ a2Ak .
Set
fj (x) :=
1
j + 1
Aj−1∑
s=Aj−1
m2s+1−1∑
x2s+1=0
· · ·
m2Aj−1∑
x2Aj−1=0
exp
(
−i arg
(
DNAj (x)
))
×I
I2Aj
(
0,...,0,x2s=m2s−1,x2s+1,...,x2Aj−1
) (x) ,
f (x) :=
∞∑
j=1
fj (x) , f (0) = 0,
where IE is characteristic function of the set E ⊂ Gm.
It is easy to see that f ∈ C (Gm).
We can write
(19)
∣∣∣SNAk (f ; 0)− f (0)∣∣∣ = ∣∣∣SNAk (f ; 0)∣∣∣
=
∣∣∣∣∣∣
∫
Gm
f (t)DNAk (t) dµ (t)
∣∣∣∣∣∣
≥
∣∣∣∣∣∣
∫
Gm
fk (t)DNAk (t) dµ (t)
∣∣∣∣∣∣
−
∞∑
j=k+1
∣∣∣∣∣∣
∫
Gm
fj (t)DNAk (t) dµ (t)
∣∣∣∣∣∣
−
k−1∑
j=0
∣∣∣∣∣∣
∫
Gm
fj (t)DNAk (t) dµ (t)
∣∣∣∣∣∣
= J1 − J2 − J3.
From the definition of the function f we have
J1 =
1
k + 1
∣∣∣∣∣∣
Ak−1∑
s=Ak−1
m2s+1−1∑
t2s+1=0
· · ·
m2Ak−1∑
t2Ak−1=0
∫
I2Ak
(0,...,0,t2s=m2s−1,t2s+1,...,t2Ak−1)
exp
(
−i arg
(
DNAk (t)
))
DNAk (t) dµ (t)
∣∣∣∣∣∣∣∣
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=
1
k + 1
Ak−1∑
s=Ak−1
m2s+1−1∑
t2s+1=0
· · ·
m2Ak−1∑
t2Ak−1=0∫
I2Ak(0,...,0,t2s=m2s−1,t2s+1,...,t2Ak−1)
∣∣∣DNAk (t)∣∣∣ dµ (t) .
Since (see [10] ) ∣∣∣DNAk (t)∣∣∣ ≥ cM2s
for
t ∈ I2s+1 (0, ..., 0, t2s = m2s − 1) , s = Ak−1, ..., Ak − 1
from (16) we cam write
(20)
J1 ≥ c
k
Ak−1∑
s=Ak−1
M2s
m2s+1−1∑
t2s+1=0
· · ·
m2Ak−1∑
t2Ak−1=0
µ (I2Ak (0, ..., 0, t2s = m2s − 1, t2s+1, ..., t2Ak−1))
≥ c
k
(Ak −Ak−1) ≥ c0Ak
k
.
For J2 we have
(21) J2 ≤
∞∑
j=k+1
1
j + 1
Aj−1∑
s=Aj−1
1
M2s
NAk
≤ c
k
∞∑
s=Ak
1
M2s
NAk ≤
c
k
.
By (2) and from the construction of the function fj we can write
supp (fj) ∩ supp
(
DNAk
)
= ∅, j = 1, 2, ..., k − 1
consequently
(22) J3 = 0.
Combining (17), ( 19)-(22) we conclude that∣∣∣SNAk (f ; 0)∣∣∣ = ∣∣∣SNAk (f ; 0)− f (0)∣∣∣ ≥ c′Akk ≥ Bk,
ψ
(∣∣∣SNAk (f ; 0)∣∣∣) ≥ ψ (Bk) ≥ 5k ln ac′ Bk ≥ 5 (Ak − 1) ln a.
Write ϕ (u) = λ (u)
√
u and define ψ (u) := λ
(
u2
)
u. Then
lim
u→∞
ψ (u)
u
= +∞.
Therefore there exist a function f ∈ C (Gm) for which
(23) ψ
(∣∣∣SNAk (f, 0)∣∣∣) > 5 (Ak − 1) ln a.
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Set
F (x, y) := f (x) f (y) .
It is easy to show that
ϕ
(∣∣∣SNAk ,NAk (F ; 0, 0)∣∣∣)
= ϕ
(∣∣∣SNAk (f ; 0)∣∣∣2
)
= λ
(∣∣∣SNAk (f ; 0)∣∣∣2
) ∣∣∣SNAk (f ; 0)∣∣∣
= ψ
(∣∣∣SNAk (f ; 0)∣∣∣) .
Consequently, from (23) and (18) we have
1
N2Ak
NAk∑
i=1
NAk∑
j=1
eϕ(|Sij(F ;0,0)|)
≥ 1
N2Ak
e
ϕ
(∣∣∣SNAk ,NAk (F ;0,0)
∣∣∣
)
=
1
N2Ak
e
ψ
(∣∣∣SNAk (f ;0)
∣∣∣
)
≥ e
5(Ak−1) ln a
a4Ak
→∞ as k →∞.
Theorem 2 is proved. 
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