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Abstract
In this paper we extend the research programme in algebraic proof theory from ax-
iomatic extensions of the full Lambek calculus to logics algebraically captured by certain
varieties of normal lattice expansions (normal LE-logics). Specifically, we generalise the
residuated frames in [16] to arbitrary signatures of normal lattice expansions (LE). Such
a generalization provides a valuable tool for proving important properties of LE-logics in
full uniformity. We prove semantic cut elimination for the display calculi D.LE associated
with the basic normal LE-logics and their axiomatic extensions with analytic inductive
axioms. We also prove the finite model property (FMP) for each such calculus D.LE,
as well as for its extensions with analytic structural rules satisfying certain additional
properties.
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1 Introduction
Algebraic proof theory [7] is a discipline aimed at establishing systematic connections between
results and insights in structural proof theory (such as cut elimination theorems) and in al-
gebraic logic (such as representation theorems for classes of algebras). While results of each
type have been traditionally formulated and developed independently from the other type,
algebraic proof theory aims at realizing a deep integration of these fields. The main results
in algebraic proof theory have been obtained for axiomatic extensions of the full Lambek cal-
culus, and, building on the work of many authors [1, 9, 35, 19, 7, 16], establish a systematic
connection between a strong form of cut elimination for certain substructural logics (on the
proof-theoretic side) and the closure of their corresponding varieties of algebras under Mac-
Neille completions (on the algebraic side). Specifically, given a cut eliminable sequent calculus
for a basic logic (e.g. the full Lambek calculus), a core question in structural proof theory
concerns the identification of axioms which can be added to the given basic logic so that the
resulting axiomatic extensions can be captured by calculi which are again cut eliminable. This
question is very hard, since the cut elimination theorem is notoriously a very fragile result.
However, in [6, 7] a very satisfactory answer is given to this question for substructural logics,
by identifying a hierarchy (Nn,Pn) of axioms in the language of the full Lambek calculus,
referred to as the substructural hierarchy, and guaranteeing that, up to the level N2, these
axioms can be effectively transformed into special structural rules (called analytic) which can
be safely added to a cut eliminable calculus without destroying cut elimination. Algebraically,
this transformation corresponds to the possibility of transforming equations into equivalent
quasiequations, and remarkably, such a transformation (which we will expand on shortly) is
also key to proving preservation under MacNeille completions and canonical extensions.
The second major contribution of algebraic proof theory is the identification of the alge-
braic essence of cut elimination (for cut-free sequent calculi for substructural logics) in the
relationship between a certain polarity-based relational structure (residuated frame) W aris-
ing from the given sequent calculus, and a certain ordered algebra W+ which can be thought
of as the complex algebra of W by analogy with modal logic. Specifically, the fact that the
calculus is cut-free is captured semantically by W being an intransitive structure, while W+
is by construction an ordered algebra, on which the cut rule is sound. Hence, in this context,
cut elimination is encoded in the preservation of validity from W to W+. For instance, the
validity of analytic structural rules/quasiequations is preserved from W to W+ (cf. [7]), which
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shows that analytic structural rules can indeed be safely added to the basic Lambek calculus
in a way which preserves its cut elimination.
In [16], residuated frames are introduced. Much in the same way as Kripke frames for
modal logic, residuated frames provide relational semantics for substructural logics and under-
lie the representation theory for the algebraic semantics of substructural logics. The algebraic
proof theory program is developed in [16] by showing the existence of a connection between
Gentzen-style sequent calculi for substructural logics and residuated frames, which translates
into a connection between a cut-free proof system and the finite model property and the finite
embeddability property for the corresponding variety of algebras.
In this paper, we generalize the residuated frames of [16] and their connection with proof
calculi. Specifically:
1. we introduce LE-frames as the counterparts of residuated frames for arbitrary logical
signatures of normal lattice expansions (LE-signatures); in particular, arbitrary signa-
tures do not need to be closed under the residuals of each connective.
2. we introduce functional D-frames as the LE-frames associated with any proper display
calculus in any LE-signature; this generalization involves moving from structural rules
of so-called simple shape to the more general class of analytic structural rules (cf. [21],
Definition 4) in any LE-signature.
Our results include:
1. the proof of semantic cut elimination for the display calculus D.LE associated with the
basic normal LE-logic in the signature L(F ,G) in any signature.
2. the transfer of the cut elimination above to extensions of D.LE with analytic structural
rules.
3. the finite model property for D.LE and for extensions of D.LE with analytic structural
rules satisfying certain additional properties.
We also discuss how these results recapture the semantic cut elimination results in [7] and
apply in a modular way to a range of logics which includes the basic epistemic logic of
categories and its analytic extensions, the full Lambek calculus and its analytic extensions,
the Lambek-Grishin calculus and its analytic extensions, and orthologic.
2 Syntax and algebraic semantics of LE-logics
2.1 Basic normal LE-logics and their algebras
Our base language is an unspecified but fixed language LLE, to be interpreted over lattice
expansions of compatible similarity type. This setting uniformly accounts for many well known
logical systems, such as full lambek calculus and its axiomatic extensions, Lambek-Grishin
calculus, and other lattice based logics.
In our treatment, we will make heavy use of the following auxiliary definition: an order-
type over n ∈ N1 is an n-tuple ε ∈ {1, ∂}n. For every order type ε, we denote its opposite
1Throughout the paper, order-types will be typically associated with arrays of variables ~p := (p1, . . . , pn).
When the order of the variables in ~p is not specified, we will sometimes abuse notation and write ε(p) = 1 or
ε(p) = ∂.
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order type by ε∂ , that is, ε∂i = 1 iff εi = ∂ for every 1 ≤ i ≤ n. For any lattice A, we let
A
1 := A and A∂ be the dual lattice, that is, the lattice associated with the converse partial
order of A. For any order type ε, we let Aε := Πni=1A
εi .
The language LLE(F ,G) (from now on abbreviated as LLE) takes as parameters: 1) a
denumerable set of proposition letters AtProp, elements of which are denoted p, q, r, possibly
with indexes; 2) disjoint sets of connectives F and G.2 Each f ∈ F and g ∈ G has arity
nf ∈ N (resp. ng ∈ N) and is associated with some order-type εf over nf (resp. εg over ng).
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The terms (formulas) of LLE are defined recursively as follows:
φ ::= p | ⊥ | ⊤ | φ ∧ φ | φ ∨ φ | f(φ) | g(φ)
where p ∈ AtProp, f ∈ F , g ∈ G. Terms in LLE will be denoted either by s, t, or by lowercase
Greek letters such as ϕ,ψ, γ etc. In the context of sequents and prooftrees, LLE-formulas will
be denoted by uppercase letters A, B, etc.
Definition 1. For any tuple (F ,G) of disjoint sets of function symbols as above, a lattice
expansion (abbreviated as LE) is a tuple A = (L,FA,GA) such that L is a bounded lattice,
FA = {fA | f ∈ F} and GA = {gA | g ∈ G}, such that every fA ∈ FA (resp. gA ∈ GA) is an
nf -ary (resp. ng-ary) operation on A. An LE A is normal if every f
A ∈ FA (resp. gA ∈ GA)
preserves finite joins (resp. meets) in each coordinate with εf (i) = 1 (resp. εg(i) = 1) and
reverses finite meets (resp. joins) in each coordinate with εf (i) = ∂ (resp. εg(i) = ∂).
4 Let LE
be the class of LEs. Sometimes we will refer to certain LEs as LLE-algebras when we wish to
emphasize that these algebras have a compatible signature with the logical language we have
fixed.
In the remainder of the paper, we will abuse notation and write e.g. f for fA. Normal
LEs constitute the main semantic environment of the present paper. Henceforth, every LE is
assumed to be normal; hence the adjective ‘normal’ will be typically dropped. The class of
all LEs is equational, and can be axiomatized by the usual lattice identities and the following
equations for any f ∈ F (resp. g ∈ G) and 1 ≤ i ≤ nf (resp. for each 1 ≤ j ≤ ng):
• if εf (i) = 1, then f(p1, . . . , p ∨ q, . . . , pnf ) = f(p1, . . . , p, . . . , pnf ) ∨ f(p1, . . . , q, . . . , pnf )
and f(p1, . . . ,⊥, . . . , pnf ) = ⊥,
• if εf (i) = ∂, then f(p1, . . . , p ∧ q, . . . , pnf ) = f(p1, . . . , p, . . . , pnf ) ∨ f(p1, . . . , q, . . . , pnf )
and f(p1, . . . ,⊤, . . . , pnf ) = ⊥,
2It will be clear from the treatment in the present and the following sections that the connectives in F
(resp. G) correspond to those referred to as positive (resp. negative) connectives in [6]. The reason why this
terminology is not adopted in the present paper is explained later on in Footnote 9. Our assumption that the
sets F and G are disjoint is motivated by the desideratum of generality and modularity. Indeed, for instance,
the order theoretic properties of Boolean negation ¬ guarantee that this connective belongs both to F and
to G. In such cases we prefer to define two copies ¬F ∈ F and ¬G ∈ G, and introduce structural rules which
encode the fact that these two copies coincide.
3Unary f (resp. g) are sometimes denoted as ✸ (resp. ✷) if the order-type is 1, and ✁ (resp. ✄) if the
order-type is ∂.
4 Normal LEs are sometimes referred to as lattices with operators (LOs). This terminology directly derives
from the setting of Boolean algebras with operators, in which operators are understood as operations which
preserve finite joins in each coordinate. However, this terminology results somewhat ambiguous in the lattice
setting, in which primitive operations are typically maps which are operators if seen as Aε → Aη for some
order-type ε on n and some order-type η ∈ {1, ∂}. Rather than speaking of lattices with (ε, η)-operators, we
then speak of normal LEs.
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• if εg(j) = 1, then g(p1, . . . , p ∧ q, . . . , png) = g(p1, . . . , p, . . . , png ) ∧ g(p1, . . . , q, . . . , png)
and g(p1, . . . ,⊤, . . . , png ) = ⊤,
• if εg(j) = ∂, then g(p1, . . . , p ∨ q, . . . , png) = g(p1, . . . , p, . . . , png) ∧ g(p1, . . . , q, . . . , png)
and g(p1, . . . ,⊥, . . . , png ) = ⊤.
Each language LLE is interpreted in the appropriate class of LEs. In particular, for every LE
A, each operation fA ∈ FA (resp. gA ∈ GA) is finitely join-preserving (resp. meet-preserving)
in each coordinate when regarded as a map fA : Aεf → A (resp. gA : Aεg → A).
The generic LE-logic is not equivalent to a sentential logic. Hence the consequence relation
of these logics cannot be uniformly captured in terms of theorems, but rather in terms of
sequents, which motivates the following definition:
Definition 2. For any language LLE = LLE(F ,G), the basic, or minimal LLE-logic is a set of
sequents φ ⊢ ψ, with φ,ψ ∈ LLE, which contains the following axioms:
• Sequents for lattice operations:5
p ⊢ p, ⊥ ⊢ p, p ⊢ ⊤, p ⊢ p ∨ q
q ⊢ p ∨ q, p ∧ q ⊢ p, p ∧ q ⊢ q,
• Sequents for additional connectives:
f(p1, . . . ,⊥, . . . , pnf ) ⊢ ⊥, for εf (i) = 1,
f(p1, . . . ,⊤, . . . , pnf ) ⊢ ⊥, for εf (i) = ∂,
⊤ ⊢ g(p1, . . . ,⊤, . . . , png), for εg(i) = 1,
⊤ ⊢ g(p1, . . . ,⊥, . . . , png), for εg(i) = ∂,
f(p1, . . . , p ∨ q, . . . , pnf ) ⊢ f(p1, . . . , p, . . . , pnf ) ∨ f(p1, . . . , q, . . . , pnf ), for εf (i) = 1,
f(p1, . . . , p ∧ q, . . . , pnf ) ⊢ f(p1, . . . , p, . . . , pnf ) ∨ f(p1, . . . , q, . . . , pnf ), for εf (i) = ∂,
g(p1, . . . , p, . . . , png) ∧ g(p1, . . . , q, . . . , png) ⊢ g(p1, . . . , p ∧ q, . . . , png ), for εg(i) = 1,
g(p1, . . . , p, . . . , png) ∧ g(p1, . . . , q, . . . , png) ⊢ g(p1, . . . , p ∨ q, . . . , png ), for εg(i) = ∂,
and is closed under the following inference rules:
φ ⊢ χ χ ⊢ ψ
φ ⊢ ψ
φ ⊢ ψ
φ(χ/p) ⊢ ψ(χ/p)
χ ⊢ φ χ ⊢ ψ
χ ⊢ φ ∧ ψ
φ ⊢ χ ψ ⊢ χ
φ ∨ ψ ⊢ χ
φ ⊢ ψ
f(p1, . . . , φ, . . . , pn) ⊢ f(p1, . . . , ψ, . . . , pn)
(εf (i) = 1)
φ ⊢ ψ
f(p1, . . . , ψ, . . . , pn) ⊢ f(p1, . . . , φ, . . . , pn)
(εf (i) = ∂)
φ ⊢ ψ
g(p1, . . . , φ, . . . , pn) ⊢ g(p1, . . . , ψ, . . . , pn)
(εg(i) = 1)
φ ⊢ ψ
g(p1, . . . , ψ, . . . , pn) ⊢ g(p1, . . . , φ, . . . , pn)
(εg(i) = ∂).
5In what follows we will use the turnstile symbol ⊢ both as sequent separator and also as the consequence
relation of the logic.
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We let LLE(F ,G) denote the minimal LLE(F ,G)-logic. We typically drop reference to the
parameters when they are clear from the context. By an LE-logic we understand any axiomatic
extension of LLE in the language LLE. If all the axioms in the extension are analytic inductive
(cf. Definition 8) we say that the given LE-logic is analytic.
For every LE A, the symbol ⊢ is interpreted as the lattice order ≤. A sequent φ ⊢ ψ is
valid in A if h(φ) ≤ h(ψ) for every homomorphism h from the LLE-algebra of formulas over
AtProp to A. The notation LE |= φ ⊢ ψ indicates that φ ⊢ ψ is valid in every LE. Then,
by means of a routine Lindenbaum-Tarski construction, it can be shown that the minimal
LE-logic LLE is sound and complete with respect to its corresponding class of algebras LE,
i.e. that any sequent φ ⊢ ψ is provable in LLE iff LE |= φ ⊢ ψ.
2.2 The “tense” language L∗LE
Any given language LLE = LLE(F ,G) can be associated with the language L
∗
LE = LLE(F
∗,G∗),
where F∗ ⊇ F and G∗ ⊇ G are obtained by expanding LLE with the following connectives:
1. the nf -ary connective f
♯
i for 0 ≤ i ≤ nf , the intended interpretation of which is the right
residual of f ∈ F in its ith coordinate if εf (i) = 1 (resp. its Galois-adjoint if εf (i) = ∂);
2. the ng-ary connective g
♭
i for 0 ≤ i ≤ ng, the intended interpretation of which is the left
residual of g ∈ G in its ith coordinate if εg(i) = 1 (resp. its Galois-adjoint if εg(i) = ∂).
We stipulate that f ♯i ∈ G
∗ if εf (i) = 1, and f
♯
i ∈ F
∗ if εf (i) = ∂. Dually, g
♭
i ∈ F
∗ if εg(i) = 1,
and g♭i ∈ G
∗ if εg(i) = ∂. The order-type assigned to the additional connectives is predicated
on the order-type of their intended interpretations. That is, for any f ∈ F and g ∈ G,
1. if εf (i) = 1, then εf♯i
(i) = 1 and ε
f♯i
(j) = (εf (j))
∂ for any j 6= i.
2. if εf (i) = ∂, then εf♯i
(i) = ∂ and ε
f♯i
(j) = εf (j) for any j 6= i.
3. if εg(i) = 1, then εg♭i
(i) = 1 and εg♭i
(j) = (εg(j))
∂ for any j 6= i.
4. if εg(i) = ∂, then εg♭i
(i) = ∂ and εg♭i
(j) = εg(j) for any j 6= i.
For instance, if f and g are binary connectives such that εf = (1, ∂) and εg = (∂, 1), then
ε
f♯1
= (1, 1), ε
f♯2
= (1, ∂), εg♭1
= (∂, 1) and εg♭2
= (1, 1).6
Definition 3. For any language LLE(F ,G), the basic ‘tense’ LLE-logic is defined by specializ-
ing Definition 2 to the language L∗LE = LLE(F
∗,G∗) and closing under the following additional
rules:
Residuation rules for f ∈ F and g ∈ G:
f(ϕ1, . . . , φ, . . . , ϕnf ) ⊢ ψ
(εf (i) = 1)
φ ⊢ f ♯i (ϕ1, . . . , ψ, . . . , ϕnf )
φ ⊢ g(ϕ1, . . . , ψ, . . . , ϕng )
(εg(i) = 1)
g♭i (ϕ1, . . . , φ, . . . , ϕng ) ⊢ ψ
6Warning: notice that this notation heavily depends on the connective which is taken as primitive, and
needs to be carefully adapted to well known cases. For instance, consider the ‘fusion’ connective ◦ (which,
when denoted as f , is such that εf = (1, 1)). Its residuals f
♯
1 and f
♯
2 are commonly denoted / and \ respectively.
However, if \ is taken as the primitive connective g, then g♭2 is ◦ = f , and g
♭
1(x1, x2) := x2/x1 = f
♯
1(x2, x1). This
example shows that, when identifying g♭1 and f
♯
1 , the conventional order of the coordinates is not preserved,
and depends on which connective is taken as primitive.
6
f(ϕ1, . . . , φ, . . . , ϕnf ) ⊢ ψ
(εf (i) = ∂)
f ♯i (ϕ1, . . . , ψ, . . . , ϕnf ) ⊢ φ
φ ⊢ g(ϕ1, . . . , ψ, . . . , ϕng )
(εg(i) = ∂)
ψ ⊢ g♭i (ϕ1, . . . , φ, . . . , ϕng )
The double line in each rule above indicates that the rule is invertible. Let L∗LE be the
minimal “tense” LLE-logic.
7 For any LE-language LLE, by a tense LE-logic we understand
any axiomatic extension of the basic tense LLE-logic in L
∗
LE.
The algebraic semantics of L∗LE is given by the class of ‘tense’ LLE-algebras, defined as
tuples A = (L,F∗,G∗) such that L is a lattice and moreover,
1. for every f ∈ F s.t. nf ≥ 1, all a1, . . . , anf ∈ L and b ∈ L, and each 1 ≤ i ≤ nf ,
• if εf (i) = 1, then f(a1, . . . , ai, . . . anf ) ≤ b iff ai ≤ f
♯
i (a1, . . . , b, . . . , anf );
• if εf (i) = ∂, then f(a1, . . . , ai, . . . anf ) ≤ b iff ai ≤
∂ f ♯i (a1, . . . , b, . . . , anf ).
2. for every g ∈ G s.t. ng ≥ 1, any a1, . . . , ang ∈ L and b ∈ L, and each 1 ≤ i ≤ ng,
• if εg(i) = 1, then b ≤ g(a1, . . . , ai, . . . ang) iff g
♭
i (a1, . . . , b, . . . , ang) ≤ ai.
• if εg(i) = ∂, then b ≤ g(a1, . . . , ai, . . . ang) iff g
♭
i (a1, . . . , b, . . . , ang) ≤
∂ ai.
It is also routine to prove using the Lindenbaum-Tarski construction that L∗LE (as well as
any of its canonical axiomatic extensions) is sound and complete w.r.t. the class of “tense”
LLE-algebras (w.r.t. the suitably defined equational subclass, respectively).
Theorem 4. The logic L∗LE is a conservative extension of LLE, i.e. every LLE-sequent φ ⊢ ψ
is derivable in LLE iff φ ⊢ ψ is derivable in L
∗
LE.
Proof. We only outline the proof. Clearly, every LLE-sequent which is LLE-derivable is also
L
∗
LE-derivable. Conversely, if an LLE-sequent φ ⊢ ψ is not LLE-derivable, then by the com-
pleteness of LLE w.r.t. the class of LLE-algebras, there exists an LLE-algebra A and a variable
assignment v under which φA 6≤ ψA. Consider the canonical extension Aδ of A.8 Since A is a
subalgebra of Aδ, the sequent φ ⊢ ψ is not satisfied in Aδ under the variable assignment ι ◦ v
(ι denoting the canonical embedding A →֒ Aδ). Moreover, since Aδ is a perfect LLE-algebra,
7 Hence, for any language LLE, there are in principle two logics associated with the expanded language L
∗
LE,
namely the minimal L∗LE-logic, which we denote by L
∗
LE, and which is obtained by instantiating Definition 2 to
the language L∗LE, and the ‘tense’ logic L
∗
LE, defined above. The logic L
∗
LE is the natural logic on the language
L∗LE, however it is useful to introduce a specific notation for L
∗
LE, given that all the results holding for the
minimal logic associated with an arbitrary LE-language can be instantiated to the expanded language L∗LE and
will then apply to L
∗
LE.
8 The canonical extension of a BL (bounded lattice) L is a complete lattice Lδ containing L as a sublattice,
such that:
1. (denseness) every element of Lδ can be expressed both as a join of meets and as a meet of joins of
elements from L;
2. (compactness) for all S, T ⊆ L, if
∧
S ≤
∨
T in Lδ, then
∧
F ≤
∨
G for some finite sets F ⊆ S and
G ⊆ T .
It is well known that the canonical extension of a BL L is unique up to isomorphism fixing L (cf. e.g.
[26, Section 2.2]), and that the canonical extension of a BL is a perfect BL, i.e. a complete lattice which is
completely join-generated by its completely join-irreducible elements and completely meet-generated by its
completely meet-irreducible elements (cf. e.g. [26, Definition 2.14]). The canonical extension of an LLE-algebra
A = (L,FA,GA) is the perfect LLE-algebra A
δ := (Lδ,FA
δ
,GA
δ
) such that fA
δ
and gA
δ
are defined as the
σ-extension of fA and as the π-extension of gA respectively, for all f ∈ F and g ∈ G (cf. [32, 33]).
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it is naturally endowed with a structure of “tense” LLE-algebra. Thus, by the completeness
of L∗LE w.r.t. the class of “tense” LLE-algebras, the sequent φ ⊢ ψ is not derivable in L
∗
LE, as
required.
Notice that the algebraic completeness of the logics LLE and L
∗
LE and the canonical em-
bedding of LEs into their canonical extensions immediately give completeness of LLE and L
∗
LE
w.r.t. the appropriate class of perfect LEs.
2.3 Analytic inductive LE-inequalities
In the present section, we recall the definition of analytic inductive LLE-inequalities, which
characterize the axioms that can be equivalently represented by analytic structural rules in
a proper display calculus [21]. This definition is based on the definition of inductive LLE-
inequalities introduced in [12, 13].
Definition 5 (Signed Generation Tree, cf. [21] Definition 14). The positive (resp. negative)
generation tree of any LLE-term s is defined by labelling the root node of the generation tree
of s with the sign + (resp. −), and then propagating the labelling on each remaining node as
follows:
• For any node labelled with ∨ or ∧, assign the same sign to its children nodes.
• For any node labelled with h ∈ F ∪ G of arity nh ≥ 1, and for any 1 ≤ i ≤ nh, assign
the same (resp. the opposite) sign to its ith child node if εh(i) = 1 (resp. if εh(i) = ∂).
Nodes in signed generation trees are positive (resp. negative) if are signed + (resp. −).9
Signed generation trees will be mostly used in the context of term inequalities s ≤ t. In
this context we will typically consider the positive generation tree +s for the left-hand side
and the negative one −t for the right-hand side. We will also say that a term-inequality s ≤ t
is uniform in a given variable p if all occurrences of p in both +s and −t have the same sign,
and that s ≤ t is ε-uniform in a (sub)array ~p of its variables if s ≤ t is uniform in p, occurring
with the sign indicated by ε, for every p in ~p10.
For any term s(p1, . . . pn), any order type ε over n, and any 1 ≤ i ≤ n, an ε-critical node
in a signed generation tree of s is a leaf node +pi with εi = 1 or −pi with εi = ∂. An ε-critical
branch in the tree is a branch from an ε-critical node. The intuition, which will be built
upon later, is that variable occurrences corresponding to ε-critical nodes are to be solved for,
according to ε.
For every term s(p1, . . . pn) and every order type ε, we say that +s (resp. −s) agrees
with ε, and write ε(+s) (resp. ε(−s)), if every leaf in the signed generation tree of +s (resp.
−s) is ε-critical. In other words, ε(+s) (resp. ε(−s)) means that all variable occurrences
corresponding to leaves of +s (resp. −s) are to be solved for according to ε. We will also
write +s′ ≺ ∗s (resp. −s′ ≺ ∗s) to indicate that the subterm s′ inherits the positive (resp.
negative) sign from the signed generation tree ∗s. Finally, we will write ε(γ) ≺ ∗s (resp.
ε∂(γ) ≺ ∗s) to indicate that the signed subtree γ, with the sign inherited from ∗s, agrees with
ε (resp. with ε∂).
9 The terminology used in [6] regarding ‘positive’ and ‘negative connectives’ has not been adopted in the
present paper to avoid confusion with positive and negative nodes in signed generation trees.
10The following observation will be used at various points in the remainder of the present paper: if a term
inequality s(~p, ~q) ≤ t(~p, ~q) is ε-uniform in ~p (cf. discussion after Definition 5), then the validity of s ≤ t is
equivalent to the validity of s(
−−−→
⊤ε(i), ~q) ≤ t(
−−−→
⊤ε(i), ~q), where ⊤ε(i) = ⊤ if ε(i) = 1 and ⊤ε(i) = ⊥ if ε(i) = ∂.
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Skeleton PIA
∆-adjoints SRA
+ ∨
− ∧
+ ∧ g with ng = 1
− ∨ f with nf = 1
SLR SRR
+ f with nf ≥ 1
− g with ng ≥ 1
+ g with ng ≥ 2
− f with nf ≥ 2
Table 1: Skeleton and PIA nodes for LE-languages.
Definition 6 (good branch, cf. [21] Definition 15). Nodes in signed generation trees will be
called ∆-adjoints, syntactically left residual (SLR), syntactically right residual (SRR), and
syntactically right adjoint (SRA), according to the specification given in Table 1. A branch in
a signed generation tree ∗s, with ∗ ∈ {+,−}, is called a good branch if it is the concatenation
of two paths P1 and P2, one of which may possibly be of length 0, such that P1 is a path from
the leaf consisting (apart from variable nodes) only of PIA-nodes11, and P2 consists (apart
from variable nodes) only of Skeleton-nodes.
Definition 7 (Inductive inequalities, cf. Definition 16[21]). For any order type ε and any
irreflexive and transitive relation <Ω on p1, . . . pn, the signed generation tree ∗s (∗ ∈ {−,+})
of a term s(p1, . . . pn) is (Ω, ε)-inductive if
1. for all 1 ≤ i ≤ n, every ε-critical branch with leaf pi is good (cf. Definition 6);
2. everym-ary SRR-node occurring in the critical branch is of the form⊛(γ1, . . . , γj−1, β, γj+1 . . . , γm),
where for any h ∈ {1, . . . ,m} \ j:
(a) ε∂(γh) ≺ ∗s (cf. discussion before Definition 6), and
(b) pk <Ω pi for every pk occurring in γh and for every 1 ≤ k ≤ n.
We will refer to <Ω as the dependency order on the variables. An inequality s ≤ t is
(Ω, ε)-inductive if the signed generation trees +s and −t are (Ω, ε)-inductive. An inequality
s ≤ t is inductive if it is (Ω, ε)-inductive for some Ω and ε.
Based on the definition above, in the following definition we adapt the definition of analytic
inductive inequalities of [21, Definition 16] to the setting of normal LE-logics.
Definition 8 (Analytic inductive LE-inequalities). For any order type ε and any irreflexive
and transitive relation Ω on the variables p1, . . . pn, the signed generation tree ∗s (∗ ∈ {+,−})
of a term s(p1, . . . pn) is analytic (Ω, ε)-inductive if
1. ∗s is (Ω, ε)-inductive (cf. Definition 7);
2. every branch of ∗s is good (cf. Definition 6).
an inequality s ≤ t is analytic (Ω, ε)-inductive if +s and −t are both (Ω, ε)-analytic inductive.
An inequality s ≤ t is analytic inductive if is (Ω, ε)-analytic inductive for some Ω and ε.
The syntactic shape of analytic inductive LE-inequalities is illustrated by the following picture:
11For explanations of our choice of terminologies here, we refer to [30, Remark 3.24].
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+Ske
+p γ
PIA
≤ −
Ske
+p γ′
PIA
Example 9. N2 formulas in the language of Full Lambek calculus (cf. [7, Definition 3.1]) are
analytic inductive.
2.4 Display calculi for basic normal LE-logics
In this section we let L = L(F ,G) be a fixed but arbitrary LE-signature (cf. Section 2) and
define the display calculus D.LE and its cut-free counterpart cfD.LE for the basic normal L-
logic. Let SF := {Ff | f ∈ F
∗} and SG := {Gg | g ∈ G
∗} be the sets of structural connectives
associated with F∗ and G∗ respectively (cf. Section 2.2). Each such structural connective
comes with an arity and an order type which coincide with those of its associated operational
connective. For any order type ε on n, we let StrεF :=
∏n
i=1 Str
ε(i)
F and Str
ε
G :=
∏n
i=1 Str
ε(i)
G ,
where for all 1 ≤ i ≤ n,
Str
ε(i)
F =
{
StrF if ε(i) = 1
StrG if ε(i) = ∂
Str
ε(i)
G =
{
StrG if ε(i) = 1,
StrF if ε(i) = ∂.
Then the calculus D.LE manipulates both formulas and structures which are defined by the
following simultaneous recursions:
Fm ∋ ϕ ::= p | ⊥ | ⊤ | ϕ ∨ ϕ | ϕ ∧ ϕ | f(ϕ1, . . . , ϕnf ) | g(ϕ1, . . . , ϕng )
StrF ∋ x ::= ϕ | Ff (x)
StrG ∋ y ::= ϕ | Gg(y)
where, in Fm, f ∈ F and g ∈ G, while in StrF , Ff ∈ SF , and in StrG , Gg ∈ SG , and x ∈ Str
εf
F ,
and y ∈ Str
εg
G .
In what follows, we let x i := (x1, . . . , xi−1, xi+1, . . . , xn) and x
i
z := (x1, . . . , xi−1, z, xi+1, . . . , xn).
y i and y iz are defined likewise. The calculus D.LE consists of the following rules: for any f ∈ F ,
g ∈ G, Ff ∈ SF and Gg ∈ SG ,
1. Identity and cut rules:
(Id) p⇒ p (Cut)
x⇒ ϕ ϕ⇒ y
x⇒ y
2. Display rules:
Ff (x)⇒ y
(εf (i) = 1)
xi ⇒ Gf♯i
(x iy)
x⇒ Gg(y)
(εg(i) = 1)
Fg♭i
(y ix)⇒ yi
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Ff (x)⇒ y
(εf (i) = ∂)
F
f♯i
(x iy)⇒ xi
x⇒ Gg(y)
(εg(i) = ∂)
yi ⇒ Gg♭i
(y ix)
3. Introduction rules for lattice connectives:
(⊥) ⊥ ⇒ y (⊤) x⇒ ⊤
(∧L)
ϕ⇒ y
ϕ ∧ ψ ⇒ y
(∧L)
ψ ⇒ y
ϕ ∧ ψ ⇒ y
(∨R)
x⇒ ϕ
x⇒ ϕ ∨ ψ
(∨R)
x⇒ ψ
x⇒ ϕ ∨ ψ
(∧R)
x⇒ ϕ x⇒ ψ
x⇒ ϕ ∧ ψ
(∨L)
ϕ⇒ y ψ ⇒ y
ϕ ∨ ψ ⇒ y
4. Introduction rules for additional connectives:
(fL)
Ff (ϕ)⇒ y
f(ϕ)⇒ y
(fR)
(
xεf (i) ⇒ ϕi ϕj ⇒ x
εf (j) | 1 ≤ i, j ≤ nf , εf (i) = 1 and εf (j) = ∂
)
Ff (x)⇒ f(ϕ)
(gL)
x⇒ Gg(ψ)
x⇒ g(ψ)
(gR)
(
ψi ⇒ y
εg(i) yεg(j) ⇒ ψj | 1 ≤ i, j ≤ ng, εg(i) = 1 and εg(j) = ∂
)
g(ψ)⇒ Gg(y)
Let cfD.LE denote the calculus obtained by removing (Cut) in D.LE. In what follows,
we indicate that the sequent x ⇒ y is derivable in D.LE (resp. in cfD.LE) by ⊢D.LE x ⇒ y
(resp. by ⊢cfD.LE x⇒ y).
Proposition 10 (Soundness). The calculus D.LE (and hence also cfD.LE) is sound w.r.t. the
class of complete L-algebras.
Proof. The soundness of the basic lattice framework is clear. The soundness of the remaining
rules uses the monotonicity (resp. antitonicity) of the algebraic connectives interpreting each
f ∈ F and g ∈ G, and their adjunction/residuation properties, which hold since any complete
L-algebra is an L∗-algebra.
2.5 Proper display calculi and analytic structural rules
In this section, we recall the definition of analytic structural rules which is introduced in [21].
This definition is tightly connected with the notion of proper display calculus (cf. [36]), since
it is aimed at guaranteeing that adding an analytic structural rule to a proper display calculus
preserves cut elimination and subformula property. We start by recalling the conditions C1-C8
defining a proper display calculus. Our presentation closely follows [21, Section 2.2].
C1: Preservation of formulas. This condition requires each formula occurring in a
premise of a given inference to be the subformula of some formula in the conclusion of that
inference. That is, structures may disappear, but not formulas. This condition is not included
in the list of sufficient conditions of the cut elimination metatheorem, but, in the presence
of cut elimination, it guarantees the subformula property of a system. Condition C1 can
be verified by inspection on the shape of the rules. In practice, condition C1 bans rules in
which structure variables occurring in some premise to not occur also in the conclusion, since
in concrete derivations these are typically instantiated with (structures containing) formulas
which would then disappear in the application of the rule.
11
C2: Shape-alikeness of parameters. This condition is based on the relation of con-
gruence between parameters (i.e., non-active parts) in inferences; the congruence relation is
an equivalence relation which is meant to identify the different occurrences of the same for-
mula or substructure along the branches of a derivation [2, Section 4], [31, Definition 6.5].
Condition C2 requires that congruent parameters be occurrences of the same structure. This
can be understood as a condition on the design of the rules of the system if the congruence
relation is understood as part of the specification of each given rule; that is, each schematic
rule of the system comes with an explicit specification of which elements are congruent to
which (and then the congruence relation is defined as the reflexive and transitive closure of
the resulting relation). In this respect, C2 is nothing but a sanity check, requiring that the
congruence is defined in such a way that indeed identifies the occurrences which are intuitively
“the same”.12
C3: Non-proliferation of parameters. Like the previous one, also this condition is ac-
tually about the definition of the congruence relation on parameters. Condition C3 requires
that, for every inference (i.e. rule application), each of its parameters is congruent to at most
one parameter in the conclusion of that inference. Hence, the condition stipulates that for a
rule such as the following,
X ⇒ Y
X ,X ⇒ Y
the structure X from the premise is congruent to only one occurrence of X in the conclusion
sequent. Indeed, the introduced occurrence of X should be considered congruent only to
itself. Moreover, given that the congruence is an equivalence relation, condition C3 implies
that, within a given sequent, any substructure is congruent only to itself. In practice, in
the general schematic formulation of rules, we will use the same structure variable for two
different parametric occurrences if and only if they are congruent, so a rule such as the one
above is de facto banned.
Remark 11. Conditions C2 and C3 make it possible to follow the history of a formula along
the branches of any given derivation. In particular, C3 implies that the the history of any
formula within a given derivation has the shape of a tree, which we refer to as the history-tree
of that formula in the given derivation. Notice, however, that the history-tree of a formula
might have a different shape than the portion of the underlying derivation corresponding to
it; for instance, the following application of the Contraction rule gives rise to a bifurcation of
the history-tree of A which is absesent in the underlying branch of the derivation tree, given
that Contraction is a unary rule.
...
A ,A ⇒ X
A ⇒ X
t
t
t t
❅
❅ 
 
t
12Our convention throughout the paper is that congruent parameters are denoted by the same letter. For
instance, in the rule
X;Y ⊢ Z
Y ;X ⊢ Z
the structures X,Y and Z are parametric and the occurrences of X (resp. Y , Z) in the premise and the
conclusion are congruent.
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C4: Position-alikeness of parameters. This condition bans any rule in which a (sub)structure
in precedent (resp. succedent) position in a premise is congruent to a (sub)structure in succe-
dent (resp. precedent) position in the conclusion.
C5: Display of principal constituents. This condition requires that any principal oc-
currence (that is, a non-parametric formula occurring in the conclusion of a rule application,
cf. [2, Condition C5]) be always either the entire antecedent or the entire consequent part of
the sequent in which it occurs. In the following section, a generalization of this condition will
be discussed, in view of its application to the main focus of interest of the present chapter.
The following conditions C6 and C7 are not reported below as they are stated in the
original paper [2], but as they appear in [36, Section 4.1].
C6: Closure under substitution for succedent parameters. This condition requires
each rule to be closed under simultaneous substitution of arbitrary structures for congruent
formulas which occur in succedent position. Condition C6 ensures, for instance, that if the
following inference is an application of the rule R:
(X ⇒ Y )
(
[A]suci | i ∈ I
)
R
(X ′ ⇒ Y ′)[A]suc
and
(
[A]suci | i ∈ I
)
represents all and only the occurrences of A in the premiss which are
congruent to the occurrence of A in the conclusion13, then also the following inference is an
application of the same rule R:
(X ⇒ Y )
(
[Z/A]suci | i ∈ I
)
R
(X ′ ⇒ Y ′)[Z/A]suc
where the structure Z is substituted for A.
This condition caters for the step in the cut elimination procedure in which the cut needs
to be “pushed up” over rules in which the cut-formula in succedent position is parametric.
Indeed, condition C6 guarantees that, in the picture below, a well-formed subtree π1[Y/A] can
be obtained from π1 by replacing any occurrence of A corresponding to a node in the history
tree of the cut-formula A by Y , and hence the following transformation step is guaranteed go
through uniformly and “canonically”:
... π
′
1
X ′ ⇒ A
... π1
X ⇒ A
... π2
A ⇒ Y
X ⇒ Y  
... π
′
1
X ′ ⇒ A
... π2
A ⇒ Y
X ′ ⇒ Y
... π1[Y/A]
X ⇒ Y
if each rule in π1 verifies condition C6.
13Clearly, if I = ∅, then the occurrence of A in the conclusion is congruent to itself.
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C7: Closure under substitution for precedent parameters. This condition requires
each rule to be closed under simultaneous substitution of arbitrary structures for congruent
formulas which occur in precedent position. Condition C7 can be understood analogously
to C6, relative to formulas in precedent position. Therefore, for instance, if the following
inference is an application of the rule R:
(X ⇒ Y )
(
[A]prei | i ∈ I
)
R
(X ′ ⊢ Y ′)[A]pre
then also the following inference is an instance of R:
(X ⇒ Y )
(
[Z/A]prei | i ∈ I
)
R
(X ′ ⊢ Y ′)[Z/A]pre
Similarly to what has been discussed for condition C6, condition C7 caters for the step in the
cut elimination procedure in which the cut needs to be “pushed up” over rules in which the
cut-formula in precedent position is parametric.
C8: Eliminability of matching principal constituents. This condition requests a stan-
dard Gentzen-style checking, which is now limited to the case in which both cut formulas
are principal, i.e. each of them has been introduced with the last rule application of each
corresponding subdeduction. In this case, analogously to the proof Gentzen-style, condition
C8 requires being able to transform the given deduction into a deduction with the same con-
clusion in which either the cut is eliminated altogether, or is transformed in one or more
applications of cut involving proper subformulas of the original cut-formulas.
Theorem 12. (cf. [37, Section 3.3, Appendix A]) Any calculus satisfying conditions C2, C3,
C4, C5, C6, C7, C8 enjoys cut elimination. If C1 is also satisfied, then the calculus enjoys the
subformula property.
Definition 13 (Analytic structural rules). (cf. [8, Definition 3.13]) A structural rule which
satisfies conditions C1-C7 is an analytic structural rule.
Proposition 14. (cf. [21]) Every analytic (Ω, ε)-inductive LE-inequality can be equivalently
transformed, via an ALBA-reduction, into a set of analytic structural rules.
3 LE-frames and their complex algebras
From now on, we fix an arbitrary normal LE-signature L = L(F ,G).
3.1 Notation
For any sets A,B and any relation S ⊆ A×B, we let, for any A′ ⊆ A and B′ ⊆ B,
S↑[A′] := {b ∈ B | ∀a(a ∈ A′ ⇒ a S b)} and S↓[B′] := {a ∈ A | ∀b(b ∈ B′ ⇒ a S b)}.
For all sets A,B1, . . . Bn, and any relation S ⊆ A×B1 × · · · ×Bn, for any C := (C1, . . . , Cn)
where Ci ⊆ Bi and 1 ≤ i ≤ n we let C
i
:= (C1, . . . , Ci−1, Ci+1, . . . , Cn) and for all A
′,
C
i
A′ := (C1 . . . , Ci−1, A
′, Ci+1, . . . , Cn). When Ci := {ci} and A
′ := {a′}, we will write c for
{c}, and c i for {c}
i
, and c ia′ for {c}
i
{a′}. We also let:
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1. S(0)[C] := {a ∈ A | ∀b(b ∈ C ⇒ a S b)}.
2. Si ⊆ Bi ×B1 × · · ·Bi−1 ×A×Bi+1 × · · · ×Bn be defined by
(bi, c
i
a) ∈ Si iff (a, c) ∈ S.
3. S(i)[A′, C
i
] := S
(0)
i [C
i
A′ ].
Lemma 15. If S ⊆ A×B1 × · · · ×Bn and C is as above, then for any 1 ≤ i ≤ n,
Ci ⊆ S
(i)[S(0)[C], C
i
]. (1)
Proof. Let x ∈ Ci. Then:
{x} ⊆ Ci assumption
only if S(0)[C] ⊆ S(0)[C
i
x] antitonicity of S
(0)[−]
iff (y, z ix) ∈ S for all y ∈ S
(0)[C] and all z ∈ C
i
definition of S(0)[−]
iff (x, z iy) ∈ Si for all y ∈ S
(0)[C] and all z ∈ C
i
definition of Si
iff x ∈ S
(0)
i [C
i
S(0)[C]] definition of S
(0)[−]
iff x ∈ S(i)[S(0)[C], C
i
]. definition of S(i)[−]
3.2 LE-frames
Definition 16 (Polarity). A polarity is a structure W = (W,U,N) where W and U are sets
and N ⊆W × U is a binary relation.
If L is a lattice, then WL = (L,L,≤) is a polarity. Conversely, for any polarity W , we
let W+ be the complete sub
⋂
-semilattice of the Galois-stable sets of the closure operator
γN : P(W ) → P(W ) defined by the assignment X 7→ X
↑↓, where for every X ⊆ W and
Y ⊆ U , X↑ and Y ↓ are abbreviations for N↑[X] and N↓[Y ] respectively. As is well known,
W
+ is a complete lattice, in which
∨
S := γN (
⋃
S) for any S ⊆ γN [P(W )]. Moreover, W
+ can
be equivalently obtained as the dual lattice of the Galois-stable sets of the closure operator
γ′N : P(U)→ P(U) defined by the assignment Y 7→ Y
↓↑.
From now on, we focus on L-algebras A = (L,∧,∨,⊥,⊤,F ,G).
Definition 17. An L-frame is a tuple F = (W ,RF ,RG) such thatW = (W,U,N) is a polarity,
RF = {Rf | f ∈ F}, and RG = {Rg | g ∈ G} such that for each f ∈ F and g ∈ G, the symbols
Rf and Rg respectively denote (nf + 1)-ary and (ng + 1)-ary relations on W ,
Rf ⊆ U ×W
εf and Rg ⊆W × U
εg , (2)
where for any order type ε on n, we let W ε :=
∏n
i=1W
ε(i) and U ε :=
∏n
i=1 U
ε(i), where for
all 1 ≤ i ≤ n,
W ε(i) =
{
W if ε(i) = 1
U if ε(i) = ∂
U ε(i) =
{
U if ε(i) = 1,
W if ε(i) = ∂.
In addition, we assume that the following sets are Galois-stable (from now on abbreviated
as stable) for all w0 ∈W , u0 ∈ U , w ∈W
εf , and u ∈ U εg :
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1. R
(0)
f [w] and R
(i)
f [u0, w
i];
2. R
(0)
g [u] and R
(i)
g [w0, u
i].
In what follows, for any order type ε on n, we let
W ε ⊇ X := (Xε(1), . . . ,Xε(n)),
where Xε(i) ⊆W ε(i) for all 1 ≤ i ≤ n, and let
U ε ⊇ Y := (Y ε(1), . . . , Y ε(n)),
where Y ε(i) ⊆ U ε(i) for all 1 ≤ i ≤ n. Moreover, we let X
i
, X
i
Z , Y
i
and X
i
Z be defined as in
Subsection 3.1.
Lemma 18. For any L-frame F = (W ,RF ,RG), any f ∈ F and any g ∈ G,
1. if Y0 ⊆ U , then R
(0)
f [X ] and R
(i)
f [Y0,X
i
] are stable sets for all 1 ≤ i ≤ nf ;
2. if X0 ⊆W , then R
(0)
g [Y ] and R
(i)
g [X0, Y
i
] are stable sets for all 1 ≤ i ≤ ng.
Proof. The second part of item 1 can be proved as follows:
R
(i)
f [Y0,X
i
]
= R
(i)
f [
⋃
u∈Y0
u,
⋃
w∈X w
i
]
=
⋂
u∈Y0
⋂
w i∈X
i R
(i)
f [u,w
i] distributivity of R
(i)
f .
By Definition 17.1, the last line above is an intersection of stable sets, and hence is stable.
The first part of item 1 and item 2 can be verified analogously.
Lemma 19. 1. For every 1 ≤ i, j ≤ nf such that j 6= i, let
Xj ∈
{
γN [P(W )] if εf (j) = 1
γ′N [P(U)] if εf (j) = ∂.
(i) If εf (i) = 1, then for every Z ∈ P(W ),
R
(0)
f [X
i
Z ] = R
(0)
f [X
i
Z↑↓ ]. (3)
(ii) If εf (i) = ∂, then for every Y ∈ P(U),
R
(0)
f [X
i
Y ] = R
(0)
f [X
i
Y ↓↑ ]. (4)
2. For every 1 ≤ i, j ≤ ng such that j 6= i, let
Yj ∈
{
γ′N [P(U)] if εg(j) = 1
γN [P(W )] if εg(j) = ∂.
(i) If εg(i) = 1, for every Z ∈ P(U),
R(0)g [Y
i
Z ] = R
(0)
g [Y
i
Z↓↑]. (5)
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(ii) If εg(i) = ∂, then for every X ∈ P(W ),
R(0)g [Y
i
X ] = R
(0)
g [Y
i
X↑↓ ]. (6)
Proof. 1(i) The right-to-left direction follows from Z ⊆ Z↑↓ and the antitonicity of R
(0)
f . The
left-to-right direction can be verified as follows:
u ∈ R
(0)
f [X
i
Z ] assumption
iff Z ⊆ R
(i)
f [u,X
i
] Definition of R
(i)
f
only if Z↑↓ ⊆ R
(i)
f [u,X
i
] Lemma 18
iff u ∈ R
(0)
f [X
i
Z↑↓ ] Definition of R
(i)
f
1(ii) can be verified analogously. The proofs of 2 are obtained dually.
3.3 Complex algebras of LE-frames
Definition 20. The complex algebra of an L-frame F = (W ,RF ,RG) is the algebra
F
+ = (L, {fRf | f ∈ F}, {gRg | g ∈ G}),
where L := W+ (cf. Definition 16), and for all f ∈ F and all g ∈ G,
1. let Xεf := (Xεf (1), . . . ,Xεf (nf )), where for all 1 ≤ i ≤ nf ,
X
εf (i)
i =
{
Xi if εf (i) = 1,
X↑i if εf (i) = ∂
and fRf : L
nf → L is defined by the assignment fRf (X) = (R
(0)
f [X
εf ])↓.
2. let Xεg := (Xεg(1), . . . ,Xεg(nf )), where for all 1 ≤ i ≤ ng,
X
εg(i)
i =
{
X↑i if εg(i) = 1,
Xi if εg(i) = ∂
and gRg : L
ng → L is defined by the assignment, gRg (X) = R
(0)
g [Xεg ].
Proposition 21. If F is an L-frame, then F+ is a complete L-algebra.
Proof. We need to prove that for every f ∈ F and every g ∈ G, fRf is a complete εf -operator
and gRg is a complete εg-dual operator. Since the underlying lattice of F
+ is complete, this
implies that the residuals of every f ∈ F and g ∈ G in each coordinate exist.
Let f ∈ F , and 1 ≤ i ≤ nf with εf (i) = 1. Let X ⊆ γN [P(W )], and X := (X1, . . . ,Xnf )
where Xj ∈ γN [P(W )] for any 1 ≤ j ≤ nf . Then:
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∨
Z∈X fRf (X
i
Z)
= γN (
⋃
Z∈X fRf (X
i
Z)) definition of
∨
in γN [P(W )]
= (
⋃
Z∈X (R
(0)
f [X
εf
i
Z ])
↓)↑↓ definition of fRf and notation for γN
= (
⋂
Z∈X (R
(0)
f [X
εf
i
Z ])
↓↑)↓ distributivity of (·)↑
= (
⋂
Z∈X R
(0)
f [X
εf
i
Z ])
↓↑↓ distributivity of (·)↓↑
= (
⋂
Z∈X R
(0)
f [X
εf
i
Z ])
↓ (·)↓↑↓ = (·)↓
= (R
(0)
f [X
εf
i⋃
X ])
↓ distributivity of R
(0)
f
= (R
(0)
f [X
εf
i
γN (
⋃
X )])
↓ Lemma 19.1(i)
= (R
(0)
f [X
εf
i∨
X ])
↓ definition of
∨
in γN [P(W )]
= fRf (X
i∨
X ) definition of fRf
Let f ∈ F , and 1 ≤ i ≤ nf with εf (i) = 1. Let X ⊆ γN [P(W )], and X be defined as
above. Then: ∨
Z∈X fRf (X
i
Z)
= γN (
⋃
Z∈X fRf (X
i
Z)) definition of
∨
in γN [P(W )]
= (
⋃
Z∈X (R
(0)
f [X
εf
i
Z↑])
↓)↑↓ definition of fRf and notation for γN
= (
⋂
Z∈X (R
(0)
f [X
εf
i
Z↑])
↓↑)↓ distributivity of (·)↑
= (
⋂
Z∈X R
(0)
f [X
εf
i
Z↑ ])
↓↑↓ distributivity of (·)↓↑
= (
⋂
Z∈X R
(0)
f [X
εf
i
Z↑ ])
↓ (·)↓↑↓ = (·)↓
= (R
(0)
f [X
εf
i⋃
Z∈X Z
↑ ])↓ distributivity of R
(0)
f
= (R
(0)
f [X
εf
i
(
⋃
Z∈X Z
↑)↓↑ ])
↓ (4)
= (R
(0)
f [X
εf
i
(
⋂
Z∈X Z
↑↓)↑ ])
↓ distributivity of (·)↓
= (R
(0)
f [X
εf
i
(
⋂
X )↑ ])
↓ Z↑↓ = Z
= fRf (X
i⋂
X ) definition of fRf
Let g ∈ G, and 1 ≤ i ≤ ng with εg(i) = 1. Let X ⊆ γN [P(W )], and X := (X1, . . . ,Xng )
where Xj ∈ γN [P(W )] for any 1 ≤ j ≤ ng. Observe preliminarily that⋂
X =
⋂
Z∈X
Z =
⋂
Z∈X
Z↑↓ = (
⋃
Z∈X
Z↑)↓ (7)
⋂
Z∈X gRg (X
i
Z)
=
⋂
Z∈X γN (R
(0)
g [Xεg
i
Z↑ ]) definition of gRg
=
⋂
Z∈X (R
(0)
g [Xεg
i
Z↑])
↑↓ notation for γN
= (
⋂
Z∈X R
(0)
g [Xεg
i
Z↑])
↑↓ main distribution property of (·)↑↓
= (R
(0)
g [Xεg
i⋃
Z∈X Z
↑ ])↑↓ main distribution property of R
(1)
g
= (R
(0)
g [Xεg
i
(
⋃
Z∈X Z
↑)↓↑ ])
↑↓ (5)
= (R
(0)
g [Xεg
i
(
⋂
X )↑ ])
↑↓ (7)
= gRg (X
i⋂
X ) definition of gRg
Let g ∈ G, and 1 ≤ i ≤ ng with εg(i) = ∂. Let X ⊆ γN [P(W )], and X be defined as above.
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⋂
Z∈X gRg (X
i
Z)
=
⋂
Z∈X γN (R
(0)
g [Xεg
i
Z ]) definition of gRg
=
⋂
Z∈X (R
(0)
g [Xεg
i
Z ])
↑↓ notation for γN
= (
⋂
Z∈X R
(0)
g [Xεg
i
Z ])
↑↓ main distribution property of (·)↑↓
= (R
(0)
g [Xεg
i⋃
Z∈X Z
])↑↓ main distribution property of R
(0)
g
= (R
(0)
g [Xεg
i
(
⋃
Z∈X Z)
↓↑ ])↑↓ (6)
= (R
(0)
g [Xεg
i∨
X ])
↑↓ definition of
∨
in γN [P(W )]
= gRg (X
i∨
X ) definition of gRg
4 Functional D-frames
In the present section, we introduce the counterpart, in the setting of LE-logics, of Gentzen
frames [16, Section 2].
4.1 Definition and main property
Recall that D.LE and cfD.LE respectively denote the display calculus for the basic normal
L-logic and its cut-free version. Moreover we let D.LE′ and cfD.LE′ denote the extensions of
D.LE and cfD.LE with some analytic structural rules.
Definition 22. Let D ∈ {D.LE,D.LE′, cfD.LE, cfD.LE′}. A functional D-frame is a structure
FD := (W,U,N,RF ,RG), where
1. W := StrF and U := StrG ;
2. For every f ∈ F and x ∈W εf , Rf (y, x) iff Ff (x)Ny;
3. For every g ∈ G and y ∈ U εg , Rg(x, y) iff xNGg(y);
4. If
x1 ⇒ y1, . . . , xn ⇒ yn
x⇒ y
is a rule in D (including zero-ary rules), then
x1Ny1, . . . , xnNyn
xNy
holds in FD.
It is straightforward to show, by induction on the height of derivations in D, that for every
x ∈W and y ∈ U if ⊢D x⇒ y then xNy.
Remark 23. For every polarity (W,U,N), an n+1-ary relation R ⊆ U ×W
ε
is functional if
there exists an n-ary partial function f : W
ε
→ W such that R(u,w) if and only if f(w)Nu.
Likewise, an n + 1-ary relation R ⊆ W × U
ε
is functional if there exists an n-ary partial
function g : U
ε
→ U such that R(w, u) if and only if wNg(u). Hence, by definition, all
relations in RF and RG of a functional D-frame are functional.
Proposition 24. Let FD be a functional D-frame. Then FD is an L-frame.
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Proof. We need to show that the following sets are stable for every x ∈ W,y ∈ U , x ∈ W εf
and y ∈ U εg :
1. R
(0)
f [x] and R
(i)
f [y, x
i];
2. R
(0)
g [y] and R
(i)
g [x, y i].
Let us show that R
(0)
f [x] is stable.
R
(0)
f [x]
= {y : Rf (y, x)} Definition of R
(0)
f
= {y : Ff (x)Ny} Definition of Rf
= Ff (x)
↑. Definition of (·)↑
Clearly, Ff (x)
↑ is stable, which proves the claim.
Let us show that R
(i)
f [y, x
i] is stable when εf (i) = ∂.
R
(i)
f [y, x]
= {u ∈ U : Rf (y, x)} Definition of R
(i)
f
= {u ∈ U : Ff (x)Ny} Definition of Rf
= {u ∈ U : F
f♯i
(x iy)Nxi} Definition 22.4 and the display rules in D
= F
f♯i
(x iy)
↑ Definition of (·)↑
Clearly, F
f♯i
(x iy)
↑ is stable, which proves the claim. The remaining claims are proven similarly.
4.2 Technical lemmas
Let us introduce the following notation: for any order type ε on n, if Xi ⊆ W
ε(i) for all
1 ≤ i ≤ n, we let
X∂i =
{
X↑i if ε(i) = 1,
X↓i if ε(i) = ∂
and X∂ := (X∂1 , . . . ,X
∂
n). If Yi ⊆ U
ε(i) for all 1 ≤ i ≤ n, we let
Y ∂i =
{
Y ↓i if ε(i) = 1,
Y ↑i if ε(i) = ∂
and Y ∂ := (Y ∂1 , . . . , Y
∂
n ). Moreover we let N
1 := N and N∂ be the converse of N .
Lemma 25. For any f ∈ F of arity nf = n (with corresponding structural connective Ff)
and any g ∈ G of arity ng = m (with corresponding structural connective Gg):
1. If x ∈ X ⊆ W εf , then Ff (x) ∈ (R
(0)
f [X])
↓. Moreover, if each xi is a formula for
1 ≤ i ≤ n, then f(x) ∈ (R
(0)
f [X])
↓.
2. If Xi ⊆W
εf(i) and x ∈ X∂, and xi is a formula for each 1 ≤ i ≤ n, then f(x) ∈ R
(0)
f [X].
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3. If y ∈ Y ⊆ U εg , then Gg(y) ∈ (R
(0)
g [Y ])↑. Moreover, if each yi is a formula for 1 ≤ i ≤
m, then g(y) ∈ (R
(0)
g [Y ])↑.
4. If Yi ⊆ U
εf (i) and y ∈ Y ∂ , and yi ∈ Yi is a formula for each 1 ≤ i ≤ m, then
g(y) ∈ R
(0)
g [Y ].
Proof. 1. In the proof of Proposition 24, we have shown that (Ff (x))
↑ = R
(0)
f [x]. Hence,
Ff (x) ∈ (R
(0)
f [x])
↓ ⊆ (R
(0)
f [X])
↓, the inclusion due to the assumption x ∈ X, which implies
R
(0)
f [X] ⊆ R
(0)
f [x]. This proves the first part of the statement. The clause Ff (x) ∈ (R
(0)
f [X])
↓
means that Ff (x)Nz for all z ∈ R
(0)
f [X ]. Hence if each xi is a formula, by the rule (fL)
and Definition 22.4, we obtain that f(x)Nz for all z ∈ R
(0)
f [X ], which proves that f(x) ∈
(R
(0)
f [X ])
↓, as required.
2. The assumption that x ∈ X∂ implies that ziN
εf (i)xi for every 1 ≤ i ≤ n and every zi ∈
Xi. By the rule (fR) and Definition 22.4, we obtain that Ff (z)Nf(x). Therefore Rf (f(x), z)
holds for every z ∈ X , which shows that f(x) ∈ R
(0)
f [X ], as required. The proofs of items 3
and 4 are dual.
Lemma 26. For all ϕ,ψ ∈ Fm,
1. If Y1, Y2 ⊆ U , ϕ ∈ Y
↓
1 and ψ ∈ Y
↓
2 , then ϕ ∧ ψ ∈ Y
↓
1 ∩ Y
↓
2 and ϕ ∨ ψ ∈ (Y1 ∩ Y2)
↓.
2. If X1,X2 ⊆W , ϕ ∈ X
↑
1 and ψ ∈ X
↑
2 , then ϕ ∨ ψ ∈ X
↑
1 ∩X
↑
2 and ϕ ∧ ψ ∈ (X1 ∩X2)
↑.
Proof. 1. The assumptions ϕ ∈ Y ↓1 and ψ ∈ Y
↓
2 are equivalent to ϕNy1 and ψNy2 for every
y1 ∈ Y and y2 ∈ Y2. By the rule (∧L) and Definition 22.4, this implies that (ϕ ∧ ψ)Ny1 and
(ϕ ∧ ψ)Ny2 for every y1 ∈ Y1 and y2 ∈ Y2, which shows that ϕ ∧ ψ ∈ Y
↓
1 and ϕ ∧ ψ ∈ Y
↓
2 ,
i.e. ϕ ∧ ψ ∈ Y ↓1 ∩ Y
↓
2 , which proves the first part of the claim. As to the second part, the
assumptions imply that ϕNy and ψNy for every y ∈ Y1∩Y2 . By the rule (∨L) and Definition
22.4, we obtain that (ϕ∨ψ)Ny for every y ∈ Y1∩Y2, therefore ϕ∨ψ ∈ (Y1∩Y2)
↓ as required.
The proof of item 2 is dual.
Corollary 27. Let h : StrF ∪ StrG → F
+
D be the unique homomorphic extension of the assign-
ment p 7→ {p}↓. Then x ∈ h(x) for any x ∈ StrF , and y ∈ h(y)
↑ for any y ∈ StrG.
Proof. The proof proceeds by simultaneous induction on the complexity of S ∈ StrF ∪ StrG .
If S is an atomic proposition p, the statement is immediately true because of the definition
of h. If S = ϕ ∨ ψ or S = ϕ ∧ ψ, then the statement follows from Lemma 26; if S = f(ϕ)
or S = g(ϕ), then the statement follows from Lemma 25. If S ∈ StrF or S ∈ StrG , then the
statement follows from Lemma 25.1 and Lemma 25.3, respectively.
Proposition 28. For every sequent x⇒ y, if F+D |= x⇒ y then xNy in FD.
Proof. Assume contrapositively that x and y are not N -related, i.e. x 6∈ y↓. We will show
that F+D 6|= x ⇒ y. Let h : StrF ∪ StrG → F
+
D be the unique homomorphic extension of the
assignment p 7→ {p}↓. By Corollary 27, x ∈ h(x) and y ∈ h(y)↑, which, since h(y) is stable,
implies h(y) ⊆ y↓ 6∋ x. Hence, h(x) 6⊆ h(y), which implies F+D 6|= x⇒ y.
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Let Ff [X ] := {Ff (x) | xi ∈ Xi for all 1 ≤ i ≤ nf} and likewise for Gg[X ]. For every f ∈ F
and for every 1 ≤ i ≤ nf , we let
H
f♯i
=


G
f♯i
if ε(i) = 1,
F
f♯i
if ε(i) = ∂.
For every g ∈ G and for every 1 ≤ i ≤ ng, we let
Hg♭i
=
{
Fg♭i
if ε(i) = 1,
Gg♭i
if ε(i) = ∂.
Lemma 29. For any f ∈ F of arity nf = n (with corresponding structural connective Ff)
and any g ∈ G of arity ng = m (with corresponding structural connective Gg):
1. Let X,Z ⊆W εf . If X∂i ⊆ Z
∂
i for all 1 ≤ i ≤ n, then (Ff [X ])
↑ ⊆ R
(0)
f [Z].
2. Let Y , V ⊆ U εg . If Y ∂i ⊆ V
∂
i for all 1 ≤ i ≤ m, then (Gg[Y ])
↓ ⊆ R
(0)
g [V ].
Proof. 1. Let y ∈ (Ff [X ])
↑, i.e. Ff (x)Ny for all Ff (x) ∈ Ff (X). Hence, by the display
rule and Definition 22.4, this implies that x1N
εf (1)H
f♯1
(x1y) for every x1 ∈ X1, i.e. Hf♯1
(x1y) ∈
X∂1 ⊆ Z
∂
1 . Therefore, z1N
εf (1)H
f♯1
(x1y) for every z1 ∈ Z1, which implies Ff (x
1
z1)Ny for every
z1 ∈ Z1 by the display rule and Definition 22.4. Reasoning analogously, one shows that
Ff (z1, z2, x3, . . . , xn)Ny also holds for all z1 ∈ Z1 and z2 ∈ Z2 . We continue up to n and
obtain that Ff (z)Ny for all zi ∈ Zi, i.e. y ∈ R
(0)
f [Z]. The proof of item 2 is similar, and hence
omitted.
4.3 Soundness of analytic structural rules in complex algebras of functional
D-frames
In the present subsection, we show that if D is obtained by extending the basic calculus D.LE
with analytic structural rules, then these additional rules are sound in the complex algebras
of any functional D-frame (cf. Proposition 33). From this, it immediately follows that the
analytic inductive inequalities from which these rules arise are valid in these algebras. In
what follows, we will need to talk about structural rules, and their shape, as they are given
in a display calculus. Typically, structural rules such as the following
Y1 > (X1 ; X2) ⊢ Y2
(Y1 > X1) ; X2 ⊢ Y2
are such that X1,X2 and Y1, Y2 are meta-variables which range over StrF , and StrG respec-
tively, and Y1 > (X1 ; X2) and (Y1 > X1) ; X2 are meta-terms. In what follows, we will
introduce explicitly a language of meta-variables and meta-terms, which will be useful in the
remainder of this section.
Let MVar = MVarF ⊎MVarG be a denumerable set of meta-variables of sorts X1,X2, . . . ∈
MVarF and Y1, Y2, . . . ∈ MVarG . The sets MStrF and MStrG of the F- and G-metastructures
are defined by simultaneous induction as follows:
MStrF ∋ S ::= X | Ff (S)
MStrG ∋ T ::= Y | Gg(T )
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where S ∈ MStr
εf
F , and T ∈ MStr
εg
G , and for any order type ε on n, we let MStr
ε
F :=∏n
i=1MStr
ε(i)
F and MStr
ε
G :=
∏n
i=1MStr
ε(i)
G , where for all 1 ≤ i ≤ n,
MStr
ε(i)
F =
{
MStrF if ε(i) = 1
MStrG if ε(i) = ∂
MStr
ε(i)
G =
{
MStrG if ε(i) = 1,
MStrF if ε(i) = ∂.
We will identify any assignment h : MVar → F+D with its unique homomorphic extension,
and hence write both h(X) and h(Y ).
Definition 30. For any h : MVar → F+D , any S ∈ MStrF and T ∈ MStrG, define h{S} ⊆ W
and h{T} ⊆ U by simultaneous recursion as follows:
1. If S and T are variables then h{S} = h(S) and h{T} = h(T )↑;
2. h{Ff (S)} := Ff [h{S}] = {Ff (x) for some x ∈ h{S}};
3. h{Gg(T )} := Gg[h{T}] = {Gg(y) for some y ∈ h{T}},
where S ⊆ MStr
εf
F , h{S} :=
∏nf
i=1 h{S
εf (i)}, such that
Sεf (i) ∈
{
MStrF if εf (i) = 1
MStrG if εf (i) = ∂
and T ⊆ MStr
εg
G , h{T} :=
∏ng
i=1 h{T
εg(i)}, such that
T εg(i) ∈
{
MStrG if εf (i) = 1
MStrF if εf (i) = ∂.
Lemma 31. For any h : MVar→ F+D any S ∈ MStrF and T ∈ MStrG,
1. h{S} ⊆ h(S) and h{T} ⊆ h(T )↑, or equivalently h(T ) ⊆ h{T}↓.
2. h{S}↑ ⊆ h(S)↑ and h{T}↓ ⊆ h(T ).
Proof. 1. The proof proceeds by simultaneous induction on S and T . The base case is
immediate by Definition 30.1. For the induction step, let S be Ff (S) and assume that
h{Sεf (i)} ⊆ h(Sεf (i)) for every 1 ≤ i ≤ nf if εf (i) = 1, and h{S
εf (i)} ⊆ h(Sεf (i))↑ for every
1 ≤ i ≤ nf if εf (i) = ∂. That is, recalling the notation introduced in ???, h{S} ⊆ h(S)εf .
Then:
h{Ff (S)} = Ff [h{S}] Definition 30.2
⊆ (R
(0)
f [h(S)
εf ])↓ (∗)
= fRf (h(S)) Definition 20.1
= h(Ff (S)) h is a homomorphism
As to the inclusion marked with (∗), any element in Ff [h{S}] is of the form Ff (x) for some
x ∈ h{S} ⊆ h(S)εf . Hence, by Lemma 25.1, F (x) ∈ (R
(0)
f [h(S)
εf ])↓, as required. The case in
which T is of the form Gg(T ) is shown similarly using Lemma 25.3.
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2. The proof proceeds by simultaneous induction on S and T . The base case is immediate
from Definition 30.1. For the induction step, let S be Ff (S) and assume that h{S
εf (i)}↑ ⊆
h(Sεf (i))↑ for every 1 ≤ i ≤ nf if εf (i) = 1, and h{S
εf (i)}↓ ⊆ h(Sεf (i)) = h(Sεf (i))↑↓ for every
1 ≤ i ≤ nf if εf (i) = ∂. Hence,
h{Ff (S)}
↑ = Ff [h{S}]
↑ Definition 30.2
⊆ R
(0)
f [h(S)
εf ] Lemma 29.1
= (R
(0)
f [h(S)
εf ])↓↑ Lemma 18.1
= (fRf (h(S)))
↑ Definition 20.1
= (h(Ff (S)))
↑ h is a homomorphism
The case in which T is of the form Gg(T ) is shown similarly using Lemma 29.2.
Lemma 32. The following are equivalent:
1. h(S) ⊆ h(T );
2. sNt for every s ∈ h{S} and t ∈ h{T}.
Proof. 1 ⇒ 2. If h(S) ⊆ h(T ), by Lemma 31.1, h{S} ⊆ h(S) ⊆ h(T ) ⊆ h{T}↓. This means
that sNt for every s ∈ h{S} and t ∈ h{T}.
2⇒ 1. Since h(S) and h(T ) are stable sets, h(S) ⊆ h(T ) is equivalent to h(T )↑ ⊆ h(S)↑.
By Lemma 31.2, h(T )↑ ⊆ h{T}↓↑ and h{S}↑ ⊆ h(S)↑. Hence to finish the proof it is enough
to show that h{T}↓↑ ⊆ h{S}↑. By assumption 2, h{T} ⊆ h{S}↑. Hence h{T}↓↑ ⊆ h{S}↑↓↑ =
h{S}↑, as required.
Proposition 33. The rules of D are sound w.r.t. F+D .
Proof. By Proposition 24, FD is an L-frame, and hence, by Proposition 21, F
+
D is an L
∗-
algebra. Therefore, all the rules which D shares with cfD.LE are sound. Let R be an analytic
structural rule of D. Then R has the following shape:
S1 ⇒ T1 · · · Sn ⇒ Tn
S0 ⇒ T0
By Definition 22.4,
S1NT1 · · · SnNTn RN
S0NT0
holds in FD.
Let h : MVar → F+D be an assignment of metavariables, which we identify with its unique
homomorphic extension, and assume that h(S1) ⊆ h(T1), . . . , h(Sn) ⊆ h(Tn). We need to
prove that h(S0) ⊆ h(T0). By Lemma 32, this is equivalent to showing that s0Nt0 for every
s0 ∈ h{S0} and t0 ∈ h{T0}. Notice that since the rule R is analytic, each metavariable in
S0NT0 occurs at most once, and hence h{S0} = {S
′(x1, . . . , xj) | xj ∈ h(Xj) for 1 ≤ j ≤ k}
and h{T0} = {T
′(y1, . . . , ym) | yj ∈ h(yj) for 1 ≤ j ≤ m}. Hence each sequent s0Nt0 is an
instance of the conclusion of RN and induces a choice function η : MVar →
⋃
h[MVar] such
that η(X) ∈ h(X). Let {siNti | 1 ≤ i ≤ n} be the corresponding instance of the premises
of RN, in the sense that e.g. each si = Si(η(X1), . . . η(Xk)). Because the analyticity of R
prevents structural variables to occur both in antecedent and in succedent position, so does
RN. Hence, to prove our claim, it is enough to show that siNti holds in FD for each i. This
is guaranteed by the assumption h(Si) ⊆ h(Ti) and by Lemma 32, since, by Definition 30,
si ∈ h{Si} and ti ∈ h{Ti}.
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Let L′LE be the analytic LE-logic LLE corresponding to the additional rules of D. Propo-
sition 24 and the proposition above immediately imply the following
Theorem 34. Let D ∈ {D.LE,D.LE′, cfD.LE, cfD.LE′}. If FD is a functional D-frame, then
F
+
D is a complete L-algebra (and hence a complete L
∗-algebra) if D ∈ {D.LE, cfD.LE}, and is
a complete L′LE-algebra if D ∈ {D.LE
′, cfD.LE′}.
5 Semantic cut elimination for normal LE-logics
In this section we prove the semantic cut elimination for any basic normal LE-logic and its
analytic extensions.
5.1 Semantic cut elimination for basic normal LE-logics
In this subsection, we prove the following generalisation of [16, Theorem 3.2] from the full
Lambek calculus to a basic normal LE-logic of fixed but arbitrary signature L = L(F ,G)
(cf. Section 2):
Theorem 35. For every sequent x⇒ y, if ⊢D.LE x⇒ y then ⊢cfD.LE x⇒ y.
Proof. Let FcfD.LE be the functional cfD.LE-frame in which N is defined as follows: for all
x ∈W and y ∈ U ,
xNy iff ⊢cfD.LE x⇒ y. (8)
Our argument is illustrated by the following diagram:
F
+
cfD.LE |= x⇒ y xNy in FcfD.LE
⊢D.LE x⇒ y ⊢cfD.LE x⇒ y
Propositions 24 and 21 imply that F+cfD.LE is a complete L-algebra. By Proposition 10, D.LE
is sound w.r.t. the class of complete L-algebras. Hence, ⊢D.LE x ⇒ y implies that F
+
cfD.LE |=
x ⇒ y, which is the vertical arrow on the left-hand side of the diagram. By Proposition 28,
this implies that xNy in Fcf.DLE, which gives the horizontal arrow. By (8), xNy is equivalent
to ⊢cfD.LE x⇒ y, which yields the vertical bi-implication and completes the proof.
5.2 Semantic cut elimination for analytic LE-logics
In this subsection, we fix an arbitrary LE-signature L = L(F ,G) and show the semantic cut
elimination for any analytic LE-logic L′. By Proposition 14, this logic is captured by a display
calculus D.LE′ which is obtained by adding analytic structural rules (computed by running
ALBA on the additional axioms) to the basic calculus D.LE. By the general theory, D.LE′ is
sound and complete w.r.t. the class of complete L-algebras validating the additional axioms.
Let cfD.LE′ be the cut-free version of D.LE′.
Theorem 36. For every sequent x⇒ y, if ⊢D.LE′ x⇒ y then ⊢cfD.LE′ x⇒ y.
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Proof. Let FcfD.LE′ be the functional cfD.LE
′-frame (cf. Definition 22) in which N is defined
as follows: for all x ∈W and y ∈ U ,
xNy iff ⊢cfD.LE′ x⇒ y. (9)
The proof strategy is analogous to the one of the previous subsection and is illustrated by
the following diagram.
F
+
cfD.LE′ |= x⇒ y xNy in FcfD.LE′
⊢D.LE′ x⇒ y ⊢cfD.LE′ x⇒ y
The vertical equivalence on the right-hand side of the diagram holds by construction. The
horizontal implication follows from Proposition 28. The proof is complete by appealing to
Proposition 33.
6 Finite model property
We say that a display calculus has the finite model property (FMP) if every sequent x ⇒ y
that is not derivable in the calculus has a finite counter-model. In this section, we prove
the FMP for D ∈ {D.LE,D.LE′} where D.LE is the display calculus for the basic LE-logic,
and D.LE′ is one of its extensions with analytic structural rules subject to certain conditions
(see below). For any sequent x ⇒ y such that 0D x ⇒ y, our proof strategy consists in
constructing a functional D-frame F x⇒yD the complex algebra of which is finite. The basic idea
to satisfy the requirement of finiteness is provided by the following lemma (the symbol (·)c
denotes the relative complementation).
Lemma 37. Let W = (W,U,N) be a polarity. If the set {y↓ | y ∈ U} is finite, then W+ is
finite. Dually, if the set {x↑ | x ∈W} is finite, then W+ is finite.
Proof. Since {y↓ | y ∈ U} meet-generates W+, an upper bound to the size of W+ is 2|{y
↓|y∈U}|.
The remaining part of the statement is proven dually.
Definition 38. Let D be a display calculus as above. For any sequent x⇒ y, let (x⇒ y)←
be the set of sequents which is defined recursively as follows:
1. x⇒ y ∈ (x⇒ y)←;
2. if
x1 ⇒ y1, . . . , xn ⇒ yn
x0 ⇒ y0
is an instance of a rule in D, and x0 ⇒ y0 ∈ (x ⇒ y)
←, then
x1 ⇒ y1, . . . , xn ⇒ yn ∈ (x⇒ y)
←.
Definition 39. For any sequent x ⇒ y, let F x⇒yD denote the structure (W,U,N,RF ,RG)
such that W,U,RF ,RG are as in Definition 22.1-3, and N is defined as follows:
wNu iff ⊢D w ⇒ u or w ⇒ u 6∈ (x⇒ y)
←. (10)
Proposition 40. F
x⇒y
D is a functional D-frame.
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Proof. We only need to show that F x⇒yD satisfies Definition 22.4, i.e. for every rule R:
x1 ⇒ y1, . . . , xn ⇒ yn
x0 ⇒ y0
in D,
x1Ny1, . . . , xnNyn
x0Ny0
holds. Assume that x1Ny1, . . . , xnNyn. If ⊢D x1 ⇒ y1, . . . ,⊢D xn ⇒ yn, then ⊢D x0 ⇒ y0 by
applying R, hence x0Ny0 by the definition of N . Otherwise, 6⊢D xi ⇒ yi for some 1 ≤ i ≤ n,
and hence (10) and the assumption xiNyi imply that xi ⇒ yi 6∈ (x⇒ y)
←. Hence, x0 ⇒ y0 6∈
(x⇒ y)← by Definition 38.2. Therefore, we conclude again that x0Ny0.
The above proposition and Theorem 34 imply that the complex algebra of F x⇒yD is a
complete L-algebra if D is D.LE (resp. a complete LLE′-algebra if D is D.LE
′).
Proposition 41. If 6⊢D x⇒ y, then (F
x⇒y
D )
+ 6 x⇒ y.
Proof. Let h : StrF∪StrG → (F
x⇒y
D )
+ be the unique homomorphic extension of the assignment
p 7→ {p}↓. We will show that h(x) 6⊆ h(y). Assume that h(x) ⊆ h(y). By Corollary 27,
we obtain that x ∈ h(x) and h(y) ⊆ y↓. Hence x ∈ y↓, i.e. xNy, that is ⊢D x ⇒ y or
x ⇒ y /∈ (x ⇒ y)← by (10). Since x ⇒ y ∈ (x ⇒ y)← by Definition 38.2, we obtain that
⊢D x⇒ y, which contradicts 6⊢D x⇒ y, and hence h(x) 6⊆ h(y), i.e. (F
x⇒y
D )
+ 6 x⇒ y.
Thus, the algebra (F x⇒yD )
+ is a good candidate for the finite model property, provided we
can definite conditions under which it is finite.
Definition 42. Let ΦF denote the following equivalence relation on StrF : if x and x
′ are
F-structures, (x, x′) ∈ ΦF iff the following rule scheme is derivable in D:
x⇒ Y
x′ ⇒ Y
An equivalence relation ΦG on StrG can be defined analogously. In what follows, we will let
[x′]ΦF and [y
′]ΦG denote the equivalence classes induced by ΦF and ΦG respectively.
Definition 43. For every sequent x⇒ y, let
(x⇒ y)←F := {x
′ ∈ StrF | x
′ ⇒ y′ ∈ (x⇒ y)← for some y′ ∈ StrG}
(x⇒ y)←G := {y
′ ∈ StrG | x
′ ⇒ y′ ∈ (x⇒ y)← for some x′ ∈ StrF}.
In what follows, we let y↓ := {x ∈W | xNy}, where N is defined as in (10).
Proposition 44. For all y′ ∈ StrG and x
′ ∈ StrF such that (y
′↓)c 6= ∅ and (x′↑)c 6= ∅,
(y′↓)c =
⋃
{[x′′]ΦF | x
′′ ∈ A} and (x′↑)c =
⋃
{[y′′]ΦG | y
′′ ∈ B}
for some A ⊆ (x⇒ y)←F and B ⊆ (x⇒ y)
←
G .
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Proof. Let y′ ∈ StrG . If y
′ /∈ (x ⇒ y)←G then w ⇒ y
′ /∈ (x ⇒ y)← for all w ∈ StrF and
therefore, by Definition 39, y′↓ = StrF , i.e. (y
′↓)c = ∅. Therefore, we can assume without
loss of generality that y′ ∈ (x⇒ y)←G . Let (x
′, x′′) ∈ ΦF . Definition 42 implies that for every
u ∈ StrG
⊢D x
′ ⇒ u if and only if ⊢D x
′′ ⇒ u (11)
and
x′ ⇒ u ∈ (x⇒ y)← if and only if x′′ ⇒ u ∈ (x⇒ y)←. (12)
By Definition 39, (11) and (12) we obtain
x′Ny′ if and only if x′′Ny′ (13)
for every (x′, x′′) ∈ ΦF . Furthermore, by Definition 39, w✚Ny
′ implies that w⇒ y′ ∈ (x⇒ y)←
and therefore w ∈ (x ⇒ y)←F . This combined with (13) implies that there exists some
A ⊆ (x ⇒ y)←F such that (y
′↓)c =
⋃
{[x′′]ΦF | x
′′ ∈ A}. The proof for (x′↑)c is shown
dually.
Corollary 45. For every sequent x⇒ y,
1. if {[x′]ΦF | x
′ ∈ (x⇒ y)←F } is finite, then (F
x⇒y
D )
+ is finite.
2. if {[y′]ΦG | y
′ ∈ (x⇒ y)←G } is finite, then (F
x⇒y
D )
+ is finite.
Proof. By Proposition 44, for every y′ ∈ StrG , (y
′↓)c = ∅, or (y′↓)c =
⋃
{[x′′]ΦF | x
′′ ∈ A} for
some A ⊆ (x⇒ y)←F . If {[x
′]ΦF | x
′ ∈ (x⇒ y)←F } is finite, then {(y
′↓)c | y′ ∈ StrG} is finite, so
{y′↓ | y′ ∈ StrG} is finite, therefore Lemma 37 implies that (F
x⇒y
D )
+ is finite. Item 2 is shown
analogously.
Proposition 41 and Corollary 45 imply the following:
Theorem 46. If the calculus D verifies one of the assumptions of Corollary 45 then FMP
holds for D.
In what follows we will discuss sufficient conditions for the assumptions of Corollary 45 to
hold.
Proposition 47. If all rules in D applied bottom up decrease or leave unchanged the com-
plexity of sequents, then FMP holds for D.
Proof. The assumptions imply that the set (x⇒ y)← is finite and therefore the assumptions
of Corollary 45 are satisfied.
Proposition 48. 1. If Φ′F is an equivalence relation such that Φ
′
F ⊆ ΦF and moreover
{[x′]Φ′
F
| x′ ∈ (x⇒ y)←F } is finite, then the FMP holds for D.
2. If Φ′G is an equivalence relation such that Φ
′
G ⊆ ΦG and moreover {[x
′]Φ′
G
| x′ ∈ (x ⇒
y)←F } is finite, then the FMP holds for D.
Proof. 1. If Φ′F ⊆ ΦF , then every equivalence class of ΦF is the union of equivalence classes
of Φ′F . Hence, the assumption that {[x
′]Φ′
F
| x′ ∈ (x ⇒ y)←F } is finite guarantees that the
assumptions of Corollary 45 are satisfied, and hence the statement follows by Theorem 46.
The proposition above provides us with an effective strategy to prove the FMP. Indeed,
while computing ΦF or ΦG can be practically unfeasible, it is in fact enough to produce a
suitable refinement of them. We will illustrate this technique in Sections 7.4 and ??.
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7 Examples
In the present section, we will obtain cut elimination and FMP for concrete instances of
LE-logics as a consequence of Theorems 36 and 46.
7.1 Basic epistemic logic of categories
The language of the basic epistemic logic of categories [11, 10], denoted LML, is obtained by
instantiating F := {} and G = {✷} with n = n✷ = 1 and ε = ε✷ = 1.
Clearly, Theorem 36 applies to the calculus D.LE for the basic LML-logic and to any
calculus D.LE′ obtained by adding any analytic structural rule to D.LE for instance those
corresponding to the factivity and positive introspection axioms. Moreover, Proposition 47
applies to D.LE and any calculus D.LE′ obtained by adding any analytic structural rule to
D.LE such that the complexity of sequents does not increase from bottom to top. This result
covers FMP for the display calculi capturing the epistemic logic of categories with positive
introspection.
7.2 Full Lambek calculus
The language of the full Lambek calculus [17], denoted LFL, is obtained by instantiating
F := {e, ◦} with ne = 0, n◦ = 2, ε◦ = (1, 1) and G = {\, /} with n\ = n/ = 2, ε\ = (∂, 1) and
ε/ = (1, ∂).
Clearly, Theorem 36 applies to the calculus D.LE for the basic LFL-logic and to any
calculus D.LE′ obtained by adding any analytic structural rule to D.LE. This result covers
the semantic cut elimination for any display calculus for axiomatic extensions of the basic
LFL-logic with N2 (cf. Example 9) axioms (cf. [7]). Moreover, Proposition 47 applies to D.LE
and any calculus D.LE′ obtained by adding any analytic structural rule to D.LE such that
the complexity of sequents does not increase from bottom to top. This result covers FMP for
the display calculi capturing the nonassociative full Lambek calculus (cf. [5]), the full Lambek
calculus (which corresponds to D.LE plus associativity), and its axiomatic extensions with
commutativity, weakening, and simple rules that do not increase the complexity of sequents
from bottom to top (cf. [16, Theorem 3.15]).
7.3 Lambek-Grishin calculus
The language of the Lambek-Grishin calculus (cf. [28]), denoted LLG, is obtained by instan-
tiating F := {◦, /⋆, \⋆} with n◦ = n\⋆ = n/⋆ = 2, ε◦ = (1, 1), ε\⋆ = (∂, 1), ε/⋆ = (1, ∂) and
G := {⋆, /◦, \◦} with n⋆ = n/◦ = n\◦ = 2, ε⋆ = (1, 1), ε\◦ = (∂, 1), ε/◦ = (1, ∂).
One can explore the space of the axiomatic extensions of the basic LLG-logic with the
following Grishin interaction principles [22]:
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(a) (q ⋆ r) ◦ p ⊢ q ⋆ (r ◦ p) (d) (p\⋆q)\◦r ⊢ q\◦(p ⋆ r)
(b) p ⋆ (r/◦q) ⊢ (p ⋆ r)/◦q (e) (r ◦ q)/⋆p ⊢ r/⋆(p/◦q) (I)
(c) p\⋆(r ◦ q) ⊢ (p\⋆r) ◦ q (f) p ◦ (r\◦q) ⊢ (p/⋆r) ⋆ q
(a) (q\◦r) ◦ p ⊢ q\◦(r ◦ p) (d) (p ◦ q)\◦r ⊢ q\◦(p\◦r)
(b) p\◦(r/◦q) ⊢ (p\◦r)/◦q (e) (p/◦q)/◦r ⊢ p/◦(r ◦ q) (II)
(c) p ◦ (r ◦ q) ⊢ (p ◦ r) ◦ q (f) p ◦ (r\◦q) ⊢ (r/◦p)\◦q
(a) p/⋆(r ⋆ q) ⊢ (p\⋆r) ⋆ q (d) q/⋆(r ⋆ p) ⊢ (q/⋆p)/⋆r
(b) (p ⋆ r) ⋆ q ⊢ p ⋆ (r ⋆ q) (e) p\⋆(q\⋆r) ⊢ (q ⋆ p)\⋆r (III)
(c) (p\⋆r)/⋆q ⊢ p\⋆(r/⋆q) (f) (r/⋆q)\⋆p ⊢ q ⋆ (r\⋆p)
(a) (q\◦r)/⋆p ⊢ q\◦(r/⋆p) (d) (p\◦r)\⋆q ⊢ r\⋆(p ◦ q)
(b) q\◦(r ⋆ p) ⊢ (q\◦r) ⋆ p (e) (p ⋆ q)/◦r ⊢ p/◦(r/⋆q) (IV)
(c) p ◦ (r/⋆q) ⊢ (p ◦ r)/⋆q (f) p/⋆(q\⋆r) ⊢ (r/◦p)\◦q
As observed in [15, Remark 5.3], all these axioms are analytic inductive, and hence they
can all be transformed into analytic structural rules (cf. [21]). For instance:
p\⋆(q ◦ r) ≤ (p\⋆q) ◦ r  
(y1 < x1)⊙ x2 ⇒ y2
y1 < (x1 ⊙ x2)⇒ y2
 
y1 < x1 ⇒ y2 > x2
x1 ⊙ x2 ⇒ y1 ⊙ y2
where the relation between structural and logical connectives in LLG is reported in the fol-
lowing table:
Structural symbols > < ⊙
Operational symbols /⋆ /◦ \⋆ \◦ ◦ ⋆
By Theorem 36, any calculus D.LE′ obtained by adding any or more of these rules to
the calculus D.LE for the basic LLG-logic has semantic cut elimination. Moreover, in each
of these rules, the complexity of sequents does not increase from bottom to top. Hence by
Proposition 47, FMP holds for any D.LE′. This captures the decidability result of [28].
7.4 Orthologic
The language of Orthologic (cf. [20]), denoted LOrtho, is obtained by instantiating F := {¬}
with n¬ = 1, ε¬ = (∂) and G = {¬, 0} with n0 = 0, n¬ = 1, ε¬ = (∂).
Orthologic is the axiomatic extensions of the basic LOrtho-logic with the following sequents
(cf. [20, Definition 1.1]):
p ∧ ¬p ⊢ 0 0 ⊢ p p ⊢ ¬¬p ¬¬p ⊢ p.
These axioms are analytic inductive, and hence, by the procedure outlined in [21], they
can be transformed into analytic structural rules:
p ∧ ¬p ⊢ 0  
x⇒ ∗x
x⇒ I
0 ⊢ p  
x⇒ I
x⇒ y
p ⊢ ¬¬p ¬¬p ⊢ p  
∗x⇒ y
∗y ⇒ x
x⇒ ∗y
y ⇒ ∗x
x⇒ y
∗y ⇒ ∗x
∗∗x⇒ y
x⇒ y
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where the relation between structural and logical connectives in LOrtho is reported in the
following table:
Structural symbols I ∗
Operational symbols 0 ∼ ∼
Let D.LE be the calculus for the basic LOrtho-logic, and let D.LE
′ be the calculus obtained by
adding the rules above to D.LE. Theorem 36 directly applies to D.LE′. In what follows we
will show that Proposition 48 can be applied to D.LE′, by defining Φ′F (resp. Φ
′
G) as follows
Φ′F := {(x, ∗
(2n)x), (∗(2m)x, x) : n,m ∈ N and x ∈ StrF},
Φ′G := {(y, ∗
(2n)y), (∗(2m)y, y) : n,m ∈ N and y ∈ StrG}
Clearly, ΦF and ΦG are congruences. The applicability of Proposition 48 is an immediate
consequence of the following.
Lemma 49. 1. Φ′F ⊆ ΦF .
2. For every sequent x⇒ y the set {[x′]Φ′
F
| x′ ∈ (x⇒ y)←F } is finite.
Proof. 1. By m consecutive applications of the rule
∗∗x⇒ y
x⇒ y
we obtain the derivability of the following rule
∗(2m) x⇒ y
x⇒ y
Likewise, by n consecutive applications of the following sequence of rules
x⇒ y
∗y ⇒ ∗x
∗∗x⇒ y
we obtain the derivability of the following rule
x⇒ y
∗(2n) x⇒ y
2. Fix a sequent x ⇒ y. It is enough to show that if z ∈ (x ⇒ y)←F ∪ (x ⇒ y)
←
G then
(z, z′) ∈ Φ′F ∪ Φ
′
G for some structure z
′ belonging to the following finite set:
Σ := Sub(x) ∪ sub(x) ∪ Sub(y) ∪ sub(y) ∪ ∗(Sub(x) ∪ sub(x) ∪ Sub(y) ∪ sub(y)) ∪ {I, ∗I},
where Sub(s) is the set of substructures of s, sub(s) is the set of subformulas of formulas
in Sub(s) and ∗A = {∗s | s ∈ A} for any set of structures A. We proceed by induction
on the inverse proof-trees. The base case, i.e. z ∈ {x, y}, is clear. As to the inductive
step, the proof proceeds by inspection on the rules. The cases regarding applications of
introduction rules or structural rules of D.LE which reduce the complexity of sequents when
applied bottom-up are straightforward and omitted. Let w ⇒ u ∈ (x⇒ y)← and assume that
(w,w′), (u, u′) ∈ Φ′F ∪Φ
′
G for some w
′, u′ ∈ Σ. Then, the bottom-up application of one of the
following rules
∗∗ x⇒ y
x⇒ y
x⇒ ∗x
x⇒ I
x⇒ I
x⇒ y
to w ⇒ u yields ∗∗w ⇒ u, w ⇒ ∗w and w ⇒ I respectively. Hence, (∗∗w,w), (w,w′) ∈ Φ′F
and therefore (∗∗w,w′) ∈ Φ′F , (∗w, ∗w
′) ∈ Φ′G and ∗w
′ ∈ Σ, and I ∈ Σ.
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8 Conclusions and further directions
Contributions of the present paper. This paper extends the research programme in
algebraic proof theory from substructural logics to arbitrary normal LE-logics. Our original
contributions concern, on the proof-theoretic side, the use of display calculi, i.e. external cal-
culi; on the algebraic side, the use of the canonical extension construction and the constructive
canonicity of analytic inductive inequalities [14].
LE-logics as generalized modal logics. Our use of canonical extensions (see paragraph
above) reflects the fact that the results of the present paper are grounded on insights which
derive from duality theory in modal logic. To emphasize this we use terminology which is
closer to the literature in modal logic than to the literature in universal algebra. Further
research directions which build on these insights concern e.g. a Goldblatt-Thomason theorem
for LE-logics which we are currently investigating. Together, these results form a coherent
picture in which duality-theoretic results, algebraic results and proof-theoretic results are used
in synergy rather than in isolation.
MacNeille completions and complex algebras. Key to our results is the notion of
functional D-frame, obtained as the direct generalization of residuated frames in [16]. The
name emphasizes that the relation associated with the additional connectives f ∈ F and
g ∈ G are functional (cf. Remark 23). Then the construction corresponding to taking the
MacNeille completion of a residuated frame is the complex algebra construction based on the
concept lattice associated with any polarity. Further directions involve making use of this
insight towards the generalization of the characterization results in [7] to the general setting
of normal LE-logics.
More metalogical properties via algebraic proof theory. A natural prosecution of
this research programme concerns uniforms proofs of metatheoretic properties of (classes of)
LE-logics, such as finite embeddability property, disjunction property, Craig interpolation.
These results typically lie at the interface between algebra and proof theory. On the proof-
theoretic side, the present setting provides a platform for testing the potential of display
calculi in obtaining results which are typically obtained via Gentzen calculi (cf. [29, 19, 16]).
On the algebraic side, the present setting allows to extract the essentials of very elegant and
meaningful proofs obtained in the literature (cf. [3, 4, 18, 34, 24, 25, 23, 27]) for specific
signatures and make them independent of a specific language.
Projection onto distributive LE-logics. We observe that the present setting smoothly
addresses the semantic cut-elimination for distributive LE-logics, i.e. logics algebraically cap-
tured by varieties of normal lattice expansions the lattice reducts of which are distributive.
Key to this is the observation that any binary fusion-type (resp. fission-type) connective for
which the analytic structural rules weakening, exchange and contraction hold must coincide
with conjunction (resp. disjunction). However the general FMP result does not directly apply
because contraction is a prime example of a rule violating the assumption of Proposition 47.
We are currently investigating whether a more sophisticated route allows us to encompass
FMP for classes of distributive LE-logics.
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