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Abstract  
Variations in the high cycle fatigue response of laser powder bed fusion materials can be caused by 
the choice of processing and post-processing strategies. The numerous influencing factors arising 
from the process demand an effective and unified approach to fatigue property assessment. This work 
examines the use of a neuro-fuzzy-based machine learning method for predicting the high cycle 
fatigue life of laser powder bed fusion stainless steel 316L. A dataset, consisting of fatigue life data 
for samples subjected to varying processing conditions (laser power, scan speed and layer thickness), 
post-processing treatments (annealing and hot isostatic pressing) and cyclic stresses, was constructed 
for simulating a complex nonlinear input-output environment. The associated fracture mechanisms, 
including the modes of crack initiation and deformation, were characterised. Two models, by 
employing the processing/post-processing parameters and the static tensile properties respectively as 
the inputs, were developed from the training data. Despite the diverse fatigue and fracture properties, 
the models demonstrated good prediction accuracy when checked against the test data, and the 
computationally-derived fuzzy rules agree well with understanding of the fracture mechanisms. Direct 
application of the model to literature results, however, yielded a range of prediction accuracies 
because of the variability in the reported data. Retraining the model by incorporating the literature 
results into the dataset led to improved modelling performance.  
Keywords: Fatigue, fracture, neuro-fuzzy modelling, stainless steel 316L, additive manufacturing 
1. Introduction 
Recent progress in additive manufacturing (AM) has encouraged the use of the technology beyond 
rapid prototyping to direct manufacture of functional parts [1-3]. Comparing with traditional 
production techniques, AM systems are associated with added complexities because of the wide range 
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of processing variables [4]. The laser powder bed fusion (L-PBF) process, for example, is associated 
with a large number of adjustable parameters such as the laser power, scan speed, layer thickness and 
hatch strategies [5-7]. Variations in these parameters can lead to different thermal behaviours [8], 
microstructure and defect features [9]. High cycle fatigue is among the material properties that is very 
sensitive to processing because of the strong influence of microstructure and defects on crack 
initiation [10]. The significant variability in the S-N properties of L-PBF alloy as a function of 
processing, thermal treatment and surface finish had been demonstrated in a review of literature 
fatigue data by Li et al. [11]. Material discontinuities in the form of lack of fusion defects had been 
reported to cause premature crack initiations in many L-PBF alloys [12-14]. With an increase in 
defect density, the interaction among closely-spaced defects can lead to accelerated crack propagation 
and rapid rupture [15]. As defect size reduces with better process control, the effects of the 
hierarchical microstructural features, e.g. directional grains and melt pools at the macro-scale, and 
ultrafine sub-grains, porosities and inclusions at the micro-scale [16, 17], become relevant.  
As highlighted by Nicoletto [18], the complex processing environment and failure behaviour make 
fatigue property assessment of L-PBF parts inherently challenging. Implementation of mechanistic 
fatigue model has seen limited progress because of the diverse L-PBF defects that impact the material 
behaviour. For instance, defect-based constitutive models often assume negligible effects of 
microstructure or homogenous microstructure arrangement [19]. But such assumptions are not valid, 
as the steep temperature gradient during L-PBF processing is known to generate highly anisotropic 
and heterogeneous microstructures [20]. Microstructure-based models [21, 22] can be employed, but 
the characterisation of microstructural features, e.g. grain and inclusion sizes, is not easy because of 
significant part-to-part and built-to-built variabilities [23] and the influence of processing on 
microstructure formation. Traditional phenomenological models, e.g. the √area model by Murakami 
and the Kitagawa-Takahashi diagram with El Haddad formulation, had been adapted for correlating 
L-PBF defects with fatigue strength [13, 24]. However, they demonstrated limited applicability that is 
contingent on the processing and post-processing strategies or defect conditions. As existing models 
do not contain L-PBF-related factors, they cannot be directly applied for mapping the process-
property relationships. The use of separate models for treating the process-structure and structure-
property relationships [25] is associated with increased computational cost and various sources of 
model uncertainties [26].  
Data-driven approach utilising the design of experiment technique had also been studied, where the 
process and fatigue life relationship of L-PBF stainless steel 316L was examined for a two-factor 
system [27]. However, despite the small process window tested, the fatigue failure behaviour was too 
complex to be effectively modelled using first- or second-order regression equations. Moreover, 
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models constructed using these methods often have limited generalisation capability as the systematic 
experimental design prevents the adaptation of data from the literature or public domain [28].  
Machine learning techniques are effective alternatives for solving engineering problems as they are 
capable of recognising patterns in complex data [29]. Advanced data science algorithms such as the 
artificial neural network had been used for mapping the process-property relationships of various 
manufacturing processes, e.g. classification of welding defects for a three-input system [30] and 
tensile strength prediction of rolled steel plates for a six-input system [31]. The strong versatility may 
be leveraged for addressing the intricacies of L-PBF. 
In particular, the adaptive neuro-fuzzy inference system (ANFIS) could be a technique that is suited 
for fatigue modelling. By integrating fuzzy logic into the neural network [32], it handles intermediate 
conditions which characterise relative truth, in contrary to the traditional Boolean logic where the 
outcomes are limited to 0 and 1 [33, 34]. This, as evaluated by Bowman et al. [35], is appropriate for 
fatigue assessment because of the uncertainties in fatigue studies. For example, scattering of high 
cycle fatigue data can be caused by the probabilistic nature of geometric factors such as defect and 
microstructure on crack initiation [36, 37]. In cases where the input and output variables are ill-
defined, imprecise but meaningful representations of the system behaviour can be achieved using 
fuzzy logic. Besides, the ANFIS showed better error convergence for sparse data than the traditional 
neural network [38]. Such attributes are desirable for novel processes like the L-PBF, where fatigue 
data are not abundantly available and understanding of the underlying material science is still lacking. 
Successful applications of the ANFIS for fatigue modelling had been reported, such as in predicting 
the S-N properties of composite laminates [39, 40] and the fatigue threshold of a superalloy [38]. 
In this work, the ANFIS was examined for predicting the high cycle fatigue life of L-PBF stainless 
steel 316L samples, under the effects of varying processing/post-processing conditions and cyclic 
stresses. The dataset consists of 139 experimental fatigue data, part of which was used for training the 
model. Two models, using the processing/post-processing parameters and the tensile properties 
respectively as the inputs, were constructed. The model performance was evaluated by applying the 
models to the test data, as well as by cross validation with literature results.   
2. Fatigue data 
The dataset consists of 139 S-N data obtained from the authors’ prior experimental works [27, 41-43]. 
Stainless steel 316L test blocks were fabricated on an EOS M290 L-PBF machine by varying the 
processing parameters, herein laser power P [27, 41], scan speed v [27] and layer thickness t [42], 
from the standard processing condition S0, as shown in Figure 1. This resulted in parts with different 
defect characteristics, ranging from near fully dense parts with porosity fractions less than 0.1% to 
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parts with porosity fractions close to 10%. Some of the S0 samples were subjected to post-processing 
annealing or hot isostatic pressing (HIP) treatments [43], where annealing was done at two different 
holding temperatures, i.e. 982 °C and 1093 °C, for 25 minutes each, and HIP was done at 1190 °C and 
145 MPa for four hours. All samples were machined from the test blocks after fabrication, with the 
loading direction being perpendicular to the build direction (horizontal samples); this is with the 
exception of a set of samples that underwent HIP, for which the loading direction is parallel to the 
build direction (vertical samples). (Refer to the references for details of the experimental setup and 
samples dimensions.) Load-controlled fatigue tests were conducted under sinusoidal loading at a 
frequency of 5 Hz and load ratio of R = 0.1. Tensile properties were obtained by performing 
displacement-controlled tensile tests at a crosshead speed of 0.2 mm/min, using the same samples as 
the fatigue tests. In total, the variations in processing and post-processing strategies resulted in 18 sets 
of samples. The processing conditions and tensile test results, in terms of the ultimate tensile strength 
σb and elongation to failure δ, of the samples are summarised in Table 1.  
 
Figure 1 Laser powder bed fusion processing conditions used for fabricating the samples.  
Table 1 Processing conditions, tensile properties and modes of high cycle fatigue failure of the 
dataset, collected from the authors’ prior works [27, 41-43]. For tensile results, standard 
deviations are included where available. LOF stands for lack of fusion. 
Sample 
ID 
Processing/post-processing conditions Tensile properties Nature of crack 
initiation/fracture P (W) v (mm/s) t (μm) T σb (MPa) δ (%) 
1/S0 195 1083 20 As-built 723 ± 7 43 ± 2 Microstructure 
2 293 1083 20 As-built 705 37 
Microstructure/overh
eating defect 
3 254 1083 20 As-built 725 38 Microstructure 
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4 137 1083 20 As-built 728 52 
Microstructure/ 
single LOF defect 
5 98 1083 20 As-built 631 28 Multiple LOF defects 
6 195 758 20 As-built 708 ± 3 39 ± 5 Microstructure 
7 195 1408 20 As-built 710 ± 2 45 ± 2 Microstructure 
8 264 853 20 As-built 684 ± 3 30 ± 1 Microstructure  
9 126 853 20 As-built 722 ± 2 46 ± 1 Microstructure 
10 264 1313 20 As-built 712 ± 5 43 ± 2 Microstructure 
11 126 1313 20 As-built 687 ± 6 38 ± 1 Single LOF defect 
12 195 1083 40 As-built 717 ± 4 47 ± 1 Microstructure 
13 195 1083 60 As-built 692 35 Single LOF defect 
14 195 1083 80 As-built 507 17 Multiple LOF defects 
15 195 1083 20 
Annealed at 
982 °C 
673 52 Ratcheting 
16 195 1083 20 
Annealed at 
1093 °C 
665 56 Ratcheting 
17 195 1083 20 
HIPed 
(horizontal) 
626 ± 3 54 ± 1 Ratcheting 
18 195 1083 20 
HIPed 
(vertical) 
582 ± 8 67 ± 3 Ratcheting 
 
3. Neuro-fuzzy modelling 
3.1 Input variables 
The fatigue failure modes of the samples are also listed in Table 1. Depending on the processing and 
post-processing conditions, three major types of failure behaviour were observed, i.e. 1) 
microstructure-driven crack initiation, 2) defect-driven crack initiation and 3) ratcheting-dominated 
deformation. Samples exhibiting the different failure mode constitute about 55%, 21% and 24% of the 
dataset respectively. This section gives a brief description of the fracture behaviours for selecting the 
input variables of the model; refer to the references [27, 41, 43] for more in-depth discussions of the 
fracture behaviours and fractography analysis.    
Microstructure-driven crack initiation concerns the near fully dense samples and is characterised by 
inter- and trans-granular fracturing. Competitive grain growth as a result of non-equilibrium 
solidification during L-PBF processing resulted in the formation of differently-oriented grain clusters 
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[44, 45], as well as dislocation and second phase particles at the grain and sub-grain boundaries [46]. 
The attendant high local stress concentration at the grain boundaries promoted intergranular cracking 
[47, 48], as shown in Figure 2a-b for Sample 4. Closely-packed ultrafine cellular sub-grains are 
clearly visible at the crack origin, indicating intergranular de-bonding. Within this processing region, 
cracking is very sensitive to microstructural heterogeneities, where the transition from intergranular- 
to transgranular-dominated fracture occurred at higher energy inputs, as shown in Figure 2c for 
Sample 3 and Figure 2d for Sample 8. The longer time for diffusion at slower cooling rate could have 
led to preferential clustering of second phase particles at the sub-grain boundaries rather than the grain 
boundaries, leading to the transgranular fracture [41]. Further increase in the energy input resulted in 
over-heating, where the evaporation of alloying elements caused degradation of the material 
properties [49, 50], as in the case of Sample 2. The lower resistance to cracking was found to trigger 
crack initiation from small porosities on the order of 10 μm [41].  
With a reduction of the laser energy input, large irregular lack of fusion defects were formed because 
of poor layer-layer and track-track overlapping [51]. Intense stress fields at the sharp edges of the 
defects triggered defect-driven crack initiation, as shown in Figure 2e. With further reduction of the 
energy input, the defects increased both in size and number. Interaction among the closely-spaced 
defects led to enhanced stress fields, resulting in simultaneous crack initiation from multiple defects, 
as shown in Figure 2f. Samples associated with such failure modes are referred to as the porous 
samples in this work. Note that both microstructure-driven (Figure 2a) and defect-driven (Figure 2e) 
crack initiations were observed for Sample 4. As the size of the defects produced at this processing 
condition could be approaching the critical size that trigger the transition from microstructure-driven 
to defect-driven crack initiation, either failure mode could be possible depending on the 
microstructure and defect arrangements, e.g. size, orientation and location. This is an exemplification 
of the probabilistic nature of fatigue for L-PBF stainless steel 316L. 
Ratcheting-dominated failure applies to the post-processed samples. The annealing or hot isostatic 
pressing procedure degraded the strength of L-PBF stainless steel 316L via recrystallization and grain 
growth [42]. As discussed in a prior work [43], the reduced tensile strength subjected the material to 
cyclic plastic deformation in the high cycle fatigue region, where the accumulation of plastic strains 
made ratcheting the relevant failure mechanism. The amount of ratcheting strain incurred is directly 
related to the extent of tensile strength reduction, i.e. the HIP samples are associated with the severest 
plastic deformation and lowest fatigue resistance, while the lower-temperature-annealed samples 
experienced the least plastic straining and reduction in fatigue resistance. 
Figure 3 shows that samples exhibiting the different failure modes are associated with different trends 
in terms of the tensile strength and ductility properties. The near fully dense samples demonstrate the 
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optimum tensile strength, in agreement with literature results [52]; the lower strength for Sample 8, as 
mentioned, is attributed to overheating. The elongations to failure for these samples show greater 
variation, as ductility parameters are very sensitive to defects via the mechanism of strain-induced 
crack nucleation and growth [53]. The porous samples are characterised by concurrent reductions in 
strength and ductility with increasing defect fraction, consequent to the gross loss in load-bearing area 
and the increased propensity for cracking [52, 54]. For the post-processed parts, the increase in post-
processing intensity is associated with lower strength but higher ductility, in compliance with the 
strength-ductility trade-off that is typical of structural metals [55].  
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Figure 2 SEM fracture images showing crack initiation caused by (a) intergranular fracture, (b) 
enlarged view of highlighted region in (a); (c) and (d) transgranular fracture, (e) isolated lack of 
fusion defect and (f) multiple lack of fusion defects. Images are taken from the authors’ earlier 
works [27, 41].  
 
Figure 3 Ultimate tensile strength against elongation to failure of samples exhibiting different 
fatigue fracture behaviours. Data are taken from the authors’ earlier works [27, 42, 43].  
The above results indicate that the high cycle fatigue properties of L-PBF stainless steel 316L are 
related to the processing/post-processing strategies and the tensile properties. Therefore, two models, 
employing the different variables as the inputs, were implemented, i.e.  
1) ‘Process-based’ model: the processing and post-processing parameters, i.e. P, v, t and T served as 
the inputs, where T was assigned with levels 1, 2, 3 and 4 for representing the as-built, low-
temperature annealing, high-temperature annealing and HIP conditions respectively. 
2) ‘Property-based’ model: the ultimate tensile strength σb and elongation to failure δ served as the 
inputs. 
In addition, as the fatigue tests were conducted at a constant load ratio, the maximum applied cyclic 
stress σmax was used for characterising the loading condition. 
3.2 Architecture of the adaptive neuro-fuzzy inference system (ANFIS) 
A typical feedforward neural network consists of three layers: an input layer, a set of hidden layers, 
and an output layer [56]. Each of the layers contains a number of nodes, known as neurons; signals 
are transmitted from the first layer to the last layer via the series of interconnected neurons. For neuro-
fuzzy-based networks, the fuzzy inference system provides the rule base that forms the structure of 
the neural network, while the neural network algorithm manages the learning aspect by adapting 
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model parameters according to the behaviour of the data [32]. In this work, 70% of the 139 data 
points was used for training the model, 15% for validation, where parameters of the trained models 
were fine-tuned by comparing the training and validation errors, while the remaining 15% was used 
for testing the model performance. Figure 4 and Figure 5 show the architectures of the ‘process-based’ 
and ‘property-based’ ANFIS models respectively. As the ‘property-based’ model is associated with a 
simpler structure, it is used for explaining the ANFIS framework here.  
The neural network structure of an ANFIS is formulated based on a set of ‘if-then’ rules, such as ‘if x 
is A, then y is B’ [57]. The if part of the rule is known as the antecedent or premise, and the then part 
is the consequent; the variables x and y are expressed in terms of A and B, which are linguistic labels 
that characterise concepts such as very good, good, bad and very bad. The ‘property-based’ model is 
made up of four rules, with the input parameters σb, δ and σmax being partitioned into classes denoted 
by Aj, Bk, and Cl respectively. Neurons in Layer 1 are connected by arrows to neurons in Layer 2, 
forming the rules. For example, the first and second rules for the ‘property-based’ model in Figure 5 
can be expressed respectively as:  
 
    
   10 
  
Figure 4 Structure of the adaptive neuro-fuzzy inference system (ANFIS) for the ‘process-based’ 
model. 
 
Figure 5 Structure of the adaptive neuro-fuzzy inference system for the ‘property-based’ model. 
Rule 1: If σb is A1, δ is B1 and σmax is C1, then 
𝑓1 = 𝑝1𝜎𝑏 + 𝑞1𝛿 + 𝑟1𝜎𝑚𝑎𝑥 + 𝑠1         (1) 
Rule 2: If σb is A2, δ is B2 and σmax is C2, then 
𝑓2 = 𝑝2𝜎𝑏 + 𝑞2𝑒 + 𝑟2𝜎𝑚𝑎𝑥 + 𝑠2         (2) 
where fi is the linear consequent function of the ith fuzzy rule and pi, qi, ri and si are the consequent 
parameters of the rule. 
Steps of fuzzy reasoning include [32]: 1) deriving membership functions for the linguistic variables 
via fuzzification, 2) combining membership functions on the antecedent part of the rule using T-norm 
operators to produce the firing strength of each rule, 3) obtaining the consequents of the rules based 
on the firing strength, and 4) producing a crisp output by aggregating the consequents via the process 
of defuzzification. The nodal operations corresponding to each of the steps are described below: 
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Layer 1: Nodes in the first layer specify the degrees to which the given inputs belong to each of the 
linguistic labels in terms of the membership functions μ: 
𝑂𝑗
1 = 𝜇𝐴𝑗(𝜎𝑏), 𝑗 = 1, 2, 3, 4          (3) 
𝑂𝑘
1 = 𝜇𝐵𝑘(𝛿), 𝑘 = 1, 2, 3, 4          (4) 
𝑂𝑙
1 = 𝜇𝐶𝑙(𝜎𝑚𝑎𝑥), 𝑙 = 1, 2, 3, 4          (5) 
Membership functions can adopt the forms of the triangular, trapezoidal, Gaussian or bell-shaped 
functions [58]. The latter two are often used for representing fuzzy sets because of the smooth 
distribution curves [59]. In this work, the Gaussian distribution was used as it contains one parameter 
less than the bell-shaped distribution. Good modelling accuracy had been reported for ANFIS models 
that utilised this membership function for fatigue life prediction [39, 40]. For example, the 
membership function μAj for the variable σb is expressed as:   




2 ] , 𝑗 = 1, 2, 3, 4        (6) 
where αj and βj are parameters of the Gaussian distribution.  
Layer 2: Nodes in this layer perform the T-norm operation, where membership values corresponding 
to each fuzzy rule are multiplied:  
𝑂𝑖
2 =  𝜔𝑖 = 𝜇𝐴𝑗(𝜎𝑏) × 𝜇𝐵𝑘(𝛿) × 𝜇𝐶𝑙(𝜎𝑚𝑎𝑥), 𝑖 = 1, 2, 3, 4      (7) 
The output ωi is the firing strength, also known as the ‘degree of fulfilment’, of a particular rule. As 
the ANFIS model contains four fuzzy rules, i goes up to a value of four.  
Layer 3: Output of a node in this layer is equal to the product of the normalized firing strength, i.e. the 
ratio of the ith rule’s firing strength to the summation of the firing strengths of all the rules, and the 
consequent function fi of the rule:  
𝑂𝑖
3 = ?̅?𝑖𝑓𝑖           (8) 
Layer 4: This layer constitutes the summation of all incoming signals, from which the fatigue life N is 
predicted:  
𝑂1
4 = log (𝑁) = ∑ ?̅?𝑖𝑓𝑖𝑖           (9) 
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Note that the logarithmic values of N were used for modelling to avoid extreme differences in fatigue 
lives, which are within the range of 103 – 106 cycles for the dataset. The square nodes, i.e. Layer 1 and 
Layer 3, are adaptive nodes where the parameters are optimized by the adaptive neural network. For 
supervised learning, models learn by direct comparison of the predicted outputs with the actual values 
in order to minimise the error function, in this case, the root mean squared (RMS) error. Gradient 
descent-based method can be used for tuning the parameters of the ANFIS [60], but because of its 
tendency to be trapped in local minima, the hybrid learning rule, which combines the gradient method 
and least square estimation, is often preferred [61] and is used in this work. All computations and 
model developments were performed using the Neuro-Fuzzy Designer app in Matlab. 
3.3 Extraction of fuzzy rules by data clustering 
For large multivariate datasets, clustering is often performed to identify natural groupings in the data 
so as to allow a concise representation of the system behaviour. For ANFIS, clustering is used as a 
rule extraction algorithm where the cluster centres provide the basic premises of the rule base [62, 63]. 
Specifically, it partitions the input variables into classes, as demonstrated by the neurons in Layer 1 of 
the ANFIS model; neurons belonging to the same cluster centre are connected in Layer 2, leading to 
the respective rules. This technique serves to initialise the ANFIS structure, where the model 
parameters are subsequently tuned by the neural network during training to fit the data. Values of α 
for the Gaussian membership functions characterise the cluster centres after parameter tuning. 
Subtractive clustering was performed on the training datasets using the Clustering tool in Matlab. The 
algorithm carried out the following steps for extracting the cluster centres [64, 65]: 1) the point with 
the highest potential, based on calculation of the Euclidian distances with respect to all other data 
points, was chosen as the first cluster centre; 2) data points in the neighbouring regions of the first 
cluster centre, based on a predefined range of influence (ROI), were deleted and the remaining point 
with the highest potential was selected as the next cluster centre; 3) these steps were repeated until all 
data points are in the range of a cluster centre. The ROI, a scalar quantity that adopts value between [0, 
1], is a key parameter in subtractive clustering as it affects the range of the data points around a 
cluster centre that are removed: a larger ROI yields bigger and less cluster centres [65], and vice versa. 
As the ROI is directly related to the number of fuzzy rules, suitable ROI value can be determined by 
evaluating the performance of the corresponding ANFIS model. Prediction error generally decreases 
with increase in model complexity as the larger number of model parameter allows more explicit 
representation of the system behaviour [66]. However, overfitting occurs when the increase in model 
complexity does not only lead to better fitting of the trends in the data, but also the noises. This 
impinges on the model performance when applying the model to a fresh set of data, in this case, the 
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validation set. Figure 6 shows the training and validation errors as a function of the number of fuzzy 
rules, obtained by varying the ROI. For both the ‘process-based’ and ‘property-based’ models, the 
training errors decrease with the number of fuzzy rules, as expected. The validation errors, however, 
increase following the initial reductions. This is suggestive of overfitting as the model is unable to 
generalise to the unseen data despite the increase in model complexity. Therefore, to prevent 
overfitting, the numbers of fuzzy rules were selected for the conditions with the smallest validation 
errors before they start diverging. This led to nine rules for the ‘process-based’ model (ROI = 0.65) 
and four rules for the ‘property-based’ model (ROI = 0.5), as highlighted in Figure 6.  
 
Figure 6 Training and validation errors as a function of the number of fuzzy rules for the (a) 
‘process-based’ model and (b) ‘property-based’ model. Selected conditions for model 
construction are highlighted. 
4. Results and discussion 
This section examines the validity of the computationally-derived fuzzy inference system vis-à-vis the 
fracture behaviours of the samples. The accuracy of life prediction is demonstrated for the training 
and test datasets, while the generalisation capability of the models is evaluated by applying them to 
literature data.  
4.1 Fuzzy representation of the fracture modes 
For the ‘process-based’ model, the input variables P, v, t, T and σmax were partitioned into a set of 5-1-
3-3-5 Gaussian-type membership functions, which are schematically shown in Figure 7. By carefully 
examining the membership functions constituting the antecedents of the fuzzy rules, five out of the 
nine rules were found to characterise the effects of P and v at t ≈ 20 μm and T ≈ 1, two rules for the 
effects of t, with P and v at the standard processing conditions and T ≈ 1, and two rules for the effects 
of T, with P, v, and t at the standard processing conditions. This is in agreement with the distribution 
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of the input data shown in Figure 1, indicating that the rules were derived according to the different 
sample classes.  
 
Figure 7 Membership functions for the ‘process-based’ model: (a) laser power, (b) scan speed, 
(c) layer thickness, (d) post-processing intensity and (e) maximum cyclic stress.  
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Figure 8 shows the fatigue life contour plot, taken from a prior work [27], as a function of P and v for 
the as-built samples fabricated at t = 20 μm (Samples 1-11) and fatigue tested at σmax = 657 MPa. 
Values of α of the membership functions for the five rules characterising the effects of P and v are 
indicated by the black dots. They are conveniently referred to as the ‘cluster centres’ in this work, 
though it is to be noted that their values differ slightly from the initial cluster centres obtained from 
subtractive clustering due to parameter tuning by hybrid learning, as mentioned in Section 3.3. It can 
be seen that the locations of the ‘cluster centres’ correspond to some of the major fatigue life regions. 
In fact, they coincide with the processing conditions of Samples 1-5, which are samples that 
exemplify the different fracture modes of the as-built parts, as specified in Table 1. Based on this 
observation, linguistic labels such as Very Low, Low, Optimum, High and Extreme can be assigned to 
the membership functions for P (Figure 7a). Specifically, the Optimum level (P ≈ 195 W) refers to 
processing conditions that produce the optimum fatigue properties; the Low (P ≈ 137 W) and Very 
Low (P ≈ 98 W) levels pertain to crack initiation from single and multiple defects respectively, while 
the High (P ≈ 254 W) and Extreme (P ≈ 293 W) levels are associated with the transition to 
transgranular-dominated crack initiation and the generation of critical over-heating-induced defects 
respectively. Note that the use of membership functions, in contrast to the Boolean logic, for 
describing the input variables is appropriate, as the change from one fracture mode to another is not 
triggered by abrupt changes in the input settings, but by a gradual transition. 
 
Figure 8 Locations of the ‘cluster centres’ for the ‘process-based’ model on the fatigue life 
contour plot as a function of laser power and scan speed for as-built samples fabricated at layer 
thickness of 20 μm and fatigue tested at σmax = 657 MPa, adapted from a prior work [27].  
Similar analysis applies to the membership functions for layer thickness (Figure 7c), where the 
primary fatigue cracks originate from a single defect at t ≈ 60 μm (Low level), and from multiple 
defects at t ≈ 80 μm (Very Low level). They contributed to the two rules that characterise the effects of 
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t. For the post-processing variable T, membership functions were identified for the as-built, high-
temperature annealing and hot isostatic pressing conditions (Figure 7d), where the increase in post-
processing intensity correlates directly with the extent of fatigue strength degradation due to cyclic 
plastic deformation, as explained in Section 3.1. This is responsible for the two rules corresponding to 
the effects of T. Membership functions for σmax (Figure 7e) are dependent on the actual stresses 
applied for the fatigue tests and did not contribute to any additional fuzzy rules.  
A simpler ANFIS structure with 4-4-4 membership sets was obtained for the ‘property-based’ model, 
as illustrated in Figure 9. Figure 10 shows the ‘cluster centres’ in relation to the tensile properties of 
the dataset. The σb-δ pairs forming the premises of Rules 1 and 2 correspond to the tensile properties 
of the near fully dense samples, while those for Rules 3 and 4 correspond to the post-processed and 
porous samples respectively. Note that rules were generated for two different cyclic stresses for the 
near fully dense samples but not for the other sample types. This could be attributed to the larger 
percentage of input data belonging to this group (55% of the dataset). As the clustering algorithm 
defines cluster centre by calculating the potential of a data point in terms of its distance to all other 
data points, high density region with many neighbouring data, such as the near fully dense samples, 
are more likely to be chosen as the cluster centre [64].  
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Figure 9 Membership functions for the ‘property-based’ model: (a) tensile strength, (b) 
elongation to failure and (c) maximum cyclic stress.  
 
Figure 10 Locations of the ‘cluster centres’ for the ‘property-based’ model in relation to the 
tensile strength and elongation to failure of the samples.  
In summary, the above results indicate that regardless of the input variables, subtractive clustering 
effectively captured the underlying fracture mechanisms of the dataset. The assignment of fuzzy rules 
based on the cluster centres ensured mapping of the input-output relationships in accordance to the 
fracture behaviours of the samples.  
4.2 Life prediction 
Table 2 lists the RMS errors obtained from applying the models. The overall RMS errors range from 
about 11% to 16% across the datasets. In a similar study by Vassilopoulos et al. [39], where the 
ANFIS was used for predicting the high cycle fatigue life of composite laminates, the training and test 
errors were reported to be 25% and 47% respectively (for a model constructed using the same 
percentage allocation of training data as this work). The better prediction accuracy achieved in this 
work could be attributed to the simpler system behaviour of the dataset (consider that a 15-17-rule 
model was obtained by Vassilopoulos et al. for a dataset of 257 experimental data). An increase in the 
complexity of the data, e.g. one that involves a larger number of input variables and bigger processing 
region, is likely to impinge on the modelling performance. This is discussed further in the context of 
applying the model to literature data in Section 4.3.  
The RMS errors for the individual sample types expand a bigger range, from about 9% to 21%. Worth 
noting is that the porous samples are associated with the greatest errors which consistently surpass the 
overall errors, while errors for the near fully dense samples tend to be the least and are always less 
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than the overall errors. The good prediction accuracy for the near fully dense condition stems from the 
large amount of data belonging to this sample group. The more representative dataset ensured more 
effective training, as evidenced in the larger number of cluster centres/rules corresponding to the input 
space of these samples. Between the porous and post-processed conditions, which have similar data 
distributions, the worse modelling performance of the former could be caused by a few reasons. For 
the ‘process-based’ approach, fabrication of the porous samples incurred the processing variables P, v 
and t, while post-processing is a function of T only. The synergistic effects of the input variables for 
the porous samples could have resulted in greater variance, thereby the larger prediction errors. For 
the ‘property-based’ model, note that the tensile properties of some of the porous samples, i.e. 
Samples 11 and 13 (crack initiation from single defect), are very close to those of the near fully dense 
samples (e.g. Samples 2 and 6). Despite the different fatigue properties between the two types of 
samples, the similar input values will lead to similar model predictions. Figure 11 compares the error 
distributions for the samples. It can be seen that the histogram for the porous samples shows a heavy 
right tail, which is indicative of overestimations, while the opposite trend applies for the near fully 
dense samples. This is reasonable because as the model sought to minimise the sum of squared errors 
according to the least squares method, it arrived at solutions that approximate the average fatigue lives 
of the two types of samples. The resulting biased predictions, however, are not desirable, especially 
for the porous samples as they can lead to unconservative estimates of the fatigue properties.  
Table 2 Root mean squared errors obtained from applying the ‘process-based’ and ‘property-
based models. 
Model/data type 









Training data 8.84 14.82 10.80 10.86 
Test data 13.76 20.87 15.24 16.00 
‘Property-based’  
Training data 11.32 16.44 13.61  13.09 
Test data 14.55 18.58 11.93 14.66 
 
Figure 12 compares the predicted and experimental fatigue lives. The predicted results are generally 
within a factor of two of the experimental data, even for the porous samples which are associated with 
the greatest errors. Figure 13 presents the results for selected samples on S-N plots. With the 
exception of Sample 6 (Figure 13b) and Sample 13 (Figure 13d), the predicted S-N curves fit well the 
experimental data across the different failure modes. It is worth noting that the predicted result at each 
loading condition is generally within the experimental scatter band, indicating that the models are able 
to account for variations in the dataset due to fatigue scatter. For Samples 6 and 13, the biased 
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predictions from applying the ‘property-based’ model are evident, with the overestimation for Sample 
13 amounting to a factor of about 1.7 on life. Nonetheless, the results are acceptable considering the 
extent of variation in fatigue data due to scatter. 
 
Figure 11 Histograms showing the error distributions for Samples 11 and 13 and Samples 2 and 
6 for the ‘property-based’ model. 
 
Figure 12 Actual and predicted fatigue lives (load cycles) for the (a) training and (b) test data of 
the ‘process-based’ model, and for the (c) training and (d) test data of the ‘property-based’ 
model. Dotted lines represent factor of two on life. 
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Figure 13 Comparison of experimental and predicted S-N data for (a)-(b) near fully dense 
samples, (c)-(d) porous samples and (e)-(f) post-processed samples. 
In relation to the underlying working mechanism of the ANFIS, the good prediction capability, 
despite the diverse mix of fatigue properties and fracture behaviours of the dataset, can be attributed 
to the decomposition of the modelling task by the fuzzy rules [40]. For a given set of inputs, only 
rules corresponding to the specific input class are activated for life prediction. By dividing the design 
space into the sub-regions/clusters, with each being managed by the respective fuzzy rule, the 
dimensionality of the system is significantly reduced, leading to the good modelling performance. 
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4.3 Application of the model to literature data 
The generalisation capability of the ANFIS for high cycle fatigue life prediction was demonstrated 
using literature data [67-69]. Details of the sample and fatigue test conditions are listed in Table 3. 
Only the ‘property-based’ model was examined as complete input information for the ‘process-based’ 
model was not always available. Data pre-processing was done to adjust for the effects of fatigue 
loading: the Walker equation, based on a Walker parameter of 0.527 [70], was applied to the results of 
Leuders et al. [68] and Mower and Long [69] to account for the load ratio effect; a modifying factor 
of 0.85 on fatigue strength was applied to the results of Mower and Long to adjust for the bending 
load [71]. 
Table 3 Fatigue test and sample conditions (build orientation and post-processing treatment), 









σb (MPa) δ (%) 
Spierings et 
al. [67] 
Axial, R = 
0.1 
#1 Vertical as-built, machined 12 760 30 
#2 Vertical as-built, polished 14 760 30 
Leuders et 
al. [68] 
Axial, R = -
1 
#1 Vertical as-built, machined 8 600 55 
#2 Vertical, machined, heat 
treated at 650 °C 
8 618 54 





#1 Horizontal, stress relieved 11 717 28 
#2 45° inclined, stress relieved 10 680 30 
 
Results from applying the ‘property-based’ model to the literature data are shown in Figure 14. A 
range of prediction accuracies was obtained depending on the dataset. Specifically, the model 
produced reasonable results for the heat treated samples of Leuders et al., but not for the other 
samples by the same authors, especially at the lower and higher fatigue life regions. Results for 
Spierings et al. and Mower and Long were significantly overestimated, by as much as over an order of 
magnitude in the extreme cases. Mismatched material properties reported by the studies were likely to 
have contributed to the varied modelling performance. For example, the tensile strengths of 760 MPa 
and 717 MPa, reported by Spierings et al. and Mower and Long respectively, are higher than those for 
samples with equivalent ductility values used in this work. As the higher tensile strength implies 
better fatigue resistance, the fatigue lives were overestimated. For the HIP samples used by Leuders et 
al., as the tensile properties are comparable with this work, the poor predictions are suggestive of 
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dissimilar fatigue properties. Noteworthy also is the considerably worse predictions for the inclined 
samples than the horizontal samples of Mower and Long despite the similar tensile properties. This is 
a result of actual difference in the experimentally determined S-N data, which, as noted by the authors, 
could have been caused by surface defects that promoted premature failure of the inclined samples. 
 
Figure 14 Actual and predicted fatigue lives (load cycles) obtained from applying the ‘property-
based’ model to literature data. Dotted lines represent factor of two on life. 
The mismatched material properties exemplify the machine-to-machine and the associated processing 
variabilities of L-PBF parts [18, 27, 72]. This limits the transferability of models constructed based on 
a set of experimental results to parts made by other L-PBF systems and processing conditions. 
Different fatigue test setup could also have contributed to the poor prediction accuracy. To improve 
modelling performance, the system behaviour of the new experimental space needs to be taken into 
account. This can be achieved by: 1) selection of input variables that characterise the behaviour of the 
new design space; 2) incorporating the literature data into the dataset for training the model.  
A systematic approach to input parameter selection can be achieved using statistical methods. For 
example, by conducting design of experiments with 1000 design points, Bessa et al. [73] identified 
variables, including microstructure, material property and external condition, as the relevant inputs for 
toughness modelling. While the ‘process-based’ or ‘property-based’ variables demonstrated good 
correlations with the fatigue properties for the present dataset, for complex high dimensional data, a 
combination of the variables may be necessary for complete descriptions of the input-output space. 
Microstructure-based inputs, e.g. defect and grain sizes, texture, that are associated with more 
fundamental representations of the crack driving force and cyclic plastic deformation, may lead to 
improved correlation with the crack initiation properties [74]. Moreover, considering the machine-to-
machine variability, the machine model may be a key metric for describing the fatigue properties of 
L-PBF parts.   
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Expanding the database by incorporating the literature data serves to provide the needed information 
for learning, which is the basis of ‘big data’ analytics [75]. By combining the reference data with the 
data in this work, a new dataset with 205 data points was constructed. Following the same procedures 
outlined in Section 3, and including the load ratio as an additional input parameter, a 6-rule ANFIS 
model was obtained. This led to marked improvements in the prediction accuracy across the different 
sources of data, as shown in Figure 15. The overall RMS errors are larger than those for the original 
model, at 17.41% for the training data and 20.25% for the testing data, because of the increased data 
complexity. Nonetheless, the errors are acceptable considering the fatigue scatter, which is evaluated 
at a factor of two on life.  
 
Figure 15 Actual and predicted fatigue lives (load cycles) for the (a) training and (b) test data of 
ANFIS model constructed using literature data and data from this work. 
The better modelling performance can be appreciated by examining the fuzzy rules. Figure 16 shows 
the locations of the ‘cluster centres’ on the σb-δ plot. In comparison with the original ‘cluster centres’ 
in Figure 10, three new ‘cluster centres’ were extracted. The locations of the cluster centres 
correspond to the tensile properties of the literature data, indicating that the clustering algorithm 
correctly captured the oddities in the data and assigned new rules for prediction. Task decomposition 
by the rule-based approach reduced the dimensionality of the problem, such that the use of the tensile 
properties as the inputs is still valid. Worth noting also is the small amount of data needed for training 
the model (e.g. 13 data points only for Leuders et al.). The strong versatility and adaptability of the 
ANFIS suggest the possibility of extending the model to highly complex systems, e.g. one that 
involves more processing variables, machine models and material types, provided sufficient training 
data are available.  
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Figure 16 Locations of the ‘cluster centres’ for the ANFIS model constructed by incorporating 
the literature data into the dataset, in relation to the tensile strength and elongation to failure of 
the samples.  
5. Conclusions  
This study examined the adaptive neuro-fuzzy-based machine leaning technique for modelling the 
high cycle fatigue life of L-PBF stainless steel 316L. The following conclusions could be drawn from 
the results obtained: 
1) The ANFIS method successfully predicted the fatigue life of L-PBF stainless steel 316L samples 
showing a wide range of material properties and fracture behaviours, arising from the use of 
different processing/post-processing conditions, and subjected to different cyclic stress levels. The 
models effectively captured the characteristic failure modes of the dataset, which formed the rule 
base for fatigue life predictions.  
2) Both the processing/post-processing parameters and tensile properties can be used as the inputs 
for constructing the ANFIS, as demonstrated by the ‘process-based’ and ‘property-based 
approaches. For real life engineering practices, these approaches can be adopted concurrently, for 
quality assurance at the manufacturing stage and property assessment stage respectively.  
3) The transparency offered by the linguistic rules allowed better appreciation of the model, aided 
the selection of model parameters and simplified the model design and validation process. This is 
an advantage of the ANFIS over the non-fuzzy-based learning approaches. Besides, the use of 
fuzzy boundaries could have allowed better tolerance for imprecise data, such that the models 
could effectively account for the presence of scatter in the S-N data.   
4) Results from applying the model to literature data indicate that the applicability is restricted to the 
experimental space over which it is trained. The selection of representative input variables and 
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construction of a large database for training are important for improving the generalisation 
capability of the model. 
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