For development of advanced materials, characterization using a scanning transmission electron microscope (STEM) including analysis via X-ray energy-dispersive spectrometry and electron energy-loss spectrometry is essential. Recent advances in aberration-corrected instruments have offered large-scale data acquisition at a high resolution for limited acquisition times both in imaging and in analysis. Further advanced procedures are required to analyze such large-scale datasets more efficiently including quantification. In addition, more simplified tuning procedures are crucial to the best possible resolution in the latest aberrationcorrected instruments. In this review article, several approaches to perform advanced electron microscopy, which the author has been developing with his colleague, are described as 'Microscopy Hacks'. These are (i) quantification and elemental/chemical-imaging procedures, (ii) advanced statistical approaches to handle large-scale datasets and (iii) instrument characterization and tuning procedures including the latest development of an ad hoc autotuning procedure for aberration-corrected STEM imaging.
Introduction
Recent development in instrumentation and techniques in electron microscopy has brought a paradigm shift in material characterization. Especially developments in hardware, such as an aberration corrector, recording detectors and high-efficiency spectrometers, promise exciting prospects in microscopy-related research. For instance, by using one of the latest aberration-corrected scanning electron microscope (SEM) or transmission electron microscope (TEM) with the advanced spectrometers, not only direct observation of detailed atomic configurations and single-atom distributions but also atomic-resolution chemical analysis are now routinely carried out [e.g. 1,2]. In addition to the instrumentation, recent progress in software development offers acquisition of large-scale datasets with improved quality for limited acquisition times, which is obviously desirable. These superior nanocharacterization capabilities achieved recently allow researchers to grasp roles of individual elements/ atoms reflecting important properties, which leads to further improvements in materials design, device fabrication, system development, etc.
Owing to tremendous efforts in previous work, nowadays, it is relatively straightforward to perform conventional microscopy using recent commercial instruments. In contrast, advanced operations, such as atomic resolution imaging and analysis in the latest instruments still require well-trained skills. In addition to further complicated operations, appropriate handling of large-scale datasets such as image series and spectrum images is very challenging although large sizes in datasets are generally preferable and can be gathered routinely in any modern instruments. For example, a spectrum image of 32 × 32 pixels with 1024 energy channels (which is one of typical size in former instruments) actually contains 1024 spectra and 1024 images. Nowadays, the spectrum image is expanded to 1024 × 1024 pixels with 2048 channels (1 G data points!) or larger and the size exceeds 4 GB for a single spectrum image. In addition, it is now possible to gather a series of spectrum images by tiltseries acquisition in tomography experiments or by time-series acquisition in in-situ experiments. In these cases, either the tilt angle or the time becomes an additional variable and hence a single dataset contains 4-dimensional axes. The loads on individual researchers are not reduced at all but become rather heavier, i.e. the circumstances for advanced microscopy are still tough on researchers. Therefore, any approaches to make such complicated advanced microscopy operations simple and any techniques to assist sophisticated data analysis including quantification are desirable.
The term 'Microscopy Hacks' seen in the title of this article is derived from a famous term called 'life hacks', which was first created by O'Brien (2004) [e. g. 3] . Originally, this term was defined as productivity tricks that computer programmers can employ to organize large data and to create some short-cuts in information technology fields. Now, the term of 'life hacks' is widely spread to describe any kind of tricks to make our lives more efficiently [4] . This author has developed various approaches, including improved data-acquisition schemes and quantitative procedures. The author believes these methodologies assist advanced microscopy and data analysis, which are certainly life hacks in microscopy:, i.e. Microscopy Hacks! In this review article, several Microscopy Hacks, which the author has been developing with his colleague, will be introduced. This review article consists of three main topics. First, quantification and elemental/ chemical-imaging procedures will be introduced. Then, advanced statistical approaches to handle large-scale datasets will be described. Finally, several approaches to evaluate and tune instruments will be addressed, including the latest development of an ad hoc autotuning procedure for aberration-corrected scanning transmission electron microscope (STEM) imaging.
Development of quantitative analysis procedures and elemental/chemical imaging
Quantification is one of the ultimate goals in materials characterization. Traditionally, the quantitative analysis via spectrometry approaches, such as X-ray energy dispersive spectrometry (XEDS) and electron energy-loss spectrometry (EELS), has not always been performed because it requires extra steps and care not only in data acquisition but also in data analysis, which can be time consuming and tedious. In addition, there are many pitfalls in quantification, which leads to poor results, e.g. obvious deviation from nominal or expected values. In this section, the author's attempts to perform quantitative analysis are summarized, including elemental/ compositional/phase mapping. The mapping procedure is essential to characterize nano-scale features such as interfaces and precipitates/particles embedded in materials.
Quantitative analysis of a thin specimen: the ζ-factor method Any elemental analysis in S/TEM is primarily performed by the XEDS approach because of its simple operation and robust nature:, e.g. spectrum acquisition is performed by simple mouse-clicking or button-pushing and all major elements higher than Be (Z > 4) can easily be recognized. In addition, as long as a very thin specimen is analyzed, spatial resolution of analysis is significantly improved and matrix contributions such as X-ray absorption and fluorescence can be ignored. Thus, zeroth-order quantitative analysis can be performed at a high spatial resolution by simply comparing characteristic X-ray peak-heights of interest, which is one of the primary advantages of XEDS analysis of thin films in S/TEM over bulk-sample analysis in a SEM or an electron probe microanalyzer [5] . In fact, for quantitative X-ray analysis of thin specimens, the Cliff-Lorimer ratio method [6] , which is an appropriate extension of the direct intensity comparison, is widely used. The accuracy of quantification is totally dependent on the Cliff-Lorimer k-factor, which can be experimentally determined from standard specimens with known compositions or theoretically estimated from the first principle [e. g. 5] . Although the experimental k-factors are more accurate in general, k-factor determination is rather tedious and multiple k-factors are required for analysis of a multicomponent system. In addition, X-ray absorption would be one of the most serious problems for quantification, even in thin specimens. Unfortunately, in order to apply the X-ray absorption correction, prior knowledge of the specimen thickness and density is required at individual analysis points [7] , which can be a major limitation to the accurate quantitative analysis of thin specimens since accurate determination of thickness is rather problematic.
To overcome the above limitations in the Cliff-Lorimer ratio method, an improved quantitative procedure for thin specimens (the ζ-factor method) has been developed [8-10]. In a thin-film specimen, the measured characteristic X-ray intensity is proportional to the mass thickness ρt and the composition C A . Therefore, the following relationship can be established between the mass thickness and the measured X-ray intensity from element A, I A , normalized by the composition:
where ζ A is a proportionality factor to connect I A to ρt and C A , and D e is the total electron dose (number of electrons) during acquisition (therefore, beam-current measurement is essential for this approach). Since a similar relationship to Eq. (1) holds for element B, C A , C B and ρt can be expressed as follows, assuming that C A + C B = 1 in a binary system:
Therefore, C A , C B and ρt can be determined simultaneously by measuring X-ray intensities. This approach can easily be expanded to any multi-component system as long as the assumption that ΣC i = 1 is reasonable. Furthermore, the X-ray absorption correction can be directly applied without additional information, since the specimen-thickness information (required to calculate the correction terms) is simultaneously determined in this approach. An application of the ζ-factor method is summarized in Fig. 1 . X-ray maps taken from an α-Fe/Fe 3 P interface in a Fe-17 at% P alloy were quantified by the ζ-factor method [10]. Since composition (Fig. 1a) and thickness ( Fig. 1b) at individual pixels can be determined, the beam broadening b can be calculated at each position. In combination of b with information of the incident probe size, the exit surface beam size can be estimated. Therefore, both the spatial resolution and interaction volume can be determined from these values at individual pixels. The map of spatial resolution ( Fig. 1c) was determined by an approach proposed by Van Cappellen and Schmitz [11], derived from the Gaussian beam broadening model [12] . A number of atoms can also be calculated from the interaction volume (Fig. 1d) . The procedure for ζ-factor determination and more detailed mathematical treatments including error evaluations can be found elsewhere [10] .
The knowledge of local composition and thickness determined by the ζ-factor method allows to deconvolute the thickness contribution, i.e. the beam broadening, from the composition. This deconvolution of thickness contribution can be essential especially for quantification of fine features embedded in matrix or support materials. For example, in quantification of impurity segregation levels at an interface or a grain boundary, a determined impurity composition may vary, depending on the incident probe size, specimen thickness, accelerating voltage, etc. If results vary in experimental conditions, they are no longer quantitative measures (i.e. compositions are not quantitative values in this case). To obtain quantitative values, the thickness contribution must be deconvoluted, which requires accurate determination of local thickness values. Figure 2 shows a set of maps of impurity segregations in a low-alloy steel with a high-angle annular dark-field (HAADF) STEM image (a) in a vicinity of a grain boundary. Composition maps of Ni (b) and Mo (c) were determined by the ζ-factor method, together with the thickness map (d). The boundary enrichment of impurity element A, which is defined as the number of segregant atoms per unit area, can be determined as [13] :
where Γ bk is the number of solute atoms per unit area in the bulk, N bk is the number of atoms per unit volume in the surrounding bulk region, A A and A B are the atomic weights for A and B and V and A are the interaction volume and the area of the boundary inside the interaction volume, respectively. Obviously, the major requirement to determine Γ ex is knowledge of V and A, which can be determined by the ζ-factor method including the beam broadening [9] . Since the thickness contribution is deconvoluted in the form of the boundary enrichment, the composition is now transformed into the quantitative measure. This thickness deconvolution approach is also applicable to extract true precipitate/particle composition embedded in matrix/ support materials. As mentioned above, there are several advantages to the ζ-factor method over the conventional Cliff-Lorimer ratio equation, mainly due to the availability of specimen-thickness information, which (as noted) is simultaneously determined with the compositions. Between the Cliff-Lorimer k and ζ factors, the following relationship can be held [10]:
Therefore, the ζ factor is essentially equivalent to the atomic-number correction term, which is traditionally expressed as 'Z' in the ZAF matrix correction for bulk sample analysis [e.g. 14]. Furthermore, the ζ factor also provides information along with the beam direction, which is usually described as the 'z' axis. The ζ factor possesses information related to parameters conventionally expressed as Z and z, which is an official reason why z in the Greek symbol was chosen for the name of the parameter, ζ. In addition, the ζ (zeta) factor was named after Prof. Zenji Horita, who has developed absorption correction procedures: extrapolation method [15] and differential X-ray absorption method [16] (as known as K:L intensity ratio method [17] ), in honor of his contribution to quantification of thin specimens and for his kind supervision during the author's Ph.D. study.
Quantitative elemental mapping: the SmartEFTEM-spectrum imaging (SI) method
In EELS, there are two ways to acquire elemental/ compositional maps: one is the STEM-based approach that is essentially the same as X-ray mapping and the other is the energy-filtering TEM (EFTEM) approach with a static broad-beam illumination. The EFTEM approach is especially useful for the acquisition of maps over large fields of view using relatively short acquisition times and hence is more suited to lower magnifications than the STEM-based approach. In contrast, the spatial resolution of the EFTEM approach is as high as 1 nm at a 200 kV operation [e. g. 18] . In the EELS approach, quantification can also be performed by a ratio method similar to the Cliff-Lorimer method
[6]. In addition, if low energy-loss signals are acquired from the same position where core-loss signals of interest are recorded, the absolute number of atoms can be determined as [18] :
where I x (Δ, β) and I l (Δ, β) are core-loss edge and low-loss intensities, respectively, at a given energy width Δ and acceptance angle β and σ x (Δ, β) is the partial ionization cross-section of the edge. Furthermore, low-loss signals can be utilized to deconvolute multiple-scattering effects and to extract net core-loss signals for appropriate quantification. The latest DualEELS technology, which is available in the latest Gatan EELS spectrometer, was originally developed for this purpose [19] . In theory, the DualEELS acquisition can be implemented in EFTEM as well.
The major limitation of EFTEM approach is lower signal intensities in individual filtered images, which may degrade as a result of data processing procedures such as spatial drift correction and background subtraction. Therefore, in general, very intense illumination is required in order to acquire sufficient characteristic-edge signals for EFTEM elemental mapping. For radiation-sensitive materials such as polymers, beam-induced damage under such intense illumination conditions becomes a serious issue. Recently, a new acquisition scheme for EFTEM spectrum imaging (SI), called SmartEFTEM-SI, has been developed by incorporating a number of improvements to perform quantitative analysis of filtered images [20] . The improvements incorporated in the SmartEFTEM-SI approach are summarized as (i) initialization of dark-current in the CCD camera prior to acquisition, (ii) measurement of dark current prior to each filtered-image acquisition, (iii) acquisition of the core-loss image series starting from the higher energy-loss side, (iv) multiple-frame acquisition of individual filtered images, (v) acquisition of a zeroloss image between successive filtered images for superior spatial drift-correction and (vi) acquisition of a low-loss image series after acquisition of the core-loss image series for further advanced spectral processing and quantification. The acquisition procedure of SmartEFTEM-SI with the full set of options (i)-(vi) is summarized in Fig. 3 . When applying the SmartEFTEM-SI method using the full option set, four data cubes (image stacks) are stored: zeroloss, core-loss, low-loss and dark-current image series. By applying several post-acquisition processing techniques, including spatial drift-correction via the zero-loss image series, core-loss and low-loss SI datasets can be obtained, which allows quantification of filtered images seamlessly using Eq. (4).
An example of the SmartEFTEM-SI method applied to a hexagonal boron nitride (BN) specimen is shown in Fig. 4 [20] . A boron map (c) was obtained from a region of varying thickness (brightfield zero-loss image shown in (a), relative thickness (t/λ, t: the absolute thickness, λ: the plasmon mean-free-path) map shown in (b)) by SmartEFTEM-SI and power-law background subtraction. Then, using a low-loss SI-dataset, Fourier-log deconvolution was applied to the backgroundsubtracted core-loss SI. It should be mentioned that energy-loss signals may vary depending on the orientation especially in anisotoropic crystalline materials, such as the hexiagonal BN. To minimize the specimen orientation effect on signal generation, a BN flake in not-strongly-diffracted conditions was chosen for this particular application. Figure 4 (d) compares spectra in the vicinity of the boron K-edge extracted from core-loss SI-datasets before and after deconvolution, showing that the effect of plural scattering can be removed from the EFTEM-SI dataset. Furthermore, a boron density map (e) was obtained by dividing the deconvoluted signal-map by the low-loss signal. Finally, a map of the number of boron atoms (f ) was quantified by dividing the density map by the partial cross-section of the boron K-edge. The SmartEFTEM-SI method thus offers absolute quantification of elemental maps.
The acquisition of multiple frames at individual energy planes enables a reduction in the illumination intensities required for EFTEM acquisition, which can be useful for the characterization of beam-sensitive materials. Therefore, the multipleframe acquisition in the SmartEFTEM-SI approach is useful in characterizing and quantifying beamsensitive soft materials such as polymers [20] . It should be noted that the SmartEFTEM-SI approach works well both in omega-filter instruments (JEOL JEM-2200FS and Zeiss Libra 200) and in any instrument with a Gatan imaging filter operating under the DigitalMicrograph platform.
Construction of phase mapping: the rotational dark-field imaging (DFI) method As mentioned above, elemental and compositional mapping is essential for characterization of fine features such as fine secondary phases in materials Fig. 3 . Summary of acquisition procedure of the SmartEFTEM-SI method [18] . and the various spectrometry-based methods are the primary approaches for mapping. However, these spectrometry-based approaches can be restricted especially when there are least differences in composition between matrix and secondary phases. In other words, the compositional difference should be higher than the analytical sensitivity; otherwise, the secondary phases may not be distinguished from the matrix. The secondary phases may also be seen by dark-field imaging (DFI) with a selection of appropriate reflections. Conversely, selecting the reflections manually for DF imaging would not show all the distributions of fine secondary phases if the microstructure consists of multiple nano-grains.
To visualize the complete distributions of secondary phases, a rotation DF imaging (Rotation DFI) procedure has been developed, which acquires a series of DF images by tilting the incident beam to a specific Bragg angle of the secondary phase and rotating it circularly [21] . The individual DF images are recorded at certain rotation (azimuth) angles. A schematic diagram of the RotationDFI procedure is shown in Fig. 5a . Using a diffraction pattern from polycrystalline thin specimens such as Au and NiO, the tilt angle can be calibrated and the accurate beam tilt/rotation without noticeable hysteresis was confirmed as shown in Fig. 5b . This approach is essentially equivalent to a DF image acquisition under hollow-cone illumination, which has been used for grain enhancement imaging [22] , dislocation characterization [23, 24] and secondary-phase distribution mapping [25, 26] . In contrast, multiple DF image acquisition is synchronized with the beam rotation at individual azimuth angles in the present approach. Thus, any DF image can be reconstructed by integration at any rotation angle of interest in post processing as spectrum-imaging datasets are treated. Since multiple images are acquired, the total acquisition time is longer, and hence, spatial drift during acquisition would be an issue. However, the spatial drift can be corrected by bright-field (BF) image series acquired between successive DF images (a similar spatial-drift correction procedure has been employed in the SmartEFTEM-SI method via zeroloss filtered image series as mentioned above).
An example of the RotationDFI method applied to a severely deformed pure Ti is shown in Fig. 6 . In a previous study, it was found that the ω phase is transformed from α-Ti by the high-pressure torsion (HPT) method [27] . A diffraction pattern ( Fig. 6b ) obtained from a field of view (a: BF image) indicates that there is deformation-induced ω phase in the matrix. Obviously, any chemical analysis is useless since there is no composition difference between the α and the ω phases in the pure Ti. A RotationDFI series was acquired at a tilt angle of 8.8 mrad, corresponding to the ω 001 reflections at 200 kV. A DF image integrated from the RotationDFI dataset is shown in Fig. 6c and the brighter areas represent the ω phase. The RotationDFI approach reveals fine secondary-phase distributions efficiently from materials with complex microstructure even if there is limited composition difference.
Efficient management of large-scale datasets: multivariate statistical analysis (MSA)
Nowadays, it is possible to acquire large-scale datasets such as spectrum images, diffraction images, through-focal image series and tomographic image series. Since hardware and acquisition software have already been developed in 64-bit bases, over a few GB data can be obtained in a single acquisition process. This trend is desired for many years. Conversely, it would be much harder for individual researchers to analyze such large-scale datasets efficiently, which may be assisted by using advanced statistical approaches such as multivariate statistical analysis (MSA). The author has developed a software package to perform MSA as a plug-in package for Gatan DigitalMicrograph, which is widely used for data acquisition and analysis in electron microscopy [28] . In this section, the principle of the MSA procedure is briefly explained and several MSA applications are introduced, including the latest atomic-resolution XEDS and EELS mapping.
Principle of MSA
The where L (E,n) and S ((x,y),n) are called loading and score matrices, respectively. In practice, the above decomposition of a data matrix can be performed by eigenanalysis or singular-value decomposition [29, 30] . After the decomposition, each row of L contains a spectral feature uncorrelated to other row information, and each row of S represents the spatial amplitude of the corresponding loading spectrum. The superscript T of L indicates a matrix transpose. The individual product of each row of the loading and score matrices is called a component, and the number of the components n is mathematically equivalent to the rank of the data matrix D, which is equal to or less than the smaller of the numbers (x × y) and E. The dominant features of the data stored in the loading and score matrices after the decomposition are called principal components (PCs), and typically the number of the PCs is far less than the rank of the data matrix n.
The data decomposition process also provides eigenvalues of the data matrix. The relative magnitude of each eigenvalue indicates the amount of variance that the corresponding component contributes to the dataset. In other words, the number of PCs can be determined by evaluating the magnitudes of the eigenvalues. One of the most common approaches is to use the scree plot (an example for an X-ray SI dataset taken from Au-Pd nanoparticles supported in Fe 2 O 3 is shown in Fig. 7c [32] ), which is a logarithmic plot of the eigenvalues of corresponding components against the index of the components. Since the magnitude of each eigenvalue indicates the amount of variance that the corresponding component contributes to the dataset, the scree plot can be considered a histogram representing the frequency. Therefore, if the eigenvalue is high, the corresponding component should be statistically significant (i.e. the corresponding component is repeated more frequently in the dataset). Conversely, lower eigenvalues indicate that the corresponding components are not repeated in the data;, i.e. random noise. Usually such random noise components appear as a plateau in the scree plot. In the particular scree plot shown in Fig. 7c , at least the first six components can easily be distinguished from the noise components that are expressed as a straight line in the higher-index component side.
For example, the results of PCA decomposition on an XEDS SI dataset taken from the Au-Pd nanoparticles supported in Fe 2 O 3 are shown in Fig. 8 [32] . This XEDS SI dataset was acquired from the region shown in Fig. 7a with 128 × 128 pixels and 1024 energy-channels for a dwell time of 100 ms in a VG HB 603 dedicated STEM operated at 300 kV. In Fig. 8 , selected pairs of loading spectra and corresponding score images of the components in this SI (a: #1, b: #3, c: #4 and d: #5) are shown. The magnitudes of the eigenvalues for these components are indicated in Fig. 7c . The most significant component in the dataset is always the average, and hence, the loading spectrum of the #1 component (Fig. 8a) represents the average spectrum of the X-ray SI. Any component higher than #1 indicates a significant difference from the average. Therefore, the loading spectra after the #1 component contain positive and negative peaks, which are not physically meaningful but interpretable expressions. For example, the #3 loading spectrum (Fig. 8b) has positive O K and Fe Kα peaks, but a negative C K peak. The bright regions in the corresponding score image enhance this spectral feature (i.e. O K and Fe Kα peaks are increased but the C K peak is reduced from the average), and hence, this component represents the support Fe 2 O 3 . The negative C K peak (which is actually the major feature in the #2 component in this dataset) indicates amorphous carbon support film on this TEM grid. Because both the #2 and #3 components indicate support materials, which appear everywhere in this field of view, the magnitude of corresponding eigenvectors are relatively higher, i.e. these features are repeated frequently in this dataset.
The #4 loading spectrum (Fig. 8c) shows positive Na K and Cl K peaks, and the rest of main peaks are all negative. This component is rather hard to interpret since neither Na nor Cl is paid any attention. It is not expected to see these elements at all in this dataset (remember Au-Pd nanoparticles in the Fe 2 O 3 support). In addition, the brighter regions in the corresponding #4 score amplitude where the feature is enhanced do not appear in the HAADF-STEM image shown in Fig. 7a , either. Obviously, this component indicates NaCl (salt) particles, which might be formed during synthesis of this material system (both Na and Cl are actually contained in precursors for Fe 2 O 3 and metallic AuPd, respectively). In conventional data analysis, this particular information could easily be missed, since both elements are not known to exist (or at least paid any attention). However, by applying PCA, such hidden information can be automatically extracted from a large dataset, which is one of the major advantages of PCA. Therefore, PCA could be applied to analysis of larger datasets with great complexity. The #5 loading spectrum (Fig. 8d) mainly shows a positive Pd Lα peak with a positive minor Au Lα peak. Since Au is the major constituent of nanoparticles in this system, this component represents Pd distribution different from Au distribution. From the corresponding score image, there are two types of Pd distributions: for larger particles ( 40 nm) Pd distributes rather outside of particles and for finer ones (10 nm) the Pd distribution is rather homogeneous. Therefore, finer nanoparticles exhibit a homogeneous random Au-Pd alloy. In contrast, a Pd-enriched shell with an Au-enriched core is formed in larger particles (surface Pd segregation). As shown in Fig. 7b , a color overlay image with red: support, green: Au and blue: Pd, c: Au and d: Pd also displays bimodal size distribution of nanoparticles with different elemental distributions [32] .
Data reconstruction with random noise reduction
After applying PCA, dominant features (PCs) of a dataset can be distinguished from random noise components primarily with the scree plot (e.g. shown in Fig. 7c ) and secondarily with careful component evaluation (e.g. Fig. 8 ). Once the number of PCs, α, is determined, the dataset can be expressed with the limited number of PCs, instead of the total rank of the data, n: 
whereD is the reconstructed data matrix with only a selected number of PCs α (<<n). As a result of the data reconstruction, the random-noise parts can be efficiently reduced from the original SI without degrading the spatial or energy resolution.
The effect of the PCA-based noise reduction is demonstrated by comparing composition maps extracted from the original SI dataset used for PCA decomposition with composition maps from the PCA-reconstructed dataset. Figure 9a shows a set of composition maps (Ti, Fe and Al) quantified from the original X-ray SI, acquired from a Ni-base superalloy. For quantification, the ζ-factor method was used. In this material, two different sizes of γ precipitates are distributed in a γ matrix. Ti is a dominant element in the γ precipitates besides Ni and the Ti composition map (top left) displays Ti distribution well. In contrast, both Fe and Al are relatively minor constituents in this material. The composition maps of Fe and Al from the original dataset show rough distributions of both elements. Fe is distributed dominantly in the matrix and Al seems to be distributed in the γ precipitates. However, detailed distributions are not very clear especially for Al. Except for the course γ precipitate, Al distribution is hidden under the heavy random noise. Obviously, signals from minor constituents are not sufficient to reveal detailed elemental distributions.
In comparison with the composition maps from the original SI, the same set of composition maps quantified from the PCA-reconstructed SI is shown in Fig. 9b . The Ti distribution after the PCA noise reduction is identical in comparison with that extracted from the original SI dataset. This means that information is not lost in the distribution of major element after the PCA noise reduction. Conversely, the efficient removal of the noise is clearly demonstrated in Fe and Al maps. The local depletions of Fe corresponding to the γ precipitates are clearer and a precipitation-free zone can be seen around the course γ precipitate, which is not visible in the original Fe map shown in Fig. 9a . More importantly, the fine γ precipitates are now clearly revealed in the Al map even though the composition range is limited to 0-3 wt%. Now, relatively small compositional difference is clearly visible after the PCA noise-reduction while maintaining the high spatial resolution, which clearly demonstrates that weak signals can be enhanced by the PCA noise reduction.
As demonstrated in Fig. 9 , the PCA-based noise reduction is very efficacious to reveal statistically significant features, which might be hidden under heavy random noise. It should be emphasized that the PCA approach is a pure statistical method. If there are minor but real components, which are not repeated in the dataset frequently, they might not appear statistically significant components after the PCA decomposition. In this case, such minor real components would be excluded by the PCA-based noise reduction. Therefore, careful evaluation of individual components is essential to avoid introducing artifacts by excluding minor real components in noise reduction. Scientists (not software nor computer) should be responsible for the final judgment to determine the number of PCs in the dataset. Recently, the author has developed the MSA software package as a series of plug-ins [26] for Gatan DigitalMicrograph Suite, which is widely used to acquire/analyze EELS, XEDS and EFTEM SI datasets. This particular MSA plug-in package has been applied for various SI datasets acquired by EELS and XEDS [33] [34] [35] [36] [37] [38] [39] . This package is now available through HREM Research Inc. More information can be found at the company's web site [40] or the author's web site [41].
Applications to atomic-resolution spectrometric datasets
Chemical analysis at atomic-level spatial resolution with single-atom detection sensitivity is one of the ultimate goals in material characterization. Now, such atomic-level material characterization not only by imaging but also by analysis becomes routine work using the latest aberration-corrected instruments. For example, the improved performance for atomic-resolution analysis in the newly developed JEM-ARM200F is shown in Fig. 10 [42] . An HAADF-STEM image from an interface in a LaMnO 3 /SrTiO 3 multilayer thin-film is shown in Fig. 10a . The bright and slightly fainter spots appearing in this HAADF-STEM image correspond to heavy atomic columns of La or Sr and to Ti-O or Mn-O columns in the perovskite structure, respectively. EELS SI data were acquired from the same field of view with 186 × 26 pixels and 1350 channels for a dwell time of 0.1 s using a Gatan Enfina spectrometer. From the extracted elemental maps, two red-green-blue (RGB) color-overlay images were constructed as shown in Fig. 10 [42] . Elemental distributions can be obtained from much larger fields of view, which is possible only in the improved stability in the latest instruments, such as JEM-ARM200F.
The latest developments in instrumentation and software allow us to perform the atomic-resolution characterization, which requires very thin specimens. In the best case, only a few atoms exist within the limited analyzed volume. This reduction of analyzed dimensions causes significant reduction of characteristic signals especially for spectrometry. To increase the spectrometric signals, either incident probe currents and/or individual dwell time for acquisition need to be increased. Unfortunately, both approaches may induce radiation damages besides degrading spatial resolution due to larger incident probe sizes by increased currents or spatial/energy drifts by longer acquisition. There is no straightforward solution to this issue. However, weak signal enhancement can be one of the best solutions in addition to optimizing instruments and operating conditions for data acquisition. For the example shown in Fig. 10 , PCA noise reduction was applied, prior to background subtraction and edge signal integration. The PCA approach is also useful for atomic-resolution analysis.
In addition, PCA may reveal unexpected features in the atomic resolution SI dataset as well. Figure 11 shows another example of the MSA application to atomic-column EELS SI dataset taken from a [0001]-projected Si 3 N 4 specimen by an aberration-corrected JEM-2010F STEM at 200 kV [28] . The first two components extracted from the dataset by MSA are shown in Fig. 11 . Again, the average is the most frequently repeated information in the dataset (component #1) as shown in Fig. 11a . In component #2 (Fig. 11b) , the brighter regions in the score image correspond to the Si atom positions in the 6-fold ring. Surprisingly, this enhancement at Si atom positions occurs not at the Si L 2,3 edge, but after the Si L 1 edge as shown in the loading spectrum of component #2. This resolution difference in a different energy-loss region can be due to the delocalization-effect dependence on the offset energy from the ionization edge, as recently discussed by Kimoto et al. [43] . Such unique correlations of spectral features with specific spatial locations might not be identified accurately unless these correlations are well known prior to data acquisition/analysis. However, by applying MSA, these unexpected features can be automatically revealed, based on numbers that the features are repeated. After applying PCA noise reduction, two images at Si L 2,3 Si L 1 edges were extracted with background subtraction from the SI dataset (Fig. 12) . Both the Si L 2,3 and L 1 edge maps show Si atom arrangement with a 6-fold ring. However, the Si atom positions in the 6-fold ring are more clearly pronounced in the Si L 1 map, and the individual Si atomic columns can be clearly distinguished, as expected from component #2 shown in Fig. 12b .
Although atomic-resolution EELS imaging is routinely applicable in the aberration-corrected STEMs, it is still challenging to achieve such atomic resolution elemental imaging by X-ray analysis mainly because of its poorer signal collection efficiency as discussed above ( 100 times worse than EELS). Using JEM-ARM200F, GaAs was analyzed on an atomic scale by the XEDS approach [42] . Figure 13a shows an atomic-resolution ADF-STEM image of [001]-projected GaAs. In this projection, the Ga and As layers are separated, as shown schematicaly in Fig. 13b (drawn by Vesta [42] ). Since the difference in the atomic number is only two between Ga (31) and As (33) , the Z-contrast may not appear unless a very thin specimen is observed. An XEDS SI dataset was acquired from the indicated box shown in Fig. 13 (a) , and then PCA was applied. In Fig. 13c , the second component extracted from the dataset by PCA is shown. Since the loading spectrum shows positive K and L peaks of Ga and negative K and L peaks of As, the brighter regions in the score image must correspond to the Ga columns, whereas the darker regions correspond to the As columns. Thus, this particular component definitely shows the signal separation between Ga and As. Figure 14 shows a HAADF-STEM image (a) and X-ray maps of Ga Kα and As Kα lines with their color overlay image (b), X-ray maps of Ga L and As L lines with their color overlay image (c) and EELS maps of Ga L 2,3 and As L 2,3 edges with their color overlay image (d), which were also simultaneously recorded with the XEDS SI dataset. Although the signal levels are still very limited in comparison with EELS results, atomiclevel XEDS analysis is now possible through the combination of aberration-corrected STEM and PCA. If the detection efficiency of X-ray signals is improved by using the latest X-ray detector setting with a large collection-angle (such as FEI ChemiSTEM [44] and JEOL Centurio [45]), atomiccolumn X-ray mapping would be routinely applicable.
Once such atomic resolution elemental maps are obtained in the latest instruments, an obvious next step is quantification of them. Another set of atomic-resolution X-ray SI data was acquired from [100]-projected GaAs specimen using an aberrationcorrected JEM-ARM200CF equipped with a cold field-emission gun (FEG) and a high solid-angle SDD Centurio system. Then, quantification was performed by the ζ-factor method. Figure 15 shows (a) HAADF-STEM image and maps of (b) Ga Kα intensity, (c) As Kα intensity, (d) color overlay of Ga Kα (red) and As Kα (green), (e) Ga composition, (f ) As composition and (g) thickness [46] . Although atomic layers of Ga and As are separated in the maps, the compositions do not reach 0 or 100 at% in corresponding atomic layers. The average compositions of whole Ga and As maps are 50.8 and 49.2 at%, respectively, which are marginal to the nominal value (50:50). Thus, quantification itself was performed correctly. The deviation in compositions from the target values (0 or 100 at%) estimated from the structure is partially due to the beam broadening.
According to the thickness map ( Fig. 15g) , there are relatively large variations between on-column and off-column regions: 60 and 30 nm at on-and off-column regions, respectively. It is unlikely that local specimen thickness changes in this magnitude. Since the specimen thickness was determined directly by X-ray intensities of Ga Kα and As Kα, this thickness enhancement at the on-column regions indicates that abnormal X-ray emission occurs because of channeling [47] . The map was obtained in the highly symmetric zone axis, in which the incident beam propagation is influenced by the atomic arrangement, i.e. the incident electrons are channeled and dechannneled [48] . The dechanneling of the incident electrons generates X-ray signals from neighbor columns. Therefore, the decchanneling can be another reason for the deviation in compositions from the target values as well as regular beam broadening. For quantification of such atomic resolution X-ray maps, the channeling effect must be taken into account. In other words, it is the time to consider the channeling correction in quantitative X-ray analysis.
Applications to tomographic datasets
As described above, PCA is useful in analyzing individual SI datasets. Especially weak data enhancement by PCA is also useful for SI series, which are obtained by XEDS or EELS in combination with the electron tomography technique. Since electron tomography requires multiple images at different tilt angles for more accurate 3D reconstruction, it is preferable to maintain the acquisition time minimum , which is the same for spectrometry as well. Again, for spectrometry-based tomography, weak signal enhancement is essential.
STEM-XEDS tomography was applied to a pillarshaped specimen prepared from a Si device [49] . Figure 16a shows a HAADF-STEM image of the pillar specimen; a W contact plug appears as the brightest region in the center of this field of view. XEDS tomography series were acquired from 0 to 175°with a 5°step in a Hitachi HD-2300 dedicated STEM. Two As maps from the original and PCA-reconstructed XEDS SI datasets are compared in Fig. 16b and c, respectively. As is distributed mainly at the barrier-metal layer at the bottom of the W-contact plug. This As distribution is barely seen in the original map because of random noise but visible in the PCA reconstructed map. It should be noted that the intensity scale of these maps is only 0-2 count, which corresponds to an 1 wt% concentration level. A tilt series of PCAreconstructed As maps is shown at a 10°step in Fig. 16d . In this case, the specimen tilt has been applied along the z axis. The As distribution varies significantly at each tilt angle, which is hardly observed by a single X-ray SI dataset. Using the tilt series of As maps (37 maps: 0-175°range with 5°s tep), 3D As distributions were reconstructed by the simultaneous iterative reconstruction technique. Figure 17 shows a tilt series of the 3D As distribution projected along the x-axis from a direction perpendicular to both the y and the z axes, reconstructed from the As maps (note that X-ray SIs was recorded by a tilt along the z axis). The dopant distribution, which is critical to semiconductor performance, was obtained three 17 . A tilt series of the 3D-reconstructed As distribution around the bottom part of the metallization area along the x-axis projected from a direction perpendicular to the y axis to that to the z axis. The 3D-rendered As distribution was reconstructed from 37 As K maps at tilt angles between 0 and 180°with a 5°step ( partially shown in Fig. 16c) dimensionally. The doped area appears as a saddle shape at the bottom of the contact plug. The size of the As-distributed area in the x-y plane was 140 × 200 nm 2 with a distance of 50-100 nm along the z axis. To observe the complex shape and elemental distribution, spectrometry-based electron tomography is essential and PCA is helpful in revealing fine features and distribution.
Evaluation and tuning of instruments
New technologies such as aberration correction and high-speed spectrum acquisition are immediately incorporated into electron microscopes. Therefore, fantastic results with improved quality are expected when such latest instruments are used. However, detailed hardware characterization and sophisticated instrument alignments are essential prior to advanced operations to obtain the best possible results. Some of these hardware characterization and instrument alignments could be assisted or even automated if appropriate procedures and/or software packages are available. In this section, several attempts to assist these tedious (but essential) instrument characterizations and alignments, in which the author has been involved, are briefly summarized.
Characterization of XEDS-detector performance parameters: XUtils
Characterization of instruments including spectrometers should be performed at least once to find out performance limits, e.g. image and energy resolutions, and to confirm whether the instruments perform properly or not. Some of these instrument characterization have been standardized in order to compare different instruments or reference values. For XEDS in STEM, several tests have been proposed to evaluate fundamental detector performance parameters, such as energy resolution, peak-to-background ratio and detector collection angle. Some detector parameters should be measured at least once when the system is installed or significantly modified. Other parameters also need to be measured from time to time to monitor the system performance in a consistent manner. Fortunately, most of the XEDS characteristics can be measured using Egerton's NiOx test specimen [50] [51] [52] . To carry these measurements out routinely and consistently, a set of plug-ins for Gatan DigitalMicrograph named XUtils was developed by the author [53, 54] . In the XUtils plug-ins, two main functions can be used for determination of detector performance parameters as briefly described below.
One of the main functions of XUtils is NiOx, which offers determination of energy resolution, peak-to-background (P/B) ratio, inverse hole-count (IHC), Mo K/L ratio, detector collection angle and detector efficiency using a single spectrum from the NiOx test specimen. For example, Fig. 18a shows a result of Gaussian fitting to the Ni Kα peak for determination of the energy resolution. The system energy resolution defined at 5.9 keV is converted from the full-width at the half-maximum value of the Ni Kα peak as proposed by Bennett and Egerton [51] . The energy resolution of XEDS system is the major parameter can be controlled by a selection of the detector process time. In other words, the energy resolution varies depending on the process time setting, as shown in Fig. 18b . The system energy resolution should be known before performing X-ray analysis. Furthermore, the P/B ratio and IHC are useful in evaluating the AEM-XEDS interface in an AEM [55] . Both the parameters can be determined from a single NiOx spectrum. Figure 18c shows a plot of P/B ratio against IHC, measured in three different instruments operated at 100, 200 and 300 kV. Since higher values are preferable in both parameters to perform better X-ray analysis in an AEM, instruments laid at the top right corner should be superior in X-ray analysis.
In addition to the NiOx function, other useful functions are available in the XUtils plug-in. For example, the NiOxIceC function determines the accumulated ice and carbon thicknesses at the detector window from two spectra measured in different time periods from the NiOx test specimen, based on absorption difference of O Kα and Ni L lines against Ni Kα line [52] . The XUtils package is freely available from the author's web site [56] . In addition, since the NiOx test specimen is no longer available, a similar NiO test specimen (NiOxL: Lehigh version of NiOx) is now fabricated in the author's lab at Lehigh as well.
Coma free alignment for HRTEM imaging
In a modern TEM, it is very straightforward to adjust focus and astigmatism by monitoring diffractograms, which are dynamically obtained by fast Fourier transformation of images on a CCD camera. After the proper adjustment of focus and astigmatism, one of the major factors to degrade highresolution (HR) TEM imaging is the coma aberration [e. g. 57] , which is caused by deviation of the incident beam from the optic axis of the instrument. The coma (and hence the beam tilt) can be tuned by applying the voltage center alignment in some degree. Unfortunately, although the voltage-center alignment is appropriate for course tuning, this is not sensitive enough to minimize coma for HRTEM imaging in general. Therefore, several approaches to minimize the coma aberration have been proposed. One of the easiest approaches is evaluation of the coma (the beam tilt) status by the tilt-induced astigmatism (TIA) method, which can be easily observed in diffractogram series at different tilt angles (the diffractogram tableau) as originally demonstrated by Zemlin [58, 59] . It should be noted that several autotuning procedures for HRTEM imaging by the TIA method have been available [e.g. 60, 61] .
Obviously, such autotunig procedures are always useful if they are available. However, the coma-free alignment should be as straightforward as the adjustment of focus and astigmatism in a manual fashion once the TIAs (diffractograms) are directly observed (requires a CCD camera). The author has developed a plug-in package of the coma-free alignment in the Gatan DigitalMicrograph platform. Figure 19 shows a screen shot of the coma-free alignment procedure. Shown at the top are three HRTEM images taken at negative (left), zero (center) and positive (right) beam tilts for one of the beam-tilt deflector axes (typically there are two beam-tilt deflectors in a current TEM). The corresponding diffractograms are shown at the bottom in Fig. 19 . The diffractograms at both negative and positive beam-tilt conditions are rather elliptical, which actually represents the TIA. In this case, not only the radius but also the major-radius direction of the diffractograms at opposite tilts are different. These asymmetric diffractograms indicate that there is the coma-aberration: one angular component of the coma along this deflector axis appears as the different radius in the diffractograms and the difference in the ellipse direction indicates that other tilt component is also deviated. The set of Fig. 18. (a) an example of energy resolution determination using the Ni Ka peak from the NiOx test specimen, (b) system energy resolution determined from the NiOx test specimen and (c) plots of the P/B ratio against IHC, measured from three different instruments operated at 100, 200 and 300 keV [49, 50] .
three images are updated continuously until force stopped by a user. The coma in this tilt deflector axis can be corrected to make the diffractogram sizes at negative and positive tilts identical. After the coma-free alignment in this tilt deflector direction, the coma component in the other tilt deflector direction is also corrected in the same manner.
In Fig. 20 , three HRTEM images of Au nanoparticles on amorphous carbon film are compared. These images were taken (a) with no tilt alignment, (b) after the voltage center alignment and (c) after the coma-free alignment through the author's plug-in package. By comparison of the corresponding diffractograms, information limit is significantly expanded after the coma-free alignment. Furthermore, fringes around Au nanoparticles (which are usually explained as the delocalization effect) are significantly reduced in the HRTEM image after the comafree alignment. The residual coma aberration, which cannot be corrected by the conventional voltage center alignment, degrades HRTEM images. Obviously, the coma-free alignment is essential for more accurate HRTEM imaging. The author's comafree alignment package is also freely available at the author's web site [62] .
Ad hoc aberration autotuning for aberration-corrected STEM: Segmented Image Autocorrelation function Matrix (SIAM) method
As described above, the recently developed aberration-corrected STEM technology has brought significant improvement both in imaging and analysis at atomic scale. Prior to operation of an instrument to achieve the best possible resolution, an aberration corrector must be tuned appropriately. The autotuning systems with aberration measurements have been established and utilized routinely via a standard amorphous-film specimen with nano metallic particles [63] or a Ronchigram from an amorphous film [e.g. 64, 65] . However, for observation of atomic-resolution images in actual crystalline specimens, adjustment of the first-order aberrations (defocus and 2-fold astigmatism) is generally required in manual-fashion. In comparison with HRTEM imaging, the adjustment of the first-order aberration has not been automated in atomic-resolution STEM imaging. Any small drift of the first-order aberrations caused by minor instability of the instrument and corrector significantly changes the system aberration especially in aberration-corrected instruments. In addition, precision in the first-order aberration tuning achieved by an experienced operator is still superior to that through the software packages currently available for aberration tuning. If aberrations are measurable directly and accurately from actual atomic-resolution STEM images of a real crystalline specimen instead of the standard specimens with amorphous, ad hoc aberration autotuning could be applied instantaneously before the recording of the final images. Thus, an ad hoc aberration measurement method using high-resolution HAADF-STEM images has been developed, which is called the Segmented Image Autocorrelation function Matrix (SIAM) method [66, 67] . In this approach, a series of autocorrelation functions from segmented areas of high-resolution STEM images of a crystalline specimen is utilized to calculate and tune the aberrations of the defocus and 2-fold astigmatism. Figure 21b shows an autocorrelation function pattern from the selected box in an HAADF-STEM image of [100]-projected SrTiO 3 (Fig. 21a) . A HAADF-STEM image can be assumed to be a convolution of a probe-shaped function with a 2D intensity distribution of highly scattered electrons, which reveals atomic (or atomic column) arrangement of a specimen. If it can be assumed that the intensity map of each atomic column is isotropic, therefore, the autocorrelation function from a HAADF-STEM image is supposed to be a probeshaped function with residual aberrations. An elongated ellipse in the auto-correlation function pattern shown in Fig. 21b indicates that the probe function in the STEM image contains a 2-fold astigmatism. A small segmented area in the STEM image is processed by the autocorrelation function to reduce the periodicity from crystalline lattice. Then, the values of defocus and 2-fold astigmatism are measured from the central peak in the autocorrelation pattern by fitting to ellipse shape (Fig. 21b) . A pair of STEM images recorded at negative and positive defocus positions are required to determine the absolute values of these aberrations. Several autocorrelation patterns from the segmented areas in individual images are used to calculate the aberration values to reduce errors that have arisen mainly because of noises in images (Fig. 21c) . Appropriate shift values of the focus and stigmators are fed into the instrument automatically through a script in the Gatan DigitalMicrograph or the JEOL operating software platform to compensate measured aberrations [67] . Figure 22 shows a screen shot after the SIAM autotuning process under the Gatan DigitalMicrograph platform [68] . An original image from a [100]-projected SrTiO 3 (Fig. 22a) is assigned as a reference image for the SIAM autotuning process. The SIAM process can be controlled via the dialog (Fig. 22c) by changing various parameters such as a number of focal-series images with a defocus step, a number of segmented areas for autocorrection calculation and a number of iteration of a single SIAM step. At each SIAM step, the defocus and 2-fold astigmatism are measured from the focal-series images (6 images in this example: Fig. 22f ) , and then appropriate shift values of the objective lens excitation and stigmators to compensate for the measured aberrations are fed into the instrument automatically. The progress in correction of the defocus and 2-fold astigmatism is also displayed during the SIAM correction. Fig. 22d and e shows measured defocus and 2-fold astigmatism coefficient values in nm, plotted against each SIAM step. The defocus and 2-fold astigmatism coefficient values were 15 and 5 nm before applying the SIAM method. However, after each SIAM step, these values were monotonically reduced and became below 1 nm after 5 SIAM iteration steps. The final image after the SIAM autotuning is shown in Fig. 22b . By comparison of the final image with the original, it can be seen that the first-order aberrations were properly tuned without any operator's assistance.
The SIAM method is also applicable to measurements of other higher-order aberrations, such as axial coma introduced by tilt of the incident beam from the optical axis and 3-fold astigmatism. The ad hoc correction of the second-order axial coma is more beneficial even for experienced operators as 
well since it is more difficult to notice deviation of the coma on the crystalline specimen. The SIAM autotuning procedure would assist users at any level to obtain an atomic-resolution image in aberration-corrected STEM.
Summary
In this review article, several approaches to support advanced electron microscopy developed by this author are summarized as 'Microscopy Hacks'. Elemental imaging including quantified composition mapping through spectrometry and phase mapping based on electron diffraction are more desirable for nanocharacterization. Such large datasets for elemental/phase mapping obtained by spectrum imaging or diffraction imaging can be analyzed more efficiently by MSA. Hidden or unexpected features in datasets can be extracted automatically, which happens more frequently in atomic-column EELS/ XEDS datasets gathered in an aberration-corrected STEM, and random noise that always degrades results can be reduced more systematically. Characterization of instruments is important to figure out the limits of applications. Computerassisted instrument tuning procedures also support users to obtain the best possible resolutions and results from advanced instruments, as well. It should be noted that some of these methods have been commercialized or available freely and others are still under development. This author hopes these approaches described in this review article would lead to further progress in electron microscopy fields.
It should be mentioned that more detailed descriptions and the latest status of the approaches introduced in this review article can be found at the author's Microscopy Hacks! web site (URL: http:// www.lehigh.edu/~maw3/msh/mshtop.html.). Some software packages can also be downloaded for free of charge.
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