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Abstract
A common task for scientists is to collect data and apply algorithms to process the data.
Scientists who aim to use data collected or processed by other scientists must be able
to determine the applicability of the data. Supporting a scientist’s capability to identify
and reason about data can be achieved by associating the data with metadata about the
conditions under which the data was collected and how it was processed, i.e., its provenance.
This dissertation presents the Workflow-Driven Ontology (WDO) framework for representing formal knowledge about data with respect to how it is collected and transformed.
Formally represented knowledge supports computing tasks that require reasoning capabilities, allowing scientists to use computers to support decisions about the appropriateness
of data for use. The approach uses abstraction to capture the scientist’s perspective of relevant components associated with collecting and transforming data, postponing technical
nuances to a later stage. The contribution of the WDO framework is that it supports the
creation of scientist-driven data process documentation by the combination of the following
features: the capability to create ontological representations of end-to-end processes; the
capability to create knowledge bases about data provenance, and; the capability to link
documentation to actual data process resources.
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Chapter 1
Introduction
Science and engineering are increasingly digital and data-intensive, requiring novel approaches to manage data diversity, size, and complexity [59]. Technology is needed to
support efforts of people collecting, transforming, and using data. The efforts of scientists
and engineers when interacting with data throughout the data life cycle can be classified
in two roles: data producers and data users. Data producers are responsible (or at least
involved) in the collection and transformation of data to create data products. Data users
are interested in using data products that may or may not have been created by them. A
challenge to create and use scientist-driven data process documentation is to highlight relevant aspects of data collection and transformation while hiding technical nuances [27]. The
work aims to define a framework that uses abstraction to document the relevant aspects of
data collection and transformation needed to support assessment of data for reuse.
The research builds on formal knowledge representation technologies for the Web [8],
including the Web Ontology Language (OWL) [34] for knowledge representation and the
Resource Description Framework (RDF) [47] for representing information about resources.
Formally represented knowledge can support computing tasks that require reasoning capabilities [32], allowing data users to employ computers to support decisions about the
appropriateness of data products, especially for scenarios where data is being re-purposed
or reused beyond contexts from which data was collected.
The contribution of the work is a framework to create scientist-driven data process
documentation by the combination of the following features:
• The capability to create ontological representations of end-to-end processes;
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• the capability to create knowledge bases about data provenance, and;
• the capability to link documentation to actual data process resources.

1.1

Motivation

Science and engineering projects often require access to data that scale beyond geographic
boundaries, organization life spans, and discipline-specific boundaries. For example, Minsker
and Coopersmith [49] and Peters et al. [57] describe two interdisciplinary projects that use
data from diverse sources. Minsker and Coopersmith use data from multiple disciplines,
including weather data, hydrology data, and local remote sensing data to inform decision
makers from the city of Chicago about the performance of their sewage system during rain
season and its implications to potable water supply. Peters et al. use historical data about
desertification trends, climate data, and plant species data to conduct comprehensive environmental sciences studies about the impact of climate change in the regional ecosystem
of Jornada.
Because scientists and engineers are using data from diverse sources, they also need to
assess whether data sources are applicable to their projects. The amount of sources of data
is increasing. It is expected that as technology for collecting and transforming data becomes
cheaper and ubiquitous, more scientists and engineers will have access to infrastructure
to collect valuable data. For example, the term “citizen science” has emerged to describe
scientific projects that depend on technology and human volunteers with no formal training
to collect data and conduct analysis [21, 3, 43].
Zimmerman analyzes the process of using data for different purposes than those originally intended when collecting and transforming data [73]. Zimmerman defines this as
secondary use of data. Secondary use of data is a complex process that requires investment
from both data producers and data users. From data producers, it is required to organize
and document data, or otherwise educate others on how to use data in order to share data
with others. The data sharing process can range from informal one-to-one interactions
2

among a data producer and a data user, to more formal data dissemination mechanisms.
Data users must be able to assess data and how it was processed to decide whether it can
be used for their applications. Depending on the level of interaction with data producers,
data users rely on their disciplinary background training to identify relevant sources and
assess data.
Given that it is not always possible to determine a priori secondary uses of a data
product, an assumption of this work is that a best practice in documenting data is to do
so from the perspective of data producers, i.e., documenting data with terminology that
is relevant to the disciplinary background of data producers and in accordance to their
understanding of the processes used to collect and transform data. Documenting data as a
data producer reduces time investment for sharing data. While documenting data to target
specific communities of data users may still be required, the investment of doing so could
be passed to intermediary third parties, e.g., data managers [73]. For the case where data
producers and data users share a common disciplinary background, the investment of data
users to understand and assess data should be also reduced. For the case where data is
being used across interdisciplinary domains, an understanding of the nature of the data,
the purpose of its collection, and its function in the community who created it should still
be necessary [10].
Documentation about data collection and transformation also provides benefits for organizing data. For example, data processes can be leveraged to create data provenance
records [67], creating a logical representation of data that is consistent with its documentation. Furthermore, by linking documentation to the actual data, data documentation
provides an indexing mechanism to support data discovery [23, 11].

1.2

Scope

In documenting data, one approach is to use metadata to define the context under which
data is interpreted. For example, metadata can include time and place information for
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a seismic dataset. Other approaches can go beyond or complement the use of metadata.
For example, a written document can describe the instrumentation and procedures used to
collect a seismic dataset. In this work, documenting data is focused on using structured
metadata. Given the approach of this work to use formal knowledge representation technologies, metadata needs to be structured in order to facilitate the creation of knowledgebased systems around the metadata to support data users. What is more, while metadata
can be used to document data from different perspectives, the scope of this work is on
documenting data from the perspective of processes used to collect and transform it.
Workflow management systems and provenance languages are two technologies explored
in this work to document data. Workflows management systems are used in science and
engineering projects to document planned processes and carry them out to create data
products [44, 23, 19, 56, 69]. Such systems provide a graphical interface by which an end
user creates a graphical diagram that is representative of the steps and ordering in which
those steps are be carried out to transform data into products. The intention of workflow
management systems is not only to produce automated specifications of data processes, but
also to create repositories of reusable data process specifications that can be re-executed
to repeat experiments or to create new products from new data [30].
Data provenance languages are used to document how, what, when, and who was involved in creating data products. The provenance research community offers various alternatives for provenance languages that are platform agnostic [48, 52], and efforts are
underway to establish a standard provenance language for the Web [53]. Data provenance
languages are used to complement workflow management systems in documenting data
created with planned processes [15, 2, 65, 11, 40].
The research questions and activities that guide the development of this work are as
follow:
1. What aspects of data collection and transformation are relevant to data producers
and users?

4

(a) Conduct literature review of workflow and provenance technology used to document and carry out processes of data collection and transformation.
(b) Identify data process attributes that are relevant for data producers and users.
2. What framework can support abstraction to represent relevant aspects of data collection and transformation?
(a) Investigate abstract concepts and notations that can communicate relevant data
process attributes between data producers and users.
(b) Define a knowledge representation metamodel to formalize the framework.
3. How well does the framework meet the needs of data producers and data users to
document and assess data?
(a) Conduct a case study to analyze usefulness for producers and users of data.
(b) Conduct a comparative analysis to related tools.
(c) Evaluate the framework with respect to its support for scientist tasks in documenting and assessing data for use.
The long term goal of this work is a set of tools that use semantic technologies to
support reasoning for data discovery, integration, and reuse. The rest of this dissertation is
organized as follows: Chapter 2 presents background on formal knowledge representation
and provenance languages. Chapter 3 defines the approach of the research and presents
a conceptual framework. Chapter 4 presents a metamodel to document collection of data
and its transformation into data products. Chapter 5 presents evaluation of the framework.
Chapter 6 presents related work. Finally, Chapter 7 presents concluding remarks.
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Chapter 2
Background
This chapter presents background work. It includes the topics of formal knowledge representation and data provenance languages. Formal knowledge representation is the approach
used in this work to document data with structured metadata in a way that is usable by
computer systems. Data provenance languages is the technology used in this work to
document how, what, and who was involved in the creation of data products.

2.1

Formal Knowledge Representation

Knowledge representation refers to the use of a symbolic encoding to represent the cognitive notion of knowledge. In general, knowledge representation is used to communicate
knowledge; for example, knowledge can be communicated through some medium such as
a spoken language. Knowledge can be represented in many ways; formal knowledge representation narrows the scope to the use of schemes that are sufficiently precise to be used
by a computer program [9].
A suitable scheme of formal knowledge representation requires multiple considerations
[17]. For example, some authors emphasize the kind of knowledge to be represented [9]
in determining an adequate knowledge representation scheme. Some kinds of knowledge
commonly identified in the literature include assertive, descriptive, common sense, beliefs,
and procedural knowledge [9]. The kind of knowledge that is relevant to this work can be
classified as assertive and descriptive. It is assertive in the sense that we are interested in
representing knowledge that states the provenance of data, i.e., what, when, how and who
was involved in the collection and transformation of data. It is descriptive in the sense that

6

we are interested in representing knowledge about how data is collected and transformed,
i.e., the set of actions or tasks to be performed in a particular order to create data products.
Notice that the kind of knowledge we are interested in here is not procedural, since we are
not interested in defining how a particular task is to be carried out.
Classical schemes of formal knowledge representation commonly identified in the literature include predicate logic, horn clause logic, functional, semantic networks, frames,
inheritance, procedural, and neural networks [9]. The scheme of knowledge representation
chosen for this work is description logics. Description logics refers to a family of formal
knowledge representation languages that provide logical formalism for ontologies and the
Semantic Web, among other applications [5]. Description logics has its origins in various knowledge representation schemes, including first-order logic, semantic networks, and
frames. The description logics research community focused on providing a modular knowledge representation scheme that can be customized to balance between expressiveness and
efficiency of algorithmic reasoning. Customizing the knowledge representation scheme to
achieve an adequate balance stems from the ideas that 1) efficiency of reasoning over knowledge structures can be assessed with computational complexity theory and 2) that using
different combinations of constructs in the knowledge representation can lead to different
computational properties [12].
The next section describes the formalism behind description logics, including the constructs chosen for this work. Also, the Resource Description Framework (RDF) [47] and
the Web Ontology Language (OWL) [34] are presented as practical languages that are standardized for the Web. The combination of RDF and OWL are typically used to implement
knowledge representations that are compatible with the formalism provided by description
logics.

Description Logics
A brief summary of description logics is presented next, mainly focusing on aspects relevant
to this work. The reader is referred to [5] for a comprehensive review.
7

Description logics refers to a family of logic languages that are used to represent knowledge. A knowledge representation system in description logics is divided in two components:
TBox and ABox. TBox defines the terminology of an application domain. ABox defines
assertions about named individuals with respect to the terminology defined in the TBox.
Terminology is captured in the form of concepts and roles, where concepts are sets of
individuals and roles are binary relations between individuals.
In order to define a TBox, a language has to be chosen among the family of languages
in description logics. The language AL, or attributive language, is the base language in
description logics; it is extended by adding concept constructors. The formalism presented
in Chapter 4 uses the additional concept constructors of union U, full existential quantification E, and complement C. Table 2.1 summarizes the syntax of the resulting ALC
language to describe concepts. By convention, the language is called ALC instead of the
expected name of ALUEC formed by concatenating the initials of the concept constructors
included in the language. This is because union and full existential quantification concept
constructors can be expressed using negation, and vice versa.
The formal semantics of the ALC language is defined as follows: consider interpretations
I consisting of non-empty set ∆I and an interpretation function assigning to every atomic
concept A a set AI ⊆ ∆I and to every atomic role R a binary relation RI ⊆ ∆I × ∆I . The
interpretation function is extended to concept descriptions by inductive definitions:
⊤I = ∆ I
⊥I = ∅
(¬A)I = ∆I \AI
(C ⊓ D)I = C I ∩ DI
(∀R.C)I = {a ∈ ∆I |∀b.(a, b) ∈ RI → b ∈ C I }
(∃R.⊤)I = {a ∈ ∆I |∃b.(a, b) ∈ RI }
(C ⊔ D)I = C I ∪ DI
(∃R.C)I = {a ∈ ∆I |∃b.(a, b) ∈ RI ∧ b ∈ C I }
(¬C)I = ∆I \C I .

8

Table 2.1: Syntax of the ALC Language
Syntax
C, D −→ A |

Description

Language

Atomic concept

⊤|

Universal concept

⊥|

Bottom concept

¬A |

Atomic negation

C ⊓D |

Intersection

∀R.C |

Value restriction

∃R.⊤ |

Limited existential quantification

C ⊔D |

Union

U

∃R.C |

Full existential quantification

E

¬C

Complement

C

AL

In addition to defining concepts, a TBox can also build upon concept definitions to
create terminologies. Terminologies are sets of definitions by which atomic concepts are
introduced as abbreviations for complex concepts. Axioms of the following form are used
to build terminologies:
C⊑D
R⊑S
C≡D
R≡S
where C and D are concepts and R and S are roles. The semantics of axioms are defined as
follows: an interpretation I satisfies C ⊑ D if C I ⊆ DI , and it satisfies C ≡ D if C I = DI .
The semantics of terminological axioms involving roles is defined in a similar way.
With respect to assertions, the ABox in the knowledge representation system is used to
9

introduce named individuals and assertions about properties of those individuals. Using the
notation from before, C denotes a concept and R denotes a role. In addition, individuals
are denoted by a, b, and c. The ABox supports two kinds of assertions. First, concept
assertions are syntactically denoted as C(a); it states that individual a belongs to the
interpretation of concept C. Second, role assertions are syntactically denoted as R(b, c); it
states that c is a filler of the role R for b.
The semantics of an ABox are given by extending interpretations to individual names.
The interpretation function I from before is extended to map each individual name a to
an element aI ∈ ∆I . A unique name assumption is enforced, i.e., if a and b are distinct
names, then aI 6= bI . The interpretation I satisfies concept assertion C(a) if aI ∈ C I , and
satisfies role assertion R(a, b) if (aI , bI ) ∈ RI .
Having defined a TBox T and an ABox A, a model of A and T represents an abstraction
of a world where the TBox defines the terminology of an application domain and the ABox
defines assertions about named individuals with respect to the terminology defined in the
TBox. An interpretation I is a model of an ABox A if it satisfies each assertion in A.
Similarly, an interpretation I is a model of a TBox T if it satisfies each concept and role
in T . It should be noted that given that an ABox and a TBox can have many different
models, an open-world semantics is enforced. As a result, absence of information in a
knowledge base of this type represents lack of knowledge as oppose to a negative fact. For
example, the assertion isChild(Peter, Harry) is understood as a representation of the fact
that Peter has a child Harry, but not of the fact that Harry is the only child of Peter. In
other words, the corresponding ABox may have other models in which Harry has siblings.
This is different from a closed-world semantics, typically enforced in relational databases.
In other words, the same fact in a relational database indicates that Peter has an only
child Harry, i.e., assuming there are no additional facts in the relational database.
Finally, the knowledge representation system separated into TBox and ABox is able to
perform different kinds of reasoning. With respect to the TBox, reasoning tasks involve
determining concept satisfiability, subsumption, equivalence, and disjointness. As an exam-
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ple, consider the formal definition of subsumption: a concept C is subsumed by concept D
with respect to TBox T if C I ⊆ DI for every model of I of T . Intuitively, the concept
F ather is subsumed by the concept M an.
With respect to the ABox, reasoning tasks involve determining consistency between
the ABox and the TBox. For example, assuming a TBox T in which the concepts of
M other and F ather are defined as being mutually disjoint, an Abox that defines assertions
M other(Mary), F ather(Mary) would be inconsistent.

Resource Description Framework
The Resource Description Framework (RDF) is a W3C recommended language used to represent information about resources on the Web [47]. A brief summary of the representation
model is presented here. The reader is referred to [46] for additional details.
With respect to RDF, a resource is anything that is identified and referenced with a
Uniform Resource Identifier (URI) [70]. This includes not only things that can be accessible
through the Web, e.g., a Web page, it also includes things from the physical world, e.g., a
person, as well as abstract things, e.g., the concept of author. URIs use a syntax similar to
the more familiar Uniform Resource Locator (URL), which is used to specify addresses of
Web-accessible resources. The following are examples of URIs that identify a person, the
abstract concept of author, and a Web page:
http://ex.org/staffid#1234
http://ex.org/author
http://ex.org/index.html
Given the standardized notation of URIs to identify resources, RDF uses a simple
model of triples to describe information about those resources. The intention of triples is
to express simple statements about resources using references to their URIs, where each
statement consists of a subject, a predicate, and an object. Triples have the following form
in RDF:
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<http://ex.org/staffid#1234>
<http://ex.org/author>
<http://ex.org/index.html>.
Intuitively, the triple from above is specifying that a person referenced with URI
http://ex.org/person/staffid#1234 is the author (where the concept author is referenced with URI http://ex.org/author) of Web page referenced with URI http://ex.org
/index.html. Notice that the three components of the statement are URI references in
this example. Another variation of a statement is where the object is a literal instead of a
URI referenced resource. For example, the following triple states another property about
the person referenced in the previous triple:
<http://ex.org/staffid#1234>
<http://ex.org/creation-date>
"August 23, 1993" .
The combination of triples now indicate that the same person, i.e., the person referenced
with URI http://ex.org/person/staffid#1234, is the author of the specified Web page
and that the creation date is August 23, 1993.
There are several syntaxes to write RDF. The triple syntax illustrated above is considered a shorthand notation intended to facilitate readability. The RDF/XML syntax is an
XML-based syntax that is considered the normative syntax for writing RDF [47] and it is
used through out the rest of this document. The RDF/XML syntax is published as a W3C
recommendation [6]. An illustrative example is presented here; the previous RDF triples
in RDF/XML syntax are as follow:
01 <?xml version="1.0"?>
02 <rdf:RDF xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:ex="http://www.ex.org/">
03
<rdf:Description rdf:about="http://ex.org/index.html">
04
<ex:author rdf:resource="http://ex.org/staffid#1234"/>
05
<ex:creation-date>August 23, 1993</ex:creation-date>
12

06
</rdf:Description>
07 </rdf:RDF>
Notice that the RDF specification is not intended to provide a formal meaning to the
statement. For example, the concept of creation date referenced with URI http://ex.org/
creation-date may be interpreted as the date when something was written, or as the
date when something was published. With respect to the literal component, a date may
be encoded as a string, or it may be encoded as a number. As a result, in addition to the
basic model for describing information about resources with RDF triples, a description of
the vocabularies or terms used in the triples is needed to implement a proper knowledge
representation. RDF Schema is another W3C standard that provides basic vocabulary
definitions, defines basic data formats, and supports the specification of hierarchies of
classes and properties [13].
Finally, the naming mechanism used in RDF, i.e., the URI, does not operate under
the unique name assumption; it is possible to have more than one URI to identify a single
thing. Given that a unique name assumption is required in the knowledge representation
formalisms of description logics, additional constructs and conventions beyond RDF are
needed to implement a formal knowledge representation based on description logics. The
Web Ontology Language (OWL) discussed in the next section provides a way to implement
a knowledge representation based on description logics and using the triple-based structure
provided by RDF, as well as the RDF/XML syntax.

Web Ontology Language
The Web Ontology Language (OWL) is a W3C recommendation for creating ontologies [34].
The formal semantics of OWL are based on description logics [37, 36]. OWL is designed to
take advantage of the mechanism provided by the Resource Description Framework (RDF)
to represent information about resources on the Web. Hence, the combination of RDF and
OWL are typically used to implement knowledge representations on the Web and are the
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foundation technology of the Semantic Web. A brief summary of OWL is presented here.
The reader is referred to [35] for additional details.
Knowledge representation in OWL is done through the definition of classes, properties,
individuals, and data values. OWL classes are equivalent to concepts in description logics.
As discussed above, concept constructors are used to define concepts in description logics;
OWL supports a compatible mechanism to define classes. Consider the union constructor
from Table 2.1, which defines a concept as the union of two concepts. As an example, the
concept Parent could be defined as the union of the Father and Mother concepts: Parent
≡ Mother ⊔ Father. Using the RDF/XML syntax of RDF, Parent is defined as an OWL
class as follows:
01
02
03
04
05
06
07
08
09
10
11
12

<owl:Class rdf:about="http://ex.org#Father"/>
<owl:Class rdf:about="http://ex.org#Mother"/>
<owl:Class rdf:about="http://ex.org#Parent">
<owl:equivalentClass>
<owl:Class>
<owl:unionOf rdf:parseType="Collection">
<rdf:Description rdf:about="http://ex.org#Father"/>
<rdf:Description rdf:about="http://ex.org#Mother"/>
</owl:unionOf>
</owl:Class>
</owl:equivalentClass>
</owl:Class>
OWL object properties are equivalent to roles in description logics. In description logics,

roles are used in concept constructors to define relations between concepts. Similarly in
OWL, object properties are used to define relations between classes. For example, in
description logics an alternate definition of the Parent concept could use the hasChild role
to define a relation with the Person concept: Parent ≡ ∃ hasChild.Person. Using the
RDF/XML syntax of RDF, Parent is defined as an OWL class as follows:
01 <owl:ObjectProperty rdf:about="http://ex.org#hasChild"/>
02 <owl:Class rdf:about="http://ex.org#Person"/>
03 <owl:Class rdf:about="http://ex.org#Parent">
04
<owl:equivalentClass>
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05
<owl:Restriction>
06
<owl:onProperty rdf:resource="http://ex.org#hasChild"/>
07
<owl:someValuesFrom rdf:resource="http://ex.org#Person"/>
08
</owl:Restriction>
09
</owl:equivalentClass>
10 </owl:Class>
It should be noted that the expressiveness of OWL is beyond that of the ALC description
logic presented above. For example, in addition to object properties to define relations
between classes, OWL includes data properties to define relations between classes and
data types. Data properties allow the definition of relations such as has age that could
be used to relate the Person class to the Integer data type. Horrocks et al. describe
SROIQ [36], a description logic that is consistent with the latest version of the OWL
specification recommended by the W3C [34]. This presentation of OWL is limited to the
ALC description logic, since it is the corresponding subset of OWL used in this dissertation
work.
Named individuals are used in description logics to make concept and role assertions.
For example, the named individual Harry can be used to make the concept assertion Person
(Harry), which states that Harry is member of the Person concept. Additionally, the
named individual Peter can be used to make the role assertion hasChild(Peter, Harry),
which states that Peter and Harry are related through the role hasChild. In OWL, named
individuals are used in a similar fashion to make class and property assertions. However,
names of individuals in OWL are given in the form of URI references, following RDF
conventions. These assertions in RDF/XML are as follow:
01
02
03
04
05
06
07
08

<owl:ObjectProperty rdf:about="http://ex.org#hasChild"/>
<owl:Class rdf:about="http://ex.org#Person"/>
<owl:NamedIndividual rdf:about="http://ex.org#Harry">
<rdf:type rdf:resource="http://ex.org#Person"/>
</owl:NamedIndividual>
<owl:NamedIndividual rdf:about="http://ex.org#Peter">
<hasChild rdf:resource="http://ex.org#Harry"/>
</owl:NamedIndividual>
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Finally, as described above, description logics operate under a unique name assumption.
However, enforcing a unique name assumption on an environment such as the Web would
be impractical. For example, the names Peter and Peter Smith may be used in different
contexts to refer to the same individual. Enforcing a name choice would be disrupting to
the distributed and decentralized nature of the Web. A solution in OWL is the construct
owl:differentFrom to explicitly state that two names refer to different individuals. For
example, stating the assertion that Peter and Harry are different individuals is as follows:
01 <owl:NamedIndividual rdf:about="http://ex.org#Peter">
02
<owl:differentFrom rdf:resource="http://ex.org#Harry"/>
03 </owl:NamedIndividual>
Similarly, the owl:sameAs construct is used in OWL to explicitly assert that two names
refer to the same individual. Unless explicitly stated that two URI references refer to the
same or different individuals, it should be assumed that either situation is possible.

2.2

Data Provenance Languages

Provenance of digital objects is information about their origin. With respect to scientific
data products, provenance is information that represents how, what, when, and who was
involved in creating data products. Provenance of data products can be used to understand
how data was collected, to determine ownership, to verify and recreate those digital objects,
and ultimately, to assess the quality and applicability of data products.
There are multiple perspectives on how to capture and use provenance of digital objects.
The following are three examples presented in W3C’s PROV model primer [7]:
• Agent-centered provenance: In this context, an agent is an entity that may be held
responsible for conducting an activity that results in the creation or manipulation of
digital objects, e.g., a person, software, or an organization. From this perspective,
provenance identifies agents and describes how they were responsible for creating or
manipulating digital objects. As an example, consider a picture in a news article. Its
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provenance from this perspective involves the identification of person X responsible
for taking the picture, person Y responsible for editing the picture, and newspaper
organization Z responsible for publishing the article.
• Object-centered provenance: From this perspective, provenance highlights the origins
of constituent parts or sections of the digital object in question. As an example
consider a Web page that was created by assembling content from multiple sources.
Its provenance from this perspective includes the identification of the sources, such
as news article X, quote from expert Y, and data visualization from agency Z.
• Process-centered provenance: From this perspective, provenance highlights actions
taken to create or manipulate digital objects. As an example consider a data visualization. Its provenance from this perspective describes the activity of extracting data
from a database using software X, calculating statistical results from the data using
software Y, and creating a graphical representation of the statistical results using
software Z.
The research community has developed languages to capture provenance for different uses and across computing platforms. Two efforts are the Open Provenance Model
(OPM) [52] and the Proof Markup Language (PML) [48]. OPM emerged from initial work
on capturing provenance in workflow management systems [51]. Workflow management
systems, which are discussed in more detail in Chapter 6, often are used to generate provenance of scientific data products as workflows are being executed. Given the emphasis on
processes, workflow management systems typically generate provenance from a processcentered perspective. A limitation of capturing provenance using mechanisms specific to
a workflow management system is the challenge of reusing provenance information outside
of that system. OPM is the result of community-based efforts to capture provenance in
a technology-agnostic way. OPM represents a model to encode provenance; specific languages are implemented in accordance with the OPM model to accommodate mechanisms
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particular to provenance-capturing systems while maintaining compatibility necessary for
reuse.
PML uses Semantic Web technologies and conventions to encode a data provenance
language as an OWL ontology. Given the ubiquitous state of Web technology across computing platforms, PML can effectively be used across computing platforms to capture and
share provenance. As discussed in later chapters, PML is the provenance language chosen
for this work. Hence, additional details about PML are presented next.
PML encodes data provenance in the form of justifications about how data is produced [48]. Its ontology defines concepts and roles for representing provenance about data.
PML is divided into three modular parts [48]:
• The provenance ontology module (PML-P) defines concepts to represent identifiable
things from the real world that are useful to determine data lineage;
• The justification ontology module (PML-J) defines concepts and relations to represent
dependencies between identifiable things;
• The trust relation ontology module (PML-T) defines concepts and relations to represent beliefs about data and to use those beliefs in conjunction with data dependencies
to determine trustworthiness of derived data. PML-T is beyond the scope of this work
and consequently is not discussed further.
The foundational concept in PML-P is pmlp:IdentifiedThing, which refers to an entity in the real world. These entities have attributes that are useful for provenance, such
as name, description, create date-time, authors, and owner. PML includes two key specializations of pmlp:IdentifiedThing motivated by provenance representational concerns:
pmlp:Information and pmlp:Source. The concept pmlp:Information supports references to
information at various levels of granularity and structure. The concept pmlp:Source refers
to an information container, and it is often used to refer to all the information from the
container. A pmlp:Source could be a document, an agent, a web page, among others.
PML-P provides a simple but extensible taxonomy of sources.
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PML-J provides concepts and relations used to encode the information manipulation
steps used to derive a conclusion. A justification requires concepts for representing conclusions, conclusion antecedents, and the information manipulation steps used to transform or
derive conclusions from antecedents. Although these terms stem from the theorem proving
community they can be mapped to more familiar workflow terms; for example, conclusions
refer to intermediate data and antecedents refer to the inputs of some processing step.
The justification vocabulary has two main concepts: pmlj:NodeSet and pmlj:InferenceStep.
A pmlj:NodeSet includes structure for representing a conclusion and a set of alternative
pmlj:InferenceSteps each of which can provide an alternative justification for a conclusion.
Every pmlj:NodeSet has a unique web-addressable identifier, i.e., a URI. Web-addressable
pmlj:NodeSets make it possible to construct justification trees in a distributed environment.
The example below shows a provenance encoded in PML. The example is in reference to a
process where a 3D Velocity Model is obtained from the execution of the Tomo processing
step, which takes as input Ray Coverage, Shot Points, and Gridded Time Field data.
01 <rdf:RDF>
02
<pmlj:NodeSet rdf:about="http://.../Tomo.owl#answer">
03
<pmlj:hasConclusion>
04
<pmlp:Information>
05
<pmlp:hasURL>
06
http://.../smoothed-3D-velocity-model.dat
07
</pmlp:hasURL>
08
<pmlp:hasFormat>
09
http://.../3D-model.owl#model
10
</pmlp:hasFormat>
11
</pmlp:Information>
12
</pmlj:hasConclusion>
13
<pmlj:isConsequentOf>
14
<pmlj:InferenceStep>
15
<pmlj:hasInferenceEngine>
16
http://...#holes
17
</pmlj:hasInferenceEngine>
18
<pmlj:hasInferenceRule>
19
http://...#tomo
20
</pmlj:hasInferenceRule>
21
<pmlj:hasAntecedentList>
19

22
<pmlj:NodeSetList>
23
<ds:first>
24
http://.../slowness-perturb.owl#answer
25
</ds:first>
26
<ds:next>
27
http://.../ray-coverage.owl#answer
28
</ds:next>
29
<ds:last>
30
http://.../ray-perturb.owl#answer
31
</ds:last>
32
</pmlj:NodeSetList>
33
</pmlj:hasAntecedentList>
34
</pmlj:InferenceStep>
35
</pmlj:isConsequentOf>
36
</pmlj:NodeSet>
37 </rdf:RDF>
Line 2 starts the declaration of the pmlj:NodeSet, which is divided into two main parts:
a conclusion (lines 3-12) and the inference step that led to the conclusion (lines 13-35).
The conclusion is described as pmlp:Information (lines 4-11), an identifiable thing that has
a specific URL and format. The inference step is described in the terms of the inference
engine used to carry out the inference step (lines 15-17), the inference rule applied (lines
18-20), and the antecedents used for the inference rule (lines 21-33) where each antecedent
is encoded using the URI of its corresponding pmlj:NodeSet. Relating to workflow terms,
the inference engine can be mapped to a workflow executing environment, the inference
rule can be mapped to a specific activity executed within a workflow, and the antecedents
can be mapped to the inputs taken by that activity.
Finally, the latest community effort on standardizing a provenance language for the
Web is PROV [53]. PROV is a W3C recommendation resulting from the efforts of the
provenance working group. PROV was designed to target the provenance perspectives
mentioned above. The final report produced by this group includes a compilation of use
cases considered in the design of PROV [29]. PROV will be considered in future work.
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Chapter 3
Approach
Chapter 3 defines the approach of the research. First, methods of how scientists assess
data are presented, as well as a categorization of data quality dimensions to be considered
in the data assessment process. The method of assessing data through the exchange and
analysis of data documentation is the initial direction of the approach of this work. Second,
a classification of descriptive and procedural data documentation, another direction of the
approach, is presented. Third, a two-dimensional space that characterizes data processes
is described. The work focuses on planned rather than unplanned processes. An outcome
of the approach is a conceptual framework, which received early feedback from a survey.
Definitions of terminology used throughout this work can be found in Appendix A.

3.1

Assessment of Scientific Data

Scientists often assess data to determine if it is appropriate for use in their projects. The
techniques used to accomplish this vary widely and depend on the type of data. For example, quality assessment of remote sensing data has traditionally been conducted through
the use of data visualization techniques and statistical analysis [38]. From a more general
perspective, Zimmerman discusses the assessment of scientific data as a complex process
that involves scientists using their own knowledge about a domain to identify sources and
judge data for use [73]. Furthermore, the notion of distance among people is related to the
assessment of data for use. For example, two scientists who know each other and know
about each other’s work are more likely to find each other’s data and trust the source for
use. In contrast, a scientist who finds data published on the Web, but does not know the
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author personally, is more likely to have reservations about using the data. Hence, social
interaction is said to span distance among people to facilitate data assessment for use.
In addition to social interaction, standardization and documentation of data are methods in which distance is spanned among colleagues to assess data for use. With respect to
standardization, for example, scientists rely on reputable organizations that provide data
libraries or archives to identify adequate data for use. Organizations that manage reputable sources of data typically adopt best practices from information science to collect
and transform data, and provide tools to retrieve data for expected uses. In this sense,
data is commoditized for scientists wanting to reuse data for specific applications. GenBank is an example where standardization spans distance among collaborators to support
data reuse [50].
For situations where data as a commodity does not exist, documentation needs to be
made available among colleagues and wider communities to support data use. There are
multiple challenges in creating data documentation. For example, Zimmerman notes that
creating data documentation represents extra work for the data producer and the benefits
are mainly for the data user [73]. Given the lack of incentives for data producers, the
intermediary role of data manager is identified. Data managers are responsible to gather,
curate, and document data, as well as to make data accessible to users.
Regardless of the method used to support exchange of data among colleagues, data
users need to analyze relevant qualities of data in order to assess data objectively. Wang
and Strong propose a categorization of data quality dimensions that are important to
data users [72]. The categorization divides data quality dimensions into four categories:
intrinsic, which includes qualities that data have in their own right; contextual, which
includes qualities that data have with respect to a task at hand; and representational
and accessibility, which include qualities that emphasize the role of systems. Table 3.1
summarizes the categorization.
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Table 3.1: A Categorization of Data Quality
Category

Dimension

Intrinsic

Believability
Accuracy
Objectivity
Reputation

Contextual

Value-added
Relevancy
Timeliness
Completeness
Appropriate amount of data

Representational

Interpretability
Ease of understanding
Representational consistency
Concise representation

Accessibility

Accessibility
Access security

23

3.2

Documentation for Scientific Data Assessment

In documenting data, one approach is to use metadata to define the context under which
data is interpreted. For example, metadata can include time and place information for
a seismic dataset. Other approaches can go beyond or complement the use of metadata.
For example, a written document can describe the instrumentation and procedures used to
collect a seismic dataset. In this work, documentation is focused on using structured metadata. Given the approach of this work to use formal knowledge representation technologies,
metadata needs to be structured in order to facilitate the creation of knowledge-based systems around the metadata to support users in assessing data.
Concerns that scientists have with respect to assessing data for use can be generally
divided into validation and verification concerns. Validation concerns are related to determining whether data is appropriate for use. Verification concerns are related to determining
whether data was collected and transformed according to expectations. Accordingly, data
documentation is divided into documentation that describes the data, i.e., documentation
that supports validation concerns, and documentation that describes the process by which
data is obtained, i.e., documentation that supports verification concerns. Documentation
that describes data is useful for data users to understand what is represented by data;
for example, it may include units of measurement, whether data points are averaged or
actual measurements, and whether data points are direct or indirect measurements of some
phenomenon. With respect to the data quality categorization presented in Table 3.1, documentation that describes data would facilitate the evaluation of contextual data quality
dimensions for the use assessment process.
Documentation that describes the process by which data is obtained helps data users
determine soundness and establishing trust; for example, it describes the types of sources
from which data is collected and the types of activities that are performed to transform
data. With respect to the data quality categorization presented in Table 3.1, documentation
that describes the process by which data is obtained facilitates the evaluation of intrinsic
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Figure 3.1: A classification of types of data documentation from different perspectives.
data quality dimensions for the assessment process.
This classification of scientific data documentation is consistent with documentation
efforts of other disciplines. In software engineering, requirements are often specified in an
operational style where the expected behavior of the system is specified, or in a descriptive
style where the properties of the system are specified [28]. In knowledge representation,
Guarino offers a classification of ontologies into two types: domain and task ontologies [31].
Domain ontologies capture factual knowledge about a domain; it is the knowledge operated
on to produce an answer. Chandrasekaran and Josephson describe the distinction between
domain and task ontologies in the context of the knowledge needed to build knowledgebased systems [14]. Task ontologies capture knowledge about problem solving methods;
it is the knowledge that guides the answer-seeking process. Figure 3.1 illustrates the two
types of data documentation. The focus of this work is on documenting data with respect
to right side of the figure.
As mentioned earlier, the efforts of scientists and engineers when interacting with data
throughout the data life cycle can be classified in two roles: data producers and data users.
Data producers are responsible (or at least involved) in the collection and transformation
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of data to create data products. Data users are interested in using data products that may
or may not have been created by them. Accordingly, the purpose of the framework with
respect to scientist support is two-fold: 1) facilitate tasks relevant to data producers to
create data process documentation, and 2) facilitate tasks relevant to data users to assess
data products through their data process documentation. These tasks are generalized in
six categories described next. While some categories apply primarily to one scientist role,
others are applicable to both.
• Process Authoring: For data producers, the process authoring category refers to tasks
related to the creation of documentation of processes about collecting and transforming data. Process authoring activities are carried out in the planning phases of the
data process, i.e., carried out before the data is actually collected and transformed.
Regardless of the level of technical expertise or technical involvement of the scientist
in the data process, process authoring tasks focus on documenting scientifically relevant aspects and ignores technical nuances. The identification of relevant aspects
is guided by a scientist’s perspective of a process or a scientist’s intended use of a
process.
• Process Analysis: For data producers and data users, the process analysis category
refers to tasks related to using data process documentation to understand the components and structure of the process used to collect and transform data. For data
producers, process analysis tasks are carried out to transfer data process expertise
among colleagues. For data users, process analysis tasks are carried out to assess data
sources with respect to expected data quality outcomes, i.e., with respect to intrinsic
data quality dimensions as described in Table 3.1.
• Process Interoperability: For data users, the process interoperability category refers
to tasks related to using data process documentation to identify data processes or
components of a data process in order to be reused in other contexts. For example,
scientists may be interested in replicating published findings, they may be interested
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in reusing a data process for their own data, or they may want to use portions of a data
process in their own process [24, 30]. These tasks require data process documentation
to be directly linked to the components or activities involved in the execution of the
data process.
• Provenance Capture: For data producers, the provenance capture category refers to
tasks related to leveraging data process documentation to record data product provenance traces. Regardless of the level of technical expertise or technical involvement of
the scientist in carrying out the data process, data provenance capture tasks focus on
recording a scientist’s account of how, what, when, and who was involved in creating
a data product.
• Provenance Analysis: For data users, the provenance analysis category refers to tasks
related to using data process documentation to understand the components and structure of a provenance trace. Provenance analysis tasks are carried out to assess data
products with respect to intrinsic data quality dimensions (cf. Table 3.1). This task
category assumes that data process documentation was leveraged to capture provenance, as suggested in the previous category.
• Provenance Interoperability: For data users, the provenance interoperability category
refers to tasks related to using data process documentation to extend the recording of
data provenance traces in other contexts. For example, scientists interested in using
a data product may want to extend its provenance trace as they manipulate the data
product. This task category assumes that data process documentation was leveraged
to capture provenance, as suggested in the provenance capture category.

3.3

Methods to Document Scientific Data Processes

Data processes, in the context of this work, denotes systematic activities carried out to
produce scientific data. In this operating definition, systematic activities refer to actions
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Figure 3.2: Methods to document data processes.
or steps that are carried out in a consistent way, so as to be able to support reproducible
processes. Systematic activities are not limited to automated activities, e.g., those implemented in a software program and carried out by a machine. Systematic activities include
also manual activities, e.g., procedures or protocols carried out by a person.
Workflows and provenance traces are two methods to document data processes. The
applicability of each method and the tools that can be used for each method can be described in terms of a two dimensional space: whether systematic activities can be planned
before hand or not, and whether the process is carried out by a person or by a machine.
This is illustrated in Figure 3.2.
The first dimension, labeled systematic activities, is defined with respect to the type
of environment on which data is to be collected and transformed. If the environment is
controlled so that systematic activities can be planned before hand, the environment is said
to support planned systematic activities. Otherwise, systematic activities are unplanned.
This dimension is useful to decide the applicability of workflows and provenance traces.
Workflows are used to document data processes as a diagram that denotes a plan of sys-
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tematic activities. Hence, workflows are applicable in the planned end of the systematic
activities dimension as illustrated in Figure 3.2. Depending on the workflow framework
used, a workflow can specify dependencies among systematic activities and describe temporal conditions related to their execution.
Provenance traces are useful to document data processes in real time or after the data
process has been carried out by reconstructing the systematic activities that were carried
out to create a data product. Hence, provenance traces are applicable in the unplanned
end of the systematic activities dimension, as illustrated in Figure 3.2.
It should be emphasized that the systematic activities dimension is intending to determine a method to document data processes, not data products resulting from carrying out
data processes. For example, once planned systematic activities have been carried out and
a data product has been created, provenance traces can be used to complement workflows
in the documentation of the resulting data product. Such a scenario is considered in the
provenance capture task category presented in the previous section.
The second dimension, labeled executing platform, is defined with respect to the level
of automation of the process. If the process is fully automated, e.g., encoded as a software
program, the executing platform is a machine. If the process consists of a protocol or
procedure to be manually carried out, the executing platform is a human. Given that
a workflow or provenance trace method has been identified, this dimension is useful to
determine the type of tool to use to document the data process. For example, if the
executing platform is a computer and a workflow method is being used, then a scientific
workflow management system that targets a computational model such as those discussed
in Section 6.1 could be used. In such a case, the workflow that documents the data process
can be executed by a machine to create a data product. If a person is carrying out the
process, however, the resulting workflow will be an abstract workflow. Similarly for a
provenance trace method, the applicable toolset would require a manual construction of
the appropriate provenance trace or an executable system that carries out the automated
process could be leveraged to create the provenance trace.
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Figure 3.3: The WDO Conceptual Framework to document data processes.
This work focuses on documenting planned processes across the spectrum of executing
platforms. Hence, workflows are used to document data collection and transformation
processes.

3.4

WDO Conceptual Framework

Figure 3.3 illustrates a conceptual framework of the approach. The framework revolves
around representing knowledge about the collection and transformation of data, which can
be used as an intermedium of collaboration between data producers and users.
The WDO framework uses two languages based on formal semantics: an abstract workflow language and a provenance language. The abstract workflow language is intended for
scientists to document their understanding of processes of collection and transformation of
data. Abstract workflow languages are typically graphical; however, they are assumed to
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be grounded on a formal metamodel. A distinction is made between abstract workflows
and concrete workflows, in particular with respect to the level of support of a computer
execution model and the level of detail included in the workflow. In this sense, some
workflow languages support multiple levels of abstraction, and the user is able to navigate
between views with more or less detail. Abstract workflows, as presented in this work, intend to support the specification of processes from the point of view of scientists. Note that
there are no stated assumptions about the level of technical expertise that a scientist may
have. Hence, communities of scientists who are culturally accustomed to work with specific
technical platforms may consider abstract workflows to be specifications that are in fact
executable by a computer. However, abstract workflows typically are documented processes
expressed in terms relevant to a scientific discipline and independent of technical platforms
used to carry out processes. The abstract workflow language used in the WDO framework
is designed and implemented based on Data Flow Diagrams (DFD’s) [16]. DFD’s were
chosen for their simplicity as the abstract workflow language is expected to facilitate use
by scientists. DFD’s are typically not formalized; however, the abstract workflow language
for the WDO framework is formalized using description logics in Chapter 4.
The provenance language is intended to be used to document traces of execution of
processes that collect and transform data. The provenance research community offers various alternatives for provenance languages, and efforts are underway to establish a standard
provenance language for the Web [29]. The modular design of the framework is intended to
support the exchange of provenance languages. The initial provenance language used and
presented in this work is the Proof Markup Language (PML) [48]. PML was chosen for its
modular design and its technical compatibility with respect to the WDO framework. The
PML specification can be found in Appendix B, as well as the OWL specification of the
WDO framework describing the connection between the abstract workflow language and
the provenance language.
Frameworks that combine an abstract workflow language and a provenance language
can support a scientist in documenting planned processes that collect data and transform
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it into scientific products, and they can capture provenance traces of scientific products as
those planned processes are carried out. Note that the use of the workflow and provenance
technologies on their own may result in alternate applications not addressed by the type
of framework described here. For example, provenance languages may be used to capture
provenance traces of ad-hoc activities, i.e., not following a planned process.

3.5

Early Feedback of Conceptual Framework

This section presents results of an early survey to gauge perceived usefulness and intuitiveness of a software prototype based on the conceptual framework presented above. The
intention was to gather early feedback with respect to proposed terminology and graphical
language. The prototype used the terminology of Data, Method, and Container to refer
to the components of a data process. A graphical language based on Data Flow Diagrams
(DFDs) [16] was employed to depict data process diagrams. The survey was conducted
among 18 subjects from diverse engineering and science backgrounds, including college
students, faculty, researchers, and professionals who either were involved in collecting and
transforming data or were users of scientific data products.
With respect to the graphical language, over 75% of subjects agreed it was easy to
use to document their data processes, while over 45% of subjects agreed the graphical
language was easy to use to interpret a data process. Petre suggests graphical languages do
not guarantee clarity and that secondary notation is necessary to be effective in capturing
complex processes. However, secondary notation in graphical languages requires training
and experience from users to detect perceptual cues about important information [58]. The
graphical language chosen for this framework is similar in nature to Data Flow Diagrams
(DFD’s), favoring language simplicity over expressiveness. Given the intention of using the
framework to document data processes from the perspective of a process author instead
of a process implementer, language simplicity was chosen. Figure 3.4 illustrates feedback
from users with respect to ease of use.
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Figure 3.4: Ease of use.
With respect to intuitiveness of the terminology, Figure 3.5 shows over 85% subjects
found Data and Method concepts intuitive. However, Container was not as well received.
One suggested alternative was Data Container. More interestingly, several subjects agreed
that Container was not an intuitive term but could not think of a better alternative.
Finally, the overall usefulness of the prototype was gauged using a scale from 1 to 10
that ranged from too simple to be useful to too complicated to be useful. The scale was
designed without an exact middle, and hence, forced subjects to choose an inclination. As
illustrated in Figure 3.6, subjects with engineering or programming expertise favored the
too simple to be useful side, while scientists favored too complicated to be useful.
This survey was conducted with subjects who used the prototype tool to document data
processes as Semantic Abstract Workflows. It served as validation of early efforts to define
generic terminology that would be effective for data producers to classify terms about their
data processes, as well as to gauge the impact of graphical language complexity to represent
data processes.
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Chapter 4
The WDO Metamodel
This chapter describes the metamodel using description logics and presents a graphical
language to facilitate its use. As presented in Chapter 2, description logics is a family
of knowledge representation languages that uses concepts and roles to describe terminology of an application domain. The graphical language is based on Data Flow Diagrams
(DFDs) [16], which provide a simple notation that is easy to learn and use. The metamodel is described in parts corresponding to the features supported: representing data,
representing data storage and provision, representing data derivation, representing resource
attachment, representing process composition, and aligning to a data provenance model.
The metamodel has been encoded using OWL [34] and can be found in Appendix B.

4.1

Representing Data

The Data concept was identified through interaction with the Earth science community
and it is intended to represent things that can be used directly or indirectly as evidence
for scientific findings. In a more pragmatic sense, Data refers to content being collected,
transformed, analyzed, used, or created in a process [64, 26]. Let us assume that the
concepts of Container and Method are already defined; these concepts will be described in
more detail in the following subsections. Data is formalized in description logic as follows:
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Figure 4.1: Graphical representation of a Data concept connecting two Node concepts.

N ode ≡ Container ⊔ M ethod

(4.1)

Data ≡ ∃isOutputOf.N ode ⊓ ∃isInputT o.N ode

(4.2)

⊥ ≡ (Data ⊓ Container) ⊔ (Data ⊓ M ethod) ⊔ (Container ⊓ M ethod)

(4.3)

Axiom 4.1 defines the Node concept as the union of the Container and Method concepts.
Axiom 4.2 defines the Data concept as things that are output of Node and things that are
input to Node. Notice that Data concepts need to have both an isOutputOf and isInputTo
relation to Node concepts. The names of roles isOutputOf and isInputTo are chosen to
indicate data flow. Axiom 4.3 specifies that Data, Container, and Method concepts are
pairwise disjoint.
Figure 4.1 illustrates the graphical representation of the seismogram concept, which has
been subsumed by the data concept, and the source and destination concepts, which
have been subsumed by the Container concept1 . The label of the directed edge corresponds
to the name of the Data concept. The direction of the edge represents flow. In this case,
seismogram is flowing from the source node to the destination node.

4.2

Representing Data Storage and Provision

In describing the data collection and transformation process, the Container concept is used
to represent things that store data, e.g., a file server receiving data dump files for archiving,
or things that provide data, e.g., a system sensing data from the field and providing it in
1

Notice that subsumed concepts can be referred to by the name of the more general concept, e.g., the

seismogram concept is a Data concept. This naming convention is used throughout this chapter.
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digital form. What is more, a Container concept can represent things that are used for
both storing and providing data in the same process, e.g., a person reads a document and
reports on it. Container is formally defined in description logic as follows:

Container ≡ (∃hasOutput.Data ⊔ ∃hasInput.Data) ⊓ ¬M ethod

(4.4)

As mentioned above, the roles isOutputOf and isInputTo are chosen to indicate data
flow. The roles hasOutput and hasInput are corresponding inverse roles of isOutputOf and
isInputTo. The relation Container hasOutput Data represents a Container providing Data,
while Container hasInput Data represents a Container storing Data. Axiom 4.4 states
that Container represents things that provide or store Data and that are not Method.
Notice that the formalism does not specify Container or Data structure. For example,
a database may be used to provide and store data sets in some system. The schema of
the database and the formats of the data sets are not specified here. The intention is to
facilitate process description by separating concerns between process author and process
implementer, focusing on the point of view of the former.
Container concepts are represented graphically as ovals. Figure 4.1 shows the graphical
representation of two containers labeled source and destination. source represents a
container that is providing seismogram data, while destination represents a container
that is storing seismogram data.
Although not formally expressed, a convention of using this metamodel is to avoid
specifying containers that provide and store the same data to themselves. An example of
this type of specification is presented in Figure 4.2. This restriction refers to the intention
of the Container concept to represent things that provide or store Data and not things
that change or derive Data. As such, having any one Data concept being provided by and
stored to the same Container would be ineffectual.
Notice that the specification illustrated in Figure 4.1 does not violate the convention
of avoiding self provision/storage containers. Although that specification does not have an
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Figure 4.2: Ineffectual specification between a Container and a Data concept.
effect on seismogram, such specification may be useful to indicate that Data is being moved
from one Container to another, e.g., a data set moved from main to archival storage.

4.3

Representing Data Derivation

The Method concept was originally identified through interaction with the Earth science
community, and it is intended to represent discrete activities carried out to systematically
transform Data [64, 26]. Data is derived from previously existing Data through the application of a method. Methods can be manual, e.g., a person analyzing and interpreting a
data set; methods can be automated, e.g., using extrapolation software with pre-established
parameters to process a data set; finally, methods can be hybrid, e.g., using software that
requires inputs from a person to process a data set.
The relation between Data and Method concepts can be concluded from Axioms 4.1-4.4.
It is explicitly stated as follows:

M ethod ⊑ (∃hasOutput.Data ⊔ ∃hasInput.Data) ⊓ ¬Container

(4.5)

With respect to Data and Method, Method hasOutput Data represents data being derived
through the use of a method, while Method hasInput Data represents data being used in a
method. Axiom 4.5 defines Method as things that derive Data or things that use Data and
that are not Container.
Method concepts are represented graphically as rectangles. Figure 4.3 shows the graphical representation of Method concept pick. seismogram represents a Data concept that is
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Figure 4.3: Graphical representation of a Method concept deriving Data.
used by the pick, which derives the picked seismogram concept.
Notice that the formalism does not directly specify the relation of a Data concept
being derived from another Data concept. Instead, the focus is on the relations hasInput
and hasOutput through an intermediary Method concept. The intention is to explicitly
identify the activities involved in data derivation and to simplify for the process author the
specification of data derivation in a wide range of execution models. In other words, defining
relations of Data derived from Data leaves out references to Methods used to carry out such
derivations. Furthermore, specifying Data derived from Data relations would require process
authors to specify logical expressions to match the execution model and implementation of
Methods. For example, consider a Method m that uses Data concepts x1 and x2 and derives
Data concept y. In one implementation, m executes until x1 and x2 are available. The Data
derivation specification in this case would be: y derived from (x1 and x2). In another
implementation, m executes when at least one input is available. The Data derivation
specification in this case would be: y derived from (x1 or x2). The specification for both
implementations is the same with the proposed formalism: x1 isInputTo m, x2 isInputTo
m, y isOutputOf m. Although the execution implementation details are still missing, using
a reference to the method involved in deriving data is a compromise to avoid complexity
for the process author and still have a point of reference for the process implementer to
establish execution details.
The metamodel does not support the definition of cardinality, control structure, or
temporal specifications. For example, Figure 4.4 shows the specification of newton method
that uses Data concepts x and f and derives y. It does not specify whether one or more
x data items are used by the newton method, it does not specify the stop condition of the
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Figure 4.4: Data derivation using the Newton Method.
loop, and it does not specify the triggering conditions for the newton method to start.
It is expected that all Methods will use at least one Data concept and derive at least
one Data concept; after all, the intention is to specify data derivation. However, this
restriction is relaxed in axiom 4.5 through the use of a subsumption instead of an equality.
The intention is to support incremental description of processes where a process author
may identify a Method concept before identifying Data concepts to be used and derived.
Additionally, this decision also has implications in defining process composition, which will
be discussed in the corresponding section below.
In contrast to Container, Method concepts represent things that change the state of
Data. A convention used is that Data concepts are linked to relevant states of data. If
the relevant state of data changes, then data is no longer represented by the same concept.
The process author determines which states of data are relevant. For example, Figure 4.4
shows an iterative procedure where newton uses an initial x and derives several refinements
on x until a solution y is found. Although the state of x is changing with each iteration,
such changes are not relevant for the process author in this case. It is only until the final
solution is reached that the changed state of x is represented with a new concept y.
Through the specification of data provision, derivation, and storage, this metamodel
represents data collection and transformation processes as connected graphs where leaf
nodes are Containers, intermediate nodes are Methods, and connecting edges are Data.
Notice that Container concepts are defined as things that necessarily provide or store Data,
while Method concepts are defined as things that can use or derive Data. The implications
with respect to process graphs is that all Container nodes must be connected, while Method
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nodes can be disconnected. Similarly, Data concepts are defined as things that necessarily
are provided by or stored in Containers, or things that necessarily are used or derived by
Methods. The implications with respect to process graphs is that all directed edges need
to be connected to at least one node on each end.

4.4

Representing Resource Attachment

Resource attachment refers to the inclusion of references in a process specification, e.g., a
reference to a user’s manual. The Attachment concept is introduced to represent references
to resources that can be attached to concepts used in a process specification, i.e., Data,
Container, and Method concepts. The formalism is as follows:

Attachment ≡ ∃isAttachedT o.(Data ⊔ Container ⊔ M ethod)
⊥ ≡ Attachment ⊓ (Data ⊔ Container ⊔ M ethod)

(4.6)
(4.7)

Axiom 4.6 defines Attachment as things that are attached to Data, Container, or
Method concepts. Axiom 4.7 defines Attachment as things that are not Data, Container,
or Method.
The graphical representation of Attachments is considered non-essential from the point
of view of process description, i.e., a process graph composed of Data, Containers, and
Methods is sufficient to describe the collection and transformation of data. However,
Attachments provide additional information based on the structure of the process graph.
As a result, the intention of the graphical representation of attachments is to signal the
presence of additional resources for a specific part of the process. Figure 4.5 shows one
possible graphical representation of Attachments. Another option is to use a different color
scheme for Data, Containers, and Methods that have resource attachments.
Figure 4.5 shows three concepts with Attachments. There is no restriction in the number of resources to attach to a concept. However, given the intention of the graphical
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Figure 4.5: Graphical representation of Attachments.
representation is to signal the presence of Attachments, the graphical representation is the
same whether there is one Attachment or more than one. Although the graphical representation does not show the details of Attachments, it is expected that tool support will
be used to list and explore resource references attached to process concepts. Furthermore,
given that OWL is the implementation platform of this metamodel, it is expected that
Attachments will be in the form of URI references that can be accessed using Web conventions. For example, an Attachment for pick in Figure 4.5 could be the URI reference
http://tempuri/pick-routine-description.html.

4.5

Representing Process Composition

Process composition refers to linking two process description graphs. The intention is
to support a mechanism by which data collection and transformation processes can be
described at multiple levels of abstraction where one process is considered a sub-process of a
more general process. The Process concept is introduced to formalize process composition
as follows:

P rocess ≡ M ethod

(4.8)

P rocess ⊑ ∃isAbstractedBy.M ethod

(4.9)

Axiom 4.8 defines the Process concept to be equivalent to Method. The intention of this
axiom is to introduce a new term that facilitates the interpretation of process composition.
Intuitively, the term Method is used to refer to an activity that is part of a broader task.
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Figure 4.6: Graphical representation of a Process abstracted by a Method.
The term Process is used to refer to an activity as the focal point, especially a complex
activity that could be broken down into finer constituent activities. For example, Install
Motor could be referred to as a Method in the context of describing the order of operations
to assemble a car. Install Motor could also be referred to as a Process in the context of
describing that activity in more detail.
Axiom 4.9 defines the isAbstractedBy relation between a Process and a Method. Notice
that this axiom is a subsumption and not an equality; the implication is that not all
processes are abstracted by a method, and hence, there is finite number of abstractions.
Additionally, the subsumption of axiom 4.5 implies that not all Method concepts, and
hence Process concepts, have hasInput and hasOutput relations to Data. This is intended
to support specifications where the most abstract process, i.e., the Process that is not
abstracted by a Method, does not have hasInput and hasOutput relations to Data.
Figure 4.6 shows the graphical representation of a Process that is abstracted by a
Method, and where the method corresponds to the pick method illustrated in Figure 4.3.
Instead of considering pick a black box abstraction of an activity, pick is further described
in Figure 4.6 as a sequence of activities: filter noise and mark, connected by the intermediate filtered seismogram data. A leveling DeMarco structure similar to that of
Data Flow Diagrams is supported to maintain consistency across levels of abstraction. In
a leveling DeMarco structure the same inputs and outputs to a node in the super level
are maintained in the sub-process graph [16]. Diamond-shaped nodes are used to maintain
graphical consistency across levels.
Consistency across levels of abstraction is also formally described by the combination
of axioms 4.5 and 4.8, which state that a Method, and hence a Process, have hasInput
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and hasOutput relations to Data. For example, the illustration of pick as a method in
Figure 4.3 shows that it has input seismogram and has output picked seismogram. The
same relations are maintained in the illustration of pick as process in Figure 4.6.

4.6

Aligning to a Data Provenance Language

There are several data provenance languages from the research community. The Proof
Markup Language (PML) [48] was selected to leverage the perspective of process authors
to capture data provenance. PML is described in more detail in Chapter 2. A few concepts
of the PML-P and PML-J modules of PML are described here for context.
The foundational concept in PML-P is IdentifiedThing, which refers to entities from
the real world. These entities have attributes that are useful for provenance, such as name,
description, create date-time, authors, and owner. PML-P includes three key subsumptions of IdentifiedThing motivated by provenance representation concerns: Information,
Source, and InferenceRule. The concept Information refers to information at various levels of granularity and structure. The concept Source refers to IdentifiedThings
from which Information is obtained. A Source could be a document, an agent, a web
page, among others. PML-P provides a simple but extensible taxonomy of Sources.
InferenceRules are IdentifiedThings that are used to derive conclusions from premises.
Examples of InferenceRules are algorithms used to manipulate data or decision trees used
to deduce outcomes from existing Information.
PML-J defines concepts and roles for explaining how Information came to be. Explanations are described in terms of justifications, in the sense that Information existence
is justified because some set of actions took place. The NodeSet concept is introduced in
PML-J to organize justifications, which are described in terms of the PML-P concepts of
Information, Source, and InferenceRule.
The alignment of this metamodel to the PML ontology is as follows:
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DataP rovider ≡ (∃hasOutput.Data) ⊓ Container
Data ⊑ Inf ormation
DataP rovider ⊑ Source
M ethod ⊑ Inf erenceRule

(4.10)
(4.11)
(4.12)
(4.13)

Notice the concepts of Data, Container, and Method are respectively subsumed by the
PML concepts of Information, Source, and InferenceRule. In the case of Container, the
concept is more closely subsumed by the Source concept if we only consider Containers
that provide Data and not Containers that store Data, i.e., DataProvider containers
defined in axiom 4.12. The reason is that PML focuses on describing justifications of
Information, which includes Containers that provide Information or Data; however,
such justifications do not specify where Information or Data is stored after it has been
derived, and hence, store containers are not included in the subsumption.
Axioms 4.11-4.13 specify subsumptions instead of equalities. The intention is to specify that provenance-related concepts are more general than their corresponding process
concepts in the following sense: data can be generated through a systematic approach, in
which case, a process can be described using the concepts of Data, Method, and Container.
Alternatively, data can be generated through an ad-hoc approach, in which case, a process
cannot be documented with the this metamodel. In both cases, however, provenance about
the generated data can be encoded with the data provenance language.
Figure 4.7 illustrates the use of this metamodel, aligned with PML, to describe a system.
The lower layer represents a physical system that includes data stores, computer files, and
software. The top layer represents the conceptual perspective that describes the physical
system through the graphical notation of this metamodel. The middle layer represents the
logical perspective described through the data provenance constructs of PML. In the figure,
vertical edges represent references to physical system entities, e.g., URI references. Such
references provide consistency across perspectives.
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Figure 4.7: The relation between abstract workflows, data provenance, and systems.
The left-most oval in the abstract workflow layer represents a FileServer container that
provides AveragedDataset data. In the data provenance layer, the FileServer concept
classifies a reference to a specific Source of Information from the physical system and
specifies that this Source is an InferenceRule to a NodeSet that has as conclusion a
reference to a specific data set in the physical system. The conclusion reference is classified
as Averaged Dataset in the abstract workflow layer. Furthermore, this NodeSet is an
antecedent to a second NodeSet that includes as InferenceRule a reference to software
from the physical system. The software reference is classified as GapFilling in the abstract
workflow layer. Lastly, the second NodeSet concludes another reference to a physical system
data set, which is classified as CorrectedDataset in the abstract workflow layer.

4.7

Discussion

This chapter has described the WDO metamodel using description logics and has presented
a graphical language intended to facilitate its use. Processes encoded with this metamodel
are called Workflow-Driven Ontologies (WDOs). From a technical perspective, the WDO
metamodel is an ontology and WDOs are extensions to that ontology. For example, consider
the one-step process illustrated in Figure 4.3. Such a process extends the metamodel as
follows:
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seismogram ⊑ Data

(4.14)

pickedSeismogram ⊑ Data

(4.15)

pick ⊑ M ethod

(4.16)

source ⊑ Container

(4.17)

destination ⊑ Container

(4.18)

source ≡ ∃hasOutput.seismogram

(4.19)

pick ≡ ∃hasInput.seismogram

(4.20)

pick ≡ ∃hasOutput.pickedSeismogram

(4.21)

destination ≡ ∃hasInput.pickedSeismogram

(4.22)

First, axioms 4.14-4.18 create the terminology used in the process by subsuming the
metamodel concepts of Data, Method, and Container. Second, axioms 4.19-4.22 define
the relations between the subsumed concepts in accordance to the definitions of the WDO
metamodel concepts, e.g., axiom 4.19 is consistent with the metamodel axiom 4.4 that
indicates that a Container concept can have a hasOutput relation with a Data concept.
The WDO-It! tool has been developed to support process authors in using the WDO
metamodel. Process authors create a process specification through a graphical canvas on
which concepts are rendered according to the graphical notations described above. The
tool allows the connection of graphical representations of concepts in a consistent manner
to the WDO metamodel. The WDO-It! tool is open source and is accessible from http:
//cybershare.utep.edu. The tool is further described in Appendix C.
Graphical representations of WDOs are called Semantic Abstract Workflows (SAWs).
Although the terms WDO and SAW are effectively interchangeable, the term WDO is
conventionally used among technical communities familiar with knowledge representation
technologies, while the term SAW is conventionally used among data producers and data
users, i.e., the intended user community of the WDO metamodel.
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Figure 4.8: Modular design of the WDO metamodel through owl:imports.
The technical implementation of the WDO metamodel is modular, supported through
the owl:imports mechanism [34]. An owl:imports statement is used to reference other OWL
ontologies that contain definitions to be reused in the importing ontology. owl:imports
statements are transitive. Hence if ontology A imports ontology B, and B imports C,
then A imports B and C. Figure 4.8 shows the ontologies explicitly imported by the WDO
metamodel.
The DFD ontology defines concepts that are related to data flow diagrams [16]. It
defines the metamodel of valid DFDs. Since DFDs are graphical diagrams, concepts in
the DFD ontology includes properties needed to store layout information. For example,
the DFD ontology defines the concept Terminator, which includes properties X and Y
used to specify location in a graphical canvas. The WDO metamodel imports the DFD
ontology and subsumes those concepts to inherit their properties. However, a terminology
specifically intended to describe processes is introduced in the WDO metamodel, e.g., DFD
Terminator subsumes Container in the WDO metamodel.
The PML ontology defines the constructs that PML uses to encode data provenance
as described in Chapter 2. The PML ontology itself imports other ontologies. Given the
transitive property of owl:imports, such ontologies are available in the WDO metamodel
as well.
Factoring out the graphical language ontology from the WDO metamodel was a design
decision intended to explore other graphical languages in the future. For example, graphical
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languages with a more complex notation and expressiveness could be useful for narrower
audiences who require specialized process description capabilities. A loosely coupled design with respect to the data provenance language was a clear choice as well; the PML
ontology specification is a changing specification supporting research communities. As of
this writing, PML2 is the current release of the PML ontology and work is under way on
PML3. Additionally, the intention is to be able to adopt quickly to emerging data provenance language standards, since the research communities of data provenance Semantic
Web research are currently very active.

4.8

A WDO Example

This section provides a comprehensive example where the WDO metamodel was used to
document a data collection and transformation process from the environmental sciences
community where the technique of eddy covariance is employed to monitor carbon and
water fluxes in the environment [39]. The process, referred to as the SEL Eddy Covariance
Process, is described next:
1. Data collection starts by using different sensors that sense data at different rates.
Fours sensors are considered: Sensor 1 senses data at a rate of 10 Hz, Sensors 2 and
3 sense data at a rate of 1 minute, and Sensor 4 senses data at a rate of 30 minutes.
2. Sensed data are logged by specialized hardware, labeled Data Logger. The data logger
logs data in a proprietary binary format, labeled TOB1 and it is also referred to as
Instant Data. The sensors and the data logger equipment are deployed in the field of
study and are continuously operating.
3. Logged data is transferred from the data logger in the field to a file server in the
lab. The step is labeled Data Transfer and the file server is labeled SEL File Server.
There are two options to transfer the data from the data logger to the file server. The
first option is to use the WIFI infrastructure deployed in the field of study. An FTP
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client is used to connect to the data logger directly from the file server to extract
the data. However, this option is susceptible to transmission errors and failures of
the environmentally exposed equipment. The second option is to physically connect
an external hard disk to the data logger to extract the data, transport the hard disk
to the lab, and connect it to the file server to place the data. The second option
is regularly performed as part of the weekly equipment maintenance visits that lab
personnel make to the field of study.
4. Once Instant Data is in the SEL File Server, it undergoes an Offline Processing
routine to clean the data. The data that results from this step is labeled Flagged
Data, and it is also stored in the SEL File Server. This step is conducted on demand,
mainly using timestamp metadata to determine appropriate data record ranges.
5. Given the dynamic changing conditions of the environment and the susceptibility of
results on missing data records, a Gap Filling step is necessary to extrapolate sensed
data with specialized algorithms that account for other environmental factors. The
resulting dataset is called Corrected Data, which is stored into the database of the
project, eventually to be shared among colleagues. The database of the project is
labeled SEL Database, a relational database.
An elaboration of the Gap Filling step consists on using specialized software, labeled
EddyPro to process a component of Instant Data. Instant Data consists of three
components: TS.dat, ECTM.dat, and Flux.dat. EddyPro processes the TS.dat component and requires parameters that are determined in advanced by lab personnel
and stored in a file. The step of determining EddyPro parameters is not discussed
here. The dataset that results from EddyPro is stored as intermediate data in the
SEL File Server. Additionally, it is converted to a relational database format, i.e.,
SQL insert statements, to be stored in the SEL Database. The ECTM.dat component is normalized to a frequency of 30 minutes so that it can be merged with the
output data of EddyPro, as well as with the Flux.dat component. The normalized
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ECTM.dat component and the Flux.dat component are also converted to a relational
database format and stored in the SEL Database. The three components are merged
in the SEL database by aligning the records based on their timestamp column. The
resulting dataset is labeled Averaged Data or Corrected Data. The Gap Filling step
is conducted on demand. The user interacts with the GUI of the EddyPro software
application to load input files, process the data, and determine the location of the
output data files. The normalization and conversion steps are performed with scripts
that the user runs on demand. The user manually performs the merge step by running
a query on the database management system.
Figure 4.9 presents the graphical representation of the Eddy Covariance Process created
with the WDO framework. The WDO framework uses a pure data flow model to represent
data processes; it does not include control-flow constructs. For example, the Source:Sensor
1 node is linked to the outgoing edge labeled 30 Min Data. This represents data flowing out
of a Container. However, it does not specify when data flows out of the container, under
which conditions, or how often. Furthermore, the components used in the data process
specification represent types of resources instead of actual resources. For example, 30 Min
Data represents a type of data instead of a specific dataset, and Source:Sensor 1 represents
a type of sensor instead of a specific instrument.
Data processes are encoded as RDF/OWL ontologies in the WDO framework. Component types included in a process are encoded as subclasses of the wdo:Container, wdo:Method,
and wdo:Data classes defined in the WDO metamodel ontology. For example, 30 Min Data
is declared to be a subclass of wdo:Data and Source:Sensor 1 is declared to be a subclass
of wdo:Container. Class hierarchies can be further extended to organize classes or define
synonyms. For example, the terms Averaged Data and Corrected Data are synonyms in the
SEL Eddy Covariance Process. This can effectively be achieved by declaring the Averaged
Data class to be a subclass of Corrected Data or vice versa. Formally, both cases would
need to be declared in the ontology to establish class equivalence. However, for practical
intentions of querying the terminology, one case is typically sufficient.
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Figure 4.9: Semantic Abstract Workflow of the SEL Eddy Covariance Process.
The wdo:isInputTo and wdo:isOutputOf properties defined in the WDO metamodel
ontology are used to impose restrictions on classes. For example, members of the 30 Min
Data class are restricted to individuals that are related to members of the Source:Sensor 1
class through the wdo:isOutputOf property.
Figure 4.10 presents the graphical representation of the Gap Filling data process. The
Gap Filling data process corresponds to a more detailed description of the Gap Filling
method included in Figure 4.9.
With respect to provenance, the WDO framework uses the model implemented by
the Proof Markup Language (PML). PML encodes data provenance in the form of justifications about how data is produced. Justifications include a conclusion, one or more
sets of antecedents, and information about the steps used to derive a conclusion from antecedents [48]. PML is also encoded as an RDF/OWL ontology, which is aligned to the
WDO metamodel ontology. In capturing data provenance, a knowledge base is constructed
by declaring individuals that 1) provide evidence that a resource type has been instantiated, and 2) that this individual has been instantiated following the data process model
that was created according to the ontological restrictions of the data process.
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Figure 4.10: Semantic Abstract Workflow of the Gap Filling data process.
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Chapter 5
Evaluation
Chapter 5 describes the evaluation of the Workflow Driven Ontologies (WDO) framework.
The first section presents a case study in which the WDO framework was used for a project
in Environmental Sciences. The second section presents a comparative study of tools related
to this work. The third section presents the evaluation of the WDO framework with respect
to its level of support of tasks that scientists perform in documenting data and assessing
data.

5.1

Case Study from Environmental Sciences

The case study focuses on using the WDO framework to document the data collection and
transformation process of the Jornada eddy covariance system. The purpose of the case
study was to determine the usefulness of the WDO framework for scientists to document
their data processes. The Systems Ecology Lab (SEL) at the University of Texas at El
Paso uses the eddy covariance methodology [22] to study land-atmosphere interactions
in a desert ecosystem. The station is located at the Jornada Basin Experimental Range
in Las Cruces, New Mexico. Investigators at SEL calibrate, operate, and maintain the
instrumentation; they also retrieve, process, and archive the data using customized methods
and infrastructure.

5.1.1

Methodology

The methodology of the case study is described in terms of participants involved, the
domain application, and the procedure used to conduct the case study and gather data.
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Participants
The case study was conducted with members of the SEL lab. The main point of contact
was the project lead, a doctoral student charged with the task of designing and deploying
the infrastructure and ultimately collecting eddy covariance data from the Jornada experimental range. The case study was conducted during the period when SEL personnel were
finalizing the infrastructure deployment and as they started to collect data from the field.
Tasks completed before the infrastructure deployment included determining adequate types
of sensors for the environmental conditions of the field of study, as well as determining the
ideal location of the eddy covariance tower using a multi-criteria analysis that considered
environmental, logistic, technical, and historical factors. Activities undergoing during the
time of the case study included fine tuning data pre-process activities, including determining correct gap filling parameters and formats to produce datasets to be shared among a
community of users beyond the local project.
Application
Eddy covariance is a method to measure the vertical turbulence that drives the mass exchange of heat, water vapor, and carbon within the atmospheric boundary layer [22]. Deploying eddy covariance towers is time consuming and costly, data processing is mathematically complex, and the learning curve is high. Hence, eddy covariance tower deployments
typically are planned to be used for long-term studies. In order to justify such investments,
investigators are usually motivated not only to answer specific scientific questions about
the region where the flux tower is deployed, but also to share the data with the broader
community, e.g., FLUXNET [1].
In the case of the eddy covariance tower at Jornada, investigators at the Systems Ecology
Lab (SEL) are collecting data from the field and storing it in the raw format produced by
the instrumentation used. In addition, they use specific software packages that are available
from the eddy covariance community to pre-process flux calculations from raw data. Due to
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the nature of eddy covariance methods, it is inevitable that failures in the environmentally
exposed infrastructure will yield gaps in the datasets being collected; furthermore, having
a complete dataset is crucial to capture the fast changing environmental conditions of the
region in a day cycle. As a result, a critical part of the processing of eddy covariance
data is the gap filling process, by which specialized algorithms are fine tuned according to
the environmental conditions of the particular eddy covariance site to identify gaps and
fill them with meaningful values. The gap-filled data, called the corrected data, is also
archived, along with flux calculations derived from both the raw data and the corrected
data.
From the perspective of eddy covariance dataset users, accessing datasets from the
Jornada eddy covariance tower requires contacting investigators at SEL. Although data
is stored in a digital format and can be made accessible over the Web, personal contact
is still necessary to understand the idiosyncrasies specific to SEL to store the data and
corresponding ancillary data, as well as to describe the specific gap filling routines used.
This supporting information is often maintained separate from the data in a combination
of notebooks, emails, spreadsheets and other out-of-bound mechanisms.
From the point of view of colleagues operating other eddy covariance sites, personal
interaction is needed to share calibration records, field data entry forms, and other information required to implement, maintain, and improve site operation. Furthermore, these
personal interactions usually result in unstructured artifacts that even if accessible by the
community, are difficult to find and use.
Procedure
Previous work proposed a methodology to use the WDO framework to document data
collection and transformation processes [60]. Based on such methodology, the procedure of
the case study revolved around having participants complete the following steps:
1. Establish the vocabulary of the process
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2. Build an abstract workflow about the process using the established vocabulary
3. Leverage abstract workflow to capture provenance in a physical system
At each step, observations were documented with respect to what worked well, what
obstacles were encountered, and what were areas of improvement. The case study was
conducted using the WDO-It! tool, a Java-based tool used to build WDO’s. Details about
WDO-It! can be found in Appendix C. The remaining subsections in this chapter describe
observations and outcomes of each step.

5.1.2

Establish Vocabulary

The intention of this step is to define an initial scope of the data collection and transformation process. By focusing on the terms to be used in the process specification, the intention
is to have data producers identify the kinds of datasets and methods that are relevant to
the process according to their perspective.
Outcomes
The current implementation of WDO-It!, the WDO editor tool used to conduct the case
study, forces users to create data and method concepts before using them to build an
abstract workflow. The graphical user interface of the tool includes two panes: the data
and methods pane. On these panes, users are able to introduce terms and organize them
in a hierarchical structure. Table 5.1 provides partial hierarchies of terms introduced by
the data producer for the eddy covariance process.
Terms entered into the tool become ontological concepts in a WDO. Terms in the data
pane are subsumed by the Data concept included in the WDO metamodel. Similarly, terms
introduced in the methods pane become concepts subsumed by the Method concept. For
example, the formal description of a portion of this ontology is as follows:
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Table 5.1: Hierarchies of Data and Method terms for eddy covariance data process.
Data
AveragedData
CorrectedData
InstantData
TS
EddyProOutput
EddyProParameters
Flux
Met
SensorData
1minuteData
ECTM1minuteData
30minuteData
ECTM30minuteData
10HzData
WaterContentAndTemperature
ECTM
1minuteData
ECTM1minuteData
30minuteData
ECTM30minuteData
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Methods
Average30min
AveragedData2csv
Data Logger
ECTM2db
EddyPro2db
Flux2db
GapFilling
EddyPro
Offline Data Processing

SensorData ⊑ Data
1minuteData ⊑ SensorData
GapF illing ⊑ M ethod

(5.1)
(5.2)
(5.3)

Notice that in the case of 1minuteData the subsumption is not declared explicit with respect to the Data concept. Instead, the subsumption is declared with respect to SensorData
and the subsumption with respect to Data is inferred.
Observations
The intention of WDOs is to create data process documentation that reflects the perspective
of the scientist responsible for creating data products. As a result, an initial expectations
was that all terms used to describe the process should be terms that came from a science
discipline background. However, some terms are necessarily technically inspired. For example, EddyPro refers to a software tool used to carry out the gap filling process. Also,
1-minute, 10-minute, and 10 Hz data terms refer to the collection rates specific to the sensors used. Even after explicitly suggesting to choose terms that are common to the larger
scientific community outside the SEL lab, the terms remained. There are two reasons for
this: 1) the terms reflect the perspective of the personnel at SEL, and 2) the technical
terms used refer to commonly used equipment and software in the SEL lab and in similar
projects. Hence, the terms, although technical, still reflect the perspective of a scientific
community in practice.
The subsumption mechanism afforded by the hierarchical structure of terminology was
found to be helpful to mediate between the use of technically-inspired terms and terms that
are more reflective of the scientific process. For example, the term GapFilling subsumes
the more technical term EddyPro. This mechanism would facilitate the data discovery
process by being able to create queries to explore the data space using terminology that is
more flexible.
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The hierarchical structure of terminology offers a simple and effective way of organizing
terms. The hierarchical structure is typically used to create taxonomies and partonomies.
For example, the hierarchy rooted on SensorData reflects a taxonomy, i.e., 1minuteData
is a type of SensorData. In the case of EddyProParameters, the hierarchy reflects a
partonomy where the concepts under it represent different paramters, and the collection
of those parameters are EddyProParameters. Regardless of the nature of the hierarchical
structure, the advantage of being able to use terms across the hierarchy to create queries
that filter resources through very general terms or very specific terms is maintained.
A strictly hierarchical structure, however, is too restrictive in some cases. A suggestion
from the case study was to support multi-hierarchies, i.e., terms that can be rooted in
multiple terms. For example, Table 5.1 shows the term 1minuteData that is rooted on
the terms SensorData and ECTM. The hierarchy structure of a term with mutiple roots
is replicated to maintain consistency. For example, the term 1minuteData and the term
under it, i.e., ECTM1minuteData, are replicated in the data pane. The WDO-It! tool was
updated to support multi-hierarchies.
Feedback from users suggested that it is unrealistic to completely establish a vocabulary
before moving on to the next step of the methodology of building the abstract workflow.
A more flexible alternative was suggested, where the user is able to introduce a graphical
component into the workflow canvas first, following by the corresponding labeling of the
component, which would effectively introduce a new vocabulary term. Terms introduced
in this fashion can be further edited at a later stage, for example, to organize them into
hierarchical structures. This feature is not currently supported by the WDO-It! tool, but
should be addressed in later versions.
The process of building vocabulary to be used to document data processes is iterative in
nature. A person proposes an initial term and seeks consensus with colleagues from the lab
and wider community. For example, the term CorrectedData was refined from the earlier
term ProcessedData after a member of the SEL lab attended a meeting and interacted
with peers using similar methods.
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In order to support inference mechanisms afforded by ontologies and other Semantic
Web technologies, ontological concepts are assumed to be uniquely named (cf. Section 2.1).
However, the iterative process of refining ontological terminology is not directly supported
by the technology being used. For example, a URI is assigned to a concept once it is
created and it is normally assumed to be a permanent identifier. The adopted work-around
in the WDO-It! tool is to use the rdfs:label property of an OWL class to capture the
term as described by the user, but use an automatically generated sequence to assign a
unique URI to the ontological concept. For example, the term AveragedData results in
an ontological class that is assigned the URI http://cybershare.utep.edu/ontology/
2011/eddycovariancewdo#d1; its rdfs:label property is assigned the value Averaged Data.
The label property can be updated without much problem; what is more, it supports spaces
and other special characters that affords additional flexibility in term naming.
Finally, the by-product of building vocabularies with the WDO-It! tool is an ontology
encoded in OWL [34]. A second stage of building the vocabulary to document a data
process is to align the terminology initially identified with other more established ontologies
if available. This could result in further refinement of terms or identification of synonyms.
Although outside the scope of this case study, such efforts are useful for data integration
and discovery purposes. For example, a data concept initially identified by a scientist
as Corrected Data may be compatible to the definition of Processed Data used in the
vocabulary endorsed by an established organization that maintains a large data repository
of such type of data; hence, the data repository could serve as a new source of data for the
scientist.

5.1.3

Build an Abstract Workflow

In the second step, scientists create an abstract workflow, representative of the data collection and transformation process using the terms of the vocabulary previously established.
The WDO-It! tool supports this step by providing a blank canvas; users click and drag
the terms from the data and methods panes previously described and drop them into the
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canvas.
Outcomes
Terms dragged from the data pane are rendered in the canvas as directed edges labeled
with the name of the selected data term. A new directed edge rendered in the canvas is also
automatically attached to ovals in each end of the edge. Ovals represent data containers as
described in Chapter 4. This is an out-of-bound mechanism adopted in the WDO-It! tool
to prevent dangling edges. Since the intention is to model the process by focusing on data
flow, data should always have a source where it is flowing from and a destination of where
it is flowing to.
Terms dragged from the methods pane are rendered in the canvas as rectangles labeled
with the name of the selected method term. Users are able to use a term multiple times
in the abstract workflow. For example, dragging the GapFilling term a second time into
the canvas creates a second rectangle with the same label. Although both rectangles look
the same, they actually represent different ontological concepts in the WDO, where their
location properties in the canvas and their relationships are different. From the perspective
of the user, however, it may be necessary for them to distinguish between the two instances
in the abstract workflow representation. The WDO-It! tool supports the edition of the
ontological concepts to include a label property and a description property.
Once graphical representations of data and method terminology are created in the canvas, users are able to model their data collection and transformation process by connecting
graphical components as necessary. For example, Figure 5.1 shows two graphical components created from the AveragedData data term and the GapFilling method term.
The formal ontological description that is produced by introducing these concepts to the
workflow canvas is as follows:
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Figure 5.1: Graphical representation of eddy covariance terms in the workflow canvas.
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Figure 5.2: Graphical representation of connected eddy covariance terms.

AveragedData ⊑ Data
GapF illing ⊑ M ethod

(5.4)
(5.5)

Source ⊑ Container

(5.6)

Sink ⊑ Container

(5.7)

Source ≡ hasOutput.AveragedData

(5.8)

Sink ≡ hasInput.AveragedData

(5.9)

The user connects terms in the canvas by dragging and dropping node components of
the workflow, i.e., ovals or rectangles, on top of other nodes. For example, Figure 5.2
shows the components once they have been connected. The formal ontological description
produced as a result of this connection is as follows:
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AveragedData ⊑ Data
GapF illing ⊑ M ethod

(5.10)
(5.11)

Source ⊑ Container

(5.12)

Source ≡ hasOutput.AveragedData

(5.13)

GapF illing ≡ hasInput.AveragedData

(5.14)

Notice that the Sink concept was removed and the GapFilling method took its place
in the corresponding relation with the AveragedData concept.
Observations
Through this drag-and-drop mechanism of terms into the canvas and connecting graphical
components to each other, the WDO-It! tool restricts the use of terminology according to
its ontological type. For example, a data term cannot be used to create a rectangle, which
represent steps in the workflow; a method term has to be used to do so. Furthermore, the
tool prevents connection of graphical terms if it violates a restriction or a convention of the
WDO metamodel, as discussed in Chapter 4. For example, as illustrated in Figure 4.2, a
convention of using the framework is to avoid the specification of data processes where a
data concept is provided by and stored to the same container concept, since containers are
not intended to transform data, and hence, such a specification would be ineffectual.
Case study participants found the process of constructing the abstract workflow straight
forward. New users of the WDO-It! tool appreciated the simplicity of the graphical notation
to build abstract workflows. Furthermore, readability of the resulting abstract workflows
was satisfactory by peers who were not originally involved in the authoring of the workflow
but that were familiar with the data process. On the other hand, advanced users who
were heavily involved in the implementation of the process felt the tool was not expressive enough to capture their understanding of the process and found the emphasis on data
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Figure 5.3: Section of an abstract workflow that uses a term more than once.
flow vague in some situations. For example, the part of the workflow illustrated in Figure 5.3 shows the InstantData concept flowing as input to both the FluxCalculations
and CreateFormatList methods. The process in this situation uses instant data to create
a format list once, which is used to process multiple streams of instant data. However,
there are no temporal specifications that dictate an order or a mechanism to specify which
specific instances of instant data are used, e.g., the instant data collected at the beginning
of the month or the one collected yesterday.
Such situations can be solved in either two ways: a subclass of InstantData can be
introduced to differentiate between the intended use in different parts of the process, e.g.,
InstantDataSample could be introduced as a subclass of InstantData, which will be used
as input to the CreateFormatList in the abstract workflow. A second way is to use a
feature of the WDO-It! tool to assign a name property to a concept. This would result
in an extension of the label depicted in the abstract workflow, e.g., InstantData:Sample.
This second approach does not have an effect on the formal ontological definition of the
abstract workflow and it is mainly a feature intended to improve workflow readability.
While it is understandable that a data producer who is involved in the technical implementation of the data collection and transformation system would tend to want to specify
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Figure 5.4: Section of an abstract workflow with an intermediate container concept.
such details, it was understood that such details would detract from the understandability
of colleagues who are privy to the technologies used. Future work should explore the use of
graphical languages that are more expressive, as well as the use of languages that support
secondary notation to provide advanced features.
As mentioned earlier, graphical representation of container concepts are introduced
automatically when a data concept is dropped into the canvas. A previous version of the
WDO framework and of the WDO-It! tool restricted the use of container concepts at
the beginning and ending points of a workflow graph, but not as intermediary steps in
the workflow. However, case study participants expressed the importance of documenting
intermediary place holders of data in the process. For example, Figure 5.4 shows an abstract
workflow where data is placed in a database before continuing the rest of the process. This
step is not a method because data is not being transformed as a result, i.e., the intention of
method concepts is to represent data transformation steps, while the intention of container
concepts is to represent data providers or data store locations that do not have an effect on
the state of data. These steps are important because these intermediate storage locations
could enable other processes of services in the future, which may be outside of the scope
of the current project being documented with the abstract workflow. As a result, this
restriction was removed, and it is currently supported by the WDO-It! tool.
Case study participants expressed that in some situations it is difficulty to name an
intermediary term in the data process. This happens, for example, when there is a process
step that the data provider considers relevant, but where the related data is ephemeral.
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Consider the workflow in Figure 5.4. The intermediate method of EddyPro2DB is a converter
that transforms data from a CSV format to an SQL format. In this example, the problem
was resolved by using the name property mechanism mentioned above. As a result, a new
term is not introduced, and instead, the EddyProOutput term is reused for different parts
of the process. It is not recommended to use the same term as input and output of a
method. This is because the method is representing a transformation step in the workflow
and different data terms are expected to represent data in different states. The name
property attached to a term is a solution that mediates between differentiating between
method input and output and not having to force the data producer to invent a new term
that otherwise may be meaningless.
Additionally, the difficulty of naming intermediary terms in the process also highlights
that it is unfeasible to expect a data producer to identify all vocabulary terms a priori. The
proposed methodology for using the WDO framework highlights this point, expecting users
of the framework to go back and forth between the methodology steps as necessary [60]. The
context provided by the construction of the process graph serves as elicitation of additional
terms.

5.1.4

Leverage abstract workflow to create provenance functionality

Step 3 uses the abstract workflow created to do one of the following: 1) extend an existing physical data collection and transformation system (cf. Figure 4.7) to incorporate
provenance trace functionality; or 2) to guide the development of a physical system that
includes provenance trace functionality if it does not exist. For this case study, a physical
system was already in place; however, some components were still in experimental mode,
i.e., various gap filling algorithms were being tested.
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Outcomes
For existing systems, the methodology suggests to map the methods (or steps) identified
in the abstract workflow to parts of data systems that correspond to such steps. This
mapping should be fairly straight forward, since abstract workflows defined in the previous
steps are modeled based on the analysis of the data collection and transformation system.
The system, however, does not refer necessarily refer to an automated system. The term
system is used because even though activities may be manually carried out by a person,
they are assumed to be activities that are consistently carried out, i.e., activities should
be systematic. Two mechanisms have been devised to leverage an WDO to construct a
provenance trace; data annotators and derivA [25]. Data annotators are useful to construct
provenance traces from software data collection and transformation systems, i.e., automated
systems. Data annotators refer to software wrappers that are used to intercept data at
intermediary points in the workflow execution and to log their state towards building the
provenance trace; data annotators do not intervene otherwise in the normal execution
of the system. The functionality to create data annotators is embedded in the WDOIt! tool. Once an abstract workflow has been constructed, a data annotator wizard is
initialized to provide a mapping between the user-defined terms in the abstract workflow
to implementation specific types that a system uses. For example, Table 5.2 shows the
binding to build a data annotator for the EddyPro2DB method illustrated in Figure 5.4,
which takes data labeled with the user-defined term EddyProOutput:csv as input and
outputs data with the user-defined term EddyProOutput:sql. The user-defined term of
EddyPro2DB is bound to Java, indicative of being a Java program, while input and output
data are bound to String, the data type in the Java programming language.
The generated data annotator from this step is a software module that expects data
of type String as input and will output data of type String as output. A programmer
who is privy to the details of the system should insert a call to the data annotator at
the specific location of the system where the Java program referred to as EddyPro2DB is
called. When called, the data annotator produces a provenance trace of the section of the
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Table 5.2: Data annotator bindings between user terms and implementation types.
Abstract Term

Implementation Type

EddyPro2DB

Java

EddyProOutput:csv

String

EddyProOutput:sql

String

abstract workflow where the EddyPro2DB method is called. A data annotator is created
for each of the methods of the abstract workflow.
DerivA is a Java application for people to manually create provenance traces encoded in
the Proof Markup Language (PML) [48]. Data provenance is encoded in PML in the form
of justifications about how data is processed. Justifications have three main components:
a set of conclusions, an inference rule, and a set of antecedents. There are two main types
of justifications in PML: assertions and derivations. Assertions are typically the starting
point of a provenance trace. An assertion is a declaration that is assumed to be true, e.g.,
a fact that somebody states. As a result, assertions have an empty set of antecedents,
since no additional evidence is needed to support its conclusion. In the case of the abstract
workflow from Figure 5.3, Scientist is a container concept that is representing a person
providing DataProcessingList data. The provenance trace of this part of the system
can be encoded in PML using derivA, where the conclusion of this justification is a data
processing list, e.g., a file containing this information, and where the inference rule in this
case refers to the person playing the role of a scientist and who stated the fact, e.g., Sally.
Observations
The eddy covariance data collection and transformation system contains both manual and
automated activities. For example, the abstract workflow of Figure 5.3 shows the method
CreateFormatList, which takes as input InstantData and DataProcessingList. In this
step a scientist prepares a list of parameters referred to as FormatList, which are used for
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the FluxCalculation step. Preparing the list of parameters requires a scientist to analyze
a sample of instant data in light of the environmental conditions of the field of study in
order to determine appropriate parameters. In such cases, the derivA tool is employed to
manually build the provenance trace.
In a derivation, a set of inputs (or antecedents) are connected to a set of outputs (or
conclusions) through the application of a method (or inference rule). Referring again to
the abstract workflow of Figure 5.3, the provenance trace is continued by considering the
conclusion from the assertion previously created to be the antecedent of a new derivation
justification. The inference rule of the derivation is identified by the user-created term
CreateFormatList, and the conclusion is a format list.
Notice that in the case of data annotators, the binding between the user-defined terms
in the abstract workflow and the actual datasets and resources is done by constructing a
mapping between these beforehand and inserting calls in the system implementation to construct the provenance trace during execution. In the case of manually constructing the data
provenance trace, a person uses derivA to link actual files and other digital representations
of resources to the user-defined terms in the abstract workflow.
The use of the WDO framework supports data processes that include both manual
and automated components. As a result, the framework is able to capture the end-to-end
process, including the provenance needed to support data assessment.

5.1.5

Case Study Conclusions

The general concepts of Data and Method served as guidance to elicit terminology from
scientists to document data processes. Additionally, the context provided by building the
process graph as an abstract workflow was helpful to elicit additional terminology that is
relevant for documenting a data process.
The focus on data flow makes the WDO framework flexible to be used across multiple
implementations. The challenge is to train data producers from diverse backgrounds and
from diverse levels of technical expertise to use abstraction effectively in order to document
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data processes at a level of detail that is useful for them, as well as for others who may
be interested in using their data. The balance between an easy to use graphical language
to specify the workflow and the expressibility of the language is a constant tension. As
the scientist begins to use the WDO framework, the simple language inspired in data flow
diagrams (DFD’s) proves to have a mild learning curve. However, as the scientist starts to
have more experience with the tool or becomes involved in the technical implementation
of the process, there will be the need to express more complex process constructs. Future
work should investigate the use of graphical languages that are more expressive, as well
as the use of secondary notation as a way to expose advanced features as needed while
maintain readability of the abstract workflow.
Finally, data collection and transformation systems are not always fully automated.
Besides system development costs, a more important factor is the fact data collection and
transformation systems often involve steps that require human expertise that is difficult
to automate. Creating data provenance traces for such parts of the data collection and
transformation systems is critical since the end product is highly dependent on judgment
and expertise of people. Such knowledge may need to be considered in order to determine
whether a data product is useful in other contexts.
The data process documented in this case study is summarized as an example of using
the WDO framework in Section 4.8.

5.2

Comparative Study of Related Tools

A comparative study is presented between the WDO-It! tool, the prototype tool of the
WDO framework, and other tools that are representative of related work. The tools chosen
for this study (presented in Table 5.3) have the common purpose of supporting documentation of data processes. Other tool categories initially considered but not included in the
study are business workflows, electronic lab notebooks, and data flow diagrams with formal
extensions. These types of tools are described in related work (Chapter 6).
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Table 5.3: Tools representative of work related to the WDO-It! tool.
Tool Category
UML/Diagram

Scientific Workflow Management
System

Tool Name
LucidChart

Kepler

Wings

Ontology Editor

Protégé

Description
A Web-based diagramming tool to create
flowcharts, organizational charts, wireframes,
UML designs, concept maps, and other. Source:
http://lucidchart.com
A tool to create executable scientific workflows
for accessing scientific data and executing analysis on the retrieved data. Source: http://
kepler-project.org
A tool to create scientific workflows using semantic constraints on datasets and workflow components. Source: http://www.wings-workflows.
org
A tool for creating and editing ontologies and
knowledge bases. Source: http://protege.
stanford.edu

The criteria used to compare the tools with WDO-It! are as follow:
• Graphical notation: The graphical notation used to represent a data process. Graphical notation can be used to compare representations of data processes independent of
underlying models. For example, a mapping between distinct notations can facilitate
a comparison.
• Data process model : The underlying model used to describe a data process. Understanding the data process model of a tool is useful to determine the extent to which
an ontological representation of a data process can be supported.
• Data provenance model : The underlying model used to describe data provenance.
Understanding the data provenance model of a tool is useful to determine the extent
to which a knowledge base can be populated.
• Interaction with data: The types of possible interactions with the data that is generated from a particular data processes. For example, the ability to view or retrieve
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the data within the context of the corresponding data process.
• Import and export: Languages in which data processes can be encoded. For example,
languages supported by a tool that allow conversion to and from other models.
The tools included in this study are diverse; as result, the analysis describes workarounds
or alternatives that can facilitate comparison of the tools when a particular criterion is not
directly met. For example, a tool may not support ontological representations of data processes, but its data process model could be leveraged towards creating an ontology. The
SEL Eddy Covariance Process described in Section 4.8 is used to elucidate the capabilities
of each tool according to the established criteria. The SEL Eddy Covariance Process is
characterized as an end-to-end data process. It includes activities that are manually performed, activities that are automated by software applications, and hybrid activities that
are carried out in a computing environment but that require human interaction. Furthermore, the process is not carried out in its entirety in a single run; rather, different phases
of the process are carried out at different times and at different frequency periods.

5.2.1

Analysis of Tools

This section compares the WDO-It! tool, the prototype tool of the WDO framework, with
related tools, by documenting an abstract workflow for the SEL Eddy Covariance Process
using each of the tools. The intent is to be able to demonstrate the distinction between
the WDO-It! tool and related tools.
WDO-It!
The WDO-It! tool is a Java-based desktop application. It uses the Jena framework to
construct RDF/OWL ontologies, as well as the JGraph library to render graphical representations of data processes.
As described earlier, the graphical notation of WDO-It! consists of mainly three symbols: Ovals represent containers of data (or sources and sinks of data), rectangles represent
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methods (or data transformation steps), and directed edges represent data and its flow.
The graphical representation in WDO-It! of the SEL Eddy Covariance Process is presented in Figure 4.9. A limitation of the WDO-It! notation is with respect to directed
edges, which cannot be manually routed. The edges are connected to rectangle and oval
nodes and follow the shortest path between the connected nodes. There are situations
where this can be problematic. For example, the node labeled Source:SEL File Server in
Figure 4.9 is connected to an outgoing edge labeled TOB1 Data and to an incoming edge
labeled Flagged Data. However, since both edges follow the exact same path, they appear as a single bi-directional edge. The underlying model correctly encodes the intended
connections, but the visual rendering is confusing.
WDO-It! uses a pure data flow model to represent data processes; it does not include
any control-flow constructs. Data processes are encoded as RDF/OWL ontologies and the
Proof Markup Language (PML) data provenance model is used. Section 4.8 provides details
about documenting the SEL Eddy Covariance Process with the WDO-It! tool.
The WDO-It! tool does not support the interaction with data. However, the knowledge
base that is created is linked to actual process resources through Web conventions. The
knowledge base uses URI’s to uniquely identify classes, properties, and individuals. A
unique naming scheme is a requirement to maintain consistency of the logical formalisms of
the knowledge base. While classes and properties refer to ontological concepts, individuals
refer to actual process resources, including datasets, software applications used to process
data, and databases to store data, among others. The links between the logical layer of the
knowledge base and actual resources is done through the use of data properties that either
link a URL to where the resource is located. For example, an individual that is member
of the class 30 Min Data may have URI #Dataset20121219 and have a url data property
http://example.org/file1.dat, which effectively links the logical layer to an actual process
resource. Another alternative is to use data properties to link discrete data values directly,
such as using the timestamp data property to link the value 20121219. XSD data types
are used to maintain consistency of discrete data values.
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Figure 5.5: SEL Eddy Covariance Process in LucidChart.
Finally, the WDO-It! tool is capable of reading and writing data process specifications
in RDF/OWL format. Additionally, the tool has a feature to create an HTML report of the
data process, which includes image files of the graphical representation of the data process.
LucidChart
LucidChart is a Web-based tool used to create diagrams. It supports real-time collaborative
features to allow groups of users to create and share diagrams. Use of an academic license
provides free access and removes diagram size restriction.
The graphical notation of LucidChart is flexible. It provides a set of notations that are
commonly used in flowcharts, organization charts, and others. In addition, it supports the
capability of importing custom shapes to be used in diagrams. A graphical notation that
is similar to the WDO framework was used to document the SEL Eddy Covariance Process
in LucidChart. Figures 5.5, 5.6, and 5.7 present corresponding diagrams.
LucidChart does not explicitly support a data process model; there are no rules that
constrain the structure that a diagram must have. In documenting the SEL Eddy Covariance Process, however, the tool was used in accordance to the data flow model supported
by the WDO framework. LucidChart does not provide a mechanism to link a data process
diagram to data provenance capturing mechanisms or to data process resources.
The main purpose of LucidChart is to create graphical aides. As a result, the tool
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Figure 5.6: Sub workflow of the Data Transfer step in LucidChart.

Figure 5.7: Sub workflow of the Gap Filling step in LucidChart.
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provides visually attractive diagrams that are easy to create and that can be imported as
PDF documents or image files. LucidChart also supports import and export to Microsoft
Visio. Its extensible library of shapes makes it convenient for users to customize diagrams
for their specific applications. However, care must be taken to use graphical notation in
a consistent way, as the tool does not enforce syntactic, referential, or logical consistency
checks.
Kepler
Kepler is an open source tool for analyzing and modeling scientific data. It has been developed as a cross-project collaboration and is based on the Ptolemy II framework, a framework
for modeling, designing, and simulating concurrent, real-time, embedded systems [44, 20].
The graphical notation of Kepler consists of actor nodes, which are executable modules
that process data. Most actors in Kepler have the shape of a rounded rectangle; however, some actors use specialized shapes or labels representative of the functionality they
provide. There are also composite actors, which represent bundles of sets of actors that
are representative of more complex operations. Composite actors are the mechanism that
Kepler uses to specify sub workflows.
Workflows are built in Kepler by connecting actors with edges through their data ports.
Input ports are used to receive data that is to be consumed by an actor. Output ports are
used to communicate data that is produced by an actor. Furthermore, ports have properties
that specify the type of data that is transferred through them. The type and number of
ports are dependent on the type of actor. Figure 5.8 shows a workflow representative of
the SEL Eddy Covariance Process, which has been specified using composite actors.
The graphical notation of Kepler also includes a shape for relations and parameters.
Relations are used to branch data flow to multiple places in the workflow. Parameters and
constants are used to specify values in the workflow, such as initial values or number of
iterations. Figure 5.9 shows the details that correspond to the Data Transfer composite
actor. It includes the constants of Constant, user’s choice, ftp parameters, and file names.
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Figure 5.8: SEL Eddy Covariance Process in Kepler.

Figure 5.9: Sub workflow of the Data Transfer step in Kepler.
Furthermore, a relation is used to branch the output of user’s choice to the Boolean Switch
actor and the DDF Boolean Select actor.
The diagram capabilities of Kepler can be used to construct an abstract workflow
through the use of composite actors. For example, Figure 5.8 presents a workflow that
is comparable to the abstract workflow of Figure 4.9 created with WDO-It!. Composite
actors can be expanded to specify a finer level of detail, but it is not required if the workflow
will not be executed using the Kepler environment.
The concept of Director is used to explicitly specify how data is processed. For example,
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Figure 5.9 shows the Dynamic Data Flow (DDF) Director, which is used on workflows
that require looping or branching, but that do not require parallel processing, i.e., the
FTP Client and File Copy actors are not required to execute at the same time. Other
directors included with the Kepler tool include the Synchronous Data Flow (SDF), Process
Networks (PN), Continuous Time (CT), and Discrete Events (DE), each supporting a data
processing model that is configured by dropping the corresponding director shape on the
workflow canvas.
Given that Kepler provides a computing environment on which to execute workflows,
composite actors at the abstract workflow level can be expanded into sub workflows with
details about how to execute that step in Kepler. For example, Figure 5.9 represents an
executable sub workflow for the Data Transfer composite actor of Figure 5.8. Care must
be taken to design the overall workflow in a modular way that permits selective execution
of end-to-end processes that contain multiple phases to be carried out at different times
and in multiple environments.
The Kepler tool supports functionality to capture data provenance as a result of executing a workflow in Kepler. An out-of-band mechanism could be devised to complement
the provenance record for phases of the end-to-end process that are not executed in Kepler. Kepler supports multiple formats to record provenance, including SQL, text file,
and XML/OPM. Including a Provenance Recorder actor on the workflow canvas activates
provenance recording, which is initiated when workflow execution starts. The provenance
model is based on actor activity, recorded in a cause-and-effect style. The provenance
record would include details about an actor such as a description of its functionality and
ports, its author, and its version. It would also include details about values read at specific
input ports, and values written at specific output ports. Each provenance log entry can
optionally be time stamped.
Kepler provides several output actors that allow data to be displayed or stored in specific
files. For example, the display actor provides a pop-up window that shows data as it is
being generated. Provenance records also include references to either discrete data values
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involved in the workflow execution, or the name of files where data is located.
Finally, Kepler can read and write workflows in the Kepler Archive format (.kar), or in
an XML format. A shortened version of the XML format is presented below. The top XML
element is in reference to a composite actor, which represents a workflow as a whole. Nested
within the top element, there are additional elements that specify the actors included in
the workflow. For example, the entity named Sensor 1 corresponds to the composite actor
that is included in the workflow illustrated in Figure 5.8. Each composite actor has further
nested elements to describe ports and other properties. Finally, the XML file ends with
elements that describe the links specified among actor ports. Such a structure can be
leveraged to create ontological descriptions of the data process. For example, Halevy et
al. have investigated approaches to convert XML structures to RDF/OWL [33]. Although
ontological representations provide a higher expressiveness, there are practical situations
where the approach is feasible. Kepler workflows can also be exported to an interactive
HTML format, and as image files.
01 <entity name="EddyCovariance" class="..TypedCompositeActor">
02
<entity name="Sensor1" class="..TypedCompositeActor">
03
<port name="output" class="..TypedIOPort">
04
<property name="output"/>
05
<property name=" type" class="..TypeAttribute" value="complex"/>
06
</port>
07
</entity>
08
<entity name="Data Logger" class="..TypedCompositeActor">
09
<port name="1" class="..TypedIOPort">
10
<property name="input"/>
11
<property name=" type" class="..TypeAttribute" value="complex"/>
12
</port>
13
...
14
</entity>
15
<link port="Sensor1.output" relation="relation"/>
16
<link port="Data Logger.1" relation="relation"/>
17 </entity>
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Wings
Wings is a Web-based tool that supports the creation of semantic workflows to create and
validate complex data analysis tasks. Wings uses semantic representations of workflow
constraints to reason about goals and requirements. It is able to validate analyses by suggesting values for parameters and by checking that the user’s setup respects the constraints
of the given workflow. Wings can also find datasets relevant to an analysis.
The graphical notation of Wings consists of rectangles that represent workflow components, i.e., executable modules that transform data, as well as ovals that represent data.
Figure 5.10 shows the SEL Eddy Covariance Process in Wings. Component and data types
are defined beforehand, specifying the types of data that a component takes as input and
produces as output. As a result, when a component is dragged to the workflow canvas,
it has the expected number of connection ports. For example, Sensor1 has exactly one
output connection port that can only be connected to data type elements of 10HzData.
On components, input ports appear on the top of the rectangle, and output ports on the
bottom. The result is that the overall flow of the workflow is from top to bottom.
With respect to the data process model, Wings follows a data flow approach that is
constrained by properties defined on component elements. Once the workflow has been
constructed, there is an automated mapping between the workflow and available computing resources. Workflows can be mapped to local computing resources or to distributed and
high performance computing resources. Depending on computing resources available, components can execute in parallel or in sequence in accordance to the data flow dependencies
specified in the workflow.
With respect to provenance, Wings creates detailed records of how new data products
is generated by the executing workflow and captured in a Provenance Tracking Catalog
(PTC). Information that is recorded in the PTC includes the name of the executing job,
machine information on which the job is executed, start time of job execution, and duration
of the execution. In case of failure, the error message and exit status of the job are stored
in the PTC. The PTC is implemented as a relational database and SQL is used to make
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Figure 5.10: SEL Eddy Covariance Process in Wings.
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provenance queries related to the execution of workflows. Similar to Kepler, an out-ofband mechanism could be devised to complement the provenance record for phases of the
end-to-end process that are not executed within the Wings executing environment.
With respect to data interaction, Wings contains a Data Management section, where
the user is able to upload datasets and organize them according to the data types defined for
the workflow. The tool takes advantage of the flexibility of Web browsers to view different
data formats.
Wings does not support an option to import workflow specifications, requiring users
to build workflows through the Wings interface. The technologies used to create workflow
specifications are RDF/OWL. However, the Wings interface does not provide an option
to export the specifications outside of the Web portal provided by the tool. Wings does
provide the ability to export workflow specifications as image files.
Protégé
Protégé is an open source ontology editor and knowledge acquisition tool. It is based on
Java and supports a extensible plug-in architecture. Protégé is a general purpose ontology editor, and so, it is not specifically designed to specify data processes. Protégé does
not support a graphical notation to create ontologies. It uses a text-based interface where
tree-like structures are rendered to create ontological concepts organized in hierarchical
structures. Protégé does include plugins to be able to create graphical renditions of ontologies. Figure 5.11 shows the OntoGraf plugin where ontological concepts related to the
SEL Eddy Covariance Process are presented, along with their corresponding relations. For
example, the relation of Sensor1 has output 10HzData is illustrated.
Protégé does not support a specific data process model. Being a general purpose ontology editor, the user is free to determine a model for their data processes. In the case of
Figure 5.11, the ontology follows a data flow model in accordance to the model supported
by the WDO framework.
Similarly, Protégé does not support a particular model for data provenance. However,
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Figure 5.11: SEL Eddy Covariance Process in Protégé.
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being a general knowledge acquisition tool, class individuals can be created that are representative of data process resources, and they can be linked to record traces of process
executions. What is more, the PML ontology can be loaded into Protégé to adopt its
provenance model.
Protégé does not provide a direct way to interact with data. However, ontological data
properties can be defined to include references to the data, similar to the WDO framework.
Finally, the Protégé tool supports the import and export of ontologies in several knowledge representation languages, which vary in expressive power. Some of the more popular
formats include RDF/XML, OWL/XML, Manchester OWL Syntax, and Turtle.

5.2.2

Summary of Comparative Analysis

The intent of the comparative study is to distinguish the WDO framework from other efforts
in creating scientist-driven data process documentation, particularly with respect to the
combination of the following features, which are the contributions of the WDO framework:
1. The capability to create ontological representations of end-to-end data processes;
2. the capability to create knowledge bases about data provenance, and;
3. the capability to link documentation to actual data process resources.
Table 5.4 summarizes the analysis of the tools based on the criteria of graphical notation,
data process model, data provenance model, data interaction, and import and export.
Graphical representations of data processes can be useful abstractions to create ontological representations of data processes. WDO-It! and Wings do this by explicitly defining a
metamodel that links graphical notations to ontological concepts. LucidChart provides visually appealing diagrams, but given its flexibility in graphical notation, restrictions would
need to be imposed on how the tool is used in order to provide a consistent ontological
description from a graphical representation of a process. Kepler supports a rich set of
graphical notation that permits documentation of executable workflows. Kepler processes
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are encoded in XML and could be leveraged to create ontological representations; however,
nested XML structures do not necessarily make relations among entities explicit. Analysis
of specific use cases is necessary to create an adequate ontological representation.
Data process models can also be used to create ontological representations of data
processes, as well as to capture data provenance as a process is being executed. WDOIt! and Wings use a dataflow model, which results in a declarative style of data process
specification. Because of this, the tools restrict ontological concepts to data and data
transformation types. In addition, WDO-It! supports the additional container type to
denote data storage. Additional restrictions on dataflow are necessary in Wings to produce
a process specification that can be executed in a computing environment.
Kepler supports various data process models, which are more aligned to an imperative
style of data process specification. As a result, ontological representations of processes will
result in a much finer level of detail, consistent with the technical specifications required
to create an executable process.
Kepler and Wings provide environments that scientists can use to carry out their data
processes. These tools are mostly intended for data processes that can be executed within
the computing environment supported by the tool. An advantage of this approach is that
there is a tight coupling between the data process description and the resources that are
involved in the execution of the process. As a result, data provenance models of these tools
focus on logging the activities that are executed in the computing environments supported.
In the case of WDO-It!, there is a loose coupling between the data process description and
the environment that is used to carry out the process, which may be a physical environment
or a computing environment. While there is extra work that needs to be performed to
link the data process documentation to the data process resources, the advantage is that
the approach is more flexible in terms of supporting an end-to-end process that may be
executed across many types of environments and at different times. While extensions could
be devised to accommodate more diverse environments to carry out a process in Wings and
in Kepler, creating these extensions is not trivial.
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All the tools except LucidChart provide the means to interact with the data. Wings and
Kepler allow interaction within the computing environment established by the tool; WDOIt!, on the other hand, facilitates access to data, regardless of the executing environment
that was used to create it.
Finally, general purpose ontology and knowledge acquisition tools can be used to replicate the capabilities of the WDO-It! tool, although users must have expertise in knowledge
representation systems and to establish data process and provenance models in order to
maintain consistency. With the WDO framework, ontological and logical representations of
data processes are central. Ontological representations support the creation of knowledgebased systems that use logical representations to organize and reason about data process
resources. Logical representations of data process resources have the advantage of being
able to support organization and reasoning capabilities over the data process resources
without being dependent or interfering with the environment used to carry out the data
process, which may be computer-based, physical, or hybrid.
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Graphical
Notation
WDO-It!
Container and
Method concepts
interconnected
with data flow
edges
LucidChart Flexible graphical
notation;
user responsible
for consistency
Kepler
Abstract
and
executable actors of different
types with interconnected
ports
Wings
Executable
components connected to input
and output data
Protégé
None
(text
based); capability to visualize
ontologies

Tool

Workflow execu- Data organized
tion logging; en- and rendered
coded in SQL
through Web
interface
User
chosen Data embedprovenance
ded or linked
model; encoded through URL
in OWL/RDF

Output actors
render or store
data to specified locations

Workflow execution logging; encoded in SQL,
text file, or XML

Constrained
dataflow;
encoded
in
OWL/RDF
User chosen data
model; encoded
in OWL/RDF

Not supported

None

No data process
model;
user
responsible for
consistency
Directors
provide
multiple
process
models; encoded in
MoML/XML

various knowledge representation languages

Image files

KAR,
MoML/XML

Microsoft Visio,
PDF, image files

Import
Provenance
Data
Export
Model
Interaction
PML provenance Data embed- OWL/RDF,
model; encoded ded or linked HTML reports,
in OWL/RDF
through URL
image files

Process
Model
Dataflow model;
encoded
in
OWL/RDF

Table 5.4: Summary of Comparative Study.

5.3

Evaluation of User Support

In the context of this work, abstract workflows are diagrams with a simple graphical notation that are used to document planned processes to create scientific data products.
Provenance traces are used to document actual ways, i.e., planned processes that were
carried out, in which data were processed to create scientific products. Abstract workflows
and provenance traces are effective ways of capturing knowledge about scientific data processes. Unifying an abstract workflow language and a provenance language provide the
means for capturing knowledge about scientific data processes that is richer than any individual abstract workflow language or provenance language [23, 24, 63, 45]. The evaluation
considers roles that scientists assume with respect to workflows and provenance for collecting, transforming and using data. The efforts of scientists with respect to interacting with
data throughout the data life cycle are classified as data producers and data users. Data
producers are responsible (or at least involved) in the collection and transformation of data
to create data products. Data users are those who use data products. Data users include
secondary data users, which Zimmerman identifies as users of data that were not created
by them [73].

5.3.1

Criteria

The criteria presented next has been defined to evaluate frameworks that use abstract
workflows and provenance in support of the scientist tasks described in Chapter 3 [62].
The criteria are used to analyze the languages of the framework, i.e., the workflow language
with which a data transformation process is documented, and the provenance language with
which the data transformation trace is documented once the data transformation process
is carried out. With respect to usability, the criteria address the workflow language only
because it is assumed that user interaction is mainly through the graphical representation
of the abstract workflow language. The provenance language, however, is assumed to be a
back-end language, where software tools are used to generate and interpret it. The criteria
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is the following:
C1: Provenance Granularity: This criterion is defined as the ratio of number of
process steps / number of provenance steps. A ratio of one means that for every process step
introduced by the user in the workflow specification, there is one provenance step recorded
when the process executes. In this case, the provenance granularity level is classified as
user- determined. In the opposite situation where the ratio tends to zero, the provenance
granularity level is classified as system-determined. There is also the situation where the
ratio is greater than one, and although this situation is not expected to be common, it
reflects that provenance is recorded at a coarser granularity than the workflow specified
by the scientist. In the case where this criterion is used by exercising the framework,
it is assumed that the process specification does not contain loops, or that the number
of provenance steps is normalized to remove loop execution steps. Workflow pipelines,
i.e., sequential workflows without alternate paths or loops, should be the best case for
this criterion, since all process steps in the workflow pipeline would contribute to the
provenance trace when the process is carried out. The definition of a process step and of
a provenance step is necessarily dependent on the workflow language and the provenance
language used. The ratio of steps between both languages, however, is intended to eliminate
specific language implementation concerns. This criterion addresses the following scientist
tasks:
• Provenance Capture: For data producers, abstract workflows represent a process
description from their perspective. Congruent levels of detail between an abstract
workflow and corresponding provenance traces are expected to highlight the data
producer’s account of how, what, when, and who was involved in generating data
products, i.e., a user-determined provenance granularity. On the other hand, provenance traces that include more details than those included in the abstract workflow
are expected to capture provenance from the perspective of how the process is being
carried out, i.e., a system-determined provenance granularity.
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• Provenance analysis: For data users, user-determined provenance granularity should
be less voluminous and more intuitive to analyze than system-determined provenance
granularity.
• Provenance Interoperability: For data users, provenance that is recorded at a userdetermined granularity should be easier to reuse in other contexts, especially where
operational environments differ. For example, two alternate process implementations
may differ in number of steps to accomplish a task. If provenance is captured based
heavily on process implementation, the two processes will yield provenance traces
of different lengths and normalization may be required to compare them. However,
assuming both process implementations address a common scientific task, provenance
captured from a user’s perspective of the process should yield provenance traces of
similar length and facilitate comparison.
C2: Notation Diversity: This criterion is defined as the number of symbols used in
the workflow graphical language. Although it is impossible to determine a specific value
as the ideal for a given application, the literature suggests that graphical languages with
diverse notation and secondary notation have a high learning curve [58]. On the other hand,
an over simplistic graphical language may lack expressibility to document processes from
the perspective of data producers. This criterion uses one factor of language complexity
that is straightforward to determine and that affects both creators of workflow specifications
and interpreters, i.e., data producers and data users. This criterion addresses the following
scientist tasks:
• Process Authorship: For data producers, a graphical language with reduced notation
diversity is assumed to favor process authorship since the language would be easier
to learn and would be potentially more intuitive.
• Process analysis: For data users, a minimal graphical language with reduced notation
diversity is assumed to favor process readership for similar reasons as in the previous
item.
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• Process Interoperability: For data users, it is assumed that reduced notation diversity
in the workflow graphical language would result in a language with fewer restrictions
to be imposed on the executing environment, hence, favoring the adaptability of the
workflow language.
C3: Workflow Terminology: The intention of this criterion is to evaluate the abstract workflow language with respect to its flexibility to support terminology from users,
e.g., scientists. If an abstract workflow is described using terminology introduced by a scientist, then potentially the abstract workflow is meaningful to a community of users with
a similar disciplinary background. If, on the other hand, the scientist is forced to choose
among technical terms suggested by software tools, then understanding the abstract workflow is more likely to require technical training on the specific software tools used to create
the abstract workflow.
Qualitatively, the evaluation of the framework with respect to this criterion should
yield user-driven or system-driven workflow terminology. Quantitatively, this criterion is
defined as the percentage of terms used in an abstract workflow that are introduced by
scientists. A percentage of 100 means all terms used in an abstract workflow are introduced
by scientists, while a percentage of zero means that scientists choose terminology provided
by the technical platform. Notice that the graphical language may implicitly refer to
technical terms, e.g., rectangles are actors in Kepler scientific workflows [44]. However,
this type of implicit terminology is not considered here and instead is addressed by the
notation diversity criterion. This criterion also includes only the terms that are visible in
the graphical layout of the workflow specification and does not consider other features of
development environments, e.g., features to assist scientists in choosing technically-oriented
components. The intention is to evaluate the graphical representation of the workflow, not
other features of tools used to create them. There is also the case of technical platforms
that target specific disciplines or those that become widely adopted in a community, e.g.,
Taverna for the life sciences [56]. In these cases, the vocabulary provided by the technical
platform may in fact be compatible with the vocabulary preference of scientists. This
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criterion should provide best results in evaluating generic technical platforms intended to
be used across disciplines and that are flexible with respect to user vocabulary preference.
This criterion addresses the following scientist tasks:
• Process Authorship: For data producers, flexibility to choose terminology from a
familiar domain of expertise should facilitate process authorship, making the exercise
more intuitive for data producers.
• Process Analysis: For secondary data users, workflows that use vocabulary common
to their discipline should be easier to analyze. Ideally, the graphical representation of
the workflow would be enough for scientists to interpret the process of data collection
and transformation, minimizing the need to understand the technical platform in
order to analyze the process.
• Process Interoperability: For secondary data users, workflows that use vocabulary
that is independent of a specific platform should be easier to transfer and reuse in
other operational environments, i.e., assuming that scientists have to understand the
workflow as a requirement to adopt it in their operational environments. However,
there may also be the case where software tools are available to automate the conversion of workflows from one platform to another; even in these cases a scientist’s
interpretation of the workflow is still necessary to validate that automatic conversions
are sound.
C4: Workflow/Provenance Vocabulary Coupling: The intention of this criterion
is to evaluate the level of vocabulary commonality between a workflow specification expressed in the abstract workflow language and a corresponding provenance trace expressed
in the provenance language. The abstract workflow language and the provenance language
are naturally different, having different design goals and intended uses. However, given
that abstract workflows represent processes of collection and transformation of data from
the perspective of scientists, data provenance should be easier for scientists to understand
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and use if there is a clear correspondence between the abstract workflow and the provenance trace. While the provenance granularity criterion evaluates correspondence between
abstract workflows and provenance traces from a structural stand point, this criterion evaluates correspondence from a terminology stand point.
Qualitatively, the evaluation of the framework with respect to this criterion should
yield high or low vocabulary coupling. Quantitatively, the level of vocabulary coupling
can be defined as the percentage of terms in the workflow specification that are used
in the provenance trace; a percentage of 100 means that all terms used in the abstract
workflow are used in the provenance trace and would be qualified as high vocabulary
coupling. A percentage of zero means that the provenance trace is independent of the
abstract workflow and would be qualified as low vocabulary coupling. Notice that the
quantification of this criterion measures a percentage with respect to the terms in the
abstract workflow, which are potentially introduced by scientists. Quantifying the criterion
this way intends to disregard the complexity of the provenance language, i.e., if the criterion
was quantified as the percentage of terms used in the provenance trace that were common
in the abstract workflow, the outcome would be susceptible to syntax complexity of the
provenance language.
Similar to the workflow terminology criterion, this criterion considers the terms that
are visible in the graphical layout of the abstract workflow. Similar to the provenance
granularity criterion, this criterion is best employed on workflow pipelines where all process
steps contribute to the provenance trace. This criterion addresses the following scientist
tasks:
• Provenance Capture: For data producers who have documented their processes of
collection and transformation of data as abstract workflows, capturing provenance
in a language that supports high vocabulary coupling should be more intuitive and
easier to validate.
• Provenance analysis: For secondary data users, assuming that an abstract workflow
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Table 5.5: Relation between scientist tasks and framework analysis criteria
Framework analysis criteria
Scientist task

Provenance

Workflow Workflow

Workflow/

granularity

notation

provenance

vocabulary

diversity

vocabulary
coupling

Process authorship

×

×

Process analysis

×

×

Process interoperability

×

×

Provenance capture

×

×

Provenance analysis

×

×

Provenance interoperability

×

×

is specified using terminology that is familiar to them, a corresponding provenance
trace should be easier to analyze if there is high vocabulary coupling between the
abstract workflow and the provenance trace. Low vocabulary coupling, on the other
hand, would mean that the provenance trace is expressed using vocabulary that is
specific to the provenance language or operational environment, which the scientist
would have to understand a priori in order to analyze the provenance trace in detail.
• Provenance Interoperability: High vocabulary coupling is indicative of provenance
traces that are expressed in languages that are less dependent on operational environments. For secondary data users wanting to extend a provenance trace in their
own contexts, high vocabulary coupling is desired, since the provenance trace is more
likely to be adaptable across operational environments.
The relation between scientist tasks and the criteria to analyze abstract workflow/provenance
trace frameworks is summarized in Table 5.5.
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Table 5.6: Analysis of the WDO framework

5.3.2

Criteria

Result

Provenance granularity

User-determined

Workflow notation diversity

Low (3 symbols)

Workflow terminology

User-driven

Workflow/provenance vocabulary coupling

High

Analysis of the WDO Framework

Table 5.6 summarizes the result of the evaluation for the WDO framework. In order to
determine provenance granularity, it is necessary to define what constitutes a process step
and a provenance step in the WDO framework. A process step is counted for each data
transformation step in the abstract workflow, i.e., each rectangle. A provenance step is
counted for each NodeSet, a construct used in the Proof Markup Language (PML) to link
antecedents to conclusions and the main mechanism in PML to record data provenance [48].
Figure ?? shows a snippet of the provenance trace for the last part of the abstract workflow
of Figure 4.9, where the NodeSet has Corrected Data as conclusion (line 3), uses the Gap
Filling rule (line 10), and has antecedents represented by another NodeSet (line 13). Hence,
it is expected that for each process step there will be a provenance step, making the outcome
of this criterion a user-determined provenance granularity.
With respect to provenance interoperability and its relation to provenance granularity,
Lebo et al. [42] provide an approach to normalize the level of detail of provenance traces
from multiple sources. The results are derived provenance traces from different sources
documented at consistent levels of detail for a given application. While the provenance
granularity criterion presented in this paper intends to align provenance level of detail to
a scientist’s perspective, it is clear that a consistent level of detail across projects is not
guaranteed.
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With respect to the workflow notation diversity criterion, the framework can be evaluated by inspecting the abstract workflow in Figure 4.9. The diagram uses three symbols:
directed edges represent data (and flow of), ovals represent sources and sinks of data, and
rectangles represent process steps.
With respect to the workflow terminology criterion, the framework can also be evaluated by inspecting the abstract workflow of Figure 4.9. All terminology in the figure
was introduced by the scientist and is meaningful to colleagues from similar disciplinary
backgrounds. Hence, the framework is evaluated to support user-driven terminology.
Finally with respect to the workflow/provenance vocabulary coupling criterion, a comparison is made between the abstract workflow depicted in Figure 4.9 and the provenance
trace of presented below. The conclusion of the provenance trace indicates that the type of
data being concluded is of type Corrected Data (line 3) and that the Gap Filling rule is used
(line 10). Both of these terms are direct references to the terminology introduced in the
abstract workflow. Inspection of NodeSets corresponding to the rest of the abstract workflow is expected to include the remaining terminology introduced by the scientist. Hence,
the framework is evaluated to have a high coupling of vocabulary between the abstract
workflow and the provenance trace.
01 <pml:NodeSet rdf:about="URI-of-this-nodeset>
02
<pml:hasConclusion>
03
<mywdo:CorrectedData>
04
<pml:hasURL rdf:resource="http://../data.csv">
05
</mywdo:CorrectedData>
06
</pml:hasConclusion>
07
<pml:isConsequentOf>
08
<pml:InferenceStep>
09
<pml:hasInferenceEngine rdf:resource="http://..#exec-environ"/>
10
<pml:hasInferenceRule rdf:resource="../mywdo.owl#GapFilling"/>
11
<pml:hasAntecedentList>
12
<pml:NodeSetList>
13
<ds:first rdf:resource="URI-of-another-nodeset"/>
14
</pml:NodeSetList>
15
</pml:hasAntecedentList>
16
</pml:InferenceStep>
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17
</pml:isConsequentOf>
18 </pml:NodeSet>
The WDO framework is specifically designed to align to a scientist’s perspective in documenting data processes and capturing provenance traces. This is reflected in the outcome
of evaluating the WDO framework with respect to the criteria presented. However, Abstract Workflow/Provenance frameworks typically require compromise between supporting
a scientist’s perspective and other factors, e.g., the expected level of process automation.
The criteria can be used to assess the impact of such compromises in maintaining a flexible
framework that supports a scientist’s perspective.
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Chapter 6
Related Work
This section presents a summary of related approaches to document scientific data processes. It does not repeat the tools included in the comparative study discussed in Section 5.2. A comparative study was presented in Section 5.2 to provide evidence of the
contributions of the WDO framework.

6.1

Scientific Workflow Management Systems

Workflow management systems is the technology explored in this work to document planned
processes in science and engineering projects.
Workflow technology is one approach to address the challenges of reusing and customizing processes. A workflow specifies a set of activities and their order of execution with
respect to each other, where an activity is considered an atomic unit of work [71]. With
respect to processes automated as software programs, Workflow Management Systems provide functionality to 1) access reusable software modules, 2) support workflow authoring
by allowing a person to combine software modules using supported patterns of module interaction [71], and 3) manage the execution of workflows over computing resources [61, 18].
From the perspective of end-users, scientific workflows can be generalized as processes
represented as graphs. In a process graph, nodes represent discrete activities and directed
edges represent pre- and post-conditions of those activities. A set of activities are connected
through pre- and post-condition edges to effectively determine dependencies between the
activities. Traversing the graph from its initial pre-conditions to its final post-conditions
simulates the action of carrying out a complex task conformed of simpler activities. To
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deploy such a representation of a process as an automated or semi-automated system,
additional control flow information is necessary to determine the rules that guide the graph
traversal.
In a scientific setting, workflows are typically driven by data flow where activities represent data transformation modules. Scientific workflows support scientific experimentation
and analysis and are popular in fields amenable to automated data-driven processes, e.g.,
bioinformatics. Deelman et al. [18] and Taylor et al. [68] discuss workflow technologies used
to support diverse scientific problems.
At a conceptual level, workflows and workflow management systems allow scientists to
design and discuss processes that support scientific efforts. However, the necessity of executing a workflow over computing resources introduces software implementation complexities
that often are beyond the expertise of domain scientists. Scientific workflow management
systems hide software implementation complexities by providing a sandbox environment
on which scientists can create and execute workflows. For example, Taverna provides a
point-and-click interface to select data and give suggestions for interconnecting data to
create a workflow [56]. A workflow in Taverna is presented as a graph that is bound to
implementations of software components to process data. Figure 6.1 shows a snapshot of
the Taverna workbench interface [66]. Behind the graphical representation of the workflow
there is an infrastructure that is configured with scientific data, software components tailored to work with physical computing resources, and additional constraints that assures
valid interconnections.
From a computational perspective, workflow languages often provide capabilities that
are useful for a wide range of applications and disciplines. For example, the Business
Process Execution Language (BEPL) is a Turing-complete programming language used
to create workflows based on Web services [4]. However, scientific workflow management
systems typically target specialized communities by supporting different feature sets and
providing repositories of software modules and workflows that perform specialized tasks
on specific hardware resources. For example, Taverna supports communities related to life
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Figure 6.1: A workflow in Taverna.
sciences, providing an ample repository of community-developed workflows and individual
components. What is more, sharing of community-developed Taverna workflows and modules is promoted through the myExperiment project (http://www.myExperiment.org), a
Web portal intended to provide a virtual research environment for colleagues to share their
digital resources.
Triana is another workflow management system initially developed for a specific community [69]. It has its roots in communities related to the study of the gravitational wave field.
As such, it provides modules related to the analysis and manipulation of one-dimensional
data, audio analysis, image processing, and data mining [18].
VisTrails is a workflow management system intended to support data exploration and
visualization communities [23]. It features a mechanism to systematically track multiple
versions of data products and the processes used to generate those products. For example,
multiple versions of a workflow may vary in parameter values or in the execution components used. These multiple versions of workflows can be executed simultaneously to carry
out comparative analysis, particularly through visualization.
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Other work has focused in separating the dependency of an executing environment to
capture domain expertise of data processes. Garijo and Gil suggest the approach of creating
abstract workflows from executable workflows [24]. Abstract workflows have the advantage
of not being tied to a specific execution environment and are similar to the Semantic Abstract Workflows created here. However, a key difference is that abstract workflows created
with the WDO framework are created from a domain expert’s perspective since inception,
while other work creates abstractions from processes that include technical details. An
advantage of the WDO framework is that they are also useful to model data processes that
require manual activities, i.e., activities that cannot be executed by a machine.
Workflow management systems provide controlled execution environments on which to
create scientific data products. As a result, workflow management systems are naturally
extended with functionality to create log records about how data products are created.
Log records can include details such as software modules and computing resources used,
intermediate data products produced, and ultimately data inputs used to initialize workflow
execution. A log record about the execution of a workflow to create a data product is
called the data product’s provenance record, and it is valuable in supporting repeatable
and verifiable data products, as well as to support analysis of results by providing an
understanding of how data products came to be. Workflow management systems often
support custom mechanisms to create data provenance records as a workflow is being
executed [2, 65, 40, 15].
In addition to creating data provenance records as workflows are executed, workflow
management systems also provide functionality to use provenance records in support of
scientific analysis once data products have been created. For example, VisTrails uses provenance records to support the comparative analysis functionality previously mentioned [23].
The User Views mechanism uses provenance querying to provide customized perspectives
based on how data products were created [11].
In an effort to understand differences in the mechanisms to encode data provenance in
diverse scientific workflow management systems, the community has been aligning towards a
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lingua franca to encode data provenance [29]. Provenance challenges were initial community
efforts in this direction [51]. Data provenance beyond workflow management systems is
discussed further in the next subsection.
In summary, defining and refining scientific processes to produce relevant data products
can be a challenging and time-consuming task. Workflow management systems serve as
a sandbox environment for scientists to build their processes using graphical representations of reusable software modules that execute on specialized computing resources and
digital data. Hiding technical complexities of software implementation is a key feature of
scientific workflow management systems; it facilitates authoring and interpretation of processes among scientists; it also supports collaboration by allowing scientists to customize
processes according to their needs and to share processes and software modules. Workflow
management systems provide mechanisms to document data product provenance, supporting reproducible and verifiable scientific results.

6.2

Business Workflows

An example of these types of tools is Salesforce’s visual workflows. Through its web portal
(http://www.salesforce.com), Salesforce supports the construction of workflows in a
graphical environment. Workflows in Salesforce are mainly in support of business processes
where users are asked to submit information or information is presented to users as part
of carrying out the workflow. Workflow nodes are configured through customizable web
forms to support the interaction with users. The Salesforce platform provides an API to
access an object-oriented architecture that supports capabilities to define business rules.
Salesforce workflows have features amenable to scientific data processes. However, a
limitation is that it has a closed environment specialized for business applications; it depends on Salesforces representations of business objects. Additionally, it is not free, which
increases the risk of adopting the tool for use in a scientific project, a use case for which it
is not designed.
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Figure 6.2: Snapshot of the Open e-ventory tool.

6.3

Electronic Lab Notebooks

Electronic lab notebooks support the creation of archival records that are legally and
scientifically defensible [54]. As a result, these types of systems emphasize the use of
cryptography-based digital signatures and system design to include comprehensive logging
and protect information flow in order to provide evidence of authenticity [55].
These types of systems typically focus on record keeping and they typically target a
specific discipline. For example, Cynote (http://cynote.sourceforge.net/) aims to be
an electronic research record management system. It conforms to record-keeping standards
of physical notebooks and it targets science domains of biology and bioinformatics. Another electronic lab notebook tool is Open e-nventory (http://www.chemie.uni-kl.de).
Open e-nventory in an integrated chemistry laboratory journal with a literature database
and an inventory program. The tool is open source, Web based, and has capabilities for
collaboration. Figure 6.2 shows a snapshot of its graphical user interface.
Through the use of these tools, record keeping of laboratory experiment results could
be analyzed to extract data process documentation. However, the focus of the WDO
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framework is to document data processes explicitly in a planning phase, and then use the
structure defined by data process documentation to document the experiment results. Furthermore, several of these types of tools focus mainly on textual records. Natural Language
Processing (NLP) techniques could be employed to extract structured data processes from
textual descriptions, however, this type of work is well beyond the scope of the WDO
framework.

6.4

Formal Data Flow Diagrams

Structural software analysis and design provide a well-defined path of software development,
starting with the analysis of software requirements and ending with software implementation. Data Flow Diagrams (DFD’s) are de facto graphical diagrams used in structural
software analysis, providing a simple graphical notation that is easy to use. On the other
hand, formal methods are used to model software behavior such that software applications can be formally verified. However, formal methods are typically reserved for critical
software applications because of their level of difficulty to create and interpret.
There have been efforts to facilitate the adoption of formal methods by imposing formalisms on structural analysis tools, such as DFD’s [41]. However, such work necessarily
imposes a computational model on DFD’s, which can limit the applicability of those approaches to document end-to-end processes for scientific data. For example, there may be
phases of the scientific data collection and transformation process that are carried out in
the physical world, outside the realm of a strict computational model.
These approaches are fundamentally different from the WDO framework. The WDO
framework provides a formal ontological description of the structural analysis diagrams of
a data process. However, it does not add a computational model to the structural analysis.
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6.5

Process Ontologies and Languages

There exist other ontologies and languages intended to capture process. For example, the
Process Specification Language (PSL) is an ontology developed by the National Institute of
Standards and Technology (NIST) to describe processes from manufacturing, engineering,
and business domains. The Business Process Execution Language (BPEL) is a standard
from OASIS to specify business processes that are typically implemented through Web
Services. These and other ontologies focus on specifying constructs that allow the encoding of executable specifications, i.e., specifications of time-dependent constructs allow the
specification of a deterministic ordering of individual activities to accomplish a task.
The approach presented here, on the other hand, is designed without time-dependent
constructs in support of a language that facilitates authoring of processes by people who
may not have a logic or programming background. To make up for the loss of process
knowledge specificity, the language is complemented with a graphical representation intended to support an intuitive interpretation of process knowledge, delaying a complete
process specification until system implementation.
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Chapter 7
Conclusions
7.1

Summary of the Work

This dissertation has presented a framework that uses abstraction to document the relevant
aspects of data collection and transformation needed to support assessment of data for
reuse. Such a framework is valuable to data producers to describe their data from their
perspective, as well as to data users who are able to use such documentation to assess data
for their applications.
The approach of this work focused on the method of assessing data through the exchange
and analysis of data documentation; it focused on procedural data documentation instead
of descriptive data documentation, and focused on planned processes instead of unplanned.
Early feedback from scientists and engineers was helpful in gauging appropriate terminology
and graphical language complexity.
The framework uses abstraction to highlight relevant aspects of data collection and
transformation processes while hiding technical nuances. It builds on formal knowledge representation technologies for the Web [8], including the Web Ontology Language (OWL) [34]
for knowledge representation and the Resource Description Framework (RDF) [47] for representing information about resources. Formally represented knowledge can support computing tasks that require reasoning capabilities [32], allowing data users to employ computers
to support decisions about the appropriateness of data products.
A case study analyzed the WDO framework to document the data collection and
transformation process of the Jornada eddy covariance system, an environmental sciences
project. In another evaluation effort, criteria was defined and used to evaluate the frame107

work support of scientist tasks related to the documentation and use of data. The criteria
was used to analyze the languages of the framework, i.e., the workflow language with which
a data transformation process is documented, and the provenance language with which the
data transformation trace is documented once the data transformation process is carried
out. The results of the evaluation and analysis are presented in Chapter 5.
Ontological representations of data processes support the creation of knowledge-based
systems that use logical representations to organize and reason about data process resources. Logical representations of data process resources have the advantage of being able
to support organization and reasoning capabilities over the data process resources without
being dependent or interfering with the data process environment.
The WDO framework is distinguishable from other efforts in creating scientist-driven
data process documentation by the combination of the following features:
1. The capability to create ontological representations of end-to-end data processes;
2. the capability to create knowledge bases about data provenance, and;
3. the capability to link documentation to actual data process resources.
A comparative study was presented in Section 5.2 to support the claims of the WDO
framework. In particular, the WDO framework provides ontological representations that
support the creation of knowledge-based systems and the use of logical representations to
organize and reason about data process resources. The advantage of the WDO framework
is its independence from a particular executing environment, which makes it well suited for
end-to-end processes that span across computer-based, physical, or hybrid environments.

7.2

Future Work

The intention of the WDO framework is to support the specification of data processes
from the perspective of data producers, focusing on data flow to emphasize the scientific
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aspects of the data process. A feature of the approach is the balance that it presents
between simplicity and expressiveness. Future work includes investigation of extensions to
the graphical language to support advanced users while maintaining that balance.
Usability concerns of the WDO-It! tool were not addressed in this work and is left as
future work. Other platforms, such as an all-Web based tool instead of a Java application
may be explored in the future as an alternative that may minimize adoption efforts.
The Proof Markup Language (PML) was used as the provenance language in this work.
Future work should investigate the impact of using alternate provenance languages. For
instance, the PROV language has recently emerged as a standard from the W3C [7]. Using
standard languages to document data should improve maintenance and preservation of
data.
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Appendix A
Definitions
This sections provides definitions of terminology used throughout this work.
• Data: Recorded symbols that represent qualitative or quantitative values of variables
in support of a scientific investigation. In a more pragmatic sense, data refers to
content being collected, transformed, analyzed, used, or created in a data process [64].
• Data Process: A set of discrete activities carried out systematically in a predefined
order to collect and transform data [64]. Such activities can be automated, i.e.,
performed by a machine, or can be manually performed by a person.
• Data Producer : Data producers are responsible (or at least involved) in the collection
and transformation of data to create data products. From data producers, it is
required to organize and document data, or otherwise educate others on how to use
data in order to share data with others.
• Data User: Data users are interested in using data products that may or may not
have been created by them. Data users must be able to assess data and how it
was processed to decide whether it can be used for their applications. Depending
on the level of interaction with data producers, data users rely on their disciplinary
background training to identify relevant sources and assess data.
• Data Product: A data product is the combination of data and metadata. Metadata
is necessary to define a context for data and to assess the quality of data.
• Data Provenance: Provenance of digital objects is information about their origin.
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With respect to scientific data products, provenance is information that represents
how, what, when, and who was involved in creating data products.
• Semantic Abstract Workflow or S AW: A graphical rendition of a Workflow Driven
Ontology, intended to facilitate authoring and readability of WDOs.
• Workflow : Processes represented as graphs. In a process graph, nodes represent
discrete activities and directed edges represent pre- and post-conditions of those activities. A set of activities are connected through pre- and post-condition edges to
effectively determine dependencies between the activities. Traversing the graph from
its initial pre-conditions to its final post-conditions simulates the action of carrying
out a complex task conformed of simpler activities. To deploy such a representation of a process as an automated or semi-automated system, additional control flow
information is necessary to determine the rules that guide the graph traversal.
• Workflow Driven Ontology or W DO: A formal ontology encoded in OWL used to
formally represent knowledge about data processes and that is aligned to a graphical
language to be able to depict the data process as a workflow.
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Appendix B
OWL specification of WDO
metamodel
The OWL specification of the WDO framework is modularized according to Figure 4.8.
Each module is presented in the next subsections using RDF/XML syntax. The following
name space abbreviations are used:
• dc:

http://purl.org/dc/elements/1.1/

• ds:

http://inference-web.org/2.0/ds.owl#

• dfd:

http://cybershare.utep.edu/ontology/dfd.owl#

• owl:

http://www.w3.org/2002/07/owl#

• owl2xml:
• pmlp:
• rdf:
• rdfs:

http://www.w3.org/2006/12/owl2-xml#

http://inference-web.org/2.0/pml-provenance.owl#
http://www.w3.org/1999/02/22-rdf-syntax-ns#
http://www.w3.org/2000/01/rdf-schema#

• wdo:

http://cybershare.utep.edu/ontology/wdo.owl#

• xsd:

http://www.w3.org/2001/XMLSchema#

B.1

DFD Ontology

<owl:Ontology rdf:about="http://cybershare.utep.edu/ontology/dfd.owl"/>
<!----- Object Properties ----->
<owl:ObjectProperty rdf:about="&dfd;hasInput"/>
<owl:ObjectProperty rdf:about="&dfd;hasOutput"/>
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<owl:ObjectProperty rdf:about="&dfd;isAbstractedBy"/>
<owl:ObjectProperty rdf:about="&dfd;isDetailedBy">
<owl:inverseOf rdf:resource="&dfd;isAbstractedBy"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:about="&dfd;isInputTo">
<owl:inverseOf rdf:resource="&dfd;hasInput"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:about="&dfd;isOutputOf">
<owl:inverseOf rdf:resource="&dfd;hasOutput"/>
</owl:ObjectProperty>
<!----- Data Properties ----->
<owl:DatatypeProperty rdf:about="&dfd;height"/>
<owl:DatatypeProperty rdf:about="&dfd;width"/>
<owl:DatatypeProperty rdf:about="&dfd;x"/>
<owl:DatatypeProperty rdf:about="&dfd;y"/>
<!----- Classes ----->
<owl:Class rdf:about="&dfd;DFD">
<rdfs:subClassOf rdf:resource="&owl;Thing"/>
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty rdf:resource="&dfd;isAbstractedBy"/>
<owl:someValuesFrom rdf:resource="&dfd;DataTransformation"/>
</owl:Restriction>
</rdfs:subClassOf>
<owl:disjointWith rdf:resource="&dfd;Data"/>
<owl:disjointWith rdf:resource="&dfd;Node"/>
</owl:Class>
<owl:Class rdf:about="&dfd;Data">
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty rdf:resource="&dfd;isOutputOf"/>
<owl:someValuesFrom rdf:resource="&dfd;Node"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty rdf:resource="&dfd;isInputTo"/>
<owl:someValuesFrom rdf:resource="&dfd;Node"/>
</owl:Restriction>
</rdfs:subClassOf>
<owl:disjointWith rdf:resource="&dfd;Node"/>
</owl:Class>
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<owl:Class rdf:about="&dfd;DataTransformation">
<rdfs:subClassOf rdf:resource="&dfd;Node"/>
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty rdf:resource="&dfd;isDetailedBy"/>
<owl:someValuesFrom rdf:resource="&dfd;DFD"/>
</owl:Restriction>
</rdfs:subClassOf>
<owl:disjointWith rdf:resource="&dfd;Storage"/>
<owl:disjointWith rdf:resource="&dfd;Terminator"/>
</owl:Class>
<owl:Class rdf:about="&dfd;Node">
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty rdf:resource="&dfd;width"/>
<owl:maxQualifiedCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxQualifiedCardinality>
<owl:onDataRange rdf:resource="&xsd;decimal"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty rdf:resource="&dfd;y"/>
<owl:maxQualifiedCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxQualifiedCardinality>
<owl:onDataRange rdf:resource="&xsd;decimal"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty rdf:resource="&dfd;hasInput"/>
<owl:someValuesFrom rdf:resource="&dfd;Data"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty rdf:resource="&dfd;height"/>
<owl:maxQualifiedCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxQualifiedCardinality>
<owl:onDataRange rdf:resource="&xsd;decimal"/>
</owl:Restriction>
</rdfs:subClassOf>
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<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty rdf:resource="&dfd;hasOutput"/>
<owl:someValuesFrom rdf:resource="&dfd;Data"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty rdf:resource="&dfd;x"/>
<owl:maxQualifiedCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxQualifiedCardinality>
<owl:onDataRange rdf:resource="&xsd;decimal"/>
</owl:Restriction>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:about="&dfd;Storage">
<rdfs:subClassOf rdf:resource="&dfd;Node"/>
<owl:disjointWith rdf:resource="&dfd;Terminator"/>
</owl:Class>
<owl:Class rdf:about="&dfd;Terminator">
<rdfs:subClassOf rdf:resource="&dfd;Node"/>
</owl:Class>

B.2

PML Ontology

The PML ontology is modularized into three components: PML-Provenance, PML-Justification,
and PML-Trust. However, only the PML-Provenance module is relevant to this work;
other modules are omitted in this section. The full specification can be reviewed from
http://inference-web.org/2.0/.
<owl:Ontology rdf:about="http://inference-web.org/2.0/pml-provenance.owl"/>
<owl:imports rdf:resource="http://inference-web.org/2.0/ds.owl"/>
</owl:Ontology>
<!----- Object Properties ----->
<owl:ObjectProperty rdf:about="&pmlp;hasContent">
<rdfs:range rdf:resource="&pmlp;Information"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:about="&pmlp;hasOwner">
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<rdfs:range rdf:resource="&pmlp;Agent"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:about="&pmlp;hasAuthorList">
<rdfs:range rdf:resource="&pmlp;AgentList"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:about="&pmlp;hasDescription">
<rdfs:domain rdf:resource="&pmlp;IdentifiedThing"/>
<rdfs:range rdf:resource="&pmlp;Information"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:about="&pmlp;hasLanguage">
<rdfs:domain rdf:resource="&pmlp;Information"/>
<rdfs:range rdf:resource="&pmlp;Language"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:about="&pmlp;hasFormat">
<rdfs:domain rdf:resource="&pmlp;Information"/>
<rdfs:range rdf:resource="&pmlp;Format"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:about="&pmlp;hasPrettyNameMappingList">
<rdfs:domain rdf:resource="&pmlp;Information"/>
<rdfs:range rdf:resource="&pmlp;PrettyNameMappingList"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:about="&pmlp;hasReferenceSourceUsage">
<rdfs:domain rdf:resource="&pmlp;Information"/>
<rdfs:range rdf:resource="&pmlp;SourceUsage"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:about="&pmlp;isMemberOf">
<rdfs:domain rdf:resource="&pmlp;Agent"/>
<rdfs:range rdf:resource="&pmlp;Organization"/>
<owl:inverseOf rdf:resource="&pmlp;hasMember"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:about="&pmlp;hasMember">
<rdfs:domain rdf:resource="&pmlp;Organization"/>
<rdfs:range rdf:resource="&pmlp;Agent"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:about="&pmlp;hasPublisher">
<rdfs:domain rdf:resource="&pmlp;Document"/>
<rdfs:range rdf:resource="&pmlp;Agent"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:about="&pmlp;hasDocument">
<rdfs:domain rdf:resource="&pmlp;DocumentFragment"/>
<rdfs:range rdf:resource="&pmlp;Document"/>
</owl:ObjectProperty>
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<owl:ObjectProperty rdf:about="&pmlp;hasUsageQueryContent">
<rdfs:domain rdf:resource="&pmlp;SourceUsage"/>
<rdfs:subPropertyOf rdf:resource="&pmlp;hasContent"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:about="&pmlp;hasSource">
<rdfs:domain rdf:resource="&pmlp;SourceUsage"/>
<rdfs:range rdf:resource="&pmlp;Source"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:about="&pmlp;hasRuleExample">
<rdfs:domain rdf:resource="&pmlp;InferenceRule"/>
<rdfs:range rdf:resource="&pmlp;Information"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:about="&pmlp;hasFromLanguage">
<rdfs:domain rdf:resource="&pmlp;TranslationRule"/>
<rdfs:range rdf:resource="&pmlp;Language"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:about="&pmlp;hasToLanguage">
<rdfs:domain rdf:resource="&pmlp;TranslationRule"/>
<rdfs:range rdf:resource="&pmlp;Language"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:about="&pmlp;hasInferenceEngineRule">
<rdfs:domain rdf:resource="&pmlp;InferenceEngine"/>
<rdfs:range rdf:resource="&pmlp;InferenceRule"/>
</owl:ObjectProperty>
<owl:ObjectProperty rdf:about="#usesInferenceEngine">
<rdfs:domain rdf:resource="&pmlp;Agent"/>
<rdfs:range rdf:resource="&pmlp;InferenceEngine"/>
</owl:ObjectProperty>
<!----- Data Properties ----->
<owl:DatatypeProperty rdf:about="&pmlp;hasCreationDateTime">
<rdfs:range rdf:resource="&xsd;dateTime"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:about="&pmlp;hasModificationDateTime">
<rdfs:range rdf:resource="&xsd;dateTime"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:about="&pmlp;hasVersion">
<rdfs:range rdf:resource="&xsd;string"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:about="&pmlp;hasConfidenceValue">
<rdfs:range rdf:resource="&xsd;double"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:about="&pmlp;hasName">
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<rdfs:domain rdf:resource="&pmlp;IdentifiedThing"/>
<rdfs:range rdf:resource="&xsd;string"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:about="&pmlp;hasEncoding">
<rdfs:domain rdf:resource="&pmlp;Information"/>
<rdfs:range rdf:resource="&xsd;string"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:about="&pmlp;hasPrettyString">
<rdfs:domain rdf:resource="&pmlp;Information"/>
<rdfs:range rdf:resource="&xsd;string"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:about="&pmlp;hasRawString">
<rdfs:domain rdf:resource="&pmlp;Information"/>
<rdfs:range rdf:resource="&xsd;string"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:about="&pmlp;hasURL">
<rdfs:domain rdf:resource="&pmlp;Information"/>
<rdfs:range rdf:resource="&xsd;anyURI"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:about="&pmlp;hasMimetype">
<rdfs:domain rdf:resource="&pmlp;Information"/>
<rdfs:range rdf:resource="&xsd;string"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:about="&pmlp;hasEscapeCharacterSequence">
<rdfs:domain rdf:resource="&pmlp;Language"/>
<rdfs:range rdf:resource="&xsd;string"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:about="&pmlp;hasPublicationDateTime">
<rdfs:domain rdf:resource="&pmlp;Publication"/>
<rdfs:range rdf:resource="&xsd;dateTime"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:about="&pmlp;hasISBN">
<rdfs:domain rdf:resource="&pmlp;Publication"/>
<rdfs:range rdf:resource="&xsd;string"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:about="&pmlp;hasAbstract">
<rdfs:domain rdf:resource="&pmlp;Document"/>
<rdfs:range rdf:resource="&xsd;string"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:about="&pmlp;hasFromOffset">
<rdfs:domain rdf:resource="&pmlp;DocumentFragmentByOffset"/>
<rdfs:range rdf:resource="&xsd;int"/>
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</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:about="&pmlp;hasToOffset">
<rdfs:domain rdf:resource="&pmlp;DocumentFragmentByOffset"/>
<rdfs:range rdf:resource="&xsd;int"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:about="&pmlp;hasToRow">
<rdfs:domain rdf:resource="&pmlp;DocumentFragmentByRowCol"/>
<rdfs:range rdf:resource="&xsd;int"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:about="&pmlp;hasToCol">
<rdfs:domain rdf:resource="&pmlp;DocumentFragmentByRowCol"/>
<rdfs:range rdf:resource="&xsd;int"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:about="&pmlp;hasFromRow">
<rdfs:domain rdf:resource="&pmlp;DocumentFragmentByRowCol"/>
<rdfs:range rdf:resource="&xsd;int"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:about="&pmlp;hasFromCol">
<rdfs:domain rdf:resource="&pmlp;DocumentFragmentByRowCol"/>
<rdfs:range rdf:resource="&xsd;int"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:about="&pmlp;hasUsageDateTime">
<rdfs:domain rdf:resource="&pmlp;SourceUsage"/>
<rdfs:range rdf:resource="&xsd;dateTime"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:about="&pmlp;hasDataCollectionStartDateTime">
<rdfs:domain rdf:resource="&pmlp;LearnedSourceUsage"/>
<rdfs:range rdf:resource="&xsd;dateTime"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:about="&pmlp;hasDataCollectionEndDateTime">
<rdfs:domain rdf:resource="&pmlp;LearnedSourceUsage"/>
<rdfs:range rdf:resource="&xsd;dateTime"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:about="&pmlp;hasEnglishDescriptionTemplate">
<rdfs:domain rdf:resource="&pmlp;InferenceRule"/>
<rdfs:range rdf:resource="&xsd;string"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:about="&pmlp;hasReplacee">
<rdfs:domain rdf:resource="&pmlp;PrettyNameMapping"/>
<rdfs:range rdf:resource="&xsd;string"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:about="&pmlp;hasPrettyName">
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<rdfs:domain rdf:resource="&pmlp;PrettyNameMapping"/>
<rdfs:range rdf:resource="&xsd;string"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:about="&pmlp;hasShortPrettyName">
<rdfs:subPropertyOf rdf:resource="&pmlp;hasPrettyName"/>
</owl:DatatypeProperty>
<owl:DatatypeProperty rdf:about="&pmlp;hasLongPrettyName">
<rdfs:subPropertyOf rdf:resource="&pmlp;hasPrettyName"/>
</owl:DatatypeProperty>
<!----- Classes ----->
<owl:Class rdf:about="&pmlp;AgentList">
<rdfs:subClassOf rdf:resource="&ds;List"/>
<rdfs:subClassOf>
<owl:Restriction>
<owl:allValuesFrom rdf:resource="&pmlp;Agent"/>
<owl:onProperty rdf:resource="&ds;first"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:allValuesFrom rdf:resource="&pmlp;AgentList"/>
<owl:onProperty rdf:resource="&ds;rest"/>
</owl:Restriction>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:about="&pmlp;IdentifiedThing">
<rdfs:subClassOf>
<owl:Restriction>
<owl:maxCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
<owl:onProperty rdf:resource="&pmlp;hasName"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:maxCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
<owl:onProperty rdf:resource="&pmlp;hasAuthorList"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
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<owl:maxCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
<owl:onProperty rdf:resource="&pmlp;hasCreationDateTime"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:maxCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
<owl:onProperty rdf:resource="&pmlp;hasOwner"/>
</owl:Restriction>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:about="&pmlp;Information">
<rdfs:subClassOf rdf:resource="&pmlp;IdentifiedThing"/>
<rdfs:subClassOf>
<owl:Restriction>
<owl:maxCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
<owl:onProperty rdf:resource="&pmlp;hasLanguage"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:maxCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
<owl:onProperty rdf:resource="&pmlp;hasFormat"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:maxCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
<owl:onProperty rdf:resource="&pmlp;hasURL"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:maxCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
<owl:onProperty rdf:resource="&pmlp;hasPrettyString"/>
</owl:Restriction>
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</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:maxCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
<owl:onProperty rdf:resource="&pmlp;hasRawString"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:maxCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
<owl:onProperty rdf:resource="&pmlp;hasPrettyNameMappingList"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:maxCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
<owl:onProperty rdf:resource="&pmlp;hasReferenceSourceUsage"/>
</owl:Restriction>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:about="&pmlp;Format">
<rdfs:subClassOf rdf:resource="&pmlp;IdentifiedThing"/>
</owl:Class>
<owl:Class rdf:about="&pmlp;Language">
<rdfs:subClassOf rdf:resource="&pmlp;IdentifiedThing"/>
</owl:Class>
<owl:Class rdf:about="&pmlp;EmptyInformation">
<rdfs:subClassOf rdf:resource="&pmlp;Information"/>
</owl:Class>
<owl:Class rdf:about="&pmlp;Source">
<rdfs:subClassOf rdf:resource="&pmlp;IdentifiedThing"/>
</owl:Class>
<owl:Class rdf:about="&pmlp;Agent">
<rdfs:subClassOf rdf:resource="&pmlp;Source"/>
</owl:Class>
<owl:Class rdf:about="&pmlp;Organization">
<rdfs:subClassOf rdf:resource="&pmlp;Agent"/>
</owl:Class>
<owl:Class rdf:about="&pmlp;Person">
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<rdfs:subClassOf rdf:resource="&pmlp;Agent"/>
</owl:Class>
<owl:Class rdf:about="&pmlp;Sensor">
<rdfs:subClassOf rdf:resource="&pmlp;Agent"/>
</owl:Class>
<owl:Class rdf:about="&pmlp;Software">
<rdfs:subClassOf rdf:resource="&pmlp;Agent"/>
<rdfs:subClassOf>
<owl:Restriction>
<owl:maxCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
<owl:onProperty rdf:resource="&pmlp;hasVersion"/>
</owl:Restriction>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:about="&pmlp;WebService">
<rdfs:subClassOf rdf:resource="&pmlp;Software"/>
</owl:Class>
<owl:Class rdf:about="&pmlp;Document">
<rdfs:subClassOf rdf:resource="&pmlp;Source"/>
<owl:disjointWith rdf:resource="&pmlp;Agent"/>
<rdfs:subClassOf>
<owl:Restriction>
<owl:maxCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
<owl:onProperty rdf:resource="&pmlp;hasContent"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:maxCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
<owl:onProperty rdf:resource="&pmlp;hasVersion"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:maxCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
<owl:onProperty rdf:resource="&pmlp;hasAbstract"/>
</owl:Restriction>
</rdfs:subClassOf>
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</owl:Class>
<owl:Class rdf:about="&pmlp;Ontology">
<rdfs:subClassOf rdf:resource="&pmlp;Document"/>
</owl:Class>
<owl:Class rdf:about="&pmlp;Publication">
<rdfs:subClassOf rdf:resource="&pmlp;Document"/>
<rdfs:subClassOf>
<owl:Restriction>
<owl:maxCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
<owl:onProperty rdf:resource="&pmlp;hasISBN"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:maxCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
<owl:onProperty rdf:resource="&pmlp;hasPublicationDateTime"/>
</owl:Restriction>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:about="&pmlp;Dataset">
<rdfs:subClassOf rdf:resource="&pmlp;Document"/>
</owl:Class>
<owl:Class rdf:about="&pmlp;Website">
<rdfs:subClassOf rdf:resource="&pmlp;Document"/>
</owl:Class>
<owl:Class rdf:about="&pmlp;DocumentFragment">
<rdfs:subClassOf rdf:resource="&pmlp;Source"/>
<rdfs:subClassOf>
<owl:Restriction>
<owl:cardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:cardinality>
<owl:onProperty rdf:resource="&pmlp;hasDocument"/>
</owl:Restriction>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:about="&pmlp;DocumentFragmentByOffset">
<rdfs:subClassOf rdf:resource="&pmlp;DocumentFragment"/>
<rdfs:subClassOf>
<owl:Restriction>
<owl:cardinality
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rdf:datatype="&xsd;nonNegativeInteger">1</owl:cardinality>
<owl:onProperty rdf:resource="&pmlp;hasFromOffset"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:cardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:cardinality>
<owl:onProperty rdf:resource="&pmlp;hasToOffset"/>
</owl:Restriction>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:about="&pmlp;DocumentFragmentByRowCol">
<rdfs:subClassOf rdf:resource="&pmlp;DocumentFragment"/>
<rdfs:subClassOf>
<owl:Restriction>
<owl:cardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:cardinality>
<owl:onProperty rdf:resource="&pmlp;hasToRow"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:cardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:cardinality>
<owl:onProperty rdf:resource="&pmlp;hasToCol"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:cardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:cardinality>
<owl:onProperty rdf:resource="&pmlp;hasFromCol"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:cardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:cardinality>
<owl:onProperty rdf:resource="&pmlp;hasFromRow"/>
</owl:Restriction>
</rdfs:subClassOf>
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</owl:Class>
<owl:Class rdf:about="&pmlp;SourceUsage">
<rdfs:subClassOf rdf:resource="&pmlp;IdentifiedThing"/>
<rdfs:subClassOf>
<owl:Restriction>
<owl:cardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:cardinality>
<owl:onProperty rdf:resource="&pmlp;hasSource"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:cardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:cardinality>
<owl:onProperty rdf:resource="&pmlp;hasUsageDateTime"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:maxCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
<owl:onProperty rdf:resource="&pmlp;hasUsageQueryContent"/>
</owl:Restriction>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:about="&pmlp;LearnedSourceUsage">
<rdfs:subClassOf rdf:resource="&pmlp;SourceUsage"/>
<rdfs:subClassOf>
<owl:Restriction>
<owl:maxCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
<owl:onProperty rdf:resource="&pmlp;hasDataCollectionStartDateTime"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:maxCardinality
df:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
<owl:onProperty rdf:resource="&pmlp;hasDataCollectionEndDateTime"/>
</owl:Restriction>
</rdfs:subClassOf>
</owl:Class>
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<owl:Class rdf:about="&pmlp;InferenceRule">
<rdfs:subClassOf rdf:resource="&pmlp;IdentifiedThing"/>
<rdfs:subClassOf>
<owl:Restriction>
<owl:maxCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
<owl:onProperty rdf:resource="&pmlp;hasEnglishDescriptionTemplate"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:maxCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
<owl:onProperty rdf:resource="&pmlp;hasContent"/>
</owl:Restriction>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:about="&pmlp;DeclarativeRule">
<rdfs:subClassOf rdf:resource="&pmlp;InferenceRule"/>
</owl:Class>
<owl:Class rdf:about="&pmlp;MethodRule">
<rdfs:subClassOf rdf:resource="&pmlp;InferenceRule"/>
</owl:Class>
<owl:Class rdf:about="&pmlp;TranslationRule">
<rdfs:subClassOf rdf:resource="&pmlp;MethodRule"/>
<rdfs:subClassOf>
<owl:Restriction>
<owl:maxCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
<owl:onProperty rdf:resource="&pmlp;hasToLanguage"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:maxCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:maxCardinality>
<owl:onProperty rdf:resource="&pmlp;hasFromLanguage"/>
</owl:Restriction>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:about="&pmlp;InferenceEngine">
<rdfs:subClassOf rdf:resource="&pmlp;Software"/>
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<rdfs:subClassOf>
<owl:Restriction>
<owl:minCardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:minCardinality>
<owl:onProperty rdf:resource="&pmlp;hasInferenceEngineRule"/>
</owl:Restriction>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:about="&pmlp;PrettyNameMappingList">
<rdfs:subClassOf rdf:resource="&ds;List"/>
<rdfs:subClassOf>
<owl:Restriction>
<owl:allValuesFrom rdf:resource="&pmlp;PrettyNameMapping"/>
<owl:onProperty rdf:resource="&ds;first"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:allValuesFrom rdf:resource="&pmlp;PrettyNameMappingList"/>
<owl:onProperty rdf:resource="&ds;rest"/>
</owl:Restriction>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:about="&pmlp;PrettyNameMapping">
<rdfs:subClassOf>
<owl:Restriction>
<owl:cardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:cardinality>
<owl:onProperty rdf:resource="&pmlp;hasReplacee"/>
</owl:Restriction>
</rdfs:subClassOf>
<rdfs:subClassOf>
<owl:Restriction>
<owl:cardinality
rdf:datatype="&xsd;nonNegativeInteger">1</owl:cardinality>
<owl:onProperty rdf:resource="&pmlp;hasShortPrettyName"/>
</owl:Restriction>
</rdfs:subClassOf>
</owl:Class>
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B.3

WDO Ontology

<owl:Ontology rdf:about="http://cybershare.utep.edu/ontology/wdo.owl">
<owl:imports rdf:resource=
"http://cybershare.utep.edu/ontology/dfd.owl"/>
<owl:imports rdf:resource=
"http://inference-web.org/2.0/pml-provenance.owl"/>
</owl:Ontology>
<!----- Object Properties ----->
<owl:ObjectProperty rdf:about="#isAttachedTo"/>
<!----- Classes ----->
textless owl:Class rdf:about="#AssertingContainer">
<rdfs:subClassOf rdf:resource="#Container"/>
<rdfs:subClassOf rdf:resource="&pml-provenance;Source"/>
</owl:Class>
<owl:Class rdf:about="#Attachment"/>
<owl:Class rdf:about="#Container">
<owl:equivalentClass>
<owl:Class>
<owl:unionOf rdf:parseType="Collection">
<rdf:Description rdf:about="&dfd;Storage"/>
<rdf:Description rdf:about="&dfd;Terminator"/>
</owl:unionOf>
</owl:Class>
</owl:equivalentClass>
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty rdf:resource="#isAttachedTo"/>
<owl:someValuesFrom rdf:resource="#Attachment"/>
</owl:Restriction>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:about="#Data">
<owl:equivalentClass rdf:resource="&dfd;Data"/>
<rdfs:subClassOf rdf:resource="&pml-provenance;Information"/>
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty rdf:resource="#isAttachedTo"/>
<owl:someValuesFrom rdf:resource="#Attachment"/>
</owl:Restriction>
</rdfs:subClassOf>
</owl:Class>
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<owl:Class rdf:about="#Method">
<owl:equivalentClass rdf:resource="&dfd;DataTransformation"/>
<rdfs:subClassOf rdf:resource="&pml-provenance;InferenceRule"/>
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty rdf:resource="#isAttachedTo"/>
<owl:someValuesFrom rdf:resource="#Attachment"/>
</owl:Restriction>
</rdfs:subClassOf>
</owl:Class>
<owl:Class rdf:about="#SemanticAbstractWorkflow">
<owl:equivalentClass rdf:resource="&dfd;DFD"/>
<rdfs:subClassOf>
<owl:Restriction>
<owl:onProperty rdf:resource="#isAttachedTo"/>
<owl:someValuesFrom rdf:resource="#Attachment"/>
</owl:Restriction>
</rdfs:subClassOf>
</owl:Class>
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Appendix C
The WDO-It! tool
WDO-It! is a software prototype of the WDO framework. It is implemented in the Java
programming language and provides a Graphical User Interface (GUI) to facilitate the
creation and edition of Workflow Driven Ontologies. The GUI is divided in three sections
and is depicted in Figure C.1. The first section is the pane in the top left side. It provides
a hierarchy of ontologies that are currently loaded. The root of the tree is the WorkflowDriven Ontology being modified. The hierarchy of the tree refers to other ontologies being
imported.
The second section are the top panes of Data and Method. These panes are used by the
domain expert to create hierarchies of terminology to be used in the data process. These
terms are effectively declared as classes in the ontology created by the tool.
Finally, the third section is composed by the canvas in the bottom. Users drag terminology into the canvas to render a corresponding graphical representation, which is then
used to build a diagram that represents the data process.
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Figure C.1: Snapshot of the WDO-It! prototype tool.
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