Abstract-The area under the ROC (Receiver Operating Characteristics) curve, or simply AUC, has been traditionally used in medical diagnosis since the 1970s. It has recently been proposed as an alternative single-number measure for evaluating the predictive ability of learning algorithms. However, no formal arguments were given as to why AUC should be preferred over accuracy. In this paper, we establish formal criteria for comparing two different measures for learning algorithms and we show theoretically and empirically that AUC is a better measure (defined precisely) than accuracy. We then reevaluate well-established claims in machine learning based on accuracy using AUC and obtain interesting and surprising new results. For example, it has been well-established and accepted that Naive Bayes and decision trees are very similar in predictive accuracy. We show, however, that Naive Bayes is significantly better than decision trees in AUC. The conclusions drawn in this paper may make a significant impact on machine learning and data mining applications.
INTRODUCTION
T HE goal of classification learning algorithms is to build a classifier from a set of training examples with class labels such that the classifier can well predict the unseen testing examples. The predictive ability of the classification algorithm is typically measured by its predictive accuracy (or error rate, which is 1 minus the accuracy) on the testing examples. However, most classifiers (including decision trees [30] and Naive Bayes [9] ) can also produce probability estimations 1 or "confidence" of the class prediction. Unfortunately, this information is completely ignored in accuracy. That is, the accuracy measure does not consider the probability (be it 0.51 or 0.99) of the prediction; as long as the class with the largest probability estimation is the same as the target, it is regarded as correct. This is often taken for granted since the true probability is unknown for the testing examples anyway.
In many data mining applications, however, accuracy is not enough. For example, in direct marketing, we often need to promote the top X percent (X can be 5 or 10) customers during gradual roll-out, or we often deploy different promotion strategies to customers with different likelihood of purchasing. To accomplish these tasks, we need more than a mere classification of buyers and nonbuyers. We need (at least) a ranking of customers in terms of their likelihoods of buying. Thus, a ranking is much more desirable than just a classification [20] and it can be easily obtained since most classifiers do produce probability estimations that can be used for ranking (testing) examples.
If we want to achieve a more accurate ranking from a classifier, one might naturally expect that we must need the true ranking in the training examples [6] . In most scenarios, however, that is not possible. Instead, what we are given is a data set of examples with class labels only. Thus, given only classification labels in training and testing sets, are there better methods than accuracy to evaluate classifiers that also produce rankings? The answer lies in the ROC curve.
The ROC (Receiver Operating Characteristics) curve was first used in signal detection theory to represent the tradeoff between the hit rates and false alarm rates [10] , [13] . It has been extensively studied and applied in medical diagnosis since the 1970s [24] , [35] . Spackman [33] was one of the first researchers who used the ROC graph to compare and evaluate machine learning algorithms. In recent years, extensive research on ROC has been done in machine learning [28] , [29] . The area under the ROC curve, or simply AUC, provides a good "summary" for the performance of the ROC curves. Below we will provide a brief overview of ROC and its AUC.
Let fP ; Ng be the positive and negative instance classes and let fP P ;Ñ Ng be the classifications produced by a classifier. Let P ðP jIÞ be the posterior probability that an instance I is positive. The true positive rate, T P , of a classifier is:
T P ¼ P ðP P jP Þ % positives correctly classified total positives :
The false positive rate, F P , of a classifier is:
F P ¼ P ðP P jNÞ % negatives incorrectly classified total negatives : 1. Decision trees that produce probability estimations are called PETs (Probability Estimation Trees) [26] . The leaf nodes of a decision tree may contain training examples of different classes. The probability of a testing instance belonging to a specific class is normally the ratio of training instances of that class over all examples in the leaf node that the testing instance falls in.
On an ROC graph, T P is plotted on the Y axis and F P is plotted on the X axis. In the ROC space, each classifier with a given class distribution and cost matrix is represented by a point (F P , T P ) on the ROC curve. For a model that produces a continuous output, i.e., the probability estimates for Bayesian networks, T P and F P can vary as the threshold on the output varies between its extremes (0 and 1). The resulting curve is called the ROC curve.
The ROC curve compares the classifiers' performance across the entire range of class distributions and error costs. Fig. 1 shows a plot of four ROC curves, each representing one of the four classifiers, A through D. A ROC curve X is said to dominate another ROC curve Y if X is always above and to the left of Y . This means that the classifier of X always has a lower expected cost than that of Y , over all possible error costs and class distributions. In this example, A and B dominate D.
However, often there is no clear dominating relation between two ROC curves. For example, curves A and B are not dominating each other in the whole range. In those situations, or when the class distribution and error costs are unknown, the area under the ROC curve, or simply AUC, 2 is a good "summary" for comparing the two ROC curves. We use AUCðXÞ to denote the area under the ROC curve X in the ROC space. In Fig. 1 , since ROC curves A and B dominate ROC curve D, we can easily obtain that AUCðAÞ > AUCðDÞ and AUCðBÞ > AUCðDÞ. Therefore, if domination relations exist among the ROC curves, AUC values can reflect these domination relations. The reverse is not true. However, AUC has a special statistical meaning: it represents the probability that a randomly chosen negative example will have a smaller estimated probability of belonging to the positive class than a randomly chosen positive example [15] . Moreover, AUC also equals to the quantity of Wilcoxon statistic [13] . See Section 2.1 for more details.
Bradley [3] has compared popular machine learning algorithms using AUC and found that AUC exhibits several desirable properties compared to accuracy. For example, AUC has increased sensitivity in Analysis of Variance (ANOVA) tests, is independent to the decision threshold, and is invariant to a priori class probability distributions [3] . However, no formal arguments or criteria have been established. Recently, other researchers have even used AUC to construct learning algorithms [12] , [22] . But, it is not clear if and why AUC is a better measure than accuracy. In general, how can we compare two evaluation measures for learning algorithms? How can we establish that one measure is "better" than another?
In this paper, we first establish formal criteria for comparing two arbitrary single number evaluation measures and then show, both formally and empirically, that AUC is a better measure than accuracy (see Sections 2 and 3). Our notion of a "better" measure is not based on some subjective criterion that a measure is closer to some true target than the other; instead, it is based on the objective criteria of consistency and discriminancy (see later) between the two measures themselves. Our result suggests that AUC should replace accuracy in comparing learning algorithms in the future. Our result also prompts us to reevaluate wellestablished results in machine learning. For example, extensive experiments have been conducted and published on comparing, in terms of accuracy, decision tree classifiers to Naive Bayes classifiers. A well-established and accepted conclusion in the machine learning community is that those learning algorithms are very similar when compared by accuracy [8] , [18] , [19] . Since we will establish that AUC is a better measure, are those learning algorithms still very similar when compared by AUC? How does the recent Support Vector Machine (SVM) [2] , [7] , [31] compare to traditional learning algorithms, such as Naive Bayes and decision trees, in accuracy and AUC? We perform extensive experimental comparisons to compare Naive Bayes, decision trees, and SVM to answer these questions in Section 4. These kinds of new conclusions are very useful in machine learning and data mining.
Conclusions drawn in this paper may spur new research in machine learning. As a new measure (such as AUC) is discovered and proved to be better than a previous measure (such as accuracy), we can redesign most learning algorithms to optimize the new measure [12] , [22] . This would produce classifiers that not only perform well in the new measure, but also in the previous measure, compared to the classifiers that optimize the previous measure [22] . Results in the paper suggest that, in real-world applications of machine learning and data mining, we should use learning algorithms to optimize AUC instead of accuracy. Most learning algorithms today still optimize accuracy directly (or indirectly through entropy, for example) as their goals.
CRITERIA FOR COMPARING EVALUATION MEASURES
We start with some intuitions in comparing AUC and accuracy and then present formal definitions in comparing evaluation measures for learning algorithms. This section is based on our previous work [21] . 2. It can be shown easily that the AUC of ROC is equivalent to the area under the curve of the lift curve [20] . More precisely, there is a one-to-one mapping between AUC of ROC and AUC of the lift.
AUC versus Accuracy
As we have seen, AUC is equivalent to the probability that a randomly chosen negative example will have a smaller estimated probability of belonging to the positive class than a randomly chosen positive example. Hand and Till [14] present the following simple approach to calculating AUC of a classifier for binary classification:
where n 0 and n 1 are the numbers of positive and negative examples, respectively, and S 0 ¼ P r i , where r i is the rank of the ith positive example in the ranked list. Table 1 shows an example of how to calculate AUC from a ranked list with five positive examples and five negative examples. The AUC of the ranked list in Table 1 is ð5þ7þ8þ9þ10ÞÀ5Â6=2 5Â5
, which is 24/25. It is clear that AUC obtained by (1) is a way to measure the quality of ranking as the more positive examples are ranked higher (to the right of the list), the larger the term P r i . AUC is shown to be equivalent to the Wilcoxon statistic rank test [13] .
On the other hand, the accuracy can easily be defined as
, where T P is the true positive rate and T N is the true negative rate (T N ¼ 1 À F P ). Intuitively, we can see why AUC is a better measure than accuracy from the following example. Let us consider two classifiers, Classifier 1 and Classifier 2, both producing probability estimates for a set of 10 testing examples. Assume that both classifiers classify five of the 10 examples as positive and the other five as negative. If we rank the testing examples according to the increasing probability of being þ (positive), we get the two ranked lists in Table 2 .
Clearly, both classifiers produce an accuracy of 80 percent (or an error rate of 20 percent with one false positive and one false negative) and, thus, the two classifiers are equivalent in terms of accuracy. However, intuition tells us that Classifier 1 is better than Classifier 2 since overall positive examples are ranked higher in Classifier 1 than 2. If we calculate AUC according to (1) , we obtain that the AUC 25 . However, the accuracy of Classifier 3 is 60 percent, while the accuracy of Classifier 4 is 80 percent (again, we assume that the threshold for accuracy is set at the middle so that five examples are predicted as positive and five as negative). Therefore, a larger AUC does not always imply a higher accuracy; that is, AUC and accuracy sometimes contradict to each other. Therefore, which one should we really "trust"?
Another intuitive argument for AUC against accuracy is that AUC is more discriminating than accuracy since it has more possible values. More specifically, given a data set with n examples, there is a total of only n þ 1 different classification accuracies (0=n, 1=n, . . . , n=n). On the other hand, assuming there are n 0 positive examples and n 1 negative examples (n 0 þ n 1 ¼ n), there are n 0 n 1 þ 1 different AUC values (0=n 0 n 1 , 1=n 0 n 1 , . . . , n 0 n 1 =n 0 n 1 ), generally more than n þ 1. However, counterexamples also exist in this regard. Table 4 illustrates two classifiers with the same AUC but different accuracies. Here, we see that both Classifier 5 and Classifier 6 have the same AUC ( Last, there exist cases where neither AUC nor accuracy can tell the difference. Table 5 shows such an example. The AUC of both classifiers is In general, how do we compare different evaluation measures for learning algorithms? Some general criteria can be established, as we will show in the following sections.
(Strict) Consistency and Discriminancy
Intuitively speaking, when we discuss two different measures, f and g, on evaluating two learning algorithms, A and B, we want f and g to at least be consistent with each other. That is, when f stipulates that algorithm A is (strictly) better than B, then g will not say B is better than A. Furthermore, if f is more discriminating than g, we would expect to see cases where f can tell the difference between algorithms A and B but g cannot, but not vise versa. 4 This intuitive meaning of consistency and discriminancy can be made precise by the following definitions. We assume that É is the domain of two functions, f and g, which return values as some performance measure.
Definition 1 (Consistency). For two measures f; g on domain É, f; g are (strictly) consistent if there exist no a, b 2 É, such that fðaÞ > fðbÞ and gðaÞ < gðbÞ.
Definition 2 (Discriminancy).
For two measures f; g on domain É, f is (strictly) more discriminating than g if there exist a, b 2 É such that fðaÞ 6 ¼ fðbÞ and gðaÞ ¼ gðbÞ, and there exist no a, b 2 É such that gðaÞ 6 ¼ gðbÞ and fðaÞ ¼ fðbÞ.
As an example, let us think about numerical marks and letter marks that evaluate university students. A numerical mark gives 100, 99, 98, . . . , 1, or 0 to students, while a letter mark gives A, B, C, D, or F to students. Obviously, we regard A > B > C > D > F. Clearly, numerical marks are consistent with letter marks (and vice versa). In addition, numerical marks are more discriminating than letter marks since two students who receive 91 and 93, respectively, receive different numerical marks but the same letter mark (A), but it is not possible to have students with different letter marks (such as A and B) but with the same numerical mark. This ideal example of a measure f (numerical mark) being strictly consistent and more discriminating than another g (letter mark) can be shown in the Fig. 2a .
Statistical Consistency and Discriminancy
As we have already seen in Section 2.1, counterexamples on consistency (Table 3 ) and discriminancy (Table 4) do exist for AUC and accuracy. Therefore, it is impossible to prove the consistency and discriminancy of AUC and accuracy based on Definition 1 and Definition 2. Fig. 2b illustrates a situation where one measure f is not completely consistent with g and is not strictly more discriminating than g. In this case, we must consider the probability of being consistent and degrees of being more discriminating. What we will define and prove is the probabilistic version of the two definitions on strict consistency and discriminancy. That is, we extend the previous definitions to the degree of consistency and the degree of discriminancy, as follows:
Definition 3 (Degree of Consistency). For two measures f and g on domain É, let R ¼ fða; bÞja; b 2 É; fðaÞ > fðbÞ; gðaÞ > gðbÞg and S ¼ fða; bÞja; b 2 É; fðaÞ > fðbÞ; gðaÞ < gðbÞg. The degree of consistency 5 of f and g is C (0 C 1), where
Definition 4 (Degree of Discriminancy). For two measures f
and g on domain É, let P ¼ fða; bÞja; b 2 É; fðaÞ > fðbÞ; gðaÞ ¼ gðbÞg, Q ¼ fða; bÞja; b 2 É; gðaÞ > gðbÞ; fðaÞ ¼ fðbÞg. The degree of discriminancy for f over g is D ¼ jP j jQj . As we have seen in Table 5 and Fig. 2b , there may exist cases where the two measures cannot tell the difference. The frequency of such cases is the Degree of Indifferency defined below.
Definition 5 (Degree of Indifferency). For two measures f
and g on domain É, let V ¼ fða; bÞja; b 2 É; a 6 ¼ b; fðaÞ ¼ fðbÞ; gðaÞ ¼ gðbÞg, U ¼ fða; bÞja; b 2 É; a 6 ¼ bg. The degree of indifferency for f and g is E ¼ jV j jUj .
4. As we have already seen in Section 2.1, counterexamples on strict consistency and discriminancy do exist for AUC and accuracy. See Section 2.3 for definitions on statistical consistency and discriminancy between two measures.
5. It is easy to prove that this definition is symmetric; that is, the degree of consistency of f and g is the same as the degree of consistency of g and f. Fig. 2 . Illustrations of two measures f and g. In (a), f is strictly consistent and more discriminating than g. In (b), f is not strictly consistent or more discriminating than g. Counter examples on consistency (denoted by X in the figure), discriminancy (denoted by Y), and indifferency (denoted by Z; see definition later in this section) exist here.
We would naturally require E 6 ¼ 1 (or E < 1), but this is true for almost all useful measures. For E ¼ 1 to happen, the measures must return the same values for all elements in the domain. That is, if one measure always returns a constant (such as 60 percent) and the other measure also always returns a constant (such as 80 percent), then E ¼ 1. Therefore, we will omit the requirement on E in the rest of the discussion.
There are clear and important implications of the definitions of measures f and g in evaluating two machine learning algorithms, say A and B. If f and g are consistent to degree C, then when f stipulates that A is better than B, there is a probability C that g will agree (stipulating A is better than B). If f is D times more discriminating than g, then it is D times more likely that f can tell the difference between A and B but g cannot than it is that g can tell the difference between A and B but f cannot. Clearly, we require that C > 0:5 and D > 1 if we want to conclude a measure f is "better" than a measure g. Note that the notion that f is a better measure than g is not based on some subjective evaluation that f is closer to some true target measure than g; instead, it is based on the objective criteria of consistency and discriminancy between the two measures f and g themselves.
Definition 6. The measure f is statistically consistent and more discriminating than g if and only if C > 0:5 and D > 1. In this case, we say, intuitively, that f is a better measure than g.
The statistical consistency and discriminancy is a special case of the strict consistency and more discriminancy. For the example of numerical and letter marks in the student evaluation discussed in Section 2.2, we can obtain that C ¼ 1:0 and D ¼ 1, as the former is strictly consistent and more discriminating than the latter.
To prove AUC is statistically consistent and more discriminating than accuracy, we substitute AUC for f and accuracy for g in the definition above. To simplify our notation, we will use AUC to represent AUC values and acc for accuracy. The domain É is, in general, ranked lists of testing examples. In the theorems below, however, we restrict the domain É to be binary (with two classes) ranked lists in Theorem 1 and we restrict the domain É to be binary, balanced (with the same number of positive and negative examples) ranked lists in Theorem 2. Since we require C > 0:5 and D > 1, we will need to prove: The formal proofs of the two main theorems will be given in Appendix B (available on the IEEE Computer Society's Digital Library at http://www.computer.org/ publications/dlib). In the next section, we perform extensive experiments on AUC and accuracy with artificial and real-world data sets.
EXPERIMENTS oN AUC AND ACCURACY
The theorems in Section 2 state that AUC is statistically consistent and more discriminating than accuracy with binary, balanced data sets. In this section, we perform extensive experiments on AUC and accuracy on a variety of artificial data sets and real-world data sets. This is necessary for three reasons. First, as we have only been able to prove the theorems with certain limitations (e.g., binary, balanced data sets), we also want to know if the theorems are true with imbalanced and multiclass data sets. Most real-world data sets are imbalanced with multiple class values. Second, empirical experiments on artificial and real-world data sets will give us intuitions on the ranges of the degree of consistency, C, the degree of discriminancy, D, and the degree of indifferency, E, on different types of data sets. Third, our theorems and empirical evaluations on artificial data sets are based on the uniform distribution of examples. In real-world data sets, examples are often nonuniform. The experiments in Section 4 will directly evaluate the relations between AUC and accuracy on real-world data sets.
Artificial Data Sets
We will first use three kinds of artificial data sets-binary balanced, binary imbalanced, and multiclass-in our experiments.
Balanced Binary Data
Even though we have proven that AUC is indeed statistically consistent and more discriminating than accuracy if the domain contains all possible binary, balanced ranked lists (see Appendix B, available on the IEEE Computer Society's Digital Library at http://www.computer.org/publications/ dlib), we still perform an empirical experiments in order to gain an intuition on the ranges of the degree of consistency, C, the degree of discriminancy, D, and the degree of indifferency, E.
To calculate C, D, and E, we exhaustively search all possible ranked lists of the same length. Since the number of ranked lists increases exponentially with the size of the ranked lists, we will only use small data sets (the number of examples in a ranked lists ranges from four to 16) in our experiments. We test data sets with four, six, eight, 10, 12, 14, and 16 testing examples. For each case, we enumerate all possible ranked lists of (equal numbers of) positive and negative examples. For the data set with 2n examples, there are 2n n À Á such ranked lists. We exhaustively compare all pairs of ranked lists to see how they satisfy the consistency and discriminating propositions probabilistically. To obtain a degree of consistency, we count the number of pairs which satisfy "AUCðaÞ > AUCðbÞ and accðaÞ > accðbÞ" and the number of pairs which satisfy "AUCðaÞ > AUCðbÞ and accðaÞ < accðbÞ." We then calculate the percentage of those cases; that is, the degree of consistency. To obtain the degree of discriminancy, we count the number of pairs which satisfy "AUCðaÞ > AUCðbÞ and accðaÞ ¼ accðbÞ" and the number of pairs which satisfy "AUCðaÞ ¼ AUCðbÞ and accðaÞ > accðbÞ." Table 6 and Table 7 show the experiment results. For consistency, we can see (Table 6 ) that for various numbers of balanced testing examples, given AUCðaÞ > AUCðbÞ, the number (and percentage) of cases that satisfy accðaÞ > accðbÞ is much greater than those that satisfy accðaÞ < accðbÞ. When n increases, the degree of consistency (C) seems to approach 0.93, much larger than the required 0.5. For discriminancy, we can see clearly from Table 7 that the number of cases that satisfy AUCðaÞ > AUCðbÞ and accðaÞ ¼ accðbÞ is much more (from 15.5 to 18.9 times more) than the number of cases that satisfy accðaÞ > accðbÞ and AUCðaÞ ¼ AUCðbÞ. When n increases, the degree of discriminancy (D) seems to approach 19, much larger than the required threshold 1.
These experimental results confirm empirically that AUC is indeed a statistically consistent and more discriminating measure than accuracy for the balanced binary data sets.
We also obtain the degree of indifferency between AUC and accuracy for the balanced binary data sets. The results can be found in Table 8 . As we can see, the degree of indifferency E is very small, from about 7 percent to 2 percent, and the trend is decreasing as the number of examples increases. This is desirable as, for most cases (with a probability 1 À E), AUC and accuracy are not indifferent; that is, they are either consistent, inconsistent, or one is more discriminant than another.
Imbalanced Data Sets
We extend our previous results on the balanced data sets with binary classes to imbalanced data sets and data sets with multiple classes. We will experimentally confirm that statistical consistency and discriminancy still hold in these relaxed conditions.
We first test imbalanced binary data sets, which have 25 percent positive and 75 percent negative examples. We use ranked lists with 4, 8, 12, and 16 examples (so we can have exactly 25 percent of positive examples and 75 percent of negative examples). We still use the same formula (1) to calculate AUC, but for accuracy, we must decide the cut-off point. We assume that the class distributions of training and testing examples are the same because this is the fundamental hypothesis in machine learning for performance evaluation. Thus, the cut-off point of the ranked list is at the 75 percent position: the lower 75 percent of the ranked testing examples are classified as negative, and the top 25 percent of the ranked testing examples are classified as positive. Table 9 and Table 10 show the experimental results for the imbalanced data sets (with 25 percent positive examples and 75 percent negative examples). We can draw similar conclusions that the degree of consistency (from 0.89 to 1.0) is much greater than 0.5, and the degree of discriminancy (from 15.9 to 21.6) is certainly much greater than 1.0. Compared to the results for the balanced data sets (Table 6 and Table 7 ), we can see that the degree of consistency is lower but the degree of discriminancy is higher when data sets are imbalanced. We have also obtained the degree of indifferency for the imbalanced binary data sets as shown in Table 11 . Compared to the results in Table 8 , we can conclude that the degree of indifferency is basically the same.
To see the effect of the class distribution to the degree of imbalanced consistency and discriminancy, we fix the number of the testing examples as 10 and vary the number of positive examples as five (balanced), six, seven, eight, and nine. Table 12 shows the changes of consistency and discriminancy with different class distribution. As we can see, except for the extreme cases at the two ends, the more imbalanced the class distribution, the lower the degree of consistency (but still well above 0.5) and the higher the degree of discriminancy. These results are very interesting as they provide intuitions on the degree of consistency and discriminancy in the binary data sets with different class distributions.
Multiclass Data Sets
In previous sections, we only study AUC and accuracy for data sets with two (binary) classes. It is much more complicated for multiple classes cases and there is no straightforward approach to extend the definition of AUC from the case of two classes. Hand and Till [14] proposed a simple generalization of AUC for multiple classes as follows: For a ranked list of c classes, each example has a label indicating the class it actually belongs to. Each example is assigned to c probabilities (p 1 ; p 2 ; . . . ; p c ) for its c classes. For all the examples with class labels i and j, we first sort them incrementally by the probability value p i and we calculate the AUC value as AUCði; jÞ. Then, we sort them incrementally by the probability value p j and we calculate the AUC value as AUCðj; iÞ. The AUC between classes i and j isÂUC AUCði; jÞ ¼ AUCði;jÞþAUCðj;iÞ 2
. The AUC of this ranked list is the average AUC values for every two classes, which is 2 cðcÀ1Þ P i<jÂ UC AUCði; jÞ [14] . Table 13 gives an example for calculating AUC of multiple classes. The ranked list has six examples belonging to three classes and there are two examples for each class. The first row in Table 13 represents the class labels for each example. The second, third, and fourth rows are the predicted probabilities for each example belonging to the three classes. From this table, we can obtain AUCð1; 2Þ ¼ To perform experiments with artificial data sets for multiple classes (balanced only), we actually need to generate (or simulate) probabilities of multiple classes. More specifically, for each testing ranked list with c classes, the class distribution of each example is randomly generated (but the sum of all class probabilities is 1). The class with the largest probability is the "correct" class. We make sure that there are an equal number of examples in each class. We generate a large number of such lists which cover all possible ranked lists and we then randomly choose two lists from the large pool of such lists to calculate the relation between their AUC and accuracy values. We do that 50,000 times from a large pool to get an averaged degree of consistency and discriminancy to approximate all possible ranked lists with the uniform distribution.
For accuracy calculation, we use the same assumption that the class distribution in the testing set is the same. Therefore, the list of examples is partitioned into c consecutive portions and each portion is assigned to one of the c classes. This assumption is not restrictive as any ranked list is a permutation of this one. Table 14 shows the experimental results for the consistency and discriminancy of the multiclass data sets. The number of classes ranges from three to 10 and there are two examples for each class. We can clearly see that when the number of classes increases, the degree of consistency is decreasing (the trend suggests that the rate of decreasing does slow down), while the degree of discriminancy increases. We have not experimented with imbalanced multiclass data sets. The conclusions of previous experiments can very likely be extended: the further imbalanced the data sets, the lower the degree of consistency and the higher the degree of discriminancy.
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To conclude, for both balanced or imbalanced, binary or multiclass data sets, our experiments suggest that AUC is statistically consistent with accuracy (C > 0:5) and AUC is statistically more discriminant than accuracy (D > 1).
Real-World Data Sets
In this section, we conduct similar experiments on the consistency and discriminancy of AUC and accuracy, but using real machine learning algorithms (instead of a simulation with enumeration of ranked lists) on real-world data sets (instead of artificial data sets). The algorithms we use are the standard C4.5 [30] , Naive Bayes [9] , and an improvement of C4.5 called C4.4 [27] . See Section 4.1 for a detailed description of C4.4. Note that the actual selection of the algorithms is not an issue here, neither is which one actually performs better in AUC or accuracy-such questions will be answered in Section 4. Here, we only care if the two algorithms are consistent or not in AUC and accuracy and if one measure is more discriminant than another. That is, we want to confirm Theorem 1 and Theorem 2 on realworld data sets using real learning algorithms.
We use 18 data sets (both binary and multiclass) with a relatively large number of examples from the UCI repository [1] , as shown in Table 15 . To confirm statistical consistency and discriminancy between accuracy and AUC on real-world data sets, we compare every pair (C4.4 versus Naive Bayes, C4.5 versus Naive Bayes, and C4.5 versus C4.4) of the learning algorithms in the 18 data sets (Table 15) . To obtain finer results, we actually compare pairs of learning algorithms on each cross-validation test set (there are a total of 180 such testing sets from 18 data sets with 10-fold cross-validation). Again, for each pair of algorithms, we do not care which one is better (this will be answered in Section 4.1); instead, we only care if the two algorithms are consistent or not in AUC and accuracy and if one measure is more discriminant than another.
The results are reported in Table 16 and they certainly confirm the theorems in Section 2. In the table's left column, þ means, in the "Algorithm A versus Algorithm B" comparison, A is better than B, À means A is worse than B, ¼ means A is the same as B, and 6 ¼ means A is not the same as B (in the paired t-test). Thus, the number 84 in Table 16 means that there are 84 cross-validation testing sets (among 180) in which C4.4 is better than Naive Bayes in both accuracy and AUC or C4.4 is worse than Naive Bayes in both accuracy and AUC. That is, C4.4 and Naive Bayes are consistent in both accuracy and AUC on 84 crossvalidation testing sets. The number 29 in the table means that there are 29 cross-validation test sets (among 180) in which C4.4 is better than Naive Bayes in accuracy, but worse in AUC, or C4.4 is worse than Naive Bayes in accuracy, but better in AUC. That is, C4.4 and Naive Bayes are inconsistent in accuracy and AUC on 29 cross-validation testing sets. The ratio of 84=ð84 þ 29Þ ¼ 0:743 is then the degree of consistency C. Similarly, the numbers in the row "acc ¼ =AUC 6 ¼ " indicate the number of cross-validation testing sets in which the two algorithms are the same in accuracy, but different in AUC, and "acc 6 ¼ =AUC ¼ " indicates the number of cross-validation testing sets in which the two algorithms are different in accuracy, but the same in AUC. The ratio of the two numbers (for example, 55=2 ¼ 27:5) is then the estimated degree of discriminancy D. From the estimated values of C and D in Table 16 , we can clearly see that, for all pairs of the algorithms compared over 180 cross-validation testing sets, they are statistically consistent (C > 0:5), and AUC is more discriminant than accuracy (D > 1).
We can also see that the degree of indifferency of C4.5 versus C4.4 (0.172) is higher than C4.5 versus NB (0.105) and is higher than C4.4 versus NB (0.056). This indicates that C4.5 and C4.4 produce more similar results (ranked lists) than the other pairs (if two algorithms predict exactly the same, they will be indifferent by any measure). This is somewhat expected as C4.4 is an improved version of C4.5, so it would produce similar results as C4.5.
Last, we can see that the degree of discriminancy of C4.5 versus C4.4 (67) is larger than C4.5 versus NB (46) and is larger than C4.4 versus NB (27.5) . This indicates, intuitively, that the difference between AUC and accuracy is more evident in the former ones. Indeed, C4.4 and Naive Bayes are more close in their prediction in AUC (see Table 18 ) and, thus, they are more similar in the effect of AUC and accuracy on the testing data sets.
COMPARING NAIVE BAYES, DECISION TREES, AND SVM ON AUC AND ACCURACY
We have established empirically (Section 3) and formally (Appendix B, available on the IEEE Computer Society's Digital Library at http://www.computer.org/publications/ dlib) that AUC is a better measure (using objective criteria of statistical consistency and discriminancy) than accuracy. Most previous work, however, only focussed on comparing the learning algorithms in accuracy. A well-accepted conclusion in the machine learning community is that the popular decision tree learning algorithm C4.5 [30] and Naive Bayes are very similar in predictive accuracy [8] , [18] , [19] . How do popular learning algorithms, such as decision trees and Naive Bayes, compare in terms of the better measure AUC? How does the recent Support Vector
Machine (SVM) method compare to traditional learning algorithms, such as Naive Bayes and decision trees? We attempt to answer these questions in this section.
Comparing Naive Bayes and Decision Trees
The popular decision tree learning algorithm C4.5 has been recently observed to produce poor probability estimations on AUC [27] , [29] , [32] . Several improvements have been proposed and we want to include a recent improvement, C4.4 [27] , in our comparison. Provost and Domingos [27] make the following improvements on C4.5 in an effort to improve its AUC scores:
1. Turn off pruning. C4.5 builds decision trees in two steps: building a large tree and then pruning it to avoid the overfitting which results in a small tree with a higher predictive accuracy. However, Provost and Domingos show that pruning also reduces the quality of the probability estimation, as discussed above. For this reason, they choose to build the trees without pruning, resulting in substantially larger trees. 2. Smooth probability estimations by Laplace correction. Because pruning has been turned off, the decision tree becomes large and has more leaves and there are fewer examples falling into one leaf.
The leaves with a small number of examples (e.g., two) may produce probabilities of extreme values (e.g., 100 percent). In addition, it cannot provide reliable probability estimations. For this reason, Laplace correction was used to smooth the estimation and make it less extreme. They called the resulting algorithm C4.4 and showed that C4.4 produces decision trees with significantly higher AUC than C4.5 [27] .
We conduct our experiments to compare Naive Bayes, C4.5, and its recent improvement, C4.4, using both accuracy and AUC as the evaluation criterion. We use the same 18 data sets (both binary and multiclass) with a relatively large number of examples from the UCI repository [1] , as shown in Table 15 . SVM is not involved in this comparison as some data sets are multiple classes (see Section 4.2 for details). Our experiments follow the procedure below:
1. Continuous attributes in all data sets are discretized by the entropy-based method described in [11] . 2. For each data set, create 10 pairs of training and testing sets with 10-fold cross-validation and run Naive Bayes, C4.5, and C4.4 on the same training sets and test them on the same testing sets to obtain the testing accuracy and AUC scores. 6 The averaged results on accuracy are shown in Table 17 and on AUC in Table 18 . As we can see from Table 17 , the three algorithms have very similar predictive accuracy. The two tailed, paired t-test with 95 percent confidence level (same for other t-tests in the rest of the paper) shows that there is no statistical difference in accuracy between Naive Bayes and C4.4, Naive Bayes and C4.5, and C4.4 and C4.5. This verifies results of previous publications [8] , [18] , [19] .
Analyzing the results for AUC in Table 18 , however, leads to an interesting conclusion. The average predictive AUC score of Naive Bayes is slightly higher than that of C4.4 and much higher than that of C4.5. The paired t-test shows that the difference between Naive Bayes and C4.4 is not significant, but the difference between Naive Bayes and C4.5 is significant. (The difference between C4.4 and C4.5 is also significant, as observed in [27] ). That is, Naive Bayes outperforms C4.5 in AUC with significant difference.
This conclusion is quite significant for the machine learning and data mining community. Previous research concluded that Naive Bayes and C4.5 are very similar in prediction when compared by accuracy [8] , [18] , [19] . As we have established in this paper, AUC is a better measure than accuracy. Further, our results show that Naive Bayes and C4.4 outperform the most popular decision tree algorithm C4.5 in terms of AUC. This indicates that Naive Bayes (and C4.4) should be favored over C4.5 in machine learning and data mining applications, especially when ranking is important.
Comparing Naive Bayes, Decision Trees, and SVM
In this section, we compare accuracy and AUC of Naive Bayes, C4.4, and C4.5 to the recently developed SVM [4] , [7] , [36] on the data sets from the UCI repository. Such an extensive comparison with a large number of benchmark data sets is still rare [25] ; most previous work (such as [16] ) was limited to only a few comparisons, with the exception of [25] . SVM is essentially a binary classifier and, although extensions have been made to multiclass classification [34] , 6. Again, the calculation of AUC depends only on the labeled examples (the true ranking is not needed) and learning algorithms, which can produce probability estimations for ranking testing examples. [17] there is no consensus on which is the best. Therefore, we use the 13 binary-class data sets from the 18 data sets in the experiments involving SVM. Meyer et al. [25] also used only binary data sets for the classification for the same reason.
For SVM, we use the software package LIBSVM [5] , modified to directly output the evaluation of the distance from testing examples to the hyperplane with the maximal margin as scores for ranking. We used the Gaussian Kernel for all the experiments. The parameters C (penalty for misclassification) and gamma (function of the deviation of the Gaussian Kernel) were determined by searching for the maximum accuracy in the two-dimensional grid formed by different values of C and gamma in the three-fold crossvalidation on the training set (so the testing set in the original 10-fold cross-validation is not used in tuning SVM). C was sampled at 2 À5 , 2 À3 , 2 À1 , . . . , 2 15 and gamma at 2 À15 , 2 À13 , 2 À11 , . . . , 2 3 . Other parameters were set to default values by the software. This experiment setting is similar to the one used in [25] . The experiment procedure is the same as discussed in Section 3.
The predictive accuracy and AUC of SVM on the testing sets of the 13 binary data sets are listed in Table 19 . As we can see, the average predictive accuracy of SVM on the 13 binary data sets is 87.8 percent and the average predictive AUC is 86.0 percent. From Table 17 , we can obtain the average predictive accuracies of Naive Bayes, C4.4, and C4.5 on the 13 binary data sets are 85.9 percent, 86.5 percent, and 86.7 percent, respectively. Similarly, from Table 18 , we can obtain the average predictive AUC values of Naive Bayes, C4.4, and C4.5 on the 13 binary data sets are 86.0 percent, 85.2 percent, and 83.6 percent, respectively.
Several interesting conclusions can be drawn. First, the average predictive accuracy of SVM is slightly higher than other algorithms in comparison. However, the paired t-test shows that the difference is not statistically significant. Second, the average predictive AUC scores show that SVM, Naive Bayes, and C4.4 are very similar. In fact, there is no statistical difference among them. However, SVM does have a significantly higher AUC than C4.5 as do Naive Bayes and C4.4 (as observed in the early comparison in Section 4.1). Note that, in most previous comparisons, numerical attributes are used directly in SVM. In our experiments, however, we have discretized all numerical attributes (see Section 4.1) as Naive Bayes requires all attributes to be discrete. Discretization is an important preprocessing step in data mining [23] . The discretized attributes are named 1, 2, 3, and so on. Decision trees and Naive Bayes then take discrete attributes directly. For SVM, those values are taken as numerical attributes after normalization. We believe that our comparisons are fair and valid since all algorithms use the same training and testing data sets after discretization. If there is loss of information during discretization, the decision trees, Naive Bayes, and SVM would suffer equally from it. Also note that we did not seek problem-specific best kernels for SVM. This is fair as Naive Bayes, C4.5, and C4.4 are run automatically with the default, problem-independent parameter settings.
To summarize, our extensive experiments in this section allows us to draw the following conclusions:
. The average predictive accuracies of the four learning algorithms compared (Naive Bayes, C4.5, C4.4, and SVM) are very similar. There is no statistical difference between them. The recent SVM does produce slightly higher average accuracy, but the difference on the 13 binary data sets is not statistically significant. . The average predictive AUC values of Naive Bayes, C4.4, and SVM are very similar (no statistical difference) and they are all higher with significant difference than C4.5. . AUC should replace accuracy in measuring and comparing classifiers as AUC is a better measure in general. This is particularly true as ranking is important in data mining applications and AUC reflects ranking much more accurately and directly than accuracy. Our conclusions will provide important guidelines in data mining applications on real-world data sets.
CONCLUSIONS
In this paper, we give formal definitions of discriminancy and consistency in comparing evaluation measures for learning algorithms. We establish precise and objective criteria for comparing two measures in general and show, both empirically and formally, that AUC is a better measure than accuracy. This suggests that AUC should replace accuracy in measuring and comparing classifiers, as AUC is a better measure in general. We then reevaluate commonly accepted claims in machine learning based on accuracy using AUC and obtain interesting and surprising new results. We show that the average predictive AUC values of Naive Bayes, C4.4, and SVM are very similar (no statistical difference) and they are all higher than C4.5 with significant difference. This suggests that Naive Bayes, C4.4, and SVM should be preferred over C4.5 in real-world applications, especially when ranking is important. The conclusions drawn in this paper can have important implications in evaluating, comparing, and designing learning algorithms. In our future work, we will study the effect of data discretization on the performance of SVM and other algorithms and we will redesign accuracy-based learning algorithms to optimize AUC. Some works have already been done in this direction.
