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Abstract
This paper is concerned with techniques for quantitative analysis of the largest p-Laplacian eigenvalue. We present some bounds
on the largest eigenvalue, which generalize those given in the linear case. Some examples of applications are given. Then, we
compare our bounds to the classical bounds in the particular case of the trees.
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1. Introduction
The eigenvalues of the Laplacian have many physical interpretations, for example, as the frequencies of vibration
of a membrane, as the rates of decay for the heat equation (or mass diffusion). In [7] recently discovered connection
between photoelectron spectra of saturated hydrocarbons (alkanes) and the Laplacian eigenvalues of the underlying
molecular graphs are given. So it is signiﬁcant and necessary to investigate the relations between the graph-theoretic
properties of a graph G and its eigenvalues.
However, the eigenvalues of the p-Laplacian can be calculated explicitly only for a few special graphs, most notably
for regular graphs.
In this paper we study the discrete p-Laplacian, which is the analogue of the operator div(|∇ · |p − 2∇·). We will
give sharp estimates of the largest eigenvalue of the p-Laplacian.
Let G = (V ,E) be a simple undirected graph with set of vertices V and set of unordered pairs of distinct elements
of V called edges denoted by E. Two vertices x, y are adjacent if they are connected by an edge, in this case we write
x ∼ y.
A more familiar operator in the ﬁeld of spectral geometry is the Laplacian operator, , which appears so prominently
in the heat equation and thewave equation. The analogue onG,−, can be deﬁned as the differential operator associated
to the standard Dirichlet form
Q(u) = 1
2
∑
x∼y
|u(x) − u(y)|2,
the factor 12 appeared since each edge is considered two times. In this way we deﬁne the Laplacian operator on G by
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(x) =
∑
x∼y
[(x) − (y)],
where  is a function on the graph G. The basic idea of generalizing the discrete Laplacian is the following: instead
of the uniform mass on Q, we assign to each edge [x, y] a weight c[x, y]. We then obtain a new quadratic form Qc
deﬁned by
Qc(u) = 12
∑
x∼y
c[x, y]|u(x) − u(y)|2.
The analogue of Qc in the continuous case on Rn is
Qw(u) =
∫

w(x)|∇u(x)|2 dx,
where  is an open set of Rn; and the quadratic differential operator induced by Qw is denoted by −div(w∇u). The
concept of the p-Laplacian p arises as a natural generalization of the Laplacian when we are interested in the discrete
analogue case of the operator −div(w|∇ · |p − 2∇·). Since it is natural to consider a Dirichlet form that decays with
rate p (rather than the square), so the relevant form is the p-Dirichlet form of a function u on G and deﬁned by
|u|pp = 12
∑
x∼y
c[x, y]p−1|u(x) − u(y)|p.
In the same way we deﬁne the p-Laplacian of a function f at a vertex v by
pf (v) =
∑
u∼v
c[x, y]p−1(f (v) − f (u))p−1.
In this paper we take c[x, y] = 1 for all x ∼ y.
Let us introduce the p-Laplacian with another approach.
Geometrically, the combinatorial Laplacian L can be viewed as the discrete analogue of the Laplace–Beltrami
operator, especially for graphs that are the Cartesian products of paths, for example. For a path v1, v2, . . . , vn and a
function f that assigns a real value to each vi , the combinatorial Laplacian can be written as
Lf (v) =
∑
u∼v
(f (v) − f (u))
and
Lf (vi) = f (vi) − f (vi−1) − (f (vi+1) − f (vi)).
Here we use the following notation: for an edge {u, v} we choose an orientation [u, v].
If f is a function on V , its gradient ∇f is the vector ﬁeld E deﬁned by the formula
∇f [u, v] = f (v) − f (u).
If U is a vector ﬁeld on E, its divergence denoted by divU , is the function on V deﬁned by the formula
divU(v) =
∑
u∼v
U(v, u)
for a vertex v,
f (v) =
∑
u∼v
(f (v) − f (u)).
The Laplacian and the p-Laplacian of a function f on V (1<p<∞) are the functions on V deﬁned, respectively,
as
f = −div(∇f ), pf = −div(|∇f |p−2∇f ).
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Notation. In the following, for simplicity, we will use the expression
t = t |t |−1, > 0, t ∈ R.
We mean that 0 = 0. Observe that, t2 = t |t | is negative if t is negative, and so it is different from the usual notion. But
when p − 1 is odd it coincides with usual notion.
Everywhere in the paper we shall use tp−1 for t ∈ R only with the meaning t |t |p−2 and no other. Also we shall
assume p and q are conjugate exponents, in other words (p − 1)(q − 1) = 1.
With this notation the p-Laplacian of a function f at a vertex v is
pf (v) =
∑
u∼v
(f (v) − f (u))p−1.
A real number  is called an eigenvalue of p if there exists a function f = 0 on V such that
f (v)p−1 =
∑
u∼v
(f (v) − f (u))p−1
and the function f is called the corresponding eigenfunction to . Some results on the smallest positive eigenvalue are
given in [1]. And this notion of eigenvalue generalize the classical (p = 2 linear case) one which we found in [3].
Remark 1.1. Let A(G) be the (0, 1)-adjacency matrix of G and D(G) be the diagonal matrix of vertex degrees. The
Laplacian matrix of G is L(G) = D(G) − A(G). This coincides with our deﬁnition of the p-Laplacian when p = 2.
From Gergorin’s theorem (the linear case p = 2), it follows that its eigenvalues are non-negative real numbers.
Moreover, since its rows sum to 0, 0 is the smallest eigenvalue of L(G). It is well known that if H is a subgraph of G,
then 1(H)1(G).
Throughout this paper let 1(G) be the largest eigenvalue of p.
In Section 2, we give some lower bound for the largest Laplacian eigenvalue of the p-Laplacian for graphs.
In Section 3, we give some upper bounds for the largest Laplacian eigenvalue of the p-Laplacian for graphs. It is
important to note that the upper bound of 1(G) is related with the highest degree dv for v ∈ V . Also it is shown that
our bound is optimal.
In Section 4, we give a nonlinear of a theorem obtained by Das [5] for trees.
2. Lower bound for the largest Laplacian eigenvalue
A bipartite graph, also called a bigraph, is an undirected graph where vertices can be divided into two sets such that
no edge connects vertices in the same set.
Lemma 2.1. If G is a connected bipartite graph and  is the largest eigenvalue of p then
2p−1 min{d(v), v ∈ V }
with equality if and only if G is a regular bipartite graph.
Proof. By hypothesis there exists V1, V2 ⊂ V such that V =V1 ∪V2, V1 ∩V2 =∅ andE ⊂ V1 ×V2 (In the sense x ∼ y
implies (x ∈ V1, y ∈ V2) or (x ∈ V2, y ∈ V1).) The largest eigenvalue of p is given by (the variational principle
which is analogue to the Rayleigh–Ritz characterization of the largest eigenvalue for p = 2)
= sup
{
|f |pp
‖f ‖pp
, f = 0
}
,
where
‖f ‖pp =
∑
x∈V
|f (x)|p and 2|f |pp =
∑
x∼y
|f (x) − f (y)|p,
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by choosing f = IV1 − IV2 , we get
2p−1 1|V |
∑
x∈V
d(x)2p−1 min{d(v), v ∈ V }.
We have equality if and only if d(x) = min{d(v), v ∈ V } for all x ∈ V . 
3. Upper bound for the largest Laplacian eigenvalue
Lemma 3.1. Let G be a star graph with d+1 vertices. Then the only real eigenvalues of G are 0, 1 and (1+dq−1)p−1.
Proof. Let v, v1, . . . , vd be the vertices of G, with d(v)= d. Let f be an eigenfunction of the p-Laplacian associated
to an eigenvalue . By deﬁnition we have
f (v)p−1 =
d∑
i=1
(f (v) − f (vi))p−1
and
f (vi)
p−1 = (f (vi) − f (v))p−1 for i = 1, . . . , d
which gives
(1 − q−1)f (vi) = f (v) for i = 1, . . . , d.
If = 1, then f (v)= 0. And so if f satisﬁes∑di=1 (f (vi))p−1 = 0 and f (v)= 0 then f is an eigenfunction associated
to the eigenvalue 1.
Suppose  = 0, 1, then f (vi) = (1 − q−1)−1f (v) from which we obtain
(f (v) − f (vi))p−1 = −f (vi)p−1 = −(1 − q−1)1−pf (v)p−1.
Then
f (v)p−1 = −d(1 − q−1)1−pf (v)p−1
which implies
q−1 = 1 + dq−1.
Also remark that 0 is an eigenvalue associated to the eigenfunction f such that f (v) = f (v1) = · · · = f (vd) = a for
some real a = 0. 
Remark 3.2. If p is an even positive integer, we have a natural notion of the complex eigenvalue. In this case, a
complex number  is an eigenvalue if there exists a complex function f = 0 on V such that
f (v)p−1 = pf (v),
this coincides with the notion in the real case when p is an even positive integer.
Remark 3.3. If p is an even positive integer, the complex eigenvalues of p-Laplacian for the star graph with d + 1
vertices are 0, 1, (1 + dq−1)p−1 with  such that p−1 = 1. In the case p = 2 we have = 1.
Lemma 3.4. If G is a connected graph then
(G)2p−1 max{d(v), v ∈ V }
with equality if and only if G is a regular bipartite graph.
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Proof. Let f be an eigenfunction of the p-Laplacian. G is ﬁnite and therefore |f | attains a positive maximum at a
vertex v0 of V . Now by deﬁnition we have,
f (v0)
p−1 =
∑
u∼v0
(f (v0) − f (u))p−1
which gives
=
∑
u∼v0
(
1 − f (u)
f (v0)
)p−1
2p−1dv0 .
In the case of equality, we have f (v0)= −f (u) for u ∼ v0, by applying the same argument, to each u with u ∼ v0 we
get f (u) = −f (v) for all u, v ∈ V with u ∼ v, d(v0, u)2 and d(v0, v)2. By recurrence we obtain f (u) = −f (v)
for all u, v ∈ V . Then G is a regular bipartite graph. 
The next theorem gives a nonlinear version
1(G)1 + max{d(v), v ∈ V }
which was given by Anderson and Morley [2].
Theorem 3.5. If G is a connected graph then
(G)(1 + (max{d(v), v ∈ V })q−1)p−1
with equality if and only if G is a star graph.
Proof. Follows from combination of Lemmas 3.1 and 3.9. 
Lemma 3.6. Let a graph G have some pendant vertices. We separate the pendant vertices into groups such that all the
pendant vertices in each group have a common neighbour. In each such group, the eigencomponents of an eigenvector
corresponding to any eigenvalue = 1 are equal.
Proof. Let f be an eigenfunction corresponding to the eigenvalue  of p. Also, let vi1 , vi2 , . . . , vir , all vertices of
V = {v1, v2, . . . , vn}, be pendant vertices adjacent to the vertex vi . For vk ∈ V , we have
f (vk)
p−1 =
∑
y∼vk
(f (vk) − f (y))p−1.
For k = i1, i2, . . . , ir ,
(q−1 − 1)f (vk) = −f (vi).
From this equation, we conclude that f (vk), k = i1, i2, . . . , ir , are equal, because  = 1. 
For any two vertices u and v connected by a path in a graph G, we deﬁne the distance between u and v, denoted by
d(u, v), to be the length of a shortest u − v path. Let G be a connected graph with vertex set V . For each v ∈ V , the
eccentricity of v, denoted by e(v), is deﬁned by
e(v) = max{d(u, v) : u ∈ V, u = v}.
Now we apply Lemma 3.6 to obtain the following lower bound for 1(T ).
Lemma 3.7. Let T = (V ,E) be a tree of n vertices and suppose there exists a vertex v ∈ V such that e(v)2, let 
be the largest eigenvalue of T then
(+ 1)p−1,
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where  is the solution of the equation
x + 1 −
(
1 − m − 1
xp−1
)1−q
− dq−1 = 0, x ∈ [m,∞[,
d is the degree of the vertex v and m is the average of the degrees of the adjacent vertices of v. Moreover, the equality
holds in Lemma 3.7 if and only if the degrees of the adjacent vertices of v are all equal.
Proof. LetNv={vi1 , vi2 , . . . , vid } be the vertices adjacent to v and the corresponding degrees be di1 , di2 , . . . , did . Since
e(v)2, vertices vi1 , vi2 , . . . , vid are adjacent to the (di1 − 1), (di2 − 1), . . . , (did − 1) pendant vertices, respectively.
Let f be the eigenfunction associated to . The eigencomponents corresponding to the vertices vi1 , vi2 , . . . , vid be
xi1 , xi2 , . . . , xid , respectively (f (vi1)=xi1 , . . . , f (vid )=xid ). Since there is at least one edge in the tree T , by applying
Theorem 3.5 we have 2p−1. Using Lemma 3.6, the eigencomponents of  corresponding to the pendant vertices
which are adjacent to vij are equal to xij /(1 − q−1), j = 1, 2, . . . , d.
Let xd = f (v) be the eigencomponent of  corresponding to the vertex v. For vij ∈ V ,
xp−1ij =
∑
y∼vij
(xij − f (y))p−1 = (xij − xd)p−1 + (dij − 1)
(
1 − 1
1 − q−1
)p−1
(xij )
p−1
for j = 1, 2, . . . , d; and so
=
(
1 − xd
xij
)p−1
+ (dij − 1)
(
1 − 1
1 − 1(T )q−1
)p−1
.
For v ∈ V ,
xp−1d =
∑
y∼xd
(xd − y)p−1 =
d∑
j=1
(xd − xij )p−1.
If xd = 0 then every eigencomponent is 0. Therefore xd = 0. From these equations we get
=
d∑
j=1
(
1 − 1
a
q−1
j
)1−p
,
where
aj = 
(
1 − dij − 1
(q−1 − 1)p−1
)
.
Let us put
a¯ = 
(
1 − m − 1
(q−1 − 1)p−1
)
with m = 1
d
d∑
j=1
dij .
Remark that
(q−1 − 1)p−1dv − 1 + dv − 1
− 1 for all v ∈ V
follows from Theorem 3.5. Thus aj 1. By using Jensen’s inequality (to the convex function x −→ x1−p) we get
= d 1
d
d∑
j=1
(
1 − 1
a
q−1
j
)1−p
d
⎛
⎝1 − 1
d
d∑
j=1
1
a
q−1
j
⎞
⎠
1−p
.
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By applying for the second time the Jensen’s inequality (to the convex function x −→ x1−q ) we obtain
d
(1/d)
∑d
j=1aj
(−1 + ((1/d)∑dj=1aj )q−1)p−1
which gives
 da¯
(a¯q−1 − 1)p−1 ,
thus,
q−1 −
(
1 − m − 1
(q−1 − 1)p−1
)1−q
dq−1
by putting x = q−1 − 1, using the fact that the function
t −→ t + 1 −
(
1 − m − 1
tp−1
)1−q
− dq−1
is increasing on [m − 1,∞[ we get the inequality of the lemma. We have equality if and only if a1 = · · · = ad , these
equalities are satisﬁed if and only if di1 = · · · = did . 
Corollary 3.8. Let T be a tree formed by joining the centres of d copies of K1,dj−1 to a new vertex v, that is, d(v)= d,
d(u) = dj for u ∼ v, and d(u) = 1 otherwise. Then the eigenvalue of T are 0, 1 and the real solution of
q−1 −
(
1 − m − 1
(q−1 − 1)p−1
)1−q
= dq−1.
Proof. It follows from Lemma 3.7.
Lemma 3.9. Let G be a ﬁnite graph (not necessarily connected), and let G′ be a subgraph of G. Then 1(G′)1(G).
Proof. The variational principle of the largest eigenvalue of a graph G = (V ,E) gives
1(G) = sup
{
|f |pp
‖f ‖pp
, f = 0
}
.
Remark that if E′ ⊂ E then∑
{x,y}∈E′
|f (y) − f (x)|p
∑
{x,y}∈E
|f (y) − f (x)|p.
Also if x is an isolated vertex of G = (V ,E) then
sup
{
|f |pp
‖f ‖pp
, f = 0
}
= sup
{
|f |pp
‖f ‖pp
, f = 0, and f (x) = 0
}
Combining these two remarks we get the ﬁrst proof of Lemma 3.9. 
Lemma 3.10. Let G be a connected graph, then
q2p−1 max{d(x)q + d(y)q, [x, y] ∈ E}.
We have equality if and only if G is a connected bipartite regular graph.
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Proof. Let f be an eigenfunction associated to the eigenvalue . Let a, b ∈ V such that [a, b] ∈ E and
|f (a)|p + |f (b)|p = max{|f (x)|p + |f (x)|p, [x, y] ∈ E}.
From the deﬁnition of the eigenfunction we have
f (a)p−1 =
∑
x∼a
(f (a) − f (x))p−1
and
f (b)p−1 =
∑
x∼b
(f (b) − f (x))p−1
by using Jensen’s inequality (|x1 + · · · + xd |qdq−1(|x1|q + · · · + |xd |q)) we get
q |f (a)|pd(a)q−1
∑
x∼a
|f (a) − f (x)|p2p−1d(a)q(|f (a)|p + |f (b)|p)
and similar one for f (b), by summing these two inequalities, we get
q2p−1(d(a)q + d(b)q),
by applying the similar argument as in Lemma 3.4 we get: we have equality then G is a regular bipartite graph. 
We have to give a nonlinear version of the following lemma.
Lemma 3.11 (Merris [6]). Let G be a connected graph, and  be an eigenvalue of 2. Then
 max{dv + mv, v ∈ V }.
Theorem 3.12. Let G be a connected graph. Then the largest eigenvalue  of G satisﬁes
2(p−1)/q max
⎧⎨
⎩
(
|d(v)|q + 1
d(v)
∑
x∼a
|d(x)|q
)1/q
, v ∈ V
⎫⎬
⎭ .
Proof. Let f be an eigenfunction associated to . Let a ∈ V such that
|f (a)|p + 1
d(a)
∑
x∼a
|f (x)|p = max
{
|f (v)|p + 1
d(v)
∑
x∼v
|f (x)|p, v ∈ V
}
.
By using Jensen’s inequality, we get∣∣∣∣∣
∑
x∼v
(f (v) − f (x))p−1
∣∣∣∣∣
q
d(v)q−1
∑
x∼v
|f (v) − f (x)|p.
Then ∣∣∣∣∣
∑
x∼v
(f (v) − f (x))p−1
∣∣∣∣∣
q
d(v)q−12p−1
(
d(v)|f (v)|p +
∑
x∼v
|f (x)|p
)
which gives
q
|f (v)|p
d(v)q
2p−1
(
|f (a)|p + 1
d(a)
∑
x∼a
|f (x)|p
)
.
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By using this inequality we obtain
q
(
|f (a)|p + 1
d(a)
∑
x∼a
|f (x)|p
)

(
|d(a)|q + 1
d(a)
∑
x∼a
|d(x)|q
)(
|d(a)|q + 1
d(a)
∑
x∼a
|d(x)|q
)
,
then
q2p−1
(
|d(a)|q + 1
d(a)
∑
x∼a
|d(x)|q
)
which gives Theorem 3.12. 
Corollary 3.13. Let max be the largest eigenvalue of p. Then for all function f on V we have∑
x∼y
|f (x) − f (y)|p2max
∑
x∈V
|f (x)|p
with equality if and only if f is an eigenvalue corresponding to max. In particular, we have
|f |pp
‖f ‖pp
2(p−1)/q max
⎧⎨
⎩
(
|d(v)|q + 1
d(v)
∑
x∼a
|d(x)|q
)1/q
, v ∈ V
⎫⎬
⎭
for all function f = 0 on V .
Proof. The ﬁrst part of corollary follows from the variational expression of the largest eigenvalue. The second part is
a consequence of combination of Theorem 3.12 and the ﬁrst part of Corollary 3.13. 
4. Lower bound for the largest Laplacian eigenvalue for trees
Theorem 4.1. Let T be a tree. If  is the largest eigenvalue of p, then
 max{(1 + v)p−1, v ∈ V }
where v is the largest real solution of
x + 1 −
(
1 − m − 1
xp−1
)1−q
− dq−1v = 0,
and dv is the degree of the vertex v and mv is the average of the degrees of the adjacent vertices of vertex v. Moreover,
the equality holds if and only if T is a tree T (du, dv), where T (du, dv) is formed by joining the centres of du copies of
K1,dv−1 to a new vertex u.
Proof. We know that if H is a subgraph of G, then 1(H)1(G). Using this result and Lemma 3.7 we get
1(1 + v)p−1.
From this inequality, we get the required result.
Now suppose that the equality holds in theorem. Let u be the vertex which realizes the maximum. Therefore,
1(T ) = (1 + u)p−1.
From Lemma 3.9 we get that 1(T )> 1(T1) if T ⊂ T1. Using this result and Lemma 3.7 we conclude that T (du, dv)
is formed by joining the centres of du copies of K1,dv−1 to a new vertex u.
Conversely, let T = T (di, dj ). We see that the equality in theorem holds by using Corollary 3.8. 
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Remark 4.2. For p = 2 we have q = 2. This becomes
x + 1 − x
x − m + 1 = d
which gives the result of [5].
Remark 4.3. When p = 3 we have q = 32 . Then the equation becomes
x + 1 − x
(x2 − m + 1)1/2 =
√
d
which gives an algebraic solution.
Remark 4.4. More generally if p> 1 is a rational number then all the eigenvalues of the p-Laplacian are algebraic
numbers. In the linear case (p = 2) the eigenvalues are algebraic numbers since they are roots of the polynomial
det(Ix − D + A).
Remark 4.5. The notion of eigenvalues of graphs for [4] is different from ours since they consider the matrix A not
D − A.
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