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ABSTRACT
By default, the Linux network stack is not configured for high-
speed large file transfer. The reason behind this is to save memory
resources. It is possible to tune the Linux network stack by increas-
ing the network buffers size for high-speed networks that connect
server systems in order to handle more network packets. However,
there are also several other TCP/IP parameters that can be tuned
in an Operating System (OS). In this paper, we leverage Genetic
Algorithms (GAs) to devise a system which learns from the his-
tory of the network traffic and uses this knowledge to optimize
the current performance by adjusting the parameters. This can
be done for a standard Linux kernel using sysctl or /proc. For a
Virtual Machine (VM), virtually any type of OS can be installed
and an image can swiftly be compiled and deployed. By being a
sandboxed environment, risky configurations can be tested without
the danger of harming the system. Different scenarios for network
parameter configurations are thoroughly tested, and an increase of
up to 65% throughput speed is achieved compared to the default
Linux configuration.
KEYWORDS
Machine learning, Genetic algorithm, network, configuration, pa-
rameter optimization, Virtual Machine.
1 INTRODUCTION
There is a large number of parameters which can be set and changed
when configuring the network of a server and this leads to a
huge number of possible configurations. Genetic algorithms (GAs)
[10, 13, 17] are most often used to solve search and optimization
problems [12]. In this paper, we will resort to those algorithms
to discover the most efficient set of parameter combinations for
the given problem. The premises of GAs when applied to network
configuration is that better configuration sets will have a higher
chance of survival and being optimized through multiple rounds
(generations) of selection, crossover and mutation. GAs are being
used for the sake of efficiently searching through the immense
number of available combinations, when brute force testing of all
the different combinations is unfeasible.
A major part in choosing the right network configurations is
to find the most relevant network parameters. The goal of the op-
timization may be to prioritize the throughput for fast transfer
of data but giving latency some level of importance might also
be relevant. This choice depends on the nature of the service at
hand. The default network settings are usually generic and static
regardless of the traffic going through and hence they do not gen-
erally optimize the network performance for all kinds of network
load. A correct configuration setting can fully utilize the system
resources and hence lead the system to the best Quality of Service
(QoS) for properties such as short request response time and high
throughput.
In this paper, we will be performing various tests both on physi-
cal machines and Virtual Machines (VMs) to compare the diverse
options which can be derived for different purposes. Physical ma-
chines can give us better performance, but there are many benefits
of using VMs. VMs enable multiple workloads to be consolidated
on less servers and safe isolation of co-located workloads. This
improves resource utilization, reduces idle power costs and makes
it possible to test risky configurations.
There are many ways to increase throughput, for example the
quality can be sacrificed [12], or various parameters can be tuned
[9, 15]. There are some systems that improve simply by changing
the different configurations [4, 7] and tuning them in accordance
to what one wants to achieve. The main problem is to tune those
different parameters dynamically in accordance to the payload
which is received.
At this juncture, we shall review some related research. GAs
have been applied in the literature to tighten security [2] via ma-
nipulating the configuration parameters of Apache 2.0.
The work reported in [1] presents learning through Reinforce-
ment Learning (RL) to improve different configuration parameters.
It uses the RL approach for autonomic configuration and reconfig-
uration of multi-tier web systems. It is able to adapt performance
parameter settings not only to the change of workload, but also
to the change of VM configurations. The approach is evaluated
using the TPC-W benchmark on a three-tier web-site hosted in a
Xen-based VM environment [1]. The results of the experiments
demonstrate that the approach can auto-configure the web sys-
tem dynamically in response to the change in both workload and
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VM resources. The focus is on Apache parameters, but the auto-
configuration part is relevant to what we are trying to achieve
herein.
Each generation of network cards has different features, and
if not fully configured the network performance might become a
severe bottleneck. However for Linux, where the operating system
runs on various types of machines, the default configurations are
not tuned to for 10 Gbit/s network cards, or 1 Gbit/s in our case.
[15] describes the basic settings that can be changed in a Linux
environment in order to maximize the throughput speed.
The performance of the receive side TCP processing has usually
been overruled by "per-byte" operations, such as check-summing
and copying. But as the architecture in modern processors has
changed, "per-packet" operations are becoming the main source
of overhead [16]. Two optimization techniques are represented to
improve the receive side TCP performance. A similar benchmark for
testing the TCP streaming receive throughput with netperf is used.
Results of another study [6] shows that TCP is not the source of
overhead often observed in packet processing, and it could support
a lot higher speeds if correctly implemented.
The reminder of this article is organized as follows. In Section
2, a short overview of the principles of GAs is given. Section 3
provides an overview of our solution. Section 4 gives an overview
of the experimental set-up and reports the experimental results.
Section 5 concludes the article and gives an overview of future
research directions worth exploring.
2 GENETIC ALGORITHMS (GAS)
GAs are inspired by the process of natural selection and are a ver-
sion of Evolutionary Algorithms (EAs) [17]. They are most often
used to solve search and optimization problems by generating high
quality solutions using biologically inspired operators such as selec-
tion, crossover and mutation. The common underlying idea behind
this is: given a population of individuals within some environment
that has limited resources, competition for those resources causes
natural selection (survival of the fittest). This results in a rise of
fitness of the population. Then based upon fitness of the candidates
the better candidates are chosen to seed the next generation. After
a given amount of generations the GA will come to a point where
it is not getting considerably fitter offspring, that is when the GA
stops. GAs have also been successfully applied to many theoretical
optimization problems [12] and several industrial applications [3].
2.1 Representation
In genetics a genotype is the part of the genetic makeup of a cell,
and phenotype is what determines its characteristics.
By using GAs we can represent our configurations on a genetic
level, as a genotype as seen in Figure 1. The array data type is
called a chromosome, and each chromosome consists of multiple
genes, while the possible values for each gene are called alleles. A
programmer can represent all individuals in a population in many
different ways, some of them being; binary, integer, permutation,
real-valued or floating-point. In our algorithm each chromosome is
a representation of a parameter combination, whereas a gene is a
single parameter among many.
Figure 1: Genotype Representation
2.2 Life cycle
The genetic operator is an operator used in GAs that leads the algo-
rithm toward a solution. The three types of operators are selection,
crossover and mutation operators. These operators contribute to
crossing existing solutions into new solutions (crossover), diversi-
fying the population (mutation) and selecting the best solutions for
every generation (selection).
In Figure 2 a population goes through evaluation and selection,
this operation gives better individuals stronger preference and al-
lows them to pass their genes on to the next generation. How good
an individual is depends on their fitness, and there are different
methods to choose from, such as fitness proportional selection, rank-
ing selection, tournament selection etc. For every method there
is a different criteria of what being fit is. The fittest parents are
chosen and a crossover operation is performed on parents based on
the crossover method. Crossover or recombination is an operation
that merges information from two parent genotypes into one or
two offspring genotypes. Crossover is a stochastic operator where
the algorithm decides what part of each parent will be combined.
The main idea behind this is to partner up two different individu-
als with desirable features to create an offspring which combines
those features. This has been done over millennia to plants and by
livestock breeders to produce species that give higher yield or have
other desirable features [10].
The next operator in the cycle is mutation, which contributes
to diversity from one generation to another in the GA. The goal
is to change one or multiple gene values to something different.
The mutation probability is defined in the algorithm. At the end of
the cycle new parents will be chosen depending on their fitness,
resulting in new fitter individuals merging with the population
while the less fit individuals are removed.
3 APPROACH
3.1 Selection of configuration parameters
Netperf is used for measuring the network speed. It is a software
application that can be used to measure different aspects of network
performance. It supports Unix domain sockets, but is mostly used on
bulk data transfer request/response using TCP or UDP and Berkeley
Sockets interfaces [14]. It provides numerous predefined tests.
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Figure 2: The algorithmic life cycle, representing the differ-
ent processes taking place from initialization of a popula-
tion until its termination.
Just like in the case of cluster-based web service performance,
the performance improvement can not easily be achieved by tuning
individual components [5], there is no single universal configura-
tion that is good for all workloads. Therefore the genetic algorithm
is used to find the optimal configuration setup for a given payload
which is going through the server.
There are many relevant parameters described in [9, 15] and
some of them are:
• Jumbo Frames - Jumbo frames are Ethernet frames with
a payload of more than 1500 bytes, which is the standard
limit [11]. Per definition, jumbo frames can carry up to 9000
bytes. In combination with Gigabit Ethernet switches, net-
work interface controllers (NICs) can support frames bigger
than the default, making jumbo frames possible. The net-
work parameter determining the frame size is the Maximum
Transfer Unit (MTU).
• Multi streams - The throughput of a network depends on
the type of traffic that is flowing through the wire. The
number of streams is important, that is, how many end to
end socket connections which are established and uses the
network at the same time[9]. The Netperf tool has a mode
where one can use up to 8 active streams.
• Transmission queue size - The transmission queue is a
buffer which holds packets that are scheduled to be sent to
the card. If one wants to avoid the packet descriptors being
lost, the size of the buffer should be tuned. The default size
of 1000 packets can be too small.
• TX Checksum - This is a checksum offload parameter that
when set asks the card to compute the segment checksum
before it is sent. When this is enabled, the kernel enters
a random value in the checksum field of the TCP header
and leaves it to the network adapter to calculate the correct
checksum.
• TCP Segmentation Offload - This is a parameter which
may be used to reduce the CPU overhead when running
TCP/IP. The task of splitting a large chunk of data into TCP
segments, which normally is done by the OS, is handed over
to the NIC, which splits the data into segments and add fills
in the TCP header fields correctly.
• Large Receive Offload - If this parameter is set and sup-
ported by the NIC, it combines multiple Ethernet frames
received into one large frame, offloading this work for the
OS and the CPU. It is a technique which increases inbound
throughput of high-bandwidth network connections. There
are two types of LRO, one that is usually turned on by de-
fault and another which is specific for the given device driver.
The last one yields much better results as it accumulates the
frames inside the NIC.
• Generic Segmentation Offload (GSO) - It has been ob-
served that a lot of savings in TSO come from traversing
the network stack once rather than multiple times[18]. GSO
is, like TSO, only effective if the MTU is around the default
value of 1500.
• TCP Window Scaling - Is an option that can increase
the size of the receive window allowed in TCP beyond its
default value of 65535 bytes. The throughput is limited by
two windows, the receive and the congestion window. The
receive window tries not to go past the limit of the receiver
to process data, while the congestion window tries not to
breach the limit of the network (congestion control).
• TCP Timestamp - Enabling this can provide a more ac-
curate round trip time measurement, but it also adds an
overhead to the throughput and CPU usage. This option
should be disabled if one wants to increase the speed.
• Memory - There are three parameters, exemplified by
net.ipv4.tcp_mem = 287121 382828 57424, which define how
the kernel should manage the memory usage of the TCP
stack. The first value tells the kernel that below this number
of memory pages, no restriction on memory should be im-
posed. The second value defines the starting point at which
the kernel should start pressuring memory usage down. The
final defines the maximum amount of memory pages for all
sockets.
• Read and Write Memory - two parameters control the
read and write memory buffers, net.ipv4.tcp_rmem and
net.ipv4.tcp_wmem. Read memory takes care of the size of
the receive buffer used by TCP sockets, while write memory
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adjusts the amount of memory reserved for send buffers.
Each have three values, exemplified by net.ipv4.tcp_rmem
= 4096 87380 16777216. The first value tells the kernel the
size of the minimum receive buffer for a TCP connection
which is allocated to a TCP socket. The second is the default
receive buffer and the third is the maximum receive buffer.
Similarly net.ipv4.tcp_wmem determines the size of the TCP
send buffer of TCP sockets in use.
3.2 The fitness function
There are many ways to measure network performance as every
network is different in nature and design. And how important the
various metrics are depends on what the network is used for, for
instance what kind of service the servers involved provide. A few
of the most used metrics are the following:
• Throughput is usually measured in bits per second and is
the amount of data which is transmitted through a network
per unit time.
• Latency is the response time, the delay between sender and
receiver, expressing how fast the signal travels from one end
to another.
• Bandwidth determines that maximum possible throughput
that is achievable, one can not send more data than the
specified bandwidth size.
• Jitter is the variation in packet delays, normally an unde-
sired deviation.
• Packet loss is when packets of data transmitted through a
computer network fail to reach their destination.
• Quality of Service (QoS) is a measure of the overall perfor-
mance of a service as seen by the users.
We decided to only focus on throughput, i.e. the fitness function
equals the measured throughput of the network for a given set of
parameters. However, a few tests where made checking whether
the change of parameters leading to higher throughput also affected
the latency. The tests measuring the fitness function are applied to
TCP streams, having in mind traffic such as large video files being
transferred in a network.
The tools used in this paper to measure throughput are iPerf [8]
and netperf[14]. iPerf is a tool to measure the maximum achievable
bandwidth on a network. There are various parameters which can
be customized, buffers and protocols such as TCP and UDP. iPerf
measures bandwidth, packet loss, transfer size and other parameters.
It has a client-server functionality and can generate data streams in
order to measure the throughput, in one or two directions. Netperf
is another software application that measures network throughput
between two hosts. It has a variety of tests to measure unidirec-
tional data transfer and request/response performance. In order
to measure latency, ping and hping3 are used, simply measuring
the round-trip time for messages sent from the originating host to
the destination computer. An Internet Control Message Protocol
(ICMP) echo request packet is sent waiting for an ICMP echo reply.
3.3 The algorithm
Figure 2 shows a simplified flowchart for the entire algorithm. It
starts with the initialization of the population. Each parent is a
chromosome that consists of a set of parameters, whereas a gene is
one of these parameters. Several sources[9, 15] were studied in order
to select adequate parameters. The list of 14 different parameters
shown below were used for initial experiments and this list was at
a later stage extended to a total of 27 parameters. For every run of
the algorithm, each parameter from the list can be extracted, but
it is the algorithm that decides whether all the parameters will be
used or just a selected few, based on the fitness.
s y s c t l −w net . i pv4 . tcp_mem = ; ' 2 8 7 1 2 1 382828
5 7 4 2 4 2 ' ; ' 1 6 7 7 7 2 1 6 16777216 16777216 '
s y s c t l −w net . i pv4 . tcp_rmem = ; ' 4 0 9 6 87380
6 2 9 1 4 5 6 ' ; ' 8 1 9 2 873800 16777216 '
s y s c t l −w net . i pv4 . tcp_wmem= ; ' 4 0 9 6 16384
4 1 9 4 3 0 4 ' ; ' 8 1 9 2 873800 16777216 '
s y s c t l −w net . i pv4 . t c p_mode r a t e_ r cvbu f = ; 0 ; 1
s y s c t l −w net . i pv4 . t c p _no_me t r i c s _ s a v e = ; 0 ; 1
s y s c t l −w net . i pv4 . t cp_ t imes t amps = ; 0 ; 1
s y s c t l −w net . i pv4 . t cp_window_sca l ing = ; 0 ; 1
s y s c t l −w net . i pv4 . t c p_ s a ck = ; 0 ; 1
s y s c t l −w net . co r e . wmem_max= ; 2 1 2 9 9 2 ; 1 6 7 7 7 2 1 6
s y s c t l −w net . co r e . rmem_max = ; 2 1 2 9 9 2 ; 1 6 7 7 7 2 1 6
s y s c t l −w net . co r e . rmem_defau l t = ; 2 1 2 9 9 2 ; 4 1 2 9 9 2
s y s c t l −w net . co r e . wmem_default = ; 2 1 2 9 9 2 ; 4 1 2 9 9 2
s y s c t l −w net . co r e . ne tdev_max_back log = ; 1 0 0 0 ; 5 0 0 0
i f c o n f i g eno2 mtu ; 1 5 0 0 ; 2 7 0 0
Listing 1: Parameter list
At the end of each line, the minimum and maximum values used
for each parameter is shown. When initializing the first genera-
tion, the genetic algorithm chooses a random value between the
minimum and the maximum value.
When all the parents have been initialized and placed in the
population pool, the next step is to measure the fitness for every
member of the population. One by one, each parent is tested by
applying all its network parameter genes to the server and then
performing a netperf test, normally ten seconds long. The through-
put speed recorded by netperf is then stored for each parent as its
fitness function.
The next phase of the genetic life cycle is the selection. The
percentage of the population that should be disposed of for every
generation is one of the configuration parameters of the algorithm.
In the experiments presented in this paper, a value of 10% was used.
This means that 10 percent of the worst fit individuals is removed
in every generation.
After the selection, the population is restored by selecting the
best 10% of the parents for generation of the same number of off-
spring. All the pairs of this selection of parents makes a pair of
children by going through a crossover process where there is a
given chance for a switch of genes between the two parents leading
to their offspring. In our experiments this probability was set to
50%.
In the final phase a mutation may occur to any of the specimen,
the probability was set to 16% in our case. In this process, if a parent
is selected for mutation, one gene of the chromosome is given a
new random value.
This cycle repeats a number of times. In a real life system this
would go on forever, but in our algorithm we terminate the loop
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after an number of iterations, mostly determined by how stable the
results are.
4 EXPERIMENTS
4.1 Experimental setup
The experimental setup is shown in Figure 3. There are two physical
servers running Ubuntu 16.04which are connected through a switch
to the internet. Another switch connects the 1 gigabit ethernet ports
of the servers to each other. The specifications for these machines
are listed in Table 1.
OS Ubuntu 16.04 xenial
CPU 2x Intel Xeon CPU E5530 @ 2.394GHz
NICs Broadcom Corporation NetXtreme II BCM5709 Gigabit Ethernet x4
Intel Corporation 82576 Gigabit Network Connection x4
RAM 290MiB / 24098MiB
Disk space 151 GiB
Table 1: The machine specifications of our servers
Both of these machines have four Network Interface Controllers
(NICs). The payload of the experiments is generated using iperf. On
the computer running the clients, three of the four NICs available
are bound to an iperf process, and the last one is used for ssh
access. In this way they can separately generate traffic. Two VMs
are included in the topology for the purpose of testing the algorithm
and its behaviour on virtual machines.
Figure 3: The topology for the setup using two physical ma-
chines with 1 Gigabit ethernet ports. The machines are con-
nected through a switch which forwards the data traffic of
the experiments.
4.2 Test scenarios
Just as for cluster-based web service performance, the performance
improvement can not easily be achieved by tuning individual components[5].
There is no single universal configuration that is best for all work-
loads. Therefore, the genetic algorithm is used to find the optimal
configuration setup for a given payload on the server. The different
parameters used are shown in Table 2 and there are 27 of them. If
all the parameters were binary, there would be 227 possible combi-
nations. More than a 100 million combinations would evidently be
impossible to test one by one in order to find the best network con-
figuration. Additionally some of the parameters have thousands of
possible values, making the total number of combinations immense
and the need for a smarter algorithm obvious.
Type Parameters
TCP -
net.ipv4
tcp_mem
tcp_rmem
tcp_wmem
tcp_moderate_rcvbuf
tcp_no_metrics_save
tcp_timestamps
tcp_window_scaling
tcp_sack
tcp_tw_reuse
tcp_keepalive_probes
tcp_keepalive_intvl
tcp_fin_timeout
net.core
wmem_max
rmem_max
rmem_default
wmem_default
netdev_max_backlog
bpf_jit_enable
dev_weight
rps_sock_flow_entries
optmem_max
somaxconn
busy_read
busy_poll
tstamp_allow_data
MTU mtu
Txqueuelen txqueuelen
Table 2: Listing of all the different parameters used in the
experiments
Two different tests will be performed in this topology. In the first
one the throughput speed between our physical machines while
we load them with traffic is tested. In the second test the same is
done using virtual machines. The performance is tested both when
changing the parameters directly on the VMs as well as on the
host machine. It is a way to establish whether changes on just the
VMs actually have as much effect as changes on the host machine
they are operating on, and also to see to what extent changing
parameters on the host machine affects the performance on the
VMs. The two scenarios that are to be performed are as follows:
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• Configurations changed directly inside the VM
• Configurations changed on the host machine (server)
For all the experiments performed, the following parameters
were used as input to the genetic algorithm:
• Parameter number: 27
• Generations: 40
• Population size: 80
• Selection probability: 10%
• Crossover probability: 50%
• Mutation probability: 16%
The same values were used for all the experiments, making it
straightforward to compare the results of the various scenarios.
The values where chosen after some initial tests since they yielded
the best results.
4.3 Results
Initial experiments showed that the algorithm was able to improve
the total client-server throughput by a few percent when the fitness
function was calculated based on a netperf stream which was the
only one using the network and hence used the complete 1 Gbit/s
bandwidth. For the main part of the experiments, and for all results
shown in this section, three independent TCP connections were set
up between the two physical servers. The netperf stream used for
calculating the fitness function then had to compete with the other
traffic. In this scenario, the genetic algorithm was able to improve
the performance of the default Linux network configuration sub-
stantially. This can be seen in Figure 4, where the throughput of the
best individuals (the best parameter combination found for every
generation) clearly are much better than the throughput obtained
when using the default configurations of the Linux OS.
On average, the performance of the top individuals are larger by
65% in Figure 4, but the throughput speed does not increase sub-
stantially over the generations. This means that a good parameter
combination is found already among one of the first 80 randomly
initialized parents.
In order to see wether there are any drawbacks when imporoving
the throughput, the latency was tested using hping3 on the server
loaded with network traffic, using the default and the optimal con-
figurations learned from the algorithm. One of the results is shown
in Listing 2.
sudo hping3 −c 10000 − i u10000 1 0 . 0 . 0 . 1 −p 8000
F a s t paramete r combina t ion
round− t r i p min / avg /max = 1 . 2 / 6 . 8 / 1 0 0 5 . 8 ms
De f a u l t
round− t r i p min / avg /max = 1 . 3 / 7 . 0 / 1 0 0 6 . 1 ms
Listing 2: Latency test from Client to Server
Other tests also showed that the latency was not affected when
increasing the throughput.
Two types of experiments were performed on the virtual ma-
chines. One in which the network parameters of the OS of the VM
itself was changed, and another where the parameters of the OS of
the host machine or hypervisor of the VM was changed. In some
cases changing parameters of the OS of the VM does not change
the actual behaviour of the underlying hypervisor, so potentially
these could lead to different results in the two cases.
Figure 4: The best, worst and default individuals for every
generation. The best parameter settings display on average
a 65% higher throughput speed than those of the default OS
settings.
Figure 5: The best, worst and default individuals for each
generationwhen changing the configuration of theOS of the
VM.
As seen in Figure 5, the throughput does increase substantially
when optimizing the parameters inside the VM. Here a few gener-
ations are needed before the optimal configuration is found. It is
surprising that the throughput of the traffic entering the VM-based
server is so high. Some specific network configuration benefits
this stream compared to the background traffic of the iperf-clients,
and more research is needed to find the exact reason. However, in
our case, the most important result is to see how the algorithm
improves the throughput compared to the that of the default VM
configuration.
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In the other set of VM experiments, the default configuration of
the VM itself was kept unchanged and instead the algorithm was
applied to the network parameters of the OS of the hypervisor.
Figure 6: The average population throughput of every gen-
eration. Comparing the configuration of the VM-OS to the
configuration of the host machine-OS.
In Figure 6 it can be seen that the throughput of the average
population is much smaller when the configurations takes place
within the VM. This might as mentioned earlier be due to the fact
that the effect of changing some of the parameters of the VM-OS
does not take effect in the OS of the host machine or hypervisor.
Figure 7: The best individuals of each generation. Compar-
ing the configuration of the VM-OS to the configuration of
the host machine-OS.
The difference between the throughput speed in Figure 7 for
the top individuals is approximately 30%, between VM and host
machine. This means that by changing the parameters directly on
the physical machine, we get higher performance in comparison
to changing it on the VM. The speed of the top individuals in both
cases are also much higher than the default settings, by 60% on the
host machine and by 180% on the VM.
5 CONCLUSION AND FUTUREWORK
The main objective of this paper was to improve the throughput
speed by finding the optimal set of configurations depending on
the network traffic, using a genetic algorithm. After various exper-
iments we were able to conclude that the throughput speed did
improve considerably compared to that of the default settings of
the Linux OS. In fact, we were able to achieve a throughput speed
increase by up to 65% for physical machines and even more for
virtual machines. The fitness of the whole population raises from
one generation to another, but the performances of the top indi-
viduals are quite stationary. After discovering the top individuals
in the first generation, the speed does not increase significantly
through more generations. This means that for the type of traf-
fic considered here, testing 80 randomly generated configurations
is enough for obtaining a very good configuration. However, for
other kinds of network traffic and for traffic changing dynamically,
a more advanced algorithm like the one demonstrated here, would
be needed.
A not fully optimized throughput speed on a machine can be
caused by many factors as the different relevant parameter values
could be too low, not allowing for maximum send/receive capability.
A wrong chain of configurations could also be the problem, and that
is something which is impossible or very hard to detect manually
due to the immense number of available combinations. Hence a ge-
netic algorithm is being used to search for the best solution. Each set
of parameters is represented as a chromosome, those chromosomes
go through multiple crossover, mutation and selection processes
and the most fit configuration is selected in every generation.
Going through those various operations means that our GA
can find an optimized version of configurations exclusively for the
type of traffic that is going through the server at a given time. An
adaptive approach to change network parameters dynamically has
been developed, which resulted in a significant increase of speed
compared to the default settings. Our experiments furthermore indi-
cates that the latency is not affected negatively by the optimization
of the throughput.
5.1 Future Work
Some experiments were done in order to test the effect of chang-
ing the percentages of several of the parameters of the genetic
algorithm, like crossover and mutation probabilities, but this work
should be extended in order to improve the algorithm. Adding more
networking parameters to the configuration set could improve the
results, and in addition the GA could benefit from supporting auto-
matic parameter extraction. In this work they were extracted from
a predefined list, but every OS-version potentially has different
parameters. This could be done by searching through all available
parameters on the systems, saving them to a list and testing different
values for each of them. Another approach that should be pursued,
is to address the layer above the operating system, changing the
configuration of applications running on the OS. For example, if an
7
Apache web-server was used, the algorithm could include changing
the default Apache configurations on top of the configurations of
the OS, improving the overall throughput even further.
Ability to adjust latency and throughput ratio. The fitness func-
tion of this work equals the throughput. A more general solution
would be to include latency in the calculation of the function. Ad-
ditionally, it should be possible to adjust the importance of each of
these features for the server-admin which runs such an algorithm.
Other metrics, like jitter and packet loss, could also be included in
the fitness function.
A/B testing. An A/B test could have been performed in order
to find an algorithm with the best possible factors for selection,
crossover and mutation. Having every instance try different prob-
abilities, split the users and test different versions on them to see
which one is preferable. One instance could have higher throughput,
another have higher latency and a third one something in between.
Load balancing. It could be efficient to split the traffic and send
the streams to different machines so that they all could contribute in
the search for an optimal solution. With the introduction of a load
balancer between multiple physical machines or VMs the algorithm
could be running at multiple instances at once. And if one instance
finds a better parameter combination than the one already running,
this combination could be distributed to all instances.
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