Abstract: An approach for nonlinear optimal control of polynomial systems is considered in this paper. We relax the HJB equation to HJB inequalities and consider solutions of the resulting inequalities in order to compute an upper bound and a lower bound on the cost function. Computation of both the upper bound and lower bound can be cast as robust SDPs, which can be efficiently solved by the existing numerical tools. The idea is based on representation of the given system in a linear-like form. Our approach can be applied to search for polynomial solutions of any degree of the HJB inequalities. Suboptimal controllers are obtained in terms of the solutions of the HJB inequalities.
INTRODUCTION
Nonlinear optimal control is known to be a difficult and challenge problem in control theory. Computation of the optimal performance can be formulated in terms of the Hamilton-Jacobi-Bellman (HJB) equation [1] . In the case of linear systems, the HJB equation is reduced to the Riccati equation, which can be efficiently solved. On the other hand, for a general nonlinear system, the resulting HJB equation is difficult to solve. Due to its importance, however, several approaches has been proposed to find approximation schemes to the HJB equation, e.g., a power series expansion approach [9] and the Galerkin spectral approach [2] . An alternative approach based on relaxation of the HJB equation with its counterpart inequalities has been considered by several researchers. Various approaches have been proposed to solve such HJB inequalities in order to obtain upper bounds or lower bounds on the optimal performance. An approach based on gridding on the given state-space region was proposed in [7] . In [13] , the author proposed an algorithm to iteratively improve bounds on the optimal performance. Recently, an approach based on robustsemidefinite-programming (robust SDP) [3, 10, 12] formulation with the sum-of-squares (SOS) relaxation [11, 12] was considered in [6] . This approach is quite promising since an upper bound on the optimal performance, as well as a stabilizing controller can be simultaneously obtained by solving a robust SDP. Solution candidates of the HJB inequalities, however, are limited into the class of quadratic ones.
In this paper, we extend the approach of [6] to a more general framework. We derive HJB inequalities for computation of both upper bounds and lower bounds on the optimal performance index. Unlike the approach of [6] , the current approach allows to search for polynomial solutions of the HJB inequalities of any degree. Hence, less conservative results can be expected. The main idea is to represent the given system in a linear-like form, which is more general than that used in [6] . Based on the linearlike representation, we show that searching for polynomial solutions of the HJB inequalities can be also formulated as robust SDPs. Contributions of our approach are summarized as follows. (i) Contrary to [6] , which considers only upper bounds on the optimal performance, both upper bounds and lower bounds on the optimal performance are available in the current approach.
When comparing with [7] and [13] , the current approach seems to have an advantage in the sense of computational cost since neither gridding on the region nor iteration on the solution candidates is required in our problem setting.
(ii) Improvement of the bounds on the optimal performance is possible by considering solutions of higher degree. If these bounds are close to each other, then the approximate performance is concluded to be nearly optimal. (iii) Suboptimal stabilizing controllers can be obtained from the solutions of the robust SDPs.
The notation used in this paper is rather standard. The symbols O and I denote the zero matrix and the identity matrix of proper dimensions respectively. For a real symmetric matrix A, the inequality A � O means that A is positive semidefinite. Similarly, A � O indicates that A is positive definite.
PRELIMINALIES
We start with a problem description. Consider a nonlinear dynamical systeṁ
where x ∈ R n is the state and u ∈ R m is the input. The vector f (x) and the matrix B(x) are assumed to be polynomials of x. We consider regulation at the origin, thus we require that f (0) = 0.
For the above system, we consider a state-feedback controller u = u(x), and assume that the system is operated on a compact domain X ⊂ R n containing the origin. We assume that X = {x | x i ≤ x i ≤ x i , i = 1, . . . , n} throughout this paper. As a measure of system perfor-mance under the input u we will consider the quadratic cost function
with given matrices Q � O and R � O. Here, the initial condition is x(0) = x 0 . Our objective is to compute the value of
Existence of an upper bound and a lower bound on J * (x 0 ) is guaranteed by existence of solutions of the HJB inequalities as stated in the following propositions. Proposition 1 (Upper bound) Let V : X → R be a continuously differentiable function satisfying V (x) > 0 (∀x ∈ X \{0}), V (0) = 0, and
where ∂X is the boundary of
∂x attains the minimum of (3) for each x ∈ X. Moreover,û is a stabilizing controller for the system. Proposition 2 (Lower bound) Let W : X → R be a continuously differentiable function satisfying W (x) > 0 (∀x ∈ X \{0}), W(0) = 0, and
attains the minimum of (4) for each x ∈ X . The above two propositions can be proved by integrating (3) and (4) from t = 0 to t = ∞ along the trajectory of the system. Here we are interested in the case that both V (x) and W (x) are polynomials of x. Computation of such polynomial solutions is discussed in the next section.
MAIN RESULTS
An approach to compute polynomial-solution candidates of (3) and (4) is discussed in this section.
We firstly consider solution candidates of (3) in the form of
with Y � O, where z(x) ∈ R N contains x and monomials in x of higher degrees. It is obvious that the solution V (x) in the form of (5) satisfies V (0) = 0. Note here that every polynomial V (x) of degree 2d can be written in the form of (5) with z(x) containing all of monomials whose degrees less than or equal to d. In order to search for a solution in the form of (5), we write the given polynomial system in the following state-dependent linear-like representation:
where A(x) is a polynomial matrix in x. It is notable that the representation f (x) = A(x)z(x) is not unique for each z(x). Before proceeding, we define additionally L(x) to be a N × n polynomial matrix whose (i, j)-element is given by
The gradient of V (x) can be obtained by the formula
, as well as a suboptimal controller can be computed via the following theorem.
Theorem 1:
where
. Then for any x 0 in the domain of attraction
over X is guaranteed by (7) . Based on Schur complements [5] , inequality (8) is equivalent to
The above inequality implies that
which is equivalent to
Inequality (9) is nothing but a special case of (3) with the substitution
∂x .
The constraints (7) and (8) are convex in the decision variable Y , with the matrix M (x) being polynomial in x. Therefore, searching for Y satisfying (7) and (8) is just solving a robust SDP with polynomial dependence on parameter. Such kind of the problem can be handled using the SOS technique [11, 12] , whose implementation can be easily done by the software SOSTOOLS [11] or YALMIP [8] .
We then consider solution candidates of (4) 
Proof: The proof can be done similarly to that of Theorem 1. Inequality (10) guarantee positivity of W (x) over X , while inequality (11) is equivalent to
based on Schur complements. By using (12), the above inequality implies
which is a special case of (4) with the substitution
∂x . If we assume that E(x) is a polynomial of fixed degree in x, the constraints (10)- (12) are convex in X and matrix coefficients of E(x). This yields another robust SDP with polynomial dependence on parameter. Similarly to the case of upper bound computation, the problem can be solved with the help of SOSTOOLS or YALMIP.
It is notable that the inequality (13) also implies the existence of E(x) satisfying (11) and (12) . This fact can be proved using Finsler's lemma [5] . Moreover, the existence of a polynomial E(x) is also guaranteed when the domain X is compact [4] . In our problem setting, hence, the gap between (10)- (12) and (4) can be made arbitrarily small by increasing the degree of E(x). On the other hand, the constraints (7) and (8) imply (3), but the converse is not true in general. Hence, there is generally some gap between (7)- (8) and (3), and feasibility of (7) and (8) may depend on choice of the representation f (x) = A(x)z(x). This phenomenon will be investigated by a numerical example in Section 4. Remark: A simple heuristic way to obtain a good upper bound is to minimize Trace(T ) subject to (7), (8) and
This yields another convex optimization problem in the variables T and Y . Using the same heuristic as in the upper bound computation, a good lower bound can be computed by maximizing Trace(X) subject to (10)-(12).
NUMERICAL EXAMPLE
In this section, we provide an example to illustrate the underlined ideas in Section 3. This example is executed on Matlab 7.5, using YALMIP. Example We consider the systemẋ = f (x) + B(x)u with
,
The quadratic cost (1) with Q = diag(1, 1) and R = 1 is condidered, where the domain X is described by
The initial point is
The system is represented as the linear-like forṁ
with two difference choices of A(x) as follows: Case 1
Case 2
We compute both upper bounds and lower bounds on the optimal performance index (2) for the both cases, by solving the robust SDPs in Theorems 1 and 2. The results are summarized in Table 1 . Here, the sign − means no feasible solution is found. For the computation of a lower bound, we repeatedly increase the degree of E(x) in Theorem 2 and solve the corresponding robust SDP until the improvement of the optimal value of Trace(X) stops. In this example, the best value of Trace(X), in each case, is achieved with E(x) of degree 3. Table 2 shows the improvement of Trace(X) in Case 2 with respect to the degree increase of E(x). Table 2 Variation of Trace(X) with the degree of E(x) (Case 2)
Degree of E(x) 0 1 2 3
Trace(X) 1.0224 1.0235 1.0447 1.0447
As is seen in Table 1 , an upper bound on the performance index is obtained with the representation A 1 (x), while no information on an upper bound is obtained when changing the representation to A 2 (x). The considerable reason is that the resulting robust SDP in Theorem 1 is more conservative than the original HJB inequality (3), and hence success of the computation depends on the choice of the representation. However, the effect of changing the representation does not appear in computation of lower bounds, i.e., both representations give the same value of Trace(X) and x T 0 Xx 0 . This is due to the fact that the effect can be absorbed by the choice of E(x). Precisely, the resulting robust SDP in Theorem 2 can be made convergent to the original HJB inequality (4), by increasing the degree of E(x), for any choice of the representation.
CONCLUSION
This paper proposed an approach to find polynomial solutions of the HJB inequalities in the nonlinear optimal control problem. We have formulated the problem into robust SDPs, which can be efficiently solved using available software. Both upper bounds and lower bounds on the performance index can be obtained by solving the resulting robust SDPs. For the upper bound computation, the resulting robust SDP is just a sufficient condition to the HJB inequality, and hence success of the upper bound computation depends on choice of the linear-like representation of the system. On the other hand, the resulting robust SDP for the lower bound computation can be made convergent to the HJB inequality, and hence success of the upper bound computation is independent of the choice of the representation. Possible extensions of the current approach include controller design of nonlinear systems affected by disturbance and/or parametric uncertainty.
