Abstract. The article is devoted to the expansion of multiple Stratonovich stochastic integrals of multiplicities 2-4 on the base of the direct combined approach of generalized multiple Fourier series. We consider two different parts of the expansion of multiple Stratonovich stochastic integrals. The mean-square convergence of the first part is proven on the base of generalized multiple Fourier series, converging in L2([t, T ] k ); k = 2, 3, 4. The meansquare convergence of the second part is proven on the base of generalized repeated Fourier series, converging pointwise. At that, we not use multiple Ito stochastic integrals as a tool of the proof and directly consider multiple Stratonovich stochastic integrals. The results of the article can be applied to numerical integration of Ito stochastic differential equations.
Introduction
Let (Ω, F, P) be a complete probability space, let {F t , t ∈ [0, T ]} be a nondecreasing right-continous family of σ-subfields of F, and let f t be a standard m-dimensional Wiener stochastic process, which is F t -measurable for any t ∈ [0, T ]. We assume that the components f Let's consider the following collections of multiple Stratonovich and Ito stochastic integrals:
(1) We will prove the theorems from the paper [4] (see also [1] - [3] ) using the another approach, which we will call as a direct combined approach.
Let's formulate theorems from [4] . Theorem 1 [4] (see also [1] - [3] ). Suppose that the following conditions are met: 1. The function ψ 2 (τ ) is continuously differentiable at the interval [t, T ] and the function ψ 1 (τ ) is two times continuously differentiable at the interval [t, T ].
2. {φ j (x)} ∞ j=0 is a complete orthonormal system of Legendre polynomials or system of trigonometric functions in the space L 2 ([t, T ]). is expanded into the converging in the mean-square sense multiple series J * [ψ (2) ] T,t = l.i.m. is a standard Gaussian random variable for various i or j (if i = 0). Note that in [5] the theorem 1 is proven under another and more weak conditions. Theorem 1* (see [5] ). Suppose that the following conditions are met:
1. The functions ψ 1 (τ ) and ψ 2 (τ ) are continuously differentiable at the interval [t, T ].
2. {φ j (x)} ψ 2 (t 2 ) * is expanded into the converging in the mean-square sense multiple series J * [ψ (2) ] T,t = l.i.m. where denotations see in the theorem 1. Theorem 2 [4] (see also [1] - [3] ). Suppose that {φ j (x)} ∞ j=0 is a complete orthonormal system of Legendre polynomials or trigonometric functions in the space L 2 ([t, T ]). At the same time ψ 2 (s) is a continuously differentiable function at the interval [t, T ] and ψ 1 (s), ψ 3 (s) are two times continuously differentiaable functions at the interval [t, T ].
Then for multiple Stratonovich stochastic integral of 3rd multiplicity
(i 1 , i 2 , i 3 = 1, . . . , m) the following converging in the mean-square sense expansion
is reasonable, where
another denotations see in theorem 1.
is a complete orthonormal system of Legendre polynomials or trigonometric functions in the space L 2 ([t, T ]).
Then for multiple Stratonovich stochastic integral of 4th multiplicity
(i 1 , i 2 , i 3 , i 4 = 0, 1, . . . , m) the following converging in the mean-square sense expansion
is a standard Gaussian random variable for various i or j (if i = 0); w
Auxiliary lemmas
In this section we collected several lemmas, which will be used for proving of the theorems 1-3. Consider the partition
where J[ψ (k) ] T,t has the form (2), ∆w
j=0 is a partition of interval [t, T ], satisfying the condition (4); hereinafter w. p. 1 means with probability 1.
Remark 1. It is easy to see, that if ∆w
in (5) for some l ∈ {1, . . . , k} is replaced with ∆w
T,t will be replaced with dt l . If p = 3, 4, . . . , then the right part of the formula (5) w. p. 1 will become zero. If we replace ∆w
in (5) for some l ∈ {1, . . . , k} with (∆τ j l ) p , p = 2, 3, . . . , then the right part of the formula (5) also w. p. 1
will be equal to zero. Let's define the following stochastic integral:
where Φ(t 1 , . . . , t k ) is a non-random function, ∆w
j=0 is a partition of the interval [t, T ], satisfying the condition (4) .
Let's consider the multiple Ito stochastic integral:
It is easy to check, that stochastic integral I[Φ]
(k)
T,t exists as Ito stochastic integral in the mean-square sense, if the following condition is met:
where ∆w
j=0 is a partition of the interval [t, T ], satisfying the condition (4).
Lemma 3 [6] (see also [1] - [3] ). Suppose that every
T,t is defined by the equality (6). Let's introduce the following denotations:
. . . dw
is an integer part of a number x; 1 A is an indicator of the set A.
Lemma 4 [6] (see also [1] - [3] ). Suppose that every ψ l (τ )(l = 1, . . . , k) is a continuously differentiable function at the interval [t, T ]. Then, the following relation between multiple Stratonovich and Ito stochastic integrals is correct:
where ∅ is supposed to be equal to zero.
Let's define the function K * (t 1 , . . . , t k ) at the hypercube [t, T ] k (k ≥ 2) as follows:
is an indicator of the set A. Lemma 5 [6] (see also [1] - [3] ). In the conditions of the lemma 4 valid the following relation
T,t is defined by the equality (6). Proof. Substituting (12) in (6), using lemmas 1, 2, 4 and remark 1, it is easy to see, that w. p. 1
Let's consider the following multiple Fourier series:
. . .
where C j k ...j1 is the Fourier coefficient of the form:
Let's subsitute the relation
. Then using the lemma 3 we obtain:
T,t defined in accordance with (6) and
s .
Proof of the theorem 1
From (16) we obtain:
T,t w. p. 1, where
where
Let's consider the case i 1 , i 2 = 0 (another cases can be considered absolutely analogously). Using standard properties and evaluations for the moments of stochastic integrals [9] , we obtain
We have: 
So, we obtain:
Note, that
We proved [2] (Theorem 3, P. A.59), [3] (Theorem 5.3, P. A.292), [4] (Theorem 2), [5] (Theorem 6), that
The theorem 1 is proven.
Proof of the theorem 2
Let's consider (16) if k = 3,
T,t = l.i.m.
W. p. 1 we obtain:
We have:
Now, using standard estimations for moments of stochastic integrals [9] we will come to the following inequality:
where C is a constant. We have:
So, we get
After the integration order replacement for multiple Ito stochastic integrals [10] in R (2)ppp T,t w. p. 1 we obtain:
From [2] (Theorem 6, P. A.116), [3] (Theorem 5.5', P. A.351), [4] (Theorem 3) we obtain:
where C is a constant. From (23) -(26) we get the expansion (3). Theorem 2 is proven.
Proof of the theorem 3
Let's consider (16) if k = 4, p 1 = p 2 = p 3 = p 4 = p and ψ 1 (s), ψ 2 (s), ψ 3 (s), ψ 4 (s) ≡ 1 :
where summation according to derangements (l 1 , l 2 , l 3 , l 4 ) is performed only in the expression, which is enclosed in parentheses;
From (27) and (28) it follows, that theorem 3 will be proven if
We have (see (7)):
, where summation according to derangements (t 1 , t 2 , t 3 , t 4 ) is performed only in the expression, which is enclosed in parentheses.
From the other hand [6] :
where derangements (t 1 , . . . , t 4 ) for summing are performed only in the values dw
t4 , at the same time the indexes near upper limits of integration in the multiple stochastic integrals are changed correspondently and if t r changed places with t q in the derangement (t 1 , . . . , t 4 ), then i r changes places with i q in the derangement (i 1 , . . . , i 4 ) .
In [2] (see proof of the theorem 8, P. A.135), [3] (see proof of the theorem 5.9, P. A.369), [4] (see proof of the theorem 4) we have proven, that lim p→∞ p j4,j1=0
C j4j1j4j1 w.p.1.
In [2] (see proof of the theorem 8, P. A.135), [3] (see proof of the theorem 5.9, P. A.369), [4] (see proof of the theorem 4) we have proven, that l.i.m. 
C j4j2j2j4 w. p. 1.
In [2] (see proof of the theorem 8, P. A.135), [3] (see proof of the theorem 5.9, P. A.369), [4] 
C j4j1j4j1 w. p. 1.
In [2] (see proof of the theorem 8, P. A.135), [3] (see proof of the theorem 5.9, P. A.369), [4] (see proof of the theorem 4) we have proven, that l.i.m. Let's consider R C j4j3j2j1 φ j1 (τ l2 )φ j2 (τ l2 )φ j3 (τ l4 )φ j4 (τ l4 ) ∆τ l2 ∆τ l4 + +1 {i1=i3 =0} 1 {i2=i4 =0} l.i.m. C j4j2j2j4 .
