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As approaching the glass transition, particle motion in liquids becomes highly heterogeneous and regions
with virtually no mobility coexist with liquid-like domains. This complex dynamics is believed to be responsible
for different phenomena including non-exponential relaxation and the breakdown of Stokes-Einstein relation.
Understanding the relationships between dynamical heterogeneities and local structure in metallic liquids and
glasses is a major scientific challenge. Here we use classical molecular dynamics simulations to study the atomic
dynamics and microscopic structure of Cu50Zr50 alloy in the supercooling regime. Dynamical heterogeneities
are identified via an isoconfigurational analysis. As deeper supercooling is achieved a transition from isolated
to clustering low mobility atoms is reported. These slow clusters, whose size grow upon cooling, are also
associated to concentration fluctuations, characterized by a Zr-enriched phase, with a composition CuZr2 . In
addition, a structural analysis of slow clusters based on Voronoi tessellation evidences an increase with respect
of the bulk system of the fraction of Cu atoms having a local icosahedral order. These results are in agreement
with the consolidated scenario of the relevant role played by icosahedral order in the dynamic slowing-down in
supercooled metal alloys.
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I. INTRODUCTION
If a liquid is supercooled below its melting temperature,
the glass transition (GT) can be attained, which is accompa-
nied by a remarkable dynamic slowing down and a dramatic
change in physical properties of the system. The understand-
ing of the underlying microscopic origin of this slowing down
represents a topic of much current research. One approach
to study this phenomenon is to probe the temperature evolu-
tion of viscosity, self-diffusion constants and relaxation time
(long time dynamics) from the very liquid phase down to the
glass transition temperature, Tg. Perhaps one the most strik-
ing results is the identification of a qualitative change of the
dynamics at temperatures well above Tg [1]. As the the tem-
perature is decreased in this range, several phenomena are
observed: (1) the Arrhenius-to-non-Arrhenius transition of
transport coefficients and relaxation [2–4], (2) the breakdown
of the Stokes-Einstein (SE) relation that accounts for the cou-
pling of the shear viscosity η with the translational diffusion
[5–7], (3) the emergence of dynamic heterogeneities (DHs),
i.e., the spatial distribution of mobilities which may differ of
orders of magnitude in regions only a few nanometers away
[5, 8, 9]. For metallic glass-forming liquids, two crossover
temperatures TA and TS (TA > TS) are identified [10, 11].
The Arrhenius-to-non-Arrhenius crossover in transport coef-
ficients is found to associate to TA while TS marks both the
fractional SE relation and the onset of DHs. In a different ap-
proach, Douglas et al. [12, 13] have shown that temperatures
which characterize dynamics of supercooled metallic glass-
forming liquids can be estimated from the temperature depen-
dence of the picosecond Debye-Waller (DW) factor. However,
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how quantitatively correlates this fast-dynamics based analy-
sis with that obtained from long-time dynamics still remains
elusive.
A key aspect of the solidification leading to glass formation
is that it is associated only to subtle static structure changes.
Indeed the static structure factor S(q), measuring the spatial
correlations of the particle positions, does not show any sig-
nificant changes on approaching the glass transition. The ab-
sence of apparent static correlations distinguishing a glass and
a liquid challenges the concept that structure should some-
how underlie the associated dynamic phenomena. In many
metallic glass-forming liquids, the marked slowing down in
the supercooling regime is closely correlated to the presence
of icosahedral motifs and their evolution with temperature
[14, 15]. More specifically, it has been found that the forma-
tion of icosahedral medium-range structures via the connec-
tivity of full icosahedra plays a key role in dynamic arrest and
glass formation in Cu-based liquids [16–18]. Interestingly, the
fraction of full icosahedra is almost Cu-centered like in the
popular Cu-Zr system which may yield concentration fluctu-
ations [11]. However, how these concentration fluctuations
qualitatively correlate to the heterogeneous dynamics is not
yet investigated.
The purpose of this work is to use Molecular Dynamics
(MD) simulations to analyze both fast and long-time dynam-
ics in Cu50Zr50 upon supercooling and to explore their struc-
tural and chemical basis. Our analysis reveals that the pi-
cosecond Debye-Waller factor determines the two crossover
temperatures TA and TS in quantitative agreement with long-
time dynamics. Furthermore, using the isoconfigurational en-
semble method, we evidence that dynamical, structural and
chemical heterogeneities are strongly correlated to DHs, char-
acterized by the emergence of a transient low mobility phase
with composition CuZr2 .
The paper is organized as follows. In Sec. II details about
the model and the numerical simulations are given. The re-
sults are presented and discussed in Sec. III and the conclu-
2sions are summarized in Sec. IV.
II. METHODS
Molecular Dynamics (MD) simulations for the CuZr binary
alloy were carried out using LAMMPS molecular dynamics
software [19]. An embedded-atom model (EAM) potential
was used to describe the interatomic interactions [20]. Each
simulation consists of a total number of 23328 atoms con-
tained in a box with periodic boundary conditions. The initial
configurations were equilibrated at 2000K for 5 ns followed
by a rapid quench to 500K at a rate of 1011K/s. The quench
was performed in the NPT ensemble at zero pressure. During
the quench run configurations at the temperatures of interest
were collected and, after adequate relaxation, used as starting
points for the production runs in the NVT ensemble.
III. RESULTS AND DISCUSSION
A. Definition of characteristic temperatures
First, we focus on the slowing down of dynamics entering
the supercooled regime as described by relaxation and trans-
port properties. From the self-intermediate scattering function
Fs(q, t) we define the structural relaxation time τα via the re-
lation Fs(qmax, τ) = 1/e being qmax the wave-vector corre-
sponding to the main peak in the static structure factor. The
viscosity η is calculated by integrating the stress autocorre-
lation function according to Green-Kubo formalism [21], i.e.
η = (V/kBT )
∫∞
0 〈Pαβ(t0)Pαβ(t0 + t)〉dt where V is the
volume, Pαβ is the off-diagonal αβ component of the stress
and an average over the three components αβ = xy, xz, yz is
considered. Self-diffusion coefficient D is determined as the
slope of the mean square displacement ∆r2 versus time t in
the long-time limit,D = limt→∞
1
6t∆r
2(t).
In Fig. 1 we show the temperature dependence of the struc-
tural relaxation time τα (panel a), viscosity η (panel b) and self
diffusion coefficientD (panel c). The typical phenomenology
of glass-forming liquids is observed with τα, η and D devi-
ating from an Arrhenius temperature dependence at low tem-
peratures. These deviations become apparent at the crossover
temperature TA ∼ 1300K whose estimate is in agreement
with previous findings [10]. Below TA the behavior of re-
laxation time and viscosity can be described by the Vogel-
Fulcher-Tamman (VFT) equation τα = τ0 exp[B/(T − T0)]
and η = η0 exp[B/(T − T0)] respectively. The fitted val-
ued of T0 from relaxation data does not depend on the chem-
ical species, as T0 = 596K for Cu and T0 = 598K for Zr
. Within the uncertainty, these values are in agreement with
T0 = 648K from the fit of viscosity data.
In the panel d) of Fig. 1 the ratio of Cu and Zr self-
diffusion coefficients is shown as a function of temperature.
We note that Cu and Zr diffusions decouple across the tem-
perature range considered and this decoupling is accelerated
below a temperature T ∼ 1000K as denoted by the temper-
ature derivative in the inset of Fig. 1. The decoupling of
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FIG. 1: Panels a), b) and c): Arrhenius plot of the structural relax-
ation time τα of Cu and Zr atoms (panel a), viscosity η (panel b)
and diffusion coefficient D of Cu and Zr atoms (panel c). Dashed
lines mark the Arrhenius behavior in the high temperature region.
Full lines are fit with the Vogel-Fulcher-Tammann (VFT) laws τα =
τ0 exp (AT0/(T − T0)) and η = η0 exp (AT0/(T − T0)). Panel
d): temperature dependence of the diffusion coefficient between Cu
and Zr atoms.
dynamics is expected to play an important role in promoting
heterogeneous dynamics in the system. To characterize dy-
namical heterogeneities, the non-Gaussian parameter (NGP)
α2(t) =
3〈∆r4(t)〉
5〈∆r2(t)〉2 − 1 where ∆r(t) is the displacement of
a particle in a time interval t. Figure 2 shows the NGP of
Cu (panel a) and Zr (panel b) for selected temperatures. De-
viations from the gaussian behavior first increase with time
and then decay in the gaussian diffusive regime, resulting in
a maximum α2,max. Non-gaussianity increases by decreasing
the temperature as it’s apparent from the temperature depen-
dence of the maximum α2,max in Figure 2 (c). The change
α2,max with temperature is seen more clearly if looking at
the temperature derivative dα2,max/dT in Figure 2 (d). The
dynamic crossover temperature Ts, that marks the onset of
DHs, is found to be about 1000K: below Ts we note a strong
temperature dependence of dα2,max/dT for both Cu and Zr
atoms indicating that DHs grow with an increasing rate. The
fact that the decoupling of diffusion is also accelerated below
Ts, as mentioned earlier, is an indication of a correlation be-
tween these two phenomena.
The occurrence of DHs is indicated as the origin of the
breakdown of Stokes-Einstein (SE) relation in many studies
of glass-forming systems [9, 16, 22]. SE relation provides a
simple connection between the diffusion coefficient and the
viscosity via D ∼ (η/T )−1. Figure 3 (left) displays the evo-
lution of D as a function of η/T . Upon cooling, we observe
the breakdown of SE relation in the form of a crossover to-
wards a fractional SE relation D ∼ (η/T )−ζ with ζ = 0.66
for Cu and ζ = 0.72 for Zr . From the temperature derivative
of the SE product Dη/T , the breakdown is seen to occur at
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FIG. 2: Panels a) and b): non-gaussian parameter α2 of Cu (panel
a) and Zr (panel b) atoms for selected temperature values. Panel
c): temperature dependence of the maximum value α2,max. Panel
d): temperature derivative dα2,max/dT as a function of temperature.
Shaded region marks the appearance of dynamical heterogeneities.
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FIG. 3: Left: diffusion coefficient D of Cu and Zr atoms as a
function of the ratio η/T . Dashed lines correspond to the SE re-
lationD ∝ (η/T )−1. Full lines correspond to fractional SE relation
D ∝ (η/T )−κ. Right: breakdown of the SE relation as denoted by
the temperature derivative of the product Dη/T . Shaded regions in
both panels mark the onset of the breakdown of SE relation.
T ∼ 1000K, coinciding with the onset of the growth of DHs.
Dynamic crossover temperatures can also be determined by
looking at short time dynamics as discussed in a recent work
by Zhang et al. [12]. Here we briefly review this approach.
Fast dynamics is usually described by the Debye-Waller (DW)
factor 〈u2〉 corresponding to the mean square vibrational am-
plitude of atoms. Here, we define 〈u2〉 = ∆r2(t = 1 ps);
this definition ensures that at sufficiently low temperature 〈u2〉
corresponds to the plateau value of the mean square displace-
ment, denoting particle caging (see panel a and b of Figure 4).
In Figure 4 we show the temperature dependence of the DW
factor for each chemical species (panel c) as well as the aver-
age over all the atoms (panel d), denoted by 〈u2t 〉. First, we
observe that DW extrapolates to zero at a finite temperature
T ∼ 540K, in agreement with previous findings in metallic
systems [12] and polymers [23], and which coincides, within
the experimental uncertainty, with the temperature T0, esti-
mated from the VFT fit of relaxation and viscous properties.
Further, the crossover temperature TA can be estimated via
an extension of the Lindemann criterion for crystal melting
[24]. The glass transition temperature Tg is reached when the
DW attains a given fraction of the interparticle distance, i.e.,
〈u2(Tg)〉
1/2 ≈ 0.15 − 0.16σ, and TA when the DW is three
time this value 〈u2(TA)〉
1/2 ≈ 0.5σ. Here this numerical es-
timation of TA is fairly consistent with the one from τ or η.
We note that a threshold for the amplitude of atomic vibra-
tions at TA corresponding to half interparticle distance can
be understood in the light of recent findings by Iwashita and
coworkers [1]. The authors have shown that the competitions
between the elementary excitations and phonons localization
determines the crossover phenomenon: at TA local elemen-
tary excitations in atomic connectivity start to communicate
with neighboring atoms through atomic vibrations as phonon
mean-free path equal the distance between nearest neighbors.
To conclude the discussion about short-time dynamics, we
note that the DW factor starts to show significant deviations
from the low-temperature linear behavior at about 950K,
within the uncertainty range of the crossover temperature Ts.
Hence we interpret the superlinear increase of the DW factor
as related to the onset of DHs. We point out that recently Dou-
glas et al. proposed a different interpretation as they associate
the phenomenon with the critical mode-coupling temperature
Tc [12]. For the present model a power-law fitting of the re-
laxation time τα ∼ |T − Tc|
−γ gives Tc = 860K [10]. As
the quality of our data does not allow us to decisively discrim-
inate between the two proposed interpretations, further work
is needed to clarify this aspect.
To summarize, we have identified two crossover temper-
ature characterizing the slowing down of dynamics. The Ar-
rhenius to non-Arrhenius crossover temperature for relaxation
and transport properties TA ∼ 1300K and temperature Ts ∼
1000Kwhich characterizes different interconnected phenom-
ena such as the appearance of dynamical heterogeneities, the
decoupling of diffusion and the breakdown of SE relation. Be-
sides, we mention the mode-coupling temperature Tc and the
VFT temperature T0; however, unlike TA and Ts, Tc and T0
are the results of fitting procedure with no clear direct connec-
tion to dynamic phenomena.
Now, we discuss the evolution of the local structure upon
cooling. Short-range local ordering was investigated using
the Voronoi tessellation method [25] which consists in the
decomposition of the system into a finite number of polyhe-
dra centered at the various atomic sites. Each polyhedron is
characterized by its Voronoi indices 〈n3, n4, ..., nk, ...〉 where
nk denotes the number of k-edged faces in the given Voronoi
polyhedron (with k ranging from 3 to 10). Different combi-
nations of Voronoi indices corresponds to different local sym-
metries. Here we define the following local structures: icosa-
hedra (icos) for 〈0, 0, 12, 0〉; distorted icosahedra (dicos) for
〈0, 2, 8, 2〉, 〈0, 1, 10, 2〉 and 〈1, 0, 9, 3〉; face centered cubic-
like (fcc) for 〈0, 3, 6, 4〉, 〈0, 3, 6, 5〉, 〈0, 4, 4, 6〉 and 〈0, 4, 4, 7〉;
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FIG. 4: Panels a) and b): Mean square displacement of Cu (panel a)
and Zr (panel b) atoms for selected temperature values. Vertical lines
marks the time t ∼ 1 ps at which the short time mobility u2 is eval-
uated. Panel c): temperature dependence of the Debye-Waller factor
〈u2〉 for Cu and Zr atoms. Panel c): temperature dependence of the
global Debye-Waller factor 〈u2t 〉 (average over all atoms) normalized
by the square of the average interparticle distance σ2. Full line cor-
responds to the linear fit in the low temperature range. Dashed line
indicates the value 〈u2〉t/σ
2 = 0.16 which define the onset temper-
ature TA, according to a Lindemann-like criterion.
body centered cubic-like (bcc) for 〈0, 6, 0, 8〉 [26, 27]. In Fig-
ure 5 (a,b) we plot the population of local structures as a func-
tion of temperature both in the parent liquid (panel a) and in
the inherent structures (panel b) following energy minimiza-
tion. Our results are in agreement with previous simulation
studies in Cu-Zr alloy [16, 28, 29] where it has been demon-
strated that icosahedral short-range order (ISRO) is correlated
with dynamical slowing down: the population of full icosa-
hedra is found to exhibit the most significant increase as ap-
proaching the glass transition. Yet, full icosahedra consist ex-
clusively of Cu-centered polyhedra, with virtually no contri-
bution from Zr-centered structures. Remarkably, the increase
of ISRO compares with the onset of DHs as both occurs be-
low the crossover temperature Ts ∼ 1000K(see panel d of
Fig. 5). Conversely, the Voronoi analysis does not indicate
any structural change close to the crossover temperature TA.
B. Analysis of heterogeneities
In this section we investigate the evolution of dynamical,
structural and chemical heterogeneities while approaching the
glass transition. With this aim, we performed simulations in
the isoconfigurational (IC) ensemble [30]. Here 100NVT tra-
jectories were simulated starting from the same initial config-
uration but with different momenta, sampled randomly from a
Boltzmann distribution. Typically, each simulation lasts for
a time at least of the order of τα to allow DHs to evolve.
Atomic mobility is evaluated via the IC averaged mean square
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FIG. 5: Panel a) and b): Temperature evolution of the population of
Voronoi polyhedra, Cu-centered and Zr-centered, with different sym-
metries (see the text for the corresponding definitions) in the parent
liquid (panel a) and in the inherent structures (panel b). For com-
parison, data are also shown for Cu-centered full icosahedra. Panel
c): temperature derivative of the polyhedra population in the inher-
ent structures. Shaded region marks the onset of steep increase of
icosahedral-like short range order.
displacement,
〈
∆r2i,α(∆t)
〉
ic
=
〈
|ri,α(∆t)− ri,α(0)|
2
〉
ic
where ri,α(0) and ri,α(∆t) are the positions of the ith atoms
at the beginning and after a time ∆t in the αth trajecto-
ries and the average 〈...〉ic is taken over all the IC trajecto-
ries. Atom propensity for displacement is usually defined as〈
∆r2i,α(∆t)
〉
ic
on a time interval τα or 1.5 × τα. As we are
interested to follow the temporal evolution of the DHs, in the
following we change this time interval ∆t, going from short
times, corresponding to atom vibrations, up to structural re-
laxation.
Now we focus on the less mobile atoms. For each timescale
of interest, we define a set of low mobility (LM) atoms as the
set of 5% atoms having smaller IC averaged MSD over the
relevant timescale. In Figure 6 we show the typical configura-
tions of LM atoms for different values of the time interval∆t
and two selected temperatures. From a visual inspection we
note that at the relatively high temperature, T = 900K, the
composition of the LM set of atoms evolves with the obser-
vation timescale, going from a balance of Cu and Zr atoms at
short times to a preponderance of Zr atoms at long times. This
is indicative of a connection between compositional inhomo-
geneities, or chemical heterogeneities, and dynamical hetero-
geneities. At the lower temperature, T = 725K, the evolution
of chemical heterogeneities is also observed but the most re-
markable effect is a structural evolution of LM atoms. At short
observation time LM atoms are sparse in the system whereas
at longer time they prefer to organize into compact clusters.
In order to deepen the discussion concerning composition
inhomogeneities, we plot in Figure 7 the time dependence of
the composition of LM group, as denoted by the ratio between
5FIG. 6: Typical configurations of low mobility (LM) atoms for different values of the time interval ∆t (see the text for definitions) and for
two selected temperatures, T = 900K (top) and T = 725K (bottom). Blue corresponds to a Cu atom and yellow to a Zr atom.
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FIG. 7: Open triangles: temporal evolution of the composition for
the set of LM atoms as denoted by the ratio between Cu and Zr atoms.
Data are shown for different temperatures. Stars: for each tempera-
ture, composition on the time scale t∗ corresponding to the maximum
of the non-gaussian parameter α2 for Cu atoms.
Cu and Zr atoms, Ns(Cu)/Ns(Zr), for a temperature range
corresponding to increasing DHs. As mentioned above com-
position shows a clear dependence on the observation time
scale ∆t. At short times, the composition, which is different
from the macroscopic one, seems not to depend on the temper-
ature. At long times, beyond structural relaxation, LM atoms
consist virtually of only Zr atoms. This effect is clearly due
to Zr having a lower diffusivity with respect to Cu . At inter-
mediate times, the ratio develops a maximum for times of the
order of t∗, with a value Ns(Cu)/Ns(Zr) ∼ 0.5 which again
seems not to depend on temperature. Upon increasing the su-
percooling, the maximum converts to a plateau, whose exten-
sion grows in time. This signals the appearance of a transient
low mobility phase with composition CuZr2 at the maximum
of heterogeneity in the system. We point out that the proposed
scenario, and in particular the presence of the transient CuZr2
phase, is stable with respect to the definition of the LM set of
atoms (not shown here).
The connections between structural and dynamical hetero-
geneities are examined by looking at the spatial organization
of LM atoms. To this purpose, we performed a cluster anal-
ysis of the LM set. A cluster is defined as a set of connected
particles, each of which is within a cutoff distance of one or
more other particles from the same cluster; we set the cutoff
as the first minimum in the radial pair distribution function.
Figure 8 shows, for selected temperature values, the time evo-
lution of the number of LM cluster, Nlmc, and the fraction of
LM atoms participating to significant clusters Rlmc (defined
as clusters with at least 10 atoms). The decrease of Nlmc, as
well as the increase ofRlmc, with increasing observation time
signals the tendency of LM atoms to form clusters, as already
noted by visual inspection. Clustering becomes stronger as
the temperature decreases: at the lowest investigated temper-
atures about 90% of LM atoms are involved in clusters. At
long times approaching the diffusion regime, as Zr starts to
play the dominant role, a change back to isolated LM atoms
is observed.
Before going any further in the structural characterization
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FIG. 8: Left panel: number of clustersNlmc composed of LM atoms
as a function of the time lag ∆t for different temperatures. Right
panel: temporal evolution of the population of LM atoms Rlmc be-
longing to significant clusters (clusters with more than 10 members),
normalized by the total number of LM atoms.
of LM atoms, we come back to the observation of a tran-
sient low mobility phase with composition CuZr2 . To un-
derstand what is the role of this phase, one has to consider
the phase diagram of the Cu-Zr alloy. Indeed, for the com-
position Cu50Zr50 the compound CuZr2 is known to form
as the primary crystalline phase from the undercooled liq-
uid below 800K [31]. This similarity raises the question of
whether the low mobility CuZr2 is somehow related to the
crystalline phase. To test this hypothesis we have performed
MD simulations of the CuZr2 crystal at finite temperature, ob-
tained starting from a crystalline configuration at zero tem-
perature which was heated to temperature of interest in the
NVT ensemble. Local atomic environment in CuZr2 crystal is
known from literature data [32]. Here Cu sites have coordina-
tion 14, resulting from 4 Cu atoms with equilibrium distance
d1 = 3.218 A˚ and 10 Zr atoms at distances d2 = 2.848 A˚ (8
atoms) and d3 = 3.877 A˚ (2 atoms). Zr sites have coordina-
tion 14: 5 Cu atoms with equilibrium distance d2 = 2.848 A˚
(4 atoms) and d3 = 3.877 A˚ (1 atom) and 9 Zr atoms at dis-
tances d4 = 3.140 A˚ (4 atoms), d1 = 3.218 A˚ (4 atoms) and
d3 = 3.877 A˚ (1 atom). In Figure 9 we show the partial pair
distribution function g(r) for a central atom belonging to the
transient LM phase at T = 750K and the corresponding g(r)
of the crystal at the same temperature. As a reference, we
also plot the g(r) for all the atoms in the system. First, for
a consistency check, we note that simulated CuZr2 crystal is
in agreement with the reported literature data. Then we note
that the pair distribution function for LM atoms doesn’t show
any significant difference with respect to the full system aver-
aged g(r). This emphasizes that any change in local order of
the LM CuZr2 phase cannot be detected from g(r). Indeed,
on the one hand the position and height of the first peak in
the g(r) for LM Zr coincide with those of the crystal for both
Zr − Zr and Zr − Cu pairs (bottom panels in Fig. 9), on the
other hand the g(r) for LM Cu atoms shows strong difference
with the corresponding crystalline one (top panels in Fig. 9).
The mismatch in the position of the first peak is a signature
of a considerable difference in local density between the LM
and crystalline CuZr2 phases. This comparison on the local
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atomic environment seems to indicate that no direct connec-
tion exists between the observed low mobility regions and the
nucleation of the primary crystalline phase.
To complete the structural characterization of DHs, we re-
vert to the Voronoi analysis of LM atoms. According to the
previous findings, we focus on icosahedral-like SRO for Cu
centered polyhedra, which is known to play the key role. In
Figure 10 (left) the fraction of Cu LM atoms with icosahedral-
like short-range order, φlm,icos, is shown as a function of the
observation time scale ∆t. For all the considered tempera-
tures, the population of LM icosahedra displays a flat depen-
dence on ∆t. Only for high temperatures a decrease is ob-
served at long times (not shown), due to the loss in the LM
set of Cu atoms. In addition, the mean value of φlm,icos in-
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FIG. 11: Panels (a) and (b): Two-time correlation function of the
LM atoms Ψlm(∆t1,∆t2), denoting the probability that a LM atom
over the timescale ∆t1 is also a LM atom on the time interval ∆t2.
Data are shown for T = 725K (panel a) and T = 900K (panel
b). Panels (c) and (d): Ψlm(∆t1,∆t2), restricted to the atoms with
icosahedral short-range order on the observation time∆t1. Data are
shown for T = 725K (panel c) and T = 900K (panel d).
creases upon cooling. This can be seen more clearly in Fig-
ure 10 (right) where the temperature dependence of φlm,icos
is shown, together with the total fraction of Cu atoms with
ISRO in the system. Interestingly, in the considered tempera-
ture range the LM set is 3 − 4 times reacher in full icosahe-
dra with respect to the whole system. On the contrary, other
types of Voronoi polyhedra, such as distorted icosahedra and
fcc-like, show for LM atoms both no significant temperature
dependence and a weaker increase if compared to the whole
system.
Finally we address the issue of the stability of DHs. In
this spirit, we define the two-time low-mobility correlation
function Ψlm(∆t1,∆t2) which quantifies the probability that
a LM atom over the time interval ∆t1 is also a LM atom
on the time interval ∆t2. In Figure 11 (a,b) we compare
Ψlm(∆t1,∆t2) for two selected temperatures T = 725K (a)
and T = 900K (b), corresponding to strong and moderate
supercooling respectively. For short observation times ∆t1,
corresponding to fast vibrational dynamics, DHs are rather
unstable as the value of Ψlm drops below 0.5 within few pi-
coseconds. As one could expect, for both temperatures, the
most persistent DHs are found when ∆t1 is of the order of
t∗, the time of the maximum in the NGP. Here, if we fix
∆t1 ∼ t
∗, we note that the effect of decreasing the temper-
ature is to slow-down the decrease of∆t1, i.e. to increase the
stability of LM atoms. To go further, in Figure 11 (c,d) we also
plot the correlation function Ψlm(∆t1,∆t2) restricted to LM
atoms with ISRO on the time interval∆t1. For the lowest tem-
perature T = 725K the presence of ISRO results clearly in an
increased stability of LM atoms, in particular in the region
∆t1 ∼ t
∗. This is also seen in the higher temperature, at the
onset of DHs, even though here the competing phenomenonof
loosing LM atoms with icosahedral environment as increasing
∆t1 makes the effect less apparent.
IV. CONCLUSION
The present MD study aims at clarifying the relation-
ship between dynamics, chemistry and structure in super-
cooled liquids by investigating the interplay between struc-
tural, chemical and dynamical heterogeneities in a model of
metallic glass-forming liquid, namely Cu50Zr50 alloy. As a
preliminary step, we have analyzed the temperature evolution
of fast dynamics and slow relaxation upon supercooling and
identified two crossover temperature TA and Ts, correspond-
ing to the Arrhenius-to-non-Arrhenius crossover and the onset
of dynamical heterogeneities respectively. Further, by chang-
ing the observation timescale, we were able to expose both
a structural and a chemical evolution of dynamical hetero-
geneities. Below Ts low mobility atoms are organized into
clusters, whose size increases upon cooling and having a Zr-
enriched composition with respect to whole system. For ob-
servation time corresponding to the maximum of DHs, we re-
port a transient LM phase with a composition CuZr2 which
is reminiscent of the primary crystalline phase below 800K.
However, a local structural analysis of this transient phase
shows no signature of crystalline order but rather an increase
of icosahedral short-range order (ISRO).
Our results support the consolidated scenario of a correla-
tion between an increase of ISRO and the slowing down of
dynamics as approaching the glass transition. Crystallization,
which is definitely observed under experimental condition,
is not attainable in our simulations due to limited accessible
timescales. This precludes the possibility to investigate the
competition and interplay of crystalline and amorphous “or-
der” and their relationships with dynamics. To address this
topic, which in our opinion deserves further attention, in fu-
ture works we plan to focus on different compositions for
CuZr or on different models of metallic systems, for which
crystallization is numerically observed [27, 33, 34].
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