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Abstract—In this work, we consider the problem of a
network of agents collectively minimizing a sum of convex
functions. The agents in our setting can only access their
local objective functions and exchange information with their
immediate neighbors. Motivated by applications where com-
putation is imperfect, including, but not limited to, empirical
risk minimization (ERM) and online learning, we assume that
only noisy estimates of the local gradients are available. To
tackle this problem, we adapt a class of Nested Distributed
Gradient methods (NEAR-DGD) to the stochastic gradient
setting. These methods have minimal storage requirements,
are communication aware and perform well in settings where
gradient computation is costly, while communication is rela-
tively inexpensive. We investigate the convergence properties
of our method under standard assumptions for stochastic
gradients, i.e. unbiasedness and bounded variance. Our analysis
indicates that our method converges to a neighborhood of the
optimal solution with a linear rate for local strongly convex
functions and appropriate constant steplengths. We also show
that distributed optimization with stochastic gradients achieves
a noise reduction effect similar to mini-batching, which scales
favorably with network size. Finally, we present numerical
results to demonstrate the effectiveness of our method.
I. INTRODUCTION
Consider the setting where a group of agents (nodes) in a
connected network coordinate to minimize a global objective
min
x∈Rp
f(x) =
n∑
i=1
fi(x), (I.1)
where f : Rp → R is the global objective function,
fi : Rp → R the local objective function accessed by agent
i ∈ {1, ..., n} and x ∈ Rp the global decision variable. This
formulation frequently arises in applications such as sensor
networks [1], [2], multi-vehicle systems [3] and smart grids
[4], to name a few.
Every agent i needs to maintain a local estimate xi ∈ Rp
of the global variable x. On account of this, problem I.1 is
commonly reformulated as [5]
min
xi∈Rp
n∑
i=1
fi(xi), s.t. xi = xj if j ∈ Ni, (I.2)
where Ni is the neighborhood of node i.
Solving problem I.2 is a topic well-studied in literature.
Common approaches include first order methods [6]–[10],
primal-dual algorithms [11], [12], gradient tracking methods
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[13]–[16], the alternating direction method of multipliers
(ADMM) [17] and Newton methods [18], [19].
In recent years, the proliferation of available data has at-
tracted significant interest in distributed systems for machine
learning [20]–[25]. Moreover, the increasing cost of gradient
computation in large-scale systems has motivated the cheaper
alternative of stochastic gradient descent (SGD) [26], [27].
There is an extensive body of work on the combination
of distributed systems and stochastic gradients for general
network topologies [24], [25], [28]–[53]. A number of these
works have demonstrated that distributed stochastic algo-
rithms are comparable or even outperform their centralized
counterparts in some cases [33], [40]–[43], [46], [50], [53].
An interesting attribute of some distributed stochastic meth-
ods is that they achieve a variance reduction effect similar to
mini-batching [25], [41], [43], [46], [50], [53]. However, only
a small subset of methods can achieve linear convergence
[25], [34], [46], [50]–[52]. In addition, none of these methods
is adaptable to varying application conditions and some of
them have excessive memory requirements [25], [34] or rely
on data reshuffling schemes [51].
A class of Nested Distributed Gradient methods (NEAR-
DGD) was first introduced in [9]. The power of NEAR-DGD
lies in its versatile framework, which alternates between
gradient steps and an adjustable number of nested consensus
steps. Some variants of NEAR-DGD provably achieve exact
linear convergence. Furthermore, NEAR-DGD does not rely
on previous gradients or more than one previous iterates and
has therefore minimal storage requirements. In this work,
we develop a class of NEAR-DGD based methods that
utilize stochastic gradient approximations. NEAR-DGD is
particularly suited for settings where the cost of computation
is high, and the use of stochastic gradients could alleviate
computational load even further. We add to the existing
methods that achieve linear convergence rates and the meth-
ods that produce a variance reduction effect proportional to
network size.
The rest of this paper is organized as follows. We list
the assumptions for our analysis at the end of the current
section. In Section II, we briefly summarize the original and
the stochastic NEAR-DGD methods. We derive the conver-
gence properties of the stochastic NEAR-DGD method in
Section III. Finally, in Section IV, we present our numerical
results and in Section V we conclude this work.
A. Notation
For the rest of this paper, a local variable at agent i and
at iteration count k will be denoted with vi,k ∈ Rp. The
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concatenation of all local variables vk = [v1,k, ..., vn,k] will
be denoted with lowercase boldface letters, while uppercase
boldface letters are reserved for matrices. We will refer to the
identity matrix of dimension p as Ip and the vector of ones
of dimension n as 1n. The notation Mn := 1n (1n1Tn ⊗ Ip)
denotes the operator that returns the average vector v¯k across
n agents, i.e. v¯k =Mnvk = 1n
∑n
i=1 vi,k.
B. Assumptions
We make the following standard assumption for the local
objective functions fi throughout our analysis.
Assumption I.1. (Local strong convexity and Lipschitz
gradients) Each local objective function fi is µi-strongly
convex and Li-smooth.
We also assume that agents are unable to compute the
true local gradients ∇fi, but have access to the stochastic
gradient estimates gi that satisfy the following condition.
Assumption I.2. (Stochastic gradients) Let gi(xi,k, ξi,k) ∈
Rp be the stochastic gradient computed at agent i at iteration
k and ξi,k a random vector. Then for all i = 1, ..., n and
k = 0, 1, 2, ..., gi is an unbiased estimator of the true local
gradient ∇fi(xi,k) and its variance is bounded, namely
E[gi(xi,k, ξi,k)|xi,k] = ∇fi(xi,k),
E[‖gi(xi,k, ξi,k)−∇fi(xi,k)‖2|xi,k] ≤ σ2,
for some σ > 0.
Common examples of gradient estimators that satisfy
Assumption I.2 include stochastic and mini-batch gradients.
II. ALGORITHM
Before introducing the stochastic NEAR-DGD method, we
will first reformulate problem I.2 as
min
xi∈Rp
n∑
i=1
fi(xi), s.t. (W ⊗ Ip)x = x, (II.1)
where W ∈ Rn×n is a matrix with the following properties.
Assumption II.1. (Consensus matrix) The matrix W is
symmetric, doubly stochastic and its diagonal elements are
strictly positive, i.e. wii > 0. Its off-diagonal elements wij
are strictly positive if and only if agents i and j are connected
and zero otherwise.
We will refer to W as the consensus matrix. Note that
(W ⊗ Ip)x = x if and only if xi = xj for all connected
node pairs i, j.
A. The NEAR-DGD method
We will now briefly summarize the NEAR-DGD method
first published in [9]. Each iteration of NEAR-DGD is
composed of a number of successive consensus steps, during
which agents communicate with their neighbors, followed by
a gradient step executed locally. Starting from initial point
y0 = [y1,0, ..., yn,0] ∈ Rnp, the system-wide iterates xk and
yk of NEAR-DGD can be written as
xk = Z
t(k)yk, (II.2)
yk+1 = xk − α∇f(xk), (II.3)
where Z = (W ⊗ Ip) ∈ Rnp×np, t(k) is the number of com-
munication rounds performed at iteration k and ∇f(xk) =
[∇f1(x1,k), ...,∇fn(xn,k)] is the concatenation of the local
gradients at iteration k.
B. The stochastic NEAR-DGD method
For most of this work, we will focus on the variant
of NEAR-DGD where the number of consensus steps per
iteration is constant, i.e. t(k) = t, for some t > 0. This is
also known as NEAR-DGDt [9].
The system-wide iterates xk and yk of the stochastic
NEAR-DGDt method can be written as
xk = Z
tyk, (II.4)
yk+1 = xk − αg(xk, ξk). (II.5)
where g(xk, ξk) ∈ Rnp is the concatenation of the local
stochastic gradients gi(xi,k, ξi,k) which satisfy Assump-
tion I.2 for all i = 1, ..., n.
III. CONVERGENCE ANALYSIS
A. Preliminaries
In this subsection, we introduce a number of helpful
lemmas necessary for our main analysis.
Lemma III.1. (Average strong convexity and Lipschitz
gradients) Let f¯(x) = 1n
∑n
i=1 fi(x) be the average of
the local objective functions fi. It follows then that f¯ is
µf¯ -strongly convex and Lf¯ -smooth, where µf¯ =
1
n
∑n
i=1 µi
and Lf¯ =
1
n
∑n
i=1 Li.
Notice that Lemma III.1 is a direct consequence of As-
sumption I.1. The following lemma is adapted from [54,
Theorem 2.1.11, Chapter 2].
Lemma III.2. (Strongly convex functions with Lipschitz
gradients) Let f : Rp → R be a µ-strongly convex and
L-smooth function. Then for all x ∈ Rp, we have
〈x− x?,∇f(x)〉 ≥ µL
µ+ L
‖x− x?‖2 + 1
µ+ L
‖∇f(x)‖2,
where x? = arg minx f(x).
In the following lemma, we show that centralized SGD
converges to a neighborhood of the solution under the
conditions described in Assumption I.2 and for appropriate
steplength choices. This result is necessary for proving
the convergence properties of the stochastic NEAR-DGDt
method in the next subsection.
Lemma III.3. (Stochastic gradient descent) Consider the
problem
min
x∈Rp
f(x), (III.1)
where f is a µ-strongly convex and L-smooth function and
let {xk} be the sequence generated by the stochastic gradient
method with constant steplength α
xk+1 = xk − αg(xk, ξk)
where ξk is a random vector and g is an unbiased
estimator of the true gradient ∇f with bounded vari-
ance, i.e. E[g(xk, ξk)|xk] = ∇f(xk) and E[‖g(xk, ξk) −
∇f(xk)‖2|xk] ≤ σ2, for some σ > 0. Also let the steplength
α satisfy
α ≤ 2
µ+ L
,
and let Fk be a σ-algebra containing all the information
generated by {xk} up to and including iteration k. Then for
all k = 0, 1, 2, ..., we have
E[‖xk+1−x?‖2|Fk] ≤ (1−2αγ)‖xk−x?‖2+α2σ2, (III.2)
where γ = µLµ+L .
Thus, the stochastic gradient method converges in ex-
pectation to a O
(
ασ2
γ
)
neighborhood of the solution of
problem (III.1) with a linear rate.
Proof. Consider,
‖xk+1 − x?‖2 = ‖xk − αg(xk, ξk)− x?‖2
= ‖xk − x?‖2 + α2‖g(xk, ξk)‖2
− 2α〈xk − x?, g(xk, ξk)〉.
(III.3)
For the magnitude of the stochastic gradient g, we have
‖g(xk, ξk)‖2 = ‖g(xk, ξk)−∇f(xk) +∇f(xk)‖2
= ‖g(xk, ξk)−∇f(xk)‖2 + ‖∇f(xk)‖2
− 2〈∇f(xk),∇f(xk)− g(xk, ξk)〉.
We furthermore have
〈xk − x?, g(xk, ξk)〉 = 〈xk − x?,∇f(xk)〉
+ 〈xk − x?, g(xk, ξk)−∇f(xk)〉.
Combining all of the above and taking the conditional
expectation on both sides of (III.3) with respect to Fk, yields
E[‖xk+1 − x?‖2|Fk] ≤ ‖xk − x?‖2 + α2σ2 + α2‖∇f(xk)‖2
− 2α〈xk − x?,∇f(xk)〉.
Finally, by applying Lemma III.2 to the last term, we obtain
E[‖xk+1 − x?‖2|Fk] ≤ ‖xk − x?‖2 + α2σ2
+ α2‖∇f(xk)‖2 − 2αγ‖xk − x?‖2 − 2α
µ+ L
‖∇f(xk)‖2.
By grouping the terms together and noticing that the coeffi-
cient of ‖∇f(xk)‖2 is non-positive due to the definition of
α, we obtain (III.2). Applying (III.2) recursively and taking
the total expectation, yields
E[‖xk − x?‖2] ≤ (1− 2αγ)k‖x0 − x?‖2 + ασ
2
2γ
.
Notice that
lim
k→∞
supE[‖xk − x?‖2] = ασ
2
2γ
,
which completes the proof. 
B. Main Results
We can now begin to derive the convergence properties of
the stochastic NEAR-DGDt method. We will closely follow
the analysis in [9]. We start by proving that the magnitude
of the system-wide stochastic NEAR-DGDt iterates is upper
bounded in expectation.
Lemma III.4. (Bounded iterates) Let {xk} and {yk} be the
sequences generated by the stochastic NEAR-DGDt method
under Assumptions I.1 and I.2, from initial point y0 ∈ Rnp.
Also, let the steplength α satisfy
α ≤ min
i
(
2
µi + Li
)
.
Then the xk and yk iterates of the stochastic NEAR-DGDt
method are bounded in expectation for all k = 0, 1, 2, ...,
namely
E[‖xk‖2] ≤ D2, E[‖yk‖2] ≤ D2,
where D2 = 2‖y0 − u?‖2 + 8+2ν3ν3 ‖u?‖2 + 2ν2 ∆, u? =
[u?1, ..., u
?
n], u
?
i = arg minui fi(ui), ν = 2αγ, γ = mini γi,
γi =
µiLi
µi+Li
and ∆ = nα2σ2.
Proof. At each iteration of (II.5), agent i ∈ {1, ..., n} takes
a stochastic gradient step on its local function fi. Therefore,
by Lemma III.3 the local iterates yi,k satisfy
E[‖yi,k+1−u?i ‖2|Fk] =
= E[‖xi,k − αgi(xi,k, ξi,k)− u?i ‖2|Fk]
≤ (1− 2αγi)‖xi,k − u?i ‖2 + α2σ2,
where γi = µiLiµi+Li .
For the system yk iterates, we therefore have
E[‖yk+1−u?‖2|Fk] =
n∑
i=1
E[‖yi,k+1 − u?i ‖2|Fk]
≤
n∑
i=1
(
(1− 2αγi)‖xi,k − u?i ‖2 + α2σ2
)
≤ (1− 2αγ)
n∑
i=1
‖xi,k − u?i ‖2 + nα2σ2
= (1− ν)‖xk − u?‖2 + ∆,
where we invoked Lemma III.3 for the first inequality. We
obtain the second inequality from the definition of γ and the
final equality from the definitions of ν and ∆.
By the definition of xk (II.4), we further have
E[‖yk+1−u?‖2|Fk] ≤ (1− ν)‖xk − u?‖2 + ∆
= (1− ν)‖Zt(yk − u?)− (I − Zt)u?‖2 + ∆,
where we have used (II.4) and added and subtracted Ztu?.
Notice that the following relation holds
‖Zt(yk − u?)− (I − Zt)u?‖2 ≤ (1 + ν)‖Zt(yk − u?)‖2
+ (1 + ν−1)‖(I − Zt)u?‖2,
which yields
E[‖yk+1−u?‖2|Fk] ≤ (1− ν2)‖Ztyk − u?‖2
+
1− ν2
ν
‖(I − Zt)u?‖2 + ∆
≤ (1− ν2)‖Zt‖2‖yk − u?‖2
+
1
ν
‖I − Zt‖2‖u?‖2 + ∆
≤ (1− ν2)‖yk − u?‖2 + 4
ν
‖u?‖2 + ∆,
where we used Cauchy-Schwarz to get the second inequality
and the spectral properties of W for the final inequality.
Recursively computing the expectation conditioned on the
initial σ-algebra F0, i.e. the full expectation, yields
E[‖yk+1 − u?‖2] ≤ (1− ν2)k+1‖y0 − u?‖2
+
4
ν
‖u?‖2
k+1∑
m=1
(1− ν2)m + ∆
k∑
m=0
(1− ν2)m
≤ ‖y0 − u?‖2 + 4(1− ν
2)
ν3
‖u?‖2 + ∆
ν2
≤ ‖y0 − u?‖2 + 4
ν3
‖u?‖2 + ∆
ν2
.
Note that for all k = 0, 1, 2..., we have
‖yk+1‖2 ≤ 2‖yk+1 − u?‖2 + 2‖u?‖2.
Taking the full expectation on both sides, we obtain
E[‖yk+1‖2] ≤ 2E[‖yk+1 − u?‖2] + 2‖u?‖2
≤ 2‖y0 − u?‖2 + 8 + 2ν
3
ν3
‖u?‖2 + 2
ν2
∆.
Finally, for the xk iterates we have
E[‖xk‖2] = E[‖Ztyk‖2]
≤ ‖Zt‖2E[‖yk‖2]
≤ E[‖yk‖2].
where we have used (II.4), the Cauchy-Schwarz inequality
and the fact that ‖Zt‖ = 1. Applying the definition of D2
completes the proof. 
In the following Corollary, we derive the relations between
the average stochastic NEAR-DGDt iterates x¯k = Mnxk
and y¯k =Mnyk.
Corollary III.5. (Average iterates) Let x¯k = Mnxk and
y¯k =Mnyk denote the average iterates generated by the
stochastic NEAR-DGDt method. Then the following relations
hold
x¯k = y¯k,
y¯k+1 = x¯k − αg¯k
where g¯k =Mng(xk, ξk).
Proof. This result is obtained in a straightforward manner
by multiplying (II.4) and (II.5) with Mn and noticing that
MnZ =Mn by the double stochasticity of Z. 
We proceed by bounding the variance of the local stochas-
tic NEAR-DGDt iterates xi,k and yi,k. The variance of the
local iterates is a measure of the distance to consensus and
should ideally approach zero.
Lemma III.6. (Bounded variance) Let hk denote the aver-
age of all local gradients at iteration k and h¯k the gradient
of f¯ at x¯k, i.e.
hk =
1
n
n∑
i=1
∇fi(xi,k), h¯k = 1
n
n∑
i=1
∇fi(x¯k).
Also let xi,k and yi,k be the local iterates produced by the
stochastic NEAR-DGDt method under Assumptions I.1 and
I.2 and with steplength α satisfying
α ≤ min
i
(
2
µi + Li
)
.
Then the following bounds hold for all i = 1, ..., n and
k = 0, 1, 2, ...
E[‖xi,k − x¯k‖2] ≤ β2tD2,
E[‖hk − h¯k‖2] ≤ β2tL2D2,
E[‖yi,k − y¯k‖2] ≤ 2β2tD2 + 8D2,
where β is the second largest singular value of W.
Proof. Observing that x¯k = y¯k from Corollary III.5, we
obtain
‖xi,k − x¯k‖2 = ‖xi,k − y¯k‖2
≤ ‖xk −Mnyk‖2
= ‖Ztyk −Mnyk‖2
≤ ‖Zt −Mn‖2‖yk‖2
≤ β2t‖yk‖2,
We furthermore have
‖hk − h¯k‖2 = 1
n2
∥∥∥∥ n∑
i=1
(∇fi(xi,k)−∇fi(x¯k))∥∥∥∥2
≤ 1
n
n∑
i=1
‖∇fi(xi,k)−∇fi(x¯k)‖2
≤ 1
n
n∑
i=1
L2i ‖xi,k − x¯k‖2
≤ β2tL2‖yk‖2,
where L = maxi Li. We obtain the first inequality from
Cauchy-Schwarz, the second inequality from Assumption I.1
and the last inequality from the immediately previous result.
Finally, we bound the variance of the local yi,k iterates as
‖yi,k − y¯k‖2 ≤ 2‖xi,k − y¯k‖2 + 2‖yi,k − xi,k‖2
≤ 2β2t‖yk‖2 + 2‖yk − xk‖2
= 2β2t‖yk‖2 + 2‖yk − Ztyk‖2
≤ 2β2t‖yk‖2 + 2‖I − Zt‖2‖yk‖2
≤ 2β2t‖yk‖2 + 8‖yk‖2.
where the equality is due to (II.4) and the last inequality due
to the spectral properties of W.
Taking the full expectation on both sides of all previous
results and applying Lemma III.4 concludes the proof. 
We proceed by showing that the average stochastic gra-
dient g¯k is an unbiased estimator of the true local gradient
average hk with bounded variance.
Lemma III.7. (Average stochastic gradient) Let g¯k =
Mng(xk, ξk) and hk = 1n
∑n
i=1∇fi(xi,k). Then if As-
sumption I.2 holds, g¯k is an unbiased estimator of hk with
bounded variance, i.e.
E[g¯k|Fk] = hk, E[‖g¯k − hk‖2|Fk] ≤ σ
2
n
.
Proof. From the definitions of g¯k and hk and Assumption I.2
we have
E[g¯k|Fk] = 1
n
n∑
i=1
E[gi(xi,k, ξi,k)|xi,k] = hk,
and
E[‖g¯k − hk‖2|Fk] =
=
1
n2
n∑
i=1
E[‖gi(xi,k, ξi,k)−∇fi(xi,k)‖2|xi,k] ≤ σ
2
n
,
which proves the desired result. 
Notice that variance bound of g¯k is scaled by the total
number of agents n, which is equivalent to centralized mini-
batching with batch size n.
We are now ready to prove that the average iterates x¯k
produced by the stochastic NEAR-DGDt method converge.
Theorem III.8. (Distance to minimum) Let x¯k be the
average iterates generated by the stochastic NEAR-DGDt
method under Assumptions I.1 and I.2 and let the steplength
α satisfy
α ≤ min
i
(
2
µi + Li
)
.
Then the distance of x¯k to the solution is bounded in
expectation for all k = 0, 1, 2, ..., namely
E[‖x¯k − x?‖2] ≤ ck1‖x¯0 − x?‖2 +
c22β
2t
1− c1 +
α2σ2
n(1− c1) ,
where c1 = (1 + ψ)(1 − 2αγf¯ ), ψ < 2αγf¯1−2αγf¯ a positive
constant, γf¯ =
µf¯Lf¯
µf¯+Lf¯
and c22 = α
2(1 + ψ−1)L2D2.
Proof. By Corollary III.5, the mean iterates x¯k satisfy
x¯k+1 = x¯k − αg¯k.
Therefore, for the sequence x¯k, we have
‖x¯k+1 − x?‖2 = ‖x¯k − αg¯k − x?‖2
= ‖x¯k − x?‖2 − 2α〈x¯k − x?, g¯k〉+ α2‖g¯k‖2.
Taking the conditional expectation with respect to Fk and
applying Lemma III.7, yields
E[‖x¯k+1 − x?‖2|Fk] = ‖x¯k − x?‖2 − 2α〈x¯k − x?, hk〉
+ α2E[‖g¯k‖2|Fk]
≤ ‖x¯k − x?‖2 − 2α〈x¯k − x?, hk〉
+ α2‖hk‖2 + α
2σ2
n
= ‖x¯k − αhk − x?‖2 + α
2σ2
n
.
For the first term in the right-hand side of the previous
inequality and some positive constant ψ < 2αγf¯1−2αγf¯ , we have
‖x¯k − αhk − x?‖2 = ‖x¯k − αh¯k − x? + α(h¯k − hk)‖2
≤ (1 + ψ)‖x¯k − αh¯k − x?‖2
+ α2(1 + ψ−1)‖h¯k − hk‖2.
Consider now the following optimization problem
min
x∈Rp
f¯(x) =
1
n
n∑
i=1
fi(x). (III.4)
Notice that ∇f¯(x¯k) = h¯k; therefore, the quantity x¯k − αh¯k
can be interpreted as one step of an exact gradient method
for solving problem (III.4). Also notice that the solution for
this problem is x? and that Lemma III.1 applies to f¯ .
Given that the steplength satisfies α ≤ mini
(
2
µi+Li
)
≤
2
µf¯+Lf¯
, by [54, Theorem 2.1.14, Chapter 2] we have
‖x¯k − αh¯k − x?‖2 ≤ (1− 2αγf¯ )‖x¯k − x?‖2,
where γf¯ =
µf¯Lf¯
µf¯+Lf¯
.
Combining all of the above, we get
E[‖x¯k+1 − x?‖2|Fk] ≤ (1 + ψ)(1− 2αγf¯ )‖x¯k − x?‖2
+ α2(1 + ψ−1)‖h¯k − hk‖2 + α
2σ2
n
.
Finally, by taking the full expectation and applying
Lemma III.6 and the definitions of c1 and c2, we obtain
E[‖x¯k+1 − x?‖2] ≤ c1E[‖x¯k − x?‖2] + c22β2t +
α2σ2
n
,
or by induction
E[‖x¯k − x?‖2] ≤ ck1‖x¯0 − x?‖2 +
c22β
2t
1− c1 +
α2σ2
n(1− c1) ,
(III.5)
which completes the proof. 
The second term in the right-hand side of (III.5) can
be interpreted as the error due to network connectivity
and the third term as the error due to stochastic noise in
the local gradients. The variable ψ can take any value in
the interval
(
0, 2αγf¯/(1 − 2αγf¯ )
)
and reflects a trade-off
between the bounds on convergence accuracy and speed.
Notice that as ψ diminishes, limψ→0 c1 = 1 − 2αγf¯ and
we approach the convergence rate of centralized SGD (see
Lemma III.3). However, we also have that limψ→0 c2 =
∞ and the network-related error term in (III.5) becomes
arbitrarily large.
Lemma III.6 states that the distance of the local xi,k and
yi,k iterates to x¯k is bounded. Thus, the convergence of x¯k
implies that the local iterates also converge.
Corollary III.9. (Convergence of local iterates) Let xi,k
and yi,k be the local iterates generated by the stochastic
NEAR-DGDt method under Assumptions I.1 and I.2 with a
steplength α satisfying
α ≤ min
i
(
2
µi + Li
)
.
Then the distance of xi,k and yi,k to the solution is bounded
for all i = 1, ..., n and k = 0, 1, 2, ...
E[‖xi,k − x?‖2] ≤ ck1 · 2‖x¯0 − x?‖2 +
2c22β
2t
1− c1
+
2α2σ2
n(1− c1) + 2β
2tD2.
and
E[‖yi,k − x?‖2] ≤ ck1 · 2‖x¯0 − x?‖2 +
2c22β
2t
1− c1
+
2α2σ2
n(1− c1) + 4β
2tD2 + 16D2.
Proof. Notice that for the local xi,k iterates we have
‖xi,k − x?‖2 ≤ ‖xi,k − x¯k + x¯k − x?‖2
≤ 2‖x¯k − x?‖2 + 2‖xi,k − x¯k‖2.
Similarly, for the local yi,k iterates we have
‖yi,k − x?‖2 = ‖yi,k − y¯k + y¯k − x?‖2
≤ 2‖yi,k − y¯k‖2 + 2‖x¯k − x?‖2
where in the last inequality we used the fact that y¯k = x¯k
from Corollary III.5. Calculating the full expectation on
both sides of each inequality and applying Lemma III.6 and
Theorem III.8 completes the proof. 
For the remaining two theorems of this section, consider
the variant of the NEAR-DGD method where we increase
the number of consensus steps by one at every iteration, i.e.
t(k) = k. We will refer to this variant as NEAR-DGD+.
Theorem III.10. (Convergence neighborhood of stochastic
NEAR-DGD+) Let x¯k be the average iterates produced by
the stochastic NEAR-DGD+ method with steplength α ≤
mini
(
2
µi+Li
)
and let Assumptions I.1 and I.2 hold. Then
x¯k converges to a neighborhood of the optimal solution
with size O( α2σ2n(1−c1)) where c1 = (1 + ψ)(1 − 2αγf¯ ),
ψ < 2αγf¯/(1 − 2αγf¯ ) a positive constant, γf¯ = µf¯Lf¯µf¯+Lf¯
and Lf¯ , µf¯ are defined in Lemma III.1.
Proof. In the case of the stochastic NEAR-DGD+ method,
the result of Theorem III.8 transforms to
E[‖x¯k − x?‖2] ≤ ck1‖x¯0 − x?‖2 +
c22β
2k
1− c1 +
α2σ2
n(1− c1) ,
As the number of iterations increases, limk→∞ β2k = 0. We
therefore have
lim
k→∞
supE[‖x¯k − x?‖2] = α
2σ2
n(1− c1) ,
which proves the desired result. 
Notice that when ψ approaches zero, limψ→0 1 − c1 =
2αγf¯ and we approach the error neighborhood of centralized
mini-batching with n samples as per Lemma III.3.
Theorem III.11. (Linear convergence of stochastic NEAR-
DGD+) Let x¯k be the average iterates produced by the
stochastic NEAR-DGD+ method with steplength α ≤
mini
(
2
µi+Li
)
under Assumptions I.1 and I.2. Then x¯k con-
verges in expectation to a neighborhood of the solution with
linear rate
E[‖x¯k − x?‖2] ≤ Cθk + α
2σ2
n(1− c1) ,
where
C = max
{
‖x¯0 − x?‖2, 2c
2
2
1− c1
}
, θ = max
{
β2,
c1 + 1
2
}
.
Proof. We will prove this theorem by induction. The result
holds trivially for k = 0 and let it also hold at iteration k.
Then at iteration k + 1, by Theorem III.8 we have
E[‖x¯k+1 − x?‖] ≤ c1E[‖x¯k − x?‖2] + c22β2k +
α2σ2
n
,
≤ c1
(
Cθk +
α2σ2
n(1− c1)
)
+ c22β
2k +
α2σ2
n
= Cθk
(
c1 +
c22β
2k
Cθk
)
+
α2σ2
n(1− c1) ,
where we used the assumption that the result holds at
iteration k.
We furthermore have
E[‖x¯k+1 − x?‖] ≤ Cθk
(
c1 +
c22
C
)
+
α2σ2
n(1− c1)
≤ Cθk
(
c1 +
1− c1
2
)
+
α2σ2
n(1− c1)
≤ Cθk+1 + α
2σ2
n(1− c1) ,
where the first inequality is derived from the definition of θ,
the second inequality from the definition of C and the third
inequality from the definition of θ.
We have therefore demonstrated that the result holds at
iteration k + 1, which concludes the proof. 
Theorems III.10 and III.11 indicate that it is necessary to
increase the number of consensus steps per iteration in order
to suppress network-related error and achieve comparable
performance to centralized mini-batching with the stochastic
NEAR-DGD method.
IV. NUMERICAL RESULTS
Consider the following logistic regression problem for
binary classification
min
x∈Rp
f(x) =
1
M
M∑
s=1
log(1 + e−bs〈As,x〉) +
1
M
‖x‖22,
where M is the total number of samples, A ∈ RM×p a
feature matrix, p the problem dimension and b ∈ {−1, 1}M
a vector of labels. We can solve a scaled version of this
problem in a decentralized fashion by evenly distributing the
samples among n nodes and setting
fi(x) =
1
|Si|
∑
s∈Si
log(1 + e−bs〈As,x〉) +
1
M
‖x‖22
where Si is the set of sample indices assigned to node i.
We conducted a numerical experiment using the mush-
rooms dataset (p = 118, M = 8120) [55] and a random
network of n = 10 nodes generated with the Erdo˝s-Re´nyi
model with edge probability 0.5. At every iteration, nodes
randomly draw with replacement B = 16 samples from
their local distributions and compute a mini-batch gradient.
We tested several variants of the stochastic NEAR-DGD
method against the stochastic versions of DGD [6], [28] and
EXTRA [10] and DSGT [46]. The variants of NEAR-DGD
are described using the following convention: (a,−,−) sig-
nifies performing a consensus steps at every iteration, while
NEAR-DGD (a, b,×2) denotes starting with a consensus
steps per iteration and doubling them every b iterations. All
methods shared the same steplength (α = 1) and drew the
same samples at each iteration.
The results of a typical experiment run are presented
in Figure 1. In the top left position, we have plotted the
squared error ‖x¯k − x?‖2 against the number of iterations
for all methods and for centralized mini-batching with 16n
samples. All methods except DGD achieve almost identi-
cal performance to centralized mini-batching. The average
squared error ‖x¯k − x?‖2 of the last 2000 iterations against
the total number of consensus steps for each method is shown
in the top right corner of Figure 1. NEAR-DGD (1,−,−)
performs slightly worse than EXTRA and DSGT in terms
of accuracy, while the remaining variants of NEAR-DGD
reach the same accuracy as EXTRA and DSGT at the cost
of more communication rounds. Note, however, that NEAR-
DGD does not store previous gradients or more than one
previous iterates. In the bottom left corner of Figure 1, we
show the normalized standard deviation at the final iteration√
1
n
∑n
i=1 ‖xi,N − x¯N‖2/‖x¯N‖, for N = 25000 total itera-
tions. We observe that performing multiple communication
rounds improves consensus among agents, especially if their
number is increased gradually. Finally, in the bottom right
position, we experiment with a less well-connected topology
of path graph and local batch size B = 1. We plot the squared
error ‖x¯k − x?‖2 against the number of iterations. It can be
seen that NEAR-DGD is the only method that approaches
the performance of centralized mini-batching. This trend was
consistent through all different runs of the experiment with
Fig. 1. Squared error ‖x¯k−x?‖2 per iteration (top left), average squared
error ‖x¯k−x?‖2 of the last 2000 iterations plotted against the total number
of communication rounds (top right), relative standard deviation at the final
iteration
√
1
n
∑n
i=1 ‖xi,N − x¯N‖2/‖x¯N‖ for N = 25000 total iterations
(bottom left) and squared error ‖x¯k−x?‖2 per iteration for the special case
of path graph network topology and batch size B = 1 (bottom right).
the combination of path graph and B = 1, and implies
NEAR-DGD might be preferable in extreme cases where the
network is poorly connected and the variance of the local
stochastic gradients is high.
V. CONCLUSION
In this paper, we analyzed the performance of Nested
Distributed Gradient Method (NEAR-DGD) and its variants
under the assumption of unbiased stochastic gradients with
bounded variance. The strength of this method lies in its
flexible framework, that alternates between gradient steps
and a varying number of nested consensus steps which can
be tuned depending on application-specific costs. Moreover,
NEAR-DGD requires minimal storage.
Our analysis indicates that under the assumptions listed
and for carefully chosen steplengths, a variant of the stochas-
tic NEAR-DGD method converges in expectation to a neigh-
borhood of the solution with linear rate for strongly convex
functions. In addition, our method achieves a variance re-
duction effect similar to mini-batching, a trait that it shares
with a number of other stochastic distributed algorithms.
Finally, our numerical results show that our method is
able to achieve comparable accuracy and convergence rates
to other state-of-the-art algorithms. In addition to that, it
accomplishes a stronger consensus between agents as op-
posed to other methods as a result of performing multiple
communication rounds per iteration.
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