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Résumé On s’intéresse dans cette communication à l’estimation de la fonction de
régression r(x) = E[Y |X = x] associée à un couple aléatoire (X, Y ) à valeurs dans
R
d × R, à partir d’un échantillon i.i.d. Dn = {(Xi, Yi)1≤i≤n} de même loi que (X, Y ).
Dans ce contexte, l’estimateur dit du plus proche voisin baggé consiste à tirer dans Dn
un très grand nombre de sous-échantillons bootstrap indépendants de taille kn < n, à
considérer pour chacun d’eux l’estimateur du plus proche voisin et enfin à calculer la
moyenne de tous ces estimateurs pour prédire. Il a récemment été prouvé par Biau et
Devroye (2008) que l’estimateur ainsi obtenu est universellement convergent à condition
que kn tende vers l’infini et kn/n tende vers 0 lorsque n → ∞. Nous montrons dans ce
travail que, mieux encore, la vitesse de convergence de cet estimateur baggé est optimale.
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Abstract Let Dn = {(Xi, Yi)1≤i≤n} be an i.i.d. sample, taking values in R
d × R, with
the same distribution as (X, Y ). Our mission is to estimate the regression function r(x) =
E[Y |X = x]. The so-called nearest neighbor bagging consists in the following : draw a
huge number of independent subsamples with the same size kn < n, calculate, for each
subsample, the nearest neighbor estimate and take finally the average of these estimates.
It has been recently shown in Biau and Devroye (2008) that this technique yields a
universally consistent estimate, provided kn → ∞ and kn/n → 0 as n → ∞. We prove in
this communication that the rate of convergence of this estimate is, in fact, optimal.
1 Bagging
Les “méthodes d’ensemble” (ensemble methods en anglais) sont des algorithmes d’appren-
tissage qui consistent à entrâıner plusieurs prédicteurs que l’on combine pour en obtenir
un meilleur. Parmi ces techniques, le bagging (acronyme pour bootstrap aggregating) a
été proposé par Breiman en 1996. Cette méthode consiste à générer de nombreux sous-
échantillons bootstrap des observations initiales, à construire un prédicteur à partir de
chacun, et enfin à combiner l’ensemble pour prédire. Il s’agit d’une procédure efficace pour
améliorer des estimateurs instables, en particulier pour de grands ensembles de données
et en grande dimension. Parmi les contributions théoriques récentes à l’étude du bagging
et des méthodes dérivées, on peut citer Buja et Stuetzle (2000a et 2000b), Friedman et
Hall (2000), Bühlmann et Yu (2002), Hall et Samworth (2005), ou encore Biau et De-
vroye (2008).
Dans cette communication, nous examinons les liens entre le principe proposé par Breiman
et la méthode de régression dite du plus proche voisin. A cette fin, nous supposons disposer
d’un échantillon i.i.d. Dn = {(X1, Y1), . . . , (Xn, Yn)} à valeurs dans R
d × R de même loi
qu’un couple aléatoire générique (X, Y ) satisfaisant E|Y | < ∞. L’espace Rd est muni de
la métrique euclidienne standard. Pour x ∈ Rd fixé, notre objectif consiste à estimer la
fonction de régression r(x) = E[Y |X = x] en utilisant Dn. Dans ce contexte, nous dirons
qu’un estimateur de la fonction de régression rn(x) est convergent lorsque E[rn(X) −
r(X)]2 → 0, lorsque n → ∞. Lorsque cette dernière propriété est vérifiée pour toutes les
lois de probabilités de (X, Y ) telles que E|Y | < ∞, on dit en outre que l’estimateur est
universellement convergent.
2 Bagging et plus proche voisin
Rappelons que l’estimateur du plus proche voisin de la régression s’écrit rn(x) = Y(1)(x)
où Y(1)(x) est l’observation issue du vecteur X(1)(x) dont la distance euclidienne à x est
minimale parmi les observatons X1, . . . ,Xn. Il est connu que cette technique ne conduit
pas, en général, à un estimateur convergent de la régression (Devroye, Gÿorfi et Lugosi,
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1996, Chapitre 5).
Notons rn,kn (1 ≤ kn ≤ n est un paramètre) l’estimateur du plus proche voisin pour un
sous-échantillon aléatoire de taille kn tiré avec (ou sans) remise dans l’échantillon initial
Dn. La technique bagging consiste alors à répéter ce sous-échantillonnage aléatoire un
nombre infini de fois et à effectuer la moyenne des résultats obtenus. Ainsi, d’un point de
vue théorique, l’estimateur baggé de la régression a pour expression
r⋆n(x) = E
⋆ [rn,kn(x)] ,
où E⋆ désigne l’espérance par rapport au rééchantillonnage, conditionnellement aux données
Dn. En pratique, le rééchantillonnage est effectué par méthode Monte-Carlo : on répète
l’opération m fois (m grand) et on fait la moyenne.
Le résultat suivant, prouvé dans Biau et Devroye (2008), montre que pour un choix
approprié de kn, la version baggée de la régression au plus proche voisin est universellement
convergente :
Theorem 2.1 Si kn → ∞ et kn/n → 0, alors l’estimateur r
⋆
n est universellement convergent.
Il est important de mentionner que, dans ce résultat, peu importe que le sous-échantillonnage
soit fait avec ou sans remise. On retient donc que la méthode du bagging permet de
transformer l’estimateur de plus proche voisin (qui n’est pas convergent en général) en un
estimateur convergent, pourvu que la taille des sous-échantillons reste négligeable par rap-
port à la taille de l’échantillon initial. La preuve du Théorème 2.1 repose sur l’observation
suivante : l’estimateur r⋆n(x) est en fait un estimateur de la forme
n
∑
i=1
Vi Y(i)(x),
avec
Vi = P(le i-ème plus proche voisin de x est le plus proche voisin du sous-échantillon).
Un tel estimateur porte le nom d’estimateur des plus proches voisins pondérés (Stone,
1977, et Problèmes 11.7, 11.8 de Devroye et al., 1996).
Dans le cas “sans remise”, on voit facilement que les Vi ont pour expression
Vi =











(
n − i
kn − 1
)
(
n
kn
) , i ≤ n − kn + 1
0, i > n − kn + 1.
(2.1)
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tandis que dans le cas“avec remise” on a
Vi =
(
1 −
i − 1
n
)kn
−
(
1 −
i
n
)kn
. (2.2)
Forts de cette constatation, nous étudions dans cette communication les vitesses de conver-
gence de E [r⋆n(x) − r(x)]
2 lorsque n → ∞. Notre principal résultat est le suivant :
Theorem 2.2 Supposons que le support de X est borné et que la fonction de régression
r est lipschitzienne. Alors, si d ≥ 3,
E [r⋆n(x) − r(x)]
2 = O
(
n−
2
d+2
)
avec le choix kn = n
d
d+2 .
Nous présenterons également des résultats pour les cas particuliers d = 1 et d = 2.
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