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Abstract
We propose an advanced synthetic aperture radar (SAR) image formation framework based on iterative inversion algorithms that approximately
solve a regularised least squares problem. The framework provides improved image reconstructions, compared to the standard methods, in certain
imaging scenarios, e.g. when the SAR data are under-sampled. Iterative algorithms also allow prior information to be used to solve additional
problems such as the correction of unknown phase errors in the SAR data. Though, for an iterative inversion framework to be feasible, fast
algorithms for the generative model and its adjoint must be available. We demonstrate how fast, N2 log2N complexity, (re/back)-projection
algorithms can be used as accurate approximations for the generative model and its adjoint, without the limiting geometric approximations of other
N2 log2N methods, e.g. the polar format algorithm. Experimental results demonstrate the effectiveness of our framework using publicly available
SAR datasets.
I. INTRODUCTION
Synthetic aperture radar (SAR) is an active ground imaging system based on coherent processing of multiple radar echoes acquired along
the path of a moving platform (aircraft or satellite). Assuming free space propagation of the radar waves, scalar wavefields, no mobile targets
and single bounce scattering by ground reflectors, the map from the SAR image to the received radar echoes can be modelled as linear.
When everything is discretised this map can be represented by an observation matrix Φ. Traditional processing of the SAR data involves the
approximation of the pseudo-inverse Φ† by the adjoint ΦH , which is commonly referred to as the back-projection operator. This leads to the
filtered back-projection reconstruction which adds a linear filter to the adjoint to make it closer to Φ†. This provides good quality images
when the SAR data is densely sampled and the image is reconstructed at its native resolution, defined by the bandwidth of the emitted radar
signals and the length of the synthetic aperture.
Without further approximations on the SAR model a straightforward implementation of the operator ΦH , the back-projection algorithm,
is rather slow with a complexity of O `N3´ when processing N radar echoes of N samples each. Due to low computational resources —
especially on mobile platforms — this algorithm is often replaced by an approximation referred to as the Polar Format Algorithm (PFA).
Assuming constant terrain elevation and flat wavefronts (far-field scenario), the PFA reduces the complexity to O `N2 logN´. This is the
same complexity as a 2D-FFT and furthermore it can be practically implemented nearly as fast using nonuniform FFT algorithms [1].
Using techniques from the tomography literature it has also been shown that the operator ΦH can also be implemented in O `N2 logN´
operations without requiring the approximations of the PFA [2], [3]. More recently, another approach has been shown to provide similar
speedup with some additional theoretical guarantees regarding the quality of the reconstruction [4]. Due to the relationship between the ΦH
and Φ operators, the same ΦH speed up techniques may be used for Φ. Despite being slower than the PFA, these newer fast algorithms
make it possible to use more accurate operators in practice. This results in enhanced image quality as well as more versatility, allowing, for
instance, more general flight paths and the ability to reconstruct images on non flat terrain if the elevation map is known. Indeed, in certain
imaging scenarios, such as VHF/UHF-band SAR systems, the PFA is considered unsuitable [5].
2In order to further improve the image quality, one can compute the pseudo-inverse Φ† rather than use the back-projection approximation.
Because the matrix Φ is generally very large, direct computation of the pseudo-inverse is not practical. Instead, an iterative approximation
to the least squares objective can be computed.
f = argmin
f˜
‖y − Φf˜‖22, (1)
where f is the SAR image (represented as a vector) and y is the SAR data. This approximation can be achieved very efficiently using a
conjugate gradient solver, requiring several iterations of the operators Φ and ΦH . As will be shown in the paper the number of iterations
does not need to be large to produce a good quality image. This makes such iterative methods affordable provided fast implementations of
the operators Φ and ΦH are available. When the data are densely and regularly sampled, such iterative methods only provide minor image
quality improvements. However, they become increasingly necessary when there are missing data.
In a variety of situations it is desirable to produce images from only partial SAR data. Missing data patterns can take various forms:
• missing radar echoes at some locations along the synthetic aperture. This corresponds to temporary interruptions of the acquisition of
SAR data along the trajectory, which typically results from the need to use the radar antenna for other tasks. Examples of applications
are collecting SAR data from another ground patch (as in ScanSAR), alternating polarisations of the radar waves to obtain images at
multiple polarisations, or scanning the air space in a military context [6].
• missing frequency bands in the radar signal. This occurs in the case of ultra wide band SAR where the desired band of the radar
contains sub-bands that are saturated by other communications systems or in which transmission is not allowed [7].
• arbitrary missing data. This may occur if one throws away samples from the acquired data to reduce the amount of data stored on the
acquisition platform. This provides some trivial compression of the data which may prove useful on platforms with low computational
resources and storage capacities such as satellites [8], [9].
In any of these missing data scenarios, standard reconstruction through back-projection amounts to assuming that the missing data are zeros.
It produces undesirable artifacts that may drastically reduce the image quality and make further exploitation impossible. In order to improve
the image quality the observation matrix Φ must be properly inverted. Because of the missing data, the problem is ill-posed and further
assumptions are required to define a unique solution. A standard signal processing approach is to solve a penalised least-squares problem
f = argmin
f˜
‖y − Φf˜‖22 + λL(f˜), (2)
where L stands for a regularisation function. Typical examples of L are `p norms, L(f˜) = ‖f˜‖pp, and such penalties with p ≤ 1 have
been considered for SAR in the context of superresolution [10], [11] and more recently for processing partial SAR data [12]–[15]. Other
regularisation functions such as total variation norms have also been considered for speckle reduction [10], [14]. The use of `p norms has
recently received considerable attention in the context of the emerging field of compressed sensing (CS) [16], [17] which properly justifies
their use (especially in the case p = 1) when the SAR image can be modelled as sparse.
CS has also motivated the development of several fast solvers for the `1 penalised least squares problem (or one of its equivalent constrained
optimisation forms) [18], [19]. Like the conjugate gradient solver for the standard least squares problem (1), these solvers require the iteration
of the operators Φ and ΦH and are therefore prohibitively slow unless fast implementations of the operators are available. When these are
available, such algorithms may be affordable and produce good quality images with only a small number of iterations.
In this paper, a framework for SAR processing using iterative methods is described and it is shown that advanced image formation steps
such as autofocus or the ability to reconstruct images of non-flat terrain from arbitrary trajectories fit naturally within this framework. Its
usefulness is also demonstrated when only partial SAR data are available and quantified through automatic target recognition performance
analysis. For simplicity, we only consider monostatic SAR (collocated receiver and emitter) in the spotlight mode where the radar beam is
focused on the same area for all the emitted radar waves. However it is important to note that the framework is just as applicable to any
3SAR acquisition mode.
We start off with an introduction to SAR in section II. In section III, the iterative reconstruction framework is introduced and an example
of a fast re/back-projection algorithm is presented. Finally section IV focuses on the application to partial data scenarios.
II. SYNTHETIC APERTURE RADAR
A. SAR imaging geometry
In mono-static spotlight-mode SAR, a modulated linear chirp is transmitted and the received signal after it has been dechirped (mixed
with a delayed version of the input signal and low-pass filtered) is given by equation (3) [20].
Cθ(t) =
Z +L
−L
pθ(u)P (u) exp
n
− j 2u
c
(ω0 + 2α(t− τ0))
o
du (3)
for
−T
2
+
2(Rθ + L)
c
≤ t ≤ T
2
+
2(Rθ − L)
c
Where: ω0 is the carrier frequency, 2α is the chirp rate, T is the chirp duration, L is the radius of the spotlighted region, u is distance
in the direction of the transmitted signal with reference to the spotlighted scene centre, τ0 = 2Rθ/c, Rθ is the distance to the spotlighted
scene centre and pθ(u) is the sum of scene reflectivities f(
−→
X ) at distance Rθ + u from the antenna and is given by
pθ(u) =
Z
S
δ(‖−→Xθ −−→X‖2 − (Rθ + u)) · f(−→X )dS (4)
Where:
−→
X = (x, y, z(x, y)) is a point on the scene surface , δ is the Dirac function and
−→
Xθ is the antenna’s position for each chirp.
P (u) is a phase error term, which is a result of the dechirping operation, and is given by
P (u) = exp
n
jα
„
2u
c
«2 o
(5)
θ
−→
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Fig. 1. Data acquisition geometry for spotlight-mode SAR given by equation (3). The red line shows the intersection of the wavefront and scene surface at
a distance Rθ + u from the antenna, the integral along this line is given by equation (4)
The set of received signals Cθ is referred to in the SAR literature as a phase history. Observe that the received signal for each chirp,
given by equation (3) (ignoring P (u)), is the spatial Fourier transform of the projected scene reflectivities. Since P (u) is deterministic, in
4practice this term can be removed as a pre-processing step or ignored if negligible. The discrete version of this equation is the re-projection
matrix Φ and its adjoint is the back-projection matrix ΦH .
In (4), it is worth pointing out that the altitude of each point of the scene z(x, y) is assumed to be known. This implies that a precise
elevation map of the target area, including e.g. buildings and vehicles, is required to implement the (re/back)-projection operators accurately.
Such a precise elevation map is generally not known and only a coarse scale elevation map may be available. In its absence, it is common
to just assume flat terrain. However, if the scene is not flat enough, this leads to distortions of the image — areas at higher altitude appear
closer — and possible defocussing which results in loss of resolution [3].
B. SAR image properties
1) Statistical properties: As the output of a coherent imaging system, SAR images are corrupted by speckle noise. A common model
explaining the latter is based on the fact that pixels of the SAR image, at its native resolution, are typically large compared to the wavelength
of the radar signal. Under this assumption, a pixel of the image can be modelled as the sum of a large number of sub-pixel objects. Each
of these objects reflects a fraction of the electromagnetic energy towards the SAR acquisition platform which can be modelled through a
complex-valued reflection coefficient. The value a pixel of the SAR image is then the coherent sum of these sub-pixel reflectivities. Depending
on the sub-pixel characteristics of the surface of the scene, these sub-pixel reflectivities may interfere in different ways:
• random interference. If the surface is rough at the scale of the wavelength, it can be modelled as a large number of independent sub-pixel
objects. The sum of the reflectivities is then a complex-valued Gaussian random variable with iid real and imaginary parts. Moreover,
for two adjacent pixels, the sub-pixel objects can be assumed independent. This leads to a multiplicative iid complex Gaussian noise
model for the complex-valued image at such locations, that is often referred to as speckle noise.
• constructive interference. If the surface is smooth, it can be modelled as sub-pixel objects with similar characteristics which may interfere
constructively. This leads to specular reflection effects and, unless the surface is perpendicular to the incident wave propagation direction,
only a very small fraction of the electromagnetic energy is reflected towards the SAR acquisition platform. An important special case is
corner reflection where the radar wave bounces on faces of a corner and is massively reflected towards the acquisition platform. Such
corner objects are common in man-made structures or vehicles and lead to very high magnitudes for the corresponding pixels of the
SAR image, typically 103 times larger than the magnitude of pixels with random interference. Specular reflection is typically dominant
in urban areas [21] and corner reflection accounts for most of the very bright pixels.
C. SAR image model
In a typical SAR image, most pixels can be modelled as the result of random sub-pixel interference, and only a small number as constructive
interference leading to very bright pixels. In order to understand the behaviour of the algorithms described in the next sections, it is convenient
to split the image into these two parts
f = fs + fbg, (6)
with fs corresponding to the few very bright pixels and fbg to the “background” lower reflectivity pixels contaminated by speckle noise.
Viewed as a whole, most of the SAR image contains multiplicative speckle noise and can therefore be modelled as nonstationary complex
Gaussian white noise. In terms of information content, this means that the complex-valued SAR image has a very high entropy and therefore
a very low compressibility. In particular it cannot be modelled as sparse in any dictionary which precludes the use of compressed sensing
ideas to recover the full SAR image, including the speckle noise, from partial SAR data.
However, the part corresponding to the few very bright pixels fs is clearly sparse in the image domain and its non-zero values are typically
much larger than the values of fbg . If one is interested in recovering those bright pixels, the rest of the image can be treated as noise with
5a reasonable signal to noise ratio. This suggests that it is a priori possible to use compressed sensing to recover those bright pixels, even
from very incomplete SAR data. In practice, such bright pixels are typically related to man-made structures or vehicles and are therefore
very relevant to surveillance and military applications.
III. ITERATIVE IMAGE FORMATION FRAMEWORK
In this section we will introduce an iterative image formation framework using fast (re/back)-projection operators. We will show that an
iterative framework can improve image reconstructions with only a small number of iterations in certain imaging scenarios, e.g. an irregularly
sampled phase history.
A. Fast (Re/Back)-projection
In the last decade, there has been a number of algorithms proposed for reducing the computational complexity of back-projection operators
to O `N2 log2N´. These fast algorithms reduce the complexity by exploiting redundancy in the back-projection operator, e.g. [22] and [2].
Although these algorithms were developed for the back-projection operator, the same techniques can be equivalently used for the re-projection
operator.
The fast algorithms exploit the following factorisation of Φ:
y = Φf ≈ U
266666664
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(7)
Where: f has been split into four equally sized sub-images fi, Φi is the re-projection operator for each of these sub-images and U is a
phase correction and upsampling operator that can be efficiently implemented using 2-D FFTs.
To considered the computational benefit of this factorisation, we consider a system with N2 scene samples and N2 phase history samples.
After the splitting of f , each of the four sub-images contains N2/4 samples. Since the computational complexity of standard re-projection is
O `N3´, the total cost of applying Φi to each of the four sub-images is O `N3/2´. If U can be applied with a complexity of O `N2 log2N´,
the overall cost of the re-projection operator is O `N3/2´. By repeating the same factorisation and scene splitting recursively on each of the
sub-images until they contain one sample, the complexity of the re-projection operator becomes O `N2 log2N´. Critically, the fast (re/back)-
projection algorithms can be computed with the same order of complexity as the standard Fourier methods without being compromised by
the same assumptions on the SAR acquisition geometry.
The implementation of the fast re-projection algorithm used in our framework applies U , which upsamples and applies phase correction
for each of the four sub-scene phase-histories, with the following steps:
1) Upsample. 2D low-pass upsample the sub-scene phase histories by a factor two in range and cross-range using fast filtering in the
Fourier domain.
2) Phase Correction. Modify the upsampled sub-scene phase histories so their data is phase corrected with reference to the centre of the
full scene. This is achieve by multiplying each of the phase histories by:
exp
n
− j 2
c
(ω0 + 2α(t− τ0))(‖
−→
Xc
′ −−→Xθ‖2 − ‖−→Xc −−→Xθ‖2)
o
Where, Xc is the scene centre and Xc′ is the sub-scene centre.
3) Summation. Sum the set of four upsampled phase histories.
6Though the complexity analysis would indicate that recursion should continue down to a single pixel sub-scene, in practical implementations
this will not be the case. This is because the computational cost of applying U when the sub-images are small is more expensive than the
speed up achieved by the factorisation.
To demonstrate the computational advantages of fast (re/back)-projection, Table I shows image formation times in seconds for N2 images
and phase histories using: standard back-projection (BP), fast back-projection (Fast BP), a non-uniform FFT implementation of the polar
format algorithm (PFA), a fast iterative approximation of the pseudo inverse (Φ†) and a fast iterative approximation of the `1 regularised
least squares (`1 reg. LS). Formation times were measured on a single core of a 2.5GHz Intel Xeon processor. The BP and PFA algorithms
were both implemented in C code.
The recursive factorisation part of the Fast BP algorithm was implemented in Matlab code, with log2N − 6 levels of recursion. For
higher levels of recursion, computation times started to increase. At the final level of recursion, the back-projection of the sub-images used
the BP C code. If the segmentation part was also implemented in C code, reduced computation times would be expected for higher levels
of recursion. The implementations of the standard and fast (re/back)-projection algorithms have been made available [24].
The fast pseudo inverse was computed using 10 iterations of LSMR [25] using the fast (re/back)-projection operators, resulting in a
complexity order of O `2IN2 log2N´, where I is the number of iterations. As predicted by the complexity order, the fast pseudo inverse
takes just over 20 times that of a single fast back-projection reconstruction.
The fast `1 regularised least squares was computed using 10 iterations of GPSR [18] using the fast (re/back)-projection operators, again
resulting in a complexity order of O `2IN2 log2N´. The reconstruction times scaled consistently with the complexity order, albeit slightly
higher than that of the fast pseudo inverse.
In our framework, only a small number of iterations were used to approximate the pseudo inverse and the `1 regularised least squares
solution. Through numerical experiments, it was found that increasing the number of iterations, beyond about 10, had a negligible effect on
the visual image quality. In fact, even the true solutions in both problems are only estimates within a bounded region of the true inversions.
TABLE I
IMAGE FORMATION TIMES (SECONDS)
N BP Fast BP PFA Φ† `1 reg. LS
256 2.50 1.06 0.11 22.54 26.46
512 20.01 5.08 0.60 108.76 130.17
1024 157.32 24.87 5.55 534.40 714.05
2048 1254.48 118.69 38.19 2537.71 3574.87
B. Digital Elevation Maps
In standard Fourier-based techniques the scene surface is assumed to be flat. In certain cases though this assumption may not be true.
Topographical variations of the scene surface can cause blurring and relative distance between objects in the image become inaccurate.
These undesirable effects can be corrected using knowledge of the scene’s topographical variations in the form of a Digital Elevation Map
(DEM). In Fourier-based methods, corrections are added as a post-processing step. Using (re/back)-projection, DEMs can be included with
no additional computational cost.
7C. Irregular Sampling
An example of a scenario where the standard linear SAR inversion problem breaks down is an irregularly sampled phase history. Under
these sampling conditions Φ is no longer close to unitary and therefore the filtered back-projection method is not an accurate approximation
to the pseudo inverse solution.
Fig. 2 shows a filtered back-projection and a fast pseudo inverse reconstruction from the same phase history that has been irregularly
sampled in cross-range with the mean spacing being that of the Nyquist rate. The irregularly sampled phase history was simulated synthetically
using the fast re-projection algorithm on a reconstructed SAR image. The SAR image was reconstructed from the publicly available Gotcha
data set [26]. The back-projection reconstruction in fig. 2(c) has clearly visible artifacts due to the irregular sampling, even though its mean
spacing is at the Nyquist rate. The fast pseudo inverse reconstruction in fig. 2(d) on the other hand has no visible artifacts due to the irregular
sampling.
IV. ADVANCED IMAGE FORMATION FRAMEWORK
In this section we will present an advanced image formation framework using a mix of `1 and `2 regularisation, motivated by the theory of
Compressed Sensing. The framework will be used to reconstruct the very bright targets fs as well as the background fbg from sub-sampled
data. It will also include an iterative auto-focus method. Finally, the frameworks ability to reconstruct fs when compared to conventional
techniques will be quantified using Automatic Target Recognition (ATR) rates.
A. Compressed Sensing
CS theory states that a compressible signal can be well approximated from a significantly reduced number of samples compared to that
which is required by the Nyquist-Shannon sampling theorem.
An under-sampled linear system Φ is under-determined and from a traditional sampling perspective its inverse is ill-posed. However, if
the vector to be recovered f is known to be approximately sparse it can be accurately approximated by solving the non-linear program (8)
[27].
f = arg min
f˜
‖f˜‖1 subject to ‖y − Φf˜‖22 ≤  (8)
Where,  is a small constant which allows for additive noise.
For the noiseless case, i.e.  = 0, it has been shown in [28] that by using the partial Fourier matrix for Φ, equation (8) becomes equivalent
to the sparse reconstruction problem with high probability. The partial Fourier matrix is a random m row subset of the n × n discrete
Fourier matrix. The Φ matrix in randomly under-sampled SAR (the under-sampled re-projection matrix), through the Fourier slice theorem,
is analogous to the partial Fourier matrix.
B. Compressed Sensing for SAR
The reconstruction of the very bright targets fs in a SAR image lends itself to the CS-framework because the features we are trying to
reconstruct are sparse.
Using the CS framework, fs is reconstructed by equation (9), which is the Lagrangian formulation of equation (8).
fs = arg min
f˜
‖y − Φf˜‖22 + λ‖f˜‖1 (9)
Where, λ is a real-valued scalar which is proportional to . λ is typically chosen experimentally, however, the automatic selection of this
parameter is a current area of research [29]. Rather than representing the energy of the additive noise, as in most CS problems,  in our
8framework is the squared `2 norm of fbg plus the additive noise. Therefore, λ is used not only to make the reconstruction of bright targets
well-posed but also to control the segmentation of the image into its two parts.
Fast iterative solvers exist for equation (9) which can take advantage of any fast implementation of (re/back)-projection, e.g. [18]. This
formulation has also been used for fully-sampled data in the context of superresolution [10], [11] due to its sharpening effect on the very
bright targets.
Since sparsity does not benefit the reconstruction of the speckled part of the image, we have to consider using non-sparsity based techniques.
The simplest means to make the inversion well-posed is to use an `2 regularisation on the SAR image. fbg can then reconstructed by
equation (10).
fbg = arg min
f˜
‖yr − Φf˜‖22 + λ‖f˜‖22 (10)
Where, yr = y − Φfs is the phase history with the very bright targets removed and λ is proportional to the energy of the additive
noise. The solution fbg will be approximately the pseudo inverse solution with the inversion being better conditioned as a result of the `2
regularisation.
The reconstructed image using this inversion method still suffers from poor contrast and high speckle but has an improved image quality
when compared to linear inversion methods. This improvement results from the energy of the very bright targets being removed. Using
standard methods, the energy from the very bright targets is spread over the entire image, dominating the background of the image. Fig. 3(a)
and 3(b) demonstrate the visual improvement our framework provides when the phase history has been under-sampled.
C. Auto-focus
In spotlight-mode SAR systems which use the dechirp-on-receive approach, the round trip propagation delay to the scene centre must be
estimated. Errors in this estimate introduce unknown phase errors to the acquired data [30]. These phase errors can degrade and produce
distortions in the reconstructed image.
Adding the delay error τe into our SAR acquisition model, the received signal becomes
Cθ(t) =
Z +L
−L
pθ(u)P (u)Pτe(t) exp
n
− j 2u
c
(ω0 + 2α(t− τ0))
o
du (11)
Where,
Pτe(t) = exp
n
− j(ωoτe + ατ2e )− j2ατe(t− τo)
o
(12)
Equation (11) is the same as equation (3) except for an additional phase error term Pτe(t). The phase error term consists of a constant
phase error −ωoτe − ατ2e and a linear phase error −2ατe(t − τo). The linear phase term produces a radial shift of τec/2 in the range
Fourier transformed phase history. If a SAR system’s timing uncertainty is much less than the reciprocal of the chirp bandwidth τe  1/B,
the linear phase term can be ignored [30]. This assumption may not be true for very large chirp-bandwidth systems.
Considering just the constant unknown phase error, classical auto-focus methods, such as the Phase Gradient Autofocus (PGA) method
[31], indirectly use sparsity to correct phase errors. Using our framework sparsity can be directly used to correct phase errors by adding the
errors into the reconstruction formulation, as in the following equation
(φ, fs) = arg min
φ˜,f˜
‖y −Ψ(φ˜)Φf˜‖22 + λ‖f˜‖1 (13)
9Where, φ ∈ [−pi, pi]m is a vector containing the estimated phase errors and Ψ is a diagonal matrix containing the elements ejφ. This
program aims to concurrently solve the sparse image formation problem and the auto-focus problem. Like other classical auto-focus methods,
this program is ambiguous for constant and linear phase errors. However, in most applications these ambiguities are benign. In [32] a very
similar approach is used with fully-sampled data and images that contain no background.
Experimentally it was found that equation (13) could be solved approximately by iteratively minimising the objective using a single
argument at a time in alternating fashion. Each iteration of the alternating minimisation contains the following steps:
With φ˜ fixed, equation (13) becomes equation (14) which can be minimised using a fixed number of iterations of a fast iterative solver,
in our results we use five iterations.
fs = arg min
f˜
‖y −Ψ(φ)Φf˜‖22 + λ‖f˜‖1 (14)
With the estimated value of fs fixed, equation (13) becomes equation (15).
φ = arg max
φ˜
2Re{yHΨ(φ˜)Φfs} (15)
Which has the direct solution:
φ = −∠{yHΦfs} (16)
It was found that with only a small number of iterations, in our examples we have used 10, good approximations of fs and φ were
obtained.
Phase errors effect both regions of the image, fbg aswell as fs. Therefore, it is beneficial to use the phase error estimate φ obtained from
equation (13) in the reconstruction of fbg , as in equation (17).
fbg = arg min
f˜
‖y −Ψ(φ)Φf˜‖22 + λ‖f˜‖22 (17)
The values of Rθ provided in the Gotcha data set contain significant differences to those calculated with the antenna positions provided.
Errors in Rθ have the same effect as timing errors do in the acquisition system. To accentuate the effects of phase errors on image
reconstruction we have scaled the differences in Rθ by a factor of four in the following results. Fig. 3(c) and 3(d) shows reconstructions
of the same 50% sub-sampled phase history with phase errors. Fig. 3(c) was reconstructed using the framework proposed in section IV-B.
While, Fig. 3(d) was reconstructed using the framework proposed in this section.
D. Automatic target recognition
We have shown that, compared with conventional imaging, the CS-enhanced system significantly improves the visual quality of SAR
images. In this section, we quantify the image quality improvement by evaluating the automatic target recognition (ATR) performance. This
is because the recognition process determines the target type of an object in a SAR image based on certain features, and obviously ATR
performance depends on the image quality.
Usually a SAR image covers a large area and may have several targets. Hence, a detection process is required first to choose smaller
portions containing those targets from the large SAR image. Then a classifier realizes target recognition based on the small patch, which
contains a possible target and some surrounding clutter. Man-made objects typically have much higher reflectivity in a SAR image than the
surrounding clutter. Thus detection of possible targets could be done by comparing the magnitude of pixels to an appropriate threshold. We
focus on the classification problem here and assume that the detection step is completed.
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1) Classifiers for ATR: In this work we use the conventional mean-squared error (MSE) classifier [33], [34] for ATR. Given a set of
reference images for each class the MSE classifier is a nearest neighbor classifier assigning the test image to the class that contains the
closest reference image. The comparison is made between normalized magnitude images because variations in intensity and phase may occur
for different SAR acquisition geometries. Also, before normalizing the images we set to zero all but the largest Nb pixels. This is because
typically the brightest pixels are located within the target part, and the darker pixels constitute the clutter background and target shadow.
Although the target shadow (the darkest pixels) contain information about the target which could be exploited to improve ATR performance,
the value of the shadow pixels reconstructed from partial SAR data is not reliable.
Other classifiers have been proposed which may a priori perform well with partial data. Due to the space limitation, we only consider the
MSE classifier in this paper since it provides the best performance. Interested readers may refer to [35] for more details.
2) Simulation results: In this section, simulation results are presented showing the ATR performance achieved by the MSE classifier. The
classification performance based on the images reconstructed from the partial SAR data by the CS-enhanced system is compared with that
based on the images recovered by the conventional back-projection approach, quantifying the image quality improvement brought in by the
proposed scheme.
In the recognition simulation, we use images of BMP2 infantry fighting vehicles, BTR70 armored personnel carriers, and T72 tanks from
the MSTAR public target database [36]. The database contains two types of images: small images containing only one vehicle and larger
images containing only clutter. No raw data are available and the images are low-pass filtered. In order to simulate realistic raw data, we have
mixed a vehicle image with a larger clutter image. To this end, we first invert the low-pass filtering for both images (following the procedure
in [10]). The vehicle image is then superimposed to an empty region of the clutter image using cross-fading to blend the images smoothly.
A sample field image (in dB) is shown in Fig. 4 (a). Given the mixed image, raw data are simulated using the (fast) re-projection algorithm
described in section IV. The SAR data are then subsampled along the aperture, either uniformly at random or by removing a chunk of data
in the middle of the aperture (see Fig. 4 (b) and (c)). The second subsampling pattern can be interpreted as temporary interruption of data
acquisition. Sample images recovered from 25% subsampled SAR data by using the CS-enhanced system and conventional approach are
presented in Fig. 4. Given the reconstructed image, we choose the small patch containing the target (detection step) and implement ATR by
following the classification procedure described in the previous section.
We choose a set of 687 images of the BMP2, BTR70, and T72 targets at 17◦ elevation angle as the reference image set and an independent
set of 200 images at 15◦ elevation angle as the test image set. The classification decision is made for every image in the test set, and the
ATR performance is evaluated by the probability of correct classification Prcc, which is the percentage of all test targets that are correctly
recognized. Table II shows the recognition rates based on the CS-enhanced and conventional back-projection images reconstructed from full
and partial SAR raw data.
TABLE II
ATR PERFORMANCE OF DIFFERENT SCENARIOS (Prcc)
missing data pattern data amount CS-framework back-projection
full data 96.5% 95.5%
25% data 93% 85.5%
random
10% data 83% 69%
25% data 82% 64%
gap
10% data 57% 40.5%
The simulation results show that for every considered scenario, images reconstructed by the CS-enhanced system lead to better ATR
performance than that of the conventional recovered images. With randomly subsampled data, the CS-enhanced system slightly decreases
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the ATR performance when only 25% data, instead of full raw data, are known. High recognition rates can even be achieved when only a
small percentage of raw data is available (e.g., 10% data). The back-projection approach performs much worse because it suffers from strong
sidelobes as shown in Fig. 4 (e). For the gapped data scenario, the aliasing effect degrades the recognition performance of both approaches.
However the CS-enhanced system still significantly improves ATR performance compared with the back-projection method, and it can realize
good recognition performance with 25% data only.
V. CONCLUSIONS
In this paper we have shown that advanced SAR image formation frameworks, based on iterative algorithms that utilise fast (re/back)-
projection operators, are not computationally unrealistic. Since high quality reconstructions can be achieved with a small number of iterations,
the complexity of iterative techniques, when compared to standard techniques, is only increased by a constant factor. The development of
parallel implementations of the fast (re/back)-projection operators on Graphics Processing Units (GPU) has further increased the feasibility
of iterative frameworks and makes this work timely [37]. In certain imaging scenario, such as under-sampled data, iterative algorithms could
play an important role in future generations of SAR image formation processors.
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Fig. 2. Image formation using 4◦ of fully-sampled data of the Gotcha data set. (a) Standard back-projection reconstruction. (b) Fast back-projection
reconstruction. (c) Fast back-projection reconstruction with irregularly spaced projections. (d) Fast pseudo inverse reconstruction with irregularly spaced
projections.
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Fig. 3. Image formation using 4◦ of the Gotcha data set, 50% uniform randomly under-sampled in cross-range. (a) `2 regularised LS reconstruction. (b)
Mixed `1/`2 regularised LS reconstruction. (c) Mixed `1/`2 regularised LS reconstruction with phase errors. (d) Mixed `1/`2 regularised LS reconstruction
with phase errors using auto-focus.
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Fig. 4. (a) Original synthetic SAR image. The white square indicates the target area. (b) and (c) “random” and “gap” subsampling patterns respectively.
(d) and (f) CS-enhanced images reconstructed from 25% subsampled data with patterns (b) and (c) respectively (sparse coherent part only). (e) and (g)
Back-projection images reconstructed from 25% subsampled data with patterns (b) and (c) respectively. (Images are in logarithmic scale with 65 dB dynamic
range.)
