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Preface 
 
Semiconductors are a very important class of materials. 
These systems have been influential in the development of modern 
electronics, as their electronic and structural properties are useful 
in integrated circuits,1 lasers,2 solar cells,3 and other high 
performance technology.  The definitive property of a 
semiconductor is the minimum energy required to induce an 
electronic excited state.  Materials with very low or zero energies to 
undergo these transitions are classified as metallic, while other 
materials with very large transition energies are insulators.4  
Semiconductors have electronic transitions between those of 
metallic and insulating materials (e.g., 1.1 eV for silicon).5 
 
The electronic properties that lead to this defined excitation 
energy come from the formation of extended systems from 
individual atoms.  When two atoms are brought together, the 
atomic orbitals belonging to each atom interact, leading to linear 
combinations of these orbitals, subject to symmetry requirements.  
This results in bonding and anti-bonding molecular orbitals, 
formed by constructive and destructive combinations of the atomic 
orbitals.  These orbitals are traditionally occupied by the “aufbau” 
principle, which states that the orbitals with the lowest energy are 
!! vi!
occupied first.  Many electronic configurations exist, with the most 
stable being referred to as the ground state. 
 
As additional atoms are allowed to interact, more molecular 
orbitals are formed.  The additional orbitals fall into specific 
energy regions, which converge to form bands as number of atoms 
approaches infinity.  As these bands can classified by different 
types of bonding interactions of a molecular system’s electronic 
structure, the band that contains the highest lying electrons is 
typically referred to as the valence band, while the lowest energy 
band that is unoccupied is known as the conduction band.  These 
classifications hold true for insulators and semiconductors because 
of their associated band gap, or the energy required to undergo the 
lowest energy excitation from the valence band to the conduction 
band. 
 
It is convenient to describe extended systems in terms of a 
unit cell, which is the smallest possible unit in either one-, two-, or 
three-dimensional space that can describe an infinite system.  One-
dimensional systems can effectively describe an infinitely long 
polymer or a nanoribbon.  Two-dimensional units cells are typically 
used to describe surfaces of extended systems with an approximate 
thickness.  As the thickness of the unit cell is several atomic layers 
!! vii!
deep, it can approximately describe a bulk material’s surface.  
However, as the number of atomic layers used to describe a unit 
cell decreases, it is best for describing “2D” molecules, like 
graphene or graphene sheets.  Similarly, three-dimensional unit 
cells describe periodic bulk materials. 
 
Each unit cell used for calculations in molecular systems 
contains a set of atoms and a corresponding set of translation 
vectors, described in terms of real space, whose linear 
combinations periodically translate the unit cell through n-
dimensional space.  A reciprocal space can be defined for this set 
of vectors by Fourier transform to momentum space.6  This space 
can be used to define a set of molecular orbitals at point k, 
convenient for analysis of the electronic structure of a molecular 
system. 
 
A band gap associated with any semiconductor is either 
classified as a direct or indirect band gap.  If the highest energy 
point of the valence band and lowest energy point in the 
conduction band occur at the same k point in momentum space, 
then the band gap is known as a direct band gap (e.g., GaAs).  For 
any other band gap, one where the relevant points in momentum 
!! viii!
space that are involved in the electronic excitation are not equal, 
defines a semiconductor with an indirect band gap (e.g., silicon).  
 
Along with electronic properties of a semiconductor, the 
structural features at the interface of the material are also 
important, as it is important for applications in microelectronics, 
sensing, and lubrication.  The periodic surface facets can be 
described from Miller indices, which describes a plane from the 
perpendicular of a linear combination of the three spatial vectors 
of a 3-dimensional unit cell from the bulk material.  By convention, 
Miller indices are a set of n indices, corresponding to the 
dimensional space of the unit cell, which designate an integer 
multiple of each translation vector, which are summed together.  
From this vector addition, the orthogonal plane is defined, which in 
turn defines the surface. 
 
To illustrate this concept, Figure P.1 shows a primitive unit 
cell for bulk silicon.  It contains two atoms, each of which are 
covalently bonded to four atoms, one of which is an intracell atom.  
From the set of translation vectors, two important planes of silicon 
are defined by their Miller indices, the Si(111) and Si(100) planes.  
Cleaving the (111) plane leads to breaking one covalent bond from 
each silicon atom, leading to a surface that has one unpaired 
!! ix!
electron on each unsaturated atom, as shown in Figure P.2.  When a 
surface from the (100) plane is formed, two covalent bonds are 
broken on each atom, creating an energetic instability.  Geometric 
reconstruction occurs on this surface by creating surface dimers, 
which decrease the number of unpaired electrons to one per 
surface atom.  There are two different bonding models that can 
describe the surface, causing symmetric and asymmetric surface 
dimers.  Asymmetric dimers are caused by a dimer bond with ionic 
character, as the oxidized silicon atom has a larger preferred 
bonding angle than the reduced surface atom.  Symmetric dimers 
are described by a covalent bonding between the two surface 
atoms.  The reconstruction of the Si(100) surface to symmetric 
dimers is shown in Figure P.3. 
 
Figure P.1.  A primitive unit cell for bulk silicon.  The three 
translation vectors are represented by the blue, red, and green lines 
for their direction and magnitude. 
!! x!
 
Figure P.2.  A side view of the Si(111) surface.  The surface is 
truncated for clarity, as lines that extend to other atoms refer to 
covalent to nearby atoms in the material. 
 
 
Figure P.3.  A side view of the unreconstructed Si(100) surface (left) 
and reconstructed symmetric dimer surface (right). 
 
 
Many challenges still exist in computational methods for 
calculating structural and electronic properties of materials 
systems.  From the approximations that are imposed by standard 
models can lead to failures that lead to inaccurate or faulty results.  
We have identified several such deficiencies in this thesis and have 
!! xi!
proposed new computational strategies to solve them in a 
satisfactory manner. Many of these new strategies involve 
composite hybrid techniques and are described below. 
 
Computational chemistry is having a significant impact on 
the materials community.  It uses computational techniques and 
algorithms to provide tools that yield insight into the behavior of 
complex systems.  Not only does computational chemistry verify 
experimentally measured properties and behavior, but also 
provides a mechanism for predictions of new processes and 
chemical reactions not yet observed experimentally. 
 
Developments in ab initio computational chemistry that 
emphasize high accuracy using quantum mechanics have 
traditionally focused on the study of small molecules.  The steep 
scaling of accurate calculations does not permit such studies to be 
directly performed on large molecules. For example, 2nd Order 
Møller Plesset Perturbation Theory, (MP2), scales as O(N5), and 
coupled cluster theory including single and double excitations and 
perturbative triple excitations, CCSD(T), scales as O(N7), where N is 
the number of basis functions.7 This high order scaling is 
prohibitively expensive for many large chemical systems.  To 
remedy this problem, composite techniques are employed where 
!! xii!
regions of a molecular system can be truncated to reduce 
computational cost and keep only the chemically relevant 
interactions to be described with a high level of accuracy.  
 
The ONIOM methodology,8 which is based on previous 
composite techniques, the Integrated Molecular Orbital Molecular 
Mechanics (IMOMM)9 and Integrated Molecular Orbital Molecular 
Orbital (IMOMO) methods,9 is an extrapolation-based technique that 
integrates several calculations using multiple levels of theory 
(Molecular Mechanics and Quantum Mechanics based methods) to 
approach relative energies and geometries that are in agreement 
with results from calculations that would otherwise be 
prohibitively expensive. ONIOM and similar hybrid methods require 
the atoms in the molecular system to be assigned to one or more 
regions.  Each region has its own uniquely assigned computational 
method appropriate for its contribution to the overall molecular 
properties of interest.   
 
In a 2-layer ONIOM calculation, the entire system is defined 
to be the “real” system. The region of the molecule that requires 
the most rigorous analysis and is therefore adequately described 
with a “high” level of theory is classified as the “model” system.  
!! xiii!
Using this nomenclature for a two-layer ONIOM calculation, the 
energy is defined as: 
E
ONIOM 
= E
low,real 
– E
low,model 
+ E
high,model
   (3) 
The total energies derived from this method contain little meaning. 
However, ONIOM excels at describing relative energies at a high 
level of accuracy, similar to that of performing the entire molecular 
system at the high level of theory chosen in the model system. This 
reason can be clearly identified when the absolute energy of the 
real system at a high level of theory is written as: 
E
high,real 
= E
low,real 
– E
low,model 
+ E
high,model 
+ Δ   (4) 
Assuming the scalar Δ, which describes the difference between the 
total energy of the full system at the high level of theory and that 
obtained by ONIOM, is constant between any two structures, 
relative energies will be accurate due to error cancellation.8a 
Gradients are obtained in a manner similar to the energies in the 
ONIOM formalism.  
 
!!!"#!$!" = ! !!!!"!,!"#$%!" ∙ !!+ !!!!"#,!"#$!" − !!!!"#,!"#$%!" ∙ !!  (5) 
 
J is the Jacbobian required to describe how the separate regions 
couple and q is the geometrical coordinates.10  The additive nature 
of the forces makes their computations simple and appropriate for 
molecular optimization.  
!! xiv!
 
Bonds are broken at the boundary between any two regions 
in order to create model systems that can be computationally 
achievable with higher levels of theory.  If these broken bonds are 
left untreated, the newly defined but incomplete chemical 
structures will be in an electronic state and environment very 
different from the corresponding region in the full molecular 
system.  In order to overcome this deficiency in hybrid methods, 
one often employs hydrogen link atoms to saturate the broken 
covalent bonds.  The corresponding gradients associated with the 
presence of link atoms at regional boundaries are handled by the 
Jacobian, J, mentioned in the previous paragraph. 
 
While ONIOM and other methods have been developed for 
the treatment of large systems, there are many instances where 
such standard models do not perform well. For example, truncation 
of a “model” system with hydrogen atoms will be poor when the 
atom being replaced from the “full” system has a substantially 
greater electronegativity, such as the truncation of a broken Si–O 
bond in silicon dioxide with a Si–H bond. Other truncation effects 
can lead to drastic deficiencies in a model system, particularly 
when describing materials systems.   
 
!! xv!
In Chapter 1, a pseudoatom formulation for divalent silicon 
is presented which corrects a problem critical for describing Si(100) 
surface chemistry.  The hydrogen link atom treatment, described 
above for creating truncated systems, leads to a drastic failure of 
the geometries for cluster and slab calculations.  A pseudoatom 
can be used in place of hydrogen link atoms in order to describe 
truncated Si(100) systems to avoid this issue.11  The effective 
potential parameters of our pseudoatom are obtained by fitting to 
information on both Si–Si and Si–O bonds, making our pseudoatom 
transferable for different bonding situations.  We show the 
applications of the pseudoatom approach in small molecules and 
surface models, and also discuss its ability to describe 
heteroatomic bonds using multiple theoretical methods.  Similar 
pseudoatom parameters are also derived and tested for 
monovalent silicon, divalent carbon, and monovalent carbon. 
 
The accurate modeling of adsorbates on periodic surfaces at 
low coverages is computationally inefficient with current 
methodologies, typically requiring large unit cells to minimize 
unphysical intercell interactions. We propose a novel composite 
method in Chapter 2 that effectively cancels the adsorbate-
adsorbate interactions that are otherwise present in such slab 
calculations.  Our method provides a good description of the entire 
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potential energy surface, and yields geometrical relaxations at the 
low coverage limit on periodic surfaces requiring only small unit 
cells.  Simple organic adsorbates have been studied on Si(111) and 
C(111) surfaces to illustrate the applicability of this new 
computational approach. 
 
 In Chapter 3, the ability to cancel spurious interactions has 
been further explored and generalized to overcome other 
challenges in modeling molecular systems.  Other intercell 
interactions can occur when modeling materials or surface 
chemistry.  Cluster models commonly use hydrogen atoms to 
saturate dangling bonds created due to truncation.12 While this is 
adequate for many molecular systems, it is not adequate for many 
important problems involving surface chemistry where multiple 
covalent bonds to a single atom are severed between layers.  We 
explore an alternative scheme to remedy the unphysical hydrogen-
hydrogen link atom interactions that lead to catastrophic geometry 
distortions in Si(100) cluster models.  Since these overall repulsive 
interactions are spurious and derived from truncation, we attempt 
to effectively remove them from the calculation in order to 
successfully model the Si(100) cluster using standard link atom 
treatments.  A composite energy scheme is described by a set of 
well-defined fragments that can effectively cancel the unphysical 
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link atom interactions.  This hybrid potential energy can then be 
minimized with respect to the geometrical parameters, yielding 
physically realistic structures that are not adversely impacted by 
the unphysical steric interactions.   
 
Further, complex interactions between different portions of a 
large molecule can be difficult to analyze and understand through 
traditional electronic structure calculations.  The physical 
consequences of each individual pairwise interaction that is 
contained inside a molecule cannot be quantified in a 
straightforward fashion with standard methods.  By creating a set 
of molecular fragments, a novel composite energy method is 
proposed that can explore changes in a molecule caused by 
removing selected nonbonded interactions between different 
portions of a molecule.  Energies and forces are easily obtained 
with this composite approach, allowing geometry optimizations 
that lead to chemically meaningful structures that describe how the 
omitted interactions contribute to the local geometrical minima. We 
illustrate the application of our new hybrid scheme by computing 
the influence of intramolecular hydrogen bonding interactions in 
two small molecules, 1,6-(g+G+TG+g+)-hexanediol and cis-1,4-
cyclohexanediol. The resulting structural changes show some novel 
aspects that are interpreted to yield key physical insights. We 
!! xviii!
demonstrate that the composite method can be extended to larger 
molecular systems by showing its application on a Si(100) surface 
model containing interactions between dissociated ammonia on 
adjacent surface dimers.  The method is robust and should be 
applicable for other large molecular studies, such as those in 
materials systems and biomolecules. 
 
In Chapter 4, computational methods used to predict and 
identify x-ray photoelectron spectroscopy (XPS) are described.  The 
spectra obtained are useful for the characterization of molecules 
and bulk material for chemical composition and bonding 
environments.13  Because of the complex processes that occur 
during ionization of a system, calculation and assignment of peaks 
can be formidable. Therefore it is important to calculate 
spectroscopic features in an accurate but computationally tractable 
manner.  Findings from these investigations are reported. 
 
 Further developments in each of these areas are reported in 
the prospectus, following the chapters of the main text.  Current 
progress has been developed to solve further related problems in 
this field.  Preliminary explorations and methods are reported to 
address future topics that are relevant to emerging techniques in 
modeling materials systems. 
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Benjamin Gamoke 
NEW COMPUTATIONAL METHODS AND ALGORITHMS FOR 
SEMICONDUCTOR SCIENCE AND NANOTECHNOLOGY 
The design and implementation of sophisticated computational 
methods and algorithms are critical to solve problems in 
nanotechnology and semiconductor science. Two key methods will 
be described to overcome challenges in contemporary surface 
science. The first method will focus on accurately cancelling 
interactions in a molecular system, such as modeling adsorbates on 
periodic surfaces at low coverages, a problem for which current 
methodologies are computationally inefficient.  The second 
method pertains to the accurate calculation of core-ionization 
energies through X-ray photoelectron spectroscopy. The 
development can provide assignment of peaks in X-ray 
photoelectron spectra, which can determine the chemical 
composition and bonding environment of surface species. Finally, 
illustrative surface-adsorbate and gas-phase studies using the 
developed methods will also be featured. 
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Chapter One   
Divalent Pseudoatoms for Modeling Si(100) Surfaces 
 
1.1. Introduction 
 
Developments in computational chemistry that emphasize 
high accuracy using quantum mechanical methods have mostly 
focused on smaller molecular systems, where the number of atoms 
is constrained by current computational resources and technology. 
Molecular mechanics, using various force fields,1 or semi-empirical 
methods such as AM12 or PM6,3 have been methods of choice for 
large molecular systems because of their favorable scaling with the 
number of atoms in the molecule.  However, recent developments 
have made it possible to apply ab initio methods for large systems 
while avoiding the scaling issues that occur even with relatively 
efficient DFT methods.  These developments include hybrid 
methods such as QM/QM,4 QM/MM,5 and in general, ONIOM6 hybrid 
methods.  These procedures require the molecular system to be 
split into at least two different regions, each region having its own 
uniquely assigned computational method appropriate for its 
contribution to the overall molecular properties.  Typically, regions 
where bonds are being created or broken are modeled with a more 
rigorous ab initio method, with the rest of the molecule being 
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treated with an approximate, but computationally efficient model.  
Essentially, such hybrid methods make use of the fact that 
interesting chemistry typically occurs locally.6a, 7  
 
Bonds have to be frequently broken at the boundary between 
any two regions in order to create model systems that can be 
computationally achievable with higher levels of theory.  If these 
broken bonds are left untreated, the newly defined, but valence-
incomplete, chemical structures will be in an electronic state and 
environment very different from the corresponding region in the 
complete system.  In order to overcome this deficiency in hybrid 
methods, one often employs hydrogen link atoms to saturate the 
broken covalent bonds. In some cases, replacement of an atom with 
a hydrogen link atom may be an appropriate approximation. For 
example, replacement of a covalent C–C single bond in a 
biomolecule with a covalent C–H bond may be appropriate. 
However, in many other applications, the truncation of a molecular 
system with a hydrogen atom can lead to errors because of 
differences in electron density between the real system and the 
model system.  For example, the replacement of a Si–O bond in α-
quartz with a Si–H bond may not be appropriate due to the large 
electronegativity difference between O and H. Special treatment 
must be also be utilized to account for bond length differences, as 
 3 
a hydrogen link atom will have a different bond length in the 
model system than the real atom in the full system. In hybrid 
methods, this leads to extra complications with geometry 
optimizations that must be accounted for.6c 
 
There is an additional complication from link atom 
terminations that occurs in many materials systems, particularly 
for Group IV semiconductors such as silicon or germanium. This 
can be illustrated using a simple example - the modeling a Si(100) 
reconstruction with either cluster or periodic boundary condition 
(PBC) calculations. For any two dimensional PBC model of the 
Si(100) surface reconstruction and most Si(100) cluster models, 
truncation of the system leads to two different covalent bonds 
being broken to the same truncated atom.  Using hydrogen atoms 
for truncation results in two different hydrogen link atoms that 
represent the same truncated atom, resulting in two atoms being in 
very close proximity to each other leading to artificial 
intramolecular H···H interactions. The repulsive forces from these 
intramolecular interactions cause a buckling on the truncated 
Si(100) surface and ultimately leads to a failure to produce an 
accurate model of this common semiconductor. 
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Improvements to the traditional link atom approach have 
been proposed in the computational chemistry literature.  These 
methods include hybrid orbital approaches5b, 8 where localized 
orbitals are defined from a series of ab initio calculations on small 
test molecules, and later frozen for use at the boundary of a 
QM/MM calculation.  While accurate, they require projection 
operators and/or parameterization for each specific application.  
Other methods have been proposed that take an approach similar 
to the use of hydrogen link atoms, but where effective potentials 
and/or basis set parameters are fitted to reintroduce electronic 
effects from portions of the real system that were lost from 
truncation9 These methods are simple to implement because the 
infrastructure is already available in most ab initio software 
packages.  However, these methods have only been used for 
designing monovalent link atoms in truncation of molecular 
systems.  A new method for designing and parameterizing a robust 
divalent link atom is proposed in this work, along with results 
displaying their effectiveness for use in ab initio calculations.      
 
1.2. Background 
 
 Hybrid orbital5b and parameterized design-atom9a, 9d, 9e, 9g, 10 
approaches have been suggested as methods for removing the 
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truncation errors with hybrid methods such as ONIOM.  These 
methods, however, have only been introduced for use in capping 
single covalent bonds (vide supra).  Rivail’s local self consistent 
field (LSCF) method,11 Gao’s generalized hybrid orbital method,8a 
and Friesner’s frozen orbital method8b, 12 all belong to the category 
of frozen orbital methods. These methods are typically 
implemented for semiemperical or ab initio HF calculations but can 
be adapted for other techniques.  It has been shown that the use of 
hybrid orbitals leads to a satisfactory description of the boundary 
region, though they require significant theoretical formulation and 
code development.  These methods also require additional 
parameter fitting that may be system-dependent.  However, the 
more common approach has been to truncate the system in a 
hybrid method with the use of custom atoms that have similar 
properties to the molecular region lost due to truncation of the 
model system. These methods include the pseudobond method of 
Zhang et al,9a, 10a, 10b, 10j quantum capping potential (QCP) of DiLabio 
and co-workers,9g, 10e, 10f effective group potential (EGP) method of 
Poteau et al,9e, 10i and the pseudoatom approach of Taylor et al.9d  
The desired properties are obtained by defining new parameters 
for basis sets and/or effective core potentials (ECP).  The quantum 
capping potential (QCP) proposed by DiLabio uses a carefully 
modified ECP by adding shielding and Pauli potentials to a link 
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atom to create improvements to the hydrogen link atom treatment.  
Shielding terms are defined as additional terms appended to the 
standard ECP at the highest angular momentum, which create 
attractive electronic terms to attempt to bring valence electron 
density inside the core of the QCP.  Pauli potentials are the 
additional ECP terms added to electrons of angular momenta lower 
than the maximum angular momentum that attempt to bring 
electronically repulsive forces between the link atom and its 
bonded neighbor.  For the definition of the QCP, four different sets 
of parameters were proposed, each with increasing complexity in 
order to improve its robustness.  In the pseudobond method, 
Zhang et al. parameterized an effective core potential for use to 
replace a methyl group.  The ECP consists of a set of shielding and 
Pauli terms. The custom-defined methyl pseudobond is designed 
for use with the fluorine 3-21G and 6-31G* basis sets. Further 
developments have led to the optimization of custom STO-2G basis 
sets along with their ECP potentials in order to obtain better 
performance across multiple types of C−C and C−N bonds.10d, 10j  
Wang and Truhlar proposed a method for obtaining link atoms that 
attempts to reproduce charge transfer to a custom designed link 
atom called the balanced redistributed charge scheme.9b, 9c Fluorine 
atoms are employed as link atoms, but the core electrons are 
replaced with the CRENBL ECP and the same basis set as the rest of 
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the quantum region in the QM/MM calculation.  Only two 
parameters are added to the ECP as a shielding term, one exponent 
and one coefficient.  The exponent value is set to 1 bohr and the 
coefficient is optimized to recreate the charges of the non-
truncated system but in the presence of MM charges.  Our divalent 
pseudoatom is based upon such previous approaches and fitted to 
obtain results within a target accuracy in electronic structure 
calculations. 
 
1.3. Method 
 
The analytical form of the nonrelativistic angular 
momentum-dependent effective core potential9e is written as 
 !!"#$ ! = !!!"#$ ! + !!!"#$ ! − !!!"#$ ! !" !"!!!!!!!!!!!!  (1.1) 
 
where 
 
!!!"#$ ! = ! !!,!!!!!,!!!!!!!!  (1.2) 
 
and 
 
!!!"#$ ! − !!!"#$ ! = ! !!,!!!!!,!!!!!!!! , ! = 0,… , (! − 1) (1.3) 
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In Equations (1.1)-(1.3), L is the maximum l beyond which there is 
little difference in the corresponding effective potentials.  For 
example, L=2 is usually sufficient for silicon though sometimes L=3 
is used.  ξ and d are parameters, exponent and coefficient, 
respectively, and n = 0, 1, or 2.  The summation over k is typically 
restricted to l-3 terms.  As a replacement of the core electrons of an 
atom, VCore  must ideally satisfy the following conditions: 
 
(1) The pseudo-orbitals must be shape-consistent with the 
corresponding all-electron valence orbitals; 
(2) VCore reproduces the Coulomb and exchange terms coming 
from the interactions between the core and valence 
electrons in the all-electron operator; 
(3) VCore corrects for the missing nuclear charge due to the loss 
of the core electrons; and 
(4) For l < L, VCore must include Pauli repulsion to prevent 
collapse of the valence orbitals onto the core. 
 
 By adding an additional shielding term (one exponent and 
coefficient) to the highest angular momentum and two Pauli 
repulsion (two sets of exponent and coefficient pairs) terms to the 
two lowest angular momentum correction terms to the ECP, bond 
angles can be sufficiently represented by controlling the amount of 
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p character in the pseudoatom’s bonding orbitals.  If the Pauli term 
is added under the s projection (the S−F term), the percentage of s 
character in the bonding orbitals increases when the exponent (ζ) is 
increased.  This trend has been shown using a solid line in the 
lower box of Figure 1.1.  The attractive shielding terms are 
appended to an existing ECP in an attempt to move electron density 
from valence electrons towards the core of the pseudoatom.  The 
repulsive Pauli terms are included to create a potential that repels 
bonded atom neighbors, which in turn adjusts the bond lengths 
and Mulliken charges of the pseudoatom.  DiLabio used a small 
exponent (ζ=0.539) for the shielding potential to design the silicon 
QCP.10f  This was done to minimize the effect of the potential at the 
Si–Si bond distance, which is roughly 2.35 Å.  A similar approach is 
followed here to determine the exponent of the shielding potential.   
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Figure 1.1.  Effect of Pauli potentials on the pseudoatom. The 
change in Pauli coefficient (horizontal axis) affects the 
hybridization of pseudoatom bonding orbitals as well as the bond 
angles. The change may take place under S–F projection (solid line) 
or P–F projection (dashed line). 
 
 
 Different methods can be used for determining optimal 
parameters for use in a designed pseudopotential.  Taylor and co-
workers9d utilized Equation 1.4 for designing effective core 
potentials of –OCH
3
 and –OCH
2
CH
3
 groups.  In their work, bond 
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lengths, bond angles, and dihedral angles were used to fit the ECP 
parameters where ω
i
 is a weighing factor and the s
i
 terms are 
different internal coordinates (bonds, angles, dihedrals).  
Pseudobond formalisms10d, 10j have used other fitting parameters. 
ESP charges, gradient norm error, and bond dissociation energies 
were chosen in these methodologies. 
 ! = !!(!!!"#$%&'( − !!!"##)!  (1.4) 
 
In order to develop robust pseudoatoms, designing a method 
which optimizes ECP parameters that return acceptable results is 
essential for applications on Si(100) structures where the 
pseudoatoms are positioned at the boundary of a Si(100) slab or 
cluster.  The ECP parameters, when used with an appropriate basis 
set and ECP13 must yield physically meaningful parameters that 
emulate those from the full system.  We have developed a 
procedure for finding a set of parameters that correspond to a 
minimum with respect to errors from full calculations on the 
reference molecules trisilane and disilanol at the B3LYP/6-31G* and 
M06-2X/6-31G* levels of theory.14  
 
Using the intial SDD ECP parameters, bond distances, bond 
angles, and Mulliken charges of the reference molecules are used to 
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derive modified ECP parameters via least squares fitting (vide 
infra).  The use of bond distances, bond angles, and Mulliken 
charges, similar to the work of Taylor9d is sufficient in our study to 
obtain good performance for our divalent pseudoatom for its use 
in Si(100) cluster and slab models. The newly defined ECP 
parameters for each pseudoatom are used in conjunction with 
sulfur atoms to represent the divalent silicon pseudoatoms.  Sulfur 
atoms were used because they conserve the total number of 
electrons in the pseudoatom system and have similar bonding to 
the fragments they are replacing. In our approach, we attempted to 
create more flexibility across different bonding environments by 
utilizing reference molecules that have polar Si–O bonds in 
combination with Si–Si covalent bonds. Specifically, for the 
development of silicon divalent pseudoatom, we utilized trisilane 
and disilanol as reference molecules.  Our goal is to derive 
parameters that yield errors that are typical for standard ab initio 
calculations: 0.02 to 0.04 Å for bond lengths, 2° to 5° for bond 
angles, and 0.1 atomic charge for atomic Mulliken population 
analysis. 
 
The new set of parameters were optimized using the 
Levenberg-Marquardt linear least squares minimization method 
implemented in the Octave Optim package.15 The objective function 
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! is defined in Equation 1.5, where s
i
 represents bond lengths, bond 
angles, and Mulliken charges in the reference molecules with and 
without the pseudoatom.  Similar to Equation 1.4, the weighting 
factor ω
i
 is defined as 1.0 for each parameter. 
 ! = ! !! !!!"#$%& − !!!"## !!  (1.5) 
 
 The generated pseudopotentials for the pseudoatom were 
tested for their robustness in various bonding environments so 
they can be used with confidence in truncated Si(100) models.  Test 
sets containing different heteroatomic bonds involving atoms with 
weak and strong electronegativities and various amounts of ionic 
character were selected by substitution with functional groups 
such as, Cl, OH, NH
2
.   In addition, multiple levels of theory, MP2,16 
B3LYP,14a-c M06-2X,17  PBE,18 M06-L,19 and BLYP14a-c, 20 were used to 
determine the applicability of the newly designed pseudoatom 
across a wide spectrum of methods.  
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1.4. Computational Details 
 
All geometry optimizations were performed with the 
Gaussian 09 package of programs.21  The SDD pseudopotential13, 22 
was employed and modified with additional terms for F–up, S–F, 
and P–F potentials as shown in Table 1.1.  The 6-31G(d) basis set14d-f 
was employed uniformly, though all Si pseudoatoms and their full 
equivalents were treated with 5 pure d-functions (instead of 6 
second-order Gaussians as in the standard basis set).  The 
pseudoatom itself uses the polarized split-valence type basis set 
associated with the silicon SDD pseudopotentials along with a set 
of d-functions with an exponent value of 0.45.14d, 22  All atomic 
charges were derived using Mulliken population analysis.23  
 
Type n ζ d 
F–up 1 0.284224125 −0.159861722 
S–F 2 0.295958462 1.480140911 
P–F 2 3.569024533 38.848232626 
 
Table 1.1.  The ECP parameters for the silicon divalent pseudoatom. 
 
1.5. Results 
 
 Test results for the trisilane  (1a) and divalent pseudoatom 
substituted molecule (1b)  are listed in Table 1.2.  Bond length, 
bond angles, and Mulliken charges are computed for the full 
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molecule as well as for the molecule using the divalent 
pseudoatom.  The difference in the Si–Si bond length between the 
full and pseudoatom equivalent of trisilane is 0.001 Å and the 
difference in the Si–Si*–Si angle is 1.1º with the B3LYP functional. 
Thus we can see that our pseudoatom successfully reproduces the 
structural parameters of the trisilane molecule.  Since the 
pseudoatom replaces the SiH
2
 group in trisilane, we have compared 
the charge on the pseudoatom with the total charge of the SiH
2 
fragment.  Results shown in Table 1.2 reveal that the charges on 
different atomic centers in the model system are in very close 
agreement with the reference system, with differences less than 
0.03 electrons.  Similar performance is noted when using the M06-
2X and MP2 levels of theory with the 6-31G(d) basis set.  
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DFT System Si−Si* Si−Si*−Si Si*−Si−H q(Si) q(Si*) 
B3LYP 1a 2.354 112.9 110.9 0.177 −0.038 
 1b 2.353 114.0 108.9 0.147 −0.029 
M06-2X 1a 2.336 110.5 111.4 0.184 −0.055 
 1b 2.351 112.1 109.1 0.143 −0.015 
MP2 1a 2.342 112.1 110.9 0.417 −0.065 
 1b 2.343 108.4 108.6 0.445 −0.167 
 
 
Table 1.2. Computed bond lengths (Å), bond angles (°) and atomic 
Mulliken charges (e) of trisilane (1a) and SiH
3
−Si*−SiH
3
 (1b) in Figure 
1.2 using various methods and 6-31G(d) basis set.  For MP2, the 
Mulliken charges were performed at the HF level of theory.  Here, 
Si* represents a divalent pseudoatom. 
 
While the pseudoatom reproduces bond lengths, bond 
angles, and charges, of trisilane reasonably well, we have also 
tested its performance when the pseudoatom is used in disilanol 
with B3LYP, M06-2X, and MP2.  The results of the full atom 
calculations (2a) and the equivalent pseudoatom calculations (2b) 
are shown in Table 1.3.  Bond lengths for Si–Si bonds across B3LYP, 
M06-2X, and MP2 all have errors less than 0.015 Å.  While the 
performance with the DFT functionals for more polar Si–O bonds is 
very good (0.011 Å and 0.016 Å for B3LYP and M06-2X, 
respectively), MP2 leads to a slightly higher error of 0.033 Å.  Bond 
angles in disilanol are described well with our divalent 
pseudoatom, with errors across all levels of theory being less than 
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3.0º.  Atomic charges are also in good agreement, particularly with 
the two density functionals we have selected, as errors are 
minimized to high accuracy. 
 
We have analyzed the usefulness of the silicon divalent 
pseudoatom by testing its performance on molecules with various 
heteronuclear bonds.  The molecules are constructed by replacing 
the terminal SiH
3
 group in tetrasilane and trisilane with different 
simple functional groups. These molecules are listed in Tables 1.4 
and 1.5. This testing procedure measures the transferability of the 
pseudoatom across different chemical environments. Overall, the 
pseudoatom performs very well across the test sets, as compared 
to full atom systems with similar conformations.  Table 1.4 shows 
the results for replacing SiH
3
–SiH
2
–SiH
2
–X with SiH
3
–Si*–SiH
2
–X. In 
this case, the mean absolute deviation (MAD) for different bond 
lengths, bond angles, and Mulliken charges with the B3LYP 
functional for these molecules are well within our ideal errors 
discussed above, as our mean absolute deviations of the bond 
lengths, bond angles, and Mulliken charges are 0.007 Å, 1.6º, and 
0.029 e. This implies that the pseudoatom can be used in different 
systems with confidence that performance of the atom will behave 
as expected. The largest unsigned error is also reported.  It occurs 
for the bond angle involving the electronegative Cl atom.   
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X Bond AE Si* Diff 
CH
3
 
 
Si−Si* 2.355 2.351 0.004 
Si*− Si1 2.358 2.365 −0.007 
Si1−C 1.897 1.887 0.010 
    
NH
2
 
 
Si−Si* 2.354 2.349 0.005 
Si*− Si1 2.369 2.384 −0.015 
Si1−N 1.745 1.733 0.012 
    
OH 
 
Si−Si* 2.353 2.355 −0.002 
Si*− Si1 2.348 2.341 0.007 
Si1−O 1.677 1.669 0.008 
    
SiH
3
 
 
Si−Si* 2.354 2.352 0.002 
Si*− Si1 2.358 2.354 0.004 
Si1−Si 2.354 2.354 0.000 
    
PH
2 
 
Si−Si* 2.354 2.355 −0.001 
Si*− Si1 2.357 2.353 0.004 
Si1−P 2.287 2.283 0.004 
    
SH 
 
Si−Si* 2.354 2.358 −0.004 
Si*− Si1 2.354 2.340 0.014 
Si1−S 2.174 2.169 0.005 
    
Cl Si−Si* 2.354 2.360 −0.006 
Si*− Si1 2.353 2.337 0.016 
Si1−Cl 2.095 2.086 0.009 
    
   MAD 0.007 
   MAX 0.016 
 
Table 1.4.  Computed bond lengths (Å) of SiH
3
−SiH
2
−Si1H
2
X (AE) and 
SiH
3
−Si*−Si1H
2
X (Si*) at the B3LYP/6-31G(d) level.  Here, X represents 
eight different groups (see the table).  Si* represents a divalent 
pseudo-silicon atom.  MAD and MAX are mean absolute deviation 
and maximum deviation, respectively. 
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X Angle AE Si* Diff 
CH
3
 
 
Si−Si*− Si1 113.4 114.4 −1.0 
Si*− Si1−C 112.6 113.1 −0.5 
    
NH
2
 
 
Si−Si*− Si1 112.7 113.8 −1.1 
Si*− Si1−N 116.9 118.7 −1.8 
    
OH 
 
Si−Si*− Si1 111.3 112.8 −1.5 
Si*− Si1−O 105.9 108.0 −2.1 
    
SiH
3
 
 
Si−Si*− Si1 113.0 115.0 −2.0 
Si*− Si1−Si 113.0 110.7 2.3 
    
PH
2 
 
Si−Si*− Si1 113.6 114.0 −0.4 
Si*− Si1−P 110.7 111.5 −0.8 
    
SH 
 
Si−Si*− Si1 113.6 113.4 0.2 
Si*− Si1−S 107.7 108.9 −1.2 
    
Cl Si−Si*− Si1 113.3 108.2 5.1 
Si*− Si1−Cl 110.3 113.3 −3.0 
    
   MAD 1.6 
   MAX 5.1 
 
Table 1.5.  Computed bond angles (°) of SiH
3
−SiH
2
−Si1H
2
X (AE) and 
SiH
3
−Si*−Si1H
2
X (Si*) at the B3LYP/6-31G(d) level.  Here, X represents 
eight different groups (see the table).  Si* represents a divalent 
pseudo-silicon atom.  MAD and MAX are mean absolute deviation 
and maximum deviation, respectively. 
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X Charge AE Si* Diff 
CH
3
 q(Si*) −0.060 −0.041 −0.019 
q(Si1) 0.330 0.273 0.057 
    
NH
2
 q(Si*) −0.102 −0.072 −0.030 
q(Si1) 0.456 0.377 0.079 
q(N) −0.855 −0.842 −0.013 
    
OH q(Si*) −0.083 −0.051 −0.032 
q(Si1) 0.546 0.477 0.069 
q(O) −0.723 −0.709 −0.014 
    
SiH
3
 q(Si*) −0.021 −0.015 −0.006 
q(Si1) 0.073 0.039 0.034 
q(Si) 0.175 0.191 −0.016 
    
PH
2 
q(Si*) −0.024 −0.015 −0.009 
q(Si1) 0.165 0.121 0.044 
q(P) −0.131 −0.120 −0.011 
    
SH q(Si*) −0.021 −0.008 −0.013 
q(Si1) 0.252 0.200 0.052 
q(S) −0.290 −0.268 −0.022 
    
Cl q(Si*) −0.030 −0.036 0.006 
q(Si1) 0.346 0.290 0.056 
q(Cl) −0.273 −0.251 −0.022 
    
   MAD 0.029 
   MAX 0.079 
 
Table 1.6.  Computed atomic Mulliken charges (e) of 
SiH
3
−SiH
2
−Si1H
2
X (AE) and SiH
3
−Si*−Si1H
2
X (Si*) at the B3LYP/6-
31G(d) level.  Here, X represents eight different groups (see the 
table).  Si* represents a divalent pseudo-silicon atom.  MAD and 
MAX are mean absolute deviation and maximum deviation, 
respectively. 
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Table 1.5 presents the performance for replacing SiH
3
–SiH
2
–X 
with SiH
3
–Si*–X, i.e., where the divalent pseudoatoms are directly 
bonding to heteroatoms. The results contain larger errors, but that 
is to be expected because the pseudoatom has to create bonds for a 
much more diverse set of chemical environments.  Mean absolute 
deviations of bond lengths, bond angles, and Mulliken charges are 
0.012 Å, 3.0º, and 0.045e, with maximum deviations of 0.047 Å, 
6.7º, and 0.128e.  The largest bond length error occurs for the Si*–C 
bond.  The largest angle error occurs for Si–Si*–N.  The largest error 
in the atomic charge occurs for X=Cl. Overall, the results are 
acceptable even in such heteroatomic bonds, though larger errors 
occur in a few cases. 
 
We have mentioned earlier that one of our primary goals is to 
apply pseudoatoms to solid-state calculations using periodic 
boundary conditions (PBC).  Since PBC calculations with hybrid 
functionals such as B3LYP are prohibitively expensive, we test how 
the pseudoatom performs with the BLYP, PBE, and M06-L 
functionals.   Structures considered to represent the H-terminated 
2×1 reconstructed Si(100) surface are shown in Figure 1.2.  Table 
1.6 contains geometrical parameters for optimized structures of 
periodic silicon surfaces.  The surface slab contains one Si–Si dimer 
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per unit cell terminated with hydrogen atoms.  However, using this 
simple model, a significant problem arises from the capping 
hydrogen atoms in the lowest layer of the cluster model.  The 
errors originate from the same silicon atom being replaced by two 
different H-atoms. Such pairs of hydrogen atoms point towards 
each other in the lowest layer of the slab model, resulting in 
neighboring hydrogen atoms being closer than the sum of their van 
der Waals radii.  As a result, the ideal, symmetric structure is an 
unstable saddle point.  This leads to an optimized structure 
yielding a completely unphysical geometry is shown in Figure 1.2.  
While the structure of the surface Si–Si dimers on the top layer are 
reproduced fairly well, significant rearrangement of the capping 
hydrogen atoms are observed in the bottom layers.  The capping 
hydrogen atoms pucker to minimize the repulsive interatomic 
interactions.  Thus, H-capping can cause serious problems for 
optimizations of the periodic Si(100) surfaces.  If the truncation is 
extended one more layer, the same problem appears in the 
perpendicular direction, and thus is unavoidable.  To circumvent 
this problem, most periodic calculations use dimerized surface 
layers at the top and bottom, requiring a fairly large number of 
intermediate layers to dampen the strain field.   
 
 24 
 
Figure 1.2.  Two dimensional PBC optimizations of cluster models 
representing the hydrogen terminated Si(100) surface.  Unphysical 
distorted structures are obtained from hydrogen link atom 
truncation in (a) and (b).  A physically reasonable symmetric 
structure is obtained when divalent pseudoatoms are used for 
capping, as shown in (c) and (d). The perspective of (a) and (c) 
displays the unit cells from along the surface dimer.  The unit cells 
shown are shown directly towards the direction of the dimer in (b) 
and (d). 
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X Bond AE Si* Diff 
CH
3
 Si−Si* 2.353 2.337 0.016 
Si*−C 1.897 1.944 −0.047 
    
NH
2
 Si−Si* 2.364 2.341 0.023 
Si*−N 1.747 1.736 0.011 
    
OH Si−Si* 2.344 2.333 0.011 
Si*−O 1.675 1.686 −0.011 
    
SiH
3
 Si−Si* 2.354 2.353 0.001 
    
PH
2 
Si−Si* 2.351 2.351 0.000 
Si*−P 2.306 2.286 0.020 
    
SH Si−Si* 2.350 2.350 0.000 
Si*−S 2.173 2.159 0.014 
    
Cl Si−Si* 2.350 2.343 0.007 
Si*−Cl 2.093 2.094 −0.001 
    
   MAD 0.012 
   MAX 0.047 
 
Table 1.7.  Computed bond lengths (Å) of SiH
3
−SiH
2
−X (AE) and 
SiH
3
−Si*−X (Si*) at the B3LYP/6-31G(d) level.  Here, X represents 
eight different groups (see the table).  Si* represents a divalent 
pseudo-silicon atom.  MAD and MAX are mean absolute deviation 
and maximum deviation, respectively. 
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X Angle AE Si* Diff 
CH
3
 Si−Si*−C 112.5 108.7 3.8 
Si*−C−H 110.6 109.5 1.1 
    
NH
2
 Si−Si*−N 117.0 110.3 6.7 
Si*−N−H 118.1 123.7 −5.6 
    
OH Si−Si*−O 107.3 109.7 −2.4 
Si*−O−H 116.2 117.6 −1.4 
    
SiH
3
 Si−Si*−Si 112.9 114.0 −1.1 
Si*−Si−H 110.9 108.9 2.0 
    
PH
2 
Si−Si*−P 110.7 107.8 2.9 
Si*−P−H 95.0 99.6 −4.6 
    
SH Si−Si*−S 107.7 111.2 −3.5 
Si*−S−H 96.7 101.0 −4.3 
    
Cl Si−Si*−Cl 110.2 110.0 0.2 
     
   MAD 3.0 
   MAX 6.7 
 
Table 1.8.  Computed bond angles (°) of SiH
3
−SiH
2
−X (AE) and 
SiH
3
−Si*−X (Si*) at the B3LYP/6-31G(d) level.  Here, X represents 
eight different groups (see the table).  Si* represents a divalent 
pseudo-silicon atom.  MAD and MAX are mean absolute deviation 
and maximum deviation, respectively. 
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X Charge AE Si* Diff 
CH
3
 q(Si*) 0.176 0.148 0.028 
q(Si) 0.136 0.103 0.033 
q(C) −0.655 −0.710 0.055 
    
NH
2
 q(Si*)  0.291 0.240 0.051 
q(Si) 0.093 0.080 0.013 
q(N) −0.854 −0.878 0.024 
    
OH q(Si*) 0.370 0.329 0.041 
q(Si) 0.123 0.081 0.042 
q(O) −0.722 −0.721 −0.001 
    
SiH
3
 q(Si*) −0.038 −0.029 −0.009 
q(Si) 0.177 0.147 0.030 
    
PH
2 
q(Si*) 0.059 0.012 0.047 
q(Si) 0.183 0.139 0.044 
q(P) −0.147 −0.115 −0.032 
    
SH q(Si*) 0.137 0.074 0.063 
q(Si) 0.176 0.133 0.043 
q(S) −0.288 −0.207 −0.081 
    
Cl q(Si*) 0.238 0.131 0.107 
 q(Si) 0.170 0.133 0.037 
 q(Cl) −0.271 −0.143 −0.128 
     
   MAD 0.045 
   MAX 0.128 
 
Table 1.9.  Computed atomic Mulliken charges (e) of SiH
3
−SiH
2
−X 
(AE) and SiH
3
−Si*−X (Si*) at the B3LYP/6-31G(d) level.  Here, X 
represents eight different groups (see the table).  Si* represents a 
divalent pseudo-silicon atom.  MAD and MAX are mean absolute 
deviation and maximum deviation, respectively. 
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As an alternative, divalent pseudoatoms can be used to 
replace the SiH
2
 groups at the bottom of the surface unit cell.  PBC 
optimization then leads to a regular surface structure, shown in 
Figure 1.2.  The geometric parameters listed in Table 1.6 for the 
three chosen functionals suggest these models are appropriate for 
use with our divalent psuedoatoms.  This is a unique example that 
shows how a divalent pseudoatom adequately solves an important 
problem involving PBC optimization of the Si(100) surface. 
 
Silicon clusters of the Si(100) surface were also truncated to 
determine the divalent pseudoatom’s performance with B3LYP for 
larger molecular systems.  We start with a Si
62
H
52
 cluster model 
containing 6 Si–Si dimers (Figure 1.3, top) that is 7 layers deep to 
avoid the unphysical interactions between hydrogen atoms. We 
have used pseudoatoms to truncate the cluster at the 4th atomic 
layer (Figure 1.3, bottom).  The dimers on the surface of the Si(100) 
cluster are insensitive to the truncation employing our divalent 
pseudoatom, as the dimer bond lengths, dimer Si–H bond lengths, 
and Si–Si–H bond angles have changed very little compared to the 
complete Si
62
H
52 
cluster.  This makes the cluster suitable for 
molecular truncation of clusters, as the geometrical parameters are 
described well for use with surface reactivity studies, while being 
computationally efficient.  The number of basis functions is 
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decreased by 315 basis functions from using divalent pseudoatoms 
in the 4th atomic layer of the cluster. 
 
 
 
Figure 1.3.  Hydrogen terminated Si(100) surface clusters 
containing six Si−Si dimers.  The stoichiometry of the full cluster is 
Si
62
H
52
.  3(a) and 3(b) depict the full cluster and truncated cluster at 
the 4th layer, respectively, at the B3LYP/6-31G(d) level of theory. 
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Parameter Si-Si 
Dimer 
1st-2nd 
Layer Si-Si 
2nd-3rd 
Layer Si-Si 
BLYP Si* 
Truncated 
2.445 2.407 2.393 
BLYP H 
Truncated 
2.447 2.412 2.393 
Absolute 
Deviation 
0.002 0.005 0.000 
    
M06-L Si* 
Truncated 
2.394 2.354 2.342 
M06-L H 
Truncated 
2.396 2.359 2.342 
Absolute 
Deviation 
0.002 0.005 0.000 
    
PBE Si* 
Truncated 
2.419 2.379 2.370 
PBE H 
Truncated 
2.419 2.384 2.369 
Absolute 
Deviation 
0.000 0.005 0.001 
 
Table 1.10. Computed bond lengths (Å) of 7-layer Si(100) slabs 
using BLYP, M06-L, and PBE with the 6-31G(d) basis set.  Here, Si* 
represents a divalent pseudoatom. 
 
 
To demonstrate that the divalent pseudoatom is robust for 
truncation of cluster and does not affect chemical processes on the 
surfaces of Si clusters, reactivity studies were performed on Si* 
 31 
truncated clusters. We have studied two small adsorbate reactions, 
dissociation of water, and hydrogenation of a surface dimer, on 
Si
9
H
12
 clusters, and with an equivalent Si* truncated cluster where 
the divalent pseudoatom is attached to the 3rd atomic layer.  The 
first reaction on this cluster model is the dissociation of water24 
using B3LYP/6-31G(d).  In Figures 1.4 and 1.5, the reaction energy 
profile and the individual structures and energies along the 
reaction pathway are shown.  There are negligible differences in the 
transition state barrier height (0.1 kcal/mol) and relative energies 
of the products (0.6 kcal/mol).  Overall, negligible changes occurred 
to the geometries and energies of reaction pathways compared to 
the standard Si
9
H
12
 cluster model with the same model chemistry.  
 
Figure 1.4.  The reaction energy profile for dissociation of water on 
a Si
9
H
12
 cluster and equivalent pseudoatom truncated cluster. 
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Figure 1.5.  The full atom structures, pseudoatom structures and 
relative energies corresponding to the water dissociation pathway 
presented in Figure 1.6.  
 
The second reaction studied is the hydrogenation of the 
silicon dimer by molecular hydrogen25 and subsequent 
monohydride and dihydride species formation on the Si
9
H
12
 cluster 
using B3LYP/6-31G(d).  The relative energies in the reaction 
pathway are shown in Figure 1.6.  In Figure 1.7, the structures and 
relative energies of the reactants, transition states, and products 
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are reported.  All relative energy differences between the two 
cluster models were within 1.4 kcal/mol.  The structural 
parameters and energies are in agreement between the standard 
Si
9
H
12
 model and the truncated pseudoatom model with the same 
model chemistry, despite the breaking of the dimer Si−Si bond 
during the dihydride formation. 
 
 
Figure 1.6.  The reaction energy profile for the hydrogenation and 
subsequent formation of monohydride and dihydride species on a 
Si
9
H
12
 cluster and equivalent pseudoatom truncated cluster. 
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Figure 1.7.  The full atom structures, pseudoatom structures and 
relative energies corresponding to the hydrogenation and 
subsequent formation of monohydride and dihydride species 
pathway presented in Figure 1.6.  
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1.6. Conclusions 
 
 In summary, the design-atom approach has been extended to 
divalent silicon, making it applicable to important problems related 
to Si(100) surface chemistry.  The ECP parameters of our design-
atoms are obtained by fitting to information on both Si–Si and Si–O 
bonds.  Thus, we have attempted to derive a single set of 
parameters that are applicable for both systems and for a range of 
other bonding situations.  This has been reasonably successful and 
thus we call our design-atom a divalent pseudoatom.  We 
demonstrated their applications on building efficient cluster 
models for the Si(100) surface and illustrated their importance in 
describing surface chemical reactions.      
 
 Although the divalent silicon pseudoatom developed here 
performs reasonably well for small molecules and surface cluster 
models, they have some deficiencies.  They have a tendency to yield 
larger errors with structures containing electronegative groups 
near a pseudoatom.  The transferability of the pseudoatom is also 
important.  In our investigations, we found that the pseudoatoms 
can be used with the B3LYP functional, M06-2X functional and MP2 
for cluster calculations.  For slab models, the BLYP functional, M06-
L functional, and PBE functional can be used with slab calculations. 
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However, the transferability with respect to basis set has not been 
explored.  At this point, if we desire to use different basis sets, for 
example 3-21G, to treat the valence electrons of the pseudoatom, 
the effective core parameters need to be refitted.  Future work will 
focus on making pseudoatoms less basis set dependent, more 
transferable, and more widely applicable.   
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Chapter Two 
Modeling Non-Periodic Adsorption on Periodic Surfaces:   
A Composite Energy Approach for Low-Coverage Limits 
 
2.1.  Introduction 
 
 The study of adsorbate/surface interactions is of 
fundamental importance in materials science. Such interactions 
determine many key aspects of surface-reactivity such as the 
binding site, adsorption geometry, and coverage dependence. 
Understanding and modeling such phenomena can therefore 
greatly help aid in the design of useful materials that could be 
influential across the fields of surface science, catalysis, 
nanotechnology and the semiconductor industry.1 
 
 There are two common approaches to the theoretical study 
of the structures and properties of adsorbate/surface interactions. 
In the slab approach, periodic boundary conditions (PBC) are 
imposed to perform calculations on the extended surface with full 
periodicity, typically using density functional techniques. It yields 
an accurate representation of the entire surface structure without 
any boundary effects, and provides an excellent description of 
problems such as surface reconstructions.2 In the case of 
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adsorbate/surface interactions, the adsorbate will be included in 
the unit cell, providing an accurate description of surfaces with 
complete monolayer coverage. However, the description of lower 
adsorbate coverages may result in potential problems since 
significant unphysical adsorbate/adsorbate interactions (that are 
inherently present due to the required replication of the unit cells) 
may be present unless large unit cells are chosen.  
 
 In the alternative cluster approach, quantum chemical 
calculations are performed on a cluster representing the local 
region of interest in the surface under investigation.3 The cluster 
approach is suitable for describing the local structure around an 
adsorbate and for investigating problems such as defects on 
surfaces. However, the cluster approach introduces inherent errors 
due to truncation effects, boundary effects resulting from the loss 
of symmetry, and unphysical geometrical distortions unless 
constraints are imposed. It is perhaps most suited for an isolated 
adsorbate but can have deficiencies for adsorbate/surface 
interactions at higher coverages.4 
 
 Stability of silicon surfaces is a key factor in many electronic 
and semiconductor applications. In order to bring kinetic and 
thermodynamic stability to the surface, functional groups can be 
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utilized. In particular, hydrogen passivated Si(111) surfaces5 can be 
modified by functionalization reactions to yield alkyl terminated 
surfaces.6 Such organic functional groups on the Si(111) surface 
provide stability since the relatively strong Si−C bond is resilient to 
further chemical modification due to its inherently low polarity.7 
Similarly, diamond surfaces have been known for their exceptional 
structural hardness, thermal conductivity, and chemical inertness.8  
Many of the same ideas on silicon surface chemistry can be 
considered on diamond surfaces as well.9 
 
 In this chapter, we develop a broadly applicable composite 
approach that has the full advantage of a PBC treatment but can be 
applied to model a local adsorbate in the low coverage regime. The 
proposed method uses an extrapolated energy expression to cancel 
the adsorbate/adsorbate interactions while still including the 
influence of the periodic surface on a single adsorbate. We apply 
the method to investigate adsorbates on Si(111) and C(111) 
surfaces to illustrate the effectiveness of the new approach. 
 
2.2.  Method 
 
 The typical PBC calculation of an adsorption process involves 
an initial selection of an appropriate unit cell with which the 
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adsorbate molecule interacts. The geometry of the composite 
adsorbate/surface system is then optimized via energy 
minimization (assuming one adsorbate per unit cell). Density 
functional theory is normally employed in such PBC calculations 
though hybrid methods such as MP2:DFT can also be used.10 The 
adsorption energy is then computed as Equation 2.1, 
 
ΔE
int
 = E*
ads/sur
 – E*
sur
 – E
ads
      (2.1) 
 
where E*
ads/sur
 is the energy of the combined adsorbate/surface, E*
sur
 
is the energy of the surface, and E
ads
 is the energy of the adsorbate 
molecule.11 The first two energies are obtained using PBC 
calculations (as denoted by the asterisk) whereas the energy of the 
adsorbate is obtained as a free molecule. In the limit of low 
coverage, this can cause serious errors for small unit cells due to 
the spurious adsorbate/adsorbate interactions that are present in 
the E*
ads/sur
 supercell calculation that are not present in the real 
system. Choosing larger unit cells where the adsorbate/adsorbate 
interaction is negligible is a general solution to this problem. 
However, this increases the computational cost of the calculation 
as well as the number of optimization steps before convergence of 
the unit cell, and may not be feasible in many cases.  
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 One way to assess the quality of the chosen unit cell is to 
evaluate the lateral interaction energies of the adsorbate molecules. 
This can be done by using a PBC calculation with a monolayer of 
adsorbate molecules at the same geometry of the composite 
adsorbate/surface system.12 If the adsorbate/adsorbate interaction 
energy is small with respect to the adsorbate/surface interaction 
energy, the interaction strength is considered to be reliably 
obtained. 
 
 However, there can be a more serious potential problem. If 
the adsorbate/adsorbate interactions are not small, the geometry 
obtained for the E*
ads/sur
 composite system may not be reliable in the 
first place. Using this geometry to understand the adsorption 
process or to correct for the adsorbate/adsorbate interactions may 
introduce additional errors. Clearly, it is important to obtain the 
geometry in the presence/absence of interactions that are 
appropriate for the real system. In addition, it will be useful to have 
a method where the same unit cell that is used for the surface can 
also be used for the composite E*
ads/sur
 system at both high and low 
coverage limits. 
 
 We propose a composite energy expression for the 
adsorbate/surface system where the lateral adsorbate/adsorbate 
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interaction energy is cancelled by extrapolation, similar in spirit to 
that used in the ONIOM13 technique and other hybrid methods 
where more accurate descriptions of adsorbates can be achieved.14 
In our composite energy model at the low-coverage limit, we have 
 
E*
 ads/sur 
(LC) = E*
ads/sur 
– E*
ads
 + E
ads
   (2.2) 
 
 Here LC represents the low-coverage limit. Our procedure is 
represented schematically in Figure 2.1.  E*
ads/sur
 represents the total 
energy of the slab-based adsorbate-surface calculation. This energy 
is equivalent to a standard periodic calculation of an adsorbate at 
full coverage. Similarly, E*
ads
 is defined as the total energy of a slab 
calculation that only contains adsorbates such that the calculation 
properly describes lateral adsorbate-adsorbate interactions.  The 
third term on the right hand side of Equation 2.2 is the energy of a 
non-periodically described single adsorbate, E
ads
. 
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Figure 2.1.  Schematic representation of the PBC-LC methodology.  
Orange circles represent the adsorbate.  Gray regions represent the 
surface or surface unit cells. 
 
 Equation 2.2 can be considered effectively as the low-
coverage energy for the adsorbate/surface system where the lateral 
adsorbate/adsorbate interactions are cancelled by the last two 
terms on the right hand side. We not only quantify the extent to 
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which adsorbate/adsorbate interactions affect the overall binding 
energy, but also focus our attention on the geometric effects of such 
lateral interactions. Thus geometry optimizations are performed 
with the minimization of the composite energy expression in (2), 
providing a correction to the entire potential energy surface.  
 
 Overall, the low-coverage energy in our method is obtained 
from three independent calculations:  a full PBC surface/adsorbate 
calculation, a PBC adsorbate calculation, and a molecular adsorbate 
calculation. Since the composite energy is a simple sum of three 
independent energy evaluations, the energy gradients are also a 
summation, 
 
∂ ⁄ ∂q E
low-cover
 = ∂ ⁄ ∂q E*
ads/sur 
– ∂ ⁄ ∂q E*
ads
 + ∂ ⁄ ∂q E
ads
  (2.3) 
 
where q represents one of the coordinates corresponding to the 
geometrical degrees of freedom of the molecular system.  In our 
implementation, we compute the gradients with respect to the 
Cartesian coordinates defined for the molecular system.  Analytical 
gradients are determined for each of the three independent energy 
calculations on the right hand side of Equation 2.3 and summed to 
obtain our corrected gradient term on the left hand side. 
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 We use these energy and gradients from Equations 2.2 and 
2.3 to explore the potential energy surface of the composite energy 
model described in Fig. 1 to obtain geometries of adsorbed 
molecules on Si(111) and C(111) surfaces at the low-coverage limit. 
The overall method will be labeled as PBC-LC where LC denotes 
low-coverage. 
 
 As mentioned earlier, our PBC-LC method uses concepts 
similar in spirit to the ONIOM method.13   They both use an 
extrapolated energy expression that is a sum of three independent 
energy evaluations. In a normal “two-layer” ONIOM calculation, the 
interactions lost from truncating the “real” system into the “model” 
system at the high level of theory are evaluated at a lower level of 
theory to perform an effective extrapolation. Instead, our approach 
attempts to cancel the effects of adsorbate/adsorbate interactions 
to investigate periodic systems at low surface coverage. However, 
unlike ONIOM, only one level of theory is used for all regions of the 
system. Equivalently, our method can be considered as addition of 
the presence of a periodic surface to a single adsorbate.  
 
 The two independent calculations that correspond to the last 
two terms of Equations 2.2 and 2.3 must be treated with care. For a 
typical adsorbate forming a covalent bond with the surface (e.g., 
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methyl-terminated Si(111) surface), chemical bonds will be broken 
when performing electronic structure calculations on the periodic 
adsorbate or single adsorbate calculations. In order to model the 
adsorbate in its adsorbed state, we replace the surface/adsorbate 
bond with a hydrogen “link atom”/adsorbate bond. As is customary 
with such link atom calculations, we employ a scale factor that 
describes the relationship between the new and old bonds. For 
example, to reflect the fact that the length of the C–Si bond (~ 1.89 
Å) is longer than that of the C–H link atom bond (~ 1.08 Å) when 
describing a methyl group on the Si(111) surface, we choose a scale 
factor of 0.573 (i.e., the ratio between the bond lengths) to allow 
the link atom bond to be described in an appropriate manner. This 
scale factor is not only effective for the individual calculations, but 
it also provides a way to project forces and energies from the link 
atom onto the adsorbate and surface atoms.15 
 
 Overall, our method is general and can be used with many 
basis sets and levels of theory. The method can be used to obtain a 
meaningful energy and gradient from any method of choice where 
analytical gradients are available.  In this work, we have used 
density functional theory using the gradient-corrected M06L 
functional16 and the atom-centered standard 6-31G(d) basis set to 
explore the applicability of the method. The use of hybrid density 
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functionals that include exact exchange is also possible though the 
computational cost will be higher for PBC calculations with such 
functionals.  
 
2.3.  Computational Details 
 
 Geometry optimizations on all the systems were performed 
at the M06L/6-31G(d)17 level of theory. C(111) and Si(111) 4-layer 
surface models with small unit cells were initially optimized 
without constraints (standard PBC) and subsequent optimizations 
were performed with adsorbates at low-coverage with our PBC-LC 
method. The same unit cell translation vectors were used in both 
calculations to isolate the geometric changes due to adsorbate-
adsorbate interactions. Cluster models were also performed at the 
M06L/6-31G(d) level of theory.  Rigid scans involving dihedral angle 
rotations were performed from the optimized geometries to 
evaluate the potential energy surfaces.  All calculations were 
performed using the Gaussian 09 suite of programs.18 Hydrogen 
link atom scale factors of 0.573, 0.700, and 0.600 were used for C–
Si (replaced by C–H), C–C (replaced by C–H), and O–Si (replaced by 
O–H), respectively. 
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2.4.  Results and Discussion 
 
2.4.1. Si(111)/methyl group.  
 The methyl-terminated silicon surface is an interesting 
system where the interactions between the neighboring methyl 
groups play a key role in determining the adsorbate geometry that 
depends on the surface coverage. Experimentally, the complete 
monolayer methyl-terminated Si(111) surface has been prepared 
and investigated by several groups.19 All methyl groups are 
equivalent on a completely terminated surface.  However, their 
orientation with respect to each other depends on the surface 
coverage; the key geometrical parameter in this case is the dihedral 
angle of the methyl groups with respect to each other. For an 
isolated methyl group on the Si(111) surface, we expect a staggered 
conformation with respect to the next layer that is typical for 
silicon or carbon (H–C–Si–Si dihedral angle of 60°, the three-fold 
symmetry-equivalent value of 180°).20 The dihedral angle for an 
isolated methyl group on a Si(111) surface has been investigated 
with a cluster model containing seven surface sites where the 
central site contains a methyl group and the remaining sites are 
terminated with hydrogen atoms. The optimized structure is shown 
in Figure 2.2(a). As expected, the calculated optimized dihedral 
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angle is 60°. The Si–C–H bond angle in the cluster with the M06L/6-
31G(d) level (111°), close to the expected tetrahedral value. 
 
 At high methyl coverage, however, a staggered conformation 
is not preferred since it orients hydrogen atoms on adjacent methyl 
groups toward each other. The distance between the nearest non-
bonded hydrogen atoms for this staggered conformation (~ 2.0 Å) 
is significantly smaller than the sum of their van der Waals radii 
(2.4 Å), resulting in steric repulsions. Methyl group rotations away 
from the staggered conformation decrease this repulsion that is 
minimized at a dihedral angle of 30°. Thus the optimized dihedral 
angle at high coverage is expected to lie between 30° and 60°. 
Previous results obtained by Goddard and coworkers21,22 (38° using 
PBE functional and a plane wave basis set) and by Ferguson and 
Raghavachari23 (41° using BLYP/6-31G(d) and 38° with HSE/6-31G(d)) 
are all consistent with this analysis. Our optimized value in this 
study using the M06L/6-31G(d) level of theory (37°) is also similar, 
as expected.  The inter-adsorbate H···H distance at the M06L/6-
31G(d) level has a value of 2.325 Å, suggesting that van der Waals 
repulsions have been diminished substantially. Figure 2.2(b) 
presents the optimized geometry of this system.   
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 We have determined the optimized geometry at the low-
coverage limit for the periodic system with the proposed PBC-LC 
model. We started the optimization from the dihedral angle (37°) 
obtained in the completely interacting case. The final optimized 
dihedral angle is 60°, clearly demonstrating the appropriate 
cancellation of the repulsive adsorbate-adsorbate interactions as 
shown in Figure 2.2(c). The Si–C–H bond angle also has a value very 
similar to that in the cluster model. The “inter-adsorbate” 
nonbonding H···H distance now has a smaller value of 2.077 Å, 
because the hydrogen atoms are no longer in the presence of the 
steric repulsion.  Geometric parameters for the systems shown in 
Figure 2.2 are listed in Table 2.1.  
 
 The potential energy surface corresponding to the methyl 
dihedral angle rotation has been determined for the regular PBC as 
well as with PBC-LC. The results obtained using a rigid scan (i.e., 
changing the dihedral angle but keeping the other parameters 
constant) are shown in Figure 2.3. The standard PBC calculated 
energies reveal a minimum at a dihedral angle of 38° though the 
structure at 60° is only slightly higher in energy. The rigid scan also 
shows a barrier of 2.2 kcal/mol at the dihedral angle of 0° that 
corresponds to an eclipsed conformation. Our new method 
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provides an energy minimum at 60° and a rotation barrier of 1.7 
kcal/mol at 0°. The results are similar to the those obtained 
previously with the BLYP functional.23 
 PBC PBC-LC Cluster 
 
Si–Si–C–H Dihedral 
H···H Distance 
C–Si Bond Distance 
C–H Bond Distance 
Si–Si–C Bond Angle 
H–C–H Bond Angle 
Si–C–H Bond Angle 
 
37.0 60.0 60.0 
2.325 2.077 --- 
1.911 1.907 1.896 
1.097 1.097 1.097 
108.6 109.1 109.9 
107.4 107.5 107.7 
111.3 111.5 111.2 
 
 
Table 2.1. M06L/6-31G(d) geometrical parameters of a methyl 
group adsorbed Si(111) surface.  Bond angles and dihedral angles 
are in degrees.  Bond distances are reported in angstroms. 
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(a) 
 
(b) 
 
(c) 
Figure 2.2  M06L/6-31G(d) geometries for methyl on Si(111) for (a) 
Cluster model (b) PBC, and (c) PBC-LC.  Si atoms shown in dark 
blue, C atoms in yellow, and H atoms in black. 
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Figure 2.3.  Scan of the relative energy (vertical axis, kcal/mol) vs. 
Si–Si–C–H dihedral angle (horizontal axis, degrees) for PBC (blue) 
and PBC-LC (red) for methyl on Si(111). Energies were evaluated 
with M06L/6-31G(d). 
 
2.4.2. Si(111)/ethyl group.  
 We have first used a cluster model to study an isolated ethyl 
group adsorbed on a Si(111) surface. The optimized geometric 
values, along with the analogous PBC obtained geometric values are 
reported in Table 2.2.  The expected staggered configuration is 
obtained as shown in Figure 2.4(a) with a Si−C−C angle of 115°, 
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slightly larger than the tetrahedral angle. At higher coverages of 
the ethyl group, however, substantially larger steric repulsions are 
present. When this system is modeled at 100% coverage using 
standard PBC at the M06L/6-31G(d) level, severe angle strain occurs 
on the adsorbates due to the limited volume available to 
accommodate the bulkier group, as shown in Figure 2.4(b). For 
example, the Si−C−C angle increases to 130° from the expected 
value of ~ 110° to decrease the adsorbate-adsorbate distance and 
the consequent steric repulsions. This is similar to the value of 
131° reported by Nemanick et al. at 100% coverage using the PBE 
functional.21 In order to avoid large adsorbate-adsorbate repulsions, 
the surface Si–C bond tilts significantly from the surface normal, 
with the three distinct Si–Si–C angles ranging from 95° to 123°. The 
ethyl groups are oriented to minimize the repulsive interactions 
with a Si–Si–C–C dihedral angle of 154°. The minimum H···H 
distance between adjacent ethyl groups is 2.14 Å.  
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 PBC PBC-LC Cluster 
 
Si–Si–C–C Dihedral 
Si–C–C Bond Angle 
Si–Si–C Bond Angle 
Si′–Si–C Bond Angle 
Si″–Si–C Bond Angle 
H···H Distance 
C–Si Bond Distance 
 
−154.0 −177.8 −178.4 
130.2 114.7 114.9 
95.0 108.3 106.8 
123.8 112.1 111.1 
109.4 107.7 111.9 
2.143 0.756 --- 
1.934 1.913 1.905 
 
 
Table 2.2. M06L/6-31G(d) geometrical parameters of an ethyl 
adsorbate on the Si(111) surface.  Bond angles and dihedral angles 
are in degrees.  Bond distances are reported in angstroms. 
 
 The optimizations carried out with the PBC-LC method lead 
to a significantly less strained geometry as shown in Figure 2.4(c). 
For example, the Si–C–C angle has a value of 115°, in agreement 
with the corresponding angle obtained with an isolated Si(111) 
cluster model shown in Figure 2.4(a). The Si–Si–C angles (108°) are 
very close to the tetrahedral angle. If we replicate the ethyl 
geometry to the neighboring unit cell, the minimum H···H distance 
occurs at 0.76 Å, though this interaction is not felt due to the 
cancellation of the adsorbate-adsorbate interactions in our model. 
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However, even in this case, our results are robust enough to allow 
for an accurate description of the low-coverage limit using a 
periodic surface.  
 
 Previous work has shown that due to the strong steric 
repulsions, 100% ethyl coverage cannot be obtained experimentally 
and that coverages up to 75-80% maybe possible.24 At such lower 
coverages, reasonable bond angles can be maintained without 
unduly increasing the steric interactions.6a, 25 
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(a) 
 
 
 
(b) 
 
 
 
(c) 
 
 
 
Figure 2.4.  M06L/6-31G(d) geometries for ethyl on Si(111) for (a) 
Cluster model (b) PBC, and (c) PBC-LC. Top view (left) and side view 
(right). Si atoms shown in dark blue, C atoms in yellow, and H 
atoms in black. 
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2.4.3. Si(111)/methoxy group.  
 The isolated methoxy group geometry has been investigated 
with the cluster model (Figure 2.5(a)). The Si–O–C angle has a value 
of 120° with a staggered conformation for the methyl group (Si–Si–
O–C dihedral angle of 180°). The interactions between neighboring 
methoxy groups are smaller than those between neighboring ethyl 
groups.26 Thus, using standard PBC optimization (Figure 2.5(b)), the 
Si–O–C angle opens out only moderately to 127°, which is in 
agreement with previous studies.27 Also, there is an accompanying 
slight twist of the dihedral angle to 160° at the M06L/6-31G(d) level 
of theory. The optimized geometry shows very little neighboring 
group interactions. The closest H···H contact is 2.43 Å indicating 
very little steric repulsion, and the closest OH distance is 2.48 Å 
indicating that any hydrogen bonding interaction is also weak.   
 
 As in the previous cases, the optimization using our 
proposed PBC-LC method (Figure 2.5(c)) yields geometries very 
close to that from the isolated cluster. The Si–O–C angle is 121° 
while the dihedral angle is 178°. The interactions resulting from 
neighboring groups are clearly cancelled out by our method, 
resulting in a shorter intercell H···H distance of 2.06 Å and a non-
bonded O–H distance of 2.00 Å. 
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 PBC PBC-LC Cluster 
 
Si–Si–O–C Dihedral 
Si–O–C Bond Angle 
Si–Si–O Bond Angle 
Si′–Si–O Bond Angle 
Si″–S–O Bond Angle 
H···H Distance 
O–Si Bond Distance 
H···O Distance 
C–H Bond Distance 1 
C–H Bond Distance 2 
C–H Bond Distance 3 
 
−160.2 −178.0 −180.0 
126.7 121.4 120.5 
99.9 103.8 102.0 
112.1 110.7 112.0 
113.3 111.4 112.0 
2.432 2.064 --- 
1.683 1.686 1.686 
2.480 1.995 --- 
1.098 1.105 1.103 
1.099 1.104 1.103 
1.099 1.097 1.095 
 
 
Table 2.3. M06L/6-31G(d) geometrical parameters of a methoxy 
adsorbate on the Si(111) surface.  Bond angles and dihedral angles 
are in degrees.  Bond distances are reported in angstroms. 
 
 
                                                                        
! 69 
 
 
(a) 
 
 
(b) 
 
 
 
(c) 
 
Figure 2.5.  M06L/6-31G(d) geometries for methoxy on Si(111) for 
(a) Cluster model (b) PBC, and (c) PBC-LC. Top view (left) and side 
view (right). Si atoms shown in dark blue, C atoms in yellow, and H 
atoms in black. 
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  2.4.4. C(111)/methyl group.  
 
 In order to consider a challenging case to test our method for 
extreme steric repulsion, we have considered the methyl 
adsorption on the diamond C(111) surface. Geometric parameters 
are reported in Table 2.4.  Since the C–C distances are much 
smaller than the Si–Si distances, complete monolayer methyl 
coverage places the neighboring non-bonded methyl hydrogen 
atoms in close proximity (~ 0.7 Å) resulting in dramatically large 
van der Waals repulsions. Such a situation is unlikely to be realized 
under experimental conditions though it can be studied using 
computational methods. 
 
 In this case, an isolated methyl group using a cluster model 
(Figure 2.6(a)) yields the expected perpendicular attachment of the 
adsorbate, a staggered geometry (H–C–C–C = 60°), along with 
reasonable bond lengths and angles. As expected, the regular PBC 
optimization at the full coverage limit (Figure 2.6(b)) shows strong 
distortions due to the steric repulsions. In particular, the 
optimization results in tilting of the methyl groups to increase the 
non-bonded H···H distances and decrease in the unfavorable steric 
repulsions (within the limited unit cell size of the surface). In 
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addition, the optimized dihedral angle (H–C–C–C) has a value of 26°, 
close to the value expected when lateral adsorbate-adsorbate 
repulsions dominate. The nearest H···H non-bonded distance is 
1.61 Å indicating that substantially unfavorable interactions are 
still present. 
 
C(111) ⁄ CH
3
 PBC PBC-LC Cluster 
 
C–C–C–H Dihedral 
H···H Distance 
C–C Bond Distance 
C–H Bond Distance 
C–C–C Bond Angle 
C′–C–C Bond Angle 
C″–C–C Bond Angle 
H–C–H Bond Angle 
C–C–H Bond Angle 
 
26.0 60.2 60.3 
1.612 0.747 --- 
1.535 1.512 1.538 
1.036 1.101 1.093 
98.9 109.7 110.3 
108.1 109.7 110.3 
118.5 110.1 110.3 
101.3 106.9 106.5 
106.0 111.9 112.3 
 
 
Table 2.4. M06L/6-31G(d) geometrical parameters of a methyl 
adsorbate on the C(111) surface.  Bond angles and dihedral angles 
are in degrees.  Bond distances are reported in angstroms. 
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We have optimized the geometry at the low-coverage limit by 
employing our PBC-LC method. Starting from a PBC dihedral angle 
of 26°, the resulting optimized dihedral angle with the PBC-LC 
model is 60° as seen in the case of the isolated cluster model.  This 
result suggests that the unfavorable interactions are cancelled out 
even in this extreme case where the shortest inter-adsorbate H···H 
non-bonded distance is only 0.75 Å. In particular, PBC-LC yields a 
stable, minimized geometry where the adsorbed methyl group is 
correctly oriented perpendicular to the Si(111) surface.  The 
geometry does not suffer from distortions caused by steric 
interactions among the nearby adsorbates that result when 
standard PBC methods are employed. 
 
 Overall, our method recovers the geometry obtained with the 
cluster model for these simple surfaces. However, we emphasize 
that, unlike the cluster model, the complete environment of the 
periodic surface is felt by the adsorbate in our composite model 
without any boundary or truncation effects. This will be important 
in systems with more complex surface reconstructions or, more 
importantly, for the investigation of chemical reactions occurring 
at surfaces where boundary effects can play a key role, e.g., for the 
study of radical-initiated chain reactions on Si(100) surfaces.28 
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(a)                                                                               
   
 
   
 
(b) 
 
               
                                                                                             
 
(c) 
 
 
 
 
Figure 2.6. M06L/6-31G(d) geometries for methyl on C(111) for (a) 
Cluster model (b) PBC, and (c) PBC-LC. Top view (left) and side view 
(right). Surface C atoms shown in light blue, adsorbate C atoms in 
yellow, and H atoms in black. 
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2.5.  Conclusions 
 
We have formulated the PBC-LC method for the simulation of 
adsorbates on periodic surfaces at the low-coverage limit. In this 
method, we use an ONIOM-like extrapolation to cancel inter-cell 
adsorbate-adsorbate interactions. Our method provides a good 
description of the entire potential energy surface, and enables the 
use of small unit cells to study geometrical relaxations associated 
with adsorption processes at low coverages.  The geometries from 
our test examples show the effectiveness of this method for the 
Si(111) and C(111) surfaces.  This method can to be widely 
employed to study low-coverage adsorptions as well as chemical 
reactions on surfaces. 
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Chapter Three 
Composite Energy Methods to Selectively Remove 
Intramolecular Interactions 
 
 
3.1.  Introduction 
 
 A large portion of useful chemical and biochemical 
transformations have their origins not only in covalent bonding 
networks but also in weak interactions such as hydrogen bonding, 
electrostatic interactions and dispersion interactions.  From 
applications such as protein folding,13 ionic solvents,14 anion/cation 
binding,15 etc., a significant amount of structural stability is due to 
such nonbonding interactions, typically involving energies less than 
15 kcal/mol.  Dipole-dipole, dipole-induced dipole, and other weak 
intermolecular forces often dictate chemical reactivity as 
well.  Therefore, such weak interactions are of major interest to 
the chemistry community at large.  Theoretical tools that can 
investigate and quantify the behavior of non-bonded interactions 
can lead to new breakthroughs in understanding, design, and 
prediction of novel, important chemistry.  
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 The composite methods described in this work are designed 
to identify specific non-bonded atom-atom interactions and 
effectively cancel them in a manner related to previous models.  
ONIOM,6 one of the most common hybrid energy schemes, utilizes 
multiple levels of theory to achieve high accuracy calculations for 
large molecular systems at a significantly reduced computational 
cost.  Composite energy schemes can also be utilized to 
incorporate additional energetic contributions to a model, such as 
the work of Sauer et al.,16 where PBC (periodic boundary conditions) 
energies of an extended system using DFT were integrated with 
high accuracy MP2 calculations to describe adsorption.   
  
 There have been several previous approaches to derive the 
energetic contributions of weak interactions. The simplest method 
to in a molecular complex is to calculate the energetic difference 
between a hydrogen bonded dimer and its non-interacting 
monomers.  However, this method is limited to intermolecular 
interactions.  Another rigorous method that can analyze 
intermolecular interactions, Symmetry Adapted Perturbation 
Theory (SAPT),17 can decompose interactions into four basic 
components:  electrostatic, induction, dispersion, and exchange. 
Some methods include electron density and the Laplacian of the 
electron density to attempt to determine the strength of the 
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hydrogen bond.  Atoms in Molecules (AIM)18 can be used to define 
hydrogen bond critical points (HBCPs) that can be located and 
analyzed to derive information about the energetic stability of a 
hydrogen bond.19  
 
Weak interactions are important to consider in studies of 
silicon surfaces.  Silicon has been the primary material for the 
semiconductor and electronics industries, and extensive research is 
being carried out on functionalized silicon surfaces for potential 
applications in many areas of technology. The two most important 
systems for silicon surface chemistry are the Si(100) and Si(111) 
surfaces.  The Si(111) surface, when hydrogenated or etched under 
mild conditions, creates an atomically flat surface.1  The Si(100) 
surface reconstructs to form dimer rows that are preserved upon 
hydrogen termination.  Both of these surfaces can be modified for 
reactivity studies by creating a localized radical site, e.g., through 
the use of an STM tip.2  Many adsorption studies have been 
performed experimentally2-3 and theoretically4 for understanding 
functionalized silicon surfaces.   
 
Computational investigations of silicon surface chemistry are 
commonly carried out either using a slab approach (periodic 
boundary conditions) or the alternative cluster approach. For 
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localized chemistry, cluster models that provide an accurate 
description of the local region of interaction and its immediate 
environment are an appropriate choice.5  The basic cluster model is 
first defined from a bulk structure and the surface reactive site.  
The dangling bonds resulting from any broken bulk Si–Si bonds are 
then terminated with hydrogen “link” atoms to avoid any artifacts 
due to excess spin or charge.  Additionally, constraints may be 
applied to make the cluster model have more appropriate boundary 
effects.  Cluster models are advantageous for use in many surface 
reactivity studies because they can be treated exactly like a finite 
molecule, unlike slab calculations, where methods that calculate 
exact exchange, such has HF, MP2, or B3LYP, are prohibitively 
expensive for large unit cells.  Computationally, cluster models are 
significantly more efficient for surface reactivity studies because 
sufficiently large unit cells must be employed to ignore intercell 
adsorbate interactions.      
 
The focus in this work is on silicon surface models of 
importance in microelectronics. Cluster models that model the 
Si(100) surface require a finite truncation, and when appropriately 
chosen, can lead to reactivity and behavior in agreement with 
experimental results.  However, without careful treatment, the 
standard cluster methods for modeling the Si(100) surface can 
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potentially lead to significant problems. This is particularly true for 
larger clusters that contain multiple surface dimers along and 
across dimer rows. 
 
3.2.  A Composite Energy Treatment for Sterically Hindered  
Cluster Models for the Si(100) Surface 
 
3.2.1  Background 
 
The potential problems for the Si(100) surface can be 
illustrated with the model shown in Figure 3.1. The surface shown 
has two dimers in adjacent rows that can describe chemical 
reactions (vide infra) when interactions between neighboring 
dimers are significant. The ideal surface is shown on the left and a 
truncated cluster model that is terminated at the fourth layer is 
shown on the right. The main reason for the problem is that 
truncation of the bonds between two layers of a Si(100) surface 
leads to two covalent bonds being severed to the same atom in the 
lower layer. If both broken bonds are terminated with hydrogen 
atoms, the two capping hydrogen atoms (that both represent the 
same original silicon atom) will be ~ 1.4-1.5 Å apart, resulting in 
repulsive H···H interactions, as the two atoms are significantly 
closer than the sum of their van der Waals radii (2.4 Å). Such an 
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interaction is clearly unphysical, arising only because of truncation. 
If such a terminated structure is optimized without constraints, 
substantial geometrical distortions occur, as the hydrogen atoms 
optimize to a H···H distance of 2.475 Å at the B3LYP/6-31G(d,p) 
level.  
 
 
 
Figure 3.1.  Starting from a model representing the reconstructed 
Si(100) surface (left), truncation of the surface at the fourth layer 
using a standard hydrogen link atom termination leads to the 
cluster model (right). Silicon atoms are in blue and hydrogen atoms 
are in black.   
 
There are several potential solutions to this problem. The 
cluster can be extended to deeper layers leading to a tapered 
structure that avoids such interactions, at the expense of larger 
computational cost. A second solution is to truncate with divalent 
“pseudoatoms” instead of monovalent hydrogen atoms, which will 
be discussed in more detail in chapter 3. A more common solution 
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is to sidestep the problem by freezing the atoms of the lower layers 
in performing geometry optimizations to avoid the unphysical 
artifacts that could lead to distorted geometries.  
 
Here, a new composite method is proposed that allows for 
the selective removal of the effects of the unphysical steric 
interaction.  It uses concepts similar in spirit to the ONIOM6 
method that uses a hybrid potential energy surface. However, 
instead of combining multiple levels of theory in different regions 
as in standard ONIOM, we define a hybrid energy in our method 
that purposefully attempts to remove the relevant interactions by 
cancelling them via a series of independent calculations at a fixed 
level of theory.  The hybrid potential energy can be minimized with 
respect to geometrical parameters to find meaningful structures, 
minima that reflect how a system would behave without the 
presence of the forces that would otherwise exist in a standard 
calculation. 
 
To overcome this unphysical distortion due to truncation in 
the Si(100) surface, a hybrid energy scheme is defined as shown in 
Figure 3.2. In this composite energy, undesirable interactions 
present in the full system (A) are missing from the interaction 
energy between excised fragments defined from the full system (B) 
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and replaced by the individual non-interacting equivalent 
fragments (C).  In a similar manner to the composite energy 
defined in our PBC-LC method7, as a starting point the composite 
energy can be defined in Equation 3.1 as: 
 
E
 
(composite) = E
full  
– E
model,interacting
 + ∑ E
model,noninteracting
 (3.1) 
   
In this particular example, such a composite energy 
expression requires five separate subsystem calculations, all of 
which are dependent upon the geometry of the full cluster at each 
energy evaluation. In other words, each individual subsystem has a 
geometry (e.g., cartesian coordinates) that is derived from the 
coordinates of the full molecular system at the current 
optimization step.  Apart from the full molecular system 
calculation (E
full
), the remaining four subsystem calculations are 
performed on the smaller models (derived from the full system) 
and add very little overhead to the overall computational expense. 
Note that link atom terminations are used for each of the 
subsystems that involve broken covalent bonds. The link atoms 
(hydrogens) replace the corresponding silicon atoms, but bond 
lengths are shortened by a constant scale factor (0.61) to reflect the 
fact that Si–H bonds are much shorter than Si–Si bonds. 
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However, there can be a potential problem when applying 
Equation 3.1 to geometry optimizations. This is due to a possible 
imbalance between the repulsive interactions in the full system and 
the model system, as they may not cancel exactly since they 
represent similar, but not identical, structural entities. This may 
cause a deficiency in representing the energy and gradient of the 
molecular system at certain geometries where E
model,interacting
 strongly 
dominates as a highly repulsive term  (e.g., by portions of the 
model system coming in close proximity to each other). Since 
E
model,interacting 
is included with a negative sign, E(composite) is lowered, 
and this may lead to a collapse of the hydrogens towards each 
other. To avoid this, we have included a fitted van der Waals-type 
repulsive term that prevents such non-bonded hydrogens from 
getting too close. Thus we define a final modified composite energy 
expression defined in Equation 3.2. 
 
E(composite) = E
full  
– E
model,interacting
 − ∑ E
model,noninteracting
 + ∑ E
H···H Correction  (3.2) 
 
In Equation 3.2, an additional term, ∑ E
H···H Correction, is added to 
energy of the full molecular system. This correction (Figure 3.3 (d)), 
which adds a (fitted) repulsive van der Waals interaction between 
nonbonded H···H pairs in the model system, is a key component 
for obtaining reasonable chemical structures. In the case of the 
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Si(100) cluster at the B3LYP/6-31G(d,p) level, we implemented this 
by replacing the Lennard-Jones parameters of the Dreiding force 
field8 with new parameters (R
0
 = 4.0 Å, D
0
 = 1×10-6 kcal/mol). The 
parameters were adjusted to yield a reasonably shaped potential 
curve (i.e., relaxed scan) as a function of the H···H distance with a 
single minimum at a value close to the expected value of 1.4-1.5 Å.  
 
Since the composite energy is the sum of the energies of 
independent sub-calculations, the corresponding gradients 
required for geometry optimization can also be defined in a similar 
manner, requiring only independent sub-calculations.  Additionally, 
since the spurious interaction has been omitted in the composite 
energy, unconstrained optimization of the transition state and 
ground state geometries on this new composite potential energy 
surface are well-defined and can be performed with a standard 
geometry optimizer. In the case of the Si(100) surface, the 
optimized geometry for the cluster without any constraints yields 
the structure shown in the top portion of Figure 3.4 The structure 
is distorted strongly at the bottom layer due to the unfavorable 
steric repulsions and is clearly not representative of the real 
surface. Using the expression in Equation 3.2, the cluster is 
described quite well (Figure 3.4, bottom). The geometry relaxes,        
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allowing for H···H distances of 1.454 Å that is very close to the 
expected value. The corresponding potential energy curve is given 
as Figure 3.3. At the optimized geometry, the bottom layer is quite 
flat while the curvature of the surface is considerably minimized.  
The Si–Si dimers located at the reconstruction of the Si(100) cluster 
are slightly tilted inwards across dimer rows.  Despite these small 
differences from an ideal Si(100) reconstructed surface, this model 
can be used to analyze important surface chemistry without the 
application of any constraints. !
!
 
Figure 3.3.  Relaxed scan of the non-bonded H···H distance on the 
bottom layer of the Si
21
H
28
 cluster.  Energies were calculated at the 
B3LYP/6-31G(d,p) level of theory.  The standard cluster has a 
minimum at 2.475 Å while our composite correction has a 
minimum at 1.454 Å. 
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Figure 3.4.  Optimized Si(100) cluster geometries at the B3LYP/6-
31G(d,p) level of theory.  Silicon atoms are in blue and hydrogen 
atoms are in black. A standard geometry optimization (top) leads to 
geometrical distortions, with bottom layer H···H distances at 2.475 
Å.  Geometry optimization utilizing our proposed composite energy 
scheme (bottom) has a minimum with bottom layer H···H distances 
at 1.454 Å. 
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3.2.2.  Computational Details  
 
All calculations were performed using the Gaussian 
Development Version9 program package.  The level of theory used 
in all the optimization of Si(100) clusters was B3LYP10a, 10b, 10c/6-
31G(d,p){Francl, 1982 #6, 10d, 10e. A scale factor of 0.61 was used to determine the 
bond lengths involving link atoms (i.e., ratio of the bond lengths Si–
H / Si–Si = 0.61). 
 
3.2.3.  Results and Discussion 
 
Patterned line growth of allylic mercaptan (ALM) on the 
Si(100) surface has been of considerable interest in the silicon 
semiconductor surface community.11 The line growth reactions 
result from radical-initiated chain reactions and have been 
investigated for many adsorbates. While many adsorbates undergo 
chain reactions along dimer rows, ALM reacts across dimer rows, 
leading to novel patterns on the Si(100) surface.  We demonstrate 
the robustness of our method by efficiently using it to study 
surface reactions concerning such mechanisms.  
 
In previous work, Ferguson, Than and Raghavachari12 have 
used cluster models to theoretically investigate possible 
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mechanisms for radical initiated line growth across silicon dimer 
rows.  The cluster models that were used to study these geometries 
required freezing the coordinates of all of the silicon atoms except 
for the top two layers in the model; this is a dramatically large 
constraint.  However, such freezing of atoms was employed to 
ensure that large and unphysical geometric distortions are avoided. 
Our interaction deletion method provides an efficient alternative to 
overcome such severe unphysical constraints.  
 
The first step in the line growth process across the Si dimers 
is the adsorption of ALM on a Si(100) surface at a localized radical 
site.  Two products are possible at this step: one with a primary 
carbon radical (labeled “branched”) and another with a secondary 
carbon radical (labeled “linear”).  We have optimized the two 
possible initial adsorption products from the interaction of ALM 
with a surface radical site (Figure 3.5). Reasonable geometries are 
obtained for both structures with our composite energy approach. 
 
Further, our method is useful for studying transition states 
as well.  In the complete reaction mechanism, the carbon radical 
(branched or linear) rearranges to a sulfur radical (not shown). This 
is followed by an important step involved in the line growth, viz. a 
hydrogen atom abstraction reaction involving an interdimer 
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transition state.  It involves the sulfur radical, in either a linear or 
branched structure, capturing a hydrogen atom from the 
neighboring dimer, breaking the Si–H bond, and creating a silicon 
radical localized on the adjacent dimer. The reactant, transition 
state, and product, obtained for both the branched and linear 
reaction pathways, are shown in (Figure 3.6). In all cases, our 
composite energy model has been employed to obtain the 
optimized geometries. 
 
 Since our composite energy method effectively cancels the 
unphysical hydrogen-hydrogen interactions, reasonable adsorbate 
geometries are obtained in all cases, including the transition states.  
The large buckling obtained in the unconstrained model is avoided 
for all the structures. The stretched S···H and H···Si distances are 
described appropriately in our model with minimal distortion from 
the bottom layer of the 4-layer Si(100) cluster model. This suggests 
that our Lennard-Jones-type parameters are transferable across the 
potential energy surface. 
 
Energetically, our method is in agreement with the previous 
work of Ferguson et al.12a A 5.7 kcal/mol difference is obtained 
between the branched and linear initial adsorbates (Fig. 4), with the 
linear structure being preferred.   This is very close to the value 
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obtained previously with the constrained model (5.4 kcal/mol) as 
well as that with an unconstrained cluster (5.7 kcal/mol). The close 
agreement between the different models is consistent with the fact 
that the structures all occur within a single dimer and may not be 
sensitive to the presence of surface strain.  
 
 
Figure 3.5.  Optimized branched (top) and linear (bottom) allylic 
mercaptan adsorbate on Si(100) using a standard optimization 
procedure (left) and our defined hybrid energy method (right.  
Sulfur, carbon, silicon, and hydrogen are shown in yellow, orange, 
blue and black, respectively. 
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The transition state barrier height for the hydrogen 
abstraction process from an initial branched adsorbate (Figure 3.6) 
is 5.8 kcal/mol.  This is within 1 kcal/mol of the value reported 
with the constrained cluster model (6.6 kcal/mol). Similarly, the 
linear adsorbate leads to a barrier height of 3.6 kcal/mol, and is in 
reasonable agreement with the 2.2 kcal/mol calculated from the 
constrained cluster model.  However, the relative energy barrier 
between the branched and linear adsorbate structures changes 
significantly from 2.2 kcal/mol (current model) to 4.4 kcal/mol 
(constrained model). Interestingly, the unconstrained cluster model 
calculations predict barrier heights (5.0 kcal/mol and 3.3 kcal/mol, 
respectively, for branched and linear adsorbates) that are quite 
close to our new model.  While the current results suggest that the 
previous models perform satisfactorily for this system, larger 
differences between the different models are likely to be seen for 
more complex reactions involving direct bridge bonds between 
adjacent dimers. In general, much larger cluster models which 
avoid such unphysical interactions would be needed to get reliable 
results for such complex systems. However, we can efficiently 
obtain results which should be comparable in accuracy to such 
more expensive calculations using our novel composite method.  
! 103!
3.3.  Interaction Deletion: A Composite Energy Method for the 
Optimization of Molecular Systems Selectively Removing 
Specific Non-Bonded Interactions 
 
3.3.1.  Background 
 
 Weak interactions caused by intermolecular and 
intramolecular forces affect the equilibrium positions of the nuclei 
contained in the chemical model. The total perturbation in the 
geometrical structure can be quantified by invoking the concept of 
strain energy.  Previous efforts have attempted to determine the 
amount of strain energy in complete and select portions of a 
molecular system.20  In this work, we will describe a simple way to 
measure the strain energy contributed from user-selected groups 
of atoms through the use of geometry optimizations. 
 
Our approach is to use composite energy models that 
minimize geometrical parameters without selected non-covalent 
interactions.  In previous work, we have suggested a composite 
PBC-LC model (periodic boundary condition at low coverage) to 
study chemical reactions of adsorbates on surfaces by removing 
intercell adsorbate-adsorbate interactions on Si(111) surfaces.7 We 
have also suggested a method that reduces major geometrical 
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distortions Si(100) clusters caused by the artificial truncation of 
bulk Si–Si bonds.21  With a novel scheme defined below, we suggest 
a general way of defining a composite method to essentially 
remove atom-atom interactions such as hydrogen bonds from an 
ab-initio or DFT based calculation. Geometry optimizations with 
such a composite energy are illustrative in understanding the 
nature of such weak interactions and their structural 
consequences. 
 
3.3.2. Method 
 
To effectively cancel specified non-covalent interactions, the 
energies and forces from the complete molecular system of choice 
must be appropriately altered. We illustrate the implementation of 
our method by using 1,6-hexanediol, containing an intramolecular 
hydrogen bond, as an example. We want to define a composite 
energy that has the specific interaction energy removed (Equation 
3.3). 
 
E(composite) = E(full) – E(interaction) (3.3) 
 
E(interaction) itself can be defined in terms of truncated 
subsystems that contain the specified interaction. The simplest 
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scheme will be to truncate at the location of the two oxygen atoms, 
i.e., excise the O–C bonds and replace them with O–H bonds using 
hydrogen link atoms (vide infra). Then, the interaction energy for 
1,6-hexanediol can be defined as the difference in energy between 
the interacting system (water dimer) and the two non-interacting 
systems (water monomers). Each calculation utilizes the 
coordinates of the full system.   
 
While the above scheme is well-defined and simple, it is likely 
to be inadequate to represent the interaction energy accurately. 
The selected interactions contained in the full molecular system 
and the truncated fragments are not balanced since their chemical 
environments are very different. This imbalance can be corrected 
by including parts of the backbone in each truncated system. For 
example, if the first neighbor effects are included, this will yield a 
methanol dimer as the model interacting system, and two methanol 
monomers as the non-interacting analogues. In a similar manner, 
other progressively more complete model systems can be defined. 
If an increasing part of the backbone is included in each truncated 
fragment, the monomers begin to overlap, and this has to be taken 
into account to avoid overcounting. In the general case, the 
interaction energy can be defined as Equation 3.3: 
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E(interaction) = E(D∪A) – E(D) – E(A) + E(D∩A) (3.3) 
 
where D and A stand for the truncated donor and acceptor model 
systems, and ∪ and ∩ stand for union and intersection operators, 
respectively. If the complete backbone is included for the donor as 
well as the acceptor, E[D∪A] is the same as E(full), and we can 
define a composite hybrid energy scheme as below:  
 
The most straightforward hybrid energy scheme can be 
defined as below in Equation (3.4):  
E(composite) = E
OH Donor, Backbone 
+ E
OH Acceptor, Backbone
 −  E
Backbone
  (3.4)                  
where E
OH Donor, Backbone 
is the energy of a fragment defined from the 
total system geometry that contains the intramolecular hydrogen 
bond acceptor and the common backbone of the molecule, which in 
the example of 1,6-hexanediol would be hexanol.  , Similarly, E
OH Donor, 
Backbone 
would contain the intramolecular hydrogen bond acceptor and 
the common backbone and E
Backbone
 is the system without any 
hydroxyl groups.  The composite energy is defined similarly to 
what is defined in the Connectivity Based Heirarchy, where double 
counting of overlapping fragments are cancelled to preserve 
bonding between atoms.22  An example is illustrated in Figure 3.7.  
Each calculation utilizes the coordinates of the full system that is 
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excised appropriately to describe the relevant interactions. 
Whenever covalent bonds are broken, the unsatisfied valences are 
terminated with hydrogen link atoms.23 The link atoms utilize scale 
factors to give an appropriate bonding description, as in the 
standard ONIOM method. The required gradients are also a sum of 
the gradients for each sub-calculation.  The link atom gradients are 
projected onto the host and supporting atoms, as in the standard 
ONIOM approach.  
 
The energies and gradients from this composite energy 
expression can then be employed to perform geometry 
optimizations. Every calculation is performed with the same basis 
set and method. This creates a simple implementation for existing 
electronic structure software to perform energy evaluations and 
geometry optimizations. Therefore, our novel method can explore 
the energetic and geometric consequences of non-covalent 
interactions (such as hydrogen bonding) or defined fragments 
atoms. The method is general, and can be used with any ab-initio or 
density functional approach.  
 
 
! 108!
  
Figure 3.7.  Pictorial representation of the proposed composite 
energy scheme. In this example, three user-defined, independent 
calculations are formed such that the difference of energies leads 
to the forces and energy of the hydrogen bond being removed from 
the total system. Link atoms are used to cap the severed covalent 
bonds.  
 
3.3.3. Computational Details 
 
 All ab-initio calculations were performed at the MP2/6-
31+G(d,p) level of theory10d, 10e, 24 using the Gaussian 09 set of 
programs.9 For each system being investigated (vide infra), the 
geometries were initially optimized to minimize the traditional MP2 
energy.  These structures were then used for single point 
evaluations with our new composite energy to evaluate the strength 
of the hydrogen bonding interaction at this geometry. More 
importantly, we perform geometry optimizations to minimize the 
composite energy discussed above. This will provide the preferred 
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geometry for the system where the chosen interaction is “turned 
off” while keeping the rest of the molecular interactions intact. 
 
 We illustrate the applicability of our method using the 
following three examples:  
(1) First, we consider two conformations of 1,6-hexanediol, one 
with a strong intramolecular hydrogen bond, and the other 
without any intramolecular hydrogen bond.25  The first 
conformation is the tG+G+TG+G+g− form shown in Figure 3.8(a). 
We use the standard notation25 where t, g denote the trans or 
gauche nature of the terminal hydroxyl group, while T, G 
denote the trans and gauche orientation of the carbon-carbon 
bonds. G+ denotes a dihedral angle around −60°, while G− 
denotes a dihedral angle around +60°. This structure has a 
strong intramolecular hydrogen bond that will be 
investigated by our approach. We compare it with a second 
all-trans conformation, shown in Figure 3.8(b), where there is 
no possibility of a hydrogen bond. 
(2) Second, we consider two conformations of 1,4-
cyclohexanediol. Again, the first conformation, based on a 
disubstituted twist-boat conformation of cyclohexane shown 
in Figure 3.10(a), has a strong intramolecular hydrogen 
bond.26  The composite method optimization of the twist-
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boat conformation leads to structures that reflect a lack of 
hydrogen bonding in the model.   We compare it with a 
second conformation, based on a disubstituted chair 
conformation of cyclohexane shown in Figure 3.10(b), that 
does not have a intramolecular hydrogen bond. 
(3) Third, we demonstrate the applicability of our method for a 
larger problem involving a dissociative adsorption of 
ammonia on a Si(100) surface, shown in Figure 3.12. The 
adsorption of NH
3
 on two adjacent dimer sites can give rise 
to inter-dimer hydrogen bond between two adjacent NH
2
 
groups that will be analyzed with our approach. 
 
3.3.4. Results and Discussion 
 
3.3.4.1. 1,6-Hexanediol 
 As mentioned above, for 1,6-hexanediol, hydrogen bonding 
can occur in the tG+G+TG+G+g− conformation, Figure 3.8.(a), while the 
fully trans conformation, Figure 3.8.(b), cannot have intramolecular 
hydrogen bonds.  The hydrogen bonding distance in the standard 
MP2 optimized structure for Figure 3.8.(a) is 2.023 Å.  This is in the 
range of typical OH⋅⋅⋅O distances seen in water clusters, 1.8–2.0 Å, 
indicating a strong hydrogen bond. In fact, the presence of this 
hydrogen bond makes this conformation to be more stable than the 
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all-trans conformation by 2.9 kcal/mol at the MP2/6-31+G(d,p) 
level, reversing the order seen for the parent hexane where the 
trans conformation is more stable by 1.2 kcal/mol. While larger 
basis sets may be needed to calculate definitive relative energies 
for such conformations, the key physically important points can all 
be seen in our results.  
 
A particularly important point here is that there is significant 
strain in Figure 3.8.(a) since it has to adopt a structure conducive to 
the formation of the hydrogen bond. Consequentially, the 
backbone of Figure 3.8.(a) has to distort sufficiently to allow the 
atoms involved in the hydrogen bond to point towards each other 
at a close enough distance to interact in a stabilizing manner.  This 
may be roughly considered as a “preparation energy”, an energy 
penalty that partially offsets the stabilization energy due to the 
formation of the hydrogen bond. Our interaction deletion method 
allows a clear, quantitative understanding of the different factors 
involved.  
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Figure 3.8.  The structures of optimized (a) 1,6-(tG+G+TG+G+g−)-
hexanediol and (b) 1,6-(tTTTt)-hexanediol with two different 
methods.  Structures  positioned on the left side of (a) and (b) were 
optimized using standard MP2/6-31+G(d,p).  Structures on the right 
side of (a) and (b) were optimized using the composite energy 
scheme proposed  with MP2/6-31+G(d,p). 
 
 
The interaction between the two hydroxyl groups can be 
analyzed in terms of some key geometrical parameters. The O⋅⋅⋅O 
distance is 2.995 Å, indicating a nearly linear hydrogen bond. The 
most useful geometrical parameter that illustrates the nature of the 
backbone distortion is the C
1
⋅⋅⋅C
6
 distance. The standard MP2 
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geometry optimization of Figure 3.8.(a) results in the C
1
⋅⋅⋅C
6
 
distance of 4.416 Å.  For comparison, the corresponding C
1
⋅⋅⋅C
6
 
distance in the same conformation of the parent hexane (G+TG+) is 
5.073 Å.  It is clear that hydrogen bonding does cause a distortion 
of the backbone of the molecule to obtain the stability provided 
from the interaction.   
 
Now we can consider the effect of using our composite 
model to turn off the hydrogen bonding interaction. Using a full 
geometry optimization with our composite energy method leads to 
a C
1
⋅⋅⋅C
6 
distance of 5.073 Å, in agreement with the parent hexane 
(5.073 Å) where the carbon backbone is in the same conformation, 
but without any hydrogen bonds. More interestingly, the relaxation 
of the backbone causes the OH⋅⋅⋅O distance to increase to 3.592 Å, a 
clear consequence of the cancellation of the interaction between 
the two groups. The OH bond distance of the hydrogen donating 
hydroxyl group decreases from 0.972 to 0.966 Å, consistent with 
the lack of a hydrogen bond. While the other distances and angles 
change somewhat, the most dramatic effect is observed on the 
hydrogen bonding atoms. 
 
In contrast to the intramolecular hydrogen bonding case of 
Figure 3.8.(a), the fully trans conformation of 1,6-hexanediol does 
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not distort or change with the use of our composite energy 
method.  The standard MP2 geometry optimization creates a head 
to tail C
1
⋅⋅⋅C
6
  distance of 6.385 Å.  This is in agreement to our 
composite energy optimization when removing the OH⋅⋅⋅OH 
interaction, with a distance of 6.384 Å.  For comparison, the 
corresponding parent hexane conformation (TTT) has a very similar 
C
1
⋅⋅⋅C
6
 distance of 6.419 Å at the same MP2/6-31+G(d,p) level of 
theory.  Therefore, our method is robust and can describe the 
appropriate physics of the molecular system even when omitting 
interactions. 
 
  The energetic effects of our method can also be considered, 
as represented in Figure 3.9. As expected, there is a negligible 
energy difference (0.0 kcal/mol) for Figure 3.8.(b).  For Figure 
3.8.(a), the difference between the standard MP2 energy and our 
composite energy at the respective optimized geometries is 3.2 
kcal/mol, the latter being higher in energy due to the effective 
removal of the hydrogen bond. The total 3.2 kcal/mol of instability 
from the loss of hydrogen bonding can be elucidated further by 
taking the difference between the standard MP2 energy and the 
composite model single point energy with the MP2 optimized 
structure.  This leads to a value of 5.6 kcal/mol, quantifying the 
loss of the stabilizing effect of the hydrogen bond in the absence of 
! 115!
any geometric relaxation.  To investigate the contribution of 
geometry relaxation in Figure 3.8.(a), the difference between the 
single point composite energy and the fully optimized composite 
energy leads to a value of 2.4 kcal/mol.  The total energy of the 
hydrogen bond is thus the difference of the two components, 
leading to a value of 3.6 kcal/mol, as seen above. 
 
The discussion above suggests that the preparation energy 
penalty is 2.4 kcal/mol. To consider if this is meaningful, we 
performed calculations on the parent hexane to compute the 
energy difference between the optimized structure and that 
evaluated at the optimized structure for Figure 3.8.(a), after 
replacing the two hydroxyl groups with hydrogen atoms. This 
yields the energy penalty on distorting the backbone hydrocarbon 
skeleton in preparing Figure 3.8.(a) for hydrogen bonding. The 
resulting energy difference for hexane is 2.7 kcal/mol, very close to 
the value derived for 1,6-hexanediol of 2.4 kcal/mol. While the 
good agreement suggests a good performance for our method, the 
important point is that the energy from the composite method has 
been derived from the full molecule after effectively omitting 
specific hydrogen bonding interactions. 
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Figure 3.9.  Energy profile of 1,6-(tG+G+TG+G+g−)-hexanediol obtained 
from comparisons between the standard MP2 energy and 
geometries with those obtained from a single point energy (Figure 
3.8.(a), left) with the composite energy scheme (5.6 kcal/mol) and 
optimized geometry (Figure 3.8.(a), right) with the composite 
energy scheme (3.2 kcal/mol). 
 
 
3.3.4.2. 1,4-Cyclohexanediol 
 
The second example is a twist-boat conformation of cis-1,4-
cyclohexanediol that allows an intramolecular hydrogen bond 
across the ring system.  At the fully optimized geometry at the 
! 117!
MP2/6-31+G(d,p) level, the hydrogen bond distance is 1.922 Å, even 
shorter than the value of 2.023 Å seen earlier for 1,6-hexanediol. 
Again, the hydrogen bonded conformation will be compared with a 
different conformation (chair form) where hydrogen bonding is not 
possible. While the basic concepts used in the analysis are analgous 
to those for 1,6-hexanediol, the results will lead to a description of 
molecular relaxation unique to what was described for a linear 
system containing a intramolecular hydrogen bond. 
 
When our composite energy is employed for geometry 
optimizations on the chair isomer (Figure 3.10(b)), there are 
completely negligible differences between our newly obtained 
geometries and those from the standard MP2 optimization.  This 
suggests that very little hydrogen bonding interactions are 
occurring in the system, as expected.  However, when cis-1,4-
cyclohexanediol is in the twist-boat conformer, hydrogen bonding 
occurs when the hydroxyl groups are appropriately pointed 
towards each other.  The structures of the twist-boat conformer are 
shown in Figure 3.10(a).  In this case, some dramatic changes occur 
between results for geometry optimizations between traditional 
MP2 and our novel composite method.  Most notably, the OH⋅⋅⋅O 
distance increases from the value of 1.922 Å to 1.995 Å.   
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The explanation for this behavior comes from the ring 
constraint present in this example. In the fully optimized structure, 
the carbon atoms that are bonded to the two functional groups are 
at a distance of 2.831 Å. It should be noted that this distance is 
longer than the distance found in the parent hydrocarbon 
cyclohexane in the same twist-boat conformation (2.755 Å), i.e., the 
ring system accommodated the hydrogen bond by causing 
significant geometric strain (i.e., expansion) on the ring itself, as 
without this geometric change, the two hydroxyl groups would 
have been too close to create an optimal hydrogen bond. When the 
hydrogen bond is not present, the hydroxyl groups relax closer to 
its optimal geometry, and the 1,4-distance shortens to 2.822 Å.  In 
turn, this causes the hydroxyl groups to obtain a conformation 
where hydrogen bonding does not occur, consistent with the 
natural bond and dihedral angles for the system. Thus, the 
observations can be attributed to the relaxation in the ring system. 
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Figure 3.10.  The structures of optimized cis-1,4-cyclohexane with 
two different methods.  The left structures in the twist-boat (a) and 
chair (b) conformations were optimized using standard MP2/6-
31+G(d,p).  The right structures were optimized using the 
composite energy scheme with MP2/6-31+G(d,p). 
 
 The energetic consequences from removing the 
intramolecular hydrogen bond in cis-1,4-cyclohexanediol were also 
considered. The relative energies and associated geometries are 
reported in Figure 3.11.  For Figure 3.10.(a), the difference between 
the standard MP2 energy and our composite energy at the 
respective optimized geometries is 3.9 kcal/mol. This is in 
agreement with the value of 3.2 kcal/mol seen earlier in 1,6-
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hexanediol, Figure 3.8.(a). The difference between the standard MP2 
energy and the composite model single point energy with the MP2 
optimized structure for Figure 3.10.(a) yields a value of 4.4 
kcal/mol, indicating the strength of the hydrogen bond in the 
absence of any geometric relaxation.  The difference between the 
two values seen for Figure 3.10.(a), yields a preparation energy of 
0.5 kcal/mol. For comparison, we performed calculations on the 
parent cyclohexane to compute the energy difference between the 
optimized structure and that evaluated at the optimized structure 
for Figure 3.10.(a), after replacing the two hydroxyl groups with 
hydrogen atoms. The resulting energy penalty for distorting the 
backbone for cyclohexane is 1.3 kcal/mol, reasonably close to the 
previous value of 0.5 kcal/mol. The difference may reflect the fact 
that the composite method reflects the full molecule rather than 
just the parent hydrocarbon. 
 
 Traditional MP2/6-31+G(d,p) optimizations of the chair and 
twist-boat conformations of cyclohexane predict a 6.5 kcal/mol 
preference for the chair structure, in agreement with a previously 
reported MP2 relative energies with a double-zeta basis set  with d 
polarization functions.27  Comparison of this energetic preference 
to our cyclohexane
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Figure 3.11.  Energy profile of cis-1,4-cyclohexanediol obtained 
from comparisons between the standard MP2 energy and 
geometries with those obtained from a single point energy (Figure 
3.10.(a), left) with the composite energy scheme (3.9 kcal/mol) and 
optimized geometry (Figure 3.10.(a), right) with the composite 
energy scheme (1.9 kcal/mol). 
 
diol systems are illustrative. In the presence of hydrogen bonding, 
the preference for the chair structure decreases to 2.6 kcal/mol. 
Our analysis shows that part of this decrease (0.5 kcal/mol) comes 
from hydrogen bonding while the rest comes from the substitution 
itself. For cis-1,4-dimethylcyclohexane, a system which contains 
substituent effects without intramolecular hydrogen bonds, has a 
5.2 kcal/mol preference for the chair conformation.  The 
substituent effects, therefore, play a role in the geometric 
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relaxation of cis-1,4-cyclohexanediol.  In fact, for 2,5-dimethyl 1,4-
cyclohexanediol, the intramolecularly hydrogen-bonded twist-boat 
conformation appears to be comparable in stability to the chair 
conformation.26a  The energetic preference for the chair structure is 
only 0.3 kcal/mol at the MP2/6-31G(d,p) level of theory.   
 
3.3.4.3 Ammonia adsorption on Si(100) 
 
Larger systems can also be studied with our composite 
energy method.  To demonstrate its capability as to tool to 
elucidate weak interactions on surface models, we modeled the 
dissociation products of ammonia molecules on a fully relaxed 
Si
15
H
16
 cluster model representing two adjacent dimers on the 
Si(100) surface.  Coverage dependence has been experimentally 
shown to be associated with shifts of the Si–H stretching 
frequencies of the dissociated ammonia.28  We use this molecular 
system as an example of how our composite energy method can be 
used to quantify and describe the energetic changes and geometric 
distortions that occur as nearby adsorbates interact at higher 
coverages. 
 
 When two ammonia adsorbates dissociate on neighboring 
dimers in a Si(100) dimer row, one hydrogen bond is formed.  At 
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the MP2/6-31G+(d,p) level, the hydrogen bond length is 2.382 Å.  
Performing a geometry optimization at the MP2/6-31+G(d,p) level 
using our composite energy method shows a relaxation of the 
geometry without the presence of the interdimer hydrogen bond.  
The distance between the two adsorbates, the NH⋅⋅⋅N distance, has 
increased in length to 2.754 Å.  Geometries are reported in Figure 
3.12.  The strain energy in the adsorbate is now decreased in the 
absence of any stability from the formation of a hydrogen bond. 
 
 In order to understand the results from the calculation are 
reasonable, we compare the geometry optimization of the cluster 
model of 2 dissociated NH
3
 on Si(100) with our composite energy 
scheme with a single NH
3
 dissociated on a fully relaxed Si
15
H
16 
cluster with a standard geometry optimization using MP2/6-
31+G(d,p).  Figure 3.13 contains the optimized geometries of these 
two systems.  The structures determined from these two 
calculations describe NH
2
 functional groups that do not contain 
hydrogen bonds, as evident by their agreement in geometrical 
parameters.  The Si–N–H bond angles, which describe the distortion 
of the amine group is 119.1º for our composite energy optimized 
geometry and 115.2º for a single dissociated ammonia on a 
hydrogen terminated si(100) surface, indicating that the results 
from our novel method are in agreement with a system that can 
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not contain hydrogen bonding.  A second notable geometric 
parameter is the N–H bond distance, with values of 1.012 and 1.017 
Å for the composite optimized and standard MP2 optimized 
systems, respectively.  These values confirm the validity of our 
newly determined geometrical parameters describe a system where 
the weak hydrogen bond interaction has been excluded, as the 
standard hydrogen bond donor N–H bond distance is 1.018, slightly 
longer than those reported for the cases where this interaction 
does not exist. 
 
 The relative energies and associated geometries from the 
composite and standard MP2 optimized geometries are reported in 
Figure 3.14.  For two dissociated ammonia on Si(100) at high 
coverage, the total interaction energy, including geometric and 
hydrogen bonding interactions is 2.0 kcal/mol.  The strength of the 
hydrogen bond at the standard MP2 is calculated as 2.5 kcal/mol.  
The preparation energy of this system is 0.5 kcal/mol.  This 
outcome is reasonable, as the silicon cluster did not have to 
undergo a large geometric distortion in order for they hydrogen 
bond to stabilize the total energy of the system.  
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Figure 3.12.  The optimized structures of two ammonia adsorbates 
dissociated on a Si
15
H
16 
cluster using two different methods: (left) 
standard geometry optimization using MP2/6-31+G(d,p) and (right) 
composite energy scheme using MP2/6-31+G(d,p). 
 
 
 
Figure 3.13.  Comparison of our Interaction Deletion obtained 
geometry of two dissociated ammonia adsorbates with a singly 
dissociated ammonia and H-passivated  Si
15
H
16 
cluster. 
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Figure 3.14.  Energy profile of two dissociated ammonia on Si(100) 
obtained from comparisons between the standard MP2 energy and 
geometries with those obtained from a single point energy (6, left) 
with the composite energy scheme (3.6 kcal/mol) and optimized 
geometry (6, right) with the composite energy scheme (3.0 
kcal/mol). 
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3.4.  Conclusions 
 
We have defined two composite methods with which we can 
optimize the geometrical parameters.  A hybrid scheme was 
defined for a sterically hindered cluster model representing the 
Si(100) surface.  The hybrid energy effectively cancels the 
unphysical intramolecular H•••H interactions due to truncation of 
the reconstructed silicon surface. The located minima obtained for 
the initial interaction of allylic mercaptan on the Si(100) surface as 
well as some of the key transition states are described well with 
our new model. Overall, our composite energy method should be 
useful for many future applications involving chemistry on the 
Si(100) surface.  However, this method is not the only composite 
method that can be generalized to solve the problem of selectively 
removing weak interactions from a molecular system.  Non-periodic 
systems can also contain interactions that can have geometric 
consequences.  A general composite energy method was described 
that can be used to selectively remove all interactions between any 
two atoms or fragments in a finite molecular system. 
 
 We have proposed a novel hybrid scheme that can be utilized 
to gain understanding into the energetics of weak interactions such 
as hydrogen bonds and their contributions to the associated strain 
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energies in molecular systems.  The specific atom-atom 
interactions can be user-defined and the method is general for any 
ab-initio or density functional method. Energies and forces are 
easily obtained with this composite approach, allowing geometry 
optimizations that lead to chemically meaningful structures that 
describe how the canceled interactions contribute to the local 
geometrical minima. We illustrate the application of our new hybrid 
scheme by computing the influence of intramolecular hydrogen 
bonding interactions in two small molecules, 1,6-(tG+G+TG+G+g−)-
hexanediol and cis-1,4-cyclohexanediol. We demonstrate that the 
composite method can be extended to larger molecular systems by 
showing its application on a Si(100) surface model containing 
interactions between dissociated ammonia on adjacent surface 
dimers.  The method is robust and should be applicable for other 
large molecular studies, such as those in materials systems and 
biomolecules. 
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Chapter Four 
Modelling X-ray Photoelectron Spectra with Ab-initio Techniques 
 
4.1.  Introduction 
 
Small molecule functionalized silicon surfaces are of large 
importance to the semiconductor community.  Understanding such 
adsorbate-surface interactions can lead to the further development 
of catalysts, thin film formation, and molecular electronics.  
Controlled reactions on crystal substrates can dictate nano-
patterning processes that are highly ordered, and therefore can 
functionalize surfaces with specific properties and geometric 
configurations.1  For example, water completely dissociates on the 
Si(100) surface, creating a OH and H terminated surface with 100% 
coverage.2  On the etched Si(111) surface, a complete and ordered 
monolayer of hydrogen3 or methyl4 groups can occur.  These 
functionalized surfaces can be easily determined using 
experimental techniques such as x-ray photoelectron spectroscopy 
(XPS),5 ultraviolet photoelectron spectroscopy (UPS),6 scanning 
tunneling microscopy (STM),7 high-resolution electron energy loss 
spectroscopy (HREELS),8 and infrared spectroscopy (IR).9  However, 
as functionalized surfaces become more complex, which can occur 
from the structure of an adsorbate, the reactions that an adsorbate 
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undergoes, or inhomogeneity of the bonding environments 
intrinsic to surface increases, it becomes increasingly difficult to 
elucidate surface features merely with experimental data. 
 
 X-ray photoelectron spectroscopy (XPS) is a useful technique 
for obtaining structural and electronic information of a molecule or 
bulk material.  It is a common technique used for identification of 
chemical composition and bonding environments.  Because of its 
utility as a spectroscopic technique, it is also frequently referred to 
as ESCA, Electron Spectroscopy for Chemical Analysis, as coined by 
Kai Siegbahn.10  Provided with enough system information, this 
procedure can be used to elucidate structural information with 
great sensitivity, as small, local defect sites can be probed, as well 
as general structural features common to the system of interest. 
 
 Computational approaches provide an additional tool that 
can be useful in assigning peaks or with providing predictive 
guidance for experimental data.  In the case of XPS, various 
methods are currently available but many are not appropriate for 
use in surface science applications, as calculated core electron 
binding energy (CEBE) shifts need to have an error typically less 
than 0.2 eV in order to be useful in assigning experimental spectra 
while having an appropriate memory requirements and scaling of 
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computational operations with respect to the number of basis 
functions and electrons of the larger systems required to describe 
surface reactivity.  The most cost effective method available that is 
based from ab-initio calculations is Koopman’s theorm.  However, 
this method is inappropriate for determining CEBEs because it 
lacks correlation and relaxation effects, which are required to 
accurately describe ionization from a core molecular orbital.  EOM-
IP-CCSD and EOM-IP-CISD11 can be used to obtain core ionizations 
with a large computational cost, as the scaling of O(N6) and O(N5), 
respectively.  Electron propagator techniques,12 OVGF, P3, and 
ΔMBPT(2)13 scale as O(ov4), O(o2v3), and O(N5), respectively.  
 
 However, the TOEP212d, 15 method, proposed by Ortiz et al., is 
a second-order perturbation correction to the transition orbital 
method.  The transition orbital method uses Janak’s theorem, 
shown in Equation 1, where the ionization energy is defined to be 
an integral of the ionized orbital from an occupation number of 
zero to one.  
 !!!! − !! = ! !! ! !"!!  (1) 
 
Ortiz suggests using a one-point quadrature where the occupation 
of the ionized orbital is equal to 0.5, as shown in Equation 2.   
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The optimized SCF wavefunction with the two-electron operator 
modified for the ionized orbital leads to a set of new orbital 
eigenvalues that differ from the standard SCF orbitals where the 
ionized orbital has an eigenvalue equal to an approximate 
ionization energy that is accurate to second order.  This set of 
orbitals is then used as an initial guess for a second-order electron 
propagator, as shown in Equation 3.   
 
!! = !! + !! !" !!!"#!!!!!!!!!!!!,!!! , !!"# = !! 1− !!! − !! + !!!! (3)!
 
 
With Equation 3, it is clear that only a partial molecular orbital 
transformation is required, as the first index in all the electron 
repulsion integrals only depend upon the ionized orbital k. The 
transition operator method14 corrected with a second order 
perturbation (TOEP2) has a memory scaling of O(ov2), but the 
limiting computation is the atomic orbital to molecular orbitals 
basis transformation, which has overall computational scaling of at  
O(oN4).  However, by not requiring a full molecular orbital 
transformation of the electron repulsion integrals, the scaling is 
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decreased to O(N4).  While having a computational scaling 
appropriate for larger systems, it has been shown to have 
accuracies similar to the other previously mentioned electron 
propagator methods.   
 
4.2.  Small Gas Phase Molecule Calibrations 
  
 Two of the methods mentioned above are benchmarked for 
their performance to gain a better insight into their applicability in 
molecular and materials systems.  Testing TOEP2 and TOM across 
many different bonding environments is a rigorous way to 
determine their robustness.  The core electron binding energies 
(cebe) were calculated using TOEP2 and TOM with Hartree-Fock and 
an uncontracted 6-31+G(d) basis set.  The mean absolute deviation 
(MAD) of error or individual errors are reported for subset of the 
test set.  Errors were calculated relative to shifts between 
experimental values reported by Eyermann and coworkers.  Tables 
4.1, 4.2, and 4.3 look at the performance of C(1s) in similar bonding 
environments.  The MAD values were acceptable for both methods, 
with TOM outperforming the perturbation corrected TOEP2.  
Fluorinated systems gave the most performance issues, as fluorine 
is the most electronegative element and has the ability to change 
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the bonding environment of the carbon atom much more than 
other functional groups or substituents. 
 
CO2 Ref TOEP2 TOM 
CS
2
 0.27 0.11 
HNCO 0.47 0.44 
OCS 0.03 0.13 
MAD 0.26 0.23 
 
Table 4.1.  Core electron binding energy shift errors (eV) relative to 
C(1s) carbon dioxide for TOEP2 and TOM.   
 
CH
3
OH Ref TOEP2 TOM 
CFH
3
 0.06 0.07 
CH
3
Cl 0.04 0.01 
CH
3
NH
2
 0.29 0.29 
CH
3
SiH
2
Cl 0.12 0.10 
CH
3
SiH
2
F 0.23 0.21 
CH
3
SiH
3
 0.37 0.35 
CH
4
 0.27 0.27 
MAD 0.20 0.19 
 
Table 4.2.  Core electron binding energy errors (eV) relative to C(1s) 
of methanol for TOEP2 and TOM.  The mean absolute deviation 
(MAD) is reported for each method. 
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CCl
4
 Ref TOEP2 TOM 
CCl
2
F
2
 0.91 0.56 
CCl
2
H
2
 0.17 0.50 
CHCl
2
SiH
3
 0.22 0.60 
CCl
2
O 0.41 0.00 
CCl
3
F 0.22 0.14 
CCl
3
SiH
3
 0.11 0.49 
CCl
3
H 0.00 0.31 
CClF
3
 0.55 0.15 
CF
2
H
2
 0.12 0.01 
CF
2
O 0.43 0.00 
CF
3
H 0.54 0.11 
CF
3
OCl 0.69 0.26 
CF
4
 0.93 0.49 
MAD 0.41 0.28 
 
Table 4.3.  Core electron binding energy shift errors (eV) relative to 
C(1s) of carbon tetrachloride for TOEP2 and TOM.  The mean 
absolute deviation (MAD) is reported for each method. 
 
Further, to demonstrate the flexibility of the methods, 
asymmetric and symmetric organic molecules were used to test the 
flexibility of TOEP2 and TOM. For the asymmetric molecules, the 
results are presented in Table 4.4, showing computed differences 
between two different C(1s) cebe values in the same molecule.  The 
results suggest that both methods perform with high accuracy 
except for the case of fluorinated systems.  In the case of 
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symmetric systems, special treatment is needed to use TOEP2 and 
TOM effectively.  The core orbitals, when equivalent, will produce 
an optimized wavefunction that are linear combinations of the two 
atomic orbitals when they are near degenerate.  The choice of the 
orbital to half-occupy with TOM becomes a difficult problem, as the 
choice of molecular orbital will lead to different calculated cebe 
values.  Using Boys localization16 will create a wavefunction that 
does not have the linear combination of the two or more equivalent 
atomic orbitals, but rather as two non-combing atomic orbitals.  
This leads to far better performance, as shown in Table 4.5, with no 
ambiguity on the choice of orbital to use with TOM.  
 
 Δ Exp  Δ TOEP2  Δ TOM  
CF
3
CO
2
H 6.57 3.39 3.38 
CH
2
CF
2
 4.77 4.76 4.73 
CH
2
CHCl 1.36 1.23 1.23 
CH
3
CF
3
 1.57 7.20 7.18 
CH
3
CHCl
2
 0.70 2.40 2.46 
CH3CN 0.54 0.40 0.52 
CH
3
CO
2
H 3.31 3.97 3.96 
CH
3
NC 0.70 0.92 0.86 
H
2
CCO 3.60 3.60 3.58 
HCO
2
CH
3
 2.36 2.61 2.60 
 
Table 4.4.  Differences in core electron binding energy differences 
(eV) of non-equivalent C(1s) of reported small organic molecules 
using  TOEP2 and TOM.   
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C
2
H
2
 
Ref
 
 
TOEP2 
Boys 
TOM 
Boys 
TOEP2 
Standard 
TOM 
Standard 
C
2
F
4
 0.73 0.57 1.13 5.40 
C
2
F
6
 1.67 1.51 1.80 5.52 
C
2
H
4
 0.01 0.13 0.37 6.34 
C
2
H
6
 0.35 0.21 0.54 6.78 
C
2
O
2
F
6
 1.86 1.69 1.65 4.93 
C
2
OF
6
 1.86 1.69 1.64 5.23 
C
2
OH
6
 0.58 0.44 0.59 6.23 
C
2
SH
6
 0.43 0.32 0.61 5.87 
C
6
H
6
 0.37 0.30 0.98 2.23 
NCCN 1.25 1.15 1.56 6.70 
MAD 0.91 0.80 1.09 5.52 
 
Table 4.5.  Core electron binding energy shifts (eV) relative to C(1s) 
of ethylene for TOEP2 and TOM.  Two different wavefunctions 
(boys localized, and standard) are reported, demonstrating the 
usefulness of Boys localization for symmetric molecules.  The 
mean absolute deviation (MAD) is reported for each method. 
 
The same analysis as used for C(1s) cebe values in Tables 4.1, 4.2, 
and 4.3 has been performed on N(1s) and O(1s) systems.  Ammonia 
and pyridine were used as references for N(1s) (Tables 4.6 and 4.7, 
respectively) while methanol and dichlorine monoxide were used as 
references for O(1s) (Tables 4.8 and 4.9, respectively). Fluorinated 
and nitrile functionalized species tend to be underperformers in 
Table 4.6 for the extreme differences in their bonding 
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environments.  Table 4.7 has good performance since the test set 
contains singly substituted pyridine systems.  The oxygen test 
systems had very good performance, which may be partially due to 
its strong electronegativity, allowing for a more consistent atomic 
charge with a wide variety of substituents. 
 
NH
3
 Ref TOEP2 TOM 
C
2
H
5
CN 0.16 0.09 
CClH
2
CH
2
NH
2
 0.48 0.46 
CF
3
CH
2
NH
2
 0.03 0.03 
CF
3
NO 0.96 0.92 
CH
2
CHCN 0.29 0.22 
N(CH
3
)
2
H 0.25 0.23 
CH
3
CH
2
CH
2
NH
2
 0.22 0.21 
CH
3
CH
2
NH
2
 0.21 0.20 
CH
3
CN 0.54 0.48 
CH
3
NH
2
 0.10 0.10 
CCl
3
CN 0.90 0.92 
CClH
2
CN 0.84 0.86 
ClCN 0.24 0.16 
HCN 0.31 0.36 
HNCO 0.01 0.03 
N(CH
3
)
3 
0.38 0.36 
NF
3
 0.62 0.65 
NH
2
CHO 0.03 0.04 
MAD 0.37 0.35 
 
Table 4.6.  Core electron binding energy shift errors (eV) relative to 
N(1s) of ammonia for TOEP2 and TOM.  The mean absolute 
deviation (MAD) is reported for each method. 
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Pyridine Ref TOEP2 TOM 
2-Fluoropyridine 0.02 0.02 
4-Fluoropyridine 0.04 0.04 
2-Methoxypyridine 0.18 0.17 
4-Methoxypyridine 0.14 0.15 
2-Methylpyridine 0.15 0.14 
3-Methylpyridine 0.09 0.09 
4-Methylpyridine 0.14 0.14 
MAD 0.11 0.11 
 
Table 4.7.  Core electron binding energy shift errors (eV) relative to 
N(1s) of pyridine for TOEP2 and the TOM.  The mean absolute 
deviation (MAD) is reported for each method. 
 
 
CH
3
OH Ref TOEP2 TOM 
(C
2
H
5
)
2
O 0.34 0.32 
C
2
H
5
OH 0.01 0.01 
C
6
H
5
OH 0.34 0.35 
(CF
3
)
2
CHOH 0.13 0.13 
CF
3
OCF
3
 0.61 0.60 
CF
3
OCl 0.08 0.11 
CH
2
CHOCH
3
 0.39 0.37 
(CH
3
)
2
CHOH 0.29 0.29 
(CH
3
)
2
O 0.34 0.33 
(CH
3
)
3
CCOCl 0.02 0.09 
CH
3
CH
2
CH
2
OH 0.20 0.20 
CO 0.17 0.19 
H
2
O 0.18 0.16 
MAD 0.24 0.24 
 
Table 4.8.  Core electron binding energy shift errors (eV) relative to 
O(1s) of methanol for TOEP2 and TOM.  The mean absolute 
deviation (MAD) is reported for each method. 
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OCl
2 
Ref TOEP2 TOM 
CF
2
O 0.07 0.04 
CH
2
CCO 0.33 0.31 
CH
2
O 0.17 0.13 
CH
3
CH
2
CHO 0.15 0.12 
CH
3
CHO 0.30 0.27 
HNCO 0.01 0.04 
MAD 0.17 0.15 
 
Table 4.9.  Core electron binding energy shift errors (eV) relative to 
O(1s) of dichlorine monoxide for TOEP2 and TOM.  The mean 
absolute deviation (MAD) is reported for each method. 
 
4.3.  Surface Applications of TOEP2 
 
4.3.1  Introduction 
 
 After having a better understanding of TOEP2’s strengths 
and limitations, it is ready to be applied to problems in surface 
science.  This is the first study describing the use of the TOEP2 
method for describing core ionizations of organic functional 
groups attached to a silicon cluster representing the Si(111)(7x7) 
surface.  The CEBE shifts of carbon and oxygen 1s orbitals of 
methanol and formaldehyde are reported for both adsorbed and 
thermally annealed methanol and formaldehyde on the Si(111)(7x7) 
surface.  These values are compared to the previous experimental 
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work of Tanaka, Matsuzaki, and Toyoshima.17  Agreement is found 
between our current work and experimental values.  The accuracy 
of TOEP2 aids in elucidating the proper bonding environments of 
the single carbon and oxygen atoms adsorbed on the silicon 
surface. 
 
4.3.2. Computational Details 
 
 Initial constrained bottom layer Si
27
H
27
 cluster geometries 
were optimized using the B3LYP functional in conjunction with the 
6-311+G(d,p) basis set and MWB10 effective core potential added to 
the Si atoms. The 6 core uncontracted guassian basis functions 
were removed from the basis set for the Si atoms.  TOEP2 
calculations were performed with a truncated Si
15
H
21
 cluster, 
maintaining Si-H bonds to a distance of 1.48 Å. The initial 
wavefunction for the TOEP2 calculations was formed using the 
Hartree-Fock 6-31+G(d) orbitals with MWB10 effective core 
potential added to all Si atoms.  All calculations were performed 
using a locally modified version of the development version of the 
Gaussian suite of programs. 
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4.3.3.  Results and Discussion 
 
 There are two possibilities for the adsorption site of gas-
phase methanol and formaldehyde on the Si(111)(7x7) surface, the 
adatom and restatom sites.  Previous experimental and theoretical 
studies have shown a preference for methanol on the adatom site.18  
Using an appropriate cluster model that contains a Si(111)(7x7) 
adatom site is important to obtaining correct geometries and core 
binding energies.  It is important for the cluster model to correctly 
describe the appropriate bonding interactions with the surface and 
rest atom layers with the adatom. 
 
 Using a smaller Si
15
H
21
 cluster, core electron binding energy 
(cebe) values of adsorption and thermal annealing processes for 
methanol and formaldehyde are calculated.  The initial adsorption 
of methanol was shown experimentally to cause a substantial shift 
in the C(1s) and O(1s) core electron binding energies.  The structure 
and cebe’s for the initial dissociative adsorption of methanol that 
agree best with the experimental data are shown in Figure 4.1 and 
Table 4.10, respectively.  The differences between the C(1s) and 
O(1s) core ionizations for the gas phase methanol and an adsorbed 
methoxy on a Si(111) cluster were calculated using TOEP2.  These 
calculated shifts are in agreement with experiment but additional 
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error is present in the O(1s) shift, as that can be attributed to the 
larger change in the bonding environment, which makes the TOEP2 
method start to perform less satisfactory for xps shifts.  Similarly, 
Figure 4.2 and Table 4.11 contains the structures and cebe’s for the 
relevant thermal decomposition process, which was heating the 
initial adsorption product from 123K to 773K.    It was noted from 
Toyoshima and coworkers17 that the cebe values of the sample were 
temperature dependent.  The O(1s) binding energy changes by -0.8 
eV but a larger change, signifying a dramatic change in bonding 
environment was for the C(1s) binding energy (-2.7 eV).  The 
geometry that is in strongest agreement to the experimental cebe 
shifts is when the initial adsoption product decomposes to form a 
bridging Si!O!Si bond in the first atomic layer of the surface 
between the rest atom and adatom, which is a similar reaction for 
other small oxygen containing adsorbates.19  It has also been known 
that methoxy on Si(111) is stable up to about 700K from previous 
work.20 The difference between the experimental and computed 
cebe shifts is less than 0.1 eV, which are in very good agreement 
with what is experimentally observed. 
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Figure 4.1.  Adsorption product of deprotonated methanol on 
Si(111)7x7 adatom site. 
 
 
 
Atom CH
3
OH (eV) Si-OCH
3 
(eV) ΔeV (eV) Exp (eV) 
O  538.727 537.083 -1.644 -1.2 
C 293.189 293.091 -0.098 -0.2 
 
Table 4.10.  Computed xps shifts for methanol during adsorption 
on Si(111)7x7 adatom  
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Figure 4.2.  Geometries of adsorbed methanol on the Si(111)7x7 
adatom site during annealing from 123K to 7733K. 
 
 
Atom Si-OCH
3 
(eV) Si-CH
3 
(eV) ΔeV (eV) Exp (eV) 
O  537.083 536.366 -0.717 -0.8 
C 293.091 290.403 -2.688 -2.7 
 
Table 4.11.  Computed cebe values for adsorbed methanol during 
heating from 123K to 773K on Si(111)7x7 adatom. 
 
  
A similar adsoption and annealing process occurs for 
formaldehyde adsorption and decomposition on Si(111)7x7.  Initial 
adsorption at 298K leads to decomposition, as shown 
experimentally from their reported data.  The adsorption product 
with the strongest agreement to the experimental observations has 
a bridging Si!O!Si oxygen atom in the first atomic layer of the 
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surface and methylene adsorbate on the silicon adatom, similar to 
the case of dissociative adsorption of methanol described above.  
After the sample is heated to 773K, a -1.0 eV C(1s) binding energy 
shift is observed, but the O(1s) does not undergo a notable change.  
A -1.0 eV shift is indicative of a methylene adsorbate being reduced 
to a methyl group, as shown by experimental work on the Cu(111) 
surface.21  Furthermore, the cluster models that describe the 
reduction of methylene to a methyl adsorbate have associated core 
binding energies determined by the electron propagator that are in 
very good agreement with experiment.  The geometries and cebe 
shifts are shown in Figure 4.3 and Table 4.12.  The errors in our 
computed shifts are less than 0.1 eV, demonstrating the 
effectiveness of using TOEP2 for surface science applications. 
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Figure 4.3.  Geometries of adsorbed formaldehyde on the 
Si(111)7x7 adatom site during annealing from 123K to 773K. 
 
 
 
 
 
Atom Si-CH
2 
(eV) Si-CH
3
(eV) Δ eV (eV) Exp (eV) 
O  536.466 536.366 -0.080 ≈0.0 
C 291.427 290.403 -1.024 -1.0 
 
Table 4.12.  Computed cebe values for adsorbed formaldehyde 
during heating from 298K to 773K on Si(111)7x7 adatom.  
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After the initial reaction product is heated to 773K, the 
sample was cooled to 298K for 12 hours.  During this procedure, 
the C(1s) cebe was observed to shift by 0.5 eV, which approximately 
at the midpoint between the C(1s) cebe of the initial adsorption and 
thermal annealing product.  Toyoshima and coworkers17 suggested 
the observation was from the following equilibrium: 
 
CH
3
 ⇋ CH
2
 + H ⇋ CH + 2H ⇋ C + 3H 
 
However, the model proposed below contradicts the previous 
authors’ work, as they suggested that the equilibrium will shift to 
the right with heating.  Agreeing with the previous Cu(111) study21 , 
our cluster models and associated cebe shifts suggests that as the 
functionalized Si(111) surface is cooled, methylene adsorbates are 
reformed in a somewhat reversible manner.  The computed shifts 
assume a 50% population of methylene and methyl adsorbates on 
the Si(111) adatoms.  The structures and cebe shifts are shown in 
Figure 4.4 and Table 4.13.  The results are in very strong 
agreement, with a 0.05 eV error. 
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Figure 4.4. Adsorbed formaldehyde after cooling from 773K to 
298K for 12 hours, assuming an equilibrium of methyl and 
methylene adsorbates.  
 
 
 
 
Atom Si-CH
3
(eV) Avg CH
2 
,CH
3
 Δ eV (eV) Exp (eV) 
O  536.366 536.416 0.050 ≈0.0 
C 290.403 290.915 0.512 0.5 
 
Table 4.13.  Computed cebe values for adsorbed formaldehyde 
after cooling from 773K to 298K for 12 hours, assuming an 
equilibrium of methyl and methylene adsorbates  
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4.4.  Shake-up Spectra 
 
4.4.1.  Introduction 
 
 The main peaks from x-ray photoelectron spectroscopy that 
are used to determine cebe values are not the only important 
features from the method’s spectra.  Furthermore, other signatures, 
referred to as satellites, are commonly observed in spectra 
obtained by XPS which have origins from several different 
processes caused from additional electronic excitations.  Inelastic 
scattering processes, those from which the sample is induced to a 
bound excited state, can be observed as typically broad features 
found at lower kinetic energy values ranges of the system’s 
spectra.22  More complicated processes, such as shake-up, shake-
down, and shake-out satellite peaks are also detected from this 
spectroscopic technique.23  When an ejected core electron, induced 
by ionization, interacts with a higher lying electron, which in turn 
undergoes an electronic excitation, causes shake-up features of an 
x-ray photoionization spectra.  Similarly, shake-down peaks are 
observed from electronic relaxation from the formation of the core 
hole.  The third type of satellite feature, a shake-out peak, is similar 
to those of shake-down peaks but the electronic relaxation induces 
a second ionization of the system, but this second electron is 
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ejected from a higher lying orbital.  These three different processes 
contribute different satellite features to spectra obtained by XPS 
and provide greater insight for electronic configurations and 
excited states. 
 
 Unfortunately, due to the complex processes that occur 
during XPS, assignment of satellite features can be formidable.  
Previously, different computational methods have been applied to 
aid in the determination and elucidation of observed satellite 
features with questionable results.  This area of theoretical and 
computational chemistry has had a large focus towards the 
development of reliably accurate methods for main peaks, such as 
IP-CCSD, EOM-IP-CCSD,11 MCSTEP,24 FSMRCC,25 TOEP2,15 and TOM.12d, 
26  However, less development has been put forth towards the 
descriptions of satellite peaks formed.  Slater’s χα method,27 
equivalent core Kohn-Sham density function approach,28 limited 
CI,29 semi-empirical CI,30 and semi-empirical CIS(D)31 have been 
previously reported for use in shake-up peak assignments with 
qualitative accuracy. 
 
Defining a tractable but accurate computational method to 
describe satellite peaks is important because of the prevalent use 
of XPS in the materials science community.  The shake-up process 
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can be viewed as the adsorption of energy from two different steps 
at the adiabatic limit: core electron ionization and electronic 
excitation.  It is important to capture both of these processes in 
order to obtain energies that describe shake-up peaks.  Appropriate 
computational scaling of O(N5) or less is desired for modeling bulk 
systems, particularly those containing many heavy elements.  Two 
computationally efficient methods, the Maximum Overlap Method32 
and TOEP2, have been previously reported to provide accurate core 
electron binding energies with a low computational cost. The 
Maximum Overlap Method (MOM) has been proposed by Gill and 
coworkers to describe core electron binding energies from XPS and 
electronic excitations induced form XAS, which undergoes electron 
excitations similar to those found in shake-up processes.32a  It has 
been shown to be effective for describing these electronic states of 
small molecules by optimizing the single determinant wavefunction 
used to describe the system with a constraint that the occupied 
orbitals are not determined by the aufbau principle, but rather are 
chosen by which orbitals from the new set formed during the self-
consistent field cycle most strongly overlap with the previous 
iteration’s occupied orbitals.  When an excited state can be 
described by a single determinant wavefunction, MOM provides 
accurate results for electronic excitations, core ionizations, and 
core excitations. Combining the two methods leads to a 
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computationally tractable model that can be used to accurately 
describe core electron binding energies of not only the ground 
state of a system, but also higher lying excited states. 
 
4.4.2.  Method 
 
In an attempt to explore different models that have sufficient 
computational scaling for materials systems, shake-up satellite 
features are computed for a neon atom, water molecule, and 
pyridine with methods being based upon MOM, TOEP2, and CIS(D).  
Electronic excitations are typically correlated problems that can not 
simply be described by a single determinant wavefunction.  All 
three of the models presented below propose to overcome this 
deficiency when calculating excited states.  
 
One model presented below uses a ground state, neutral 
CIS(D) calculation to obtain an electronic excitation energy, which is 
then corrected by using TOEP2 on an equivalent single-reference 
wavefunction that is a Hartree-Fock solution using MOM.  The 
difference between the ground state core electron binding energy 
and the excited state electron binding energy is added to the CIS(D) 
electronic excitation energy to describe the total energy involved in 
the shake-up process for each excited state.  This should allow for 
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the determination of electronic excitations and core ionizations as 
two independent calculations to be summed together.  When a 
single reference wavefunction cannot be defined for an excited 
state, multiple TOEP2 calculations are performed, and the 
contributions of these calculations to the shake-up peak is defined 
by the CIS coefficients.  The second approach attempts to account 
for orbital relaxation and electronic excitation in the same 
calculation by using a ground state core ionized wavefunction 
obtained by the maximum overlap method as the reference 
wavefunction for CIS(D).  Further, making assignments of an 
electronic excited state from a single one-electron excitation with 
CIS(D) can be challenging or impossible.  When the alpha and beta 
spaces are not equal, spin, for a given excited state, can also be 
challenging to assign.  In an attempt to avoid these pitfalls, the 
third approach is to apply the transition operator method to both 
the alpha and beta space29 will allow for excited states that have 
indistinguishable spin cases and normal spin assignments since the 
coefficients of the CIS solutions are the same or of opposite sign.  
In order to improve the accuracy of the excited state energies for 
CIS(D),  EOM-CCSD corrections are added to this method. 
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4.4.3.  Results and Discussion 
 
To demonstrate this new proposed model’s effectiveness, it 
has been applied to three small gas phase systems with clear 
shake-up satellite features detected by XPS.  Neon, water, and 
pyridine have been studied and modeled for features of their 
shake-up spectra.  Providing comparisons to previous peak 
assignments and calculated peak energies will be useful in 
asserting the utility of this model. 
 
Neon has important shake-up features for 3p←2p transitions.  
The low and high limits of the shake-ups are 37.35 eV and 40.76 
eV, respectively.  The results from the three methods are shown in 
Table 4.14. 
 
CIS(D) + ΔTOEP2 CIS(D) Core Ion (α,β)-TOM-CIS(D) 
35.5 36.1 36.8 
38.3 39.1 40.4 
 
Table 4.14.  Computed 3p ← 2p transitions of neon using the three 
different methods described above.  Energies are reported in eV. 
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All three of the methods underestimate the 3p ← 2p transitions.  
However, the CIS(D) using a core ion reference wavefunction has 
the closest values to the experimental data.  The spread between 
the highest and lowest excitation values is found experimentally to 
be 3.41 eV, which is also most closely matched with the (α,β)-TOM-
CIS(D) calculation with the EOM-CCSD correction. 
  
 Water has a much more complicated spectra, having shake-
up peaks at 20 eV, 22 eV, 24 eV, and 34 eV. The data for the three 
different methods are reported in Tables 4.15, 4.16, and 4.17.  With 
CIS(D) + ΔTOEP2, it is possible to make assignments to these peaks 
from the data outside of the experimental peak value of 34 eV, 
which the method does not describe the higher energy excitations 
as well.  Similar results are obtained using CIS(D) with the ionized 
core reference wavefunction as well, but the 3b
2
 ← 1b
2
 transition 
can be used to assign the 34 eV experimental peak.  CIS(D) with the 
half-ionized core orbitals in alpha and beta space leads to similar 
overall results that can be used to make peak assignments.  The 
three methods agree for some of the peak transitions, as the 20, 
22, and 24 eV feature is described as 2b
1
 ← 1b
1
, 5a
1
 ← 3a
1
, and 6a
1
 
← 3a
1
  within 1 eV for all three methods.  This shows that the 
methods are somewhat self-consistent with each other in their 
qualitative analysis of features of a shake-up spectra. 
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Transitions CIS(D) + ΔTOEP2 
2b
1
 ← 1b
1
 20.0 
5a
1
 ← 3a
1
 21.9 
6a
1
 ← 3a
1
 24.9 
2b
2
 ← 1b
2
 22.5 
3b
2
 ← 1b
2
 27.6 
4a
1
 ← 2a
1
 37.1 
7a
1
 ← 3a
1
 36.8 
 
Table 4.15.  Computed shake-up transitions of water with CIS(D) + 
ΔTOEP2, calculated by adding the shift computed in cebe from the 
difference between the core ionizations of the ground and excited 
states to CIS(D) electronic excitation energies.  Values are reported 
in eV. 
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Transitions CIS(D) Core Ion 
4a
1
 ← 3a
1
 15.3 
4a
1
 ← 3a
1
 16.8 
2b
2
 ← 1b
2
 19.9 
2b
1
 ← 1b
1
 19.7 
5a
1
 ← 3a
1
 21.2 
2b
1
 ← 1b
1
 21.5 
2b
2
 ← 1b
2
 22.6 
6a
1
 ← 3a
1 
2b
2
 ← 1b
2
 
23.9 
2b
1
 ← 1b
1
 24.9 
3b
1
 ← 1b
1
 26.9 
1b
2
 ← 3b
2
 28.3 
3b
2
 ← 1b
2
 34.0 
5a
1
 ← 1a
1
 36.4 
 
Table 4.16.  Computed shake-up transitions of water with CIS(D) 
using a core ionized reference wavefunction obtained by MOM.  
Values are reported in eV. 
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Transitions (α,β)-TOM-CIS(D) 
4a
1
 ← 3a
1
 15.6 
4a
1
 ← 3a
1
 18.1 
2b
2
 ← 1b
2
 21.1 
5a
1
 ← 3a
1
 22.7 
6a
1
 ← 3a
1
 23.6 
6a
1
 ← 3a
1
 23.9 
2b
2
 ← 1b
2
 25.4 
2b
2
 ← 3b
2
 26.8 
 
Table 4.17.  Computed shake-up transitions of water with CIS(D) 
using a reference wavefunction that contains ½ α and ½ β ionized 
core orbitals.  EOM-CCSD corrections are added to the excited state 
energies.  Values are reported in eV. 
 
Pyridine also has an experimentally known shake-up 
spectrum, with peaks at 5.7 eV, 7.2 eV, 8.6 eV, and 11.4 eV.  The 
results from the three different computational methods are listed 
in Tables 4.18, 4.19, and 4.20.  Assignments of the peaks can be 
made using CIS(D) with the electron propagator with some caution, 
as the peak energies can be different by about 0.5 eV.  Table 4.18 
shows that CIS(D) with the core ionized reference wavefunction 
also leads to similar results, but the peaks are difficult to assign.  
The peak assignment at 7.2 eV does match qualitatively, describing 
the transition as having 2a
2
 ← 1a
2
 character, along with the other 
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two methods.  CIS(D) using a half-ionized alpha and beta core 
orbital also gives results that can be used to qualitatively match the 
shake-up spectrum of pyridine.  The results for this method are not 
reported with the EOM-CCSD correction, but also can successfully 
make a peak assignment for 11.4 eV peak, which is described as 
3a2 ← 1a2, the same transition as the CIS(D) + ΔTOEP2 method. 
 
Transitions CIS(D) + ΔTOEP2 
2a
2
 ← 1a
2
 
3b
2
 ← 2b
2
 
4.6 
3b
2
 ← 2b
2
 
2a
2
 ← 1a
2
 
5.1 
2a
2
 ← 1a
2
 
3b
2
 ← 2b
2
 
7.3 
3b
2
 ← 2b
2
 
2a
2
 ← 1a
2
 
8.9 
3b
2
 ← 1b
2
 7.0 
3a
2
 ← 1a
2
 11.2 
 
Table 4.18.  Computed shake-up transitions of pyridine with CIS(D) 
+ ΔTOEP2, calculated by adding the shift computed in cebe from 
the difference between the core ionizations of the ground and 
excited states to CIS(D) electronic excitation energies.  Values are 
reported in eV. 
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Transitions CIS(D) Ion 
2a
2
 ← 1a
2
 5.1 
  
3b
1
 ← 2b
1
 5.1 
  
3b
1
 ← 2b
1
 
3a
2
 ← 2a
2
 
6.5 
  
2a
2
 ← 1a
2
 7.9 
  
3b
1
 ← 1b
1
 9.3 
 
Table 4.19.  Computed shake-up transitions of pyridine with CIS(D) 
using a core ionized reference wavefunction obtained by MOM.  
Values are reported in eV. 
 
Transitions (α,β)-TOM-CIS(D) 
2a2 ← 1a2 5.0 
3b2 ← 2b2 5.1 
3b2 ← 2b2 6.5 
3b2 ← 2b2 
2a2 ← 1a2 
7.9 
3b2 ← 1b2 9.3 
3a2 ← 1a2 11.5 
3a2 ← 1a2 11.9 
 
Table 4.20.  Computed shake-up transitions of pyridine with CIS(D) 
using a reference wavefunction that contains ½ α and ½ β ionized 
core orbitals.  Values are reported in eV. 
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4.5.  Conclusions 
 
 Overall, the project is still in development, as there are many 
challenges in calculating core ioinized excitation energies.  An 
analysis of core electron binding energies suggests that reasonable 
performance can be expected for computing shifts in spectra if the 
bonding environments are similar between the reference and 
sample molecules.  Further, it was demonstrated that the electron 
propagator using the transition operator method can be 
successfully applied to Si(100) surface studies.  Finally, three 
different models to compute shake-up features were explored.  
Current challenges and possible improvements to the calculation of 
shake-up peaks is described in the prospectus.  However, these 
results presented can be used as tools to qualitatively describe the 
electronic processes that occur in x-ray photoelectron spectra. 
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Chapter Five  
Prospectus 
 
5.1.  Introduction 
 
In the research presented from the previous chapters, further 
developments towards computational models that can be 
applicable to the nanotechnology, surface science, and 
semiconductor communities have been discussed.  Further 
improvements can be made in these areas to expand their 
robustness, scope, and general applicability to molecular and 
materials systems.  Using composite methodologies to describe 
systems without specific interactions, either spurious through 
approximations made when describing the system to make it 
appropriate for computation or physically motivated interactions 
such as hydrogen bonding have been demonstrated to be useful in 
decomposing energetic and geometric contributions of a system. 
Pseudoatoms that have been used to describe the fully covalent 
bonding environment in bulk silicon materials can be further 
extended for applications in other environments, ones that contain 
mixtures of ionic and covalent bonds.    Furthermore, Electron 
propagator techniques can be improved for applications in x-ray 
photoelectron spectroscopy to help identify and predict peaks that 
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are derived from complex electronic processes. New developments, 
applications, and challenges are described in this chapter related to 
these areas. 
 
5.2.  Further generalization of a composite scheme to selectively 
remove interactions of a molecule and applications to strained 
systems 
 
 The use of a composite energy scheme was shown to be an 
effective method to quantitate the geometric and energetic 
contributions of intra-system hydrogen bonding.  Examples in 
Chapter 4 refer to intramolecular hydrogen bonds in small organic 
diols and a large example with dissociated ammonia on a Si(100) 
surface cluster.  Hydrogen bonding is an important attractive 
interaction that can occur with various conformations of a system, 
which typically creates an energetic stability.  However, the same 
composite methods should be extended to quantitate and observe 
repulsive interactions have great chemical consequence. 
 
 Steric interactions are important weak interactions that can 
dictate conformations, which in turn determine the reactivity and 
selectivity of a reactant. Creating models to determine 
conformational preferences and their associated reaction pathways 
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can allow for a better prediction of products, particularly ones that 
contain stereoselective centers, to choose appropriate target 
molecules for use in a synthetic pathway. 
 
 An important type of steric interaction is known as allylic 
strain.1  Two types of this class of strain are 1,3-strain and 1,2-
strain.  Each of the nomenclatures describes the substituent-
substituent repulsions based upon the positioning in the molecule 
with respect to the olefin.  These interactions occur because sp2 
hybridized carbons, which have a significantly large barrier of 
rotation, contain groups that cause repulsive forces that cannot be 
remedied without rotation of the allyl group’s double bond.  These 
important interactions have been useful in the formation of large 
molecules containing many stereocenters.  Similar allylic strains 
exist for cyclic molecules that contain sp2 hybridized carbons. 
 
 As a Connectivity-Based Hierarchy scheme (CBH), similar to 
other fragmentation-based methods2 has been previously applied 
and proven successful for hydrogen bonding systems, the same 
approach can be further generalized and applied to systems 
containing steric repulsions.  It is defined in a general way that is 
flexible to treat fragments of any given size and remove selected 
fragment-fragment interactions.  The hierarchy is defined to create 
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cancellation of overlapping fragments in order to avoid double 
counting of energies in a general manner.  Combining these many 
excised fragments together has led to effective results in a simple 
fashion, appropriate for energies and geometry optimizations. 
 
 The concept of rungs can be evoked, similar to that defined 
in CBH.  The lowest rung of CBH is known as CBH-0, which is a 
bond-centric rung, where the each atom’s bonding is preserved.  
Similarly, the lowest run of the CBH-scheme proposed preserves 
the user defined fragment atoms, which can be of any general size, 
up to the size of the total molecular system.  The next rung, which 
is known to be a “bond-centric” rung, can be an analogous 
“fragment-bond-centric” rung, where the bonds between any two 
fragment regions are preserved.  Progressing further up the ladder 
captures more information about the total system, oscillating 
between odd “fragment-centric”, and even “fragment-bond-centric” 
rungs, up to N-1 rungs, where N is the total number of user defined 
fragments for the molecular system. 
 
Each rung above rung zero is defined with the same rules as 
defined by CBH, but with the exception that each atom has been 
replaced by a fragment, i.e. each fragment is treated in the same 
manner as an atom from the CBH scheme.  However, at the lowest 
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rung, the stoichiometry does not match that of the full molecular 
system after forming each of the composite fragments.  To avoid 
these complications, H
2
 systems are added at each region between 
two fragments to account for the hydrogen link atoms employed 
during the formation of the subcalculations.  To negate the forces 
from contributing at this rung, optimized H
2
 molecules are used in 
this model. 
  
 Considering this general method, the first choice to use for 
testing sterically strained systems is the first “fragment-bond-
centric rung”, where nearest neighbor fragments are considered.  
This leads to the same composite scheme defined in Chapter 3 for 
use in intramolecular hydrogen bonding systems.  The test 
molecules and fragments defined for each are shown in Figure 5.1.  
For all calculations described with these molecules, the MP2/6-
31+G(d,p) model chemistry was chosen for energies and geometry 
optimizations. 
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Figure 5.1.  MP2 geometry optimized molecules tested with the 
composite energy method to determine the amount of strain 
caused from steric repulsions.  Carbon atoms are grey and 
hydrogen atoms are white.  Each outer color (red, green, and blue) 
represents a chosen fragment defined for the method.  The 
molecules depicted are 1,8-dimethylnapthalene (left), and 4,5-
dimethylphenanthrene (right). 
 
 
 The two systems depicted in Figure 5.1 are analyzed in a 
manner similar to the reported energetic and geometric relaxations 
discussed in Chapter 3.  The difference calculated between the 
standard MP2 optimized structure’s energy and newly discussed 
composite energy defines the energetic contribution from steric 
repulsion.  The energy from geometric distortions due to the steric 
repulsions can also be determined as the difference between the 
composite energy at the MP2 optimized structure and the 
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associated method’s optimized structure.  Similarly, the difference 
between the energies of the MP2 optimized structures at the 
standard optimized and composite optimized geometries are used 
to report the total energy change related to having no strain 
contained in the molecular systems.     Results are reported in 
Table 6.1. 
 
System Total 
Relaxation 
Geometry 
Relaxation 
Steric 
Repulsion 
1,8-dimethylnapthalene -5.9 -2.5 -3.4 
4,5-dimethylphenanthrene -3.3 -3.1 -0.2 
 
Table 6.1.  Summary of results for the set of eight strained 
molecules depicted in Figure 5.1.  Energies are reported in 
kcal/mol. 
 
 When 1,8-dimethylnapthalene relaxes without the presence 
of steric repulsions, as evident from the geometries reported in 
Figure 5.2, the carbon-carbon distance decreases from 2.966 Å to 
2.607 Å, indicative to how the major contributor to the geometric 
relaxation comes from the distortion from the methyl-methyl 
repulsion, which is calculated to be 2.5 kcal/mol.  The steric 
repulsions do not minimize with respect to rotation of the methyl 
group, as the dihedral angles change by less than 1º between the 
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MP2 optimized geometries through standard and composite energy 
methods.    
 
 
Figure 5.2.  1,8-dimethylnapthalene optimized geometries with 
standard MP2/6-31+G(d,p) (left) and composite method (right). 
 
 In a more extreme example of steric repulsion, 4,5-
dimethylphenanthrene was investigated with the composite model.  
The geometries are depicted in Figure 5.3.  The molecule does not 
become fully planar without the presence of the steric methyl-
methyl repulsions.  The dihedral angle defined connecting carbon 
atoms 4 and 5 decreases from 32º to 29º when employing the 
composite method, indicative of a decrease in geometric distortion 
of the molecule.  Phenanthrene has a planar geometric minimum, 
so some other repulsive forces still exist when using this composite 
method, possibly from two of the fragment subcalculations that are 
formed, 4-phenanthrene and 5-phenanthrene.  However, with 
carbon-carbon methyl distance of 2.968 Å, the composite energy at 
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the MP2 optimized geometry may still be appropriate for evaluating 
the steric energy contribution. 
 
 
Figure 5.3.  4,5-dimethylphenanthrene optimized geometries with 
standard MP2/6-31+G(d,p) (left) and composite method (right). 
 
From these results, we find that the overall energies seem in 
consistent with one another, particularly in molecules with similar 
sterically hindered groups, with relaxation energies that are in the 
weak interaction regime.  Approximations from the scheme do lead 
to artifacts that can be corrected either by development of further 
composite methods that are also general but utilize multiple types 
of model chemistries, attempting to use a higher rung with more 
user defined fragments, or by a carefully chosen scale factor to 
account for spurious forces when fragments of interest are at 
sufficiently close distances to cause repulsions with link atoms 
caused by truncation. 
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5.3.  Improvements to electron propagator techniques for 
satellite peaks   
 
 Using a single reference determinant leads to two major 
challenges for an electron propagator technique based upon 
perturbation theory.  Excited states are correlated problems, so as 
an example, any singlet excited state has at least coupling between 
alpha and beta electrons, if not more excited configurations being 
used to describe an excited state, as reflected in solutions found by 
configuration interaction using an unrestricted Hartree-Fock wave 
function.  This leads to difficulties in using methods to use ground 
state methods for excited state electronic configurations.3  Along 
with these difficulties to using a single reference wavefunction, 
perturbation theory leads to numerical instability for degeneracies 
in orbital eigenvalues,4 particularly relevant for calculating low-
lying excited states of the same symmetry as the ground state, 
such as those that contribute to shake-up peaks in x-ray 
photoelectron spectroscopy.  Two strategies are described below to 
overcome this challenges. 
 
 One possible way to use a single determinant wave function 
that provides correlation is to use solutions to use solutions that 
contain a number of electrons that have partial occupancy across 
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many orbitals.5  As an example, an excited state which has two 
main excitations contributing to an excited state, as determined by 
configuration interaction, could be described by one electron that 
have non-integer occupancy that is divided into two orbitals, with 
the percent contributions of each excitation determining the 
fraction of the electron that is placed in the higher lying orbitals.  
Similar work has previously been done using fractional occupation 
numbers to describe excited states, and this may be an 
approximate way of describing this correlated problem, so the 
method defined by TOEP2 can be applied to excited state systems 
with higher accuracy. 
 
 The failures of using perturbation theory for reference wave 
functions that contain degeneracies can be avoided by rewriting the 
electron propagator in terms of an equation of motion - coupled 
cluster singles and doubles.6 The one-particle, two-hole; two-
particle, one-hole, and correction terms would need to be 
calculated in this formalism.  The computational cost of EOM-CC2 
is O(N5), and since only a partial transformation of the atomic 
orbitals to molecular orbitals is required, it can equally be applied 
to materials systems.  Martinez et. al have reduced the scaling of 
EOM-CC2 to O(N4) through a resolution of identity formalism, so it 
may be possible to reduce the overall scaling of the electron 
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propagator to O(N3).  These methods do have promise, when using 
the transition orbital method, to increase accuracy of core electron 
binding energies at a low computational cost. 
 
5.4.  Development of pseudoatoms for III-V semiconductors 
 
More sophisticated pseudoatoms can be defined and 
implemented for improving truncation error for systems unique to 
the problem solved by the divalent pseudoatom, where two 
covalent bonds are cut to the same atom that is being removed 
from the complete system.  In indium phosphide and other group 
III-V semiconductors, ionic and covalent interactions contribute to 
the overall bonding because indium and phosphorus have different 
numbers of valence electrons as well as different 
electronegativities. Using hydrogen link atoms to truncate this 
system would lead to a very poor description of indium 
phosphide’s electronic structure, geometry, and properties.7 A 
rigorous analysis of how the pseudoatom is defined is necessary in 
order for it to perform in a manner that has the correct description 
of ionic and covalent interactions.   
 
An initial starting point for designing pseudoatoms for III-V 
semiconductors would be to design a monovalent pseudoatom that 
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can be applied to InP clusters at regions of truncation.  Typically, 
phosphine groups have appropriate dative bonding that helps 
maintain the correct electronic structure for InP clusters, and using 
a single atom to replace a phosphine decreases the degrees of 
freedom, allowing more efficient geometry optimizations of these 
systems.  The appropriate atom as a starting point for replacing the 
phosphine groups would be the isoelectronic argon atom with the 
phosphorus basis set and associated pseudopotential.  Adding 
additional fitted effective core potential terms to this 
pseudopotential may be an effective strategy to obtaining an atom 
with similar dative bonding to that of a phosphine group.  These 
terms can either be fitted by properties listed in Chapter 1, where a 
function defined in terms of errors for various geometric 
parameters and populations were minimized with respect to each 
parameter, or by fitting to different orbital energies in a way that 
attempts to make the atomic orbital basis of argon similar to the 
lower lying molecular orbitals of phosphine. 
 
In order to obtain a proper optimization of the added 
effective core potential parameters, an appropriate initial guess 
must be used.  Starting values of zero for coefficients and one for 
exponents has proven to be ineffective in previous explorations of 
pseudoatom development.  Part of the success in the development 
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of silicon divalent pseudoatoms was from using an initial set of 
hand fit parameters provided by Dr. Ujjal Das.  Defining a 
systematic method of creating a quality initial guess that can be 
easily implemented will be beneficial to the efficiency of developing 
new pseudoatoms.   
 
A previous fitting method that is worth improving upon is to 
modify the currently defined terms in the pseudopotential, as used 
in SDD, but vary the coefficients contained in each angular 
momentum term while keeping the exponents fixed.  The highest 
angular momentum coefficient is minimized with respect the bond 
angle errors in the fitting molecules.  Next, the next lowest angular 
momentum coefficient is varied to optimize the pseudoatom bond 
lengths.  Finally, with those two parameters hand fit, the lowest 
angular momentum coefficient is optimized to decrease the error 
in the population analysis.  As each of these variables are changed, 
it will affect the results of the bond angles, bond lengths, and 
Mulliken charges, so this should be done in an iterative manner 
until results are satisfactory.   
  
 The procedure mentioned does have deficiencies, as it would 
be more desirable to define a pseudoatom by adding additional 
corrections to the overall effective core potential instead of using a 
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completely new set of coefficients and exponents.  Previous hand 
fitting attempts with silicon have proven a failure in the potential 
energy surface formed from opening a bond angle, which is 
drastically underestimated by this procedure.  Understanding the 
dependence of the energy cost to create a linear bond angle with 
respect to the set of coefficients and exponents may lead to more 
robust parameter optimization procedures.  Special care must be 
taken during hand fitting parameters or using optimization 
techniques that use numerical derivatives, as regions in the 
parameter space lead to non-smooth changes to the properties of 
interest, so the optimizer must use penalty functions or carefully 
avoid these regions.   
 
 Using the methodology from the development of a 
monovalent pseudoatom that can be used in dative bonding 
environments, divalent pseudoatoms that replace the phosphorus 
groups truncating an InGaP(001) surface can be obtained.  As seen 
in a typical 2-dimer InGaP(001) cluster model shown in Figure 5.4, 
two different types of phosphorus atoms truncate the cluster, one 
that is trivalent, the other is tetravalent.  The divalent PH group 
needs its own definition of a pseudopotential using an isoelectronic 
sulfur atom, compared to the divalent PH
2
 truncating group which 
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should use a chlorine atom, as they have their own unique bonding 
environments. 
 
 
Figure 5.4. A phosphorus-rich 2-dimer InGaP(001) model, optimized 
with B3LYP and a double-zeta basis set with SDD pseudopotentials 
on indium and gallium atoms. 
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