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Partitions in Matrices and Graphs 
D. R. HUGHES AND N. M. SINGHIt 
This paper introduces a generalization of association schemes, for arbitrary finite graphs, 
even for arbitrary square matrices. This serves several ends: it can help to find eigenvalues, it 
can decide whether a given graph is the graph of an association scheme, it generalizes the 
notion of tactical decomposition (in both graphs and designs), and it includes coherent 
configurations as well. 
1. INTRODUCTION 
In this paper we introduce a generalization of association schemes which includes, in 
addition, the notion of tactical decomposition in structures and the various kinds of 
generalized tactical decompositions that have been studied in graphs. It permits us to 
construct a partition for a graph, which will be an association scheme if (and only if) 
the graph is one of the graphs of the association scheme. These partitions also allow us 
to compute the eigenvalues of a graph, and to give us simple ways of deciding, in 
favourable circumstances, if the graph gives an association scheme. The 'coherent 
configurations' of Higman are also included, as 'coherent partitions'. 
Many of the ideas in this paper are almost folklore or semi-folklore, and one of our 
motives in writing the paper was to make more precise some of this semi-folklore. But 
also there were real problems, the chief one being to understand why partitions 
sometimes gave all the eigenvalues of a graph, and sometimes not; here we are able to 
give some sort of answer to this question: an arbitrary partition need not give all the 
eigenvalues, but a local partition always will. This turns out to have ramifications in 
other parts of the theory. 
In Section 2 we introduce the basic ideas, and prove the central theorem for 
eigenvalues in Section 3. Section 4 deals with structure of partitions in more detail. In 
Section 5 we show very briefly how these ideas apply to graphs and sketch applications 
to, e.g., triangle-free SR graphs, a result (Corollary 5.5) about eigenvalues of regular 
graphs (sometimes attributed to Neumaier, but more correctly due to 'interlacing') and 
tactical decomposition of designs; the discussion here is somewhat informal. 
2. PARTITIONS: DEFINITIONS 
Let Mn = Mn(F) be the set of all n x n matrices over the field F of characteristic 
zero. Then Mn is a vector space of dimension n2 over F and, under ordinary matrix 
multiplication, is an algebra over F. If A = (a;j) and B = (b;j) are two elements of Mn , 
then the matrix A 0 B = (a;jb;J is called the Hadamard product of A and B. Under this 
multiplication, Mn is again an algebra, isomorphic to the direct product of n 2 copies of 
F. We write Fn for the vector space of n-tuples of (column) vectors over F. 
If A is a matrix in Mn , then we write (A);j for the entry in position (i, j) of A. We 
write, as is customary, (j;j' for 1 or 0, according as i = j or not. If Yand ff are sets of 
matrices in Mn , we write Yff or yo ff for the set of all products XY, or X 0 Y, for 
XEY, YEff. 
t Most of the research in this paper was carried out while both authors were visiting the Mehta Research 
Institute in Allahabad, India. 
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DEFINITION. (a) The matrix In is the n x n identity matrix; the matrix In is the n x n 
matrix all of whose entries are 1; the matrix On is the n x n matrix all of whose entries 
are 0; the matrix Kn is In - In. (We may abbreviate In, In> On and Kn by I, I, 0 and K.) 
(b) A subspace of Mn closed under ordinary multiplication, and containing In, is an 
(ordinary) algebra of degree n; a subspace of Mn closed under Hadamard multiplica-
tion, and containing In, is a Hadamard algebra, or a partition, of degree n. 
(c) A matrix C in Mn is called a (0, I)-matrix if all the entries in Care ° or 1. 
LEMMA 2.1. Any Hadamard algebra is (commutative) semi-simple and is spanned 
(as a vector space) by a unique set Dv D2 , ••• , Dd of (0, I)-matrices the sum of which 
is 1. 
PROOF. If W is a Hadamard sub-algebra, then it is certainly semi-simple, since it is 
commutative and can have no non-zero nilpotent elements. Thus it has a unique basis 
of primitive idempotents Dv D2 , ••• , Dd which sum to the identity element 1. A 
matrix is a (Hadamard) idempotent if it is a (0, I)-matrix. 0 
DEFINITION. The set Di> for i = 1, 2, ... ,d, of (0, I)-matrices which span the 
Hadamard algebra W, as in Lemma 2.1, is called the Hadamard basis of W, and we 
write W = (Dv D2 ,.· ., Dd)H. 
LEMMA 2.2. If Dv D 2 , ••• , Dd is a set of (0, 1)-matrices the sum of which is In, then 
W = (Dv D2 , ••• ,Dd) is a partition (or Hadamard algebra) the Hadamard basis of 
which is D1 , D2 , ••• , Dd • 
PROOF. Since the generators of W satisfy Dl 0 D j = DijDi' W is closed under 
Hadamard multiplication, and clearly the Di give us its Hadamard basis. 0 
Now we come to the definitions that matter. 
DEFINITION. Let V be a partition of degree n. 
(a) If for each x =1= 0 in pn there is Y E V such that Yx =1= 0, then we say that V is 
non-degenerate. 
(b) If In is in V, then V is local. 
(c) If In is one of the elements of the Hadamard basis of V, then V is global. 
(d) If V is also an ordinary algebra (which implies that V is local), then V is a coherent 
partition. 
(e) If V is a global coherent partition, then V is an association scheme. 
Note that 'global' implies 'local' implies 'non-degenerate'. Note also that if 
Dv D2 , ••• , Dd is the Hadamard basis of the partition V, and if In is in V, then In must 
be a sum In = Dl + D2 + ... + Drx of certain of the basis matrices, and so these matrices 
Dv D2 , ••• , Drx are all sub-identities; that is, matrices with l's and o's on the main 
diagonal and ° elsewhere. So the difference between a local and a global partition is 
that In is a sum of only one of the Hadamard basis matrices in the 'global' case. Our 
definition of 'association scheme' is that of the most general kind given in, i.e., Bannai 
and Ito [1], while our definition of 'coherent' is based on Higman [6,7,8]. 
DEFINITION. Let V be a partition of degree n, and let 00 be a subset of Mn. Then V 
is a oo-partition if VOO!;;; V. (So we speak of a local oo-partition, etc., or of a 
oo-association scheme.) If 00 consists of one matrix B, then we call Va B-partition. 
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LEMMA 2.3. A coherent partition with commutative ordinary multiplication is a 
(commutative) association scheme. 
PROOF. Let V be a coherent partition with Hadamard basis D 1 , D2 , ••• ,Dd , and 
with In = Dl + D2 + ... + Dc>:. If V is commutative, we want to show that (l' = 1. 
Without loss of generality, we may assume that Dl has 1 in the first s positions on its 
main diagonal, and 0 elsewhere. Then Dl1n has 1 everywhere in its first s rows, while 
InDl has 1 everywhere in its first s columns. Thus since Dl1n = InDl' it follows that 
s = n, and so (l' = 1. 0 
DEFINITION. Let V = (Dv D2, ... , Dd)H be a oo-partition. For each BEg?), the 
intersection matrix of B is T(B) = (tij ), where DiB = ~/ijDj. (In other words, T(B) is 
the matrix for B in its action by right multiplication on the vector space V, with respect 
to the Hadamard basis of V.) 
3. EIGENVALUES 
In this section we show how the existence of a oo-partition leads to the determination 
of some of the eigenvalues of BEg?); a non-degenerate ~-partition does even better 
and gives us all the eigenvalues. If N is a square matrix, we write mN(x), or just mN, 
for the minimal polynomial of N, and XN(X), or XN, for the characteristic polynomial of 
N. 
THEOREM 3.1. Let V be a oo-partition and T = T(B) the intersection matrix of BEg?). 
(a) mT divides mB, so all eigenvalues of T are eigenvalues of B. 
(b) If V is non-degenerate, then mT = mB, so the eigenvalues of T are exactly the 
eigenvalues of B (with possibly different multiplicities). 
(c) If V is local and XT = mn then V is a commutative oo-association scheme. 
PROOF. Since T is the matrix for B on V, it follows that for any polynomial 
f(x) E F[x], the matrix f(T) represents the linear transformation f(B) acting on V. 
Since mB(B) = On, it follows that mB(T) is the zero mapping on V. So mT must divide 
mB. This is (a). 
For (b), let X = mT(B) E Mn. We want to show that X = On, so that mB divides mT; 
together with (a), this will prove (b). If X,* On, then it has a non-zero column x and 
hence there is a matrix Y E V such that Yx '* O. Hence YX,* On. But YX is the result 
of multiplying Y by mT(B) in V, which is the same as letting mT(T) act on Yin V. 
Since mT(T) is the zero transformation (or we could say that mT(T) = Od, where dis 
the dimension of V), this implies YX = On, a contradiction. So we have (b). 
For (c), let [B] be the vector space in Mn spanned by all the powers of B" including In 
as a kind of notional B O (whether or not B is non-singular). Then obviously [B] is an 
ordinary algebra; since V is a ~-partition, it is certainly a B-partition, and therefore it 
is a [B]-partition. It is an elementary fact that the dimension of [B] equals the degree 
of the polynomial mB, and the dimension of V is equal to the degree of T (by the very 
definition of a characteristic polynomial). So if V is local, then by (b) mT = mB, and if 
XT = mT, then it follows that the dimension of V equals the dimension of [B]. Finally, 
since V is local, it follows that In E V, so B E V, and thus [B] ~ V. Hence [B] = V, so V 
is an ordinary algebra. This means that V is coherent and has commutative ordinary 
multiplication, and so, by Lemma 2.3, V is a oo-association scheme. 0 
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The converses of both (b) and (c) in Theorem 3.1 are false, and it might be very 
interesting to determine exactly when these conclusions are valid. It appears possible 
that as far as (c) goes, if V is a OO-association scheme, then either XT = mT or V is 
imprimitive (see [1]), for an appropriate choice of B. 
Notice that the algebra [B] which we used above is essentially a Bose-Mesner 
algebra (see [2]); these commutative matrix algebras are very useful in graph theory, 
and we meet them again further on. 
4. EXISTENCE AND STRUCfURE 
In this section we show that for any ~ ~ Mn , there are always ~-partitions, local 
~-partitions, coherent ~-partitions, and that there are unique 'best' examples of each. 
Furthermore, we give an algorithm for constructing these. There need not be any 
global ~-partitions (and hence not any ~-association schemes either), but if there is a 
global ~-partition, we show that there is again a 'best' one, and show how to construct 
it. (As the reader will discover, by 'best' we mean 'smallest', which seems reasonable: 
but there are situations in which the useful partition is not the smallest one, as is 
certainly the case when considering tactical decompositions of structures (see the end 
of Section 5». Note that Mn itself is always a coherent, hence local, OO-partition, for any 
choice of~. 
DEFINmON. Given ~ ~ Mn , we define Ap, Alp and A"p to be, respectively, the set of 
all ~-partitions, local ~-partitions and coherent ~-partitions in Mn. (More properly, 
we could write Ap(~), etc.) 
THEOREM 4.1. With respect to ordinary containment, each of Ap, Alp and A"p is a 
sub-lattice of the lattice of all subspaces of Mn· Furthermore, A"p ~ Alp ~ Ap, and Alp is 
an interval sub-lattice of Ap. 
PROOF. All three of the subsets are non-empty, since Mn is in each. It is clear that 
each is closed under ordinary subspace intersection, and that Ap and Alp are closed 
under ordinary subspace union as well. By standard techniques, it is enough that A"p 
be closed under intersection and have a 'top' (which is Mn) for it to be a lattice. But 
notice that union in the lattice A"p need not be ordinary subspace union. 
The containment A"p ~ Alp ~ Ap is obvious. Finally, if V E Alp, WE Ap, then V ~ W 
implies that In E V ~ W, so W E Alp. This means that Alp is an interval sub-lattice of 
Apo 0 
DEFINmON. The mlmmum elements of the three lattices Ap, Alp and A"p are 
denoted by Lp, Lip and Lcp , respectively. The dimensions of these three minima are 
called, respectively, the partition index, the local index and the coherent index of ~. 
We sketch out algorithms for constructing these minima, in fact by doing something 
more general. 
Given a subset «6 in Mn, define <"€o = (<(6, In), and for each i ;;;. 0, let: 
«62; + 1 = (<(62i' '€z; 0 «62; ) , «62; + 2 = (<(62i + 10 «62; + 1 ~ ) , 
and define ,ft(<(6) = Ui«6i. Then let !li(<(6) = jt(<(6, In). 
In a similar vein, define «66 = (<(6, In, In), and for each i;;;. 0, let: 
and then define 1t(<(6) = Ui«67. 
«6;'i+2 = (<(6;'i+1o «6;'i+l . «6;'i+l) , 
«6;'i+3 = (<(6;'i+2, «6;'i+200) , 
Partitions in matrices and graphs 227 
THEOREM 4.2. Suppose V ~ Cf6 ~ W, where Cf6 is any subset of Mn , and V, Ware 
oo-partitions (respectively, local r!JJ-partitions, or coherent r!JJ-partitions); then V ~ 
f( C(6) ~ Wand ft( C(6) is a oo-partition (respectively, V ~ ~(Cf6) ~ W and ~(Cf6) is a local 
oo-partition, or V ~ 0(Cf6) ~ Wand 0(Cf6) is a coherent oo-partition). Furthermore, 
Lp = ft(0), Lip = ~(0) and Lcp = 0(0). 
PROOF. Straightforward and elementary. D 
It is useful to know more about the structure of the three minima in Theorem 4.2. 
LEMMA 4.3. Let V = (Dv D2 , • •• , Dd)H be a oo-partition, and P a matrix in Mn 
with exactly one 1 in each row, and all its other entries O. Then PV is a oo-partition, and 
its Hadamard basis is the set of non-zero matrices in {PDv PD2 , ••• , PDd}. 
PROOF. PV is a subspace, spanned by PD1 , PD2 , ••• ,PDd, and each PDi is 
obviously a (0, I)-matrix; note that PDi = On is possible. Since PJ = J, it follows that 
PD1 + PD2 + ... + PDd = PJ = J. Finally, (PV)OO = P(Vr!JJ) ~ PV. D 
THEOREM 4.4. Let Lp = (Dl' D2 , ••• , Dd) H. Each of the Di has the property that all 
its rows are the same, or equivalently, after permuting the indices 1, 2, ... , n, the Di are 





o 1 1 
011 







PROOF. Let Lp = (Dv D2 , ••• , Dd)H, and let P be the n x n matrix with 1 
everywhere in its first column and 0 elsewhere. Then PLp is a r!JJ-partition, of 
dimension equal to or less than d. But this can only mean that PLp = Lp, and hence 
PDi = Di for each i = 1,2, ... , d. This is the assertion that every row of Di equals its 
top row. D 
DEFINmON. A matrix N is column (row) regular if every column (row) has the same 
sum. We say that N is regular if it is column and row regular. 
Note that N is column regular iff there is a constant t such that JnN = tJn, and is row 
regular iff there is a constant s such that NJn = sJn. So if N is both column and row 
regular, then JnNJn = (JnN)Jn = tJ~ = tnJn, and JnNJn = In(NJn) = In(sJn) = snJ". Hence 
s =t. 
THEOREM 4.5. 00 has partition index 1 iff every element of r!JJ is column regular. 
PROOF. Lp contains J, and thus has dimension 1 iff Lp = (J) H, and hence iff JB = tJ 
for each BE r!JJ (where t depends on B). D 
228 D. R. Hughes and N. M. Singhi 
Note that if V is a OO-partition, and if [00] is the ordinary algebra in Mn generated by 
00 (so [00] contains In), then V is also a [OO]-partition. 
DEFINmON. A subset 00 of Mn is connected if for any choice of i, j, where 1:;;:; i, 
j:;;:; n, there exists a matrix Ye [00] such that (Y)ij * O. So a (square) matrix B is 
connected if (and only if) for any i, j, there is a non-negative integer s such that 
(BS)ij * 0 (here we make the convention that BO = In). 
This definition is motivated by the observation that the adjacency matrix of a graph 
r will be connected iff r is a connected graph. 
Now let 00 in Mn be connected, and V = (Db D2 , ••• , Dd)H a local OO-partition. 
Then we write In = DI + D2 + ... + Do" so each Di, for = 1, 2, ... , a, is a sub-identity, 
i.e. all its 1's are on the main diagonal; so each of these D; defines a set R; of rows, 
where D; has its 1's. Let V; = {X e V I DiX = X}, for each i = 1, 2, ... , a; hence V; 
consists of those elements of V all of whose non-zero entries occur in the rows of Ri• 
THEOREM 4.6. Let 00 be connected, V = (DI' D2, ... ,Dd)H a local OO-partition, 
with In = DI + D2 + ... + DOl' and suppose V; is defined as above, for each i = 
1,2, ... , a. Then: 
(a) V = l't EB V2 EB ... EB V",; i.e. V is the direct sum of the V;. 
(b) V;OO!;;; V;, for each = 1, 2, ... , a. 
(c) Each Dj, for j = 1, 2, ... , d, is in some V;. 
(d) For Be 00, let T; = T;(B) be the matrix for B with respect to those Dj which lie inside 
V;; then the intersection matrix T = T(B) is the direct sum of the matrices T;, 
for = 1, 2, ... , a. 
PROOF. Choose j e R;, that is, so that (D;)jj * 0, and let k be arbitrary, 1:;;:; k:;;:; n. 
Then there is an element Ye [00] such that (Y)jk = b *0, since 00 is connected. If 
Yo = D; Y, then Yo is in V;, and (YO)jk = b. Thus Yo is a linear combination of certain Dx 
in the Hadamard basis of V, and since Di Yo = Yo, it follows that DiDx = Dx for each 
such x, and so these Dx are all in V;. By varying j and k, this proves (c). 
But then V; must be spanned by those Dj which lie inside V;, and this gives (a). If 
Dj e V;, then by the nature of matrix multiplication, it is clear that DjX, for any 
X e Mn , has all its non-zero entries in the rows of Ri. Hence if X e 00, then DjX e V;, 
and this gives (b). Now (d) follows immediately from first principles. 0 





Then Lip has dimension 9, with 19 = DI + D2 + D3 (where the three sub-identities have 
two, three and four 1's respectively on their main diagonal), and it is easy to show that 
corresponding spaces VI, V2, V3 do not even span V. 
Now we sketch the proofs of two results which relate the dimensions of the minimum 
partitions. 
Let Lp = (EI' E2,···, Es)H, and let Lip = (Dl' D2, ... , Dd)H, where In = DI + 
D2 + ... + Do:. By permuting indices if necessary, we can assume that the Ei have the 
form given in Theorem 4.4. Then E; has some of its 1's in the row band R k , for each 
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k = 1, 2, ... , a, and since E; must be a sum of certain D/s, it is clear that there must 
appear in this sum at least one D; E Vk , for each k. If the row sum of E; is greater than 
1, which means that the 'band' of l's in E; is wider than one column, then the 
intersection of this band with at least one row 'band' Rk includes elements on the main 
diagonal, and thus must include either at least two D;, for 1:,;.;; j:,;.;; a, or another D;, 
besides Db from Vk • This gives the next result. 
THEOREM 4.7. Suppose that 00 is connected. Then dim(Llp ) ~ (dim(Lp)f + e, where e 
is the number of elements of the Hadamard basis of Lp the rows of which have sum 
greater than l. 
PROOF. More or less immediate from the comments before the theorem. 0 
THEOREM 4.8. Suppose that 00 is connected, and let Lcp = (D1> D2, ... , Dd)H, with 
In = D} + D2 + ... + Da. Then d ~ ~ + f, where f is the number of sub-identities D;, 
with 1 :,;.;; i :,;.;; a, which have more than one 1 on the main diagonal. 
PROOF. Similar to the considerations which give Theorem 4.7. o 
EXAMPLE 1 (continued). In this example, Lp = (E}, E2, E 3 )H, where E} has its first 
two columns with all entries equal to 1, E2 has the next three columns with all entries 
equal to 1, and E3 has the last four columns with all entries equal to 1. In addition, 
Lcp = Lip. Thus Theorems 4.7 and 4.8 are false if 00 is not connected. 
EXAMPLE 2. Let 
and let us consider A-partitions. 
011 
A= 1 0 0 
100 
It is easy to see that Lp = (E}, E2) H, where E} has its first column with all entries 1, 
and E2 has columns 2 and 3 with all their entries equal to 1. Since E}A = E2, and 
E2A = 2E1> the intersection matrix for A on Lp is 
S= I~ ~I 
and ms = XS = x 2 - 2. From this it follows that the local index of A is at least 22 + 1 = 5. 
It is in fact exactly 5, and the intersection matrix T for A on Lip is the direct sum of Tl 
and 7;, where 
010 
T2 = 1 0 1 
010 
The characteristic polynomials of T} and T2 are x2 - 2 and 2x, respectively, and so 
mT = mA = x3 - 2x. For this example, it "is not difficult to see that Lcp = Lip. (This 
exactly matches the inequality of Theorem 4.8.) 
We have not yet discussed global partitions. But it is easy to prove the following: 
THEOREM 4.9. The set Aa of all global oo-partitions is either empty, or is a partially 
ordered subset of I\p, closed under intersection, with minimum element Lip. 
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COROLLARY 4.10. There is a global OO-partition iff Lip is a global OO-partition. 
(Thus in Example 2, there is no global A-partition.) 
THEOREM 4.11. The set AAS of all OO-association schemes is either empty is a partially 
ordered subset of Acp , closed under intersection, with minimum element Lcp. 
COROLLARY 4.12. There is a fllJ-association scheme iff Lcp is a OO-association scheme. 
(So the test of whether Lip is global, or whether Lcp is an association scheme, is 
merely that of deciding if the only sub-identity in the partition is In itself.) 
5. ApPLICATIONS TO GRAPHS 
We sketch out in this section the way in which partitions apply to graphs. Our 
treatment is sometimes rather informal, but it is here that the most important uses 
(known ' to us) of the theory appear. (Our restriction to 'simple' graphs is not very 
essential, as an interested reader can easily verify.) At the end of the section we prove 
a simple corollary which generalizes a result attributed to Neumaier, and we comment 
on some connections with designs. 
We consider simple, finite graphs: so a graph has no loops, no multiple edges and is 
not directed. (These assumptions are not crucial: directed graphs, multigraphs, etc., 
can all be considered just as easily.) Given a graph r, an adjacency matrix A =A(T) 
for r is a square matrix the rows and columns of which are indexed by the vertices of 
r, and such that (A)pQ = 1 if PQ is an edge, 0 otherwise. We use the same ordering of 
the vertices in both rows and columns, so A is a symmetric (0, I)-matrix of trace zero. 
Note that Example 2 is concerned with the adjacency matrix of the following graph: 
O-----(or--~O 
2 3 
where we use the row (or column) number in A to name the vertices. The A-partition 
Lp gives us two of the eigenvalues of r, i.e. ±Y2, while the local A-partition Lip gives 
us all the eigenvalues, i.e. 0 as well. 
EXAMPLE 3. Let r be the graph below: 
3 4 
Now Lp = (J8)H, since ris regular. The local index is 11 , on the other hand, and in the 
local partition Lip we will have 18 = Dl + D2 , where each of the sub-identities has four 
l's on the main diagonal. This corresponds to the partitions Rl = {I, 2,3, 4} and 
R2 = {5, 6, 7, 8} of the vertices, and this permits an alternate way of viewing the 
situation, and an easi~r way to find the eigenvalues. If we choose one of the vertices X 
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in Rv e.g. X = 1, as 'base vertex', we can make an Rrpicture: 
L12 L14 
Here .l'1O={1}, .l'11={5,6}, .l'12={2}, .l'13={3}, .l'14={7,8} and .l'ls={4}. And 
there is an Rz-picture, which begins with a vertex X = 5, say, in R2 : 
L22 L 23 L24 
Here .l'20 = {5}, .l'21 = {6}, .l'22 = {1, 3}, .l'23 = {2, 4} and .l'24 = {7, 8}. 
Now the matrix TI is determined from the Rl-picture, since its entries Iii are the 
intersection numbers; the same is true of I'z and R 2 , so: 
0 1 1 0 0 0 0 1 1 0 0 
2 1 0 2 0 0 1 0 1 0 0 
1;= 1 0 0 0 1 0 I'z= 2 2 0 1 0 
0 1 0 0 0 1 0 0 1 0 2 
0 0 2 0 1 2 0 0 0 2 1 
0 0 0 1 1 0 
Then XT, = (x - 3)(x + 1)2(x - 1)(x2 - 5) and XT2 = (x - 3)(x + 1)2(X2 - 5), and hence 
XA = XT,· The eigenvalues of A are {3, -1, 1, ±V5}. The matrix A has no global 
A-partitions, since Lip is not global. 
We could have computed (with much more work) the subspaces VI and V2 , 
corresponding to the sets RI and R2 , and each would have given us a set of Di , and the 
multiplication constants Iii could have been determined from the operations D;A. But 
these intersection numbers tii are all in the Rx-pictures, and in this case, this is an easier 
way to find them (and note that finding the characteristic polynomials of a 6 x 6 and a 
5 x 5 matrix is easier than finding the same polynomial for an 8 x 8 matrix). 
This situation is typical of all graphs: defining the V. and the Rx analogously, each Rx 
gives a 'local picture', which is the 'view' from a typical vertex in Rx. The .l'x; always 
exist (although they may not be so easy to find as in the example above). Then the 
'intersection numbers' from .l'Xi to .l'Xi give us the entries lji in the intersection matrix 
1'..: = (Iij); the process must be repeated for each different VX' This decomposition of r 
leads to a global partition iff a = 1: i.e. iff any local Rx-picture in r is the only picture. 
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EXAMPLE 4. Suppose that r is a strongly regular graph with parameters (n, k,O, 2) 
(see [5,10] for precise definitions; but this means that r has n vertices, is regular of 
degree k, contains no triangles and, given two non-adjacent vertices X and Y, there 
are exactly two vertices adjacent to both X and Y). Now suppose that k > 2. Let P be a 
fixed vertex in r, and let 12 be the graph induced by r on the vertices at distance 2 
from P. Suppose that Q is at distance 2 from P; then there are unique vertices Xl and 




The subgraph 12 of vertices at distance 2 from P is enclosed in a dotted line. Hence the 
'local picture' of 12 from Q is: 
where 1/ = k - 8, and 12'01 = 1, 12'11 = k - 2, 12'21 = 2(k - 2), 12'31 = (k - 2)(k - 5)/2. In 
fact this partition is global, and so if A is an adjacency matrix for 12, we will get a 
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Then XT = (x - (k - 2»(x + 2)(x2 + 2x - (k - 2». Letting lJ = V(k - 1), we have: 
The eigenvalues of A are k - 2, - 2, -1 ± lJ. (1) 
Now the multiplicities of the eigenvalues, in the given order, are 1, mv m2 and m3' 
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If () is irrational, then m2 = m3, and solving the standard equations for multiplicities 
1 + m} + 2m2 = k(k - 1)/2 
k - 2 - 2m} - 2m2 = tr(A) = 0, 
we find that m} < ° (since k > 2), which is impossible. So () is rational: 
{) is an integer and k = 1 + ()2. (2) 
Continuing in this vein, and noting that the sum of the squares of the multiplicities is 
tr(A2) = k(k - l)(k - 2)/2, we can compute all the multiplicities, and we find: 
() is not divisible by 4. (3) 
So we have: 
THEOREM 5.1. If r is a non-trivial strongly regular graph with parameters 
(n, k, 0, 2), then there exists an integer () =i= ° (mod 4) such that k = 1 + {)2. 
PROOF. We have only sketched the proof of Theorem 5.1 since it is in fact not new, 
but can be found in [3]. 
Since T has no multiple eigenvalues, V is in fact an A-association scheme. We can 
construct another graph I3 from I; by using the same vertex set but letting adjacency 
be given by D2 . (So Q is adjacent to those vertices X E ~2 above.) Then 1; is also 
strongly regular again, with parameters (k(k - 1)/2, 2(k - 2), k - 2, 4). Such graphs 
are completely determined (see [9]), and in particular, when k *- 8, such a graph is 
isomorphic to the 'triangular graph' the vertices of which are 2-sets from a k-set. If a 
triangular graph can be 'decomposed' in the 'right way', then I; can be constructed 
from it; it is easy to extend I; uniquely to r. This might offer a possible way to 
investigate the existence of graphs such as r, examples of which are known only for 
k = 2, 5, 10. (So the next possible value of k is 26.) 0 
Let us call an A-partition a r-partition, if A = A(r) is an adjacency matrix for the 
graph r. It is natural to ask if the Hadamard basis matrices of a local r -partition 
respect the distance function: are all the vertices in ~;(P) at the same distance from P? 
Equivalently, given i, are all the pairs X, Y of vertices for which (D;}xy = 1, at the 
same distance from each other? 
LEMMA 5.2. Let V = (Dl1 Dz, ... , Dd) H be any partition. If Y E V, and if 1.;;;. i .;;;. d, 
then there is a constant k (depending only on Y and i), such that the Hadamard product 
D;oY=kD;. 
PROOF. D;o Y can only have non-zero entries in positions where D; has 1, so if 
D; ° Y *- 0, then it is a sum of Hadamard basis matrices, and since its non-zero terms 
must all occur in positions where D; has 1, D;o Y can only be a multiple of D;. 0 
THEOREM 5.3. Let V = (D}, D2 , • •• ,Dd)H be a local r-partition for the graph r. 
Then given i, with 1.;;;. i.;;;. d, there is an integer s (depending on i) such that if 
(D;)xy = 1, then the distance from X to Yin r is s. 
PROOF. Let A be an adjacency matrix for r, so that V is also a local A-partition. 
Recall that the entry in position (X, Y) of AS is the number of paths of length s from X 
to Y. Since V is local, we also know that each matrix AS is in V. 
Consider the set {D;oAm} for m = 0,1,2, .... There is a minimal value of s for 
which D; ° AS*- 0, which means that for e < s, there are no paths of length e between 
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any pairs of vertices X, Y for which (D;}xy = 1, but there are paths of length s between 
some pairs X, Y of this sort. Since D;oAs = k;,sD;, from Lemma 5.1, it follows that 
there are paths of length s between any pair of vertices X, Y for which (Dj)xy = 1. 0 
COROLLARY 5.4. Let V be a local r-partition and for each s = 0, 1,2, ... , let As be 
the (0, I)-matrix in Mn defined by (As)XY = 1 iff the distance from X to Y is s, with all 
other entries O. Then As E V, for all s. 
PROOF. Theorem 5.3. is the assertion that each As is a sum of certain D;. 0 
COROLLARY 5.5. Let be a regular graph of degree k and suppose the vertices of r can 
be partitioned into two subsets Q. and Q2 such that every vertex in Q. is adjacent to s 
vertices in Q. and every vertex in Q2 is adjacent to t vertices in Q.. Then s - t is an 
eigenvalue of r. 
PROOF. The sets Q. and Q 2 give us a r-partition with an intersection matrix: 
from which the result follows easily. o 
We can also apply these ideas to incidence structures, as follows. Suppose that Y is 
an incidence structure (e.g. a block design; see [11]) of v points and b blocks, with 
incidence matrix N. The rows of N are indexed by the points of Y, the columns by the 
blocks, and (N)Py = 1 or 0 according as P is on y or is not. We construct a bipartite 
graph r = r( Y) from Y by letting the vertices of be the points and the blocks of Y, 
with two vertices adjacent iff the corresponding elements of Yare incident. An 
adjacency matrix A for r for r is 
A=IO NI NT 0 
where NT is the transpose of N. The matrix A has size (v + b) x (v + b). 
A tactical decomposition of Y is a partition of its points into classes ~, for 
i = 1, 2, ... , v., and its blocks into classes 00;, for i = 1, 2, ... , b., such that any point 
in fJl; is incident with exactly dj; blocks in OOj, and any block in B; is incident with exactly 
Cj; points of ~. In terms of our graph r, this is exactly the condition that we have a 
r-partition V with the intersection matrix T: 
T=I~ ~I 
with C = (c;j) and D = (d;J being, respectively, the v. x b. and b. x v. matrices defined 
above, so T is (v. + b.) X (v. + b.). 
It is easy to see that, conversely, a r-partition induces a tactical decomposition of 
the structure Y, and thus the theory of partitions includes that of tactical decomposi-
tions. It is, for instance, possible to give an elementary and natural proof of 'Block's 
Lemma' (see [11]) that if rank(N) = v, then b - v;;:. b. - v.;;:. 0 in this manner. If Y is 
a 2-design, then r has a global partition iff Y is symmetric, in which case the global 
partition is a r-association scheme. The precise structure of the local minimum Lip in 
case Y is a (non-symmetric) 2-design depends heavily on the 'block structure' of Y. 
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