Abstract-Wireless communication systems use adaptive modulation and coding (AMC) as well as hybrid ARQ (HARQ) to mitigate the effects of time-varying and error-prone channels.
I. INTRODUCTION
The AMC and HARQ are two transmission strategies commonly used in modern wireless systems to communicate over error-prone and time-varying channels. The main objective of this work is to compare AMC and HARQ from a throughput point of view, which is a well-established performance criterion particularly suited for data communications.
In broad terms, the AMC consists in adjusting the transmission parameters (such as the modulation order, the coding rate, and/or the transmission power) to the channel conditions which are observed by the receiver, and conveyed to the transmitter via a feedback channel [1] , [2] . Transmission errors, unavoidable in all practical systems, are then handled by the retransmission protocol known as automatic repeat request (ARQ) [3] , where the receiver uses a feedback channel to inform the transmitter about a successful decoding-via a positive acknowledgment (ACK) message-or a decoding failure-via a negative acknowledgment (NACK) message. Each NACK message triggers a new transmission round (or a retransmission) and increasing the number of retransmissions improves reliability. In this work, we consider the retransmission protocol known as hybrid ARQ (HARQ) which combines ARQ and channel coding.
The main difficulty in providing a qualitative insight into the relationship between HARQ and the AMC lies in the fact that they are affected by various elements, such as the channel/interference model, the coding/modulation schemes, or the power adaptation strategies. Taking into consideration all these elements makes the problem intractable and simplifying yet realistic assumptions are required. In this work, we will consider two extreme cases of the operating conditions with respect to the channel correlation between HARQ rounds: i) in fast block-fading channels, different transmission rounds are carried out over independent channel fading realizations, and ii) in slow block-fading channels, all HARQ transmission rounds are carried in the same operating conditions (perfectly correlated channels).
We adopt throughput as a performance criterion and ignore most of the considerations related to the delay or the packet loss. Regarding delay, this comparison is fair, if we assume a delay-insensitive traffic and a saturated buffer operation; the loss becomes irrelevant under assumption that the logical link control (LLC) layer is taking charge of all residual retransmission errors.
The numerical examples supporting our findings and illustrating conclusions will be based on a simple model of the decoding errors to characterize the behaviour of HARQ-IR [4] , [5] when different parts of the codeword are transmitted in corresponding transmission rounds.
The contributions of this work can be summarized as follows:
• We provide a general model that leads to a qualitative evaluation of the relationship between the AMC and HARQ. We provide a throughput expression that is valid for both fast-and slow-fading models.
• We discuss the concept of decision regions based on channel state information (CSI), and the strategies which maximize the throughput of the AMC and the AMC-HARQ for fast-and slow-fading channels.
• We prove that, at the high average signal-to-noise ratio (SNR) regime, combining HARQ with the AMC affects negatively the system throughput for fast fading channels. We show also that HARQ is always productive in slowfading conditions.
The rest of this paper is organized as follows. The system model is described in Sec. II. Somewhat unconventionally, we position this work with respect to the literature in Sec. II-F. We find it the most appropriate because the AMC and HARQ have been studied under many different modeling assumptions, and it is hence difficult to discuss them here before the system model is introduced.
The throughput analysis with AMC, HARQ in slow-fading, and HARQ in fast-fading, is presented in Sec. III, Sec. IV, and Sec. V, respectively. Finally, the conclusions are summarized in Sec. VI.
II. MODEL

A. Channel model
We consider communication over a block flat-fading channel, where the channel remains constant within the block so the received signal can be written as 
where snr is the average SNR.
B. Physical layer (PHY): AMC and HARQ
The role of the AMC consists in encoding the information bits, , obtained from the LLC, and transmitting them over the channel. We assume that the adopted transmission rate is from the set ℛ = { } =1 (bits/symbol); each transmission thus carries an encoded version of information bits. This corresponds to the reality of current systems which use predefined sets of transmission rates, each corresponding to a particular modulation/coding scheme (MCS) supported by both the transmitter and the receiver.
The transmitter uses the rateˆ, whereˆ∈ {1, . . . , } is the MCS index sent by the receiver over the feedback channel. Due to the block-fading model (1), it is enough to discretize the SNR, snr which we also assume to be perfectly estimated at the receiver, i.e.,ˆ= where is the MCS decision region that can be adjusted in order to maximize the criterion of interest (here; the throughput). It will be formally defined later.
Another role of the AMC is to prepare the ground for the upcoming HARQ transmission rounds. To this end, the AMC encodes the packet into sub-codewords of equal length 1 , . . . , where is the maximum number of allowed transmissions. The role of HARQ is to transmit successively these sub-codewords upon reception of NACK. We assume that each sub-codeword occupies the entire block [ ].
In HARQ, the information packet is sent using many channel blocks, so it is convenient to use a packet-oriented notation, and denote the respective variables using sub-indices, e.g., and snr will now denote the channel outcome and the respective SNR of the -th round of packet which is transmitted in each round with a rateˆ1, whereˆ1 is the MCS index (3) in the first round.
The PHY-related actions are terminated when ACK is received, or when the final -th HARQ round is reached. Then the receiver discards the channel outcomes 1 , 2 , . . . , , and sends a final acknowledgement which is shared with the upper LLC layer which takes over the communication process.
C. Logical link control layer (LLC)
The acknowledgements of HARQ are shared with the LLC layer as shown schematically in Fig. 1 : upon reception of ACK, the packet , which was transmitted using rate , is removed from the LLC buffer; it is kept if NACK is received. Then, a new packet ′ is formed: it contains s ′ bits where the rate, ′ depends on the MCS selected at that time. In case was not removed from the buffer, the packet ′ will contain a subset of (if ′ < ) or the whole (if ′ ≥ ). The LLC ignores the details of the operations of the PHY, and only relies on the final ACK/NACK; it is thus implementing a basic form of ARQ.
The feedback channel carrying the one-bit ACK/NACK messages at the PHY and the LLC is assumed to be error-free. This simplifies the analysis and, in fact, the acknowledgement bits can be protected with an arbitrary strength, whose overhead may be neglected for sufficiently long payloads.
The packet is discarded from the LLC buffer only after ACK is received, so there is no loss of data independently of how unreliable PHY is. Since the LLC uses the ARQ, whose throughput is independent of the number of allowed (re)transmissions, the throughput of the LLC seen by the upper layers is the same as the throughput of PHY. This may be not immediately obvious but more details may be found in [6, Sec. II.A].
D. Decoding errors: AMC
The probability of error in the first transmission, denoted as Err 1 , depends on the experienced SNR and the adopted rateˆ, i.e., Pr { Err 1 |ˆ, snr } ≜ PERˆ(snr). Since it depends on the encoding and the decoding, it might be experimentally established but, for the purpose of numerical examples, we adopt the following parametric description of the packet error rate (PER) function
where the threshold snr th, and the decay parameter˜may be obtained from empirical/measured data. A form that is similar to (4) has been popularized by [7] , with tabulated values of exp(˜), snr th, , and˜/snr th, found for a particular class of encoders/modulators and decoders. A common decay value˜=˜will allow for a compact description of the SNR-PER relationship for the same family of encoders/decoders. We found that, for convolutional codes, ≈ 4 fits well with the experimental data, while˜≈ 15 can be used for turbo-coded transmissions with large codewords.
We also use (snr th, ) = , which coincides with the threshold decoding of the capacity achieving codes. With such a setup, using˜= ∞, we obtain the "perfect" decoding that matches the results already presented in the literature for the AMC [8] or HARQ [5] .
E. Decoding errors: HARQ
Let NACK = {Err 1 , . . . , Err } be the event of consecutive decoding errors. Each error Err , = 1, . . . , , depends on the SNRs experienced in rounds and on the transmission rate adopted in the first round,ˆ1. Similarly, as in Sec. II-D, its probability is given by the PER function Pr {Err | , snr 1 , . . . , snr } = PER (snr 1 , . . . , snr ) which depends now on different SNRs. However, multidimensional representation of the PER is not tractable, and we adopt the simplifying approach of [9] that reduces the multidimensional function to a single variable representation as
with the "aggregate" SNR obtained as
where the mapping function ℎ(⋅) and its inverse ℎ −1 (⋅) depend on the encoding/decoding. For HARQ-IR we assume that the errors are related to the mutual information (MI) [10] . We use ℎ( ) = log 2 (1 + ) for simplicity and we do not make any assumption about the encoding or decoding; the whole knowledge about the decoding is captured by (4) .
The final step requires finding the probability of the event NACK , and we use here the approximation proposed in [11] 
F. Relation to the previous works
The interaction between the AMC and HARQ has raised a considerable interest in the literature. For instance, the throughput of the AMC with HARQ was analyzed in [7] , [12] - [16] , and the delay in [17] - [21] . However, the available results do not allow us to draw clear-cut conclusions mainly because they are based on different assumptions very often connected to the particular coding scheme or channel model.
The difficulty is to strike a balance between the simplicity of analysis and the generality of conclusions. To take on this challenge, we use arguably the simplest non-trivial decoding error model, and consider extreme assumption with regard to the fading model (slow and fast) while all other cases (e.g., correlated channels) are expected to yield intermediate results. Furthermore, we made no efforts to optimize the operation of HARQ (as done for example in [15] ) providing thus a "canonical" model for the AMC and HARQ interaction.
However, the main difference with the previous works is that we adopted the throughput at the PHY as a unique performance criterion, allowing LLC to handle residual errors of HARQ or the AMC. This is achieved at the cost of buffering and delay of individual packets. We thus implicitly assume that we deal with delay-tolerant but loss-sensitive applications, which is justified, e.g., when files with critical contents are being transmitted.
The conclusions (and analysis) change when the packet loss or delay are brought into picture. For example, [7] analyses the LLC with truncated ARQ operating on top of the AMC: under constraints on the probability of packet loss at the LLC, increasing the number of the ARQ rounds allows the AMC to choose the rates aggressively which thus provides higher throughput. In our perspective, the highest throughput is attained optimizing the AMC without any constraints and letting the LLC to deal with the errors.
III. AMC
The throughput of the AMC is given by the average number of bits correctly received in each block. Due to the memoryless behaviour of AMC, it is unaffected by the type of fading (slow or fast). Thus, we calculate it as
where, to obtain (9), we used (3) with
being the "instantaneous" throughput defined for a given SNR, snr.
The optimal MCS decision region is thus given by We omit the simple proof which demonstrates that (snr) and −1 (snr) have only one intersection. Indeed, in most of the practically interesting cases, the decision regions of AMC are intervals [1] with the boundaries defined by the intersection of (snr) and −1 (snr), i.e.,
(
where also, for notational convenience, we use 1 ≜ 0 and +1 = ∞. Further, noting from (4) that PER −1 ( ) ≈ 0, (12) becomes
Finally, we express the throughput in a compact form
where
IV. HARQ: SLOW FADING
In the case of slow fading channels, we assume that the SNR snr remains constant during many blocks [ ], treated together as a "super-block". We may then apply the same approach we already used analyzing AMC, and calculate the throughput as
where, again, is the MCS decision region in which we use the transmission rate , and harq , ( ) is the throughput of the HARQ carried out with rate and an SNR . The main questions are: how to calculate harq , ( )? and, how to find the optimal decision regions harq ?
As to the throughput, harq , ( ), the number of channel blocks used to transmit the information packet is now variable due to decoding errors whose probability is captured by the PER function (4) . Considering the transmission rounds as the states of a Markov process, we use the renewal-reward theorem to obtain [5] , [22, Ch. 2.3] harq , (snr) =
where R ∈ { , 0} is a random binary "reward" at the end of the HARQ cycle (i.e., at the renewal of the Markov process), and T ∈ {1, . . . , } is a random renewal time (i.e., the number of HARQ rounds). The expectations in (18) are taken with respect to the decoding errors Err 1 , . . . , Err , which, conditioned on SNR = snr, are independent from one HARQ cycle to another. Thus, the reward, R , and the time, T , are independent between cycles. This is, in fact, the necessary condition to use the renewalreward theorem (18) On the other hand, R and the time T are not unconditionally independent, because they depend on the same realization of the SNR, snr 1 . Therefore, the expectation cannot be taken with respect to SNR 1 as done in [23] . Doing so would imply that SNR 1 is independent between the HARQ cycles. While this approach may be suitable in bursty communications scenarios [24, Sec. IV.B] [23, Sec. IV]; it is inappropriate in our case.
The throughput can be hence calculated as [5] , [12] harq , (snr) =
(1 − , (snr))
is the probability of consecutive decoding errors conditioned on having the first HARQ round carried out with the rate . It is calculated, using the approach explained in (7), as
where snr Σ is obtained from (6), and we find it via (snr Σ ) = (snr), where ( ) = log 2 (1 + ), see also Sec. II-E. For notational convenience, we use 0, (snr) ≜ 1.
At this point, and before progressing any further, we answer the following simple question: "does the throughput of HARQ increase with ?" We omit the proof here due to the lack of space. Note that, most importantly, Proposition 2 implies that, if the error probabilities in HARQ satisfy the conditions (22) , HARQ guarantees a throughput improvement with respect to the AMC, provided that the SNR decision regions amc are used. It is easy to show that the conditions in Proposition 2 are satisfied using HARQ-IR under the decoding model of Sec. II-E. Thus, HARQ will outperform the AMC in slowfading channels, and the gains may be larger if the decision regions (11) are redefined as follows to take into account the reality of HARQ: harq = {snr : is shown with a black marker, where we can observe that it is close to the boundary of amc 2 (shown with a white marker).
Here, however, the throughput harq , (snr) is not a concave function of the SNR, snr, as we show in Fig. 2 . Since the unique intersection condition we obtained in Proposition 1 cannot be guaranteed, the decision regions harq , in general, are not convex sets, and should be represented by a union of intervals.
While, in theory, the system may operate with arbitrary , it is much more convenient to use intervals as in the case of the AMC. In fact, adopting amc may be a good choice since Proposition 2 confirms that the throughput increases when using HARQ on top of the AMC. Example 1. In Fig. 3 
is improved with respect to that of the AMC even if
amc is used. We see that the gains of using the optimal decision regions harq are important in a low SNR, and pronounced for weak codes.
V. HARQ: FAST FADING
In the case of fast-fading channels, the throughput can again be expressed using the renewal-reward theorem
where R is the reward (number of successfully delivered bits normalized by s ) in a HARQ cycle. Unlike in Sec. IV, where the expectation over SNR 1 was taken outside the fraction, cf. (17) , the expectations in (24) are taken with respect to all the SNRs affecting the transmission because they vary independently from one transmission round to another (and thus also, from one HARQ cycle to another).
Consequently, the expected reward is calculated as
where = Pr {SNR ∈ } is the probability of choosing rate in the first HARQ round, with being the decision region. Again, , denotes the probability of successive errors (conditioned on starting the HARQ cycle with rate )
Both (27) and (28) require one-dimensional integrations, the former over snr 1 ∈ , and the latter over an aggregate SNR merging implicitly snr 1 with snr 2 , . . . , snr through (6) .
Similarly, the expected number of HARQ rounds is given by
, (snr) is the expected number of rounds, with the first one carried out with snr ∈ ; thus , = 1 + ∑ −1
=1
, . The throughput of HARQ is then given by
where both the numerator and the denominator depend on the decision regions . Regions harq maximizing (30) are, in general, non-convex and must by represented as a union of intervals. Since this would lead to a tedious optimization, we restrict our considerations to the AMC-like decision regions
where , = 2, . . . , are set to maximize (30). We find harq using the fractional programming approach [25, Proposition 2.1], whose details are omitted here for lack of space. Fig. 4 Let us analyze the unexpected behaviour and the throughput penalty due to HARQ. The direct comparison of HARQ and the AMC in fast-fading channels may be difficult due to the sums appearing in the numerator and the denominator of (30). To go around this problem, we will consider separately the regimes of high-and low-average SNR, snr. 1, and lim snr→0 ,1 1 = ,1 , we compare the throughputs using the terms appearing in the limits
Example 2. The throughput for fast-fading channels is shown in
Proposition 3 (Low SNR
Thus, in a low-SNR regime, both, HARQ and the AMC may be considered as single-rate transmission schemes (i.e., without rate adaptation). So, from [5] , we know thatˆh arq ≥ˇh arq ≥ amc .
For a high average SNR, the situation is slightly more complicated, and we cannot use (33) because all the terms , have the same limit, lim snr→∞ , = 0. To compare the throughputs of HARQ and of the AMC, we will define a two-rounds HARQ (2R-HARQ) as a hypothetical HARQ transmission which, in the first round, is described by the same probability of decoding error as the conventional HARQ but, in the second transmission round, guarantees that the message is decoded; that is, 2, = 0. The throughput of 2R-HARQ is given by
is the average probability of error at the PHY, i.e., the probability that the re-transmissions are required. Comparing (35) and (30), we see that the throughput of 2R-HARQ upper-bounds the throughput of HARQ;ˆh arq < 2r . We start with the assumption that the decision regions harq are not degenerate, i.e., they are not empty. 
Proposition 4 (High SNR
Taking the limit for snr → ∞ of both sides of (39) yields
which is obviously true if , > 0. Thus, for sufficiently large snr, amc > 2r >ˆh arq .
The value of Proposition 4 is that it is obtained using solely the model of the decoding errors in the first transmission. We hence do not need to use any approximation with regard to the way the redundancy is introduced by HARQ. We also quickly note that, using the model of the decoding errors from (4) and [7, Eq. (8) ], we obtain , > 0, ∀ , provided the decision regions harq are not degenerate (i.e., when > 0). In fact, we observed that, for high snr, all decision regions are nondegenerate, and we conjecture that it must be always true.
VI. CONCLUSIONS
In this work, we analyzed, from the throughput point of view, the effect of using HARQ in AMC-based transmission. The main conclusions are the following: i) in slow-fading channels, the throughput increases thanks to HARQ but the improvements are very moderate, especially when the AMC is designed ignoring HARQ, ii) in fast-fading channels, HARQ is beneficial only in a low SNR; it is counterproductive in a high SNR, and this, independently of how well the AMC is designed. Since HARQ provides very small (if any) throughput gain, the error-free operation may be taken in charge by the upper layer (LLC). These conclusions hold in delay-insensitive applications and do not take into account the overhead necessary to retransmit the packet in the LLC. Thus, a more realistic evaluation should differentiate the cost of PHY and the LLC transmissions.
