Functional differential equations and Jensen's inequality  by Becker, Leigh C et al.
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS, 138, 137-156 (1989) 
Functional Differential Equations and 
Jensen’s Inequality 
LEIGH C. BECKER 
Departmenr of Mathematics, Christian Brothers College, 
650 E. Parkway South, Memphis, Tennessee 38104-5581 
AND 
T. A. BURTON* AND SHUNIAN ZHANG+ 
Department of Mathematics, Southern Illinois University. 
Carbondale, Illinois 62901 
Submitted by Kenneth L. Cooke 
Received April 2, 1987 
1. INTRODUCTION 
This paper is concerned with stability and boundedness properties of the 
functional differential equation 
x’(r) = F(r, XI), (1) 
where x,(s) = x(t + S) for - h < s 6 0 and h is a fixed positive constant. The 
equation is investigated by means of Liapunov’s direct method. 
In this discussion, (C, 11 . 11) is the Banach space of continuous functions 
cp: [-h,O]+R”, llqli=sup- h6s60 Iq(s)l, and I I is any convenient norm 
in R”. The symbol 111 . 111 is used to denote the L*-norm. For a positive 
constant I??, by C, we denote the subset of C for which Ijqj\ < H. 
It is supposed that R [0, co) x C, + R”, that F is continuous, and that F 
takes bounded sets into bounded sets. It is then known that if t, 20 and 
cp E C, then there is a solution x(2,, cp) satisfying (1) on an interval 
[to, r0 + 0~) with xz,,(tO, cp) = cp, and with a value at t denoted by x(t, to, cp). 
Moreover, if there is an H, <H and if Ix(r, r,, cp)l dH, for all r 2 r, for 
which x(r,, cp) can be defined, then c( = GO. 
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Throughout this paper we work with wedges, denoted by Wi, which are 
continuous functions from [0, co) + [0, co), which are strictly increasing, 
and which satisfy Wi(0) = 0. These wedges are related to properties of 
continuous scalar functionals (called Liapunov functionals) V: [0, co) x 
C, + [O, cc) which are differentiated along solutions of (1) by the relation 
V;,,tt, 9) = &liy+ SupCVt + 4 ~,+~tf, cp)) - Ut, (PIP. 
Detailed consequences of this derivative are discussed in [Z, 6, 7, 111. 
Those consequences are concerned with the following properties of (1). 
DEFINITION 1. Let F( t, 0) = 0 so that x = 0 is a solution of (1). 
(a) The zero solution of (1) is stable if for each E > 0 and t, > 0 there 
exists 6 >O such that [q E Cs, t > t,,] imply that Ix(t, to, cp)l <E. 
(b) The zero solution of (1) is uniformly stable (U.S.) if it is stable 
and if 6 is independent of t,. 
(c) The zero solution of (1) is asymptotically stable (AS.) if it is 
stable and if for each t, 20 there is a y >O such that cp E C, implies that 
Ix(t, to, cp)l +O as t + co. 
(d) The zero solution of (1) is uniformly asymptotically stable 
(U.A.S.) if it is U.S. and if there is a y >O and for each p >O there is a 
T>Osuch that [&,>O,qEC,,t>t,+T] imply that Ix(t,t,,cp)l<p. 
The following result is the standard theorem for (1). 
THEOREM 0. Let V: [0, 00) x C, + [0, co) be continuous. 
(a) lf W,(ldO)l)< V(t, cp), I/(t,O)=O, and V;,,(t, cp)GO, then x=0 
is stable. 
tb) If W,(ldO)l)< Ut, cp)< W~(IIcpll) ami V;,,(t, cp)GO, then x=0 
is U.S. 
(c) If W,(ldO)l)~ UC cp)G w*(Ilcpll)~ JG,(t, cp)G -w3(lcp(o)l)~ 
and zf ) F( t, cp)l is bounded for q bounded, then x = 0 is U.A.S. 
(d) If WI(lrp(0)l)~ Vt, cp)G WAlcp(O)l)+ W3(Illcplll) and V;,dt, cp) 
< - W,( Iq(O)l), then x = 0 is U.A.S. 
So frequently in applications a functional V is constructed with 
numerous properties similar to (but different from) those listed in 
Theorem 0. It is then of interest to find alternate properties which will 
imply some type of stability. In this paper we show some effective ways of 
doing that using Jensen’s inequality. The discussion here closely follows 
that of Natanson [9, pp. 36461. 
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DEFINITION 2. Let G: [a, b] + ( - co, cc ) with 
G(Ct, + bl/2) < CWf,) + G(t,)1/2 
for any t,, t,e [a, b]; then G is convex downward. 
LEMMA 1. Iff: [a, b] -+ ( - 00, 00) is increasing, then 
F(t) = j-‘f(u) du 
a 
is convex downward. 
We note, in particular, that if W(r) is a wedge then W,(r) = s;, W(S) ds is 
a wedge and that on [0, l] then W,(r) < W(r). This means that for any 
local result which we state with 
%,(t, cp) Q - WdO)l) 
it is no loss of generality to assume that W is convex downward. 
THEOREM (Jensen). Let 0: ( - 00, 00) -+ ( - co, 00) be continuous and 
convex downward. If f and p are continuous on [a, b] with p(t) 20 and 
jS: p(t) dt > 0, then 
@ 1 ~SBm(f(t))p(t)dt~~bp(t)df. a I a 
Throughout this paper we will apply this inequality to wedges; thus it 
suffices to regard CD: [0, cc) -+ [0, co). 
The following type of function plays a central role with Jensen’s 
inequality and, hence, is called a J-function. 
DEFINITION 3. A continuous function q: [0, co) -+ [0, co) is said to be a 
J-function if q is non-increasing, q $ L’ [0, co), and for each h > 0 there is 
anM>Owithj;-,r](s)ds<Mq(t)forh<t<a3. 
The function defined by q(t) = l/(t + 1) is a J-function. 
In the way of notation we remark that when a function is written 
without its argument, then that argument is t. 
Parts (a), (b), and (c) of Theorem 0 constitute the classical result for (1) 
which stood from Krasovskii’s formulation in 1956 (cf. [ 8, pp. 152-l 571) 
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until 1978 when part (d) was proved by Burton [l]. While the upper 
bound on V in part (d) is more stringent than the one used in part (c), the 
requirement in (c) that IF(t, cp)l be bounded is considered by most 
investigators to be entirely unacceptable and one of the main thrusts of 
investigators has been to eliminate that type of condition. A counterpart 
for part (d) of Theorem 0 has been obtained by Wen [lo] using a 
Razumikhin technique. For a summary, see [4]. 
2. ASYMPTOTIC STABILITY 
Our first results focus on relations which are variants of 
?‘;,,(I, cp) < -61F(t, cp)(, 6 >O. This means that a solution of (1) satisfies 
v(t, x,) < V(t,,, x,,) - G(Arc length x(t)). 
While this appears to be a strong condition, with the aid of Jensen’s 
inequality we show that the net result can frequently be realized. This leads 
us to the scalar equation 
x’=a(t)x(t)+b(t)x(t-h) 
in which we show that if (among other conditions) we have 
a(t) + b(t + h) d - fl< 0 for all t, then x(t) + 0 as t + co; in fact, u(t) and 
b(t) can change sign. 
The results frequently require U.S., which follows from Theorem O(b), 
but examples show that it is sometimes prudent to give a separate set of 
conditions for the U.S. 
THEOREM 1. Let K R, x C, -+ [0, 00) and q: [0, co) + [0, co) both be 
continuous with 
0) KW(t)l) G W xth 
(ii) Vilj(4 x,1< -rl(t)CW2(lxl)+ ~3Wl)l~ 
(iii) W3 convex downward, 
(iv) q a J-function, and 
(v) x=0 U.S. 
Then x = 0 is A.S. 
Proof: By (v), there is a y > 0 such that [It, 2 0, cp E C,, f 2 t,] imply 
that Ix(t, t,, cp)l <H. Suppose that for some such (to, cp), the solution 
x(t) = x(t, to, cp) ft 0 as t + co. By the uniform stability there is an E > 0 
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and an li in each interval li= [t,+ ih, t,+ (i+ l)h] with Ix(ri)\ > E. If 
~EI,,,, then 
On each Ii either Ix(t)1 > &/2 for every t in Ii or there is an si with 
Ix(si)l <.x/2 and, in the latter case, we have 
j-,, Ix~(s)lL+; Ix~(s)l d4 2 Ix(s,)-x(r,)l 2&F/2. 
In the first case we have 
j,, rl(s) ~Alx(s)l) ds 3 W2(~/2) j,, r](s) 4 
whereas the second case yields 
I v(s) W,(lx’(s)l) ds I, 
P(jl,rlW) K([j,, Iv(s)x’(s)l d~]/[j,,dW]) 
>-(j,,dWf) W,(rl(I,+(i+I)h))([j,; Ix’(s)l d$j,$W]) 
a(j,,Ws) w,[(ljM)j,,lx’(J)ldrl 
If J= min[ WJ&/2), W,(&/2M)], then 
O<V(t,x,)<V(t,,q)-J i j q(s)ds-+ -00, 
i-0 I2 
a contradiction. This completes the proof. 
EXAMPLE A. Busenberg and Cooke [S] consider the scalar equation 
x’=b(t)x(t-h)-c(t)x(t) (Al) 
409,138 I-10 
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with b, c: [0, co) + (-co, co) continuous. They assume that for each q > 0 
there exists r > 0 such that 
s 
t+r 
Ib(s)l ds< rt for all t > 0 
I 
(A21 
so that 
I * Ib(r+h+O)l dO<B 
for some B and all r>,O (A3) 
-h 
and that for some a > 0 and q > 0 then 
2c(l)-a lb(t)1 - Ib(t+h)l/a>q for t>O. (A4) 
They conclude U.A.S. 
Condition (A4) is not transparent. It seems to ask (very roughly) that 
c(t)>q/2, that c(t)> Ib(t)l, and that c(t)> Ib(t-th)l. 
We ask instead that there exist a number a > 1 with 
c(r) > a(b(t + h)( (A5) 
and that there exist an q < 1 satisfying Theorem 1 with 
c(t) 2 v(f). (‘46) 
Our conclusion then is only A.& but we note that c(t) may tend to 0 as 
t+cO. 
To this end we define a = (a + 1)/2 and 
J’(t, x,) = I.4 + 2 I’, I4u + h)l Ix(u)l du 
so that 
V’(t, x,) G lb(t) x(t - h)l- c(tMt)l 
+ a lb(t + h)l l-4 - ci lb(t)1 Ix(t - h)l 
==(-ti+l)lb(t)l Ix(r-h)l+[-c(t)+LSIb(t+h)ll 1x1 
Gc(f)C-1 +~{lW+WcW}l I4 
G c(t)[- 1 + (G/u)] 1x1 zr -&(t)lxl. 
Next, note that 
V’(t-h,x,-,)< -&(t-h) IX(f-h)l 
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H(f, x,, X,-h) = vt, x,) + V(t - h, x,. h) 
we have 
H’d -Gc(t)lx(t)l-&(t-h)lx(t-h)l 
G - (6/2) c(W(t)l - (WI c(tMt)l -W(t) X(f - h)l 
G - (W2) rl(~)Clx(t)l + Ix’(t)ll 
because v(t) < 1. 
Remark. If (A2) holds we have U.S. If, in addition, c(t) 2 c,, > 0, then 
we have 
wI(lxl)~w4 x,, XI-,I< W,(lxO+ ~,(llx,ll)+ ~4(llXl-hlI) 
and 
H’< -S[lxl+ IX’I], 
It is then trivial to show U.A.S. 
The following concept was introduced in [3]. 
DEFINITION 4. A measurable function q: R, + R, is said to be 
uniformly integrally positive with parameter h (UIP(h)) if there exists 6 > 0 
with j:phq(~)ds36 for t>h. 
THEOREM 2. Let V: R, xCH+ [0, co) and let ql, q2: R, +R, where 
ir q,(s) ds= co and g, is UIP(I?). If 
(i ) x = 0 is U.S. and 
(ii) G,(t, x,) G --rl,W{ Wj:-, lf’h d d4 
+ KCJ:-, vz(s) Wall) d.91, 
then x = 0 is A.S. 
Proof. Let x(t) be a solution of (1) on [to, co), Ix(t)1 < H, and suppose 
that Ix(t)1 + 0 as t + co. Then there is an E > 0 and { tn> r co such that 
Ix(t,)l >, E. For the E >O there exists 6 > 0 such that [rp E Cd, t 2 tl] imply 
that Ix(t, t,, cp)J <E. Thus, on each interval [t-h, t] there is a t* with 
Ix(t,)l 26. There are two possibilities: 
(a) Ix(s)1 2 J/2 for all s E [t-h, t], or 
(b) Ix(si)l < 6/2 at some s1 E [t-h, t]. 
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If (a) holds, then there exists p>O with 
If (b) holds, then j:-,, IF(s, x,)1 ds> 6/2. 
In any case, for every t we have 
SO that l’(t, x,) -+ - 00 as t + co, a contradiction. This completes the proof. 
Remark. The next example seems significant. Using standard theory it 
is some chore to show that solutions of x’= -ax+ bx(t-h) tend to zero 
even when a and b are constants with -a+ b ~0. Using Theorem 2 we 
allow a(t) and b(t) to both change sign so long as -a(t) + b(t+h)< 
- fi < 0, plus other conditions. 
EXAMPLE B. Consider the scalar equation 
x’(t)= -a(t)x(t)+b(t)x(t-h) Wf 
with a, b: [ -h, co ) + R being continuous. We wish to use b(t) to help 
stabilize the equation. It is assumed that there is an a > 0 such that 
2[b(t+h)-a(t)]+Ib(t+h)-a(t)1 [’ (b(u+h)ldu+ahl(t)~‘T(t)~O, 
f-h 
W’) 
where n(t)=max[Ia(t)l, lb(t+h)ll is UIP(h), 
a-Ih(t+h)-a(t)l~fql(f)>O, 
f(t)=minCv,(f), rlI(f-h)14~‘C0, ~1, 
0-c ’ 
J 
Ib(s+h)l dsbK, O< I ,‘, Ia(s)l dr < K, r-h 
(B3) 
(B4) 
WI 
some K > 0. 
Then U.S. implies A.S. If, in addition, r(t) i -r, < 0, and if 
-2a(t) + lb(t)1 i- Ib(t + h)l is bounded above, then x = 0 is U.S. 
Proof. Write (Bl) as 
x’= [-a(t)+ b(t+h)]x-(d/d?) Jtrm.,b(u+h)x(u~du fBlY 
and define 
so that 
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h(u+h)x(u)du)2+o s”,, j~+3i(u)X2(U)duds 
V’(t,x,)=2 x+jrfph 
( 
b(u+h)x(u)du [-a(t)+b(t+h)]x 
> 
+aj” n(f)X2(f)ds-ajo qf+s)x*(f+s)ds 
- h -h 
<2[b(t+h)-a(t)]x2+Ib(t+h)-a(f)1 j’ Ih(u+h)l dux2 
r-h 
+Ib(t+h)-a(t)1 jr Ib(u+h)lx2(u)du+aM(f)x2 
I-h 
-a 
i 
’ l(s) x2(s) ds 
r-h 
=r(f)x2+Ih(f+h)-a(f)l j’ Ib(u+h)l x2(u) du 
r-h 
I 
’ -a A(s) x2(s) h. 
r-h 
First, we note that 
V’(f, x,) 6 -q,(f) jtyh 4s) x*(s) ds 
and 1 is UIP(h), so this is the term 
036) 
-v,(f) W2 J” 1l2G) W,(l-+)l) ds 
r-h 
of Theorem 2. Next, we see that 
> 
J"(f, x,) d -q,(f) j' I&+ h)l x2(s) ds 
t-h 
so that by Jensen’s inequality we have 
Ib(s+h)l ds 
I[ 
j’ 
2 
Ib(s+h) x(s)1 ds 1 r-h 
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This means that 
V’(t-h,x,+,)< -[rf,(~--j/K1 s:_, IW).+-h)l ds]*. 
[ 
(B7) 
Finally, V’(t, x,) < -q,(t) siPh Ia( x2(s) d s so that by Jensen’s inequality 
J”tt, x,) < - Cq,(tl,‘k;‘l 
[ 
I,‘-, 14s) x(s)l dJ]*. 
If we define 
Q(t,XI,X~-j#)= V(r,x,)(l +K)+K~~~-kx,-,), 
then for 
the conditions of Theorem 2 are satisfied with W,(u) = $‘. 
Next, we show U.S. Define 
so that 
H’(t, x,)= -2a(t)x2+2p(r)l 1x1 Ix(t-h)l 
+Ib(t+h)lx2- lb(t)1 x2(t-h) 
<C-242)+ lb(t)1 + Jb(t+h)l-jx2<Jx2 
for some J> 0. Since V’(t, x,) 6 -r0x2, then for 
U(h x,1 = u4 x,) + (~o/W wr, x,) 
we have 
U’( t, x,) d - r,x* + &)/2)x2 < 0. 
Evidently there are Wi with 
W4(IX(f)l) G vt, x,) G W,(Il-%ll) 
and this implies U.S. 
EXAMPLE OF EXAMPLE B. Let 
x’=b(t)x(l-lz) WI 
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with b(t) < 0 and continuous. Suppose there is an o! > 0 with 
and 
Ib(t+h)l 
i 
-2+ah+lr Ib(u+h)l du d-l-,-CO, 
1 
WY 
f-h 
o<a- Ib(t+h)l =q,(t), (B3 1’ 
ri(t)=minC~,(t),q,(t-h)l~L’CO, ~0)~ (B4)’ 
- b E UIP(h), Ib(s+h)l ds<K, K>O. WI’ 
Then x = 0 is U.S. and A.S. 
The conditions (Bl)-(B4) are readily verified. Moreover, it is not hard to 
see that when a(r)=0 then the requirement in (B5) of 
o< I ,I h W)l ds 
is not needed. 
In example B the size of h plays a significant role. In the next example, 
the condition labelled (B2) is simplified. As a result, it is easier to see 
that when functions a and b are bounded and satisfy the condition 
- a(t) + b(t + h) < -fi < 0, solutions may tend to zero for sufficiently small 
h even when each function is allowed to change its sign. 
EXAMPLE C. Consider again the scalar equation 
x’(t) = -a(t)x(t)+b(t)x(t-h), (Cl 1 
where a, b: [ -h, co) + R are continuous and J denotes the UIP(h) 
function that was defined in Example B. Assume tl is a positive constant 
such that 
and 
fC21 
(C3) 
where K again represents the upper bound on the two integrals in 
Example B. Assume ~(t)=min[~i(t),~,(t-h)]$L’[O, co). Then U.S. 
implies A.S. Furthermore, if there is a positive constant Q, such that 
Q(t)< -Q,, and if -2a(t)+ lb(t)1 + Ib(t+h)l is bounded above, then 
x=0 is U.S. 
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Proof Define the functional V(t, x,) exactly as in the proof of 
Example B. Then differentiation yields 
+ Ib(t+h)-a(t)1 {x2(~)+(f:eh )‘} Ib(u + h)l Ix(u)l A 
+ ahA( t) x2( 1) - CL J::- h n(s) x2(s) ds 
= F(f) X20) + lb(t -t h) - a(t)1 [ 
J,Lh Ib(u + h)l Ix(u)i du]’ 
--CL 5 * a(s) x2(s) ds, r-h 
where r(t)=2[b(t+h)-a(t)]+ Ib(t+h)-a(#)[ +crM(t). By Jensen’s 
inequality, 
+ Ib(t+h)-a(t)/ J’ Ib(u+h)l duj’ Ib(u+h)l x2(u)dz4 
r-h t-h 
-a 
I 
’ l(s) x2(s) ds. 
r-h 
We note that I-(r) < - 6 if and only if Q(t) < - b, for 6 > 0. Using r(t) < 0, 
the integral bounds, and (C3), we find 
I/‘(t, x,) < -tl,(t) [I, 4s) x2(s) ds. 
Next, we see that 
(C4) 
-u s ’ Ib(s + /I)/ x2(s) ds f-h 
2 
G - Crl,(t)/U j-’ I&+h) x(s)l ds , 
r-h 
as 
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by the integral bounds and Jensen’s inequality. This implies 
v’(t-h,x,-,)< -[rjl(t-h)/K] 1’ lb(s)x(s-h)l ds *. 1 (C5) f-h 
BY (C4), 
which, upon applying Jensen’s inequality again, yields 
I/‘(4 x,) < - C’~l(t)/Kl j-’ la(s) x(s)1 ds *. 
1-h I 
((3-5) 
Since Q(t) < -Q, implies that r(t) < - QO, it follows from the 
inequalities (C4), (C5), (C6) that the rest of this proof proceeds just like 
Example B’s, the only notable change being that the constant Q, replaces 
r, in the definition of the functional U(t, x,). 
EXAMPLE OF EXAMPLE C. Let b = -4, a(r) = - 1 + 2sin t, 1(t) = 4, 
K = 4h, c( = 20/z, and h < $. Then x = 0 is U.S. and A.S. 
Proof: Since b(t+h)-a(t) = -3-2sin t, a-Klb(t+h)-a(t)1 = 
8h(l -sint)=q,(t)>O, ij(t)=min[~l(t),~,(t-~)]$L1[O, co). Then (C2) 
is - 3 - 2sin t + 80/r* = Q(f). If h < 6, then Q(t) < -Q,, where Q, = &. All 
the conditions in Example C are satisfied. 
The ideas in Theorem 2 are very useful in locating limit sets, as we now 
illustrate. 
THEOREM 3. Let V: R + x C, + [0, co) be continuous and satisfy 
(where x= (x,, . . . . x,)) for some i. Then any solution x(t) satisfying 
/x(t)1 <H on [to, CO) also satisfies 
sup lxi(t)-xi(t-e)l -+o as !--+a~ 
O<B<h 
and 1i-h Ix\(s)1 d s + 0 as t -+ co. Here, W is convex downward. 
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ProojI If the theorem is false then there is a solution x(t), there is an 
E > 0, and there is a sequence {t, 1 t + 00 with 
for some i. Moreover, it is shown in [3] that there is a sequence {in} 7 cc, 
aS>O,andanh,>Owith 
for i,, < t < t, + h,. This means that 
I”(& x,) < -hW( [l/h] It 
f-h 
Ix:(u)l du) 
< -hWCl/hl6) 
on [It,, in + h, J. Thus, V(t, x,) -+ -cc as t + 00, a contradiction, Hence 
sup Ixi(t)-x,(t-O)( +o as t-cc 
OsZB<h 
as required. 
EXAMPLE D. Krasovskii 18, p. 173) considers a system 
x’(t) = y(t) 
y’(t)= -cp(y(t), I)-fW+fO 
WI 
f*(x(t+S)) y(t+s)h 
--h(r) 
where 
and 
CRY, t)/yla b > 0 for y # 0, (D2) 
O<h(t)<h, Cf(x)/xl > a > 0 for x#O, (D3) 
f*(x) = (d/dx)f(x) satisfies IS*(x)1 < N. (D4) 
Consider the functional 
V(*,,y,)=2~xI(~)ds+y2(r)+[b/h7fl)hIo~2(r+s)dsdu. (D5) 
0 ” 
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Then 
W) 
where y > 0 for h < b/N. Note that with xi = x, (D6) satisfies the conditions 
of Theorem 3, This means that 
(i) J”-h(,) f*(x(t+s))y(t+s)ds+O as t-+co, 
(ii) jO_hjIjy2(f+s)dsd~~hj0hy2(t+s)ds-+Oas t-+c~~, 
and for any L > 0 then 
(iii) sup-Lseco lx(t)-x(t+d)I -0 as t+ ocj. 
Since V’ d 0 we see that 
(iv) 2 j;(f)f(~) ds + v’(t) + constant as r -+ co. 
If cp(t, y) is bounded for y bounded, then it would follow readily that 
xflf approaches a constant and v(t) approaches zero as f + co. It seems 
unclear that this might be derived from (iii) and (iv). 
The proof of Lemma 2 is a simple exercise. 
LEMMA 2. Let q be UIP(6) for some 6 > 0. Then the zero solution of the 
ordinary differential equation 
Ix(t)l’= -q(t) W(lx(t)l/2) (*I 
is U.A.S. 
THEOREM 4. Let D, V: [0, co) x C, -+ [0, 00) be continuous with V 
locally Lipschitz in cp such that 
(i) Wotlxl)6 J”tt, x,)G W,(lxl)+ w,(D(t, x,)), 
6) V;& x,) G -~M3’3(lxl) + W#W, Ml3 
(iii) Wt, x,1 G W,( IIx,II ), 
and 
(iv) rj is UIP(G), some 6 > 0. 
Then x = 0 is U.A.S. 
Proof The U.S. follows from Theorem O(b). 
Let x(t) be a solution of (1) on [to, co) with Ix(t)1 <I-I. If 
then 
W(r) = minC WA W; l(r)), W,t W; Yr))l, 
q1 ,tt, x,1 d -v(t) w  ut, x,)/2), 
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where, by renaming, we assume that W is convex downward. By Lemma 2 
and a comparison theorem, the zero solution of (1) is U.A.S. 
In the same way, the following result may be proved. 
THEOREM 5. Let D, V: [0, a~) x C, 4 [O, a~) and q: [0, 00) + [0, m) 
be continuous with 
6) Wdbl) G Ut, x,1 G Wl(l-4 f + W2V3t, x,)), 
(ii) V;,,(t, x,) < - rl(t)C W,(Ixl I+ W,(Wt, x,))l, 
and 
(iii) 1: q(t) dt = 00. 
If x(t) is a solution of (1) on [t,, co) with lx(t)! cH, then Ix(t)\ -+O as 
t+cQ. 
THEOREM 6. Let D, K [0, 00) x CH -+ [0, co ) be continuous and satisfy 
0) 0~ Vt,x,)< W2(l.4)+ W3(~:-,D(s,x,)ds) 
and 
(ii) V;,,(t, x,)< - W,(lxl)- W,(D(t, x,)) where W, i.s conuex 
downward. 
Zf x(t) is a solution of (1) on [t,, co) with Ix(t)1 <H, then V(t, x,) +O as 
t+co. 
Proof If V(t, x,) f, 0 as t + co, then there exists C> 0 with V(t, x,) k C 
for t 3 t,,. Hence, 
W,(b(t)l)+ W, j,rphD(s,xS)ds).C for t2 t,. 
This implies that either 
(a) Ix(t)l 2 K’(W) 
or 
fb) ~:-,~W,fcds~ W,-‘(W) 
for each t > t,,. 
By Jensen’s inequality 
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and so 
I ’ W,(D(s,x,))ds~hW,([l/h] w;‘(c/2))%>0 r-h 
in case (b) holds, 
Let E, = {t >, t,: (a) holds} and 
E, = [to, 00) -E, c {t > t,: (b) holds}. 
Suppose N is the positive integer such that 
NL> V(t,,x,,)>(N- 1)L 
and p > 0 is a number such that 
P~w,(w;‘(cP)) > 4to, xr,). 
Let T= Nh + p and consider the interval I = [to, t, + T]. Then one of 
the following cases must hold: 
(A) measure (E, n I) > ,u or 
(B) measure ( E2 n I) k A%. 
If (A) is true, then 
G ut,, x,,) - I w,( Y’(W)) ds E, n I 
6 V(t,,x,,)--~W,(W;‘(C/2))<0. 
If (B) is true then in E, n Z there must exist N points t, < t, < . . < t, with 
t, 2 to and tj 2 tj- i + h for j = 2, 3, . . . . N. Hence 
V(to + T xt,, T) G V(t,,, xc,,) - j-“+’ W,(D(s, x,)) ds 
10 
< vto, x,,) - I @‘,(W, x,)) ds Ez n I 
Thus, both (A) and (B) yield contradictions and so V(t, x,) -+ 0 as t -+ co. 
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THEOREM 7. Let V, D: [0, 00) x C, + [0, co) be continuous with 
6) O< f’(t, x,) < f+‘,(lxlf + Ws:--L Dfs, x,1 dsl cd 
(ii) V;,,(t, x,) G -r(t) WA I4 1, where y: [O, co)+ [0, co) is a 
measurable function with the property that lim inf, _ m s: + t y(s) ds > 0 for 
each g > 0. 
If x(t) is a solution of (1) on [to, cc) with Ix(t)] < H, then either 
(a) V(t,x,)-+O as t-a3 or for any 6>0 
(b) I:- h _ b D(s, x,) ds 2 M for some M > 0 and all large t. 
In particular, if we define 
H(t,x(.))=V(t,x,)+V(t-h,x,~,) 
then 
0) o<Ht,x(.)) < ~,(lxl)+~2(I~(t-hl)+2W3(S:--2hD(~,~,)dr) 
and 
WY ff;,,(t, (->I< -r(t) W4(lxl)-v(t-h) w,(lx(t-h)l) 
so that either 
(a)’ H(t,x(.))-tO as t-o3 or 
(b)’ 1: _ 2h D(s, x,) ds > A4 for all large t. 
Proof. Let x(t) be such a solution and suppose that V(r, x,) ft 0 as 
t + 00. Then V(t, x,) 2 C for some C> 0. Choose E > 0 so that 
Wz(e) + W3(a) = C. We observe that jiPh D(s, x,) ds > E whenever Ix(t)1 <E 
and that y(t) W,(lx(t)l)czL’[O, co). 
We claim that for each 6 > 0 there corresponds a T2 S + h such 
that r 3 T implies the existence of a point t,e [t-s, t] with 
I:: _ h D(s, x,) & > E. If this were not the case, then there would be infinitely 
many mutually disjoint intervals [t, - 6, t,], with t, 2 6 + h and t, -P co, 
such that Ix(t)1 2.s for all t E [t,-6, t,]. By a result referred to in 
[3, cf. the definition of integrally positive], J, y(s) dr= cc where 
1 = U,“=, Ct, - 4 t,l. Hence, j’; Y(S) W,(lx(s)l) ds 2 C,“=, Sk-6 Y(S) 
We(~) ds = crc), a contradiction. 
Let h > 6, say S=h/4. Then for t>T, J:-h-6D(~,x,)ds> 
1:: _ ,, D(s, x,) > E, which completes the proof. 
EXAMPLE E. Consider the scalar equation 
x’=b(t)x(t-h)-c(r)x(t) (El) 
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with 6, c: [0, co) -+ R continuous and assume 
(i) --~~(r)~~---c(t)+ (b(t+h)( ~0, 
(ii) lim,,, infjif5 y(s) ds > 0 for every 4 > 0, 
and suppose there is a function p with 
(iii) p(t) 2 j:-2h b*(u + h) du for t 2 h. 
If, in addition, y(t) 2 vi > 0 on [2ih, 2( i + 1 )h] and 
(iv) CEori/p(2(i+ l)h)=W 
then x = 0 is A.S. 
ProoJ Define 
V(t, x,) = Ix1 + j’ I&u + h)l Ix(u)1 du 
r-h 
so that 
V’(c x,) Q -c(t)lxl + lb(t)1 Ix(t -h)l 
+ Ib(f + h)l I4 - Ib(t)l Ix(t- h)l = -r(t)lxl 
G -rwd2 if 1x161. 
Since x = 0 is stable, we may take H = 1 and have Ix(l)/ < 1. 
Referring to Theorem 7, the conditions labelled (i) and (ii) are fulfilled. 
If V(t, x,) + 0 as t + co, then there is a constant M > 0 with 
M< I s I4u + h)l Ix(u)l du , - 2h 
so that 
I f ‘, 
, 
x’(u) du a M2 b2(u + h) du 3 M*/p( t). 
rp2h f - 2h 
If m and n are chosen so that 2mh > to and n > m, then for t B 2(n + 1)h we 
have 
I’( t, x,) < V( t,,, xto) - i j*@+ ‘jh y(s) x2(s) ds 
i=m 2ih 
< V(to, x,,) - i ri 12;;+ ‘jh x2(s) ds 
i=m 
< V(t,,x,)- i riM2//42(i+ l)h)-+ -cc 
i=m 
156 BECKER, BURTON, AND ZHANG 
as n + 00. This is a contradiction and so V( t, x,) (hence, Ix(t)1 ) tends to 0 
as t -+ co, completing the proof. 
Remark. Let b(t) = A. Then 
Thus, if y(t) 2 1, then (ii) and (iv) hold. This means that b(r) can be 
unbounded of order fi and we can still conclude AS. 
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