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Tests for comparing a multivariate response on a control and on a treatment 
population are considered. It is assumed that each component of the response is a 
categorical variable with ordered categories. In some situations it may be believed 
a priori that the treatment has a nondecreasing effect on each component of the 
response, and in such cases a test of equality of the two populations with a 
stochastically ordered alternative is of interest. In other situations, the stochastic 
ordering assumption may be questioned and one would want to test it as a null 
hypothesis. The likelihood ratio tests, as well as some chi-square analogues, for 
both of these situations are studied in the one- and two-sample cases. In the latter 
testing situation, equality of the two populations is shown to be asymptotically 
least favorable within the stochastic ordering hypothesis. A numerical example is 
given to illustrate the use of these tests. 0 1991 Academic Press, h. 
1. INTRODUCTION 
We consider tests of the equality of two discrete, multivariate popula- 
tions with a one-sided alternative. Suppose that a certain multivariate 
response is of interest on both a treatment and a control population and 
it is believed that the treatment tends to increase or leave unchanged each 
component of the response. Then, one might want to test homogeneity of 
the two distributions versus the alternative that the treatment distribution 
is stochastically larger than the control. However, if the stochastic ordering 
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assumption were in question, then it would be desirable to test the 
stochastic ordering as the null hypothesis with its complement as the 
alternative. 
In a multinomial setting with either one or two samples, we develop the 
likelihood ratio tests, as well as some related chi-square tests, for these two 
sets of hypotheses. In other testing situations involving order restricted 
hypotheses, Abelson and Tukey [l] derived the optimal contrast tests. 
Barlow et al. [2, pp. 188-1901 compare the likelihood ratio tests with the 
optimal contrast tests in several situations. They found that the contrast 
tests have larger powers at some points in the alternative region, but their 
minimum powers over the alternative, at a fixed distance from the null 
hypothesis, may be substantially smaller than those for the likelihood ratio 
tests. Because the authors believe that similar results hold in this situation, 
we have considered the likelihood ratio tests. Robertson and Wright [ 131, 
Dykstra, Madsen, and Fairbanks [6], Franck [7], and Lee [9] have 
studied the likelihood ratio tests for a stochastic ordering between two 
univariate responses. 
In Section 2, we discuss multivariate stochastic orderings and phrase the 
testing problems to be considered. In Section 3, the maximum likelihood 
estimates subject to the stochastic order restriction, which were obtained 
by Sampson and Whitaker [ 161, are discussed, and they are used to derive 
the test statistics. The asymptotic distributions of these test statistics under 
the assumption of homogeneity are established and the usefulness of these 
results for finite samples is studied by Monte Carlo techniques. In the two- 
sample testing situations, the asymptotically least favorable distributions 
are obtained by bounding the appropriate chi-bar-square distributions. 
The proofs are similar to those given in Robertson and Wright [ 131 
and Sampson and Whitaker [16], and only the points where they differ 
substantially are presented. Section 4 contains a numerical example. 
2. MULTIVARIATE STOCHASTIC ORDERINGS 
Let X and Y be d-dimensional random vectors and let Y be the collec- 
tion of functions, II/: Rd -+ R, which are nondecreasing in each argument 
with the others held fixed. If each component of Y tends to be as large as 
the corresonding component of X, then 
4w) sst NY) for each IJ E Y, (2.1) 
where Gst is the usual univariate stochastic ordering. Marshall and 
Olkin [ll, p. 4831 define X to be stochastically smaller than Y, X Gst Y, if 
(2.1) holds, and they show that this concept is stronger than FX(x) 2 Fy(x) 
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for all x E Rd. It is not diflicult to construct discrete, bivariate vectors X 
and Y with support (0, l} x (0, 1,2}, F,(x)aF,(x) for all XE R* and 
P[X= (1,2)] > P[ Y = (1,2)]. The last inequality is not consistent with 
our belief that the components of Y are at least as large as those of X. 
Thus, we have chosen the stronger form of stochastic ordering to quantify 
our belief about X and Y. This point is also discussed in Robertson and 
Wright [ 121. 
The multivariate stochastic ordering, (2.1) can be reformulated in terms 
of lower layers which we now define. For any set T# Qr with 5 a quasi- 
order on r, i.e., 5 is reflexive (a 5 a for all UE~) and 5 is transitive 
(a 5 b and b 6 c imply that a 5 c), a subset, L, of r is a lower layer 
provided a, b E r, a 5 b and b EL imply that a E L. The collection of lower 
layers in r with respect to 5 will be denoted by L(r, 5) or just L, if r 
and 5 are understood. For j= 1,2, . . . . d, let rj consist of the possible 
values for the jth component of the response, which by relabeling may 
be taken to be rj = { 1, 2, . . . . Zj}. The vectors X and Y have support 
contained in r, x r2 x . . . x rd. Let < d denote the coordinatewise ordering 
on Rd, i.e., a = (a,, u2, . . . . ad) 6 d b = (6,) bz, . . . . bd) if and only if ui < bi for 
i = 1, 2, . ..) d. With L( Rd, <d) denoting the lower layers in Rd with respect 
to < “, Marshall and Olkin [ 111 show that X < ” Y if and only if 
P[XE L] > P[ YE L] for each L E L(Rd, 6 d), (2.2) 
The characterization, (2.2), phrases the ordering hypothesis in terms of a 
collection of inequalities. With H,: X and Y have the same distribution, 
H,: (2.2) holds, and H,: P[XE L] < P[ YE L] for some lower layer L, we 
wish to test H,, versus H, -H,; that is, H, holds but Ho does not, and H, 
versus H,. 
It is notationally convenient to consider a more general testing problem. 
Let r= { 1, 2, . . . . k}, let 5 be a quasi-order on r, let p and q be probability 
mass functions on r, let Ho: p = q, let 
HI : ifL ~(4 9 1 q(i) for all LeL(r, 5) (2.3) 
iEL 
and let H2: - H,. When convenient we will write p B q rather than (2.3). 
The likelihood ratio tests, and chi-square analogues, for testing Ho versus 
H, -Ho and H, versus H, will be developed. If 6 is the usual simple order 
on r, i.e., 1 5 2 5 . .. 5 k, then H, stipulates that p( 1) + . . +p(i,) 2 
q(l)+ . . . + q(k,) for i, = 1, 2, . . . . k, which is a univariate stochastic 
ordering. 
If not all of the univariate measurements comprising the multivariate 
response were ordinal level or if one had no belief about the effect of the 
treatment on some of these, univariate measurements, then this prior belief 
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can be quantified as above. For instance, let Z= (i, , i,, i3): 1 6 i, d Z, for 
j= 1, 2, 3) and suppose it is believed that the treatment does not decrease 
the first two measurements, but its effect on the third is unknown. In this 
case, one would want H, to impose a stochastic ordering on the first two 
components. Let 5 be the quasi-order defined by (i, ., i2, i3) 5 (j,, jz, j,) if 
and only if i, 5 j, and i, d j,. Note 5 is not a partial order for (i, , i2, 1) 5 
(ii, i,, 2) 5 (i, , i?, 1). It is not difficult to show that the lower layers for 5 
are of the form L x { 1, 2, . . . . I, } with L a lower layer in P = {(i, , i,): 1 < 
ij< Z, for j = 1,2} with partial order given by the restriction of d 2 to r’. 
Therefore, (2.3) is equivalent to 
(2.4) 
,i,.i?)EL i,=l 
which is the desired restriction. 
If one of the variables is a covariate and it is believed that for each level 
of the covariate, the treatment tends to increase the other variables, then 
the techniques developed here may be applied. For instance, suppose d = 2, 
the first variable is a covariate with two levels such as sex, and one wishes 
to test p = q with the alternative restricted by a stochastic ordering for both 
sexes, i.e., 
H,: f p(i,, i,)B jJ q(i,, 4) for i,=1,2 ,..., Z?andi,=1,2. (2.5) 
iz = I iz= I 
(Note that these inequalities and the fact p and q are probabilities imply 
that C;;=ip(ii, i2) = xi;=, q(i,, i2) for i, = 1, 2.) The quasi-order, 
(ii, i2) 5 (jr, j2), provided i, = j, and i, < jz, gives rise to the restriction in 
(2.5) for the lower layers in this case can be expressed as A u B, where A 
is @ or of the form {( 1, l), (1,2), . . . . (1, i,)} and B is 0 or of the form 
{ (2, l), (2, 2), . . . . (2, i,)} with i,= 1, 2, . . . . I,. 
3. INFERENCES CONCERNING STOCHASTIC ORDERINGS 
Sampson and Whitaker [16] derived the maximum likelihood estimates 
subject to the restriction p $ q for the one- and two-sample problems. They 
actually considered < ‘, the coordinatewise ordering on Rd, but their 
proofs are valid for an arbitrary quasi-order. We establish the consistency 
of the estimates and derive the appropriate tests. They also obtained the 
generalized maximum likelihood estimates for data from continuous dis- 
tributions. However, it seems that techniques different from those used here 
are needed to study the distribution of their estimates in the continuous 
case. 
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Suppose that X= (X,, X,, . . . . X,) has a multinomial distribution with m 
trials and probability vector p, and let /? = (pi, b2, . . . . fik) with Bi = Xi/m. 
We need the following notation: for w a positive function on f, let ( ., .), 
be the inner product and I] . ]I w be the norm defined by 
<x,Y)w= i wixiYi and IIXllt= <-%x),, 
i=l 
and for C a closed, convex subset of Rk, let P,(x 1 C) denote the unique 
projection of x onto C with respect to ]I . (I W. Let C, = {x E Rk : xi < xj for all 
i ,Q} and C, = {x E Rk: xi > xj for all i sj}, i.e., C, = - C,. The cones C, 
and C, are the collections of vectors which are isotonic or antitonic with 
respect to 5, respectively. 
One-Sample Maximum Likelihood Estimates 
For x, YE Rk, let us agree xy = (xi y,, x2 y,, . . . . xk yk); x/y = 
(Xl/Y 17 XdY2, .**9 xk/yk); X > 0 (X > 0) means Xi > 0 (xi > 0) for i = 1, 2, . . . . k; 
and x(o) = 0 and x(A) =CicA xi for a #A cr. For Theorem 3.1, we 
assume that q is known and let p denote the maximum likelihood estimate 
of p subject to p ti q. 
If 8 >O, then p is obtained as in Robertson and Wright [13] and 
Sampson and Whitaker [ 161. However, if Bi = 0 for some i, then following 
Lee [9] and Sampson and Whitaker [ 161, p may be obtained by a limiting 
process. A small, positive weight, a,(o), which may depend on m and o 
in the underlying probability space, is placed in each empty cell, estimates 
are computed as in the case a > 0; and p is the limit of these estimates as 
a,(w) --) 0. With a,(o) > 0, set Xi* = Xi if Xi > 0 and Xi* = a,(w) if Xi = 0 
and let m* = XT + X,* + . . . A’,*. Also, let p* = X*/m* for i = 1,2, . . . . k. The 
next result is proved in the Appendix. 
THEOREM 3.1. Case I (fi >O): Iffy > 0, then 
P = P,(qlP I CKJ 1. (3.1) 
Case II (ii = 0 for some i). For fixed m, as a,,,(u) approaches zero, 
P* =P*p,*(qlP* I CD) (3.2) 
converges to a version of p. Furthermore, if a,,,(w) is chosen so that a,lm 
converges almost surely to zero as m -+ co, then p* converges almost surely 
to p provided p D q. 
Choosing a,(o) to be less than one and small enough so that ]p* -p I < 
l/m, the theorem shows that p is strongly consistent for p 9 q. To estimate 
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p subject to q tip with q known, define a new order 5 * with i 5 * j 
provided j 5 i. Lower layers under the new order are complements of 
lower layers under the original. Hence q B p is equivalent to p B * q, where 
pb * q is defined by (2.3) with L(T, 5 ) replaced by L(T, 5 * ). Since the 
decreasing vectors with respect to 5 * are the increasing vectors with 
respect to 5, the estimates are obtained from (3.1) and (3.2) by replacing 
C, with C,. 
The projections in (3.1) and (3.2) can be computed using the lower sets 
algorithms which are established in Barlow et af. [2, pp. 76771. However, 
in the case of primary interest here, r= ((i, , iz, . . . . i,): 1 d i, < I,, 
j = 1, 2, . . . . d} and 5 = < “, the lower sets algorithm can be tedious to use 
for moderate or large Ii. The iterative algorithm obtained by Dykstra and 
Robertson [S] is much easier to implement. A FORTRAN program for 
this algorithm is given in Bril, Dykstra, Pillers, and Robertson [4] for 
d= 2, and for d > 2, Sampson and Whitaker [ 161 offer a FORTRAN 
algorithm. 
Two Sample Maximum Likelihood Estimates 
For the two-sample estimation problem suppose Y = ( Y, , Y2, . . . . Y, ) is 
independent of X and has a multinomial distribution with n trials and 
probability vector q. Let 0 = Y/n and N= m + n. Based on X and Y, 
Sampson and Whitaker [16] derived p and 4, the maximum likelihood 
estimate of p and q subject to p $ q. 
With r’ = { 1 < i < k: Xi > 0 or Y, > 0} and p0 = (X+ Y)/N, they showed 
that p(T’)=q(T’)= 1 and p(L)ap,(L)>q(L) for each LEL(T’, 5). 
Thus, attention may be restricted to r’ and p and 4 can be computed 
separately as in the one-sample case with p0 playing the role of the known 
probability q. This may involve placing a small, positive weight in the 
cells in r’ which have Xi= 0 ( Yi= 0) when computing p (4). However, 
in some situations it may be easier to compute a projection on r than 
on r’. Hence, let 0 <a,,,Jw), Xi” = Xi if Xi>O, XT =a,,,(~) if Xi= 0, 
Yi*= Yi if Y,>O, YT=am,,(w) if Y,=O, m*=X:+X,*+ ... +X,*, n*= 
Yy+ Y,*+ -.. + Y,*, N*=m*+n*, p*=X*/m*, q*= Y*/n*, po*= 
(x* + Y*)/N*, 
P* = P*p,.(Po*/P* I CD) and 4* = q*p(Po*/q* I C,). (3.3) 
The next result, which is proved in the Appendix, gives the form of the 
estimates in the two-sample case and demonstrates their consistency. 
THEOREM 3.2. Case I ($ > 0 and 4 > 0). If@ > 0 and 4 > 0, then 
D=BP$i(PoIbl CD) and tj = P&PO/G I C, )* (3.4) 
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Case II (fii = 0 or gi = 0 for some i). For fixed m and n, as a,,,(w) + 0, 
- - 
(p*, 4*) converges to a version of (p, q). Furthermore, if a,,,(w) is chosen 
so that a,,,,,,/ min m n converges almost surely to zero as m, n + co, then ( , ) 
(j!*, q*) converges almost surely to (p, q) provided p ZD q. 
We now turn to the testing problems. In the next two subsections, the 
likelihood ratio tests and some chi-square analogues are given for the 
testing problems described earlier and the asymptotic distributions of these 
statistics are obtained. The large sample results are based on the normal 
approximation to a multinomial distribution. As expected, it was found in 
a Monte Carlo study that these approximations seem reasonable if all of 
the expected cell counts are at least five. We assume that p > 0 and q > 0 
throughout the remainder of this section. If pi= qi= 0, then i may be 
deleted from ZY If the cell counts are too small in a contingency table, rows 
or columns may need to be collapsed to apply these results. Sampson and 
Whitaker [ 161 note that doing this will not destroy a stochastic ordering. 
Tests for H, versus H, - H, 
We first consider testing H,,: p = q versus H, - H,, where H, : p 9 q with 
q known. If the alternative hypothesis is q $p with q known, it can be put 
into the form above by relabeling. We use 1 generically to denote the 
likelihood ratio. The likelihood ratio test rejects H, for large values of 
So, = -2 log A= -2m 2 @;(log qi - log pi). (3.5) 
i= 1 
The analogous chi-square test rejects H, for large values of 
eo,=m i h-4i)2e 
i=l ‘ l i 
(3.6) 
If q is also unknown, then the likelihood ratio test of H,, versus H, -H, 
rejects for large values of -2 log II, which cn be expressed as 
Tol=2m i @i(logpi-lOgp,i)+2n 2 d;(logq;-logq,,;), (3.7) 
i=l i=l 
where po, 1 = qo,; = (@; + @;)/A? The analogous chi-square test rejects for 
large values of 
~~~ =m 5 (Pi-P0.i)2+n i (Si-qO,i)‘. 
i= 1 PO, i i=l 40, i 
(3.8) 
The asymptotic null distributions of SoI, ToI, Q,,, and R,, involve 
the level probabilities corresponding to the projection P,(. 1 C,). Let 
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WI, w,, -a-, W, be independent normal variables with zero means and 
variances WI’, w;’ . . . w;‘, respectively. For 1 < I< k, define 
P(/, k; w) = P[P,.( WI C,) has /level sets]. 
The proof of the following result is given in the Appendix. 
THEOREM 3.3. ff p = q, then for any real number t, 
lim PISol at] = lim PIQo, 2 t] 
m + m m - 02 
= lim PITO, at] = lim P[R,, > t] 
In,“-, m m.n- co 
= 5 P(k k q) &-,a tl, (3.9) 
/= 1 
where ~5 is a chi-squared variable with v degrees of freedom (xi = 0). 
In the case in which one is comparing two contingency tables, the index 
set is {(i,, i *, . . . . i,): 1 < ii < Zj for j = 1, 2, . . . . d) with 5 the restriction of 
<d to this index set with d > 1. (d = 1 is treated in Robertson and 
Wright [13].) In the two-sample problem, one approach for obtaining the 
p-value corresponding to a data set is to take the supremum of (3.9) over 
all probability vectors q. We apply Theorems 3.6.5 and 3.6.6 of Robertson 
et al. [15] to obtain this supremum. According to their Definition 3.6.2, 
this partial order has two exterior elements, (1, 1, . . . . 1) and (I,, I,, . . . . Id). 
Thus, 
sup lim PITO, B t] = $P[x:_ 1 2 t] + ~P[x:-~ 2 t], (3.10) 
p=q m,n+* 
where k = I, I, . . . Id. However, as we shall see, this approach yields a test 
which is too conservative in many situations. An approach which is only 
approximate would be to use (3.9) with q replaced by pO, our estimate of 
q under the assumption that p = q. Little is known about these level 
probabilities for d > 2. However, for d = 2, Lemke [lo] obtained Monte 
Carlo estimates of P(I, k; q) for small values of I, and I2 provided q is a 
discrete uniform distribution. (These values are reproduced in Table A.21 
of Robertson et al. [ 151. We have obtained estimates for 2 < II, Z2 < 9, 
which will appear elsewhere.) For the simply ordered case, 15 2 5 . . 6 k, 
and a simple tree ordering, 1 gj for j = 2, 3, . . . . k, the value of (3.9) has 
been observed to be robust to moderate changes in the qi, cf. Robertson 
and Wright [14] and Wright and Tran [17], respectively. Based on that 
work, it would seem that (3.9) with q1 = q2 = . . . = qk would provide a 
reasonable approximation to (3.9) with q =pO, provided 
max pO, J min pO,i 6 2. 
l$iCk l<iCk 
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The fact that the distributions of r,, and R,, depend on q points to a ques- 
tion for further research. Can reasonable similar tests of H, vs H, - Ho be 
found? 
If q is known, then (3.9) can be approximated by using (3.9) with 
q1 =q2= . . . = qk, provided the actual qi are not too different. Otherwise, 
the conservative test given by (3.10) or some other approach must be used. 
In the case in which d= 2 and one of the variables is a covariate (cf. 
Section 2), the level probabilities, P(I, k; q), are convolutions of the level 
probabilities for two simple orders, see Robertson et al. [ 15, pp. 77-82, 85, 
117-123, 131-136). 
Likelihood Ratio Tests for H, versus H, 
We first consider testing H, : p $- q versus Hz : w H, with q known. As 
was noted earlier, the hypothesis q>>p can be transformed into p 9 q by 
relabeling. The likelihood ratio test rejects H, for large values of 
s,*= -2logL=2m i bi(logfii-logpi). (3.11) 
i=l 
The chi-square analogue rejects H, for large values of 
(3.12) 
If q is also unknown, then the likelihood ratio test rejects H, for large 
values of -2 log L, which can be written as 
T,,=2m i bj(log@i-logjii)+2n 1 @i(logdi-logqi). (3.13) 
i= 1 i=l 
The chi-square analogue rejects for large values of 
R,2=m i (PieDi)’ +n 2 (4i-fi)‘. 
i=l Pi i=l 4; 
(3.14) 
In the next result, which is proved in the Appendix, H,, is shown to be 
asymptotically least favorable within H, for the test satistics S12, Q,2, Ti2, 
and R,,. In particular, we show that 
sup lim PCS,, > t] =sup lim P[S,2 > t], 
p*q m,n-co p=q m,n-m 
and that analogous results hold for Qr2, T,,, and R,,. 
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THEOREM 3.4. For the test statistics, S,,, Q,,, T,,, and R,,, H, is 
asymptotically least favorable within H,. Zf p = q, then for real t, 
lim PCS,,2 t] = lim P[Q12> t] 
m-ac m + CT 
= lim P[T,,>t]= lim PIQlz>t] 
m,n- 00 m,n-m 
(3.15) 
In the case in which one is comparing two contingency tables, i.e., the 
index set is {(i,, i,, . . . . i,): 1 < ij < Z, for j = 1, 2, . . . . d} and 5 is the restric- 
tion of <‘, with p and q both unknown, the large sample P-value corres- 
ponding to t, an observed value of T,, maybe obtained by taking the 
supremum of (3.15) over all q. Applying directly Definition 3.6.1 of 
Robertson et al. [lS], one can show that the breadth of this partial order 
is b = min(Z,, Z2, . . . . Zd). Then, with k = Z,Z,, . . . . Zd their Theorems 3.6.3 and 
3.6.4 along with the remarks after Theorem 3.6.4 show that this supremum 
is 
(3.16) 
Of course, (3.16) provides a conservative P-value for the one-sample testing 
situations. However, as we shall see, this approach is very conservative 
in many situations. If the values of the qi are not too different, say 
maxlsigk q&in , G i G k qi < 2, then one could approximate (3.15) by using 
the P(Z, k; q) for q a discrete uniform distribution. Of course, in the two- 
sample problem, the qi are unknown and so one might check the values of 
pO, the estimate of p and q with p = q. 
We conclude this section with a discussion of the usefulness of these 
asymptotic results for finite samples. We focus on the cases of primary 
interest the two-sample problems for comparing two Rx C tables. In each 
case considered, the true significance levels corresponding to the 
approximate o! = 0.05 critical values obtained from (3.9), (3.10), (3.15), and 
(3.16) are estimated using Monte Carlo techniques with 10,000 iterations 
for various choices of m and n with m = n. Because HO is asymptotically 
least favorable within H, for the test statistcs T,, and R12, we only 
considered probability vectors p and q with p = q in this study. 
For the 2 x 2 case, the corresponding ordering is a simple loop with four 
populations. Formulas for the level probabilities are given in Barlow et al. 
[2 p. 1471. Thus it is possible to study the accuracy of these approxima- 
tions for an arbitrary vector q in this case. However, for larger tables the 
TESTING MULTIVARIATE POPULATIONS 177 
level probabilities are only known (actually estimated by Monte Carlo 
techniques) for uniform q, i.e., qi,j= (RC))’ for i= 1, 2, . . . . R and j= 1, 
2 c. , .*., 
For 2 x C with C= 2, 3, . . . . 6 and 3 x C with C= 3 and 4 tables, the 
approximate critical values with CI = 0.005 determined by (3.9) and (3.15) 
for uniform q were computed. We denote these approximate critical values 
by e,, and er2. Also, the corresponding conservative value, co, and cr2, 
were computed from (3.10) and (3.16). With P,.~=~~,~=(RC)-‘, Table1 
contains for several values of m = n estimates of 
as well as the corresponding values for Rol, T,2, and R12, that is, p,(R,,), 
P,UW~ PA%), P,UX Pi, and P,UL). 
The first thing we note is that the critical values obtained from (3.10) 
and (3.16) are very conservative in these cases. The estimates of the 
significance levels of the four test statistics with the conservative values are, 
for R = 2 and C = 2, under 0.035 for m = n > 25 and for large m = n, the 
estimates are 0.03 or less. This difficulty worsens as the size of the table 
increases. Hence, we do not recommend using the conservative values. 
Because the results in Theorem 3.3 and 3.4 are based on the normal 
approximation to a multinomial, we expect reasonable results if the expected 
cell counts are all at least live. Cases where this criterion is violated are 
marked with an asterisk. For the larger sample sizes in Table I, there is 
little difference in the signilicance levels for T,, and R,, and the same is 
true for T12 and R,,. However, when m=n is about 5RC, we see that the 
estimated significance levels for Rol and R12 are nearer the target value of 
0.05 than for T,,, and T,?. For all the cases considered, it seems that the 
approximation given by (3.9) with R,, would be adequate for practical 
purposes if the expected cell counts are all at least five. Furthermore, for 
the smaller sample sizes, tests based on the chi-square type statistics, Rol 
and R,, would seem to be preferred over the likelihood ratio tests in this 
regard. For testing H, versus H,, the test based on R,, seems to have true 
significance levels closer to the target level than the one based on T,,. In 
fact, the approximation given by (3.15) seems to work well for R,, with 
sample sizes smaller than 5RC. 
To obtain an indication of the performance of these approximations for 
q that are not uniform, we consider the 2 x 2 case with q = ($ b, $, b) and 
the various permutations of the elements of q. Of course, interchanging ql.* 
and q2,1 does not affect the distribution of the test statistics. It is also not 
difficult to show that interchanging qll and q2* does not affect the distribu- 
tion of these test statistics under H,. Thus, there are only four cases that 
need to be considered. For the most part, the tests based on co1 and cl2 
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TABLE I 
Monte Carlo Estimates of the True Significance Levels of T,,, I?,,, TLL. 
and R,, with Approximate GI = 0.05 Critical Values 
* * * * 
m=n p(TOl) p(ROl) P (TOl, P (ROl) p(T12) p(R12) P (Tl2) P (R12) 
R-2,C-2 
0.0358 0.0789 lo* 0.0872 0.0666 0.0563 0.0665 0.0483 0.0274 
0.0388 0.0273 
0.0346 0.0293 
0.0331 0.0303 
0.0335 0.0303 
0.0285 0.0261 
15* 0.0707 0.0590 0.0448 0.0340 0.0710 0.0561 
20 0.0599 0.0554 0.0381 0.0329 0.0663 0.0556 
25 0.0578 0 0534 0.0338 0.0300 0.0608 0.0582 
30 0.0557 0 0532 0.0324 0.0299 0.0579 0.0551 
50 0.0532 0 0521 0.0302 0.0280 0.0512 0.0492 
R=2,C=3 
0.0294 0.0694 
0.0265 0.0616 
0.0263 0.0595 
0.0243 0.0604 
0.0256 0.0553 
0.0244 0.0527 
20* 0.0790 0 0605 0.0430 
25* 0.0734 0 0591 0.0388 
30 0.0663 0 0561 0.0352 
35 0.0608 0 0536 0.0305 
40 0.0587 0 0527 0.0306 
50 0.0538 0 0504 0.0272 
0.0536 0.0323 0.0219 
0.0508 0.0300 0.0216 
0.0535 0.0274 0.0202 
0.0546 0.0262 0.0219 
0.0515 0.0244 0.0209 
0.0494 0.0217 0.0190 
0.0258 
R -2, c=4 
0.0587 
0.0265 0.0640 
0.0242 0.0629 
0.0227 0.0564 
0.0244 0.0557 
0.0244 0.0590 
30* 0.0847 0 06.22 0.0426 
35* 0.0797 0 0632 0.0381 
40 0.0702 0 0580 0.0359 
45 0.0628 0 0534 0.0305 
50 0.0650 0 0569 0.0318 
100 0.0536 0 0500 0.0243 
0.0503 0.0201 
0.0514 
0.0128 
0.0496 
0.0189 
0.0196 
0.0137 
0.0139 
0.0502 0.0176 0.0139 
0.0511 0.0192 0.0145 
0.0561 0.0168 0.0151 
R-2,C-5 
0.0230 0.0681 
0.0232 0.0629 
0.0228 0.0610 
0.0219 0.0582 
0.0209 0.0566 
40* 0.0839 0 0586 0.0405 
45* 0.0770 0 0548 0.0370 
0.0545 0.0137 0.0079 
0.0531 0.0140 0.0095 
0.0522 0.0141 0.0088 50 0.0741 0.0557 0.0336 
55 0.0694 0.0546 0.0322 0.0512 0.0134 0.0090 
0.0512 0.0123 0.0097 
0.0536 0.0104 0.0087 
60 0.0699 0 0554 0.0305 
100 0.0596 0 0555 0.0284 0.0241 0.0577 
R-2,C-6 
0.0223 0.0596 
0.0222 0.0608 
0.0229 0.0592 
0.0232 0.0581 
0.0239 0.0577 
0.0205 0.0568 
50* 0.0853 0.0591 0.0403 
55* 0.0782 0.0589 0.0380 
60 0.0763 0.0567 0.0364 
65 0.0727 0.0558 0.0334 
70 0.0685 0.0556 0.0328 
100 0.0609 0.0523 0.0254 
0.0498 0.0090 0.0067 
0.0517 0.0101 0.0066 
0.0513 0.0091 0.0064 
0.0505 0.0097 0.0060 
0.0512 0.0086 0.0062 
0.0529 0.0095 0.0081 
R-3,C-3 
0.0237 0.0663 35* 0.0831 0 0599 0.0382 
40* 0.0760 0 0576 0.0329 
45 0.0682 0 0538 0.0305 
50 0.0675 0 0533 0.0276 
55 0.0627 0 0531 0.0266 
100 0.0558 0 0531 0.0230 
0.0528 0.0163 0.0093 
0.0512 0.0163 0.0105 
0.0507 0.0142 0.0102 
0.0499 0.0135 0.0095 
0.0506 0.0130 0.0096 
0.0547 0.0123 0.0111 
0.0230 0.0624 
0.0212 0.0580 
0.0197 0.0567 
0.0204 0.0570 
0.0207 0.0570 
R-3,C-4 
0.0196 0.0632 
0.0212 0.0589 
0.0184 0.0595 
0.0165 0.0579 
0.0159 0.0573 
0.0175 0.0544 
50* 0.0845 0.0567 0.0338 
55* 0.0772 0.0562 0.0334 
60 0.0763 0.0550 0.0303 
65 0.0694 0.0527 0.0274 
70 0.0673 0.0522 0.0231 
100 0.0598 0.0510 0.0221 
0.0513 0.0080 0.0047 
0.0502 0.0095 0.0058 
0.0507 0.0083 0.0052 
0.0500 0.0074 0.0051 
0.0509 0.0080 0.0054 
0.0499 0.0077 0.0060 
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again seemed to be very conservative. However, if q,, 1 = q2,2 = $, then the 
estimated significance levels for T,, (Ri2) for 40 <m = n < 100 were about 
0.04 (0.035). It was noted in Robertson et al. [lS, Section 3.61 that with 
q=(c, 1, l,~), (3.15) approaches (3.16) as ~10. Also, if q,,2=q;,1=$, then 
the estimated significance levels for T,,, (R,, ) for 40 < m = n < 100 were 
about 0.04 (0.035). This is consistent with the results in Robertson et al. 
[lS], where it was shown that with q= (1, E, E, l), (3.9) approaches (3.10) 
as E JO. In each case considered and for each choice of m = n considered, 
the estimated significance level of Rol (R,2) is closer to 0.05 than is that of 
T,, (T,,) and in some cases the difference is appreciable. For m = n = 40, 
45, 50, and 100, the estimates for R,, (R,,) are in [0.0497, 0.05661 
(CO.0489, 0.05841). 
Hence, for the 2 x 2 case with unequal qi,,, the conservative critical 
values are not recommended unless the qLj follow one of the patterns which 
yield the bounding distributions, (3.10) and (3.16), in the limit. Further- 
more, the approximations (3.9) and (3.15) seem to work better for R,, and 
R,, with small sample sizes. 
4. NUMERICAL EXAMPLE 
Gail [8] considers comparing two treatments designed to simul- 
taneously reduce blood urea nitrogen (i = 1 or 2 if normal or elevated) and 
blood pressure (j= 1,2, or 3 if normal, moderately elevated, or very 
elevated). Using his hypothetical data, which is reproduced in Table II, we 
wish to test for homogeneity of the two treatment distributions. To 
TABLE II 
Data and Estimates for the 2 x 3 Cross Classification According to 
Blood Urea Nitrogen and Blood Pressure 
ij ‘i.j yi,l B i,.i +i,j 'O,i,j 'i,j i i j 
11 20 15 0.4762 0.2885 0.3723 0.4873 0.2832 
12 5 15 0.1190 0.2885 0.2128 0.1218 0.2832 
13 5 2 0.1190 0.0384 0.0745 0.1064 0.0426 
21 6 10 0.1429 0.1923 0.1702 0.1462 0.1888 
22 4 5 0.0952 0.0962 0.0957 0.0957 0.0957 
23 2 1 0.0476 0.0962 0.0745 0.0426 0.1064 
m-42 n-52 
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illustrate the techniques developed here, we suppose that the second treat- 
ment is a control and has probabilities qij and that the first treatment, 
\rhich has probabilities pi,i, is at least as effective as the second, i.e., p $ q. 
The estimates fi, 4, and p0 are easily computed. Using Theorem 1.9 of 
Barlow et al. [2], one can rewrite (3.4) as follows: 
e=; Cl + (PYU-IYI C,))-‘I and q=; [l +Pr(X/YIC,)l. (4.1) 
Hence, only one projection needs to be computed. The lower sets algorithm 
can be applied for this small table, but for larger tables the algorithm 
of Dykstra and Robertson would be more convenient. In computing 
PyWYICI), B,=L,=((L I), (1,2), (2, l)}, B,=L,-L,={(2,2)), and 
B3=L3--LZ={(1,3), (2,3)}, and 
A! 
40 for (i,j) E B, 
pYwyI C,) = : for (i,j) E B, 
1 for (i,j) E B,. 
The values of p and 4 are given in Table II, To, = 8.4726 and Rol = 8.2656. 
Using Lemke’s estimate of P(I, 6; q) for uniform q, the approximate 
p-values are 0.0533 for To, and 0.0580 for R,, . To obtain some idea of the 
error introduced by using uniform q, we obtained Monte Carlo estimates of 
the P(1,6;p,) based on 10,000 iterations and evaluated (3.9) at To, and R,, 
using these estimates. These new values are 0.0554 and 0.0602, respectively. 
APPENDIX 
The proofs of Theorems 3.1-3.4 are given here. 
Proof of Theorem 3.1. The estimates were derived by Sampson and 
Whitaker [16]. We only need to prove the consistency result. Clearly 
Pi+ A pi and if p(A) > 0, then q(A)/p*(A) --=A dAMA). BY 
Theorem 2.8 of Barlow et al. [2] 
p* =p: min q(L f-l U) 
{U:ieU} {Ez&p*(Ln U)’ 
If pi>O, then pi* a.s. bpimin(,:i..l max(,:isLl q(Ln U)/p(Ln U) and 
we only need show that the second term in the product on the right-hand 
side is one. However, 
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The last inequality holds because p $ q. Similarly, 
For the case pi = 0, we note that 
Since q(T)/p*(T)= 1, the latter maximum does not occur at L with 
q(L) =O. If q(L) >O, then p(L) > 0. For such L, q(L)/p*(L) + 
q( L)/p( L) < 1. The proof is completed. 1 
Proof of Theorem 3.2. First we will show that as a,,,(w) + 0, p* and 
S* have limits. The proof given for Theorem 3.2 of Sampson and Whitaker 
[16] shows that this limiting process yields a version of p and 4. We now 
show that these limits exist. As in the proof of Theorem 3.1, 
p* = min * PW n U) 
{U’iEU} {Ezz)pi p*(Ln U)’ 
For 0 #A c f, set C,(A) =fiip,(A)/p(A) if @(A) > 0 and if d(A) = 0, then 
set Ci(A) =~~(A)/card (A). As a,,,(w) + 0, pi* converges to mint,, is v) 
max(,:i.L1 C,(Ln U). The proof for 4* is similar. 
Next, we prove the consistency result. We show that for any subsequence 
(m’, n’) there exists a further subsequence (m”, n”) with p* *p. The 
proof for q* is similar. Given any subsequence (m’, n’) there exists a further 
subsequence (m”, n”) and UE [0, l] with m”/(m” + n”) converging to a. As 
min(m”, n”) + q p* a.s. p, q* a.s. q, PO* a.s. up+(l-a)q, which 
we denote by p,, and p&)/p*(A) a.s. p,(A)/p(A) provided p(A) > 0. 
Noting that p %p., the proof that p+ * pi for pi > 0 is just like that 
given in Theorem 3.1. For pi = 0, 
min Po*(L n U) PO*(L) 
{U:iE u] (LnfatxL) p*(L n U) ’ (EE] p*(L)’ 
If p(L)=0 then q(L)=0 and p,*(L)/p*(L)=2m*/N* -+2a. If p(L)>O, 
then p$(L)/p*(L) -p,(L)/p(L)d 1. Thus, p* a.s. b 0 in this case. The 
proof is completed. 1 
Proof of Theorem 3.3. The proofs for Sol and T,, are similar to those 
given for Theorems 3.1 and 4.1 in Robertson and Wright [ 131. Using their 
68313812-Z 
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definition of U and I? and the fact that PJx + a 1 C,) = P,,(x) C,) + a if a 
is a constant vector, 
which gives the desired result for Q,i. Finally, we consider R,,i . We show 
that for any subsequence (m’, n’) there is a further subsequence (m”, n”) for 
which R,, converges in distribution to the limit given by (3.9). With U, 0, 
V, and P defined as in the proof of Theorem 4.1 in Robertson and 
Wright [ 131 and m/N -+ a, the first summation in (3.8) can be written 
A j~,pj[p,(~~(V-8)-(1-~)(U-D)C,)i 
+(l-a)(ui-O)-Jl-a)(vi-P)]* 
=(lya) 5 PiCwi-pp(wlcI)i12~ 
i= 1 
where Wi = G Ui - ,/;; Vi for i = 1,2, . . . . k. Similarly, the second sum 
converges in distribution to the limit above with the multiplier (1 -a) 
replaced by a. Since the Wi are independent with WI-N (O,p;‘), the 
proof is completed. 1 
Proof of Theorem 3.4. To show the asymptotic least favorable status of 
H,, we extend the proof given for Theorem 5.4.3 of Robertson et al. [ 151 
to an arbitrary quasi-order. 
Assume that p >> q. Let L, = (L E L: p(L) = q(L)} and L, = L - L,. If L’, 
L” E L,, then we will show that L’ n L” E L,. If L’ n L” = $3, L’ - L” = Q5, 
or L” - L’ = 0, then there is nothing to prove. Thus, we assume these 
three sets are not empty. Note that p(J’ n L”) > q(L’ n L”) because L’ n L” 
is a lower layer and p 9 q. Suppose p(L’ n L”) - q(L’ n L”) = r > 0. Then 
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p(L’ -L”) = q(L’ -L”) - r, p(L” -L’) = q(L” - L’) - r, and p(L’u L”) = 
q(L’ u L”) - z, which contradicts p % q. 
With (L’, 5 ) understood and A c B c r, let L(A, B) denote the lower 
layers which properly contain A and are properly contained in B. There is 
a nonempty lower layer L, with p(L,)=q(L,) and p(L) >q(L) for all 
L E L(4, L,). If L, # r there is a lower layer Lz properly containing L1 with 
p(L,) = q(L,) and p(L) > q(L) for all L E L(L,, L2). Repeating this process, 
we obtain O=L,cLIc . ..cLj=rwith Ei=Li-Li-1#12(, 
PtLi) = qtLi) and P(L) ’ q(L) for all L E L(L,- 1, Li), 64.2) 
i = 1, 2, . ..) j. 
Next we show that if L is a nonempty lower layer with p(L) = q(L), then 
L is the union of some of the Ei. For such a lower layer it will be shown 
that, for each i= 1, 2, . . . . j, one of the two cases LnE,=@ or LnE,=E, 
holds. If this is not so, there is a smallest i, with 0 # L n E, # E,. Because 
L n L, # 0, we may assume that L c L,. Let L’ be the union of L with 
those E, with i c i, and L n Ei = 0. Clearly L’ = L u L,-, is a lower layer, 
p(L’) =q(L) and L’E L(L,-,, L,). This contradicts (A.2). 
We now show that H,, is asymptotically least favorable within H, for the 
test statistic T12 and R,,. The proofs for Si2 and Qi2 are similar. As in 
Robertson and Wright [13], T,, can be expressed as 
where zi(bi) is between pi and fii (qi and di). Define 
D = {x E C, : x, = x6 whenever GI, fi E Ei for any i = 1,2, . . . . j} 
Let ~=(l-max{q(L”-L’)/p(L”-L’): L’EL,, L”-L’#@ and L”E 
L, })/2. By the strong law of large numbers, for almost all o in the under- 
lying probability space, m and n sulkiently large, and L” -L’ # 0, 
[d(L” -L’) -fi(L” - L’)]/b(L” -L’) < -& if L’EL,~~~L”EL, 
[B(L” -L’) -fi(L” - L’)]/@(L” -L’) > -& if L’, L” E L,. 
(A.4) 
Thus, for such o, m, and n, applying the lower sets algorithm and (A.4), 
we see that the level sets for P,(($-$)/@I C,) are unions of the Ei. 
Therefore this projection is constant on the Ei and P,((g-fi)/@I C,) = 
P,((B -8)/b I D). 
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1‘0 compute P,.(x ( D) one first obtains 
x: = c W,X,/W(Ej) 
a c E, 
for i = 1, 2, . . . . j 
and then projects x* = (xf , x:, . . . . x,?) onto Cly, with weight vector 
w* = (w(E, ), w(&), . . . . w(,!?~), where CY, = {x E RJ: xi’ > xi if i S* i’} and 
6% is determined by i 5 * i’ if there is CI E Ei and fi E E, with CI 5 /I 
Denoting this projection by X *, for a E Ei, P,(x / D), = 2:. Hence 
and it can be shown similarly that 
With U,, UZ, . . . . U,, VI, V,, . . . . V, independent normal variables with zero 
means and variances p; ‘, p; ‘, . . . . pi ‘, q; ‘, q; ‘, . . . . q; ‘, it was noted in 
Robertson and Wright [13] that 
J;;; (b-p) B ’ (Pl(U, - 0, . ..> P/Auk- 0) 
where 
t7= 5 PiUi and 8= 5 qivi. 
i=l i= 1 
and 
J;;@-9) g ‘ql(v,-p),...,qk-p)), 
Ifm,n+cc withm/N+aE[O, 
for any XE Rj, (A.3) converges to 
11, then because P,(x/p I D) = p&x/q ID) 
qJ;;(v-h,)-pJ-a(U-8ek) 
4 
4 
where ek is a k-dimensional vector of ones. For i= 1, 2, . . . . k, set 
wi=J;; vi-p,JiA uilqi; rv= 5 qiwi; 
i= I 
and for i= 1, 2, . . . . j, 
W?= c 4,wm 
OL E E, ! 
1 qa and vi*= c 401vcx 
a E E, OL B E, i 
c qa 
a E E, 
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With Q = (Ql, Q2, . . . . Qj) and Qj= q(Ei), (3.20) can be 
$, Q~CPQ(W*- @ejI G)i12. 
written as 
Computing covariances, one sees that (W: - w, W,* - m, . . . . 
Wj* - m) = a (VT - ?, V,* - v, . . . . Vi* - 8). Hence, (AS) is equal in 
distribution to 
icl QjCf’,(v*lG)j- T12=z$I qiCPq(vID)i- PI29 (A.6) 
which depends on p only through D. Using fundamental properties of these 
projections, (1.20) and (1.22) of Barlow et al. [2], 
ji, q;Cf’q(vlD)i- vl’+?$, qiCT/,-f’p,(vID)i12= i qiCv;- v12. (A.7) 
i=l 
With q and o fixed, 
c M’i-C#W%12 
i=l 
is made smallest by making D as large as possible, i.e., p= q. Hence for 
fixed q and p B q, P[ Tr2 2 t] is largest if p = q. 
Furthermore, with p = q, D = C,. Thus (A.6) combined with 
Theorem 2.3.1 of Robertson et al. [ 151 yields (3.15). 
Next, we show that H, is asymptotically least favorable within H, for the 
statistic R,2. Using the same techniques that lead to (A.3), R,2 can be 
expressed as T12 is in (A.3) except fi:r;’ in the first sum is replaced by 
&!~;’ and d:dz:2 in the second sum is replaced by 4: 4i1. The proof given 
above shows that R,, converges in distribution to (A.6). Hence, p=q is 
asymptotically least favorable and (3.15) holds. 1 
ACKNOWLEDGMENTS 
This research was sponsored by the LJ. S. Office of Naval Research. Part of the work is 
taken from the first author’s dissertation submitted in partial fuifdment for the Ph.D. degree 
at the University of Missouri-Rolla. 
REFERENCES 
Cl] ABELSON, R. P., AND TUKEY, J. W. (1963). Efficient utilization of non-numerical infor- 
mation in quantitative analysis: General theory and the case of the simple order. Ann. 
Math. Statist. 34 1347-1369. 
186 LUCAS AND WRIGHT 
[2] BARLOW, R. E., BARTHOLOMEW, D. J.. BREMMER, J. M.. AND BRUNK, H. D. (1972). 
Statistical Inference Under Order Restrictions. Wiley, New York. 
[3] BARLOW, R. E.. AND BRUNK, H. D. (1972). The isotonic regression problem and it’s 
dual. J. Amer. Statist. Assoc. 67 14G147. 
[4] BRIL, G., DYKSTRA, R L.. PILLERS. C.. AND ROBERTSON, T. (1984). Isotonic regression 
in two independent variables. J. Roy. Statist. Sot. Ser. C. 33 352-357. 
[S] DYKSTRA, R. L., AND ROBERTSON, T. (1982). An algorithm for isotonic regression for 
two or more independent variables. Ann. Statist. 10 708-711. 
[6] DYKSTRA, R. L., MADSEN, R., AND FAIRBANKS, K. (1983). A nonparametric likelihood 
ratio test. J. Statist. Compur. Simulation 18 247-264. 
[7] FRANCK, W. E. (1984). A likelihood ratio test for stochastic ordering. J. Amer. Statist. 
Assoc. 79 68ti91. 
[8] GAIL, M. (1974). Value systems for comparing two multinomial trials. Eiometrika 61 
91-100. 
[9] LEE, C. I. C. (1987). Maximum likelihood estimation for stochastically ordered multi- 
nomial populations with fixed and random zeros. In Proc. Symp. in Statist. and 
Festschrift in Honor of V. M. Joshi, pp. 173-189. 
[lo] LEMKE, J. H. (1983). Estimation and Testing for Two-Way Contingency Tables 
within Order Restricted Inference Parameter Spaces. Ph.D. thesis, Pennsylvania State 
University. 
[Ill MARSHALL, A. W.. AND OLKIN, 1. (1979). Inequalities: Theory of Marjorization and Its 
Application. Academic Press, New York. 
[12] ROBERTSON, T., AND WRIGHT, F. T. (1974). On the maximum likelihood estimation of 
stochastically ordered random random variates. Ann. Statist. 2 528-534. 
[13] ROBERTSON, T., AND WRIGHT, F. T. (1981). Likelihood ratio tests for and against a 
stochastic ordering between multinomial populations. Ann. S&fist. 9 1248-57. 
[ 141 ROBERTSON, T., AND WRIGHT, F. T. (1983). On approximation of the lev’el probabilities 
and associated distributions in order restricted inference. Biometrika 70 597-606. 
[15] ROBERTSON, T., WRIGHT, F. T., AND DYKSTRA, R. L. (1988). Order Restricted 
Statistical Inference. Wiley, New York. 
[ 163 SAMPSON, A. R., AND WHITAKER, L. R. (1989). Estimation of multivariate distributions 
under stochastic ordering. J. Amer. Statist. Assoc. 84 541-548. 
[ 171 WRIGHT. F. T., AND TRAN, T. A. (1985). Approximating the level probabilities in order 
restricted inference: The simple tree ordering. Biometrika 72 429440. 
