In [6] , J. Jezierski gave, under certain conditions, a method that computes the Nielsen number N( f ) of f as the following linear combination of the Nielsen numbers of its lifts (1.2) where r denotes the number of the nonempty Reidemeister classes represented by the lifts f i of f , and I i and J i are the order of specific subgroups of
Let f , g : M −→ N be maps from a topological space M to a topological space N, and let Φ( f , g) = {x ∈ M | f (x) = g(x)} be the set of coincidence points of f and g. The coincidence Nielsen number N( f , g) of f and g is defined to be a homotopy invariant non-negative integer which is a lower bound of the set Φ( f 1 , g 1 ) f 1 is homotopic to f and g 1 is homotopic to g .
The Nielsen number N( f , g) is homotopy invariant means that, if f 1 is a map homotopic to f and g 1 is a map homotopic to g, then N( f 1 , g 1 ) = N( f , g). In [11] , the author showed that, if M and N are orientable manifolds (not necessarily smooth), then Eq. (1.2) can be generalized to Coincidence Nielsen Theory. That is, given finite regular coverings for which the maps f and g admit lifts, and under similar conditions, the index Nielsen number [1] is expressed as linear combination of lifts of the maps f and g,
, (1.3) where r is the number of the H -Reidemeister representatives (which is equal to the number of the nonempty H -Reidemeister classes represented by the lifts ( f i , g i ) of ( f , g)), and S( f i , g i )'s are specific numbers assigned to the H -Reidemeister classes (see [11] ). In this paper, we further proceed in generalizing the formula given in Eq. (1.2) to include nonorientable manifolds. This is done using the semi-index and the corresponding Nielsen number (the semi-index Nielsen number), which are defined for closed (compact, connected without boundary) smooth manifold (the orientability condition in this case is dropped). More precisely, we show that the semi-index Nielsen number is the sum of two Nielsen numbers (Section 4). The first number is called the Linear Nielsen number. It is a linear combination of lifts of f and g. The second one is called the Nonlinear Nielsen number. It counts special essential classes of f and g which their inverse image by the covering map are inessential classes of the lifts of f and g. The Nonlinear Nielsen number, as we will show in Section 3, equals to zero in the fixed point case or with orientable manifolds, where the index is defined in this case, are under consideration.
In Section 2, we give the preparatory background. We first give some properties of the covering spaces. Then, the notions of the H -Reidemeister number and the semi-index Nielsen number, along with some of their properties are presented.
In Section 3, we study the defective classes. In fact, a relationship between the indices of the Nielsen classes of the base space and the covering space is developed in Propositions 3.12 and 3.13. These propositions generalize Lemma 3.4 of [6] and Theorem 3.7 of [14] to Coincidence Theory. In these two references, orientable and nonorientable manifolds respectively are considered. Next, using these propositions, we completely explain the relationship between Nielsen classes in the base space, and those in the covering space. This relationship is not straight forward, because the defective Nielsen classes, as we will see, exist only for nonorientable manifolds and behave quite different from non-defective Nielsen classes. Definition 2.17. Let ( f , g) : M −→ N be maps between closed smooth manifolds. A Nielsen class is said to be essential if it has a nonzero semi-index.
The semi-index Nielsen number N( f , g) of f and g is defined to be the number of essential Nielsen classes. 
Proposition 2.18. ([3]) The semi-index Nielsen number N( f , g) in Definition 2.17 is a homotopy invariant, non-negative integer such that N( f ,
g
Defective and non-defective Nielsen classes
In this section, we give the notion of defective classes along with several properties. Then, we introduce the numbers J , I , and S and their properties (see [11] ). These numbers define the coefficients in the formula that expresses a part of the semi-index Nielsen number of f and g as a linear combination of the semi-index Nielsen number of the lifts of f and g. Afterward, the complete relationship between the Nielsen classes in the base space and in the total space of covering spaces, is derived at the end of this section.
Let M and N be closed smooth manifolds of the same dimension n, and let ( M, p) and ( N, p ) be regular coverings corresponding to the normal subgroups K ⊆ π 1 (M) and H ⊆ π 1 (N) of M and N respectively. We assume the coverings are In the next work, we refer the reader to [3] and [7] for the definition of transversality of two maps f and g, and the definition of reducibility of two coincidence points of f and g. 
). In other words, the set p −1 {x, y} ∩ Φ( f , g) splits into pairs reducing themselves.
The following proposition is an obvious geometric characterization of self reducibility.
Then the following are equivalent:
(1) x reduces to itself. 
Proof. Apply Lemma 3.2. 2
The following lemma is an algebraic characterization of self reducibility. (1) x reduces to itself.
, and exactly one of the loops γ or f (γ ) is orientation-preserving.
The characterization of self reducibility given in Lemma 3.4 is restricted to transverse pairs of maps. So, using Lemma 3.4 for any pairs of maps requires a transverse approximation (see Lemma 1.1 of [3] ), which is in practice difficult to obtain. The following proposition, which generalizes Lemma 3.4 to any pair of maps, allows us, in most cases, to ignore the transversality condition. (1)x reduces to itself.
and exactly one of the loops γ or f (γ ) is orientation-preserving.
Proof. The equivalence between (2) and (3) is easily proved. We show the equivalence between (1) and (3).
Suppose thatx reduces to itself. By Lemma 3.4, there existsγ ∈ π 1 (M,x) such thatf # (γ ) =ǵ # (γ ) (for simplicity, we writef (γ ) andǵ(γ ) forf # (γ ) andǵ # (γ ) respectively), and exactly one of the loopsγ orf # (γ ) is orientation-preserving. Since x andx are F , G-related, there exists a path u : G(x) , and G(x) are defined similarly). Then, the loop γ = uγ u −1 at x establishes the Nielsen relation between x and itself sincé
Now, suppose, without loss of generality, thatγ preserves orientation atx andf (γ ) reserves orientation atf (x). We show that γ preserves orientation at x, while f (γ ) reverses orientation at f (x). To see that the loop γ preserves orientation at x, let σ be an orientation at x which is translated by u to the orientation μ atx. If we write the last statement symbolically as σ
That is, the loop γ = uγ u −1 preserves orientation at x.
Note also that the loop f (γ ) reverses the orientation at
, and if τ and are
Hence, the path f (γ ) reverses orientation. Thus, if η and are orientations at f (x) and f (x) respectively such that η
Similarly, ifγ reverses orientation atx, so does γ at x, and iff (γ ) preserves orientation atf (x), so does f (γ ) at f (x). Before we proceed, we borrow from [11] the definitions of the numbers J , I , and S. 
and S A := the number of Nielsen classes
It was shown in [11] that these numbers are well defined. Moreover, it will be shown in Proposition 4.5 that these numbers are homotopy invariant. The following propositions show the way to algebraically compute these numbers, and illustrate the relationships among them. Proposition 3.9. ( [11] ) Given the assumptions as in Definition 3.8, then: 
is the natural epimorphism. 
and f # and g # are the homomorphisms induced on 
Now, we come back to our original assumptions given in the second paragraph of this section. We give the explicit formulas which connect the indices of the Nielsen classes in the base space and those in the total space. These formulas, given in Theorem 3.11 and Propositions 3.12 and 3.13, generalize the ones given in Lemma 3.4 of [6] (the fixed point case) and Proposition 4.2 of [11] (the coincidence point case for orientable manifolds) to semi-index Coincidence Theory. 
The following proposition is a simple, but useful, modification of Theorem 3.11. It will be useful in the proof of Proposition 3.13. 
if A is not defective.
otherwise.
Proof. As in Proposition 3.10, we have
If A is not defective, then by Proposition 3.12
If A is defective, by Proposition 3.12 we have
Remark 3.14. Notice that if S A = 1 in Proposition 3.13, then I A = J A , and in this case, Propositions 3.12 and 3.13 coincide.
The next proposition gives the complete relationship between the Nielsen classes in the base space and those in the total space. The next example shows the existence of an inessential defective class for which J is even. 
(1) If J A is odd and A is defective, then A is essential if and only if A is essential for every Nielsen class
2 are defined as follows:
• f 2 maps the 1-skeleton to a point
2 and the interior of the 2-cell diffeomorphically to S
Notice that f 1 is well defined since it is an odd function. That is, it maps antipodal points to antipodal points. We define the
We have the commutative diagram which represents a 2-fold covering
Let p = (0, 0, 1) and q = (0, 0, −1), and let 
Since |A| = 2, and A is defective, |ind|( f , g; A) = 0. In other words, A is an inessential defective class for which J A is even.
The following version of Proposition 3.15 is useful. 
and g :
In what follows, the commutativity of diagrams (1) and (2) implies the commutativity of diagram (3) . Also, all the covering spaces are regular since the fundamental groups of the involved manifolds are abelian. Moreover, each of the coverings is finite where diagrams (1), (2) , and (3) represent 2-fold, 1-fold, and 2-fold covering, respectively.
, the other Reidemeister representative, is not transverse. This is due to the fact that the set B :
1} is homeomorphic to S 1 which is a 1-manifold (the pair (− f 1 , g 1 ) must be transverse on a discrete submanifold). Transversality of ( f 2 , g 2 ) follows from commutativity of diagram (2) . The commutativity of diagram (3) together with a similar argument as was given for the pair ( N( f , g) . We call the second one the Linear Nielsen number N L ( f , g). It is defined using a linear combination of the Nielsen numbers of the lifts of ( f , g). The third one is called the Nonlinear Nielsen number N ED ( f , g) . It is the number of the essential defective classes of ( f , g) with even J . In fact,
). The main difficulty in the computation of N( f , g) appears while computing N ED ( f , g). As we will see, it cannot be computed in the same way we computed other Nielsen numbers, since it is related to the inessential classes of the lifts of ( f , g). 
This implies that there are two Reidemeister representatives of the pair (
Now, since A := {p, q} is the unique Nielsen class of the pair ( f 1 , g 1 ) and p does not reduce to q, the unique Nielsen g 1 ) is not defective by Proposition 3.3. On the other hand, B := Φ( f 1 , −1 S 2 ) is a compact 1-manifold, and the pair ( 
Next, we show that N ED ( f , g) is a Nielsen number. We start by showing that the three numbers J , I , and S are homotopy invariant.
Proposition 4.5. The numbers J , I , and S are homotopy invariant.
(1) J is homotopy invariant: As in the proof of Proposition 3.5, the isomorphism
restricts to the isomorphism
Consider the diagram
where u # is the homomorphism induced by u # on the given groups. The diagram is commutative and hence u # is an isomorphism. By Proposition 3.9, we obtain J [x] = J [x] . In other words, the number J is homotopy invariant.
(2) I is homotopy invariant: First, let us recall:
• In regular coverings, f admits a lift if and only iff does. In other words,
induces the isomorphism
We claim that
Therefore,
which implies that
Consequently,
Now, by Proposition 3.9, and the definition of the number I , we obtain I [x] = I [x] , i.e., the number I is homotopy invariant.
(3) S is homotopy invariant: Since both J and I are homotopy invariant, Proposition 3.10 gives that S is homotopy invariant. 2
Corollary 4.6. The number N ED ( f , g) is homotopy invariant. In particular, N ED ( f , g) is a Nielsen number.
Proof. Proposition 3.5 states that "being defective" is homotopy invariant as is "being essential". Hence, by Proposition 4.5
we get that N ED ( f , g) is homotopy invariant. Since it is also non-negative and a lower bound of Φ( f , g) we get that
Now we define the Linear Nielsen number N L ( f , g) and show that it is indeed a Nielsen number. ( f 1 , g 1 ) , . . . , ( f r , g r ) are the representatives of the H -Reidemeister classes of the pair ( f , g) corresponding to the nonempty H -Nielsen classes. We let pΦ E ( f , g) denote the set of essential classes in the H -Nielsen class pΦ( f , g). We are ready now to prove the main theorem of this chapter which shows that N L ( f , g) is a linear combination of the Nielsen number of the lifts of ( f , g). M and N be closed smooth manifolds of the same dimension, ( M, p) and ( N, p) 
Definition 4.7. The Linear Nielsen number
.
Proof. Without lose of generality, assume the pairs ( f 1 , g 1 ) 
The assumptions yield that the number S is the same for all Nielsen classes in the same H -Nielsen class. Hence, by (1) and (3) of Proposition 3.15,
On the other hand, for each i = t + 1, . .
. , r, let ED( f i , g i ) denote the number of essential defective classes in pΦ( f i , g i ), and END( f i , g i ) denote the number of essential non-defective classes in pΦ( f i , g i ). It follows from Corollary 3.16 that
Finally,
Since N( f , g) = 0 for the representatives corresponding to empty H -Nielsen classes and inessential H -Nielsen classes, we get 
This result agrees with the fact that A is the unique essential class of ( f 1 , g 1 ).
Example 4.12. From Example 4.3,
Again, this result agrees with the fact that A is the unique essential class of ( f 2 , g 2 ).
Example 4.13. From Example 4.4,
This result agrees with the fact that A is the unique essential class of ( f , g).
Remark 4.14. Since all Nielsen numbers are strictly non-negative, it follows trivially from the definition that the Linear
). The point of the remark of course is, as usual with lower bounds, that they are easier to compute. The comparative ease of computation of
) is emphasized by the fact that we do not have a direct method for the computation of N ED ( f , g). In the next section we will, among other things, discuss cases and give examples where
Applications and examples
This section contains some special cases of Theorem 4.9, and some examples. The results in this section coincide with those in [11] when orientable manifolds are considered. 
Proof. If the essential Nielsen classes corresponding to even J are non-defective, then N ED ( f , g) = 0. The rest follows by applying Theorem 4.9. 2
We begin with the fixed point case. The following proposition shows that there do not exist defective classes when considering fixed points. Proof. Any defective class must have x reduce to itself by Proposition 3.5. So, let σ be a path establishing this reducibility. Then, f (σ ) ∼ 0 σ . Thus, σ and f (σ ) induce the same effect on orientations by Proposition 3.5, and we cannot have the mismatch required by self reducibility. 2
The following theorem gives the same formula for computing N( f ) given in Theorem 4.5 of [11] , and illustrates why Theorem 4.9 is a generalization of Theorem 4.2 of [6] .
and all the Nielsen fixed point classes that lie in the same H -Nielsen class
have the same number J . Then,
where r is the number of nonempty H -Reidemeister classes of g. 
Proof
where α i ∈ A( M). It allows us to compute the fixed point Nielsen number N( f ) in terms of the coincidence Nielsen numbers of a fixed lift of f and the covering transformations, which are the lifts of g = 1 M .
Next, we consider the orientable case. We first borrow the following proposition that illustrates the relationship between the index and semi-index. 
) are in the same Nielsen class, then x reduces to y if and only if index( f
The following lemma shows that there are no defective classes when the involved manifolds are orientable. 
Proof. Apply Corollary 5.1 and Lemma 5.6. 2
Next, we consider the case of a universal covering. 
) is defective and essential, so it has an odd cardinality. If J ( f , g) is odd, then |Φ( f , g)| has odd cardinality from the equation
given in Proposition 3.10. Hence, Φ( f , g) is essential and this is a contradiction. Therefore, J ( f , g) must be even. 2 Theorem 5.9. If M and N are orientable manifolds, ( M, p) and ( N, p ) are universal, and π 1 (M) and π 1 (N) are finite, then: 
Since the number S is the same (for all Nielsen classes lying in the same H -Nielsen class), so is the number J . Thus, by Theorem 4.9 we have
(2) We have
By 
where t is given as in Theorem 5.9.
Proof. Apply Lemma 5.6 and Theorem 5.9. 2
We turn now to the case that the covering space is of Jiang type. For the definition of Jiang spaces and pseudo Jiang maps, we refer the reader to [4] and [9] . 
Proof. For simplicity, we set
That is, either all the nonempty classes are simultaneously essential or simultaneously inessential. Thus,
On the other hand, 
However, by our assumptions, all the classes of ( f i , g i ) have the same semi-index (in fact they have the same index, but on orientable manifolds index and semi-index agree 
Proof. By Theorem 5.12, 
Proof. Apply Lemma 5.6 and Theorem 5.12. 2
The following example illustrates some of the results above. Since we are considering the fixed point case, we could, of course, use Theorem 5.3, however we preferred to use Theorem 5.9 to illustrate the general method of computing the coincidence Nielsen number. For the definition of lens spaces, see Example 2.43 of [5] . The last step is to compute N ED ( f , g). For this purpose we study the existence of the essential defective classes of ( f , g) for which J is even. Since the pre-image of each such class by the covering map must be a union of inessential classes of the lifts of ( f , g), we focus on the Nielsen classes of ( f , g) 
Appendix A. The semi-index formula for product maps
In this appendix we derive the semi-index formula for product maps. Our formula generalizes the similar formulas which occur for the fixed point index [2] and for the coincidence index that is defined for orientable manifolds [15] .
We know that, for the fixed point index or the coincidence index, the index of the product maps is the product of their indices. This is not always true for semi-index when defective classes are considered. For instance, in Example 3.20 |ind| f 1 × f 2 , g 1 × g 2 ; {p, q} × {x 0 } = |ind| f 1 × f 2 , g 1 × g 2 ; (p, x 0 ), (q, x 0 ) = 0 = 2 = 2 · 1 = |ind| f 1 g 1 ; {p, q} · |ind| f 2 g 2 ; {x 0 } . However, our formula of the semi-index of product maps extends the index formula when non-defective classes are involved. We start with the following definition. (1) The operation ∧ is associative; that is, (α 1 ∧ α 2 ) ∧ α 3 = α 1 ∧ (α 2 ∧ α 3 ) [3] . Proof. The proof of (2) depends on the fact that if M is a real square matrix and k is a real number, then det(k · M) = k n · det(M). The proof of (3) , and let a, a 1 , a 2 ∈ Φ( f 1 , g 1 ), and b, b 1 , b 2 ∈ Φ( f 2 , g 2 ) . Then, with respect to ( f 1 × f 2 , g 1 × g 2 ), we have:
Proof. Since the semi-index is homotopy invariant, without lose of generality assume that ( f 1 , g 1 ) and ( f 2 , g 2 ) = (a 1 , b 1 ), (a 1 , b 2 ), . . . , (a 1 , b t ), (a 2 , b 1 ), (a 2 , b 2 ), . . . , (a 2 , b t ), . . . , (a s , b 1 ), (a s , b 2 ), . . . , (a s , b t ),   (z 1 , b 1 ), (z 1 , b 2 ), . . . , (z 1 , b t ), . . . , (z r , b 1 ), (z r , b 2 ), . . . , (z r , b t ), (a 1 , y 1 ), (a 2 , y 1 ), . . . , (a s , y 1 ), . . . ,   (a 1 , y k ), (a 2 , y k ), . . . , (a s , y k ); (z 1 , y 1 ), (z 1 , y 2 ), . . . , (z 1 , y k ), . . . , (z r , y 1 ), (z r , y 2 ), . . . , (z r , y k ) .
Thus,
