We propose a novel bias-free adaptive beamformer employing an affine projection algorithm with the optimal regularization parameter. The generalized sidelobe canceller affine projection algorithm suffers from a bias of a weight vectors under the condition of no reference signals for output of an array in the beamforming application. First, we analyze the bias in the algorithm and prove that the bias can be eliminated through a large regularization parameter. However, this causes slow convergence at the initial state, so the regularization parameter should be controlled. Through the optimization of the regularization parameter, the proposed method achieves fast convergence without the bias at the steadystate. Experimental results show that the proposed beamformer not only removes the bias but also achieves both fast convergence and high steadystate output signal-to-interference-plus-noise ratio. key words: adaptive beamformer, generalized sidelobe canceller, affine projection algorithm, bias-compensation
Introduction
In recent years, adaptive beamforming has become a key technique in a wide range of applications such as radar, sonar, microphone array speech processing, and wireless communications [1] , [2] . The linearly constrained minimum variance (LCMV) [3] is a common criterion for an adaptive beamformer to increase the signal-to-interference-plusnoise ratio (SINR) at the output of an antenna array. The Generalized Sidelobe Canceller (GSC) makes the implementation of the LCMV beamformer efficient [4] . In order to respond in real-time to the changing beamforming environment, the weights in GSC should be updated dynamically through adaptive algorithms. The least-mean-square (LMS) algorithm and the normalized LMS (NLMS) algorithm are most commonly used because of their simplicity and the ease of implementation. However, it is well known that the convergence speed of the GSC-LMS update rule can be deteriorated under temporally correlated input signals [5] , [6] . To address this problem, GSC affine projection algorithm (GSC-APA) has been proposed in the beamforming application to improve the convergence speed under correlated input signals [7] , [8] . While the LMS-based GSC uses only the current input vector to update the weights, the GSC-APA updates the weights based on the multiple most- recent input vectors. Although the GSC-APA requires more computations than GSC-LMS algorithm, it enables the antenna to respond in real time to variations of data because the convergence speed increases remarkably regardless of correlation of input signals.
Meanwhile, it has been reported that the APA without reference signal for output of an antenna array suffers a bias of the weights vector in the steady-state [9] - [11] . The reference signals are not available in many beamforming applications because this requires a prior training sequence. The difference between an asymptotic solution and the optimal weights leads to degradation in both the SINR and a beam pattern in steady-state. Although the GSC-APA, the efficient implementation for beamforming, suffers from the bias, the previous works on the GSC-APA have not considered for this unwanted bias problem. The purpose of this letter is to analyze the bias of GSC-APA mathematically and to devise the method to eliminate it.
In this letter, we introduce a novel bias-free adaptive beamformer employing GSC-APA when the reference signal is absent. Although, the large regularization parameter can eliminate the bias eventually, it slows down the convergence speed at the initial state. For this reason, a small regularization parameter is required not to slow down the initial convergence speed and a large regularization is required to eliminate the bias at the steady-state, i.e., a regularization control method is needed. In this regard, we derive the optimal value of the regularization parameter at each snapshot which achieves the largest mean square deviation (MSD) decrease. Since the optimal regularization parameter evolves from small value to large as the weight converges, the bias problem in steady-state is naturally removed in the steadystate without degradation in convergence speed. Experimental studies demonstrate that the proposed adaptive beamformer has both fast convergence speed and high steadystate SINR for highly correlated input signals without the bias.
This letter is organized as follows: Sect. 2 describes the adaptive beamfomer employing APA, and we examine the asymptotic solution to clarify the bias problem. In Sect. 3, we derive the optimal regularization parameter, and its practical implementation is considered. Section 4 deals with experimental results, which describe the convergence performance in output SINR and the beam pattern of the proposed adaptive beamformer. Finally, conclusions are presented in Sect. 5. 
where
is the lth interfering signal, n i is the additive noise vector in the array, and (·) T denotes the transpose operation. The output of the beamformer at the ith snapshot can be computed as y(i) = w * x i . The weight vector w of LCMV beamformer is determined by minimizing the output signal power under linear constraints as follows [3] :
where R x = E x i x * i is the input correlation matrix, C is M × P constraint matrix, f is a P × 1 response vector, P is the number of constraints, and superscript (·) * denotes the Hermitian operation.
The GSC [4] is an alternative formulation of the LCMV beamformer, whose structure is illustrated in the Fig. 1 . The upper path includes the quiescent beamformer w q = C(C * C) −1 f, which is matched to the desired signal spatial signature. The lower path is composed of the blocking matrix B and interference cancelling filter w a . The blocking matrix B has to satisfy C * B = 0 and B * B = I M−P . From the Fig. 1 , the weight vector w can be computed as
Based on the decomposition of w in (3), the constrained optimization problem in (2) can be rewritten as the following unconstrained optimization problem: Fig. 1 The structure of GSC.
Then, the optimum w o a can be obtained as
Since the optimum w o a depends on the input correlation matrix, which is unknown in advance, the interference cancelling filter w a should be updated through an adaptive algorithm. To improve the convergence speed under highly correlated input signals, the GSC-APA has been proposed [7] , [8] , and its update equation for w a is given by
where w a,i is the estimate of w a at the ith snapshot,
given by grouping the K recent input vectors of the interference cancelling filter,
T denotes the K × 1 vector containing the quiescent filter outputs, μ is step size, and δ is the regularization parameter employed to avoid the inversion of the rank-deficient matrix V * i V i . The output signal of quiescent filter obtained from upper path of the GSC structure can be written as d(i) = w * q x i , and the input vector v i , output from the blocking matrix B, in the lower path of the GSC structure can be computed as
A Bias Problem and Regularization
Although GSC-APA alleviates the degradation of convergence speed under highly correlated input signals, it suffers from a bias in the weight vector due to the absence of the reference signals [9] - [11] . To clarify the problem of the bias of the GSC-APA, we define an asymptotic solution for i → ∞ as follows:
To evaluate the asymptotic solution, we introduce the assumption that w a,i−1 is independent with V i [13] , and substitute the error vector e i in (6). Then, E [
We can deduce that the weight vector w a,i asymptotically converges to the coefficient vector of
when the step size μ satisfies the stability condition, μ < 2/λ max (E[P i ]), and λ max (E[P i ]) is the largest eigenvalue of E[P i ]. The asymptotic solution of the GSC-APA (10) is different from the optimum solution (5) which minimizes the expectation of the output signal power.
To compensate for the bias of the GSC-APA, we focus on the regularization parameter δ in the asymptotic solution of (10) . When the regularization parameter δ approaches infinity, the asymptotic solution converges to w o a . We start the proof of this argument by applying the matrix inversion lemma to V *
as follows:
where O(δ −2 ) is a term that approaches to zero as fast as δ −2 when δ → ∞. For large values of δ, we can use approximation of matrices in the asymptotic solution of (10):
and
Assuming stationary input signals yields
Thus when δ → ∞, the asymptotic solution converges to w o a by substituting (12)-(15) in (10).
Optimal Regularization Parameter
Although we proved that a large regularization parameter can alleviate the bias at the steady state, the large regularization can reduce the convergence speed severely at the initial state. Therefore, the regularization parameter needs to be controlled to achieve fast initial convergence speed without the bias at the steady-state. In this regard, we propose a time varying regularization parameter by following the argument of [12] . The update equation of (6) can be modified as
where δ(i) is the time-varying regularization parameter, and the step size is fixed to 1 for the fastest convergence [6] , [12] . To obtain the optimal regularization parameter, we derive the mean square deviation of w a,i as following:
wherew a,i = w o a − w a,i is the system distance, and Δ is a function of the regularization parameter. The optimal regularization parameter should maximize Δ to guarantee the largest decrease of the mean square deviation at ith snapshot. By using relationship of V * iw a,i = e o i − e i , Δ can be rewritten as
a is defined as the optimal residual error vector.
To derive a more tractable equation, we introduce the spectral decomposition of the matrix V * i V i , which is given by
where D i is the diagonal matrix composed of the eigenvalues of V * i V i , and Y i is the matrix formed by the eigenvectors of
By setting the derivative of (20) with respect to δ(i) to be zero, the optimal regularization parameter is the one that satisfies
Unfortunately, it is not possible to derive a closed expression for δ o (i) because solving (21) depends on the spectral decomposition of the matrix V * i V i . To remove this difficulty we introduce an approximation of the eigenvalues of the matrix V * i V i following [12] :
This approximation allows the diagonal matrix in (21) to have the same components for each ith snapshot. By solving (21) under the approximation, the optimal regularization parameter can be obtained as
To evaluate the term E e * i e o i , we introduce the common assumption thatw a,i is uncorrelated with V i [13] , and the orthogonality principle. It can be evaluated that E e * 
At the initial state, the error vector e i is larger than the optimal residual error e o i , resulting in a small regularization parameter. On the other hand, the denominator of (24) is close to zero because the error vector e i approaches the optimal residual error e o i near the steady-state. Consequently δ o (i) tends to become very large, so the bias of the GSC-APA can be eliminated.
Since the optimal regularization parameter requires the the power of the error vector which is unknown in general, the power of the error vector should be estimated by the time averaging method:
where α is a forgetting factor satisfying 0 < α < 1. Moreover, the power of the optimal residual error vector can be approximated as [14] E e
where P s is the power of the desired signal. To avoid a negative value in the denominator of (24), a small positive constant is introduced. As a result, the optimal regularization parameter for practical implementation satisfies
Experimental Results
In this section, we simulate the performance of the algorithm using (27). We assume that a ULA consists of N = 8 omnidirectional antennas spaced half a wavelength apart. We consider one desired signal and three interfering signals impinging from 0 • , 20
• , 50
• , and −35
• , respectively. All signals are obtained by filtering white, zeromean Gaussian random sequences through a first-order system G(z) = 1/(1 − 0.99z −1 ). The signal-to-noise ratio (SNR) is 0 dB, and the interference-to-noise ratio (INR) is set to 30 dB for each interfering signal. Thus, the input SINR becomes −34.77 dB. K is set to 4, and step size is 1. We use α = 0.1, and = 0.01 for the proposed regularization parameter. The interference cancelling filter starts from the zero vector in case of all the conventional algorithms and the proposed algorithm. The output SINR curve and the beam pattern are used for performance measures. The effect of bias can be observed by deviation between the beam Figure 2 shows the output SINR's of GSC-NLMS, GSC-APAs with various fixed regularization parameters, and the proposed algorithm. The GSC-APA using a small regularization parameter has the fastest convergence speed, while the GSC-APA using a large regularization parameter has slow convergence speed in spite of using the multiple input signals. The convergence speed of the GSC-NLMS is slower than those of the GSC-APA with a small regularization parameter and the proposed algorithm since input signals are temporally correlated. We can also see that the steady-state output SINR of the GSC-APA increases as the regularization parameter increases. Since the regularization parameter of the proposed algorithm is optimized at each snapshot, the proposed algorithm has both fast convergence and high steady-state SINR. Figure 3 shows the averaged value of the regularization parameter employed by proposed algorithm. The value of the regularization parameter is very small at the initial state producing rapid convergence. After the initial state, the value of the regularization parameter dramatically increases, so that high steady-state output SINR is achieved. Figure 4 shows the performance of the proposed algorithm when the interference signal is correlated to the desired signal. The interference signal impinging from 20
• is obtained by filtering the desired signal to generate the correlation. Although both the convergence speed and the steady-state output SINR of the proposed algorithm are degraded for correlated interference signals, it still have better performance than conventional algorithms. Figure 5 reveals the beam patterns of the optimal weights, the GSC-APA with various fixed regularization parameters, and the proposed GSC-APA after convergence. Clearly, there is a huge difference between the beam pattern of the GSC-APA with small regularization parameter and the optimal beam pattern. This degraded performance is caused by the bias of the weights vector which exists with small regularization parameter. A large regularization parameter, however, removes the bias of the GSC-APA effectively so that the following beam pattern approaches the optimal beam pattern. From Fig. 3 , the regularization parameter of the proposed algorithm becomes large at steady-state. Thus, the proposed time-varying regularization parameter not only gives improved performance but also removes the bias problem efficiently.
Conclusion
In this letter, we presented a bias-free beamformer based on the GSC-APA with the optimal regularization parameter. First, we analyzed the bias problem in beamformer by introducing the asymptotic solution of the GSC-APA, and proved that the effect of bias can be alleviated by using a large regularization parameter. Since a large regularization parameter degrades the convergence speed at the initial state, we proposed the regularization parameter control mechanism for fast convergence speed at the initial state without the bias at the steady-state. The experimental results showed the proposed algorithm had fast convergence speed without the bias at the steady-state, thus achieving high steady-state output SINR.
