Abstract-In this paper, we provide a theoretical analysis for nonlinear discontinuous consensus protocols in networks of multiagents over weighted directed graphs. By integrating the analytic tools from nonsmooth stability analysis and graph theory, we investigate networks with both fixed topology and randomly switching topology. For networks with a fixed topology, we provide a sufficient and necessary condition for asymptotic consensus, and the consensus value can be explicitly calculated. As to networks with switching topologies, we provide a sufficient condition for the network to realize consensus almost surely. In particular, we consider the case that the switching sequence is independent and identically distributed. As applications of the theoretical results, we introduce a generalized blinking model and show that consensus can be realized almost surely under the proposed protocols. Numerical simulations are also provided to illustrate the theoretical results.
I. INTRODUCTION
I N MANY applications involving multiagent systems, groups of agents are required to agree upon certain quantities of interest. This is the so-called consensus problem. Due to the broad applications of multiagent systems, consensus problem arises in various contexts such as the swarming of honeybees, flocking of birds [1] , formation control of autonomous vehicles [2] , distributed sensor networks [3] , and so on. In the past decades, a considerable research effort has been devoted to this problem. Various consensus algorithms have been proposed and studied. For a review, see the surveys [4] and [5] , and references therein.
Most existing consensus protocols are continuous protocols, i.e., the protocol are continuous functions of time t and of the states of the agents. For example, the following linear consensus protocols are studied in [6] aṡ
where x i (t) is the state of the i th agent at time t, and N i is the set of neighbors of agent i . Liu et al. [7] studied two types of nonlinear protocols over directed graphs. The first one is as follows:
where φ i j are nonlinear functions satisfying the following assumption. Assumption 1: 1) φ i j are locally Lipschitz continuous; 2) φ i j (x, y) = 0 if and only if x = y; 3) (x − y)φ i j (x, y) < 0, ∀ x = y. They prove that this protocol can realize consensus if and only if the underlying graph has a spanning tree. The second one is as follows:
where h is a strictly increasing nonlinear function, and the Laplacian matrix L = [l i j ] has the form
where L 11 , L 22 is irreducible, and L 21 = 0. They proved that this protocol can realize consensus value, which is a convex combination of component states of the initial value.
Previous protocols are for static networks, i.e., networks with fixed topologies. Yet, many real-world networks are not static. For example, in a network of mobile agents, the topology of the network is dynamical due to limited transmission range and the movement of the agents. In some cases, the network topology changes gradually. In other cases, it changes abruptly, which induces discontinuity in the network topology.
An important class of dynamical network topology is the so-called switching topology. Let 0 = t 0 < t 1 < · · · < t k < t k+1 < · · · be a partition of the time axis [0, +∞), on each time interval [t k , t k+1 ), the network has a fixed topology, whereas at each time point t k , the topology switches to another one randomly or according to some given rule. Linear consensus protocols over networks with stochastically switching topologies, such as independent and identically distributed switching [8] , Markovian switching [9] , and adapted stochastic switching [10] , have been studied and conditions for almost 2162-237X © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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sure consensus have been obtained, which indicates that a directed spanning tree in the expectation is sufficient for almost sure consensus. All the above-mentioned protocols are continuous functions in the states of the agents. Although they may be mathematically satisfactory, when implemented in a real control system, some protocols that are discontinuous in the states of the agents seem unavoidable. For example, discontinuities can be caused by data quantization [11] , [12] . Besides, some discontinuities arise due to the switching, which depend on the states of the agents [13] . Discontinuous consensus protocols have also been proposed in several papers. In [14] , based on normalized and signed gradient dynamical systems associated with the Laplacian potential, the following two discontinuous consensus protocols are proposed:
where L is the graph Laplacian of the underlying graph, and
. Finite-time convergence of both protocols on connected undirected graphs was proved, where the centralized protocol (4) can realize average consensus, whereas the distributed algorithm (5) can reach average-maxmin consensus. Cortés [15] further considered the following two discontinuous protocols:
where sign + (x) = 0 if x ≤ 0 and sign
Both protocols can realize finite-time consensus in a strongly connected weighted directed graph, where (6) can reach max consensus, whereas (7) can reach min consensus. Hui et al. [16] studied the stability of consensus under the following discontinuous protocol:
] is the connectivity matrix. Under the assumption that C is symmetric and rank(C) = q − 1, they proved finite-time convergence for this protocol. Despite the extra difficulties introduced in theoretical analysis due to the discontinuities, discontinuous consensus protocols also some advantages. For example, they may be relatively easy to implement, and sometimes can generate finitetime convergence. However, the above-mentioned consensus algorithms still have several limitations. First, protocol (4) is a centralized algorithm, which is more costly compared with distributed algorithms. Second, all the other protocols use the sign function, which is very special. Last, all their convergence results are based on undirected (or weight-balanced) strongly connected graphs, which is very restricted for many real-world applications.
Thus, it is important to theoretically understand the discontinuous consensus algorithm under a more general framework, to reveal its connections and differences with the extensively studied continuous consensus algorithm, and obtain less restricted requirements for convergence. With this viewpoint, in this paper, we investigate a new and more general type of nonlinear discontinuous protocols, which can be formulated as follows:ẋ
is the underlying graph Laplacian of the network at time t, and g(·) is a discontinuous function that will be specified later. First, we consider networks with fixed topology, i.e., l i j (t) is constant in t. We show that a directed spanning tree is sufficient for the network to realize asymptotic consensus. In addition, this condition is also necessary. This is an important improvement since directional communication is important in practical applications and can be easily incorporated, for example, via broadcasting. Moreover, a lot of important real-world networks, such as the leader-follower networks, are not strongly connected. Then, motivated by the work in synchronization analysis by [17] , we locate the consensus value based on the left eigenvector corresponding to the zero eigenvalue of the graph Laplacian. Finally, we show that if the consensus value is a discontinuous point of g, and the underlying graph is strongly connected, then finite-time convergence can be realized.
Then, we consider this discontinuous consensus protocol over networks with switching topologies. The time interval between each successive switching is assumed to be an independent and identically distributed random variable. In addition, the network topology is also a random sequence. We prove a sufficient condition for the network to achieve consensus almost surely in terms of the scramblingness of the underlying graph. Based on this result, we study the special case where the switching sequence is independent and identically distributed. We show that if the underlying graph has a positive probability to be scrambling, then the protocol can realize consensus almost surely. This implies that for a network with stochastically switching topology to reach consensus almost surely, it is not necessary for the network to be connected at each time point. This condition is more general than that in [15] and [16] , which requires the network to be strongly connected at each time point.
Finally, as applications of the theoretical results. We study consensus in a general blinking network model under the proposed consensus protocol. Numerical simulations are also provided to illustrate the theoretical results.
Compared with existing works that study discontinuous consensus protocols, the contributions of this paper can be summarized as follows. First, our protocol is more general. The function class A can be seen as a natural extension of the previously studied nonlinear protocols [7] if we consider con-tinuous functions as a special case of discontinuous functions. Second, the requirement for convergence is weaker than those in [14] - [16] in both cases of fixed topology and switching topology.
The rest of the paper is organized as follows. In Section II, some preliminary definitions and lemmas concerning graph theory, matrix theory nonsmooth analysis, and probability are provided. Consensus analysis under nonlinear discontinuous protocols with both fixed topology and switching topology are carried out in Section III. An application of the theoretical results to a general blinking network model with numerical simulations are given in Section IV. This paper is concluded in Section V.
II. PRELIMINARIES
In this section, we present some definitions and basic lemmas that will be used later. First, we mention some notations. For a finite set S, let #S denote the number of elements in S. e i denotes a column vector of proper dimension that has all its elements being 0 except an 1 on its i th position. For n column vectors, co{v 1 
A. Algebraic Graph Theory and Matrix Theory
A weighted directed graph of order n is denoted by a triple {V, E, W }, where V = {v 1 , . . . , v n } is the vertex set and E ⊆ V × V is the edge set, i.e., e i j = (v i , v j ) ∈ E if there is an edge from v i to v j , and W = [w i j ], i, j = 1, . . . , n, is the weight matrix, which is a nonnegative matrix such that for i, j ∈ {1, . . . , n}, w i j > 0 if and only if i = j and e j i ∈ E. For a weighted directed graph G of order n, the graph Laplacian
can be defined from the weight matrix W in the following way:
For a given Laplacian matrix L, the weighted directed graph corresponding to L is written as G(L).
In this paper, we only consider simple graphes, i.e., there are no self-links and multiple edges. A directed path of length r from v i to v j is an ordered sequence of r + 1 distinct vertices
spanning tree is a directed graph such that there exists a vertex v r , called the root vertex, such that for any other vertex v i ∈ V, there exists a directed path from v r to v i . A graph G has a spanning tree if there is a subgraph of G that has the same vertex set with G is a spanning tree. A graph G is strongly connected if for any pair of vertices, say, v i , v j , there exist directed paths both from v i to v j and from v j to v i .
If a graph G has spanning trees, then there is a nonempty set S 1 ⊆ V such that a vertex v ∈ S 1 if and only if G has a spanning tree with v being the root. Concerning this set S 1 , we can prove the following lemma.
Lemma 1: If a graph G of n vertices has spanning trees, let S 1 , S 2 be defined as above, then: 1) the subgraph of G induced by S 1 is strongly connected; 2) G is strongly connected if and only if #S 1 = n.
Proof: We will first prove 1) and then 2). 1) First, for any given vertices v 1 , v 2 ∈ S 1 , since v 1 can be the root of some spanning tree, then from definition, there is a directed path from v 1 to v 2 . On the other hand, v 2 can also be the root of some spanning tree, so there also exists a directed path from v 2 to v 1 . Second, we prove that these two paths contain no vertices outside S 1 . Otherwise, there exists a vertex v 3 ∈ S 1 such that v 3 is on one of the paths. Suppose v 3 is on the path from v 1 to v 2 , then there is a directed path from v 3 to v 2 .
Since v 2 is a root, there exist directed paths from v 2 to all other vertices. Thus, there are directed paths from v 3 to all other vertices, which implies v 3 also can be the root of some spanning tree. This contradicts the fact that
From 1), G is strongly connected. On the other hand, if G is strongly connected, from definition, each vertex can be the root of some spanning tree. Thus, #S 1 = n. From the proof of Lemma 1, we can see that there exist no edges from vertices of V\S 1 to vertices of S 1 , then after a proper renumbering of its vertices, the graph Laplacian L of G can be written in the following form:
where the square submatrix L 1 corresponds to the vertex set S 1 . Since the subgraph induced by S 1 is strongly connected, L 1 is irreducible. By Perron-Frobenius theory, the left eigenvector of L 1 corresponding to the eigenvalue 0 is positive. Thus, we can define the following.
Suppose that G has spanning trees and L is of the form (8) 
Example 1: For the graph in Fig. 1 , the set
If we take all the positive weight of the edges to be 1, then the graph Laplacian is
Here
Thus, for any A Metzler matrix is a matrix that has nonnegative offdiagonal entries. It is clear that −L is a Metzler matrix with zero row sum. Following [18] , for a Metzler matrix
and we say that M is scrambling if η(M) < 0. It is obvious that scramblingness is not influenced by the diagonal entries of a Metzler matrix, so L is scrambling if and only if W is scrambling. Since there is a one-to-one correspondence between each weighted directed graph G and its weight matrix
Remark 1: It can be seen from the definition that if a graph is scrambling, then for each vertex pair (v i , v j ), either there exists at least one directed edge between v i and v j , or there is another vertex v k such that there are directed edges from v k to v i and v k to v j . Thus, the graph in Fig. 1 If we incorporate a positive threshold δ on the graph G, then we get the concept of δ-graph [19] . The δ-graph of G is a graph that has the same vertex set and weight matrix with G. Yet, for each v i , v j , there is a directed edge from v j to v i if and only if w i j ≥ δ. We say a graph G is δ-scrambling if its δ-graph is scrambling.
Remark 2: It is obvious that if
G is δ-scrambling, then η(−L(G)) ≥ δ.
B. Nonsmooth Stability Analysis
In this section, we will provide some concepts and lemmas concerning nonsmooth stability analysis. First, we present some basic concepts and theorems from Filippov theory on differential equations with discontinuous right-hand sides. For more details, the readers are referred to [20] directly.
Consider the following differential equations:
where x ∈ R n , and f : R n → R n is a discontinuous map. Then, the Filippov solution of (9) can be defined as following. Definition 2: An absolutely continuous function ϕ:
is the open ball centered at x with radius δ > 0, and μ(·) denotes the usual Lebesgue measure in R n .
For the simplicity of notation, we denote
, and (10) can be rewritten aṡ
A Filippov solution of (11) is a maximum solution if its domain of existence is maximum, i.e., it cannot be extended any further. A set S ⊆ R n is weakly invariant (resp. strongly invariant) with respect to (11) if for each x 0 ∈ S, S contains a maximum solution (resp. all maximum solutions) from x 0 of (11). Let f : R n → R, then the usual one-sided directional derivative of f at x in direction v is defined as
The generalized directional derivative of f at x in direction v is defined as
Definition 3 [21] : Let f : R n → R, f is said to be regular at x if for all v ∈ R n , the usual one-sided directional derivative f (x, v) exists, and
The following lemma can be used to derive regularity. Lemma 2 [21] : Let f : R n → R be Lipschitz near x, then: 1) if f is convex, then f is regular at x; 2) a finite linear combination (by nonnegative scalars) of functions regular at x is regular at x. From Rademacher's theorem [21] , we know that locally Lipschitz functions are differentiable almost everywhere.
Definition 4 [21] : Let V : R n → R be a locally Lipschitz continuous function. Let V be the set of points, where V fails to be differentiable, then the Clarke generalized gradient of V (x) at x is the set
where S can be any set of zero measure. The set-valued Lie derivative of V with respect to (11) at x is
The following lemma shows that the evolution of the Filippov solutions can be measured by the Lie derivative.
Lemma 3: Let x: [t 0 , t 1 ] be a Filippov solution of (9). Let V : R n → R be a locally Lipschitz and regular function. Then,
In the following, we first define a special class of discontinuous functions, which will be used throughout this paper.
Definition 5 (Function Class
1) g is continuous on R except for a set with zero measure, and on each finite interval, the number of discontinuous points of g is finite; 2) on each interval where g is continuous, g is strictly increasing;
then g ∈ A with x = 0 being the only discontinuous point of g. The graph of g is shown in Fig. 2 .
Definition 6 (Shrinking Condition):
An absolutely continuous function x(t) = [x 1 (t), . . . , x n (t)] T : R + → R n is shrinking if max i {x i (t)} is nonincreasing and min i {x i (t)} is nondecreasing with respect to t. Furthermore, x(t) is completely shrinking if x(t) is shrinking and
Remark 3: It is obvious that if x(t) is shrinking, then the limits of max i {x i (t)} and min i {x i (t)} exist as t → ∞.
Definition 7 [22] : Let X, Y be metric spaces, A map F defined on E ⊆ X is called a set-valued map, if to each x ∈ E, there corresponds a set F(x) ⊆ Y . A set-valued map F is said to be upper semicontinuous at x 0 ∈ E if for any opening set N containing F(x 0 ), there exists a neighborhood M of x 0 such that F(M) ⊂ N. F is said to have closed (resp. convex, compact) image, if for each x ∈ E, F(x) is closed (resp. convex, compact).
Definition 8 [20] : A set valued map F: R n → 2 R n is said to satisfy the basic conditions in a domain G ⊆ R n if for any x ∈ G, F(x) is nonempty, bounded, closed and convex, and F is upper semicontinuous in x. As to the existence of Filippov solutions, we have the following.
Lemma 4 [20] : If a set-valued map F(x) satisfies the basic conditions in the domain D ⊆ R n , then for any point x 0 ∈ D, there exists a solution in D of the following differential inclusion:
over an interval [t 0 , t ) for some t > t 0 . Moreover, if [20] : Let a set-valued map F(x) be upper semicontinuous on a compactum K and let for each x ∈ K , the set F(x) be bounded, then F is bounded on K .
Remark 4: It is clear from lemma 5 that if F satisfies the basic conditions on some compact set K , then F is bounded on K .
Lemma 6 [20] : If M is a bounded closed set and if a function f is continuous, then the set
Remark 5: It can be seen from Lemma 6 that if a set-valued map F(x) satisfies the basic condition, then for any n × n matrix T , the set-valued map T F(x) = {T y : y ∈ F(x)} also satisfies the basic condition.
The following lemma is a generalization of LaSalle invariance principle for discontinuous differential equations.
Lemma 7 [14] : Let V : R n → R be a locally Lipschitz and regular function, let x 0 ∈ S ⊂ R n , where S is compact and strongly invariant with respect to (9) . Assume that either
starting from x 0 converges to the largest invariant set M contained in Z f,V ∩ S.
C. Probability Theory
Let P denote the probability, and E be the mathematical expectation. The following is the second Borel-Cantelli lemma concerning an independent sequence.
Lemma 8 [23] : If the events {A n } are independent, then P{A n } = ∞ implies P{A n i.o.} = 1, where i.o. means infinitely often.
III. CONSENSUS ANALYSIS
In this section, we will discuss consensus in a network under nonlinear discontinuous protocols with both fixed topology and switching topologies.
A. Consensus in Networks With Fixed Topology
Consider the following consensus protocol in a network of multiagents with fixed graph topologies:
where g ∈ A and L = [l i j ] is the graph Laplacian. (18) is defined as the following differential inclusion:
. , n} is closed and convex, from Lemma 6, K[ ](x) is a closed convex set. The Filippov solution x(t) to
First, we have the following lemma, which says that all the Filippov solutions of (18) is shrinking.
Lemma 9: For any initial value x 0 ∈ R n , the Filippov solution exists and is shrinking, thus, all the solutions can be extended to [0, +∞).
Proof: It is clear that the set-valued map
satisfies the basic conditions on any bounded region of R n , which implies that for any initial value x 0 ∈ R n , the Filippov solution exists on the interval [0, t 1 ) for some t 1 > 0.
Denote 
Therefore, V * is regular and
whereL V * is the set-valued Lie derivative of V * with respect to . We will prove that V * (x(t)) is nonincreasing and V * (x(t)) is nondecreasing. Here, we only show that V * (x(t)) is nonincreasing, and a similar argument can apply to V * (x(t)). Now, we will prove that for each
Noting
, and γ j < γ i for j ∈ I x . So, in this case, we have v i ≤ 0. Otherwise, g is discontinuous at x i . If a > 0, then for each i ∈ I x , v i = a > 0. Let i ∈ I x be one index satisfying γ i = max{γ i : i ∈ I x }. Then, we obviously have v i ≤ 0, which is a contradiction. So, in this case, we also have a ≤ 0. From Lemma 3 Thus, V * (x(t)) is nonincreasing. A similar argument can show that V * (x(t)) is nondecreasing. So, x(t) is shrinking. The second claim then directly follows from Lemma 4. Based on Lemma 9, we can prove following theorem concerning the consensus of (18) .
Theorem 1: System (18) will achieve consensus for any initial value if and only if the graph of L has spanning trees. In addition, the consensus value is Wra(x(0), L). Furthermore, if the graph of L is strongly connected, and g is discontinuous at Wra(x(0), L), then finite-time convergence can be achieved.
Proof: See Appendix A. It can be seen that Theorem 1 is quite similar to the result obtained in literature for continuous consensus protocols. So, the protocol (18) can be seen as natural extensions of the continuous protocols. Intuitively, if a networks has spanning trees, then the information from the roots can be sent to all other nodes in the network. In addition, the roots can exchange information with each other. So, the network can finally reach a consensus. If a network has no spanning trees, from the proof of Theorem 1, there are two possible cases. Case I: there exists an isolated subgraph that has no connection with other parts of the network. In this case, the isolated subgraph cannot exchange information with other parts of the network, and consensus can not be reached. Case II: there are no isolated subgraphs. In this case, the network has a subgraph that has spanning trees. There are edges from nodes outside this subgraph to nodes of this subgraph, which are not roots. Fig. 5 provides an example. In this case, the roots in the subgraph cannot exchange information with nodes outside the subgraph, since they can neither send their information to the nodes outside the subgraph, nor receive information from nodes outside the subgraph. As a result, consensus also cannot be reached. In the following, we will provide some examples to illustrate the theoretical results. 
The simulation result is provided in Fig. 4 , where g is given in Example 2, and the initial value x(0) is randomly chosen. The position of Wra(x(0), L) = (x 1 (0) + x 2 (0))/2 is labeled on the right-hand side with a +. It can be seen that the agents finally reach a consensus on Wra(x(0), L). Example 4: Fig. 5 provides an example of a graph that has no spanning trees. This graph has no isolated subgraphs. The subgraph induced by {v 1 , v 2 , v 3 , v 4 } has spanning trees, with {v 1 , v 2 } being the root set. In addition, there are edges from {v 5 , v 6 } to {v 3 , v 4 }. So, this graph belongs to the second case discussed. In addition, it cannot reach a consensus for arbitrary initial value. For each edge, we take the weight as 1. Then, the graph Laplacian is
The simulation results are presented in Fig. 6 , with randomly chosen initial value and g being given in Example 2. It can be seen that the group cannot reach consensus on a common value.
B. Consensus in Networks With Randomly Switching Topologies
In this section, we will investigate consensus in networks of multiagents under nonlinear protocols over graphes with randomly switching topologies.
Consider the following dynamical system:
where g ∈ A and L k = [l k i j ] is the graph Laplacian for the underlying graph on the time interval [t k , t k+1 ). At each time point t k , there is a switching of the network topology. We consider the case that L k is a random sequence. Denote t k = t k+1 − t k , we make the following assumption.
Assumption 2: 1) { t j } is independent and identically distributed; 2) the sequence { t i } and {L k } are independent; 3) {L k } is uniformly bounded. Assumption 3: For every bounded region, there exists ε > 0 (may depend on the region) such that for any α, β ∈ R with α = β and g is continuous at α, β, it satisfies that
Remark 6: It is easy to verify that under Assumption 3, for any α, β ∈ R with α = β and
First, we will prove the following theorem for almost sure consensus.
Theorem 2: Under Assumption 2 and 3, (20) will achieve consensus almost surely if there exists δ > 0 such that
From Theorem 2, we can have the following corollary concerning switching sequence {L k }, which is independent and identically distributed.
Corollary 1: Under Assumption 2 and 3, if {L k } is independent and identically distributed, then (20) will achieve consensus almost surely if E η(−L k ) > 0.
Proof:
From the second Borel-Cantelli lemma (Lemma 8), we have
The conclusion follows from Theorem 2.
IV. APPLICATIONS TO A GENERALIZED BLINKING MODEL
In this section, we will show how the theoretical results can be applied to analyze real-world network models. For this purpose, we consider a generalized blinking network model. The original blinking model was proposed in [24] , and some recent works on this model can be found in [25] and [26] . It is a kind of small world networks that consist of a regular lattice of cells with constant 2K nearest neighbor couplings and time dependent ON-OFF couplings between any other pair of cells. In each time interval of duration τ , each timedependent coupling is switched ON with a probability p, and the corresponding switching random variables are independent for different links and for different times. It is a good model for many real-world dynamical networks, such as computers networked over the Internet interact by sending packets of information, and neurons in our brain interact by sending short pulses called spikes, and so forth.
On the other hand, this model is still quite restrictive in several aspects. First, this model is an undirected model. Second, the duration between any two successive switchings may not be identical, nor may it be small sometimes. In addition, it may even be not deterministic, but just a random variable. Finally, the basic regular 2K nearest neighbor coupling lattice may not exist, or we can say K = 0 in such case.
Based on the above analysis, we make the following generalizations on the original blinking model. First, we assume the model to be a directed graph. For every two vertices v i , v j that have random switching links between them, the switching of the edge from v i to v j is independent of that from v j to v i . Second, we assume the duration between every two successive switchings is a random variable, and each duration is independent of others. Finally, we assume that K may be zero in the basic 2K nearest neighbor lattice. That is, no links exist with probability 1.
It is obvious that in this generalized model, the sequence of the durations are independent and identically distributed. In addition, the underlying graph sequence {G k } is also independent and identically distributed. For each G k , since different links are switched on independently, it is obvious that there is a positive probability that G k is a complete graph. Since a complete graph is scrambling, if we set the weight of each link to be δ for some δ > 0, then G k is δ-scrambling with a positive probability. From Corollary 1, we can see that the discontinuous consensus protocol (20) will realize consensus almost surely on a generalized blinking model.
In the simulation, we choose a network with 50 nodes, K = 0, p = 0.1, and the weight of each link to be 0.1. The duration between every two successive switching is a random variable uniformly distributed on (0, 1). Let g be as given in Example 2. The initial value is chosen randomly. The simulation results are presented in Fig. 7 . It can be seen that consensus can be reached almost surely.
Next, we consider another generalized blinking model based on a star-like graph, which we call a star-like blinking model (Fig. 8) . A star-like blinking model is constructed as follows. First, give a graph with n vertices v 1 , v 2 , . . . , v n and no edge. At each switching time point, the probability of switching on is p i j for edge (v j , v i ). We assume that p i j > 0 for i = 1, and p i j = 0 otherwise. In this way, the expectation graph is a starlike graph with v 1 being the center. In addition, the probability that G k is such a star-like graph is strictly positive since the switching of different edges is independent of each other. Since a star-like graph is scrambling by definition, almost sure consensus can be deduced by Corollary 1.
In the simulation, we use the network in Fig. 8 . We set p 1i = 0.1 for i = 2, 3, . . . , 11, and the weight of each link to be 0.2. The duration between every successive switching and the function g are the same as in the first simulation. The simulation results with randomly chosen initiation values are presented in Fig. 9 . It can be seen that the system can also reach a consensus almost surely.
V. CONCLUSION
In this paper, we investigate consensus in networks of multiagents under nonlinear discontinuous protocols. First, we consider networks with fixed topology described by weighted directed graphs. Compared with existing results concerning discontinuous consensus protocols, we do not require the underlying graph to be strongly connected. Instead, we prove that a directed spanning tree is sufficient and necessary to realize consensus. In addition, we can also locate the consensus value. This result can be seen as an extension of continuous protocols if we take continuous protocols as special case of discontinuous ones. Under this viewpoint, we establish a more generalized theoretical framework for consensus analysis. Second, we consider networks with randomly switching topologies. We provide sufficient conditions for the network to achieve consensus almost surely based on the scramblingness of the underlying graphs. Particularly, we consider the case when the switching sequence is independent and identically distributed. Compared with existing results on discontinuous protocols, we do not require the network to be connected at each time point. Finally, as application of the theoretical results, we study a generalized blinking model and show that consensus can be realized almost surely under the proposed discontinuous protocols.
APPENDIX A PROOF OF THEOREM 1
Sufficiency: Let V = V * − V * , where V * and V * are defined as in Lemma 9. Then, V is locally Lipschitz and regular.
Given any initial value x(0) ∈ R n , denote x 0 = max i {x i (0)}, x 0 = min i {x i (0)}, and S = {x = [x 1 , . . . , x n ] ∈ R n : x 0 ≤ x i ≤ x 0 }. By Lemma 9, S is strongly invariant. Let Z ,V = {x ∈ R n : 0 ∈L V } and M be the largest weakly invariant set contained in Z ,V ∩ S. Let x(t) be a trajectory starting from x(0). By Lasalle invariance principle (see Lemma 7), we have
where (x(t)) is the positive limit set of x(t).
Let 
By a similar argument, we can show that b ≥ 0, thus the only possibility for a = b is a = b = 0. This means that
Suppose the graph G(L) has a spanning tree with v r being the root, then either v r ∈ I x or v r ∈ I x . Without loss of generality, assume v r ∈ I x . Then, there exists a vertex v i 1 ∈ I x such that there is a directly path, denoted as v i 1 can obtain γ i 1 = γ i . Yet, this can be true only when v i 1 ∈ I x , which contradicts the assumption that v i 1 ∈ I x . Thus, we have proved that (x(t)) ⊆ M ⊆ C .
Next, we will show that (x(t)) only contains one point.
Then, there exists a sequence t n → +∞ as n → +∞ such that lim n→+∞ min i {x i (t n )} = a. By the fact that min i {x i (t)} is nondecreasing, we have lim t →+∞ min i {x i (t)} ≥ a, which implies b ≥ a. A contradiction.
Summing up, we have proved that lim t →+∞ x(t) = x ∞ for some x ∞ ∈ C ∩ S. This completes the proof of the sufficiency.
Necessity: Here, for two vertex sets, an edge from one to the other means an edge from some vertex in the former to some vertex in the latter.
Then, there are two cases to be considered. For simplicity, we denote each vertex by index, and the vertex should be renumbered if necessary. obviously, x(t) ≡ x 0 is a solution, which cannot achieve any consensus. 2) V s = ∅. In this case, after proper renumbering, from the above-mentioned two properties, the matrix L has the following form: ] for some a = c and b i ∈ R, then we haveẋ i ≡ 0 for i ∈ V sr ∪V c . Therefore, for any solution x(t) starting from x 0 , it holds that
no consensus will be achieved. Now, we prove the consensus value is Wra(x(0), L). Suppose that G(L) has spanning trees, and L is of the form in (8) .
Using the notations from Definition 1, for almost all t
At last, we prove finite-time convergence when g is discontinuous at Wra(x(0), L). Denotex = Wra(x(0), L), and let
where ξ = [ξ 1 , . . . , ξ n ] is the positive left eigenvector corresponding to the zero eigenvalue of L such that
is strictly increasing, and
The last equality is from the fact that (t) −¯ (t) = (γ −γ (t)) [1, 1, . . . , 1] is in the null space of − L − L , whereas the last inequality is from the fact that (t) is in the orthogonal space of α[1, 1, . . . , 1] , α ∈ R.
Since the graph of L is strongly connected, L is irreducible, so λ 2 < 0. Let i be the index such that x i (t) = max i {x i (t)}, and i be the index such that x i (t) = min i {x i (t)}. In the case that x i (t) > x i (t), we have x i (t) <x < x i (t APPENDIX B PROOF OF THEOREM 2 Let V * , V * , and V be defined as in Appendix A. Given any initial value x(0) ∈ R n and any switching sequence of time points, denoted by 0 = t 0 < t 1 < t 2 < . . ., we can construct the solution in the following way. First, with initial value x(0), there exists a Filippov solution x(t) on some interval [0, δ) ⊂ [0, t 1 ]. By similar arguments used in the proof of Lemma 9, we can prove that x(t) is shrinking and can be extended to the whole interval [0, t 1 ]. Repeating such arguments, we can show that a solution of (20) can be defined as follows:
It is obvious that x(t) is shrinking and absolutely continuous. Let i * , i * be the indices satisfying V * (x) = x i * , V * (x) = x i * , respectively. Similar to the arguments in Appendix A, on each interval [t k , t k+1 ], for almost all t, there exist γ j (t) ∈ K[g](x j (t)), j = 1, 2, . . . , n, such that
where the inequality (21) ≤ (22) is deduced from the property of g in Assumption 3. Therefore, we have
On the other hand, let S N denote the space of strictly increasing infinite sequence of the natural numbers, we have
Due to the independence of { t i } and {L k } from Assumption 2, we can have the equality from (23) to (24) . Since { t k } is independent and identically distributed, the subsequence { t n k } is also independent and identically distributed for each {n k } ∈ S N . From the strong law of large numbers, we have Thus, we get the equality from (24) to (25) . This implies
Because V (x(t)) is nonincreasing with respect to t, we conclude
Theorem 2 is proved.
