Abstract-We propose a general framework for reconstructing transform-sparse images from undersampled (squared)-magnitude data corrupted with outliers. This framework is implemented using a multi-layered approach, combining multiple initializations (to address the nonconvexity of the phase retrieval problem), repeated minimization of a convex majorizer (surrogate for a nonconvex objective function), and iterative optimization using the alternating directions method of multipliers. Exploiting the generality of this framework, we investigate using a Laplace measurement noise model better adapted to outliers present in the data than the conventional Gaussian noise model. Using simulations, we explore the sensitivity of the method to both the regularization and penalty parameters. We include 1D Monte Carlo and 2D image reconstruction comparisons with alternative phase retrieval algorithms. The results suggest the proposed method, with the Laplace noise model, both increases the likelihood of correct support recovery and reduces the mean squared error from measurements containing outliers. We also describe exciting extensions made possible by the generality of the proposed framework, including regularization using analysisform sparsity priors that are incompatible with many existing approaches.
retrieval [26] , [27] and the sparse Fienup method [28] . Other formulations forgo the HIO framework. One method uses rough phase estimates [29] to dramatically improve reconstruction quality. Another uses a matrix lifting scheme [30] , [31] to construct a semidefinite relaxation of the phase retrieval problem [32] , which may be combined with sparsitypromoting regularization [30] , [33] [34] [35] [36] . Other approaches employing sparsity for phase retrieval include the graphbased and convex optimization methods in [37] and greedy algorithms like GESPAR [38] .
In addition to lacking phase information, measurements are often noisy, especially at the microscopic scales used in crystallography and optical imaging. Most existing methods either ignore measurement noise or impose quadratic data fit penalties. Our method, introduced first in [39] , employs a 1-norm data fit term, corresponding to a Laplace noise model, designed to improve robustness to outliers. Our optimization framework combines a majorize-minimize algorithm with a nested variable-split and the alternating directions method of multipliers (ADMM) to solve the phase retrieval problem with a robust data fit model and 1-norm sparsity-promoting regularizer. Although the original problem is nonconvex, our proposed majorizer is convex and as tight as possible. While direct minimization of this majorizer would be combinatorially complex, introducing an auxiliary variable enables efficient minimization via ADMM. We compare our approach against using a conventional quadratic data fit term within our framework, separating the contributions of the implementation from the proposed noise model. We established earlier [39] that properly tuning the parameter for the 1-norm sparse regularization term is essential for successful reconstruction. Here, we thoroughly study the parameter selection problem, analyzing the regularization parameter as well as the ADMM penalty parameter that affects the convergence rate of the ADMM component of the algorithm.
Section II presents a general likelihood model for the phase retrieval problem. Section III introduces a convex majorizer for the optimization problem, and Sec. IV describes our solution to this convex subproblem using ADMM. After investigating the tuning of the regularization and penalty parameters in Sec. V, we present 1D Monte Carlo comparisons in Sec. VI, and a 2D image reconstruction in Sec. VII. We conclude with a discussion of the merits of our algorithm and future extensions. Code and data are available online from http://people.virginia.edu/ ∼ dsw8c/sw.html.
II. PROBLEM STATEMENT
Consider the standard phase retrieval problem, where a length-N (complex-valued) signal x is reconstructed from M squared-magnitude measurements y = [y 1 , . . . , y M ]
T of the discrete Fourier transform (DFT) of x:
where
A mn x n is the mth DFT coefficient, and [ν 1 , . . . , ν M ]
T is a vector of additive white Gaussian noise. The vector x may represent either a 1D signal or a higher dimensional image, columnized.
Our framework aims to minimize the negative log-likelihood function 
This formulation generalizes standard phase retrieval in several ways. First, the linear transform A can be any sensing matrix, not just the DFT. Second, the system may measure the magnitude or squared-magnitude of [Ax] m , or even more broadly, any power of the magnitude |[Ax] m | q , for q ≥ 1. Third, the measurement noise no longer is strictly Gaussian. To account for outliers in the data, we focus on using the Laplace distribution, with negative log-likelihood function
Our method applies more broadly to log-likelihood functions of the form
, where f (·) is convex and nondecreasing (on R + ), and the data prediction error function h(t; y) ∆ = |y − |t| q |, with t ∈ C and y ∈ R. For this class of functions, the majorizer derived in Sec. III is convex in x.
To resolve the ill-posedness of the phase retrieval problem, we impose a sparsity-promoting prior on the signal, using the 1-norm convex relaxation x 1 . Throughout this work, we focus on image sparsity, or equivalently, synthesis-form sparsity, by appending a synthesis transform to the sensing matrix A. We seek the minimizerx ∈ C N of the problem
where β > 0 is the regularization penalty parameter. Our algorithm aims to find a sparse signal x that is roughly consistent with the magnitude data. Our formulation (4) differs from many of the methods described in the literature. First, the existing methods are not designed to accommodate the Laplace noise model, limiting their robustness to outliers. The projection-based methods, the semidefinite relaxations, and GESPAR all implicitly (via projections) or explicitly minimize the quadratic negative loglikelihood representing a Gaussian noise model. In addition, the GESPAR and sparse Fienup methods use 0-"norm" sparsity, while we use 1-norm sparsity-promoting regularization, also found in the convex relaxations recently developed.
III. MAJORIZATION OF THE MEASUREMENT OBJECTIVE
The inverse problem formulation of phase retrieval is particularly difficult to solve because having only magnitude information makes the data fit term in the objective function Ψ(x) nonconvex. To facilitate optimization, we construct a convex majorizer for Φ(x). Section IV describes an iterative method for minimizing this majorizer effectively. φ(t;s,y) using y 1/q e j∠s using s Fig. 1 . The data fit error h(t; y) (solid line) and the convex majorizer (surrogate) φ(t; s, y) (dashed line) are plotted for real t, y = 1, and q = 2.
Circles highlight the majorization points s for both examples. In the left figure, the majorization point s is in the concave region of h(t; y), so the tangent plane at s is used in this region. In the right figure, s is located in the convex region of h(t; y), and the tangent plane at y 1/q e ı∠s is used instead.
A. Majorizing Ψ(x)
In general, a majorizer φ(t; s) for a function h(t) satisfies two properties: φ(s; s) = h(s), and φ(t; s) ≥ h(t), for all t. When these properties are satisfied, decreasing the value of the majorizer also decreases the value of the original function, since h(t) ≤ φ(t; s) < φ(s; s) = h(s).
Returning to our framework, assuming f (·) is convex and nondecreasing, and φ(·) is a convex function, then f (φ(·)) is convex [40] . So, given a convex surrogate φ(t; s, y) for h(t; y), f (φ(t; s, y)) is convex. Furthermore, when φ(t; s, y) majorizes h(t; y), f (φ(t; s, y)) majorizes f (h(t; y)) as well. To find a convex majorizer φ(t; s, y), we first write h(t; y) as h(t; y) = max{h + (t; y)
Assuming q ≥ 1, h + (t; y) is already convex, but h − (t; y) is concave. When y ≤ 0, h(t; y) = h + (t; y). But, whenever y > 0, h − (t; y) needs to be replaced with a convex majorizer φ − (t; s, y). Then, φ(t; s, y) ∆ = max{h + (t; y), φ − (t; s, y)} is convex and majorizes h(t; y).
Since h − (t; y) is concave, we employ as a convex surrogate its tangent plane about some point s ∈ C:
When q = 1, h − (t; y) is not differentiable at t = 0, but our definition in (6) is consistent with the tangent plane φ − (t; s, y) = y in this context. Since any other convex majorizer must lie above the tangent plane, (6) is clearly tight among possible convex majorizers of h − (t; y). However, when using |s| q > y, we are in the convex region of h(t; y), and we only need to majorize h(t; y) in the concave region. In this case, the tangent planes ∆ = y 1/q e ı∠s still majorizes h − (t; y) in the range of |t| q ≤ y. Our majorizer φ(t; s, y) is therefore given by
Algorithm 1 Majorize-minimize scheme for solving (4) .
The first case occurs when h(t; y) is already convex (|t| q cannot be less than y). The second and third cases correspond to s being in the concave and convex regions of h(t; y), respectively. Figure 1 portrays examples of the function h(t; y) and its surrogate φ(t; s, y) in both the second (s in concave region) and third (s in convex region) cases. Substituting φ(t; s, y) for h(t; y) in the original objective yields our complete convex surrogate Φ(x; s) for Ψ(x):
B. Majorize-Minimize Algorithm
Our proposed majorized approach to minimizing Ψ(x) in (4) repeatedly minimizes Φ(x; s), using the majorizeminimize [41] , [42] scheme shown in Algorithm 1. Although each iteration of this majorize-minimize method decreases Ψ(x), convergence to a minimum of Ψ(x) is not guaranteed, since the majorizer may get "stuck" at a critical point of Ψ(x), like the local maximum at t = 0. Since the original problem is nonconvex, running the algorithm for multiple different initializations increases the chance of finding a global optimum while decreasing the likelihood of failure due to stagnation. Employing multiple initializations is frequently employed by other phase retrieval methods and when solving nonconvex problems more generally.
IV. SOLVING THE MAJORIZED OBJECTIVE WITH ADMM
Jointly minimizing M pairwise maximum functions to solve (8) directly would be combinatorially complex. Instead, we introduce an auxiliary vector u = Ax to un-mix Ax and ensure each function in the summation in (8) depends only on a single u m = [u] m . The constrained optimization problem using this auxiliary variable is
We use the alternating directions method of multipliers (ADMM) [43] [44] [45] [46] framework to solve the augmented Lagrangian form of this constrained problem:
Algorithm 2 ADMM method for solving (12) .
end for
Algorithm 3 FISTA implementation for solving (13) .
and compute c such that cI µA ′ A.
end for where b ∈ C M and µ > 0 are the scaled dual vector (Lagrange multipliers) and augmented Lagrangian penalty parameter, respectively. Our implementation of ADMM in Algorithm 2 solves (12). We define d m = [Ax + b] m to simplify notation here and in subsequent sections. We initialize ADMM using the last x from the previous iteration of the majorize-minimize algorithm. Then, u 0 ← Ax 0 , leaving b 0 = 0. Methods for updating x and u depend on the specific A and f (·) used. We provide details for the range of cases explored in this paper.
A. Updating x
The update for x in the preceding ADMM framework has the standard synthesis form of compressed sensing (CS) that has been extensively studied previously [47] [48] [49] . Various CS algorithms may be appropriate, depending on A's structure.
If A is left-unitary, so A ′ A = I, the least-squares term in (13) 
, plus a constant term (zero when A is also right-unitary), and updating x becomes soft thresholding:
When A is not left-unitary, an iterative algorithm like FISTA [50] may be nested within the ADMM method. Algorithm 3 describes the FISTA implementation that approximately solves (13) . When A is left or right unitary, c = µ. In other cases, c is the maximum singular value of A and may be precomputed using power iterations.
This framework can be extended to analysis-form sparsity and other additively separable regularizers by replacing the penalty x 1 in the original objective (4), the majorizer (8) , and the augmented Lagrangian (12) with the prior R(Gx) = i r([Gx] i ), where r(·) is a potential function, and G is an analysis transform. The x-update step for ADMM becomes
When G is square and invertible, and the inverse G −1 is readily available, synthesis-form techniques apply. Otherwise, one may nest within the ADMM framework almost any of the well-studied methods from the literature such as split Bregman iteration [51] or analysis-form extensions of iterative methods like MFISTA [52] [53] [54] . When the proximal operator for r(·) does not have a closed form, proximal algorithms may also be used [55] . Alternatively, one may "smooth" a nonsmooth regularizer (using corner rounding), and apply gradient-based methods like nonlinear conjugate gradients [56] .
In any case, we can leverage the substantial literature on sparse reconstruction to update x within our ADMM framework. By using a majorizer and variable-splitting, we cast the sparse regularization component of the reconstruction problem in this well-studied form, without regard to the noise model used in the data fit term of the original problem.
B. Updating u
An important consequence of the choice of variable-splitting is that the objective function for updating the auxiliary vector u is additively separable. Thus, the update can be performed element-by-element. Since f (·) is monotone nondecreasing, and φ(u; s m , y m ) is the pointwise maximum of two functions (for y > 0), we can write f (φ(u; s m , y m )) as max{f + (u), f − (u)}, where
and
The minimizing T corresponds to the function value of f (φ(u; s m , y m )) at its minimum. The Lagrangian of this constrained problem is
with Lagrange multipliers γ + , γ − ≥ 0. Differentiating yields γ + + γ − = 1, and three possibilities exist: 1) When γ + = 1, and γ − = 0, f + (u) = T , and f − (u) < T , so the optimal u = u + minimizes f + (u) and satisfies
optimal u = u ± minimizes both of these functions along the curve f + (u) = f − (u).
The optimal values of u for each case are computed analytically for f (·) corresponding to the Gaussian and Laplace distribution functions in (2) and (3) on squared-magnitude measurements (q = 2). Dropping subscripts, for p = 1, q = 2,
For p = q = 2,
and r 2 and α are the magnitude and phase of c 0 (4c 1 |s| + µ(|s| + de −ı∠s )).
When calculating u + and u ± for the Gaussian case, the root used is the one whose corresponding u minimizes f + (u). These expressions are derived in the appendices.
V. PARAMETER TUNING
The regularization parameter β controls the level of sparsity in the reconstructed signal. Additionally, the ADMM penalty parameter µ impacts the convergence rate of the inner ADMM algorithm, and thus, the overall algorithm. This section explores the influence of these parameters.
Our simulations consist of generating a length-N sparse signal with K nonzero coefficients, M measurements of the DFT of that signal, performing the reconstructions, and comparing the reconstructed signals against the true signal. The sparse support of our signal is chosen at random, and the amplitude and phase of each of nonzero coefficient are randomly sampled uniformly between 0.5 and 1 (for amplitude) and 0 and 2π (for phase). Then, M noise-free measurements are randomly selected from the squared-magnitude of the signal's DFT coefficients. Randomly selected outliers are set to have an amplitude of twice the maximum measurement. This model does not exactly match our Laplace noise model, thus avoiding an "inverse crime." The reconstructions are performed using multiple initializations, and the "best" reconstructed signal for each method is retained. For the proposed method, the best reconstruction yields the lowest value of Ψ(x).
Sparsity and Fourier coefficient magnitudes are insensitive to spatial shifts, reversal, and global phase, so we find the best alignment/reversal and global phase for the reconstructed signals before evaluation. The best alignment is identified for both the reconstructed signal and its reversed version by cross-correlation with the true signal. A global phase term is then estimated from the version with the best alignment. For evaluation, a sparse threshold of 0.05 is used to identify the sparse support of the reconstructed signal. The sparse support of a correctly detected signal matches that of the true signal. In our first experiment, we reconstruct a 128-element 1D signal using both Laplace (p = 1) and Gaussian noise models (p = 2) and ADMM with different values of penalty parameter µ, for different degrees of sparsity and numbers of measurements. Since the optimal ADMM parameter may differ between earlier and later majorizer minimization iterations, we compare the convergence rates for different choices of µ in both the initial and next-to-last runs of ADMM. Figures 2  and 3 portray, for sparsity K = 6, M = 64 noiseless measurements, and Laplace (p = 1) and Gaussian (p = 2) noise models, respectively, the objective function convergence rates over I ADMM = 50 ADMM iterations for the three best choices of µ, relative to the best objective function value observed over 200 ADMM iterations. Running the same experiment for different sparsity K = 8 and M = 128 measurements yield similar results to the example shown, with the same optimal µ's. In this experiment, we observe the optimal choice of µ for the proposed method with p = 1 does not change much from the initial to the next-to-last run of ADMM, changing only from µ = 1 to µ = 10. However, a minor change in µ can make a huge difference in convergence rate, especially in later iterations, so using an adaptive scheme like the heuristic method described in [46] would help maintain fast convergence. The optimal choice of µ appears more stable in the p = 2 case, as µ = 0.1 yields the fastest objective function convergence for both early and later runs. The optimal choices of µ in both instances do not appear to change with sparsity K or number of measurements M , or the associated changes in β, so we used these values of µ throughout the experiments that follow.
To study the effects of varying β on the performance of the algorithm, we focus on reconstructing 1D signals using either Laplace or Gaussian noise models for varying degrees of sparsity. Here, we used 40 random initializations for both p = 1 and p = 2 cases. In [39] , the optimal range of β for the proposed method with p = 1, q = 2 is shown to scale roughly linearly with the number of measurements. Here, we evaluate the proposed method with both Laplace and Gaussian noise models for M = N = 128 noise-free measurements. Figure 4 plots the percentage of 50 trials reconstructed with the correct support versus the regularization parameter for different sparsity levels K = 3, 6, 8, for both noise models.
For comparison, we also evaluate the sparse Fienup method, with the image-domain projection modified to project the signal onto the 1-norm ball with x 1 ≤ β, for different values of regularization parameter β in Fig. 5 . This modification replaces the hard-thresholding sparse projection onto the 0-"norm" ball with a 1-norm projection more closely aligned with the sparsity penalty used in the proposed method. We call this modified method L 1 -Fienup in the results that follow.
This L 1 -Fienup method exemplifies the great importance the choice of β has on the reconstruction quality. Not only does β greatly influence the chance of correct support detection, but the optimal choice of β greatly depends on the sparsity K of the signal. The optimal β for K = 8 would work extremely poorly for K = 3, and vice versa. The dependence on β of the proposed method is very similar, for both noise models. The p = 1 case demonstrates less variation in the correctness as a function of β than the p = 2 case, but a reasonably good choice of β is necessary for correct reconstruction with either noise model. The optimal choices of β were computed for all the values of K, without noise, used in the experiments that follow, including the 2D image comparisons. 
VI. MONTE CARLO COMPARISONS (1D)
We compared phase retrieval methods using Monte Carlo simulations for different values of sparsity K and number of measurements M , with 50 trials each. We compare the proposed method with both p = 1 (Laplace) and p = 2 (Gaussian) data fit models against both the L 1 -Fienup method described previously and the GESPAR greedy method recently developed for the Gaussian noise model. Table I highlights the differences between the four methods.
These methods all use multiple initializations, with 40 initializations for L 1 -Fienup and the proposed method with p = 1, and with 50 initializations for the proposed method with p = 2. The GESPAR method tests different initializations until the sparse signal achieves data discrepancy below a fixed threshold. The percentage of trials with correctly reconstructed (detected) signal supports is shown for all four methods in Fig. 6 , as a function of both number of measurements M (with five outliers) and sparsity of the true signal K. In addition, the average mean squared error (MSE) is reported in Fig. 7 in terms of peak signal to noise ratio, PSNR = 10 log 10 1 MSE , where the maximum true signal amplitude is one. To achieve the results shown, we had to increase the support detection threshold to 0.2 for the proposed method with p = 2 only, suggesting inadequate convergence for the Gaussian model.
These results suggest that the proposed method with the Laplace model p = 1, which more closely models the outliers in the measurements, attains the best performance of the four methods tested, in terms of both support recovery and PSNR. Figure 8 depicts trends in the correctness and PSNRs of the four methods as the number of outliers increases.
VII. IMAGE COMPARISONS (2D)
To demonstrate how the proposed method performs for image reconstruction, we examine the two-dimensional case with undersampled measurements corrupted by 10 outliers. The 512 × 512-pixel star of David phantom used in [39] is inspired by the real example image shown in [57] . The DFT of this image is randomly undersampled by a factor of two and reconstructed using both the proposed and the state-of-theart algorithms. The reconstruction using the proposed method with the Laplace model produces a nearly-perfect image. The L 1 -Fienup method yields an image with degraded or missing dots, especially in the lower left and right triangles, and near the top. The proposed method with a Gaussian model produces a more consistent reconstruction than the L 1 -Fienup method, but a number of additional dots near the center are visible. The p = 2 case shown uses µ = 1; setting µ = 0.1 degrades reconstruction quality in this case. 
VIII. DISCUSSION
Phase retrieval relies heavily on side information to reproduce a quality image. We employ sparsity in the image domain, or dictionary-based sparsity, to identify the best image among all those that share the same magnitude Fourier spectrum. Resolving this ambiguity becomes even more challenging in the face of measurement noise, especially outliers, and undersampling the Fourier spectrum. The proposed method using a Laplace noise model excels at reconstructing images despite these conditions, greatly improving upon other techniques and the Gaussian noise model for such data.
Parameter tuning does not appear to be more challenging than with existing methods in our simulations, especially considering the actual sparsity K usually is not known. Future research concerning automatic calibration and generalization of parameter selection is ongoing [58] , and phase retrieval would appear to be an excellent application, based on its sensitivity to the choice of regularization parameter β. Additionally, using an adaptive heuristic for the penalty parameter µ appears to offer satisfactory convergence without substantial additional tuning. Further experiments on larger sets of different data are necessary, however, to draw more general conclusions about these parameters.
Paired with parameter selection, multiple initializations are also essential to overcome the nonconvexity of the inverse problem and find a reasonable (hopefully) global solution.
Although we investigated promising techniques for initializing our method, like Wirtinger flow [59] , randomly selecting multiple initial majorization vectors s 0 appears to be more robust. However, using multiple initial choices for s 0 proportionally increases in computational burden. Combined with the multi-layered nature of the proposed algorithm, the overall reconstruction time becomes an issue in higher dimensions. In the 2D image reconstruction case, running a reconstruction for a single choice of β (and multiple choices were used for parameter tuning reasons) consumed several hours on a modern processor running MATLAB. Efforts to accelerate convergence of the proposed algorithm, such as applying momentum [60] , would be well worth further study.
Computational costs aside, our method clearly outperforms the L 1 -modified Fienup method and GESPAR, when outliers are present in the data. Our method improves both the likelihood of correct support recovery and the overall normalized MSE in both 1D Monte Carlo and 2D image simulations.
Our framework may extend to more general regularizers R(Gx) via generalization of the x-update step to nest an algorithm like split Bregman iteration. Such a modification would enable analysis-form sparsity regularization with total variation or undecimated wavelets. The x-update step also can accommodate other priors or constraints, like support information or nonnegativity, by using an appropriate nested algorithm in place of soft-thresholding or FISTA. 
IX. CONCLUSION
The key contributions of this paper are two-fold. First, a general framework was proposed that extends phase retrieval reconstruction to measurements corrupted by outliers in the data. A multi-layered implementation of this general framework was developed featuring multiple initializations, majorization-minimization, and ADMM. Secondly, the sensitivities to both the regularization and penalty parameters present in the reconstruction framework and algorithms were studied, aiming to provide a fast, robust, and correct reconstruction method. The analysis of the proposed method then shifted to a direct comparison against competing methods including an L 1 -modified sparse Fienup method and the greedy algorithm known as GESPAR. These comparisons included both a 1D Monte Carlo experiment to establish quantitative advantages over existing methods, and a 2D image reconstruction visually demonstrating the improvements achievable using this method, even with relatively few outliers in the data.
APPENDIX A UPDATING u: SQUARED-MAGNITUDE LAPLACE CASE
In this case, f (·) = (·), and q = 2. When y m < 0, f + (u) is always greater than f − (u), so the solution is always the minimizer of f + (u). Otherwise, we must consider all three cases.
Let 
The function f + (u) is quadratic in u, so completing the square yields
The minimizer is simply u − = e. The minimization of f + (u) or f − (u) along the curve on which both functions are equal-valued, involves parameterizing this curve and minimizing f + (u) as a function of this parameter. These functions are equal when |u| 2 − y = y + |s| 2 − 2|s|Re{ue −ı∠s }, which corresponds to the circle |u + s| 2 = 2(y + |s| 2 ). The parameterization then correponds to the angle along the circle; call it θ. The curve of interest is (u+s) = 2(y + |s| 2 )e ıθ . Incorporating this parameterization into f + (u) yields
which is minimized when θ = ∠((1 + η)s + ηd). So, u ± = 2(y + |s| 2 )e ı∠((1+η)s+ηd) − s.
APPENDIX B UPDATING u: SQUARED-MAGNITUDE GAUSSIAN CASE
In this case, f (·) = (·) 2 , and q = 2. Again, as with the Laplace distribution, when y m < 0, f + (u) > f − (u), so we always minimize f + (u). Otherwise, we consider all three cases.
Again 
Writing f + (u) in terms of the magnitude |u| and phase ∠u of u,
which is clearly minimized when ∠u = ∠d, when cos(∠u − ∠d) = 1. Then, f + (u) becomes a quartic equation in |u|, which has the derivative df + (u) d|u| = 4|u| 3 + (2η − 4y)|u| − 2η|d|.
The function f + (u) is minimized either when the derivative is zero or when |u| = 0. The depressed cubic equation will have between zero and three nonnegative real roots, which can be found analytically. Note that if there are three positive real roots, since the cubic must be increasing below the least positive root, the derivative at |u| = 0 is negative, and the fourth candidate point |u| = 0 cannot be the global minimum.
The minimizer u + is the candidate point with minimum function value f + (|u|), multiplied by e ı∠d .
Finding a minimum of f − (u) is straightforward. Defineū = ue −ı∠s , andd = de −ı∠s . Then, f − (ū) = η|ū −d| 2 + (y + |s| 2 − 2|s|Re{ū}) 2 .
Separating the real and imaginary parts, we observe
which is clearly minimized when Im{ū} = Im{d}. The real component is quadratic in Re{ū}, so differentiating with respect to Re{ū} yields df + (ū) dRe{ū} = 2η(Re{ū} − Re{d}) + 4|s|(2|s|Re{ū} − (y + |s| 2 )),
which is minimized at Re{ū} = ηRe{d} + 2|s|(y + |s| 2 ) η + 4|s| 2 .
This closed form solution yields u − = (Re{ū} + ıIm{ū})e ı∠s .
Minimizing f + (u) along the curve f + (u) = f − (u) requires parameterizing the curve. Again, defineū = ue + ηc 2 . For convenience, let r 1 = 2c 0s , and r 2 and α be the magnitude and phase of 2c 0 (2c 1s +η(s+d)). Differentiating with respect to θ, df + (ū(θ)) dθ = r 2 sin(θ − α) − 2r Defining ξ such that θ = 2 arctan ξ, we have sin θ = sin(2 arctan ξ) = This quartic equation can be solved analytically; the real root that corresponds to θ with the minimum f + (ū(θ)) is used to generate u ± = (c 0 e ıθ −s)e ı∠s , which is valid as long as |u ± | 2 > y. Also, one must consider θ = ±π, which correspond to ξ = ±∞, in case either extreme point minimizes f + (ū(θ)).
