In this new era, where tremendous information is available on the internet, it is most important to provide the improved mechanism to extract the information quickly and most efficiently. It is very difficult for human beings to manually extract the summary of a large documents of text. There are plenty of text material available on the internet. So, there is a problem of searching for relevant documents from the number of documents available and absorbing relevant information from it. In order to solve the above two problems, the automatic text summarization is very much necessary. Text summarization is the process of identifying the most important meaningful information in a document or set of related documents and compressing them into a shorter version preserving its overall meanings.
Introduction
Text summarization is a process of extracting or collecting important information from original text and presents that information in the form of summary. In recent years, need for summarization can be seen in various purpose and in many domains such as news articles summary, email summary, short message of news on mobile etc. The automatic summarizer in general selects important sentences from the document and groups them together, it consumes less time or time saving to understand the content within the large document. The aim of automatic text summarization is to convert large document into shorter one and store important content.
The automatic summarization of text is a wellknown task in the field of natural language processing (NLP). There are two general approaches to automatic summarization: extraction and abstraction. Extractive methods work by selecting a subset of existing words, phrases, or sentences in the original text to form the summary. In contrast, abstractive methods build an internal semantic representation and then use natural language generation techniques to create a summary that is closer to what a human might express. Such a summary might include verbal innovations.
Problem Definition
This paper describes a system for the summarization of single document. The system produces single document summaries using clustering techniques for identifying common terms across the set of documents. For each term, the system identifies representative passages that are included in the final summary. Results of our evaluation are also presented.
Application Areas
Text Summarization has been shown to be useful for Natural Language Processing tasks such as Question Answering or Text Classification and other related fields of computer science such as Information Retrieval. Since Geographical Information Retrieval can be considered as an extension of the Information Retrieval field, the generation of summaries could be integrated into these systems by acting as an intermediate stage, with the purpose of reducing the document length. These are some applications where text summarization can be used across the enterprise: 1 Newsletters: Many weekly newsletters take the form of an introduction followed by a curated selection of relevant articles. Summarization would allow organizations to further enrich newsletters with a stream of summaries (versus a list of links), which can be a particularly convenient format in mobile.
2.
Search marketing and Search Engine Optimization (SEO): When evaluating search queries for SEO, it is critical to have a wellrounded understanding of what your competitors are talking about in their content. This has become particularly important since Google updated its algorithm and shifted focus towards topical authority (versus keywords). Multi-document summarization can be a powerful tool to quickly analyze dozens of search results, understand shared themes and skim the most important points. 3 Internal document workflow: Large companies are constantly producing internal knowledge, which frequently gets stored and under-used in databases as unstructured data.
These companies should embrace tools that let them re-use already existing knowledge. Summarization can enable analysts to quickly understand everything the company has already done in a given subject, and quickly assemble reports that incorporate different points of view 4 Financial research: Investment banking firms spend large amounts of money acquiring information to drive their decision-making, including automated stock trading. When you are a financial analyst looking at market reports and news every day, you will inevitably hit a wall and won't be able to read everything. Summarization systems tailored to financial documents like earning reports and financial news can help analysts quickly derive market signals from content. 5 Legal contract analysis: Related to point 4 (internal document workflow), more specific summarization systems could be developed to analyze legal documents. In this case, a summarizer might add value by condensing a 6 contract to the riskier clauses, or help you compare agreements. 7 Social media marketing: Companies producing long-form content, like whitepapers, e-books and blogs, might be able to leverage summarization to break down this content and make it sharable on social media sites like Twitter or Facebook. This would allow companies to further re-use existing content. 8 Question answering and bots: Personal assistants are taking over the workplace and the smart home. However, most assistants are fairly limited to very specific tasks. Large-scale summarization could become a powerful question answering technique. By collecting the most relevant documents for a particular question, a summarizer could assemble a cohesive answer in the form of a multi-document summary.
Proposed Methodology 2.1. Objective
There are many aspects and research regarding automatic document summarization that, apart from their importance, cannot be investigated. Our system is subjected to have a wider scope and to build a document summarization using Feature extraction method and Clustering, providing the central idea behind a textual matter to the user that is easier to understand and quicker to read.
Proposed System
The aim is to auto summarize documents. The proposed system works on the extractive summarization based approach; the system calculates the frequency weightage of each word in the sentence in the entire document and also validates for the parts of speech of the words then assigns a total score for the sentences. System then incorporates the clustering technique for extracting the final summary sentences. The architecture of the proposed system is given in and web sources obtained from the URL. The input file may include certain common words such as root words or stop words (a, an, the, etc.), illegal characters and spaces; all these words are eliminated in the pre-process phase. Tokenization is the process of converting a sequence of characters into a sequence of tokens. In the feature extraction phase, the sentences are attached with the weights or scores which are used to prioritize them. In the Clustering phase the clusters are formed based upon the sentence scores and are segregated into lowest and highest weighted sentences from which the final phase provides the output based upon the highest scored clusters.
Scope
Extracting data from publication reports is a standard process in systematic review (SR) development. However, the data extraction process still relies too much on manual effort which is slow, costly, and subject to human error. In this study, we developed a text summarization system aimed at enhancing productivity and reducing errors in the traditional data extraction process.
Implementation

Software Libraries
The system uses the NLTK python module for achieving the NLP (Natural Language Processing) tasks. The NLTK provides tokenization for sentences and words, stop words and stemming of words to root forms. The Library also provides POS (Parts of Speech) tagger for identification of parts of speech in the data. Beautiful Soup module is used for HTML parsing. The pyFPDF is used for flushing the output to the pdf document. The communication with the HTML source document on web is provided by the urllib module.
Class Diagram
Class diagram is a static diagram. It represents the static view of an application. Class diagram describes the attributes and operations of a class and also the constraints imposed on the system. The class diagrams are widely used in the modelling of objectoriented systems because they are the only UML diagrams, which can be mapped directly with objectoriented languages. Class diagram shows a collection of classes, interfaces, associations, collaborations, and constraints. It is also known as a structural diagram.
There are 5 main classes in our proposed system: User Interface, Preprocess, Tokenize Sentences, SentenceScoring, and Clusterize classes. Each of their fields and methods are going to be used in order to calculate the sentence features and extract the summary. The class diagram of the proposed method is shown in below 
3.3.Modules
The system is implemented using the libraries available in python programming language and divided into four modules. 
Clustering Module
The description and usage of these modules is explained under the module description section. Each of these modules consists of defined classes, where each class performs a specific task or operation through its defined methods.
Module Description 1. User Interface Module: This module allows for
the user interaction, providing the input for processing and generating the output to the user. This module uses the python tkinter library for generating the interaction components such as main window, buttons, text input. All the object instantiations and method invoking occurs in this module. 2. Pre-process Module: This module has the duty of filtering the input data through the processes such as removal of stop words, reduction of words to root forms, formatting of spaces and unrecognized symbols through the pre-process class. Then this module consists of the Tokenization class that performs the splitting of the data into sentences and words. 3. Feature Extraction Module: When the input data to an algorithm is too large to be processed and it is suspected to be redundant then it can be transformed into a reduced set of features (also named a feature vector). Determining a subset of the initial features is called feature selection. The core module for the application is calculating the sentence score and assigning the weights to the sentences. This process is done in Sentence Scoring class. 4. Clustering Module: K-means clustering is one of the simplest and popular unsupervised machine learning algorithms. Typically, unsupervised algorithms make inferences from datasets using only input vectors without referring to known, or labelled, outcomes. This module clusters the weighted sentences to form a cluster of major sentences to be chosen for the summary.
Results
Testing
System testing is performed on the entire system in the context of either functional requirement specifications (FRS) or system requirement specification (SRS), or both. System testing tests not only the design, but also the behavior and even the believed expectations of the customer. The following tables depicts the testing done to the system:
Test Case-1:
For test case-1 a local text document is provided as an input and the output file is generated and is described in table 1. Test Case-2: For test case-2 a web URL link is given as a source for input and the output file is generated and is described in table 2. Test Case-3: For test case-3 an unsupported file document is given as an input and the output file is not generated and is described in table 3. Test Case-4: For test case-4 an invalid URL link or an error-based web page is given as an input and the output file is not generated and is described in table 4. 
Screenshots
User Interface: This is the graphical user interface where the user provides a file location and gets a summarized output as shown in The accuracy obtained for the output is 77.8. The accuracy obtained for the output summary generated is 82.1. 2 We have also taken input from the specified URL on internet. The below Fig 8 shows the sample output. The accuracy obtained for the above output summary is 47.0. Another specified URL on the internet is taken as the input for the system, given below in Fig 9 is the output generated for the specified URL. The accuracy obtained for the above output is 53.5.
Conclusion
The rate of information growth due to the World Wide Web has called for a need to develop efficient and accurate summarization systems. Although research on summarization started about 50 years ago, there is still a long trail to walk in this field. Over time, attention has drifted from summarizing scientific articles to news articles, electronic mail messages, advertisements, and blogs. Both abstractive and extractive approaches have been attempted, depending on the application at hand. Majority of the work was traditionally focused on extractive approaches due to the ease of defining hard-coded rules to select important sentences than generate new ones. Also, it promises grammatically correct and coherent summary but they often don't summarize long and complex texts well as they are very restrictive. Usually, abstractive summarization requires heavy machinery for language generation and is difficult to replicate or extend to broader domains. In contrast, simple extraction of sentences has produced satisfactory results in large-scale applications. The application has achieved its objectives thereby reducing the input textual matter or data to a more concise reduced summarized output.
Future Enhancements
Currently the paper aims to produce summaries for single documents on the extractive approach. However, we can focus on a much more effective application that is capable to generate more precise summaries based on contexts using a wide range high level technology such as deep learning, neural networks. Abstractive summarization systems generate new phrases, possibly rephrasing or using words that were not in the original text. Naturally abstractive approaches are harder. For perfect abstractive summary, the model has to first truly understand the document and then try to express that understanding in short possibly using new words and phrases. Much harder than extractive. Has a complex capability like generalization, paraphrasing and incorporating real-world knowledge? The traditional rule-based AI did poorly on Abstractive Text Summarization. But the recent advances in Deep Learning changed that for the good. The text summary with deep learning is still under research.
