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ABSTRACT 
In this work, large eddy simulations (LES} of mixing and reactions in the ISU planar jet 
reactor have been carried out. Simulations were performed using the LES model available in 
FLUENT~'~, a commercial simulation package for flow and reactions. Flow geometry and 
mesh were created in GAMBIT~'~ and exported to the solver. Large eddy simulations model 
scales of flow that axe smaller than a threshold scale and resolve those larger than the same. 
The interactions between these two ranges of scales can be modeled as a subgrid stress term 
in the model equations for flow, i.e., the Navier-Stokes equations. Thus, in order to solve 
the equations for a given flow situation, a model has to be provided for the stress term. In 
our simulations, Smagorinsky's model has been used to model the stress term. This model 
is aeddy-viscosity type model and has a single parameter Cs which determines the model 
behaviour. It has been shown that this constant is not universal and is dependent on local flow 
conditions. This work has confirmed that the value of CS is dependent on local flow conditions 
and is not a universal constant. Due to the fine meshes that were used, the effect of Cs on the 
simulations was not pronounced. Mixing in the reactor was simulated by incorporating athree-
environment model in the LES scheme. A finite mode probability density function ~FMPDF} 
approach was adopted to study the micromixing. The micromixing rate was modeled using the 
rrequilibrium hypothesis" and its value was obtained from flow information. A simple reaction 
(A ~-- B ~ C} was studied using a single reaction progress variable when the reactor is operated 
under premixed configuration. 
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Chapterl Introduction 
Fluid flow has always been a source of fascination for Man and the advent of scientific 
thinking aided in directing that fascination toward understanding its nature thus giving birth to 
the science of fluid mechanics. Turbulent flows occupy a significant position in the study of fluid 
flows and occur commonly in flows such as water issuing out of a faucet, smoke issuing out of a 
chimney etc. However, despite their ubiquity, turbulent flows have remained a challenge to the 
physicist and the engineer alike. The unpredictability and randomness of turbulent flows have 
rendered them practically inamenable to analytical treatment by conventional mathematical 
methods. The difficulties faced by scientists studying turbulence were summed up by the British 
physicist Horace Lamb: 
"I am an old man now, and when I die and go to heaven there are two matters 
on which I hope for enlightenment. One is quantum electrodynamics, and the other 
is the turbulent motion of fluids. And about the former I am rather optimistic." 
The mathematical model for physical flows is a set of conservation equations for mass, mo-
mentum and other scalar quantities associated with the flow. This system of partial differential 
equations can be written in a dimensionless form wherein the various flow quantities involved 
are represented by dimensionless numbers such as the Reynolds number (Re), Prandtl number 
(Pr), Schmidt number (Sc) and so on. The basic assumption made in the derivation of the 
conservation equations is that the fluid is a continuum (i. e., it is not made of discrete units) is 
true for most practical situations and so the model is valid over a wide range of Re, Sc and Pr 
values. Typically, high Re values imply that the flow is turbulent and such flows exhibit random 
behavior with respect to space and time. Hinze [38J describes turbulent flow as "... an irregular 
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condition of flow in which the various quantities show random variations with time and space 
coordinates, so that statistically distinct average values can be discerned". Due to the random 
nature of the various flow variables, analytical solutions seldom exist for the general system 
of equations and numerical solution is usually the inevitable alternative. The collective term 
for the various numerical solution methods is Computational Fluid Dynamics (CFD). Some of 
the common CFD methods are Direct numerical simulation (DNS), Reynolds-averaged Navier 
Stokes equations (RANS) methods, Large eddy simulation (LES), Probability density function 
methods. 
Direct Numerical Simulation 
Direct Numerical Simulation (DNS) is the most accurate of all numerical methods since it 
resolves the entire range of spatial and temporal scales in turbulent flows. DNS methods solve 
the Navier-Stokes equations along with the relevant initial and boundary conditions directly. 
It should be noted that, due to the randomness of turbulence, every single simulation produces 
a single realization of the flow under the same set of conditions. The computational expense 
involved in DNS is hyperlinearly proportional to the Reynolds number (Re) [22, 68]. Thus, 
performing DNS for turbulent flows is a highly computation-intensive task. The reason for 
this is the range of spatial and temporal scales that have to be resolved when attempting to 
simulate such flows. The ratio of the largest to the smallest possible length (and time) scales in 
any turbulent flow is a measure of the computational expense involved in resolving the range of 
spatial (and temporal) scales. These ratios are hyperlinearly proportional to Re and thus for 
highly turbulent flows, the computational expense increases to mammoth proportions ! [22]. 
With present computational capabilities, however, DNS of some simple flows has been possible 
for very high Re flows [40]. Typical DNS methods involve use of spectral techniques which are 
explained elsewhere [68]. 
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Modeling methods 
Despite the fact that DNS provides complete information about the state of a turbulent 
flow field, modeling techniques can be used as an efFicient alternative to DNS whenever possible. 
Some of the modeling techniques are described in this section. 
BANS methods 
These methods describe turbulence using ensemble-averaging which involves averaging the 
governing equations over a few realisations of the flow. When ergodicity is satisfied, ensemble-
averaging is equivalent to time-averaging which involves averaging the governing equations over 
a few time intervals. This gives rise to the Reynolds Averaged Navier-Stokes equations (RANS) . 
These equations represent the transport of the corresponding time averaged quantities. The 
RANS equations, when compared to the Navier-Stokes equations have additional stress terms. 
These terms arise as a result of the averaging process and have to be "closed" in order to solve 
the system of equations. However, information about these terms cannot be directly extracted 
from the model equations and therefore a method has to be formulated to estimate these terms. 
This is the turbulence "closure problem" . A variety of turbulence closures have been proposed 
and almost all of them involve modeling the stress terms that arise out of the averaging process. 
These models involve either a length scale or a velocity scale or both. The success of a given 
model is determined by the proper selection of the model parameters [22] . 
Large eddy simulations (LES) 
Large eddy simulation uses spatial filtering and resolves the most energetic motions in the 
turbulence field. The computational expense involved in a typical LES is between that of DNS 
and RANS [68]. The reduction in the computational expense is achieved by attempting to 
capture only the laxgest eddies in the flow. Conceptually, LES involves the following steps [68]: 
1. The velocity field is decomposed into a filtered variable and a residual variable by defining 
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a filtering operation. The filered velocity field, which is three dimensional and time 
dependent, represents the motion of the largest eddies. 
2. The conservation equations for the filtered fields are derived from the Navier-Stokes equa-
tions. The momentum conservation equations contain a residual stress tensor term which 
arises as a result of the residual motions. 
3. The residual stress term is modeled in order to obtain closure. 
4. The resulting closed system of governing equations is solved for the filtered velocity field. 
The accuracy of an LES calculation is dependent on the filtering operation chosen since the 
filtering operation directly affects the model chosen for the residual stress tensor. From a CFD 
view point, this issue is of importance since the grid, along with the discretization scheme, acts 
a filter. The motions that are not resolved by the grid are therefore, sub-grid scale motions 
and the models are called as sub-grid models. The various models that have been proposed for 
the residual stress tensor are described in Chapter 2. Validation of the results from a model 
may be done either a priori or a posteriori. Using filtered DNS data for validating the results 
from an LES calculation is called a priori testing since the velocity fields are already available 
from DNS. In a posteriori tests, the statistics from the LES calculation are compared against 
those obtained from DNS calculations. In general, the use of a priori testing is very limited 
and the real success of a model depends on its a posteriori validation against DNS data. 
CFD of mixing in reactors 
Mixing characteristics are of great importance in reactors since they control a variety of 
aspects of the product quality as well as the operation of the reactor. Therefore, the main 
thrust of research in CFD in industrial applications is in understanding the physics of mixing 
in typical reactor flows. Due to the non-ideality of such flows, mixing characteristics in a reactor 
must be studied as a combination of two mechanisms namely macromixing and micromixing. 
Macromixing concerns the mixing of larger elements of the fluid and describes mixing at scales 
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that are comparable to those of the flow. It does not provide details about the interactions 
between the fluid elements of various ages. This information is provided by micromixing which 
considers the interactions between fluid elements which have spent different times within the 
reactor. Micromixing models which describe mixing characteristics based on the state of the 
local flow have been proposed and can be coupled with the Eulerian transport equations of 
CFD and solved [26]. 
Motivation and objectives 
The ISU planar jet reactor project was motivated by the ever increasing need in the chemical 
process industries to develop cleaner sustainable technologies. Strategies to control pollution 
at its very source, i.e., the chemical process must be developed. Pollutants are caused by poor 
selectivity in reactions such as polymerization which involve intermediates. Typical process 
flows are turbulent and as mentioned earlier, selectivity of reactions in such flows is influenced 
to a large extent by the nature of mixing. Thus an in-depth understanding of mixing in process 
flows is necessary to develop processes for better selectivity. Turbulent mixing studies have been 
carried out by many workers in the past and a large amount of knowledge has been assimilated 
in the process in the form of micromixing models [2). However, successful validation of these 
models for inhomogeneous liquid phase reacting flows in a well defined geometry has not been 
performed. The need to develop and validate CFD mixing models for liquid phase reactions 
has motivated our work. The objectives of the project are to validate CFD models for velocity 
and scalar fields against experimental data. Experimental data can be obtained using Particle 
Image Velocimetry (PIV) for velocity field and Planar Laser Induced Fluoresence (PLIF) for 
passive scalar field. 
The present work uses the LES model to simulate the velocity field. In performing large 
eddy simulations of the reactor, the following were set as objectives: 
1. To investigate the effect of including asub-grid scale model on the flow simulations, 
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2. To investigate the effect of model parameters on the sub-grid scale model, 
3. To obtain velocity field data for validation with experiments, 
4. To study micromixing of a passive scalar in the reactor using a suitable model and 
5. TO obtain passive scalar field data for comparison with experiments. 
Outline of thesis 
In Chapter 2, we discuss large eddy simulations from the modeling and CFD viewpoints. 
The various approaches for modeling the residual stress terms are discussed and their relative 
merits are evaluated. A review of available literature on micromixing is presented. In Chapter 3 
results from our large eddy simulations of the velocity field in the reactor are presented and the 
significance of the results is discussed. In Chapter 4 mixing and reaction studies are described. 
A three-environment micromixing model was used in describing passive scalar mixing. A single 
reaction progress variable was used in studying the effect of mixing on a simple reaction. Our 
overall conclusions from the work are presented in Chapter 5 along with a brief description of 
the scope for future work in this direction. 
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Chapter2 Review of literature 
The filtering operation 
In LES, the velocity field is filtered inorder to achieve scale separation i.e., to differentiate 
between large and small length scales. In order to do this, a reference or cutoff scale has to be 
specified. Those scales that are larger than this cutoff scale are designated as large or resolved 
scales and the smaller scales are designated as subgrid scales [71]. These scales are accounted 
for by a statistical subgrid model. 
Mathematical formulation of the filtering operation 
Scale separation is achieved by applying a scale high-pass filter (low-pass in frequency) to 
the exact solution. This filtering may be mathematically expressed as a convolution product 
in physical space. Thus, the resolved part ~(x, t) of a space time variable ~(x, t) is defined 
formally by the relation [71]: 
~(x, t) _ ~(x', t')G(x — x', t -- t')dx'dt' 
_~ _~ 
(2.1) 
in which the convolution kernel G is characteristic of the filter used. There are three most 
widely used filters for spatial scale separation. For a given cutoff length O, these are 
• Box or top-hat filter 
Z.f I X - X
i I ~ O 
0 otherwise. 
(2.2) 
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• Gaussian filter 
1~2 — x—x' zG(x — x') _ 
\~02 / eXp 'Y 1 0 2
the value of ry is usually taken to be equal to 6 [71]. 
• Spectral or sharp cutoff filter 
G(x — x') — sin ((X (xX/)x')) (where k~ = Q ). 
Non-uniform filtering 
(2.3) 
(2.4) 
The filters described in the last section are applicable to homogenous flows. LES of inho-
mogeneous flows requires the use of filters with variable width which are different from isotropic 
filters. Ghosal and Moin [31] proposed an alternative definition for the filtering operation in the 
context of a non uniform grid. With their new definition, they showed that the commutation 
error is of second order in filter-width and derived the filtered Navier-Stokes equations based 
on this definition. In their work, these authors also showed that avariable-width filter could 
be derived from a fixed width filter using anon-linear mapping procedure. The commutation 
error associated with such filters approaches zero with the filter width. The filtering operation 
is given by: 
-~ 
~ (x') dx', 
_
(2.5) 
where G satisfies the properties of normalisation, boundedness, localisation and is even. The 
nonlinear mapping scheme is given by 
r=f(=) (2.6) 
where f (x) is a monotonic differentiable function. The non uniform grid spacing S (x) is then 
given by 
b (x) _  ~ 1' (x) X2.7) 
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A new function based on this non linear mapping procedure is defined as 
~2.8~ 
Applying the filter to the new function, 
~G (x) = d (r) _ ~ f~~Grf~x)Qf(x )1 J l 1 
This is then expressed in physical space using the definition 
~ (x'~ dx' . (2.9) 
'~~x)=0 feG 
~1~x)Qf~x )~'~~x~1~~Y~dy'. (2.10) 
This filter is called the Second Order Commutating Filter (SOCF). This is called so because the 
commutation error is of second order as a function of the filter width. An asymptotic expansion 
for the commutation terms was also developed and it was shown that as many higher order 
terms as may be necessary could be added to this expansion as correction terms. However, 
addition of these correction terms necessitates additional boundary conditions which can be 
derived from the boundary conditions at the walls. 
The filtered conservation equations 
In this section, the application of a homogenous filter to the Navier-Stokes equations is 
presented. These equations provide the basis for the development of models for the residual 
stress tensor. The governing equations for the flow, the Navier-Stokes equations, i.e., 
aUi =o, 
axe 
aU2 a _ ap a aU2 aU~ 
at axz a~z axe axe axe
In the homogenous case, the application of the filter to the velocity field enables the de-
composition of the velocity field in the following way, 
UZ = Ui + ui . (2.13) 
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When the filter is applied to the set of governing equations, the resulting filtered conserva-
tion equations are, 
aU2
=0, a~2
aUi a   _ ap a aUi aU j 
+ (UiU~) _ +v ~-  2 = 1,2,3. 
at axe axe axj ax j axe 
(2.14) 
(2.15) 
The term UZUj has to be expresses in terms of UZ and u2 which are the only unknowns in 
the system. In physical space, the nonlinear term can be expressed as a function of UZ and u2 
as 
UZ Uj - (UZ + uzl Uj + uj -UZUj + UZuj +Uju2 -}- u2uj . (2.16) 
Based on the above relation, the stress term TZ~ can be defined in the following manner [45]: 
TZj =L Zj +CZj +RZj =UZUj — UZ Uj (2.17) 
where the Leonard stress term LZj represents the interactions between the resolved scales, 
the cross stress term CZj represents the interactions between the large and the small scales and 
the Reynolds subgrid tensor RZj reflects the subgrid scale interactions. They are defined as, 
LZj = Ui Uj —UZ Uj, 
CZj = Uiuj +Uju2, 
(2.18) 
(2.19) 
RZj = u2uj . (2.20) 
Closure for the residual stress tensor 
The subgrid scale tensor term TZj in the filtered Navier- Stokes equations must be modeled 
inorder to include the effects of the subgrid scales. The subgrid scales are not explicitly solved 
for in LES and their existence cannot be determined locally based on space and time. Thus, 
the problem of closure in LES is two fold [71] . Firstly, the existence of any modes smaller than 
the smallest resolved mode has to be determined and secondly, the interactions between the 
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scales will have to be reflected in the model. The accuracy and quality of the simulation is 
dependent on the subgrid model's ability to reflect these interactions. 
Modeling strategies 
With the constraints enumerated in the earlier section, models may be proposed based 
on two approaches [71]. Both these approaches aim at modeling the interaction between the 
resolved and the residual field and its effect on the evolution of the resolved field. These 
approaches are structural modeling (in which the tensor Tz~ is constructed from an evaluation 
of the resolved field) and functional modeling (in which the model aims at providing the same 
effect as the subgrid terms on U). The functional models are discussed in the following section. 
Functional models 
~nctional models model the efFect of the subgrid terms on the resolved field and do not 
necessarily provide a model for the subgrid terms themselves. The basis of such models is 
the Kolmogorov hypothesis of local isotropy [41, 68]. In the case of fully developed isotropic 
homogenous turbulence, the study of inter-scale interactions is reduced to that of the kinetic 
energy transfers. Inter-scale interaction is modeled as being mainly by two mechanisms the first 
of which, called the forward energy cascade, involves the drainage of energy from the resolved 
scales by the subgrid scales and a second which involves a weak feedback of energy to the 
resolved scales and hence called the backward energy cascade [63, 71]. 
Models for the forward energy cascade 
The physical models for the forward energy cascade are subgrid viscosity models based on 
the hypothesis that the energy transfer mechanism from the resolved to the subgrid scales is 
analogous to the molecular mechanisms represented by the difusion term in which the molecular 
viscosity appears. It is also assumed that a characteristic length and a characteristic time 
are sufficient for describing the subgrid scales. Finally, complete scale separation between the 
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resolved and the subgrid scales is assumed to exist. 'Iwo of the more important subgrid-viscosity 
models are described below 
Smagorinsky model 
The Smagorinsky model [74] is based on the large scales. This model provides the following 
relationship between the subgrid tensor and the strain rate of the resolved scales: 
aU2 aU j 
Tij - -2 vTSij = - vT + ~ axj a~i (2.21) 
where is the SGS eddy viscosity. This is assumed to be a scalar quantity and can be 
expressed as 
"7' — ~c9d)2 ~si~si~)1~2 SZ~ _ (Csd)2 ~S~ SZ~ . (2.22) 
Germano-Lilly dynamic model 
Germano et al [30] proposed an alternate approach to modelling which the authors referred to 
as dynamic modeling. This procedure involves determining the value of the constant based on 
the local interactions between the resolved and subgrid fields. The smallest resolved scales are 
sampled and this information is used to model the subgrid scales. These authors define two 
filter operators - a grid filter and a test filter. The filter width of the test filter is assumed 
to be larger than that of the grid filter. Two different subgrid stress tensors result from this 
double filtering operation and the local Smagorinsky constant can be defined based on the 
instantaneous state of the flow. This procedure accounts for the effect of backscatter. Using 
this procedure, the authors performed LES of channel flows and found the results to be in 
good agreement with those obtained from DNS. The performance of the dynamic Smagorinsky 
model on anisotropic grids was studied by Scotti et al [73]. In this study, highly anisotropic 
discretisations were used in simulating forced isotropic turbulence. The authors suggest that 
when highly anisotropic grids are used, isotropic test filters should be used. 
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Wall models and boundary conditions 
Wall boundary conditions 
The problem of the multiple scales in the near wall region can be solved by either resolving 
or modeling this region. Resolving the near-wall dynamics directly entails sufficiently fine 
resolution to capture the production mechanisms in that region. Modeling the near wall region, 
on the other hand, specifies a wall model which provides the values of the velocity components 
and their gradients. This approach consequently does not require fine resolutions. 
Inflow conditions 
Inflow condition generation is an important aspect in a given LES since the conditions 
upstream of the computational domain affect the flow in the domain. The inlet boundary con-
ditions are usually generated by imposing random noises having the same statistical moments 
as the velocity fluctuations on the mean statistical profile. Thus the inlet velocity profile is 
described by 
u (xo, t) = U(xo) + u'(xo, t) , (2.23) 
where the mean field U is given by experiment, theory or steady computations and the 
function u` is generated by random numbers. 
LES of channel flows and mixing layers 
Laxge eddy simulations of channel flows was performed using the Smagorinsky model by 
Deardorff [20]. In this study plane Poiseuille flow at very large Reynolds numbers was simulated 
using a grid of 6720 points. The eddy shapes and the statistics were compared with those 
obtained by experiment. The agreement with experiments was from good to marginal. The 
author used a value of 0.10 for the model constant CS. LES of turbulent channel flow for a 
moderately high Reynolds number of 13800 with 516096 points was performed by Moin and 
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Kim [61]. A subgrid viscosity model was used to model the residual motions. The focus of the 
study was the structure of the flow in the vicinity of the wall. The residual stress model was 
based on Schumann [72J and defined a subgrid viscosity based on the resolved velocity field. 
These authors were able to find good agreement between simulation and experimental statistics. 
Further, they found that the computed flow pattern in the wall region was characterised by 
coherent structures of low and high speed streaks alternating in the spanwise direction which 
play a significant role in the energy transfer mechanisms in the near wall region. In an earlier 
study, these authors had studied the structure of the vorticity field in turbulent channel flow 
and had shown the existence of the hairpin vortices in the near wall region [63]. 
Turbulent mixing layers have been simulated using LES to a considerable degree of success 
using the various SGS models available. Vreman et al [81] tested six subgrid models for the 
residual stress tensor by performing large eddy simulations of a weakly compressible turbulent 
mixing layer. The six models tested were the Smagorinsky, similarity, gradient, dynamic eddy 
viscosity, dynamic mixed (in which the SGS terms are expressed as a sum of the modeled terms 
in dynamic similarity and dynamic eddy viscosity models) and dynamic Clark models. The 
results of the simulations were compared with the results obtained from a direct numerical 
simulation. These authors observe that the dynamic models yielded results that were in better 
agreement with the DNS results than the non-dynamic models. Simulations of a free shear 
mixing layer were also performed and the results of LES were tested for self similarity. Here 
again, the authors found that the dynamic models performed much better than the non-dynamic 
models. 
Cziesla et al [17] performed large eddy simulations of turbulent channel flow using exit 
boundary conditions. These authors investigated the influence of the exit boundary conditions 
on the vanishing first derivative of the velocity components for various grids. They showed that 
imposing periodic boundary conditions for a fully developed flow gave results that differed very 
little from those obtained by imposing inlet and exit boundary conditions. 
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Cabot and Moin [6] proposed approximate wall boundary conditions for large eddy simula-
tions of high Reynolds number flow. These authors used the dynamic procedure to determine 
the Smagorinsky coefficient with a second order finite difference scheme. The boundary condi-
tions in the near wall region were based on wall stress models. The various classes of models 
that were reviewed in this work were based on the law of the wall and thin boundary layer 
equations. Typical simulations were performed for wall shear stress Reynolds numbers ReT of 
4000 and 20000 in the case of channel flow. Results from these simulations were found to be 
satisfactory in predicting the core flows whereas there were numerous discrepancies in the neax 
wall region. 
Morinishi and Vasilyev [62] used a mixed subgrid scale model for the LES of wall bounded 
turbulent flow. The similarity model which is not suf~'iciently dissipative was coupled with the 
excessively dissipative Smagorinsky model and the model coefficients were computed using the 
dynamic procedure. This procedure did not perform very well in the case of wall bounded 
flows and the authors proposed a modification to this procedure. The modification consisted 
of determining the Smagorinsky parameter CS dynamically first and then determining the 
parameter CL dynamically. High-order fully conservative finite difference schemes were used 
in this study to minimise numerical diffusion. 
LES of micromixing and chemical reactions 
The effect of mixing on homogenous chemical reactions was first identified for its significance 
by Danckwerts [18]. In this pioneering work, it was proposed that the rate of a homogeneous 
reaction depends on the rate of encounter between reactant molecules. It was shown that in 
a reactor in which there is continuous flow of reactant fluids, the mean rate of the reaction 
cannot be described by the residence time distributions alone and that information about the 
mixing on a molecular level is also required. 
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Curl [16] studied dispersed phase mixing in atwo-liquid phase reactor in which drops are 
able to mix with one another by coalescences and redispersions. A model for the molecular 
interactions between fluid elements based on the processes of coalescence and redispersion was 
proposed which hence has come to be called by that name. 
Costa and 1~evissoi [14], and Villermaux and Devillon [80], independently developed and 
applied the interaction by exchange with the mean (IEM) model to describe the effect of mixing 
on chemical reactions. They applied the IEM model to study a vaxiety of reactions which range 
from simple second order reactions to autocatalytic reactions and the effect of segregated feeds 
on the yield in a CSTR. The exchange factor in the IEM model was observed to be correlated 
with the parameters characterising the turbulence in the reactor. 
Multiple environment models to describe micromixing and its effect on chemical reactions 
were proposed by Mehta and Tarbell [56, 57] . The three environment model of Ritchie and 
Togby [70] was improved upon by these authors to develop a four environment model which 
requires a single turbulent mixing parameter as input. The model was validated against ex-
perimental data for typical reactions in plug flow reactors and CSTRs. The generalised mi-
cromixing model (GMM) was developed by Villermaux and Falk [80] and attempts to describe 
turbulent micromixing in a reactor when two miscible fluids containing reactive species come 
into contact with each other. The authors presented a framework in which micromixing phe-
nomena can be described based on the exchange of fluid elements between the various environ~ 
menu which "march" in the flow domain. The authors showed that most of the micromixing 
models based on environments could be contained in the GMM. These authors also discuss the 
application of this model with respect to aparallel-competitive reaction in a recycle reactor. 
Li and Toor [50] studied the effect of mixing in a series-paxallel reaction experimentally 
and tested the predictions of four models including a model they developed for the yield. The 
closure model these authors developed were effectively single dimensional so their applicability 
to multiple dimensions by simple extension is difficult. Kosaly [43] reviewed Toor's hypothesis 
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which states that for a second order reaction, the degree of unmixedness is proportional to 
the unclosed chemical source term. Givi and McMurtry [34] performed DNS of non-premixed 
reactions in homogeneous turbulence by generalising Toor's hypothesis. Dutta and Tarbell 
[19] proposed first order closure models for turbulent reactive flows based on fast and slow 
reaction asymptotics. Four mixing models namely the IEM, the CD, the 3E and the 4E model 
were used in developing the closure models. The closure models developed were based on a 
mechanistic approach and inspote of the extent of empiricism involved, the closures developed 
were found to perform better than other closures available at that time for the systems chosen 
for study. 
Leonard and Hill [46] performed DNS of turbulent flows with chemical reaction and com-
pared the results with those obtained from simple closure theories. These authors report that 
for nonpremixed flows involving a two species, irreversible chemical reaction (second order), 
the scalax dissipation microscale is a weak function of the reaction rate and that the reaction 
contirbutes very little to the decay of the variance of the reactant concentration. 
Lesieur and Rogallo [49] performed spectral large eddy simulations of the velocity and 
passive scalar (temperature) fields in three dimensional isotropic turbulence. These authors 
reported that the scalar variance (temperature variance) decays much faster in time than the 
kinetic energy. They also reported that the spectral eddy conductivity rises logarithmically 
with k toward small wavenumbers whereas the eddy viscosity displays a plateau. Pope [67] 
proposed the use of the probability density functions to model turbulent reacting flows with a 
view to developing better combustion models. In this work, the joint probability functions of 
the scalaxs characterising the reaction were considered and the transport equations for these 
probability functions were derived. The unclosed terms in the equations were then modeled. 
The turbulent convection term was modeled using a mixing length hypothesis whereas the 
micromixing term was modeled subject to certain constraints. The resulting closed system was 
then solved for homogeneous isotropic flow situations that correspond to diffusion and premixed 
flames. 
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Leonaxd and Hill [47] studied the mixing term in the probability density function formu-
lation of the statistical behaviour of turbulent reactive flows as an extension to their earlier 
study [46]. They reported that the scalar microscales are dependent on the initial concentration 
distributions for their development. 
Gao and O'Brien [28] developed a general scheme for simulating complicated reacting flow 
problems. The scheme combines the LES technique with the PDF approach for reacting flows 
and provides a closed form representation for all the terms that axe involved in simulations. 
The PDF approach provides a closure for turbulent reacting flows but it suffers from the 
disadvantage that it lacks information concerning the transporting velocity and the scalax 
diffusion thereby requiring supplements from mixing and turbulent transport models. The 
authors combined the LES approach with the PDF approach to develop the large eddy PDF 
(LEPDF). In this scheme the Gaussian filter was used which is local in physical space and 
is positive definite. The subgrid scale model for the chemical source term was shown to be 
dependent on the LEPDF which was proposed to represent the enhancement of mixing by the 
subgrid scale fluctuations. 
Pipino and Fox [64] studied the turbulent reacting flows in a chemical reactor by using 
the Lagrangian and the Eulerian PDF descriptions. In both the descriptions the chemistry is 
treated exactly but micromixing is modeled using a new model based on the scalar integral 
scale relaxation. FLUENTTM was used in obtaining the velocity field statistics. These authors 
reported that the results were sensitive to the turbulent diffusivity and the micromixing model. 
Comparison of PDF simulation results with those obtained from experiments for simple chem-
istry indicated that the new model performed better than the LMSE (least mean square error) 
model. 
Baldyga and Pohorecki [2] presented a review of turbulent mixing and the processes in-
volved. 'I~rbulent mixing takes place at three levels namely macromixing, mesomixing and 
micromixing. Macromixing and mesomixing occur at the level of the reactor while mesomix-
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ing occurs at the molecular level. In this work, the authors outlined the Eulerian and the 
Lagrangian approaches to study micromixing and showed that each method generates specific 
closure problems. These authors also compare the characterisitic time scales for the various 
stages of mixing and those for chemical reaction. 
Reveillon and Vervisch [69] have utilised a dynamic procedure to model the subgrid scale 
micromixing in reacting flows simulated using large eddy simulation methods. These authors 
report that a direct estimate of the micromixing rate is provided by the dynamic procedure. The 
model was validated by performing DNS of freely decaying turbulence and a two dimensional 
mixing layer. 
The relationship between the Eulerian approach of CFD and the Lagrangian micromixing 
models was presented by Fox [26] . In this paper, the author presents a method by which the 
Lagrangian micromixing models can be combined with the Eulerian approach of CFD methods 
to study micromixing using CFD. The Lagrangian and Eulerian approaches are shown to be 
interchangeable when expressed in terms of the joint scalar PDF. The generalised micromixing 
model proposed by Villermaux and Falk [80] is then used to illustrate the developed approach 
by applying it to study aseries-parallel reaction in a tubular reactor. The author presents 
the transport equations for the model parameters in the multiple environment model which 
can be solved in a CFD code. These transport equations include the micromixing terms from 
the mixing model in the form of source terms for the transport equations. A model for the 
micromixing rate based on the scalar dissipation rate and the mixture fraction variance is 
then presented. In this paper, the spurious dissipation term which appears in the transport 
equations due to the presumed PDF formulation is also introduced. Finally, a one dimensional 
tubular reactor in which aseries-parallel reaction takes place is used to illustrate the capabilities 
of the formulation.Tsai and Fox [77] proposed that CFD combined with PDF methods offers 
tremendous oppurtunities to treat complex chemistry typical in process flows. The accurate 
prediction of turbulence chemistry, however, according to these authors, depends upon the 
model employed to close the scalar dissipation rate. These authors proposed then that the 
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spectral relaxation model (SRM) for the scalar dissipation rate then overcomes many of the 
shortcomings of the standard model. In the paper cited, these authors use this model to study a 
series parallel reaction ina a single-jet turbulent reactor. Tsai et al [78] have used a finite mode 
representation of the scheme proposed by Fox [26] for turbulent reacting flows. The model is 
validated in their work by comparing simulation data with those from experiments of Komori 
et al [42]. 
Summary 
Large eddy simulations use spatial filters inorder to reduce the degrees of freedom of and 
solve for, a given turbulent flow. The filtering may be done in physical space or in wavenumber 
space. The filtering process, when applied to the governing equations of the flow, generate terms 
which cannot be directly estimated and hence must be modeled to close the system. These 
terms, called the subgrid terms can be considered as originating from the interactions between 
the resolved scales and the subgrid scales. Thus, the models proposed for the subgrid terms are 
based on these interscalar interactions. Interscalar interactions, which are hypothesised to be 
sufficient to model the subgrid terms are further assumed to involve energy transfers. In this 
context, two primary mechanisms of energy transfer namely the forward energy cascade which 
involves the energy transfer from the resolved scales to the subgrid scales and the backward 
energy cascade the involves the energy transfer back to the resolved scale from the subgrid 
scales have been identified. Validation of the results obtained using the various models may 
be done a priori by filtering the exact solution or a posteriori by comparing with a reference 
solution. The application of isotropic filters to inhomogeneous flows presents a typical situation 
in which the flow is anisotropic and requires a varying filter width whereas the filter applied and 
consequently the model for the SGS terms are based on those developed for isotropic situations. 
This difficulty is overcome by the use of a nonlinear mapping procedure suggested by Ghosal and 
Moin [31] . A review of micromixing models has been presented underlining the development 
of micromixing as a concept from a mechanistic as well as from a reaction engineering point of 
view. The various micromixing models developed from the reaction engineering viewpoint are 
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reviewed. Finally, the development of the multi-environment micromixing models are discussed 
and the development of the LES-PDF methods to describe micromixing and reactions has been 
reviewed. 
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Chapter3 LES of the ISU planar jet reactor 
Description of the ISU planar jet reactor 
The ISU planar jet reactor has been designed with the objective of constructing a reactor 
with simple geometry. The reactor is a vertical channel (1 x 0.06 x 0.1) (cu.m) mounted onto 
a cage. The piping connecting the reactor with the storage tanks allows for operation in 
recycled and non-recycled configurations. Flow through the reactor is regulated by electronic 
flow controllers. The reactor is fed by three different channels that enter at the bottom and 
pass through a flow conditioning section that consists of series of screens and spacers. Before 
entering the reactor column, the three streams pass through a contracting section. The reactor 
column consists of two sections, namely the "flow development" section (0.08) (m) and the 
"test section" (0.92) (m). The three streams are separated in the flow development section by 
splitter plates that allow for flow to develop smoothly before mixing. 
LES capabilities of FLUENTT1vr
The flow field was obtained using the commercial solver package FLUEIVTT~ employs 
a finite volume scheme to solve the conservation equations for a flow system. This finite 
volume formulation implicitly provides a spatial filtering giving rise to the filtered Navier-Stokes 
equations which can be solved for the transport of the large eddies in the flow. Essentially, the 
formulation can be expressed as [23] 
Y' ~X~ t~ = V J ~ (X ~ t) (~X ~ V 
here V is the volume centred at x. 
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The filtering operation in LES is defined as [71] 
~ (x, t) _ ~ ~ ~x', t~ G ~x, x'~ dx' , (3.1) 
v 
where V is the volume of the computational cell. Thus it follows that the filter function implicit 
in the finite volume formulation is 
1 
v xEV 
0 otherwise. 
The conservation equations in the finite volume scheme represent a filtered system of equa-
tions that can be solved for the transport of the energetic large eddies. The filtered system of 
equations is given by 
aUZ 
=0, 
axe 
aUZ a - - _ V1J a aUZ aUj aT2j -~- (UZ U j ) _ — ~- v  -~- —at ax j a~Z ax j ax j axZ axj
where the subgrid or residual stress tensor is given by 
TZj = UZ Uj — UZ U j , 
(3.2) 
(3.3) 
(3.4) 
The subgrid stress term is modelled in FLUENTTM by defining an eddy viscosity TZj such that 
1 —
Tij - - Tj~j~bZj = —2vTSZj , (3.5) 3 
— 1 aUZ aUj 
2 ax j axZ
There are two models for the eddy viscosity term in FLUENTTM- the Smagorinsky model and 
the RNG model. In the present work, the Smagorinsky model was used for all the simulations. 
In this model, the subgrid eddy viscosity vT is defined by 
~=es~s~ , (3.7) 
where ES is a characteristic mixing length, (SI is a characteristic filtered strain rate given by 
~3.s~ 
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The characteristic length scale ~ is estimated as
~s =min (mod, CSV 1~3) (3.9) 
where ~ (= 5) is the von Karman constant, d is the distance from the neaxest wall and V is the 
volume of the cell. The value of the Smagorinsky constant CS was estimated to be 0.23 by Lilly 
from isotropic homogeneous turbulence calculations. However, this value was found to cause 
excessive damping of laxge scale fluctuations in shear flows in the presence of a mean shear rate 
and it has been suggested that values less than 0.2 are required if the numerical resolution is 
insufficient [30]. In FLUENTTt1'I, the default value for this parameter is 0.1. 
In LES of turbulent flows, there is a need to generate turbulence at the flow inlet (See 
Chapter 2). In FLUENTTM, the inflow turbulence conditions can be specified in terms of the 
turbulence intensity (u'). At the inlet boundaries, the random fluctuations imposed on the 
individual velocity components are expressed as 
(s.io) 
where I is the intensity of the fluctuations and ~Z is a Gaussian random number generator 
satisfying 
(3.11) 
The wall boundary conditions are treated in FLUENTTM depending on the resolution of 
the mesh used. If the mesh is fine enough to resolve the laminar boundary layer, the wall shear 
stress is estimated based on the following expression: 
U UTy 
UT = v
~s.12~ 
where UT is the wall shear velocity, v is the kinematic viscosity and y is the distance from the 
wall boundary. When the mesh is too coarse to resolve the laminar sublayer, it is assumed 
25 
that the centroid of the first computational cell near the wall lies in the outer region of the wall 
layer and the logarithmic law is applied to estimate the wall shear stress 
U 1 UT~ _ — In E 
UT ~ v 
where ~ is the von Karman constant and E = 9.793. 
LES results 
Reactor model 
a.os 
o.oa 
0.02 
3 Dimensional geometry of the reactor 
Flow direction 
a~ 
Figure 3.1 3D reactor geometry created in GAMBITTM
(3.13) 
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The reactor geometry, modelled in GAMBIT (Fig. 3.1) , is three dimensional and has a 
rectangular cross section. The dimensions of the model are the same as those of the actual 
reactor i.e., 1 x 0.06 x 0.1 (all dimensions in meters) . The splitter plates decsribed in Sec. 
3 are modeled as planes with infinitesimal cross-section. All the solid surfaces in the reactor 
have "no-slip" velocity boundary conditions imposed on them. The dominant direction of the 
flow is along the length of the reactor (axial direction) and velocity-inlet boundary conditions 
are specified at the flow inlet. Inlet turbulence is generated in the fashion described in Sec. 3. 
Table 3.1 displays the parameters that are common to all simulations done in this work. 
Table 3.1 Table showing velocities used in simulations. 
CS 0.1 
Initial conditions 
Inlet velocity u v w 
Inner channel (m/s) 1.0 0.0 0.0 
Outer channels (m/s) 0.5 0.0 0.0 
Inlet turbulence intensity 5 % 
Results and validation 
The finite volume solver in FLUENTTM uses a segregated unsteady solver implicit in time 
for the filtered transport equations. The segregated solver treats the continuity equations and 
the component momentum equations sequentially and the implicit formulation for the time 
stepping scheme is a second order implicit scheme. The flow equations are solved using a 
second order upwind scheme and the pressure velocity coupling uses the SIMPLE scheme [23]. 
In all simulations, the flow was initialized with fluid (liquid water) at rest in the domain and 
water entering at the specified velocities at the inlet boundaries. 
The Smagorinsky model (CS = 0.1) available in FLUENTTM was used in all simulations 
except for the case in which the SGS stress tensor was not modeled. As noted earlier (see 
Chapter 2), the Smagorinsky model suffers from the disadvantage that the model parameter 
CS is not universal. However, this model was used in our simulations and thus the subgrid 
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Table 3.2 Convergence criteria for velocity field. 
Variable Residual value for convergence 
p 1 x 10_6
u 1 x 10-6
v 1 x 10-6
w 1 x 10_6
Flow direction 
0.06 
0.04 
y 0.02 
0 
~ 0.1 
z 
X 
Figure 3.2 Isosurfaces of x velocity magnitudes 0.8 m/s, 0.9 m/s, 1.0 m/s 
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Flow direction 
0.06 
0.04 
y 0.02 
0 
~ 0.1 
z 
X 
Figure 3.3 Isosurfaces of x velocity magnitudes 0.5 m/s, 0.6 m/s, 0.7 m/s 
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motions were modelled using the resolved scales. A constant time-step based on the following 
two criteria was used. The first, based on numerical stability, is called the CFL criterion and 
specifies an upper limit for the time step based on the grid spacing and velocity magnitude 
[15]. The second criterion, based on flow physics, stipulates that the time-step must be of the 
same order as the eddy turnover time . The eddy turnover time is defined as the ratio of an 
integral lengthscale and the RMS value of the velocity fluctuations [27] . In our work, this was 
estimated as a ratio of the half width of the channel and the velocity fluctuation at the inlet. 
The convergence criteria used for the various flow residuals are shown in Table 3.2. 
The velocity field simulations were performed to study 
1. Grid dependence 
2. Effect of CS
In Figs. 3.2 and 3.3, 3D isosurfaces of the instantaneous x velocity are shown. These 
contours show isosurfaces of velocity magnitude. The development of the mixing layer may be 
observed from these figures. It can also be observed that the mixing layer is not fully developed 
even at the end of the domain of simulation. This inability can be attributed to the fact that 
the subgrid model uses a constant value for the model parameter C3. 
Grid dependence 
Grid dependence of the solution was investigated by running two cases of simulations one 
of which used a coarse grid and the other a finer mesh. Details of the two grid configurations 
are shown in Table 3.2. In this table, I refers to the flow development section and II refers to 
the test section in the x direction. It can be observed that the two cases differ in the number 
of grid points in the test section and the y direction. The grid points in the y direction are 
clustered near the walls and the splitter plates. The clustering was done using a bi-exponential 
distribution function in GAMBITTM. The purpose of this distribution is to ensure that the 
region near a solid wall boundary is sufficiently resolved. 
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Table 3.3 Grid configurations studied. 
Case Grid details Total no. of grid points 
x y z 
I II 
Case 1 25 100 20 x 3 50 375000 
Case 2 25 200 30 x 3 50 10125000 
Both cases were run with the simulation parameters shown in Table 3.1 and results from 
simulations are shown in Figs. 3.4 and 3.5 in the form of contour plots of velocity and vorticity 
magnitudes respectively for the two cases in the plane z = 0.05 m. In comparing the results 
from the two simulations, it can be observed that the simulation with the finer mesh (Case 
2) captures the instabilities farther upstream than the simulation with the coarse mesh (Case 
1). The mean velocity profiles at two different locations in the z = 0.05 m plane are shown 
in Fig. 3.6. It can be observed that the mean velocity profile in Case 1 shows that the flow 
is more developed than in Case 2. From these plots, it may be further concluded that the 
simulations performed with the finer mesh (Case 2) capture the development of the shear layer 
better than the simulations with the coarser mesh. Resolutions finer than Case 1 would have 
probably performed better in capturing the instabilities. However, for all further studies, the 
grid configuration used in Case 2 was used to minimise computational expense. 
Model effect 
To test the effect of the SGS model on the simulation of the velocity field, two different 
simulation cases were carried out. In one of these simulations, the Smagorinsky parameter is 
set to Cs = 0 (Case 3) and the other simulation is carried out with the Smagorinsky constant 
set to CS = 0.1 (Case 4) . Both the cases were run with the fine mesh configuration (Section 
3) . In the absence of the SGS model, the simulations are similar to direct simulations but with 
insufficient resolution. In Figs. 3.7 and 3.8, contour plots of the instantaneous velocity and 
vorticity magnitude obtained from simulations Case 3 and Case 4 are shown. In both cases, 
the flow was initialized with a steady state solution obtained from a RANS (k E) simulation. It 
can be observed from Figs. 3.7 and 3.8 that the instantaneous flow fields obtained with Case 
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Figure 3.4 Instantaneous x velocity contours in the z = 0.05 m plane: (a) Case 1 (b) Case 2 
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Figure 3.5 Instantaneous vorticity magnitude contours in the z = 0.05 m plane: (a) Case 1, (b) 
Case 2 
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Figure 3.7 Instantaneous x velocity contours in the z = 0.05 m plane: (a) CS = 0.1, (b) CS = 0 
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3 (CS = 0) are similax to those obtained in Case 4 (CS = 0.1). In Fig. 3.9, mean velocity 
profiles obtained from Case 3 and Case 4 are compared at two different locations along the 
z = 0.05 m plane. It can be observed that the mean velocity obtained from either case is 
similar at ~ = 0.1 m and no difference can be observed. However, the mean velocity profiles at 
x = 0.4 m show that the mean velocity from Case 4 is higher than that from Case 3. Thus we 
can conclude that the subgrid model has no observable effect on the velocity field simulation 
when the simulations are performed with the fine mesh configuration (Section 3). However, all 
further simulations that were carried out included the model for the subgrid stress term. The 
simulation parameters used in our LES with FLUENT are as shown in Table 3.4. 
Table 3.4 Simulation parameters for all cases. 
Case CFL number Time step(Ot) (secs) Number of processors Flow time (secs) 
Case 1 0.5 0.005 8 15.0 
Case 2 0.5 0.005 8 15.0 
Case 3 0.5 0.005 4 15.0 
Case 4 0.5 0.005 4 15.0 
Near wall structures 
Low Speed Streaks (y - 0.0005 m 
~-UQrtiaty; -~0 -29. 1887 -8.33333 ~zs 33.3333 
.~;~;~, %;~,h', 
Figure 3.10 Low speed streaks obtained in present work at ~~ = 2 
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Figure 3.11 Low speed streaks obtained by Kim et al [40] 
Investigation of the near wall region in Case 4 leads to the following observations. This 
region is fairly well resolved so that the near wall streaks can be visually observed in contour 
plots (refer to Fig. 3.10). These streaks are physically significant since they contribute to 
the energy transfer mechanisms in the near wall region [63]. These streaks are known to self 
sustain and regenerate and in the context of LES, the backscatter in the near wall region is 
believed to contribute to the formation and self sustenance of the low speed streaks. However, 
the Smagorinsky model does not account for the backscatter of energy from the subgrid scales 
to the resolved scales and the visual observation of the low speed streaks in our simulations 
can be attributed to the fine resolution of the grid in the near-wall region. For purposes of 
comparison, low speed streaks obtained by Kim et al [40] in performing the DNS of turbulent 
channel flow are shown in Fig. 3.11. The streaks obtained by these authors are similar to those 
obtained in this work. 
Validation against experimental data 
In order to validate the model used to represent the subgrid scale stress terms, the mean velocity 
field from the simulation has been compared with experimental data. The experiment and the 
LES have the same set of inlet velocity conditions. Post-processing to obtain flow statistics was 
done after the flow reaches a statistically steady state i.e., when the three streams have flown 
through the reactor for a period of atleast three residence times. 
Profiles of the mean velocity and kinetic energy are compared at three different points along the 
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length of the reactor in Figs. 3.12-3.15. We find that the mean and the kinetic energy compare 
well with those obtained from the experiments. In the large eddy simulations, the shear layers 
do not trip immediately after coming in contact with each other (Figs. 3.4, 3.7) . This event 
occurs when the flow reaches a location further downstream (xo = 0.5 m) . A virtual origin was 
set up for the simulations at this point (i.e., xo = 0.5 m) where the shear layers begin to trip and 
all statistics are compared with respect to this virtual origin. From the kinetic energy plots, we 
see that the kinetic energy, which is caused primarily due to the fluctuations in the velocity, is 
high in the shear layers when the flow is developing. This agrees well with experimental data 
(Figs. 3.12-3.15) . As the flow becomes fully developed, the kinetic energy peaks move toward 
the walls thus implying that wall turbulence has started taking effect on the flow. However, 
when the shear layers are still developing, the kinetic energy near the walls is under-predicted 
by the LES model. This may be attributed to the fact that the model used for the SGS stresses 
does not include the effect of energy mechanisms in the near wall region. 
In all these simulations, the standard Smagorinsky model is used inspite of its inability to 
predict the subgrid stress term in wall bounded turbulence accurately. The dynamic procedure 
for estimating the Smagorinsky model has been shown to perform well in wall bounded turbulent 
flows [30] . The inclusion of this procedure requires use of higher order discretization schemes. 
Since FLUENTTM uses asecond-order discretization scheme, the incorporation of the dynamic 
procedure may not have been effective due to the highly dissipative nature of this scheme. 
Therefore, in order to conserve computational effort, the original model was retained and the 
grid was refined to resolve the wall region sufficiently. 
Summary 
Large eddy simulations were performed to study the flow phenomena in the ISU planar jet 
reactor using the commercial software FLUENTTM . The capabilities of this solver are limited 
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to the use of the Smagorinsky model (standard and RNG) and the standard Smagorinsky model 
was used in all the simulations. The reactor geometry was modelled using GAMBITTM and 
the boundary conditions were imposed according to actual flow conditions. The subgrid scale 
tensor model was tested for its effect on the flow by performing simulations in which the model 
parameter is set to zero and comparing the results with those obtained from simulations in which 
the subgrid terms were modelled. It was observed that when a sufficiently fine grid was used, the 
model parameter Cs did not have a significant effect on the solution. A series of simulations were 
then performed in which the effect of the mesh on the efficiency of the simulations in predicting 
the flow was investigated. Two different configurations were considered and the results from 
these were visually inspected. The Kelvin-Helmholtz instabilities developed farther downstream 
in the coarser mesh. This configuration was then retained for all further simulations and the 
statistics from this simulation were compared with those obtained from PIV experiments. The 
statistical quantities, namely mean velocity and resolved kinetic energy, were founf to agree 
satisfactorily well with experimental results. 
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Chapter4 Micromixing and reactions in the planar jet reactor 
Micromixing 
Mixing in reactors can be described at three different levels: macromixing, mesomixing 
and micromixing [2]. Macromixing refers to mixing that takes place at the level of the flow 
domain, involving time and length scales which compare to that of the large scales of the flow. 
Mesomixing describes mixing that involves scales that are much smaller than those of the flow 
but are still large compared to the molecular mixing processes. Mixing at the molecular level 
is described by micromixing which involves mixing that takes place between different fluid 
elements. The description of micromixing as a concept was first put forth by Danckwerts [18] 
and a considerable amount of research has been done in understanding the phenomena involved 
in micromixing so as to be able to describe mixing in chemical processes better [2].In this 
chapter, a few prominent modeling approaches to micromixing in general and presumed PDF 
methods in particular, are described. The application of multi-environment mixing models to 
LES is discussed followed by a description of this approach to our work. Finally, the results from 
the micromixing simulation studies performed using FLUENTTM are presented and discussed. 
CFD and micromixing models 
Multi-environment micromixing models 
As was noted earlier (see Section 2), micromixing information is not available to us since 
the nature of the interactions between the various fluid environments inside a reactor is not 
known explicitly. Thus, there is a need to use models to estimate micromixing characteristics 
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to describe mixing. Most such models utilise RTD information which describes the transport 
(convection-diffusion) of a given scalar in the flow domain. Strictly speaking, RTD information 
cannot be used in predicting micromixing phenomena [18]. The interaction by exchange with 
the mean model (IEM) is one such model and was developed by Villermaux and Falk [80] and 
Costa and 'Irevissoi [14] independently. In this model, a local scalar mean is defined and the 
fluctuations of the scalar concentrations about this mean are then used to describe micromixing. 
This model, however, does not explain micromixing correctly for many cases and thus there was 
a need to develop better models (see Section 2). One feature common to all these mixing models 
is the use of "environments" each of which are associated with a certain scalar composition. 
The generalised multi-environment micromixing model (GMM) was proposed by Villermaux 
and Falk [80] to generalise the multiple environment models. This model essentially breaks the 
reactor environment into 4sub-environments each of which, as noted above, are characterised 
by a scalar concentration (~)n. In the case of non-premixed flow with two reactants, the GMM 
consists of 4 environments of which E1 and E4 are pure environments. E2 and E3 are formed 
by the interaction of E1 and E4. E2 interacts with El and E3 only and E3 interacts with 
E2 and E4 only. The interactions are characterised by the "flux" of fluid elements into and 
out of these environments. The environments are also characterised by a volume fraction p~, 
at a particular location along the reactor. The weighted scalar concentration (s)n in each 
environment is the product of the volume fraction pn and the local scalar concentration (~)n. 
The model environments can be used in the finite mode representation of a scalar PDF (mixture 
fraction PDF, for instance) [26J. For inhomogeneous flows, the model then becomes a system 
of transport equations involving the mixing model variables (p~, (s)n) as shown below: 
apn apn + (UZ} _ at ax i 
a (s},~ + 
~Uz) a (S>n =  a  ~r7' a (~~ n ~ + 'YM~'~~ ~7~n~ ~s)i , ..., ~s)1ve) -t' at a~i axti ~ axi
Msn~~1~n~ ~s~l , ...~ ~S~Ne ~ +7~ns ~~~~n~ 
(s)~ =nn (m)„ 
(4.1) 
(4.2) 
(4.3) 
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where the terms p and (s),~ are the probability of finding the environment and the weighted 
scalax composition respectively and (~~n is the scalar composition for the nth environment. 
LES-FMPDF methods 
The Probability density function (PDF) approach describes the transport of the scalar PDF 
in the flow domain. The multi-environment micromixing model can be used in conjunction with 
the PDF methods to describe micromixing in the framework of CFD [26]. This is achieved by 
a finite mode representation of the scalar composition PDF in which the scalar PDF (whose 
exact shape is not known explicitly) is replaced by a finite number of delta functions (modes) 
which correspond to the environments of the mixing model. This representation, called the 
FMPDF representation, attempts to describe the original PDF by reproducing the first few 
moments of the same since theoretically an infinite number of moments will be needed to 
exactly describe the PDF. The finite mode representation is subject to the constraint that the 
number of moment conditions that can be satisfied is directly related to the number of delta 
functions that are used in the representation. The finite mode representation can be expressed 
mathematically as 
Ne K-}-1 
fb~'5~;~,t)=~, Pn~T,t)~b~~lo--~~o-)a ~~'~t)~ . (4.4) 
n-t a-t 
In the description of the micromixing in a reactor, the reaction engineering approach defines 
the mixture fraction. The mixture fraction variable (or vector) can be derived from a purely 
reaction engineering point of view. The mixture fraction PDF transport can be represented by 
Eqns. 4.1-4.3 where 
(s)n = nn (f)Ty (4.5) 
The spurious dissipation terms GS and M~n~ in Egns. 4.1-4.3 have been added to the 
system in order to obtain the correct mixture fraction variance equation. This is because, in 
the absence of micromixing and the dissipation terms, the mixture fraction variance equation 
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can be written as ~2s~: 
a /~i2\n -~ /Ui\ a 
/~i2>n — a I'T!~ ~~12 ~ n + 2rTa (~> a (~> — 2rT C a~ a~ ) \ / \ at ~ ~ axi - a~i a~i a~i a~i a~i axz / ne
where 
a~ a~  \ Ne a (~>n a (~>r,, 
axi axi / NQ - ~ 1,n a~i axz
(4.6) 
X4.7) 
is the spurious dissipation term and Ne is the number of environments. This term appears 
in the equation due to the presumed finite mode representation of the PDF. Inorder to offset 
the effect of this term, additonal dissipation terms GS and Msn~ are included in the governing 
equations so that the variance equation is represented correctly. 
The FMPDF approach can be used in conjunction with large eddy simulation methods to 
give rise to the large eddy-probability density function (LEPDF) [28] approach. The laxge eddy 
transport equations by definition describe the transport of flow quantities at the largest scales 
of the motion and model the smaller scales. Micromixing models, which essentially model 
the mixing characteristics at the small-scale level, can therefore be used in the large eddy 
transport equations for scalars. The resulting transport equations describe scalar transport at 
the largest scales and model the micromixing ("sub-grid" mixing). As noted above, the finite 
mode representation of the scalar composition PDF can then be used with these transport 
equations giving rise to the following system of equations [78]: 
a ~S>~ +UZ a ~S~n 
at a~i
~ n ~pn a ~pn 
at axi axe axi
a 
C~xi 
~4.s~ 
(rTa~s~n) +~'M~n~~7>> ls>~ , ..., (S)Ne ~ +Msn~~, (s)~ , ..., (s>Ne ~+1~ns((~>n) axi 
(4.9) 
where Ui is the resolved velocity, pn and ~s~ n are the filtered model variables. 
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Simulation results 
Turbulent mixing : three-environment micromixing model 
In studying the micromixing characteristics of the ISU planar jet reactor, amulti-environment 
micromixing model with three environments was used (Fig. 4.1). The model consists of three 
environments El, E2 and E3 of which E1 and E3 are the pure reactant streams corresponding 
to ~ = 1 and ~ = 0 respectively. The interaction between El and E2 gives rise to E3 which 
can interact with both El and E2. In the event of chemistry being introduced, the reactions 
take place in E3 and the reaction progress vaxiable is defined with respect to this environment. 
A single mixture fraction and the simple MEM model can be used to study micromixing in 
the reactor. The micromixing functions along with the relevant transport variables are defined 
below 
G ~p2) _ —'Yp2 ~ 1 — p2) 
ry pi~l — pi~~l — ~~)3)2 + p2~1 — p2~~~~3 
2I'T  a (~>3 a (~>3 
Gs (p2) _ 'Ysp3 ~ 
Ms 3) — — ~Ysp3 ~ 
E~ 
(4.10) 
(4.11) 
(4.12) 
(4.13) 
(4.14) 
The finite mode PDF model is governed by the following system of conservation equations. 
It may be noted that since mixing takes place only in E3 and the mixture fraction in E1 and 
E2 remains constant, the tranport equations for (s)1 and (s}2 need not be solved. Thus, we 
have 
apl apl a apl ~- UZ =   I,T  — 'Yp 1(1 — p 1) -~ 'Ysp3 at axe o~xi axe 
ape ape a ape 
-~- UZ = I,T — 'Yp2 (1 — p2) + 'Ysp3 at axe axe axe 
a ~5~3 + UZ a ~s~3 
at axi a i ~rT aax~3 ) + ry ~~1 — pi) pi] - 73p3~ 
JO 
E2 ; ~=0 
E1; ~=1 
Complete mixing 
E3 
Figure 4.1 Schematic of three-environment micromixing model 
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The micromixing functions in the above equations include the characteristic mixing rate 
parameter -y which can be expressed as: 
e~ 
ry ~~'2)  . (4.18) 
In the LES-FMPDF method, the model for the characteristic mixing rate y is based on the 
characteristic filtered strain rate. Thus, 
E~ = C~ ~S) 
(~~2~ ~ (4.19) 
so that 
where 
Model for FLUENTTM simulation 
~r=cols, 
SI = ~2SZ~S2~ . 
The LES-FMPDF model was incorporated in FLUENTTM using user defined functions 
(UDFs) which can be incorporated into the solver (Fig. 4.2) . As the mixture fraction is a 
passive scalar, the model variables pl , p2 and (s~3 can be treated as passive scalars and are 
added to the solver. As noted in Section 4, the simplified model requires only p1, p~ and 
~s~3 to be solved and in FLUENTTM, these variables are solved for with the micromixing 
functions serving as source terms. This was done using UDF modules that are assigned the 
name DEFINE_SOURCE. The micromixing terms which constitute the source terms were 
defined in the UDF module DEFINE_ADJUST. This function is called at the beginning 
of every time step and the various quantities are calculated before solving the conservation 
equations. In the same function, program modules for calculating the statistics were included. 
The mixture fraction fraction FMPDF variables namely the probabilities and the weighted 
mixture fraction in each of the environments were set to either 0 or 1 such that the mixture 
fraction had a value of unity at the middle inlet and null at the outer inlets. The diffusion 
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coefficients for the scalars was set to the ratio between the effective turbulent viscosity and a 
turbulent Schmidt number which was set to a constant value of 0.7 [67]. 
r r 
~. 
LES 
Flow Equations 
User defined 
scalars 
--
1 
MEM model 
P~ ~ p2~ ~s 
Y- reaction progress 
variable 
 J~ 
::uXk$'~Na~ ;
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Functions 
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Micromixing functions G,1'~~ 
Spurious dissipation ~s ~ ~~~ 
Micromixing rate ~Y 
1 
Chemical source term S{~~~z) 
Figure 4.2 FLUENTTM implementation 
Results from the LES-FMPDF simulations of the passive scalar (mixture fraction) are 
shown in Figs. 4.3 and 4.4. These two dimensional contours show the propagation of the 
pure environments in the reactor domain. The contours of pl and p2 show the presence of El 
and E2 respectively. The two environments interact with each other as soon as the mixing 
layer starts developing (3.4 and 3.7) and form E3. The mixture fraction mean contours (Fig. 
4.4) reflect this fact in that mixing takes place in the shear layer between the two streams 
and the value of the mixture fraction is different from 0 or 1 in this layer. Mixture fraction 
variance is also maximum in the mixing layer since the gradient of the mixture fraction mean is 
maximum across this layer. In Fig. 4.5, isosurfaces of the mixture fraction mean corresponding 
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to ~~) = 0.1, 0.5, 0.9 are shown. It can be observed that the mixture fraction mean attains 
values between 0 and 1 in the region corresponding to the mixing layer. However, the mixture 
fraction mean does not reach a uniform value of 0.5 even at the end of the simulation domain 
and this can be attributed to the fact that the velocity field is not fully developed. Since the 
shear layer is not fully developed, the corresponding mixing layer is not fully developed. Hence 
the mean mixture fraction does not have a uniform magnitude at x = 1.0 m. 
Simple chemistry 
The effect of mixing on simple chemistry was studied by introducing a single reaction progress 
variable. The reaction that was studied was of the type 
A + B -~ C (4.22) 
with a reaction rate given by 
R = CACB . (4.23) 
The reactor was studied under the non-premixed configuration and consequently the reac-
tion progress vaxiable was null at the inlets. The reaction progress vaxiable was solved for as
a scalar with a source term for the chemistry in the DEFINE_SOURCE module. The various 
concentrations can be obtained from a knowledge of the reaction progress variable and the 
mixture fraction at a given location in space according to the following relations (with CAo and 
CBo the initial concentrations of A and B): 
cA=CA0~1 —~— ~1 —~st)~') ~ 
~%B = ~%BO ~~ — ~st~' ~ ~ 
cC = cBO~stYi 
where the stoichiometric mixture fraction ~St is given by 
~%AO 
~st = G,A~ + GrB~ 
(4.24) 
(4.25) 
(4.26) 
(4.27) 
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The reaction progress variable is defined such that 0 < Y < 1. The transport equation for the 
reaction progress variable Y is as follows 
aY aY a  ~ aY  1 * ~ ~ - ~  _ 1 ~ ~ _ 1 
at + Ui axi - axz rT a~i ~ + ~st~ 1 — Est Y~ Est Y J  . (4.28) 
Since the inlets are pure reactant streams, the reaction progress variable is null at the inlets. 
The parameter I~* is defined as 1~* = 1~CBo where ~ is the rate constant of the reaction (1~ was 
assigned a value of 1.0 in the simulations) . 
In Fig. 4.6, the reaction progress variable is shown. From this contour plot, it can be ob-
served that the reaction takes place only in the region where E3 exists. The reaction progress 
variable has a very small magnitude due to the small magnitude of 1~. The amount of product 
produced by the reaction is also small and the concentrations of the two reactants remains 
practically unchanged due to reaction. This fact is reflected in the contour plots of concentra-
tions of A and B shown in Fig. 4.7. In Fig. 4.8 and 4.9, isosurfaces of the concentrations of A 
and B are shown. In these isosurface plots, it can be seen that the reaction zone is essentially 
confined to the mixing layer and there is no reaction taking place outside it. 
Summary 
Micromixing and its effect on a simple reaction in the reactor was studied using a three 
environment micromixing model [81] for the mixture fraction PDF using the large eddy-FMPDF 
formulation. In the FLUENTTM implementation of this model, the mixing model variables 
namely pl , p2 and ~s~3 are solved along with the large eddy transport equations. The velocity 
field information used in modeling the micromixing rate ~ is obtained from the resolved velocity 
field Ui . The micromixing rate is modeled as a linear function of the resolved strain rate. The 
effect of micromixing on simple chemistry was studied by defining a single reaction progress 
variable with the reaction source term expressed in terms of the reaction progress variable Y. 
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Chapters Concluding Remarks 
Flow simulations 
In our work, statistics obtained from three-dimensional flow simulations performed using the 
LES capabilities of FLUENTTM have been shown to be in good agreement with those obtained 
from experiments. However, there are the following points to be noted when considering the 
effectiveness of the Smagorinsky model in representing the subgrid scale motion. Since the 
Smagorinsky constant has been shown to be local and not universal in nature, a discussion of 
the performance of the model in our simulations is necessary. The model, as implemented in 
FLUENTT~ has been shown to suffer from two distinct disadvantages: 
1. The low order discretisation and solver renders the scheme highly dissipative, 
2. The model has been shown to perform poorly in the near-wall region. 
It has also been shown that in the simulation of the mixing layer in the reactor, the LES 
model does not predict the onset of the Kelvin-Helmholtz instabilities accurately. This has 
been attributed to the fact that the flow is not turbulent when two adjacent streams meet 
which consequently implies that the inlet turbulence specified is probably not sufficient. 
All the statisitical results presented have therefore been calculated with respect to a virtual 
origin which was set up at the point where the shear layer begins to "trip", i.e., the instabilities 
start to develop. The effectiveness of the model has been studied by performing simulations 
wherein the model constant is specified to be null so that the subgrid scale motions are not 
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represented. It has been found that with a very fine mesh, the absence of the model did affect 
the statistics. With this very fine mesh, we were able to capture the low speed streaks near the 
wall which are considered to be represented by the backward energy cascade. It is interesting to 
note that the backward energy cascade is not accounted for in the Smagorinsky model. Thus, 
we conclude that the near wall region is sufficiently well resolved to capture the aforementioned 
energy transfer mechanisms. This is confirmed by the near wall studies that have been carried 
out (Chapter 4). 
Overall, we conclude that the flow field can be better described by a dynamic model such as 
the one proposed by Germano et al [29] which estimate the model parameter CS locally. Also, 
a higher order numerical scheme must be used since the present studies were carried out with 
a second order scheme which is highly dissipative in nature. With a higher order numerical 
scheme and a dynamic model for the sub-grid scale stress, the flow field can be more accurately 
simulated. 
Micromixing studies 
A multiple-environment model [79] with three environments was used to study micromixing 
characteristics in the reactor. The interaction between these environments takes place as fluid 
elements get "exchanged" in composition space. The rate at which these exchanges take place 
is determined by a micromixing rate parameter ~. The micromixing functions can be defined 
as functions of the model variables. In our present study, a single mixture fraction and the 
corresponding mixture fraction PDF approach have been used to study micromixing. A finite 
mode representation of the mixture PDF was used in conjunction with the LES equations to 
solve for the model variables pl, p2 and (s)3. We have also performed simple chemistry studies 
(Chapter 4) using a single reaction progress variable Y. Our conclusions about the mixing 
studies follow directly from our conclusions regarding the velocity field simulations. Since the 
micromixing time scale is provided by the resolved velocity field, the description of micromixing 
is inaccurate. The mixing layer is not fully developed even at the end of the simulation domain 
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thus over-predicting the distance at which complete mixing occurs. As noted above, this is due 
to the fact that the shear layer is not fully developed at this location. Thus, the sub-grid shear 
stress model indirectly affects the micromixing characteristics. In order to obtain a correct 
description of mixing in the reactor, a better sub-grid model (such as the dynamic model of 
Germano et al) and higher numerical scheme need to be implemented. 
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