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Multi-Grid Schemes for Multi-Scale
Coordination of Energy Systems
Sungho Shin and Victor M. Zavala
Abstract We discuss how multi-grid computing schemes can be used to design hi-
erarchical coordination architectures for energy systems. These hierarchical archi-
tectures can be used to manage multiple temporal and spatial scales and mitigate
fundamental limitations of centralized and decentralized architectures. We present
the basic elements of a multi-grid scheme, which includes a smoothing operator (a
high-resolution decentralized coordination layer that targets phenomena at high fre-
quencies) and a coarsening operator (a low-resolution centralized coordination layer
that targets phenomena at low frequencies). For smoothing, we extend existing con-
vergence results for Gauss-Seidel schemes by applying them to systems that cover
unstructured domains. This allows us to target problems with multiple timescales
and arbitrary networks. The proposed coordination schemes can be used to guide
transactions in decentralized electricity markets. We present a storage control ex-
ample and a power flow diffusion example to illustrate the developments.
1 Motivation and Setting
We consider the following optimization problem:
min
z
1
2
zT Qz− cT z (1a)
s.t. Az+Bd = 0, (ν) (1b)
Π z = 0, (λ ) (1c)
Here, z ∈ RN·nz are decision or primal variables (including states and controls) and
d ∈RN·nd is the data (including disturbances and system parameters). These variable
vectors contain elements that are distributed over a mesh with N ∈Z points that cov-
ers a certain temporal or spatio-temporal domain of interest Ω . We define the set of
points in the mesh asN with |N |= N. The matrix Q ∈RN·nz×N·nz is positive defi-
nite and c∈RN·nz is a cost vector. The constraint (1b) (with associated dual variables
ν ∈ Rm) is defined by the matrices A ∈ Rm×N·nz and B ∈ Rm×N·nd and the matrix A
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is assumed to have full row rank. The constraints may include discretized dynamic
equations (in space and time) and other physical constraints. The constraints (1c)
(with associated dual variables λ ∈ Rp) are defined by the matrix Π ∈ Rp×N·nz .
This constraint models coupling (connectivity) between the primal variables at dif-
ferent mesh points and can also be used to model boundary conditions. Problem (1)
captures formulations used in optimization-based control strategies such as model
predictive control (MPC) [27].
We assume that the dimension of the mesh N describing problem (1) is so large
that the problem cannot be solved in a centralized manner. This is often the case in
systems that cover large temporal and spatial domains and/or multiple scales. In an
electrical network, for instance, a large number of nodes and harmonics might need
to be captured, rendering centralized control impractical. An alternative to address
this complexity is to partition the problem into subdomains to create decentralized
control architectures. We begin by defining a partitioned version of problem (1):
min
zk
∑
k∈K
1
2
zTk Qkzk− cTk zk (2a)
s.t. Akzk +Bkdk = 0, k ∈K (νk) (2b)
∑
k′∈K
Πkk′zk′ = 0, k ∈K (λk) (2c)
We denote this problem as P . Here, K is a set for partitions (subdomains) of
the set N and we define the number of partitions as K := |K |. Each partition
k ∈K contains mesh elementsNk ⊆N satisfying ∪k∈K Nk =N andNk∩Nk′ =
/0 for all k,k′ ∈ K and k 6= k′. The number of elements in a partition is denoted
as Nk := |Nk|. The variables and data (zk,dk) are defined over the partition k ∈
K . We represent the cost function as a sum of the partition cost functions with
associated positive definite matrices Qk and cost vectors ck. The constraints are also
split into individual partition constraints with associated matrices Ak,Bk and we link
the partition variables by using the coupling constraints (2c) and associated matrices
Πkk′ , k,k′ ∈K . As we will discuss later, we can always obtain such a representation
by introducing duplicate decision variables in each partition and by adding suitable
coupling constraints. This procedure is known as lifting [1].
To avoid centralized coordination, a wide range of decomposition schemes (we
also refer to them as decentralized coordination schemes) can be used. A popular
approach used in the solution of partial differential equations (PDEs) and decom-
position methods such as the alternating direction method of multipliers (ADMM)
is the Gauss-Seidel (GS) coordination scheme [7, 8]. Here, the problem in each
partition k (often called a control agent) is solved independently from the rest and
exchanges information with its neighbors to coordinate. For a lifted problem of the
form (2), we will derive a decentralized GS scheme that solves problems over indi-
vidual partitions k ∈K of the form:
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z`+1k = argmin
zk
1
2
zTk Qkzk− zTk
(
ck−
k−1
∑
k′=1
Πk′kTλ `+1k′ −
N
∑
k′=k+1
Πk′kTλ `k′
)
(3a)
s.t. Akzk +Bkdk = 0 (3b)
Πkkzk +
k−1
∑
k′=1
Πkk′z`+1k′ +
K
∑
k′=k+1
Πkk′z`k′ = 0 (λk). (3c)
We denote this partition subproblem asP`k that is solved at the update step ` ∈ Z+
(that we call here the coordination step). From the solution of this problem we ob-
tain the updated primal variables z`+1k and dual variables λ
`+1
k (corresponding to the
coupling constraints (3c)). Here, z`k′ and λ
`
k′ are primal and dual variables for neigh-
boring partitions connected to partition k and that have not been updated while z`+1k′
and λ `+1k′ are primal and dual variables for neighboring partitions that have already
been updated. We refer to the variables communicated between partitions as the
coordination variables. We note that partition k cannot update its primal and dual
variables until the variables of a subset of the partitions connected to it have been
updated. Consequently, the GS scheme is sequential and synchronous in nature. We
also note that the connectivity topology (induced by the coupling matrices Πkk′ ) de-
termines the communication structure. We highlight, however, that the order of the
updates presented in (3) is lexicographic (in the order of the partition number) but
this choice of update order is arbitrary and can be modified. We will see that the
update order can be designed to derive parallel schemes (i.e., in which certain parti-
tions can proceed independently of others) but that the order can affect performance.
In Figure 1 we illustrate the configuration of a GS scheme over a 1-D mesh while in
Figure 2 we present a configuration for a 2-D mesh. For the 2-D mesh, we note that
the nodes spanning the domain are grouped into sets of the formNm,n and we note
that the information is exchanged using the state and dual variables in the boundary
of the partitions. In Section 3 we discuss this approach in more detail.
In the next sections we derive and analyze a decentralized GS scheme to solve
problem P . The analysis seeks to illustrate how the structure of the partition sub-
problem Pk arises and to highlight how information of the coordination variables
propagates throughout the partitions. We then discuss how to create coarse repre-
sentations of the full resolution problemP to obtain approximations for the coor-
dination variables and with this accelerate the decentralized GS scheme. This gives
rise to the concept of multi-grid schemes, that can be used to design hierarchical co-
ordination architectures. Our analysis is performed on convex quadratic programs
(QPs), which will reveal important features of multi-grid schemes.
The concepts discussed in this paper seek to extend existing literature on decen-
tralized and hierarchical MPC. Many strategies have been proposed to address the
complexity of centralized MPC such as spatial and temporal decomposition meth-
ods [31, 10, 28, 21, 15], fast inexact schemes [37, 35, 12], and reduced order model-
ing techniques [4]. Decentralized control manages the entire system by coordinating
multiple controllers, each operating in a different node or subnetwork. Decentraliza-
tion also enables resiliency and asynchronicity, which are key practical advantages
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Fig. 1 Configuration of a GS scheme over a 1-D mesh.
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Fig. 2 Configuration of a GS scheme over a 2-D mesh.
over centralized MPC. Different schemes for coordinating MPC controllers have
been devised [28]. Lagrangian dual decomposition is a technique where Lagrange
multipliers are used for coordination. This technique is popular in electricity markets
because the dual variables can be interpreted as prices that are used as a coordina-
tion mechanism [18, 24, 3]. Techniques based on coordinate minimization schemes
and distributed gradient methods have also been proposed to coordinate MPC con-
trollers in general settings [32, 33, 23]. An important limitation of decentralized
schemes is that coordination of subsystems tends to be slow (e.g., convergence rates
of existing schemes are at best linear) [8, 16, 14]. This slow convergence has been
reported in the context of energy networks in [3]. Moreover, spatial decentralization
by itself does not address the complexity induced by multiple time scales. In partic-
ular, time scales and prediction horizons of different decentralized controllers might
be different. To the best of our knowledge, no coordination schemes currently exist
to handle such settings.
Hierarchical control seeks to overcome fundamental limitations of decentralized
and centralized control schemes. Fundamental concepts of hierarchical control date
as far back as the origins of automatic control itself [17]. Complex industrial con-
trol systems such as the power grid are structured hierarchically in one way or an-
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other to deal with multiple time and spatial scales. Existing hierarchies, however,
are often constructed in ad-hoc manners by using objectives, physical models, and
control formulations at different levels that are often incompatible. For instance,
an independent system operator (ISO) solves a hierarchy of optimization problems
(unit commitment, economic dispatch, optimal power flow) that use different phys-
ical representations of the system. This can lead to lost economic performance, un-
reachable/infeasible command signals, and instabilities [26, 5]. Hierarchical MPC
provides a general framework to tackle dynamics and disturbances occurring at mul-
tiple time scales [29, 28, 17, 34] and spatial scales [13]. In a traditional hierarchical
MPC scheme, one uses a high-level controller to compute coarse control actions
that are used as targets (commands) by low level controllers. This approach has
been used recently in microgrids and multi-energy systems [22, 38]. More sophis-
ticated MPC controllers use robustness margins of the high level controller that are
used by the lower level controller to maintain stability [29]. Significant advances in
the analysis of multi-scale dynamical systems have also been made, most notably
by the use of singular perturbation theory to derive reduced-order representations of
complex networks [19, 11, 25, 30]. The application of such concepts in hierarchical
MPC, however, has been rather limited. In particular, the recent review on hierarchi-
cal MPC by Scattolini notices that systematic design methods for hierarchical MPC
are still lacking [28]. More specifically, no hierarchical MPC schemes have been
proposed that aggregate and refine trajectories at multiple scales. In addition, exist-
ing schemes have been tailored to achieve feasibility and stability but do not have
optimality guarantees. This is important in systems where both economic efficiency
and stability must be taken into account. To the best of our knowledge, no attempt
has been made to combine hierarchical and decentralized MPC schemes to man-
age spatial and temporal scales simultaneously. The multi-grid computing concepts
presented in this work seek to take a first step towards creating more general hierar-
chical control architectures. The proposed multi-grid schemes provide a framework
to coordinate decentralized electricity markets. This is done by exchanging state
and price (dual information) at the interfaces of the agents domain. The ability to do
this hierarchically enables coordination over multiple spatial schemes, in particular,
provides a framework to cover large geographical regions that might involve many
market players.
2 Analysis of Gauss-Seidel Schemes
This section presents basic concepts and convergence results for a GS scheme under
a general convex QP setting. The results seek to highlight how the structure of the
coupling between partition variables as well as the coordination sequence affect the
performance of GS schemes.
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2.1 Illustrative Setting
To introduce notation, we begin by considering a convex QP with two variable par-
titions (i.e., K = {1,2}). To simplify the presentation, we do not include internal
partition constraints and focus on coupling constraints across partitions. Under these
assumptions, we have the following lifted optimization problem:
min
z1,z2
1
2
[
z1
z2
]T [Q1
Q2
][
z1
z2
]
−
[
c1
c2
]T [z1
z2
]
(4a)
s.t.
[
Π11 Π12
Π21 Π22
]
︸ ︷︷ ︸
Π
[
z1
z2
]
︸︷︷︸
z
=
[
0
0
]
(λ1)
(λ2)
(4b)
Here, the matrices Π11,Π12,Π21,Π22 capture coupling between the variables z1 and
z2. We highlight that, in general, Π12 6=Π21 (the coupling between partitions is not
symmetric). The matrices Q1 and Q2 are positive definite and we assume that Π11
and Π22 have full row rank and that the entire coupling matrix Π has full row rank.
By positive definiteness of Q1 and Q2 and the full rank assumption of Π we have
that the feasible set is non-empty and the primal and dual solution of (4) is unique.
The coupling between partition variables is two-directional (given by the structure
of the coupling matrix Π ). This structure is found in 1-D linear networks. When the
coupling is only one-directional, as is the case of temporal coupling, we have that
Π12 = 0 and thus Π is block lower triangular, indicating that the primal variables
only propagate forward in time. We will see, however, that backward propagation
of information also exists, but in the space of the dual variables.
The first-order KKT conditions of (4) are given by the linear system:
Q1 Π11T Π21T
Π11 Π12
Π12T Q2 Π22T
Π21 Π22


z1
λ1
z2
λ2
=

c1
0
c2
0
 (5)
To avoid solving this system in a centralized manner we use a decentralized GS
scheme with coordination update index ` ∈ Z+. The scheme has the form:[
Q1 Π11T
Π11
][
z`+11
λ `+11
]
=
[
c1
0
]
−
[
Π21T
Π12
][
z`2
λ `2
]
(6a)[
Q2 Π22T
Π22
][
z`+12
λ `+12
]
=
[
c2
0
]
−
[
Π12T
Π21
][
z`+11
λ `+11
]
(6b)
This scheme requires an initial guess for the variables of the second partition
(z2,λ2) that is used to update (z1,λ1) and we then proceed to update the variables
of the second partition. Note, however, that we have picked this coordination order
arbitrarily (lexicographic order). In particular, one can start with an initial guess of
the first partition to update the second partition and then update the first partition
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(reverse lexicographic order). This scheme has the form:[
Q2 Π22T
Π22
][
z`+12
λ `+12
]
=
[
c2
0
]
−
[
Π12T
Π21
][
z`1
λ `1
]
(7a)[
Q1 Π11T
Π11
][
z`+11
λ `+11
]
=
[
c1
0
]
−
[
Π21T
Π12
][
z`+12
λ `+12
]
(7b)
We will see that the coordination order affects the convergence properties of the
GS scheme. In problems with many partitions, we will see that a large number of
coordination orders are possible. Moreover, we will see that coordination orders can
be designed to enable sophisticated parallel and asynchronous implementations. A
key observation is that the linear systems (6) in the GS scheme are the first-order
KKT conditions of the following partition problemsP1 andP2, respectively:
z`+11 = argmin
z1
1
2
zT1 Q1z1− zT1
(
c1−ΠT21λ `2
)
(8a)
s.t. Π11z1+Π12z`2 = 0 (λ1) (8b)
z`+12 = argmin
z2
1
2
zT2 Q2z2− zT2
(
c2−ΠT12λ `+11
)
(8c)
s.t. Π22z2+Π21z`+11 = 0 (λ2) (8d)
The relevance of this observation is that one can implement the GS scheme by di-
rectly solving optimization problems, as opposed to performing intrusive linear al-
gebra calculations [34]. This has practical benefits, as one can use algebraic model-
ing languages and handle sophisticated problem formulations. This also reveals that
both primal and dual variables are communicated between partitions. Primal infor-
mation enters in the coupling constraints. The dual variables enter as cost terms in
the objective and highlights the fact that dual variables can be interpreted as prices
of the primal variable information exchanged between partitions.
We now seek to establish conditions guaranteeing convergence of this simplified
GS scheme. To do so, we define the following matrices and vectors:
A1 :=
[
Q1 Π11T
Π11
]
, x`1 :=
[
z`1
λ `1
]
, b1 :=
[
c1
0
]
, B12 :=
[ −Π21T
−Π12
]
(9a)
A2 :=
[
Q2 Π22T
Π22
]
, x`2 :=
[
z`2
λ `2
]
, b2 :=
[
c2
0
]
, B21 :=
[ −Π12T
−Π21
]
. (9b)
The partition matrices A1, A2 are non-singular because the matrices Q1, Q2 are pos-
itive definite and Π11, Π22 have full row rank. Nonsingularity of A1 and A2 implies
that the partition optimization subproblemsP1 andP2 have a unique solution for
any values of the primal and dual variables of the neighboring partition. We can now
express (x`+11 ,x
`+1
2 ) in terms of (x
`
1,x
`
2) to obtain a recursion of the form:
8 Sungho Shin and Victor M. Zavala[
A1
−B21 A2
][
x`+11
x`+12
]
=
[
B12
][
x`1
x`2
]
+
[
b1
b2
]
. (10)
We can write this system in compact form by defining:
w` :=
[
x`1
x`2
]
, S :=
[
A1
−B21 A2
]−1 [ B12] , r := [ A1−B21 A2
]−1 [b1
b2
]
. (11)
The solution of the `-th update step of (6) can be represented as:
w`+1 = Sw`+ r. (12a)
= S`w0+
(
I+S+ · · ·+S`−1
)
r. (12b)
The solution of the QP (4) (i.e., the solution of the KKT system (5)) solves the
implicit system w = Sw+ r, which can also be expressed as (I− S)w = r or w =
(I− S)−1r. Consequently, we note that the eigenvalues of matrix S play a key role
in the convergence of the GS scheme (8). We discuss this in more detail in the
following section.
2.2 General Setting
We now extend the previous analysis to a more general QP setting with an arbitrary
number of partitions. Here, we seek to illustrate how to perform lifting in a general
case where coupling is implicit in the model and how to derive a GS scheme to solve
such a problem. Our discussion is based on the following convex QP:
min
z
1
2
zT Qz− cT z (13)
Here z = (z(1),z(2), · · · ,z(N)) ∈ RN are the optimization variables, Q ∈ RN×N is a
positive definite matrix, and c ∈ RN is the cost vector. For simplicity (and without
loss of generality) we assume that nz = 1 (there is only one variable per node). We
let Qi j represent the (i, j)-th component of matrix Q and we letN = {1,2, · · · ,N}
be the variable indices (in this case also the node indices). Problem (13) has a unique
solution because the matrix Q is positive definite.
We focus our analysis on the QP (13) because we note that equality constraints
A¯z+ B¯d = 0 in (1) (with A¯T = [AT ΠT ] and B¯T = [BT 0]) can be eliminated by
using a null-space projection procedure. To see how this can be achieved we note
that, if A has full row rank, we can always construct a matrix Z ∈ RN×N˜ whose
columns span the null-space of A¯ (i.e., A¯Zz˜ = 0 for any z˜ ∈ RN˜) and with N˜ < N.
Similarly, we can construct a matrix Y ∈ RN×(N−N˜) whose columns span the range-
space of A¯T (i.e., Y y˜ ∈ Range(A¯T ) for any y˜ ∈ RN−N˜). We can express any z ∈ RN
as z = Zz˜+Y y˜. We thus have that A¯z = A¯Y y˜ for all z˜ and thus y˜ =−(A¯Y )−1B¯d and
z = −Y (AY )−1B¯d+Zz˜ satisfies A¯z = −B¯d for any z˜. With this, we can express the
quadratic objective as 12 z
T Qz−cT z as 12 z˜T ZT QZz˜−cT Zz˜−(Y (AY )−1Bd)T QZz˜+κ ,
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where κ is a constant. We thus obtain a QP of the same form as (13) but with matrix
Q← ZT QZ, reduced cost c← ZT c+ZT QY (AY )−1Bd, and variable vector z← z˜.
We highlight that this reduction procedure does not need to be applied in a practical
implementation but we only use it to justify that the formulation (13) is general.
We thus have that the variables z in (13) are coupled implicitly via the ma-
trix Q and we seek to express this problem in the lifted form. We proceed to
partition the set N into a set of partitions K = {1, ..,K} to give the partition
sets N1,N2, · · · ,NK ⊆N satisfying N =N1 ∪N2 ∪ ·· · ∪NK and Nk ∩Nk′ =
/0 for all k,k′ ∈ K and k 6= k′. Coupling between variables arises when Qi j 6= 0
for i ∈Nk, j ∈N ′k , and k 6= k′. We perform lifting by defining index sets:
N k := { j ∈N \Nk | ∃ i ∈Nk s.t. Qi j 6= 0}, N k :=Nk ∪N k (14)
The set N k includes all the coupled variables in the partition set Nk that are not
in partition k. The set N k includes all variables in partition Nk and its coupled
variables. These definitions allow us to express problem (13) as:
min
z
1
2 ∑k∈K ∑i∈Nk
∑
j∈N k
Qi jz(i)z( j)− ∑
k∈K
∑
i∈Nk
ciz(i). (15)
To induce lifting, we introduce a new set of variables {z1,z2, · · · ,zK} defined as:
zk :=
 z(k1)...
z(kNk)
 , zk =
 z(kNk+1)...
z(kNk+Nk)
 , zk := [zkzk
]
(16)
where Nk = {k1,k2, · · · ,kNk}, N k = {kNk+1,kNk+2, · · · ,kNk+Nk}, Nk is the number
of variables in partition Nk, and Nk is the number of variables coupled to partition
k. With this, we can express problem (15) in the following lifted form:
min
z ∑
k∈K
1
2
zkT Qkzk− ckT zk. (17a)
s.t. Πkkzk + ∑
k′∈K \{k}
Πkk′zk′ = 0, k ∈K . (17b)
Here, Qk ∈ R(Nk+Nk)×(Nk+Nk) and ck ∈ R(Nk+Nk) are given by:
(Qk)i j =

Qkik j , for ki,k j ∈Nk
1
2 Qkik j , for ki ∈Nk and k j /∈Nk
1
2 Qkik j , for ki /∈Nk and k j ∈Nk
0, otherwise
, (ck)i =
{
cki , for ki ∈Nk
0, for ki /∈Nk
(18a)
The coefficient matrices Πkk ∈ RNk×(Nk+Nk) are given by:
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Πkk =
 eNk+1
T
...
eNk+Nk
T
 , (19)
where ei ∈ RNk+Nk are elementary column vectors. Note that for Qi j 6= 0, i ∈Nk,
j ∈Nk′ , and k 6= k′, Qi j can be included in the objective function of either partition
k, partition k′, or both. In the lifting scheme shown in (18a), we assume that these
terms are equally divided and included in each partition. However, this approach is
arbitrary, and other lifting schemes are possible. In other words, we can manipulate
the lifting scheme to set the partition sets to satisfy either j ∈ N k or j /∈ N k.
Interestingly, one can show that the solution of the lifted problem is unique and is
the same as that of problem (13). The proof of this assertion is intricate and will not
be discussed here due to the lack of space. To simplify the notation we express the
lifted variables z¯k, matrices Q¯k, and cost vectors c¯k in (17) simply as zk,Qk,ck.
The primal-dual solution of (17) can be obtained by solving the KKT conditions:
Q1 ΠT11 Π
T
21 · · · ΠTK1
Π11 Π12 · · · Π1K
ΠT12 Q2 Π
T
22
...
Π21 Π22
...
...
. . .
...
...
. . .
...
ΠT1K · · · · · · QK ΠTKK
ΠK1 · · · · · · ΠKK


z1
λ1
z2
λ2
...
zK
λK

=

c1
0
c2
0
...
cK
0

(20)
By exploiting the structure of this system, we can derive a GS scheme of the form:[
Qk ΠTkk
Πkk
][
z`+1k
λ `+1k
]
=
[
ck
0
]
−
k−1
∑
k′=1
[
0 ΠTk′k
Πkk′ 0
][
z`+1k′
λ `+1k′
]
−
K
∑
k′=k+1
[
0 ΠTk′k
Πkk′ 0
][
z`k′
λ `k′
]
.
(21)
Here, we have used a lexicographic coordination order. We note that the solution of
the linear system (21) solves the optimization problem:
z`+1k = argmin
zk
1
2
zkT Qkzk− zTk
(
ck−
k−1
∑
k′=1
ΠTk′kλ
`+1
k′ −
K
∑
k′=k+1
ΠTk′kλ
`
k′
)
(22a)
s.t. Πkkzk +
k−1
∑
k′=1
Πkk′z`+1k′ +
K
∑
k′=k+1
Πkk′z`k′ = 0 (λk). (22b)
From this structure, we can see how the primal and dual variables propagate forward
and backward relative to the partition k, due to the inherent block triangular nature
of the GS scheme. We now seek to establish a condition that guarantees convergence
of the GS scheme in this more general setting. To do so, we define:
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Ak :=
[
Qk ΠkkT
Πkk
]
, x`k :=
[
z`k
λ `k
]
, bk :=
[
ck
0
]
, Bkk′ :=
[ −Πk′kT
−Πkk′
]
. (23)
By using (23), we can express (21) as:
Akx`+1k = bk +
k−1
∑
k′=1
Bkk′x
`+1
k′ +
K
∑
k′=k+1
Bkk′x
`
k′ . (24)
This can be expressed in matrix form as:
A1
−B21 A2
...
. . . . . .
−BK1 · · · −BKK−1 AK


x`+11
x`+12
...
x`+1K
=

B12 · · · B1K
. . .
...
BK−1K


x`1
x`2
...
x`K
+

b1
b2
...
bK
 . (25)
We can see that the partition matrices Ak are nonsingular by inspecting the block
structure of Qk. In particular, by the definition of Qk in (18a) (we denoted Qk as Qk
here) and the definition of Πkk in (19), we can express Ak as:
Ak =
Qˆk QTkQk I
I
 (26)
where each components of Qˆk ∈RNk×Nk and Qk ∈RNk×Nk are defined in (18a). Since
Q is positive definite, Qˆk is also positive definite. Noting that Qˆk is nonsingular, we
can see that the columns of Ak are linearly independent and thus Ak is nonsingular
as well. This implies that the block lower triangular matrix on the left-hand side of
(25) is also nonsingular. To simplify notation we define:
w` :=

x`1
x`2
...
x`K
 , r :=

A1
−B21 A2
...
. . . . . .
−BK1 · · · −BKK−1 AK

−1
b1
b2
...
bK
 (27a)
S :=

A1
−B21 A2
...
. . . . . .
−BK1 · · · −BKK−1 AK

−1
B12 · · · B1K
. . .
...
BK−1K
 . (27b)
We express (25) by using the compact form w`+1 = Sw` + r or w`+1 = S`w0 +(
I+S+ · · ·+S`−1)r. The solution of (20) satisfies w = Sw+ r. This implies that
the solution of the lifted problem also solves the original problem (13). We now
formally establish the following convergence result for the GS scheme.
Proposition 1 The GS scheme (22) converges to the solution of (13) if all the eigen-
values of the matrix:
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Σ :=

Q1 ΠT11
Q2 ΠT12 ΠT22
. . .
...
. . .
. . .
QK ΠT1K · · · ΠTK−1K ΠTKK
Π11
Π21 Π22
...
. . .
. . .
ΠK1 · · · ΠKK−1 ΠKK

−1
−ΠT21 · · · −ΠTK1
. . .
...
−ΠTKK−1
−Π12 · · · −Π1K
. . .
...
−ΠK−1K

have magnitude less than one.
Proof. Matrix Σ is a permutation of matrix S. The permutation is a similarity trans-
formation and thus S has the same set of eigenvalues as Σ . Consequently, all the
non-zero eigenvalues of S have a magnitude of less than one. This implies that all
the eigenvalues of S` decay exponentially as `→ ∞. Furthermore, this indicates
that the series I + S+ S2 + · · · converges to (I− S)−1. Note that I− S is invertible
since all the eigenvalue of S have magnitude less than one. Accordingly, the solu-
tion of the scheme (22) satisfies lim`→∞w` = (I− S)−1r. This convergence value
(I−S)−1r satisfies equation w = Sw+ r. Note that this is a unique solution to equa-
tion w = Sw+ r and thus solves (17). Problem (17) has same solution of problem
(13), and both problems have unique solutions. Thus, the solution of the GS scheme
(22) converges to the solution of (13). 
Convergence is achieved without any assumptions on the initial guess w0. The
error between the solution of problem (13) and the solution of the `-th coordi-
nation update of the GS scheme (21) (i.e., (I − S)−1r − w`) is given by ε` =
S`
(
(I−S)−1r−w0). We will call ‖ε`‖ the error of the `-th coordination step. If
we express the initial error term as ‖ε0‖, we can write ‖ε`‖= ‖S`ε0‖. Moreover, if
we define ρ(S) = λmax(S) then, for any δ > 0, there exists κ > 0 such that the bound
‖S`‖ ≤ κ|ρ(S)+δ |` holds for all ` and where ‖S‖ is a matrix norm of S. Using this
inequality we can establish that ‖ε`‖ ≤ κ|ρ(S)+ δ |`‖ε0‖. Since we can choose δ
to be arbitrarily small, we can see that the decaying rate of the error is O
(
ρ(S)`
)
.
Although the error decays exponentially we note that, if ρ(S) is close to one, con-
vergence can be slow and thus having a good initial guess w0 is essential. We also
note that ρ(S) is tightly related to the topology of the coupling between partitions,
indicating that the partition structure contributes to the convergence rate.
We highlight that the GS concepts discussed here focus on problems with no
inequality constraints. In practice, however, GS schemes can also be applied to such
problems by using projected GS schemes [34, 6, 36].
2.3 Coordination Orders
In the lexicographic coordination order proposed in (21), we use the update se-
quence k = 1,2, · · · ,K. We note that the order affects the structure of the matrix Σ
and thus convergence can be affected as well. To see this, consider a new order given
by the sequence σ(1),σ(2), · · · ,σ(K) where σ : {1,2, · · · ,K} → {1,2, · · · ,K} is a
bijective mapping. We can use this mapping to rearrange the partition variables as:
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[z1,λ1,z2,λ2, . . .zK ,λK ]→ [zσ(1),λσ(1),zσ(2),λσ(2), . . .zσ(K),λσ(K)]. (28)
This gives the reordered matrix:
S =

Aσ(1)
−Bσ(2)σ(1) Aσ(2)
...
. . . . . .
−Bσ(K)σ(1) · · · −Bσ(K)σ(K−1) Aσ(K)

−1
Bσ(1)σ(2) · · · Bσ(1)σ(K)
. . .
...
Bσ(K−1)σ(K)

(29)
Importantly, the change in update order is not necessarily a similarity transforma-
tion of matrix S and thus the eigenvalues will be altered. The GS scheme converges
as long as eigenvalues of the reordered matrix S have magnitude less than one but
the convergence rate will be affected. Interestingly, GS schemes are highly flexible
and allow for a large number of update orders. For instance, in some cases one can
derive ordering sequences that enable parallelization. As an example, the 1-D spa-
tial problem has a special structure with Bkk′=0 for any (k,k′) such that |k− k′| ≥ 2.
The GS scheme becomes:
Akx`+1k = bk +Bkk−1x
`+1
k−1+Bkk+1x
`
k+1 (30)
Instead, we consider the following ordering σ(i) = 2i− 1 for 1 ≤ i ≤ K2 and
σ(i) = 2i−K for K2 + 1 ≤ i ≤ K. Here we assume that the number of partitions is
even. This is a called a red-black ordering and is widely popular in the solution of
PDEs. By changing the index using σ(·), we can express (30) as:
Aσ(i)x
`+1
σ(i) = bσ(i)+Bσ(i)σ(i+ K2 )
x`σ(i+ K2 )
, i = 1 (31a)
Aσ(i)x
`+1
σ(i) = bσ(i)+Bσ(i+ K2 −1)σ(i+ K2 −1)x
`
σ(i+ K2 −1)
+Bσ(i)σ(i+ K2 )
x`σ(i+ K2 )
, 2≤ i≤ K
2
(31b)
and
Aσ(i)x
`+1
σ(i) = bσ(i)+Bσ(i)σ(i− K2 )x
`+1
σ(i− K2 )
+Bσ(i)σ(i− K2 +1)x
`+1
σ(i− K2 +1)
,
K
2
+1≤ i≤ K−1. (32a)
Aσ(i)x
`+1
σ(i) = bσ(i)+Bσ(i)σ(i− K2 )x
`+1
σ(i− K2 )
, i = K. (32b)
We can thus see that the solution of (31) can proceed independently for any 1 ≤
i≤ K2 . This is because these partitions only depend on the solutions of (32) but not
on the solutions of (31). Likewise, solving (32) can be done independently for any
K
2 +1≤ i≤ K. Red-black ordering thus enables parallelism. Different coordination
orders for 1-D and 2-D meshes are presented in Figures 3 and 4.
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Fig. 3 Sketch of 1-D ordering methods.
Fig. 4 Sketch of 2-D ordering methods.
2.4 Coarsening
Low-complexity coarse versions of the full-resolution problem (1) can be solved to
obtain an initial guess for the GS scheme and with this accelerate coordination. To
illustrate how this can be done, we use the following representation of (1):
min
z
1
2
zT Qz− cT z (33a)
s.t.
[
A
Π
]
︸︷︷︸
A¯
z+
[
B
0
]
︸︷︷︸
B¯
d = 0 (ν ,λ ) (33b)
Our goal is to obtain a substantial reduction in the dimension of this problem by
introducing a mapping from a coarse variable space to the original space. This is
represented by the linear mapping z= T z˜ where z˜∈RNc·nz is the coarse variable and
we assume that the mapping T ∈ RN·nz×Nc·nz (called a restriction operator) has full
column rank and Nc < N. We can thus pose the low-dimensional coarse problem:
min
z
1
2
z˜T T T QT z˜− cT T z˜ (34a)
s.t. UT A¯T z˜+UT B¯d = 0 (ν˜ , λ˜ ) (34b)
A key issue that arises in coarsening is that the columns of matrix A¯T do not nec-
essarily span the entire range space of B¯ (i.e., we might not be able to find a coarse
variable z˜ that satisfies A¯T z˜+ B¯d = 0). Consequently, we introduce a constraint ag-
Multi-Grid Schemes for Multi-Scale Coordination of Energy Systems 15
gregation matrix U that has full column rank to ensure that UT A¯T spans the range
space of UT B¯. With this, we can ensure that the feasible set of (34) is non-empty.
After solving the coarse problem (34), we can project the primal-dual solution
from the coarse space to the original space. We note that the dimension of the dual
space is also reduced because we performed constraint aggregation. The projection
for the primal solution can be done by using z= T z˜ while the projection for the dual
solution can be obtained as (ν ,λ ) =U(ν˜ , λ˜ ). The derivation of coarsened represen-
tations is application-dependent and often requires domain-specific knowledge. In
particular, coarsening can also be performed by using reduced order modeling tech-
niques such as proper orthogonal decompositions [2] or coherency-based network
aggregation schemes [20]. In the following sections we demonstrate how to derive
coarse representations in certain settings.
2.5 Multi-Grid Schemes and Hierarchical Coordination
Multi-grid serves as a bridge between a fully centralized and a fully decentralized
coordination schemes. In particular, a fully centralized scheme would aim to find
a solution of the full-resolution problem (2) by gathering all the information in
a single processing unit. A fully decentralized scheme such as GS, on the other
hand, would proceed by finding solutions to subproblems (3) over each partition
and information would only be shared between the connected partitions through the
coordination variables. A drawback of a decentralized scheme is that a potentially
large number of coordination steps might be needed to reach a solution for the full-
resolution problem, particularly when many partitions are present.
In a multi-grid scheme, we seek to aid the decentralized scheme by using infor-
mation from a low-resolution central problem that oversees the entire domain. In
our context, the information is in the form of states and dual variables defined over
the partition interfaces (i.e., the coupling variables and constraints). The key idea of
this hierarchical arrangement is that the coarse central scheme can capture effects
occurring at low global frequencies while the agents in the decentralized schemes
can handle effects occurring at high local frequencies. As can be seen, multi-grid
provides a framework to design hierarchical control architectures by leveraging ex-
isting and powerful reduced order modeling techniques such as coherency-based
aggregation and decentralized control schemes.
Multi-grid is a widely studied computational paradigm. The framework proposed
here presents basic elements of this paradigm but diverse extensions are possible
[7, 9]. For instance, the scheme proposed here involves only a coarse and a fine
resolution level but one can create a multi-level schemes that transfer information
between multiple scales recursively by using meshes of diverse resolution. This can
allow us to cover a wider range of frequencies present in the system. In the following
section we illustrate how sequential coarsening can be beneficial.
From an electricity markets perspective, we highlight that multi-grid schemes
provide a framework to coordinate transactions at multiple spatial and temporal
scales. To see this, consider the case of spatial coordination of electricity markets.
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Under such setting, we can interpret each partition of the spatial domain as a market
player (e.g., a microgrid). The market players have internal resources (e.g., dis-
tributed energy resources) that they manage to satisfy their internal load. The play-
ers, however, can also transact energy with other players in order to improve their
economic performance. The proposed GS scheme provides a mechanism to handle
intra-partition decision-making (by solving the partition subproblems) and inter-
partition transactions by exchanging state (voltages) and dual information (nodal
prices). If transaction information is exchanged multiple times (corresponding to
multiple GS iterates), the GS scheme will converge to an equilibrium point corre-
sponding to the solution of the centralized economic maximization problem (e.g.,
the social welfare problem). This is a useful property of decentralized coordina-
tion because centralization of information and decision-making is often impractical.
If the players only exchange information once (or a handful of times) they might
not reach an optimal equilibrium and an inefficiency will be introduced. Moreover,
when a disturbance affects the system, many GS iterations might be needed to reach
the new optimal equilibrium. This is where hierarchical optimization becomes ben-
eficial, because one can solve and aggregated spatial representation of the system
(in which each partition is treated as a node) to compute approximate dual variables
and states at the interfaces of the partitions. This approximation can be used to aid
the convergence of the decentralized GS scheme (by conveying global spatial infor-
mation to local market players). One can think of the coarse high-level problem as
a system operator (supervisor) problem (e.g., at the distribution level). The operator
might, at the same time, need to coordinate with other system operators (each of
which oversees its own set of market players). These system operators can at the
same time be aggregated into a higher level which would represent, for instance,
a transmission or regional operator. We can thus see that hierarchical multi-grid
schemes enable scalable coordination of potentially large number of market play-
ers over large geographical regions. The hierarchical multi-grid scheme can also be
applied to handle multiple timescales of a single market player that might need to
manage, for instance, assets with different dynamic characteristics.
3 Case Studies
We now present numerical case studies to demonstrate the concepts in the context
of temporal and spatial management of energy systems. We use a multi-scale (in
time) optimization problem with features of an storage management problem and a
multi-scale (in space) optimization problem that considers power flow dispatch over
a network.
3.1 Multi-Scale Temporal Control
We use a multi-grid scheme to solve the following temporal planning problemP:
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min
x,u ∑
i∈N
(x(i)2+u(i)2) (35a)
s.t. x(i+1) = x(i)+δ (u(i+1)+d(i+1)), i ∈N (35b)
x(0) = 0. (35c)
This problem has a state, a control, and a disturbance defined over N = M ·K time
points contained in the set N . The state and control are grouped into the decision
variable z(i) = (x(i),u(i)). The distance between mesh points is given by δ . The
structure of this problem resembles that of an inventory (storage) problem in which
the disturbance d(i) is a load and u(i) is a charge/discharge flow from the stor-
age. In these types of problems, the load might have frequencies covering multiple
timescales (e.g., seasonal, daily, and down to seconds). Consequently, the time mesh
δ has to be rather fine to capture all the frequencies. Moreover, the planning horizon
(the time domain N · δ ) might need to be long so as to capture the low frequency
components in the load. We partition the problem into K partitions, each containing
M points. The set of inner points in the partition is defined asM . The optimization
problem over a partition k solved in the GS scheme is given by:
min
xk,uk
∑
i∈M
(
xk(i)2+uk(i)
2
)
+ xk(M)λ `k+1 (36a)
s.t. xk(i+1) = xk(i)+δ (uk(i+1)+dk(i+1)), i ∈M (36b)
xk(0) = x`+1k−1(M) (λk). (36c)
In our numerical experiments, we set K = 10 and M = 100 to give N = 1,000 points.
The time mesh points were set t(i) = i ·δ with δ = 0.1. We use a disturbance signal
composed of a low and a high frequency d(i) = 4sin
( 4pii
N
)
+ sin
( 24pii
N
)
, i ∈N . The
disturbance signal and its frequency components are shown in Figure 5.
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Fig. 5 Disturbance profile (left) and frequency components (right) for temporal problem.
We solve a coarse problem to create a hierarchical structure that aids the GS
scheme (which operates on the partitions at high resolution). To perform coarsening,
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we aggregate Mc = 4 internal grid points (i.e., collapse 25 points into one coarse
point). The set of inner coarse points is Mc. The projection is xk = Txx˜k and uk =
Tuu˜k with:
Tx = Tu =

1
1
...
1
. . .
1
...
1

(37a)
The projection matrices Tx and Tu have full column rank. The fine to coarse restric-
tion can also be expressed as:
x˜k(i˜) = xk(i), u˜k(i˜) = uk(i), if i˜ = b i−1M/Mc c+1 (38)
where b·c is a round-down operator. We denote ϕ(i) = b i−1M/Mc c+ 1. The coarse
problem can then be stated in terms of the coarse variables as follows:
min
x˜k,u˜k
∑
j∈Mc
(
x˜k( j)2+ u˜k( j)
2
)
+ x˜k(Mc)λ `k+1 (39a)
s.t. x˜k( j+1) = x˜k( j)+
M
Mc
δ (u˜k( j+1)+ d˜k( j+1)), j ∈Mc (39b)
x˜k(0) = x˜`+1k−1(Mc) (λk), (39c)
where d˜k( j) = McM ∑i∈ϕ−1( j˜) dk(i) is the coarsened disturbance signal. The dynamic
equations are defined over a smaller dimensional space (defined overMc) which re-
sults from aggregating the dynamic equations in the full resolution problem (defined
overM ). We solve the full resolution problem (35) and compare its solution against
that of the pure GS scheme, the one of the coarse low resolution problem, and the
one of the hierarchical scheme that solves the coarse problem to coordinate the GS
scheme. We also solve the coarse problem by using a GS scheme. Figure 6 shows
the results. We note that the solution to the coarse problem (36) captures the gen-
eral long-term trend of the solution but misses the high frequencies. The GS scheme
refines this solution and converges in around 30 coordination steps. By comparing
Figure 6 (top-right) and (bottom-right), we can see that initializing GS scheme with
the coarse solution significantly reduces the initial error, and demonstrates the ben-
efit of the hierarchical scheme.
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Fig. 6 (Top-left) solution of coarse problem, (top-right) solution of first GS step with coarsening,
(bottom-left) solution of 30th GS step with coarsening, (bottom-right) solution of first GS step
without coarsening.
3.2 Multi-Scale Spatial Control
Useful insights on how to use multi-grid schemes to create hierarchical network
control structures result from interpreting network flows as diffusive processes. To
illustrate this, we consider a network with nodes defined on a rectangular mesh.
A node (i, j) in the network exchanges flows with its four neighboring nodes
(i, j+1),(i, j−1),(i+1, j),(i−1, j) (this is called a stencil). The flows f (i, j) are
a function of the node potentials p(i, j) and given by:
f (i, j; i, j+1) = D(p(i, j)− p(i, j+1)) (40a)
f (i, j; i, j−1) = D(p(i, j)− p(i, j−1)) (40b)
f (i, j; i+1, j) = D(p(i, j)− p(i+1, j)) (40c)
f (i, j; i−1, j) = D(p(i, j)− p(i−1, j)). (40d)
Here, D∈R is the diffusion constant (i.e., the flow resistance) of the link connecting
the nodes. At each node (i, j) we have a load d(i, j) and a source u(i, j) that is used
to counteract (balance) the load. This gives the flow balance conservation equation:
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f (i, j; i, j+1)+ f (i, j; i, j−1)+ f (i, j; i+1, j)+ f (i, j; i−1, j) = u(i, j)+d(i, j).
This can also be written in terms of the potentials as:
D(4 · p(i, j)− p(i−1, j)− p(i+1, j)− p(i, j−1)− p(i, j+1)) = u(i, j)+d(i, j).
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Fig. 7 Disturbance field (left) and its components (right) for spatial optimization problem.
We assume that we have fixed 2-D spatial domain Ω := [0,X ]× [0,Y ] that is
discretized using M ·P nodes in each direction. The setsN x =N y := {1,2, · · · ,P ·
M} are the sets of points in each direction. The set of total mesh points is N =
N x×N y and thus N = (P ·M) · (P ·M). As the number of nodes increases, the
node potentials form a continuum described by the 2-D diffusion equation:
D
(
∂ 2 p(x,y)
∂x2
+
∂ 2 p(x,y)
∂y2
)
= u(x,y)+d(x,y), (x,y) ∈Ω . (41)
Using this analogy, we consider the following full-space problem:
min
p,u ∑
(i, j)∈N
(
p(i, j)2+u(i, j)2
)
(42a)
s.t. D(4 · p(i, j)− p(i−1, j)− p(i+1, j)− p(i, j−1)− p(i, j+1))
= u(i, j)+d(i, j), (i, j) ∈N (42b)
p(0, j) = 0, j ∈N y (42c)
p(M ·P+1, j) = 0, j ∈N y (42d)
p(i,0) = 0, i ∈N x (42e)
p(i,M ·P+1) = 0, i ∈N x (42f)
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The goal of the optimization problem is, given the loads d(i, j), to control the poten-
tials in the network nodes p(i, j) by using the sources u(i, j). The decision variables
at every node are z(i, j) = (p(i, j),u(i, j)). The presence of multiple frequencies in
the 2-D disturbance load field d(i, j) might require us to consider fine meshes, mak-
ing the optimization problem intractable. One can think of the disturbance field as
spatial variations of electrical loads observed over a geographical region. If the loads
have high frequency spatial variations, it would imply that we need high control
resolution (i.e., we need sources at every node in the network to achieve tight con-
trol). This can be achieved, for instance, by installing distributed energy resources
(DERs). Moreover, if the load has low-frequency variations, it would imply that the
DERs would have to cooperate to counteract global variations.
In our experiments, the size of mesh was set P= 10 and M = 10, which results in
N = 10,000 mesh points. To address this complexity, we partition the 2-D domain
into K = P ·P partitions each with M ·M points and we label each element in the
partition as k = (n,m) ∈ K . We can think of each partition k ∈ K as a region
of the network. We define inner index sets by: M x =M y := {1,2, · · · ,M} and
M :=M x×M y. The GS scheme for partition (n,m) is given by:
min
pn,m,un,m
∑
(i, j)∈M
(
pn,m(i, j)2+un,m(i, j)2
)
(43a)
+ ∑
j∈M y
pn,m(1, j)λ `+1n−1,m(M+1, j)+ ∑
j∈M y
pn,m(M, j)λ `n+1,m(0, j)
+ ∑
i∈M x
pn,m(i,1)λ `+1n,m−1(i,M+1)+ ∑
i∈M x
pn,m(i,M)λ `n,m+1(i,0)
s.t. D(4 · pn,m(i, j)− pn,m(i−1, j)− pn,m(i+1, j)− pn,m(i, j−1)− pn,m(i, j+1))
= un,m(i, j)+dn,m(i, j), (i, j) ∈M (43b)
pn,m(0, j) = p`+1n−1,m(M, j), (λn,m(0, j)) (43c)
pn,m(M+1, j) = p`n+1,m(1, j), (λn,m(M+1, j)) (43d)
pn,m(i,0) = p`+1n,m−1(i,M), (λn,m(i,0)) (43e)
pn,m(i,M+1) = p`n,m+1(i,1), (λn,m(i,M+1)), (43f)
The constraint indices for the constraints (43c)-(43f) run over j ∈M y and i ∈M x.
To perform coarsening, a mesh of (M/Mc) · (M/Mc) points is collapsed into a
single coarse point and the mapping from the coarse space to the original space is:
p˜n,m(i˜, j˜) = pn,m(i, j) if i˜ = b i−1M/Mc c+1, j˜ = b
j−1
M/Mc
c+1. (44)
As with the temporal case, we also perform aggregation of the constraints in the
partition to obtain a coarse representations. In our experiments, we used Mc = 2 as
default. The disturbance field is given by a linear combination of a 2-D sinusoidal
and of a Gaussian function. The shape of the load field illustrated in Figure 7. Fig-
ure 8 shows the optimal potential field obtained with the coarse problem and that
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obtained with the GS scheme at the first and tenth steps (initialized with the coarse
field). Note that the coarse field error captures the global structure of the load field
but misses the high frequencies, while the GS scheme corrects the high-frequency
load imbalances. In Figure 9 we again illustrate that the hierarchical scheme outper-
forms the decentralized GS scheme.
Fig. 8 (Top) Potential field solution and error of coarse problem, (middle) solution and error of
first GS update, and (bottom) solution and error of tenth GS update.
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Fig. 9 (Left) error for first GS update with coarsening and (right) error without coarsening.
3.3 Effect of Coarsening Strategy
We now compare the efficiency of coarsening with different resolutions on the per-
formance of GS. The results are given in Figure 10 (top left and right) and reveal that
using a higher resolution for the coarse problem does not necessarily result in bet-
ter performance of the GS scheme. This is particularly evident in the temporal case
while for the spatial case increasing the mesh resolution does help. We attribute this
difference to the asymmetric nature of the temporal problem compared to the sym-
metric mesh of the spatial case. For the temporal problem, we have found that the
most effective coarsening strategy is to solve a sequence of coarse problems with in-
creasing resolution. At each coarsening level, however, we only perform a single GS
coordination step and the resulting coordination variables are used to initialize the
GS coordination at the next level. The error evolution of this sequential coarsening
scheme is shown in Figure 10 (top left). We sequentially solved the coarse prob-
lems by using Mc = 1,Mc = 2,Mc = 4,Mc = 5,Mc = 10,Mc = 20,Mc = 25,Mc = 50
(this gives a total of eight GS steps). We note that, at the tenth GS step, the solution
from this sequential coarsening scheme is about seventy times smaller than that ob-
tained with no coarsening. This can be attributed to the ability of the single step GS
schemes to cover a wider range of frequencies.
3.4 Effect of Coordination Order
We solved the multi-scale temporal control problem (36) and the spatial control
problem (43) with four different ordering methods for each problem. For temporal
control problem, ordering method 1 was a lexicographic ordering, ordering method
2 was a reverse lexicographic ordering, ordering method 3 was a forward-backward
ordering, and ordering method 4 was the red-black scheme. For the spatial control
problem, ordering method 1 was a lexicographic ordering, ordering method 2 was
a spiral-like ordering, ordering method 3 was the red-black ordering, and ordering
method 4 was set by ordering the partitions based on the magnitude of the distur-
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bance. The results are presented in Figure 10 (top left and right). As can be seen, in
temporal problem, the performance of reverse lexicographic ordering is significantly
better than that achieved by other methods. This can be attributed to the asymmetry
of the coupling topology. In particular, in the temporal problem, the primal vari-
able information is propagated in forward direction while the dual information is
propagated in reverse direction. It can be seen that dual information plays an im-
portant role in the convergence of the temporal problem. In the spatial problem, the
performance of the different orderings is virtually the same. The red-black ordering
(which enables parallelism) achieves the same performance as the rest. We attribute
this to the symmetry of the spatial domain.
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Fig. 10 (Top-left) error of temporal control with different coarsening schemes, (top-right) er-
ror of spatial control with different coarsening schemes, (bottom-left) error of temporal control
with different ordering schemes, and (bottom-right) error of spatial control with different ordering
schemes.
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4 Conclusions and Directions of Future Work
We have presented basic elements of multi-grid computing schemes and illustrated
how to use these to create hierarchical coordination architectures for complex sys-
tems. In particular, we discuss how Gauss-Seidel schemes can be seen as decentral-
ized coordination schemes that handle high-frequency effects while coarse solution
operators can be seen as low-resolution centralized coordination schemes that han-
dle low-frequency effects. We believe that multi-grid provides a powerful frame-
work to systematically construct hierarchical coordination architectures but diverse
challenges need to be addressed. In particular, it is important to understand conver-
gence properties of GS schemes in more complex settings with nonlinear effects
and inequality constraints. Moreover, it is necessary to develop effective coarsening
(aggregation) schemes that can retain useful information while reducing complexity.
Moreover, it is desirable to combine hierarchical coordination schemes and existing
control theory to analyze stability and robustness properties.
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