Abstract. In this paper, we extend the reduced-basis approximations developed earlier for linear elliptic and parabolic partial differential equations with affine parameter dependence to problems involving (a) nonaffine dependence on the parameter, and (b) nonlinear dependence on the field variable. The method replaces the nonaffine and nonlinear terms with a coefficient function approximation which then permits an efficient offline-online computational decomposition. We first review the coefficient function approximation procedure: the essential ingredients are (i) a good collateral reduced-basis approximation space, and (ii) a stable and inexpensive interpolation procedure. We then apply this approach to linear nonaffine and nonlinear elliptic and parabolic equations; in each instance, we discuss the reduced-basis approximation and the associated offline-online computational procedures. Numerical results are presented to assess our approach.
Introduction
The design, optimization, control, and characterization of engineering components or systems often requires repeated, reliable, and real-time prediction of selected performance metrics, or "outputs," s e 1 ; typical "outputs" include forces, critical stresses or strains, flowrates, or heat fluxes. These outputs are typically functionals of a field variable, u e (µ) -such as temperatures or velocities -associated with a parametrized partial differential equation that describes the underlying physics; the parameters, or "inputs," µ, serve to identify a particular configuration of the component or system -geometry, material properties, boundary conditions, and loads. The relevant system behavior is thus described by an implicit input-output relationship, s e (µ), evaluation of which demands solution of the underlying partial differential equation (PDE).
The abstract formulation for an elliptic problem can be stated as follows: given any µ ∈ D ⊂ R P , we evaluate s e (µ) = (u e (µ)), where u e (µ) ∈ X e is the solution of a(u e (µ), v; µ) = f (v; µ), ∀v ∈ X e .
Here D is the parameter domain in which our P -tuple (input) parameter µ resides; X e (Ω) is an appropriate Hilbert space; Ω is a bounded domain in IR d with Lipschitz continuous boundary ∂Ω; f (·; µ), (·) are X e -continuous linear functionals; and a(·, ·; µ) is a X e -continuous bilinear form.
In actual practice, of course, we do not have access to the exact solution; we thus replace u e (µ) with a "truth" approximation, u(µ), which resides in (say) a suitably fine piecewise-linear finite element approximation space X ⊂ X e of very large dimension N . Our "truth" approximation is thus: given any µ ∈ D, we evaluate s(µ) = (u(µ)), where u(µ) ∈ X is the solution of a(u(µ), v; µ) = f (v; µ), ∀v ∈ X.
We shall assume -hence the appellation "truth" -that the discretization is sufficiently rich such that u(µ)
and u e (µ) and hence s(µ) and s e (µ) are indistinguishable at the accuracy level of interest. The reducedbasis approximation shall be built upon this reference (or "truth") finite element approximation, and the reduced-basis error will thus be evaluated with respect to u(µ) ∈ X. Our formulation must be stable and efficient as N → ∞.
We now turn to the abstract formulation for the controlled parabolic case. For simplicity, in this paper we will directly consider a time-discrete framework associated to the time interval I ≡]0, t f ]. We divideĪ ≡ [0, t f ] into K subintervals of equal length ∆t = for notational convenience, we also introduce K ≡ {1, . . . , K}. We shall consider Euler-Backward for the time integration; we can also readily treat higher-order schemes such as Crank-Nicolson [12] . The "truth" approximation is thus: given any µ ∈ D, we evaluate the output s(µ, t k ) = (u(µ, t k )), ∀k ∈ K, where u(µ, t k ) ∈ X satisfies m(u(µ, t k ), v) + ∆t a(u(µ, t k ), v; µ) = m(u(µ, t k−1 ), v) + ∆t f (v; µ) b(t k ), ∀v ∈ X, ∀k ∈ K,
with initial condition (say) u(µ, t 0 ) = u 0 (µ) = 0. Here, f (·, µ) and (·) are Y e -continuous (X e ⊂ Y e ) linear functionals, m(·, ·) is a Y e -continuous bilinear form, and b(t k ) is the control input. We note that the output, s(µ, t k ), and the field variable, u(µ, t k ), are now functions of the discrete time t k , ∀k ∈ K.
Our goal is the development of numerical methods that permit the rapid yet accurate and reliable prediction of these PDE-induced input-output relationships in real-time or in the limit of many queries -relevant, for example, in the design, optimization, control, and characterization contexts. To achieve this goal we will pursue the reduced-basis method. The reduced-basis method was first introduced in the late 1970s
for the nonlinear analysis of structures [1, 25] and subsequently abstracted and analyzed [5, 11, 28, 33] and extended [16, 18, 26 ] to a much larger class of parametrized partial differential equations. The foundation of the reduced basis method is the realization that, in many instances, the set of all solutions u(µ) (say, in the elliptic case) as µ varies can be approximated very well by its projection on a finite and low dimensional vector space: for sufficiently well chosen µ i , there exist coefficients c i = c N i (µ) such that the finite sum N i=1 c i u(µ i ) is very close to u(µ) for any µ.
More recently, the reduced-basis approach and also associated a posteriori error estimation procedures have been successfully developed for (i ) linear elliptic and parabolic PDEs that are affine in the parameter [13, 20, 21, 29, 40] -the bilinear form a(w, v; µ) can be expressed as
where the Θ q : D → IR and a q (w, v), 1 ≤ q ≤ Q, are parameter dependent functions and parameterindependent bilinear forms, respectively; and (ii ) elliptic PDEs that are at most quadratically nonlinear in the first argument [24, 38, 39] -in particular, a(w, v; µ) satisfies (4) and is at most quadratic in w (but of course linear in v). In these cases a very efficient offline-online computational strategy relevant in the many-query and real-time contexts can be developed. The operation count for the online stage -in which,
given a new parameter value, we calculate the reduced-basis output and associated error bound -depends on a low power of the dimension of the reduced-basis space N (typically small) and Q; but it is independent of N , the dimension of the underlying "truth" finite element approximation.
Unfortunately, if a is not affine in the parameter this computational strategy breaks down; the online complexity will still depend on N . For example, for general g(x; µ) (here x ∈ Ω and µ ∈ D), the bilinear form
will not admit an efficient (online N -independent) computational decomposition. In a recent CRAS note [4] , we introduce a technique that recovers the efficient offline-online decomposition even in the presence of nonaffine parameter dependence. In this approach, we develop a "collateral" reduced-basis expansion g M (x; µ) for g(x; µ) and then replace g(x; µ) in (5) with some necessarily affine approximation
. The essential ingredients are (i ) a "good" collateral reduced-basis approximation
ii ) a stable and inexpensive (N -independent) interpolation procedure by which to determine the ϕ M m (µ), 1 ≤ m ≤ M , and (iii ) an effective a posteriori estimator with which to quantify the newly introduced error terms. In this paper we shall expand upon the brief presentation in [4] and furthermore address the treatment of nonaffine parabolic problems; we shall also extend the technique to elliptic and parabolic problems in which g is a nonaffine nonlinear function of the field variable u -we hence treat certain classes of nonlinear problems.
A large number of model order reduction (MOR) techniques [2, 7, 8, 22, 27, 32, 36, 41] have been developed to treat nonlinear time-dependent problems. One approach is linearization [41] and polynomial approximation [8, 27] . However, inefficient representation of the nonlinear terms and fast exponential growth (with the degree of the nonlinear approximation order) of the computational complexity render these methods quite expensive, in particular for strong nonlinearities; other approaches for highly nonlinear systems (such as piecewise-linearization) [32, 35] suffer from similar drawbacks. It is also important to note that most MOR techniques focus only on temporal variations; the development of reduced-order models for parametric applications -our focus here -is much less common [6, 9] . This paper is organized as follows: In Section 2 we present a short review of the "empirical interpolation method" -coefficient function approximation -introduced in [4] . The abstract problem formulation, reduced-basis approximation, and computational considerations for linear coercive elliptic and linear coercive parabolic problems with nonaffine parameter dependence are then discussed in Section 3 and Section 4, respectively. We extend these results in Section 5 to monotonic nonlinear elliptic PDEs and and in Section 6 to monotonic nonlinear parabolic PDEs. Numerical results are included in each section in order to confirm and assess our theoretical results. (Note that, due to space limitations, we do not present in this paper associated a posteriori error estimators; the reader is referred to [4, 12, 23, 37] for a detailed development of this topic.)
Empirical Interpolation

Coefficient-Function Procedure
We begin by summarizing the results in [4] . We consider the problem of approximating a given µ- We now introduce a parameter test sample Ξ g Test of size Q Test = 225, and define ε M,max = max µ∈Ξ
and κ M ; here η M (µ) is the effectivity defined in (11) , and κ M is the condition number of B M . We present in Table 1 although G(x; µ) varies rapidly as µ approaches 0 and x approaches 0, G(x; µ) is nevertheless quite smooth in the prescribed parameter domain D. Table 1 , which implies -as expected -that the approximation quality of our empirical interpolation approach is relatively insensitive to the choice of norm in the sample construction process. In this section, we are interested in a particular form for problem (1) , in which
and
where a 0 (·, ·) is a (for simplicity, parameter-independent) bilinear form, a 1 :
For simplicity of exposition, we presume that h(x; µ) = g(x; µ).
We shall assume that a satisfies coercivity and continuity conditions
here α(µ) and γ(µ) are the coercivity constant and the continuity constant, respectively. (We (plausibly)
suppose that α 0 , γ 0 may be chosen independent of N .) We shall further assume that the trilinear form a 1 satisfies
It is then standard, given that g(·; µ) ∈ L ∞ (Ω), to prove existence and uniqueness of the exact solution and the truth approximation.
A Model Problem
We consider the following model problem defined on the unit square
is a piecewise-linear finite element approximation space of dimension N = 2601. Here a is given by (13) for
for g(x; µ) = G(x; µ) as defined in (12); and f is given by (14) for h(x; µ) = g(x; µ) = G(x; µ). The output
The solution u(µ) develops a boundary layer in the vicinity of x = (0, 0) for µ near the "corner" (−0.01, −0.01).
Reduced-Basis Approximation
Discrete Equations
We begin with motivating the need for the empirical interpolation approach in dealing with nonaffine problems; indeed, we shall continue the motivation discussed in Section 1. Specifically, we introduce the
and associated nested Lagrangian 4 [28] reduced-basis spaces
; the resulting algebraic system will then be well-conditioned.)
Were we to follow the classical recipe, the reduced-basis approximation would be obtained by a standard
If we now express
We observe that while a 0 (ζ i , ζ j ) is parameter-independent and can thus be pre-computed offline, Ω g(x; µ)ζ i and a 1 (ζ i , ζ j , g(·; µ)) depend on g(x; µ) and must thus be evaluated online for every new parameter value µ; the operation count for the online stage will thus scale as O(N 2 N ), where N is the dimension of the underlying truth finite element approximation space. The decrease in marginal cost in replacing the truth finite element approximation space with the reduced-basis approximation will be quite modest regardless of the dimension reduction N → N N .
To recover online N -independence, we appeal to the empirical interpolation method discussed in Section 2.
We simply replace g(x; µ) in (20) with the (necessarily) affine approximation
We may also consider Hermitian spaces built upon sensitivity derivatives of u with respect to µ [15] or, more generally, Lagrange-Hermitian spaces [17] .
from (6) based upon the empirical interpolation approach described in Section 2. Our reduced-basis approx-
we then evaluate the output estimate from
We now express
, and invoke (6) to obtain
where (7). We indeed recover the online N -independence: the
and Ω ζ i q m are all parameter independent and can thus be pre-computed offline, as discussed further in Section 3.2.3.
A Priori Theory
We consider here the convergence rate of u N,M (µ) → u(µ). In fact, it is a simple matter to demonstrate the optimality of u N,M (µ) in
; (24) here φ 1 (µ), φ 2 (µ), and φ 3 (µ) are given by
u N , we have
Note further from (2), (21), and (25)- (27) that the second term can be bounded by
where the last inequality derives from
and our hypothesis on ε M (µ). It then follows from (28) and (29) that
The desired result finally follows from (31) and the triangle inequality. (Note that φ 1 , φ 2 , and φ 3 are bounded by virtue of our continuity requirements.)
We note from Proposition 3.1 that M should be chosen such that ε M (µ) is of the same order as the error in the best approximation, inf w N ∈W u N u(µ) − w N X , as otherwise the second term on the righthand side of (24) may limit the convergence of the reduced-basis approximation. As regards the error in the best approximation, we note that W u N comprises "snapshots" on the parametrically induced manifold
The critical observations are that M u is very low-dimensional and that M u is smooth under general hypotheses on stability and continuity. We thus expect that the best approximation will converge to u(µ) very rapidly, and hence that N may be chosen small. (This is proven for a particularly simple case in [21] .)
Offline-Online Procedure
We summarize here the procedure [3, 18, 20, 29] . In the offline stage -performed only once -we first construct nested approximation spaces W g M and nested sets of interpolation points
we then choose S u N 5 and solve for (and orthonormalize) the ζ n , 1 ≤ n ≤ N ; we finally form and store
All quantities computed in the offline stage are independent of the parameter µ; note these quantities must be computed in a stable fashion which is consistent with the finite element quadrature points (see [23] page 173, and [12] page 132). In the online stage -performed many times for each new µ -we first compute ϕ M (µ) from (7) at cost O(M 2 ) by appealing to the triangular property of B M ; we then assemble and invert the (full) N × N reduced-basis stiffness matrix
for inversion; we finally evaluate the reduced-basis output
O(N ). The operation count for the online stage is thus only
Hence, as required in the many-query or real-time contexts, the online complexity is independent of N , the dimension of the underlying "truth" finite element approximation space. Since N, M N we expect significant computational savings in the online stage relative to classical discretization and solution approaches and relative to standard Galerkin reduced-basis approaches built upon (20).
Numerical Results
We present here numerical results for the model problem of Section 3.1.2. We first define (w, v) X = Ω ∇w · ∇v; thanks to the Dirichlet conditions on the boundary, (w, v) X is appropriately coercive. We note that for our particular function, g(x; µ) = G(x; µ) of (12), S g M , W g M , and hence T M and B M are already 5 In actual practice, our nested samples S u N and associated approximation spaces W u N are constructed by a greedy selection process [24, 29, 39] -which relies on a posteriori error estimators for the errors u(µ) − u N,M (µ) X and |s(µ) − s N,M (µ)| -that ensures "maximally independent" snapshots and hence a rapidly convergent reduced-basis approximation. This sampling strategy, in conjunction with our orthogonalization procedure, also guarantees a well-conditioned reduced-basis discrete system [24, 29, 39] . Details of this sampling procedure and the a posteriori error estimation procedures can be found in [23] for elliptic problems and [12] for parabolic problems. We observe that the reduced-basis approximation converges very rapidly. We also note, consistent with Proposition 3.1, the "plateau" in the curves for M fixed and the "drops" in the N → ∞ asymptotes as M is increased: for fixed M the error in our coefficient function approximation g M (x; µ) to g(x; µ) will ultimately dominate for large N ; increasing M renders the coefficient function approximation more accurate, which in turn leads to the drops in the asymptotic error. Figure 2 clearly suggests (for this particular problem) the optimal "N − M " strategy. We tabulate in Table 3 u N,M,max,rel and s N,M,max,rel for M chosen roughly optimally -but conservatively, to ensure that we are not on a "plateau" for each N . We observe very rapid convergence of the reduced-basis approximation with N, M . (Note that the convergence of the output can be further improved by the introduction of adjoint techniques [23, 24, 29] .)
Finally, we present in Table 4 the online computational times to calculate s N,M (µ) as a function of (N, M ); the values are normalized with respect to the computational time for the direct calculation of the truth approximation output s(µ) = (u(µ)). We achieve significant computational savings: for a relative Table 3 . Maximum relative error in the energy norm and output for the nonaffine elliptic example.
accuracy of close to 0.024 percent (corresponding to N = 8, M = 20 in Table 3 ) in the output, the online saving is more than a factor of 2000.
Online Table 4 . Online computational times (normalized with respect to the time to solve for s(µ)) for the nonaffine elliptic example.
Nonaffine Linear Parabolic Equations
Problem Formulation
We will now extend the results of the previous section to parabolic problems with nonaffine parameter dependence. The essential new ingredient is the presence of time; we shall "simply" treat time as an additional, albeit special, parameter. We note that we do not consider adjoint formulations for the parabolic problem in this paper -our primary focus here is on the treatment of the nonaffine and nonlinear terms.
However, adjoint techniques can be gainfully employed for reduced-basis approximations of parabolic PDEs;
see [14] for a detailed treatment of parabolic problems with affine parameter dependence by reduced-basis primal-dual approaches.
Abstract Statement
The "truth" finite element approximation is based on (3) for Y e ≡ L 2 (Ω); as in Section 3, a and f are of the form (13) and (14), respectively. We shall make the following assumptions. First, we assume that the bilinear form a(·, ·; µ) is symmetric and satisfies the coercivity and continuity conditions (15) and (16), respectively.
Second, we assume that the bilinear form
and Y e -continuous,
(We (plausibly) suppose that ρ and σ may be chosen independent of N .) We also require that the linear forms f (·; µ) : X → IR and (·) : X → IR be bounded with respect to · Y e ; the former is perforce satisfied for the choice (14) . Third, and finally, we assume that all linear and bilinear forms are independent of time -the system is thus linear time-invariant (LTI). It follows from our hypotheses that the finite element truth solution exists and is unique (see, e.g. [31] ).
We note that the output and field variable are now functions of both the parameter µ and (discrete) time t k . For simplicity of exposition, we assume here that m does not depend on the parameter; however, dependence on the parameter is readily admitted [14] . We also note that the method presented here easily extends to nonzero initial conditions, to multiple control inputs and outputs, and to nonsymmetric problems such as the convection-diffusion equation [12] .
Model Problem
Our particular numerical example is the unsteady analog of the model problem introduced in Section 3.1.2:
and that our "truth" approximation subspace
recall that G(x; µ) is given by (12) . The output is given by s(µ, t k ) = (u(µ, t k )), ∀k ∈ K, where (v) = Ω v.
We shall consider the time intervalĪ = [0, 2] and a timestep ∆t = 0.01; we thus have K = 200. Finally, we assume that we are given the periodic control input b(t) = sin(2πt), t ∈ I.
Reduced-Basis Approximation
Fully Discrete Equations
We first introduce the nested sample sets S
andD ≡ D × I; note that the samples must now reside in the parameter-time space,D. We then define the associated nested Lagrangian [28] reduced-basis space
where u(μ u n ) is the solution of (3) at time t = t k u n for µ = µ u n . (As in the elliptic case, the ζ n are orthonormalized relative to the (·; ·) X inner product.)
Our reduced-basis approximation u N,M (µ, t k ) to u(µ, t k ) is then obtained by a standard Galerkin projec-
with initial condition u N,M (µ, t 0 ) = 0; here, g M (x; µ) is the coefficient function approximation defined in (6).
We then evaluate the output estimate, s N,M (µ, t k ), from
The parameter-time sample set S u N and associated reduced-basis space W u N are constructed using a "greedy" adaptive sampling procedure summarized in footnote 5; we refer the interested reader to [14] for a detailed discussion of this procedure.
The reduced-basis subspace defined in (35) is the span of solutions of our "truth approximation" u(µ, t k )
at the sample points S u N . In many cases, however, the control input b(t k ) is not known in advance and thus we cannot solve for u(µ, t k ) -as often arises in optimal control problems. Fortunately, we may appeal to the LTI hypotheses in such cases and construct the space based on the impulse response [14] .
As regards the convergence rate u N,M (µ, t k ) −→ u(µ, t k ), we can develop a priori estimates very similar in form to the elliptic case -the sum of a best approximation result and a perturbation due to the variational crime associated with the interpolation of g. The result is given in Proposition A.1 in the Appendix. It is also clear from Proposition A.1 that M should be chosen such that M (µ) is of the same order as the error in the best approximation, otherwise the perturbation term may limit the convergence of the reducedbasis approximation. As regards the best approximation, W u N comprises "snapshots" on the parametrically induced manifold M u ≡ {u(µ, t k )|∀(µ, t k ) ∈D} which is very low-dimensional and smooth under general hypotheses on stability and continuity; the best approximation u N,M (µ) should thus converge to u(µ, t k ) very rapidly.
The offline-online procedure for nonaffine linear parabolic equations is a straightforward combination of the procedures developed for affine parabolic equations [14] and nonaffine elliptic equations (see Section 3).
For example, the online effort is O(M N 2 ) to assemble the reduced-basis discrete system, O(N 3 + KN 2 ) to obtain the reduced-basis coefficients at t k , 0 ≤ k ≤ K, and O(KN ) to compute the output at t k , 0 ≤ k ≤ K.
(Recall that our system is LTI and hence the reduced-basis matrices are time-independent.)
Numerical Results
We now present numerical results for our model problem of Section 4. In the time-dependent case we define the maximum relative error in the energy norm as u N,M,max,rel = max µ∈ΞTest |||e(µ, t K )|||/|||u(µ u , t K )||| and the maximum relative output error as
Here Ξ Test ⊂ D is the parameter test sample of size 225 introduced in Section 3.2.4, µ u ≡ arg max µ∈ΞTest |||u(µ, t K )|||, t s (µ) = arg max t k ∈I |s(µ, t k )|, and the energy norm is defined
. We plot in Figure 3 u N,M,max,rel as a function of N and M . The graph shows the same behavior already observed in the elliptic case: the error levels off at smaller and smaller values as we increase M . In Table 5 , we present Table 5 . Maximum relative error in the energy norm and output for different values of N and M for the nonaffine parabolic problem.
(elliptic) and Table 5 (parabolic): as expected, for the same accuracy, the requisite M is roughly the same, since G is time-independent; however, N is larger for the parabolic case as u is a function of µ and time. In Table 6 we present, as a function of N and M , the online computational times to calculate s N,M (µ, t k ) and ∆ 
Nonlinear Monotonic Elliptic Equations
Problem Formulation
Abstract Statement
Of course, nonlinear equations do not admit the same degree of generality as linear equations. We thus present our approach for a specific class of nonlinear equations. In particular, we consider the following Online time Table 6 . Online computational times (normalized with respect to the time to solve for s(µ, t k ), ∀ k ∈ K) for the nonaffine parabolic problem.
"exact" (superscript e) problem: for any µ ∈ D ⊂ R P , find s e (µ) = (u e (µ)), where u e (µ) ∈ X e satisfies the weak form of the µ-parametrized nonlinear partial differential equation
Here g(u e ; x; µ) is a rather general nonaffine nonlinear function of the parameter µ, spatial coordinate x, and field variable u e (x; µ) (we present our assumptions later); and a L (·, ·) and f (·), (·) are X e -continuous bounded bilinear and linear functionals, respectively -these forms are assumed to be parameter-independent for the sake of simplicity.
Next, we recall our reference (or "truth") finite element approximation space X(⊂ X e ) of dimension N .
Our truth approximation is then: given µ ∈ D, we find
where u(µ) ∈ X is the solution of the discretized weak formulation
We assume that u e (µ) − u(µ) X is suitably small and hence that N will typically be very large.
We shall make the following assumptions. First, we assume that the bilinear form a
We shall also make two crucial hypotheses related to wellposedness. Our first hypothesis is that the bilinear form a L satisfies a stability and continuity condition
and that f ∈ L 2 (Ω). For the second hypothesis we require that g : IR × Ω × D → IR is continuous in its arguments, increasing in its first argument, and satisfies, ∀y ∈ IR, yg(y; x; µ) ≥ 0 for any x ∈ Ω and µ ∈ D.
With these assumptions, the problems (38) and (40) are indeed well-posed.
We can prove that there exists a solution u e ∈ X e to the problem (38) first by considering the problem (38) with g replaced by
and then taking the limit using Fatou's lemma (see [19] ). In addition, the solution is unique: suppose indeed that (38) has two solution, u e 1 and u e 2 ; this implies
by choosing v = u 
A Model Problem
We consider the model problem −∇ 2 u + µ (1)
= 100 sin(2πx (1) ) cos(2πx (2) ), where
we impose a homogeneous Dirichlet condition on the boundary ∂Ω. The output of interest is the average of the field variable over the physical domain. The weak formulation is then stated as:
Our abstract statement (39) and (40) then obtains for 
Note that µ (1) controls the strength of the sink term and µ (2) the strength of the nonlinearity. Clearly, g satisfies our hypotheses.
We present in Figure 4 two typical solutions obtained with the finite element "truth" approximation space damps the positive part of u(µ), but has no effect on the negative part of u(µ).
Reduced-Basis Approximation
Discrete Equations
We first motivate the need for incorporating the empirical interpolation procedure into the reduced-basis method to treat nonlinear equations. If we were to directly apply the Galerkin procedure of the linear affine case, our reduced-basis approximation would satisfy
Observe that if g is a low order [18, 38] polynomial nonlinearity of u, we can then develop an efficient offline-online procedure. Unfortunately, this strategy can not be applied to high-order polynomial and nonpolynomial nonlinearities: the operation count for the on-line stage will scale as some power of N , the dimension of the truth finite element approximation space; the computational advantage relative to classical approaches using advanced iterative techniques is no longer obvious and in any event real-time response can not be guaranteed.
We seek an online evaluation cost that depends only on the dimension of reduced-basis approximation spaces and the parametric complexity of the problems -and not on N . Towards that end, we first construct nested samples
, associated nested approximation spaces
. . , q M }, and nested sets of interpolation
following the procedure of Section 2.1. Then for any given w ∈ X and M , we approximate g(w; x; µ) by g
We may now approximate g(u N,M ; x; µ) -as required in our reduced-basis projection for u N,M (µ) -by
. Our reduced-basis approximation is thus: Given µ ∈ D, we evaluate
where
We now turn to the computational complexity.
Offline-Online Procedure
The most significant new issue is efficient calculation of the nonlinear term g u N,M M (x; µ), which we now elaborate in some detail. We first expand our reduced-basis approximation and coefficient-function approximation as
Inserting these representations into (49) yields
We then substitute ϕ M (µ) from (52) into (51) to obtain the following nonlinear algebraic system
To solve (53) for u N,M j (µ), 1 ≤ j ≤ N , we may apply a Newton iterative scheme: given a current iteratē
hereĒ N ∈ R N ×N must be calculated at every Newton iteration as
where g 1 is the partial derivative of g with respect to its first argument. Finally, the output can be evaluated as
where L N ∈ R N is the output vector with entries L N j = (ζ j ), 1 ≤ j ≤ N . Based on this strategy, we can develop an efficient offline-online procedure for the rapid evaluation of s N,M (µ) for each µ in D.
The operation count of the online stage is essentially the predominant Newton update component (54):
at each Newton iteration, we first assemble the right-hand side and computeĒ N of (55) at cost O(M N 2 )
-note we perform the sum in the parenthesis of (55) before performing the outer sum; we then form and invert the left-hand side (Jacobian) of (54) at cost O(N 3 ). The online complexity depends only on N , M , and the number of Newton iterations; we thus recover N independence of the online stage.
Numerical Results
We first define (w, v) X = Ω ∇w · ∇v and thus obtain α = 1. We next construct S the errors initially decrease, but then "plateau" in N for a particular value of M ; increasing M effectively brings the error curves down. We also tabulate in Table 7 u N,M,max,rel and s N,M,max,rel for values of (N, M ) close to the "knees" of the convergence curves of Figure 5 . We see that s N,M (µ) converges very rapidly. Table 7 . Maximum relative error in the energy norm and output for different values of (N, M ) for the nonlinear elliptic problem. Table 8 . Online computational times (normalized with respect to the time to solve for s(µ)) for the nonlinear elliptic example.
We present in Table 8 the online computational times to calculate s N,M (µ) as a function of (N, M ).
The values are normalized with respect to the computational time for the direct calculation of the truth approximation output s(µ) = (u(µ)). The computational savings are much larger in the nonlinear case:
for an relative accuracy of 0.0126 percent (N = 12, M = 15) in the output, the reduction in online cost is more than a factor of 3000; this is mainly because the matrix assembly of the nonlinear terms for the truth approximation is computationally very expensive. However we must also recall that, in the nonlinear case, the reduced-basis offline computations are much more extensive since we must solve the truth approximation over the large sample Ξ g when constructing S g M .
Nonlinear Parabolic Equations
Problem Formulation
We now extend the results of the previous section to the time-dependent case and consider nonlinear parabolic problems. Similar to Section 4 we directly consider a time-discrete framework: we divide the time
∆t , and I ≡ {t 0 , . . . , t k }; for the time integration we consider Euler-Backward. We also include a control input, b(t k ), in the formulation of the problem.
Abstract Statement
We directly consider the "truth" approximation here. Our problem is based on the nonlinear elliptic problem (40) discussed in Section 5: Given a parameter µ ∈ D, we evaluate the output of interest
where the field variable u(µ, t k ) ∈ X, ∀k ∈ K, 6 satisfies the weak form of the nonlinear parabolic partial differential equation
with initial condition (say) u(µ, t 0 ) = 0. (If an explicit scheme such as Euler-Forward is used, we then arrive at a linear system for u(µ, t k ) but now burdened with a conditional stability restriction on ∆t. In that case, the discrete reduced-basis system is inheritedly linear.) We assume that a L and m are symmetric and satisfy the coercivity conditions (41) and (32) and continuity conditions (42) and (33) . We also require the linear forms f (·) and (·) are bounded with respect to · Y e . Since the focus of this section is the treatment of the nonlinearity g(u(µ, t); x; µ), we assume for simplicity that m, a, f , and are parameter independent. 6 We note that the field variable, u(µ, t k ), is of course also a function of the spatial coordinate x. In the sequel we will use the notation u(x; µ, t k ) to signify this dependence whenever it is crucial.
Similarly as in the steady case, assuming that g : IR×Ω×D → IR is continuous in its arguments, increasing in its first argument, and satisfies ∀y ∈ IR, yg(y; x; µ) ≥ 0 for any x and µ, it is a classical result of nonlinear analyses (truncation and monotonicity) to prove well-posedness of this problem (see [19] and our "truth" approximation finite element space X = H 1 0 (Ω) has dimension N = 2601. The field variable u(µ, t k ) ∈ X thus satisfies (58) with
The output s(µ, t k ) is evaluated from (57) 
6.2. Reduced-Basis Approximation
Fully Discrete Equations
Note that, since g(·; x; µ) is a function of the field variable u(µ, t k ), the sample set S g M must now also reside in parameter-time spaceD; in general,
and in fact N = M . We define the nested collateral reduced-basis space
and nested set of interpolation points
is the solution of (58) at time t = t k g n for µ = µ g n . Next, we define the associated nested Lagrangian [28] reduced-basis space
where u(μ u n ) is the solution of (58) at time t = t
The offline-online decomposition follows directly from the corresponding procedures for linear nonaffine parabolic problems (see Section 4) and nonlinear elliptic problems (see Section 5) . In summary, the operation count (per Newton iteration per timestep) in the online stage is O(M N 2 + N 3 ); the system is of course no longer "LTI".
We remark that, in actual practice, M can be quite large -and in fact much larger than N . We can reduce M without sacrificing accuracy by splitting the time interval I into several smaller subintervals I 1 , . . . , This approach renders the offline computation more expensive (and online storage more extensive), but can increase the online efficiency considerably while retaining the desired accuracy.
Numerical Results
We now present numerical results for our model problem of Section 6.1.2. We construct S -but note for this nonlinear parabolic problem, our selection process is based directly on the energy norm of the true error (not an error estimate), e(µ, t k ) = u(µ) − u N,M (µ, t k ), since the "truth" solutions u(µ, t k )
are stored for µ ∈ Ξ g .
We now define the maximum relative error in the energy norm
and the maximum relative output error
Here Ξ Test ⊂ D is the parameter test sample of size 225 introduced in Section 5.2.3, µ u ≡ arg max µ∈ΞTest |||u(µ, t K )|||, t s (µ) = arg max t k ∈I |s(µ, t k )|, and the energy norm is defined as |||v(µ,
We plot in Figure 6 Table 9 . Relative error in the energy norm and output for the nonlinear parabolic problem.
nonlinear elliptic model problem due to the time dependence; we recall that in the linear nonaffine elliptic and parabolic cases the required M was the same since the nonaffine coefficient function did not depend on time. In Table 9 , we present Figure 6 . Convergence of the reduced-basis approximation for the nonlinear parabolic problem.
In Table 10 we present, as a function of N and M , the online computational times to calculate s N,M (µ, t k ) and ∆ Table 10 . Online computational times (normalized with respect to the time to solve for s(µ, t k ), ∀k ∈ K) for the nonlinear parabolic problem.
We can then prove Proposition 6.1. For ε M (µ) of (8) satisfying ε M (µ) < α(µ)/(4 φ 2 (µ)) (say), the error e(µ, t
Proof. To begin, we note from (3) and (36) Let us set now w N (µ, t k ) = π N [u(µ, t k )] and choose v = e N (µ, t k ) ≡ w N (µ, t k ) − u N,M (µ, t k ) in (A.3). We obtain m(e N (µ, t k ), e N (µ, t k )) + ∆t a(e N (µ, t k ), e N (µ, t k ); µ) = m(e N (µ, t k−1 ), e N (µ, t k )) + ∆t a(e N (µ, t k−1 ), e N (µ, t k ); µ) − ∆t a(e(µ, t k−1 ), e N (µ, t k ); µ) + ∆t From the coercivity of m and a, and our assumption on ε M (µ) it then directly follows that
(A.13)
From (A.8) and invoking (A.10) and (A.13) we obtain m(e(µ, t k ), e(µ, t k ) + ∆t
a(e(µ, t k ), e(µ, t k ); µ) 14) where
The desired result then directly follows from the fact w N (µ, t k ) is the projection of u(µ, t k ) with respect to the m + ∆ta norm.
