Bounds on the tails of the zeta function ζ(s), and in particular explicit bounds, are needed for applications, notably for integrals involving ζ(s) on vertical lines or other paths going to infinity.
Introduction

Motivation
Say we want to compute a line integral from σ −i∞ to σ +i∞ involving the zeta function. Such integrals arise often in work in number theory, as inverse Mellin transforms. To give a "real-world" example, the second author had to estimate the double sum and others of the same kind, during his work on [13] . Now, it is not hard to show that for σ > 1. Say 0 < α 1 α 2 < 1. Shifting the line of integration to the left, we obtain main terms coming from the poles at s = 1 − α 2 and s = 1 − α 2 , and, as a remainder term, the integral 1 2πi R β ζ(s + α 1 )ζ(s + α 2 ) s 2 y s ds, where R β is some contour to the left of the poles going from β − i∞ to β + i∞, say.
It is now possible to do rigorous numerical integration on bounded contours in the complex plane, using, for instance, the ARB package [17] . It then remains to bound the integral β+i∞ β+iT |ζ(s + α 1 )||ζ(s + α 2 )| |s| 2 ds, the integral from β − i∞ to β − iT having the same absolute value. By Cauchy-Schwarz inequality, the problem reduces to that of giving explicit bounds for the integral Finding such bounds is the main subject of this paper. Aims. We would like to give a bound that decreases rapidly with T , as then we can choose a moderate T , thus reducing the cost of the numerical computation needed to obtain a given error bound. We would also like to be able to take β as small as possible, since the term |y s | = y β is evidently small when β is smaller.
Methods and results
Convexity bounds on ζ(s) have been known explicitly for more than 100 years [4] . Since convexity bounds are of the form ζ(σ + it) = O t 1−σ 2 log(t) for 0 ≤ σ ≤ 1, they suffice to show that (1.1) converges for 0 < σ ≤ 1. There is also an explicit subconvexity bound (that is, a bound with a better exponent than 1−σ 2 ) when 1 2 ≤ σ ≤ 1 due to K. Ford [7] . We should, however, aim to produce better results in the L 2 norm than can be obtained from L ∞ bounds, that is, bounds on all values of ζ(s) like the ones above. For one thing, the Mellin transform is an L 2 -isometry, and for another, non-explicit bounds on the L 2 -norm of ζ(σ + it) are completely classical ([18, Vol. 2, 806-819, 905-906], [9] , [11] , [20] ; see the introduction to [14] for an exposition). The natural expectation would be to obtain explicit, unconditional L 2 results for σ > 0 with the right decay, even though L ∞ bounds with the right decay remain unproven (Lindelöf hypothesis). That expectation turns out to be correct.
The following is our main result. It collects in a simplified form the results from Theorem 3.1 and Theorem 4.6. In each pair of bounds above, the second one is stronger for large T and fixed σ. The first set of bounds in each pair in cases (2) , (3), (4) was found using an approach that involved approximating (σ + it) −1 by the Mellin transform of a continuous function ( §3). This result is explained in Theorem 3.1. The second set of bounds and the single bound in case (1) are proved by means of Theorem 4.6, whose proof is based on meanvalue theorems -themselves involving a mixture of techniques: smoothing functions and Hilbert's inequality (as in [25] ) -and the functional equation.
General remarks. There are two contrasting approaches, or instincts, perhaps, one may follow when wanting to prove an explicit result. One -stemming in part from a desire to stay as far as possible from simply working out the constants in known proofs -consists in trying to work out from scratch an explicit approach that is as direct as possible, using the basic insights of existing work but not much more than that. Explicit work can be concise, possibly even elegant, and such features ought to lead to good constants.
A second approach is to "use store-bought": there are plenty of results in the literature that have been carefully optimized to some extent and in some sense, even if they do not specify explicit constants. One can surely hope to obtain good results at least some of the time by making them explicit. If a mixture of approaches seems to be needed, so much the better; if what we really want is good constants, then that, not concision, is what we should keep in mind. Whatever complicated expressions we obtain can be simplified in the final stage.
There is no one "right" choice to be made among these two approaches, or at least neither is always the better one. We would say we have tried to follow the first one in §3 and the second one in §4. As we have already seen, each of the two sets of bounds we obtain is better in a different range. See also §5 for a numerical comparison between the items of each pair. Our work following the second approach is based on explicit bounds on the L 2 norm of the restriction of ζ(σ + it) to a vertical segment. We derive these bounds, which we are about to state, using classical tools: mean value theorems and the functional equation. A more precise form of these upper bounds, as well as lower bounds, can be found in Theorem 4.3 and Theorem 4.5.
The error terms presented in Theorem 1.2 are not to be considered optimal at all: versions of these bounds with the correct coefficient for the error term of higher order exist in the literature, though then there is a non-explicit lower-error term. For σ = 1 2 , estimates of this kind have been given by Ingham [14] , Titchmarsh [30] , Atkinson [3] and Balasubramanian [5] (see also Heath-Brown [12] for an L 2 estimate of the lower error term, and Good [8] for a lower bound on the order of the same term). For A good exposition of these alternative procedures -in their current non-explicit versions -can be found in [22, §1] . They are based on the approximate functional equation, or the Riemann-Siegel formula, which is closely related.
For the sake of rigor, we have used interval arithmetic throughout, implemented by ARB [17] , which we used via Sage. When we write f (x) = O(g(x)) as x → a (a = ±∞ is allowed) for a real valued function g such that g > 0 in a neighborhood of a and a real or complex valued function f , we mean that there is an independent constant C such that |f (x)| ≤ Cg(x) in that neighborhood. We write f (x) = O * (h(x)) as x → a to indicate that |f (x)| ≤ h(x) in a neighborhood of a. Therefore, as x → a, f (x) = O(g(x)) if and only if f (x) = O * (Cg(x)) for some constant C > 0.
Bernoulli polynomials
We define the Bernoulli polynomials B k : R → R inductively: B 0 (x) = 1 and for k ≥ 1, 
Euler-Maclaurin summation formula
where
3)
The reader may refer to [26, Appendix B] for a proof and further discussion.
Corollary 2.3. Let X ≥ 1 be an arbitrary real number. Let K be a positive integer. For every s = σ + it ∈ C such that σ > 1 − K and s = 1, we have
where a k (s) = s(s + 1)...(s + k − 2), for k ≥ 2, and A K (s) = s(s + 1)...(s + K − 1).
Proof. Let f (x) = x −s . Suppose first that σ > 1. We have then that, for every 1
For a general value s, the function expressed in the above right hand side is indeed analytic in the set {s ∈ C|σ > 1 − K} \ {1} (as the Bernoulli polynomials have bounded argument). Furthermore, as X is fixed, s → n≤X 1 n s is analytic and hence, by analytic continuation, that function above equals the analytic function ζ(s) − n≤X 1 n s inside the same punctured half-plane.
As a matter of fact, Corollary 2.3 shows how to extend ζ analytically from {s ∈ C|σ > 1} onto the set {s ∈ C|σ > 1 − K} \ {1}.
We may extend Theorem 2.2 to a broader class of functions than C K . Notice that the following formulation also improves slightly on a constant value: it replaces the factor 1 12 , coming from a direct application of Theorem 2.2 for K = 2, with a factor of 1 16 . Lemma 2.4 (Improved Euler-Maclaurin summation formula of second order).
We mean f ′′ (and thus f ′′ 1 ) in the sense of distributions (or measures), so that f ′′ 1 stands for the total variation of the function f ′ on the interval [0, ∞). Of course, if f is C 2 or even piecewise C 2 , this clarification is unnecessary: the total variation of f ′ then equals the L 1 norm of the function f ′′ .
Proof. As f has bounded total variation, f (x) converges to a real number R as x → ∞. If R were non-zero, then f could not be in L 1 ; thus lim x→∞ f (x) = 0. By the same reasoning, using the facts that f ′ is differentiable and that
, and so, by integration by parts, 
The Mellin transform
s−1 dx for all s such that the integral above converges absolutely. It is a Fourier transform up to changing variables, so a version of Plancherel's identity holds, namely
an n s is a Dirichlet series converging (not necessarily absolutely) in the half-plane {s ∈ C|ℜ(s) > σ c }, we observe that
in the set {s ∈ C|ℜ(s) > max{0, σ c }}. As the above holds for every Dirichlet series, we have, for the function 6) which is valid for the set {s ∈ C|ℜ(s) > 1}. Moreover, for a general function f , the functionf :
for all s in the domain of definition of Mf . Thus, for every well-defined function
we obtain
for all s in the domain of definition of Mf such that ℜ(s) > 1. We see now an explicit formulation of a specific class of Mellin transforms.
Lemma 2.5. For every a ∈ R, j ∈ N ∪ {0} and s ∈ C such that ℜ(s) > 0, we have
s , for every complex number s with strictly positive real part.
Suppose that
whence the result.
Finally, we describe how the Mellin transform behaves under derivation. For f continuous and piecewise continuously differentiable with compact support, integration by parts gives us
The Gamma function
The Gamma function Γ is defined for all s ∈ C such that ℜ(s) > 0 as Γ : s → ∞ 0 t s−1 e −t dt. This function can be extended meromorphically to C, with poles on the set {0, −1, −2, −3, . . .} and vanishing nowhere. Where well-defined, it satisfies the relationship Γ(s + 1) = sΓ(s), so one says that Γ extends the factorial function to the complex numbers. Moreover, this function is closely related to the ζ function, by means of the functional equation, valid for all s ∈ C\{0, 1}, = sin θ 2 . Thus, upon exponentiating both sides of (2.12) and implementing the final bound for (2.13), we derive the result. Corollary 2.7 (Rapid decay of Γ in non-negative vertical strips). Let T ≥ 1 and σ ≥ 0. Then, for every complex number s = σ + it such that |t| ≥ T ,
where 
As log(1 + x) ≤ x for all x ≥ 0, we have that log(σ
where the sign ± corresponds to the sign of t. Putting everything together, we obtain that ℜ(log(Γ(s))) equals
T , the above error term can thus be compressed to O * Gσ T . By exponentiating the above equation, we obtain the result.
Bounds on some sums
Lemma 2.8. For any X ≥ 1 we have
where γ is the Euler-Mascheroni constant. The constant − 
dx. By (2.1), B 1 and B 2 are bounded functions on [0, 1] and hence R(X) = O 1 X and the improper integral above is convergent. We conclude that γ = lim X→∞ n≤X
On the other hand, as max
12X 2 , where we have used the definitions of B 1 and B 2 . Now, observe that 1 2X
≥ 0, and also that, for every X ≥ C with C ≥ 1,
When we take C = 1, we obtain − 2 3X as a lower bound, whence the result. Lemma 2.9. Let α ∈ R + \ {1} and X ≥ 0. Then
Proof. By definition of ζ(s) for ℜ(s) > 1, and by analytic continuation for all s = 1 with ℜ(s) > 0,
The constant 1 2 in the error term in the lemma above is tight for X → ∞.
Further results
Lemma 2.10. Let s = σ + it. Suppose that X ≥ 1, s = 1, 0 < σ ≤ 1 and |t| ≤ X. Then
Proof. For X ≥ C and |t| ≤ X, we have
For 2 ≤ k ≤ K − 1, the ratio of two consecutive addends in the sum above is
(2.14)
On the other hand
where we have used that
All in all, the error constant coming from Corollary 2.3 is equal to 1 2 plus the expressions coming from (2.14) and (2.15). In general, the expression is a decreasing function on C, satisfying D < 5 6 for C = 1 and tending to the limit in the statement as C → ∞. The following is a mean-value estimate. It may be more common to see mean-value estimates where the error term is O(X n≤X |a n | 2 ) (as in [24, Thm. 6 .1]), rather than O( n≤X n|a n | 2 ) (as in [25, Cor. 3] ). The estimate here can be preferable (even vastly preferable) if |a n | decreases as n increases. we have
where E can be chosen to be equal to 2π 1 + Proof. We use the main theorem in [27] , which improves on [25, Cor. 2] (the theorem states C = 4 3 , which yields E = 8 3 π, but it is proved with a lower C that yields our E). We apply it then as in [25, Cor. 3] , with a numerical improvement given by log −1 n+1 n < n + If {a n } ∞ n=1 is a real sequence then the error term factor may be improved to E 2 . As pointed out in [28, Lemma 6.5] , there is a cancellation of a term that allows one to gain a factor of 2 inside the error term.
Lemma 2.12. For any 1 < σ < 2 we have
The lower bound holds also for 0 < σ < 1.
Proof. The Laurent expansion of ζ is
where the γ n are the Stieltjes constants. For the upper bound, it suffices to prove that
compute the first 10 constants directly and then use the bound |γ n | ≤ n! 2 n+1 (for n ≥ 1) given by Lavrik in [19, Lemma 4] , so that
The lower bound is even simpler to obtain: in order to prove that f (σ) > 0 for 0 < σ < 2 and σ = 1, we compute directly γ 0 = γ and then we bound the absolute value of the rest of the series in (2.16) by using again Lavrik's estimations. Lemma 2.13. Let A, B ≥ 0. Then, for any ρ > 0,
Note that the inequalities are tight when ρ = B A . Proof. Expand the square. By the arithmetic-geometric mean inequality, 2|AB| = 2(
ρ .
The first approach: a mean value theorem with smoothing
We begin by bounding in Proposition 3.2 the L 2 norm of a function of the form t → (σ + it)
, where G is the Mellin transform of a function g : [0, ∞) → R. We choose secondly g so that G(σ + it) is close to 0 for |t| ≥ T , while keeping the aforementioned L 2 bound small. The astute reader will feel the uncertainty principle lurking here. It is a manifestation of that principle that will keep any choice of g from being too good in both respects, and will ultimately keep the constant in front of the main term from being optimal. We can nevertheless try to do our best.
To simplify matters, we could decide to bound the tails of G in terms of |g ′′ | 1 , thus being able to choose g optimally. That choice will turn out to be particularly simpleessentially a characteristic function, made continuous by a linear transition from 1 to 0; we examine this choice in §3.2, although the final bounds we obtain in this section will not be based on it. Soon thereafter, and along the aforementioned ideas, we choose to work with a piecewise polynomial, called also g, and compute its Mellin transform G explicitly (as we do in §3.3), yielding better results for σ ≥ 1 2 , as there is no longer need to assume that the tails of G are bounded in terms of |g ′′ | 1 . Our final estimates are as follows.
, and We have chosen T 0 = 200 for simplicity. In actual fact, T 0 = 192 is the least T for which we are able to reach There are differences all the same. First, in a mean-value theorem, we typically work with a finite sum n≤X a n n it , and obtain a bound that contains a term proportional to X, whereas here we work directly with ζ and thus with an infinite sum.
The second main difference is in part a matter of taste: the proof in [16, Thm. 9.1] (or [24, Thm. 6.1]) majorizes the characteristic function of a vertical interval by a continuous function of compact support, and then uses the decay in the inverse Mellin transform to bound the contribution of off-diagonal terms. On the vertical line, we choose to work with a function of the form 1 − G(s)s, where G is the Mellin transform of a function g satisfying certain properties. As a consequence, off-diagonal terms vanish, outside an initial interval [0, δ] that makes a small contribution.
where G is the Mellin transform of g. Then, for any σ > 0,
Here, as always, g ′′ is to be understood as a distribution, and thus ∞ 0 |g ′′ (t)|dt equals the total variation of g ′ on (0, ∞).
(notice that by (c) this function is well-defined for x > 0) and from (2.6) that
for ℜ(s) > 1. From one hand, by (3.6), h is bounded, and thus Mh(s) is well-defined for ℜ(s) > 0. On the other hand, by condition (a), G(1) = 1 and thus the right side of (3.4) is holomorphic for ℜ(s) > 0. Hence, by analytic continuation, (3.4) holds for ℜ(s) > 0 and therefore, by (2.5),
for any s ∈ C with ℜ(s) > 0, provided that the integral on the right side converges. Bounding the integral on the right will suffice to derive the result. Let us first find an upper bound for the value of |h(x)| that will be used for small values of x (namely, x ≤ δ). Using Lemma 2.4 and recalling that g(0) = 1, g(1) = 0, we obtain that
By putting the above equality inside (3.3), we obtain for any x ≥ 0 that
2 for all t ∈ R. For x > δ, we bound h in another way; by its definition and condition (c)
When x > 2δ, there is at most one integer n such that nx ∈ [1−δ, 1+δ], since
x < 1. For the same reason, when δ < x ≤ 2δ, there can be at most one integer n (call it n 0,x ) such that nx ∈ [1 − δ, 1] and at most one integer n (call it n 1,x ) such that nx ∈ [1, 1 + δ]. Since 0 ≤ g(t) ≤ 1 for all t, we know that 1 − g(nx) ≥ 0 and −g(nx) ≤ 0, and so the two non-zero terms in (3.7) have opposite sign. Hence
(Some readers will recognize that the argument here is closely related to a standard trick from harmonic analysis: if we multiply a function f by an approximation g to the characteristic function of an interval, chosen so that the transform g has small compact support, then the support of f · g is at most slightly larger than the support of f , and thus, if we consider functions f 1 , f 2 such that the supports of f 1 , f 2 are disjoint and at a non-negligible distance from each other, then f 1 · g, f 2 · g also have disjoint supports. The same basic idea appears, for example, in Selberg's derivation of the large sieve). It follows that
Setting y = nx and changing the order of summation, we get
and, similarly,
Using (3.6) in the first integral on the right hand side of (3.8), we obtain
where α = α g,δ = δ 16 ∞ 0 + |g ′′ (t)|dt. As for the remaining terms, we just use the bounds
which we obtain from Lemmas 2.8 and 2.9, valid for x ≥ 1 (for δ ≤ 1 2 and y ≥ 1 − δ we certainly have y δ ≥ 1). Thus, the second and third terms on the right side of (3.8) add up to at most 
In the first line of (3.10), if σ < 1 2 , as ζ(2σ) < 0 and f (y) = y 2σ−1 is convex, we employ the following lower bound
To estimate the integrals in (3.10), (3.11) that have dy y in the integrand, we just use the fact that y → y −1 is convex, so that for all 0 ≤ t ≤ δ,
Putting together (3.9), the cases (3.10) and (3.11) and the estimates (3.12) and (3.13), we finally obtain the following upper bounds for 
Note that for 0 < σ < 1 2 the leading term in (3.14) is of order δ 2σ , as in such case, ζ(2σ)
We will later bound
ds using our estimates on the expression in (3.16).
Our choice of f in the proof of Proposition 3.2 is of the form f (x) = ∞ n=1 g(nx) with g continuous. Then F (s) = G(s)ζ(s). We understand that g ought to be chosen so that, for ℜ(s) = σ, G is an approximation to the function taking the value x . As already said, this tension between two sources of error can be seen as a form of the uncertainty principle.
Our requirement that g be compactly supported -and, in fact, that g(t) = 1 for t ≤ 1 − δ and g(t) = 0 for t ≥ 1 + δ -is somewhat restrictive, in that it implies that G cannot decay extremely rapidly. On the other hand, our requirements on g simplified the proof of Proposition 3.2 greatly, in that they all but annihilated off-diagonal terms: for x ≥ 2δ, the sum f (x) = ∞ n=1 g(nx) contains only one term, so does its square.
An "optimal" choice of g
We will choose a g that satisfies the properties required in Proposition 3.2, but before doing so we must understand what we have to optimize.
We would like to bound the integral
ds; it is clear that this integral is at most
where I(σ) and G(s) are as in Proposition 3.2 and ℜ(s) = σ.
Proposition 3.2 gives us a bound on I(σ), while for the denominator we can write
where the second inequality comes from applying (2.
and so
We focus only on the main terms in the bound of I(σ) given in Proposition 3.2. Introduce an auxiliary function η : [0, ∞) → R defined so that g(1 +
We will choose δ so as to minimize them. For For σ = 1 2 we let δ = 3|η ′′ | 1 T −1 , out of simplicity. Then log 1 δ = log(T ) + log 2 3|η ′′ |1 , the term with log(T ), which will be the main term in T , contributing 3 log(T )
For 0 < σ < 1 2 , the minimum of
The main term in this case is at most
In all cases, we conclude that we have to select η so that the factor |η ′′ | 1 |η| Proof. If |η ′′ | 1 = ∞, we just take η 0 with x 0 > 0 sufficiently small so that |η 0 | 2 ≤ |η| 2 . Otherwise, suppose that η ′ is of bounded variation. If η is concave differentiable in an interval [a, b] ⊆ [0, 1], we can replace that part of η with a segment connecting (a, η(a)) and (b, η(b)). Since η diminishes in that interval, so does |η| 2 , and since there is a point inside that interval where the previous η had the same derivative as that segment, the total variation |η ′′ | 1 of η ′ does not increase. If η is convex in some [a, b], we can extend the tangents in a + and b
, since η is non-differentiable only at finitely many points and η ′ is of bounded variation). As η is decreasing, the tangents meet inside [a, b], and we replace η with the two resulting segments; |η| 2 diminishes as in the previous case. As for η ′ , it has been replaced inside [a, b] by a staircase function with two levels, one at η ′ (a + ) and one at η
Now η in [0, 1] consists of a finite set of segments. The same argument as above gives a replacement of η by a convex set of segments. By applying it again, η in [0, 1] is now made of two segments, joining (0, 1) to P and then P to (1, 0), for some point P ∈ [0, 1]
2 . The application of the argument one last time, now to an interval starting just to the left of P , and going up to 1 + ε for some ε > 0, gives the function η 0 described in the statement.
Thanks to Lemma 3.3, we can assume that η(x) is simply the function given by η(x) = 1 − x for 0 ≤ x ≤ 1, and by η(x) = 0 for x ≥ 1; the other functions η 0 described in the statement of Lemma 3.3 are just dilations of this one, and can thus be covered by the fact that we can choose δ as we wish.
Corollary 3.4 (to Proposition 3.2). Let
, where
Notice that c 0 (κ) and c 3 go to ∞ when σ → 0. Observe also that the numerical optimization in §3.3, on which Theorem 3.1 is based, yields results that are asymptotically guaranteed to be stronger than the ones above only for σ ≥ 1 2 : the main coefficient of Corollary 3.4 turns out to be better when σ > 0 is rather close to 0, starting from around σ = 0.044, although not yet reaching the asymptotically correct value proved later in Theorem 4.6.
Proof. As per the discussion above, we let
It is clear that |g ′′ | 1 = 
The bound in (3.2) now reads as follows. Write c(σ) for 
if 0 < σ < 
, 1
The choice of g in §3.2 is optimal only once we commit ourselves to bounding |1−G(s)s| as in (3.18) . Alternatively, we can choose g from a class of functions whose Mellin transforms G(s) we can compute explicitly. We can then optimize g within that class. Consider, for instance, g : [0, ∞) → R such that g is given by a polynomial in the interval [1 − δ, 1 + δ], where the transition from 1 to 0 occurs. So that the conditions in Proposition 3.2 are fulfilled, we ask for
for some appropriate parameters n, δ and a sequence {a k } n k=0 . This choice in turn will allow us to give the Mellin transform of such g explicitly, according to Lemma 2.5. While having g be continuously differentiable at 1 − δ and 1 + δ is not required by Proposition 3.2, it is certainly helpful.
Proof. Each of the three pieces in which g is split by (3.21) is continuously differentiable, so we just have to check the property for the points 1 − δ and 1 + δ. We have g(1 ± δ) = and having a 1 = − 1 4 makes it so that this limit becomes 0, thus giving us the continuity of the first derivative for g.
To prove that 0 ≤ g ≤ 1 in the interval [1 − δ, 1 + δ], it is sufficient to show that g ′ (x) ≤ 0 in that interval. If we substitute ε = 1 − x, we have
Since we are working in [1 − δ, 1 + δ] we have ε 2 − δ 2 ≤ 0. To ensure that the product a n (ε 2 − δ 2 ) n in the last term is not negative, it is sufficient to ask for a n to have sign (−1) n . We can now proceed backwards by induction on the terms in the sum. Indeed, supposing that (−1) k+1 a k+1 ≥ 0, in order to have (ε 2 −δ 2 ) k ((2k+1)a k +(2k+2)a k+1 ) ≥ 0 it is enough to ask that (−1) k a k ≥ 0 and (2k + 1)|a k | ≥ (2k + 2)|a k+1 |.
Computing the parameter β in Proposition 3.2 is routine. 
for 1 ≤ j ≤ 2n + 1 and b n,j = 0 for j = 0 or j > 2n + 1.
Proof. We substitute y = 1+δ−x inside the definition of g(x). Then, for 1−δ ≤ x ≤ 1+δ,
Inside the sums, we substitute j = k + i + 1 in the first term and j = k + i in the second term, we shift one summation symbol outside, with the new index j, and we uniformize the range of each of the inner sums (note that their extra or missing terms are indeed 0). We obtain
For 1 ≤ j ≤ 2n + 1, we just define b n,j to be as in the statement. For j = 0, we include in the definition of b n,0 the term 1 2 that was outside the sums, so that
Imposing also b n,j = 0 for j > 2n + 1, we finally get
which gives β.
In order to choose δ and g optimally, we need to detect first what to minimize.
ds is bounded from above by quantities whose main terms are
where g is any polynomial of the form (3.21), for any choice of (n, r,
satisfies the conditions of Lemma 3.5, the b n,j are defined as in Lemma 3.6, α is defined as in Proposition 3.2, and the expression inside the square in the denominator is positive.
Proof. Recall inequality (3.17) . By Lemma 3.5, all the conditions are met so that we can derive a bound (depending on δ) for its numerator I(σ) as given in Proposition 3.2.
Let us concentrate on its denominator. For x ∈ [1 − δ, 1 + δ], we write g(x) as in (3.22) , where y = 1 + δ − x. We proceed similarly for z = 1 − δ − x. Observe that, since g(x) = 0 for all x > 1 + δ and 24) where the b n,j are as in Lemma 3.6. Now, g is written as linear combination of expressions as in (2.9) with a = 1 ± δ, and, by Lemma 2.5, its Mellin transform is
Furthermore, we have |s + 1|, . . . , |s + j| > |ℑ(s)| j , and σ + j ≤ j + 1 implies that
, since the left hand side is an increasing function of σ. These two facts imply that
We want δ to be small, so as to keep the upper bound in (3.2) small, but not too small, since we require the right hand expression of (3.25) to be positive and bounded away from 0.
The terms δ j T j in (3.25) tell us that we cannot afford more than taking δ = r T , which we choose, for some 0 < r ≤ T 2 large enough (depending only on n) to make the right hand side of (3.25) positive. Therefore, all conditions requested in the above paragraph hold. Let D min be the square of the expression on the right of (3.25), so that inf |ℑ(s)|≥T |1 − G(s)s| 2 ≥ D min . Now, the substitution δ = r T in the bounds (3.2) makes evident that the obtained main terms, as T → ∞, are of order
, respectively. Moreover, thanks to the definitions of α, β, implemented for a function g of the form (3.21), it is the choice of {a k } n k=0 and of r that will determine the optimal constants in front of these main terms.
We derive the result once we put everything together and set aside the summands of order 1 T 2i that come from the inner sum defining √ D min .
Proof of Theorem 3.1. We derive first a bound for
ds as presented in Proposition 3.7. As aforementioned, it is the choice of n, a k , 0 ≤ i ≤ n and r that suffices to optimize those main terms in each case. For simplicity, we set ourselves within a particular range, where the optimization process and the consequent choice of parameters is performed according to (3.23) only for σ ≥ 1 2 , the same choice being used for the remaining cases: in particular, Theorem 3.1 is guaranteed to be asymptotically stronger than Corollary 3.4 only for σ ≥ 1 2 . The optimizing choice is accomplished as follows.
For n = 2, 3, we determine by computer all possibilities for coefficients of g satisfying the conditions in Lemma 3.5 with precision 10 −n−1 . We then proceed inductively for larger n; given an optimized g = g n for a certain n, a better g = g n+1 with n + 1 is found as follows: start with the set of coefficients provided by the original g, attaching a n = 0 as a new variable, and compute the first bound in (3.23), for any fixed 1 2 < σ ≤ 1 (in fact, σ does not participate in our analysis), by adding x to the tuple a = (a 2 , . . . , a n ) (a 0 , a 1 being fixed) for every x ∈ ({0, ±10 −n−1 }) n−1 such the conditions of Lemma 3.5 hold. We thus determine an optimal x, call it x * , and compute the first bound in (3.23) with a + j x * , j ≥ 1, as long as we encounter improvements, until we stop and consider the last tuple a * = a + j x * , that produces an improvement on (3.23) (meaning that a + (j + 1) x * does not). We repeat the described process starting with a * rather than a until we find an optimized set of coefficients a 2 , . . . , a n for which no increment x produces any improvement; this final (a 2 , . . . , a n ) will define g n+1 .
By taking n = 6, our parameters are Hence, the coefficient of the leading term 1 T in the case of 27) and the coefficients of the smaller terms 
where the numbers c ijk are the ones given in the statement. In the case of σ = 
Finally, in the case of 0 < σ < 1 2 , the coefficients are bounded in the same way as in the case of 1 2 < σ ≤ 1, with exception of the two that multiply terms whose sign has changed, namely
Remarks. The coefficient 3 5 = 0.6 appearing in the case 1 2 ≤ σ ≤ 1 is a nice but artificial threshold that the authors have set, n = 6 being the smallest value for which it could be reached for some choice of parameters a k . These parameters, together with r and T 0 , were then determined by our choice of threshold and n through computer calculations, as already described during the proof.
The chosen threshold could have been improved by choosing a larger n than n = 6, albeit very slightly; computer investigations up to n = 9 did not manage to give less than 0.596. Nevertheless, the correct value in that very case, as given in Theorem 1.1 and suggested for example by the asymptotics in Theorems 7.2 and 7.3 in [31] , should have been 1 π = 0.3183... . In §4 we obtain such a coefficient. However, for small values of T , the estimations in Theorem 3.1 coming from our work in this section are better, whence its importance.
The second approach: Euler-Maclaurin and a standard mean-value theorem
Rather than working directly with ζ as in §3, we work with its L 2 mean through a finite truncation, as given in Lemma 2.10. We will thus obtain not only bounds of the integral
on the tails but also mean square asymptotic expressions for ζ.
General bounds
We start by providing bounds for the integral of |ζ(s)| 2 with general extrema. We follow two similar paths, according to whether in Lemma 2.10 the index X of the sum is chosen to be a constant (as in Proposition 4.1) or dependent on t (as in Proposition 4.2): the two choices are advantageous in different situations, as it will be observed in the next subsections.
Proposition 4.1. Let 1 2 ≤ σ ≤ 1 and T 1 , T 2 be real numbers such that 1 ≤ T 1 ≤ T 2 . Then, for any ρ > 0,
and the constants D and E are as in Lemma 2.10, with C = ⌊T 2 ⌋, and as in Proposition 2.11, respectively. Moreover, for any −1 < ρ < 0, 
Proof. Let T 1 , T 2 be as in the statement. We start with Lemma 2.10, namely, for any X ≥ T 2 , we have the following upper bound inequality
with s = σ + it. We also obtain a lower bound inequality for the expression above by writing |Z(t)| − |R(t)| ≤ |ζ(σ + it)|. Hence, by Lemma 2.13, for any ρ > 0,
and for any −1 < ρ < 0,
Applying Proposition 2.11 with T = T 2 − T 1 and a n = 1 n σ+iT 1 , we see that 
if σ = 1. Analogous lower bound inequalities can be deduced respectively, using the same lemmas.
As for the second term in (4.2),
Thanks to our condition ρ > −1 for the lower bound, and as we want non-trivial lower bounds, with R(t) being smaller in magnitude than Z(t), it suffices to have only an upper bound for (4.4). Hence, in order to bound the expression on the above right side, we observe that
For the second term we simply have
, while the third one is bounded as
We obtain then
Putting everything together, and imposing X = T 2 in order to minimize the various terms that arise (X < T 2 is not possible, by the conditions in Lemma 2.10), we obtain the result in the statement. |ζ(σ + it)| 2 dt is at most 
Proof. We start with the bound in Lemma 2.10. For s = σ + it and X = t, by the triangle inequality we get
The second and third term in (4.6) can be treated using Cauchy-Schwarz inequality and reduced to the other integrals in the expression. Observe that the integrands 
and an analogous lower bound inequality for −1 < ρ < 0.
We want now to estimate the first term in (4.7), namely we want bounds for the integral T2 T1 n≤t a n e iλnt 2 dt, where in our case a n = 1 n σ ∈ R + and λ n = − log(n).
First, note that
by Lemma 2.9, so that
using that
2σ−1 ≥ t −2σ (under our conditions for σ, t), and we can extract an analogous lower bound.
If σ = 1 2 , the first integral is bounded from above as 10) by Lemma 2.8, from which we can derive an analogous lower bound.
As for the second integral in (4.8), consider first T 1 , T 2 integers for simplicity: we make use of the fact that a sum for l, r ≤ t is the same as a sum for l, r ≤ ⌊t⌋ and get
The above second fraction is always bounded in absolute value by 2, while the first one is bounded by ; we obtain however the same bound as in (4.11) , with the summation going up to ⌊T 2 ⌋ and with T 1 replaced by ⌊T 1 ⌋. Subsequently, we can use Preissmann's improvement [27] 
where E is as in Proposition 2.11, the denominator being bounded from above by the inequality log n+1 n > n + 1 2 −1 for n ≥ 1. Finally, by recurring to Lemmas 2.8 and 2.9 and n≤T2 1 ≤ T 2 in the right hand side of (4.12), we obtain f ± 2,2 (σ, T 2 ) as in the statement.
Mean value estimates of
Moreover, for
Finally,
Proof. We substitute T 1 = 1 inside either Proposition 4.1 or Proposition 4.2, according to which one gives us the best result. Our choice of ρ for the upper bound will be the square root of the ratio between the leading terms of the expressions multiplying 1 + 1 ρ and 1 + ρ respectively, the same choice with a negative sign corresponding to the lower bound. Such choice will be very close to the optimal one highlighted by Lemma 2.13, but simpler and easier to handle. For 1 2 ≤ σ < 1, Proposition 4.2 is the better alternative, as ρ will be qualitatively smaller than in Proposition 4.1 and the second order terms will be of smaller order (the error terms arising in the alternative case being of order T log(T ) and T (where D is as in the proof of Lemma 2.10, choosing C = ⌊T 0 ⌋) and by imposing T ≥ T 0 we merge all lower order terms into two terms; the condition T 0 = 4 is employed to make sure that √ T log(T ) is indeed the second highest error term and that we actually get −ρ > −1, in order to apply Proposition 4.2 in the lower bound correctly. For save to remark that, in the merging of second order terms, the bound on ζ(2σ) given in Lemma 2.12 is being used.
Finally, when σ = 1, the better alternative is Proposition 4.1, the error terms obtained through these two theorems being qualitatively the same, but worse constants arising by Proposition 4.2. We set then ρ = 1 √ ζ(2)T and, by imposing T ≥ T 0 in order to simplify the second order terms, we conclude the result.
Extension of asymptotic formulas
We prove here a proposition that will allow us to extend the asymptotic formulas in the previous subsection to the case σ < 1 2 , via the functional equation (2.11): it is essentially an instance of integration by parts that requires some additional conditions to be performed correctly. Proposition 4.4. Let I = [a 0 , a 1 ] be an interval of the real line (a i = ±∞ is allowed). Let Z : I → R ≥0 be an integrable function such that, for every T 1 , T 2 ∈ I with T 1 ≤ T 2 , we have the following inequalities
where F , r + and r − are non-negative real functions, such that F is differentiable and, for every pair
Let f : I → R ≥0 be a differentiable function such that f ′ is integrable satisfying either f ′ ≥ 0 or f ′ ≤ 0 and such that either f (a 0 ) = 0 or f (a 1 ) = 0. We have the following cases.
Proof. As f ′ is integrable, so is |f |. Suppose first that f (a 0 ) = 0; by the Fundamental Theorem of Calculus, for every t
Observe that, under the above conditions, 
where we have used integration by parts in the last step. We also derive the following lower bound
Case (ii) is obtained by proceeding in a similar manner as above, keeping in mind that
, and then using Fubini's Theorem and integration by parts. Here, the condition lim u→a1 f (u)F (T 1 , u) = 0 is employed so as to make sure that if a 1 = ∞, integration by parts is well-performed.
The sign condition on f ′ in Proposition 4.4 is not necessary; under the other conditions, one can derive an analogous result by writing
, where f ± = max{±f ′ , 0}. In that case, the a ∈ I such that f (a) = 0 need not necessarily be an extremum of I, and if if T 1 < a < T 2 one can derive bounds by applying case (i) to T2 a f (t)Z(t)dt and case (ii) to a T1 f (t)Z(t)dt.
Inequalities like (4.13) approximate T2 T1 Z(t)dt by F (T 1 , T 2 ), for all T 1 ≤ T 2 in a given interval, if we can assure that max{r
} is of lower magnitude than F (T 1 , T 2 ). If, under the conditions given in the above theorem, we additionally suppose that u → F (u, T 2 ) is decreasing and u → F (T 1 , u) is increasing, then we can interpret that Proof. Consider σ such that 0 ≤ σ < As per the remark above, the terms that appear with variable u in the definition of r ± (u, T ) are exactly those that otherwise would have given larger error terms if we had just taken r ± independent of u. We further verify by (4.17) that the conditions of Proposition 4.4 are met with the increasing function f (t) = t 1−2σ − 1, Z(t) = |ζ(1 − σ + it)| 2 and a 0 = 1 (we cannot use f (t) = t 1−2σ directly as (4.17) is only valid for u ≥ 1). We split the integral as ∞ T = ∞, so that that integral is divergent.
Numerical considerations
In case (1) of Theorem 1.1, only the bound from Theorem 4.6 is shown, since it is always stronger than the one from Theorem 3.1. In case (3), the threshold 244728 is where the second bound becomes better than the first; mind that the constant 18.67 is the result of a calculation that depends on the threshold itself, namely, on how the third order term in Theorem 4.6 is being absorbed. In case (2), T = 590 is the lowest integer at which for at least one σ ∈ 1 2 , 1 the second bound becomes strictly better than the first. Indeed, this threshold is achieved in the whole σ ∈ [0.922, 0.926]. For other values of σ, the initial integer T become higher; we report them in the table below for all σ ∈ In case (4), the lowest integer at which for at least one σ ∈ 0, 1 2 the second bound is stricter than the first is less than 200, so that the first would not be valid anyway given the condition on T inherited from Theorem 3.1. We write in the table below the integer thresholds T either between the bounds of the main theorem or between those in Theorems 3.1 and 4.6. As in the previous case, the more precise bounds give lower thresholds (although more moderately). No particular meaning should be attached to lower digits of the larger entries of the two tables above, given that we are working with bounds with a limited number of significative digits.
As a last remark, mind that the loss of precision in Theorems 1.1 and 1.2 with respect to Theorems 3.1, 4.6, 4.3 and 4.5 may be quite significant, especially for σ ∈ 0, 1 2 , 1 . In §1, the exposition of results favored simplicity, provided that it showed the correct asymptotical behavior of the main terms and the correct order of the error terms for T → ∞ and σ tending to 0, 1 2 , 1. Readers committed to obtain sharper numerical bounds are advised and encouraged to rely on the stronger estimates given in §3 and §4.
