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A SHORT PROOF OF BERNOULLI DISJOINTNESS VIA THE LOCAL
LEMMA
ANTON BERNSHTEYN
Abstract. Recently, Glasner, Tsankov, Weiss, and Zucker showed that if Γ is an infinite discrete
group, then every minimal Γ-flow is disjoint from the Bernoulli shift 2Γ. Their proof is somewhat
involved; in particular, it invokes separate arguments for different classes of groups. In this note, we
give a short and self-contained proof of their result using purely combinatorial methods applicable to
all groups at once. Our proof relies on the Lovász Local Lemma, an important tool in probabilistic
combinatorics that has recently found several applications in the study of dynamical systems.
1. Introduction
Throughout, Γ denotes an infinite discrete (but not necessarily countable) group. All topological
spaces in this paper are assumed to be Hausdorff. A Γ-flow is a nonempty compact space X equipped
with a continuous action Γñ X. A subflow of a Γ-flow X is a nonempty closed Γ-invariant subset
Y Ď X. A Γ-flow X is minimal if there is no subflow Y Ď X with Y ‰ X; equivalently, X is
minimal if the orbit of every point x P X is dense in X. A straightforward application of Zorn’s
lemma shows that every Γ-flow has a minimal subflow. This demonstrates that minimal flows exist,
but in general it is very difficult to say much about their structure and behavior.
Let X be a nonempty compact space. The space XΓ of all functions Γ Ñ X, equipped with the
product topology, is also compact, and it becomes a Γ-flow under the action Γñ XΓ given by
pγ ¨ xqpδq :“ xpδγq for all γ, δ P Γ and x P XΓ.
The Γ-flows of the form XΓ are called Bernoulli shifts, or simply shifts. A particularly important
case is when X is a finite set with the discrete topology; for concreteness, we may then assume that
X “ k for some k P N. (Here we identify each k P N with the k-element set ti P N : i ă ku.)
The following notions were introduced by Furstenberg in [Fur67]. Let X and Y be Γ-flows. We
view the product space X ˆ Y as a Γ-flow equipped with the diagonal action of Γ. A joining of X
and Y is a subflow Z Ď X ˆ Y that projects onto X and Y . The Γ-flows X and Y are disjoint, in
symbols X K Y , if they have only one joining, namely X ˆ Y itself. It is not hard to see that if
X K Y , then at least one of X and Y is minimal.
Recently, Glasner, Tsankov, Weiss, and Zucker [Gla+19] obtained the following result:
Theorem 1.1 (Glasner–Tsankov–Weiss–Zucker [Gla+19]). If X is a minimal Γ-flow, then X K 2Γ.
For Γ “ Z, Theorem 1.1 was proven earlier by Furstenberg [Fur67].
The first step in the proof of Theorem 1.1 in [Gla+19] is a reduction to a combinatorial question
concerning the so-called separated covering property of minimal Γ-flows. Somewhat surprisingly, to
answer this question, [Gla+19] makes heavy use of group theory; in particular, two classes of groups
(namely maximally almost periodic and ICC groups) are treated separately and with completely
different arguments. The proof in the ICC case relies on the recent breakthrough results of Frisch,
Tamuz, and Ferdowsi [FTF18].
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In this note, we give a short and self-contained proof of Theorem 1.1 that is purely combinatorial
and treats all groups simultaneously. We deduce Theorem 1.1 from the following fact, which is
interesting in its own right. Let X be a Γ-flow. We say that a set U Ď X traps a point x P X (or
that x is trapped in U) if the orbit of x is contained in U .
Theorem 1.2. Let k P N` and let V Ď kΓ be a nonempty open set. Then there exists n P N such
that for all finite F Ă Γ of size at least n, the set F ¨ V traps a point.
Theorem 1.1 is derived from Theorem 1.2 in Section 2. To establish Theorem 1.2, we rely on the
so-called Lovász Local Lemma (the LLL for short), an important tool in probabilistic combinatorics
introduced by Erdős and Lovász in [EL75]. We state the LLL, in the form we will need, in Section 3
and use it to prove Theorem 1.2 in Section 4. While the LLL has been widely used in combinatorics
and graph theory for over forty years now, it has only recently become apparent that the LLL can be
applied to the study of dynamical systems as well. Several applications of the LLL in ergodic theory
and topological dynamics can be found in [Ber19; ABT16; Ber18a; Ber18b]; this paper contributes
yet another one.
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2. Derivation of Theorem 1.1 from Theorem 1.2
Let X be a minimal Γ-flow and let Z Ď X ˆ 2Γ be a joining. Our goal is to show that Z “ X ˆ 2Γ.
To this end, let U Ď X and V Ď 2Γ be nonempty open sets. We have to argue that ZXpU ˆV q ‰ ∅.
Lemma 2.1. If X is a minimal Γ-flow and U Ď X is a nonempty open set, then there exists an
infinite subset S Ď Γ with Ştσ ¨ U : σ P Su ‰ ∅.
Proof. Since X is minimal, the orbit of each point in X intersects U , and thus X “ Γ ¨ U . The
compactness of X implies that there is a finite subset T Ă Γ such that X “ T ¨ U . Say that a set
L Ď Γ is right T -separated if λ1T X λ2T “ ∅ for every pair of distinct λ1, λ2 P L. Since T is finite
while Γ is infinite, there is an infinite right T -separated subset L Ď Γ. Consider any x P U . For each
λ P L, we have λ´1 ¨ x P T ¨ U , i.e., x P λT ¨ U . In other words, for each λ P L, there is τλ P T with
x P λτλ ¨U . Since L is right T -separated, the set S :“ tλτλ : λ P Lu is infinite, and we are done. 
Let S Ď Γ be an infinite set as in Lemma 2.1 applied to U , and let n P N be the quantity given
by Theorem 1.2 applied to V . Pick an arbitrary finite subset F Ă S of size at least n and let
U˚ :“
č
tσ ¨ U : σ P F u.
By the choice of n, the set F ¨ V traps a point, say y. Since Z projects onto 2Γ, there is some x P X
with px, yq P Z. As X is minimal and U˚ is nonempty open, there is γ P Γ with γ ¨ x P U˚. Since y
is trapped in F ¨ V , we have γ ¨ y P F ¨ V , which means that σ´1γ ¨ y P V for some σ P F , and since
γ ¨ x P U˚, we also have σ´1γ ¨ x P U . Therefore,
pσ´1γ ¨ x, σ´1γ ¨ yq “ σ´1γ ¨ px, yq P Z X pU ˆ V q,
and the proof of Theorem 1.1 is complete.
3. The Lovász Local Lemma
We shall only require a somewhat specialized but simplified version of the Lovász Local Lemma; for
a more general discussion of the LLL, the reader is referred to [AS00] and [MR02]. The presentation
below follows, with slight modifications, [Ber19, §1.2].
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Let X be an arbitrary set and let k P N`. A bad (k-)event over X is a nonempty set B of partial
functions ϕ : X á k with finite domains such that for all ϕ, ϕ1 P B, dompϕq “ dompϕ1q. If a bad
event B is nonempty, then its domain is the set dompBq :“ dompϕq for any (hence all) ϕ P B; the
domain of the empty bad event is, by definition, the empty set. The probability of a bad k-event B
with domain D is defined to be PrBs :“ |B|{k|D|. A map f : X Ñ k avoids a bad event B if there
is no ϕ P B such that ϕ Ď f . Notice that if X is finite and f : X Ñ k is drawn uniformly at random
from kX , then PrBs is precisely the probability that f does not avoid B.
A (k-)instance (of the LLL) over a set X is an arbitrary setB of bad k-events over X. A solution
to a k-instance B is a function f : X Ñ k that avoids every B P B. For an instance B and B P B,
the neighborhood of B in B is the set
NBpBq :“ tB1 P BztBu : dompB1q X dompBq ‰ ∅u.
The degree of B in B is defined to be degBpBq :“ |NBpBq|. Let
ppBq :“ sup
BPB
PrBs and dpBq :“ sup
BPB
degBpBq.
An instance B is correct for the LLL, or simply correct, if
e ¨ ppBq ¨ pdpBq ` 1q ă 1,
where e “ 2.71 . . . denotes the base of the natural logarithm.
Theorem 3.1 (Erdős–Lovász [EL75]; Lovász Local Lemma). Let k P N` and let B be a
k-instance of the LLL over a set X. If B is correct for the LLL, then B has a solution.
The LLL was introduced by Erdős and Lovász (with 4 in place of e) in their seminal paper [EL75];
the constant was subsequently improved by Lovász (the sharpened version first appeared in [Spe77]).
We should mention that there are two respects in which Theorem 3.1 in the above form is less
general then the “full” LLL. First, Theorem 3.1 only works with product probability spaces such
as kX ; this is a special case of the LLL in the so-called variable framework (the name is due to
Kolipaka and Szegedy [KS11]). However, although this case is special, it does encompass most typical
applications. For the statement of the LLL for general probability spaces, see [AS00, Corollary 5.1.2].
Deducing Theorem 3.1 from [AS00, Corollary 5.1.2] is routine when X is finite (see, e.g., [MR02,
p. 41]); the case of infinite X then follows by compactness.
Second, there is a more general form of the LLL (often referred to as the General Lovász Local
Lemma), that applies to instances without a uniform upper bound on degBpBq; see [AS00, Theorem
5.1.1]. However, this more general statement is somewhat technical and we will not need it here.
4. Proof of Theorem 1.2
Let D Ă Γ be a finite set. We say that a set L Ď Γ is left D-separated if Dλ1 XDλ2 “ ∅ for every
pair of distinct λ1, λ2 P L.
Lemma 4.1. If D, F Ă Γ are finite sets, then F has a left D-separated subset L Ď F with
|L| ě |F |{|D|2.
Proof. First recall some basic facts about finite graphs. Let G be a finite graph with vertex set V
and edge set E. A subset I Ď V is independent (in G) if no two vertices in I are adjacent to each
other. A straightforward greedy construction shows that if every vertex of G has at most d neighbors,
then V can be partitioned into d` 1 independent sets. In particular, G has an independent set of
size at least |V |{pd` 1q.
Now let G be the graph with vertex set F in which distinct vertices σ, σ1 P F are adjacent if and
only if Dσ XDσ1 ‰ ∅, or, equivalently, σ1 P D´1Dσ. Then every σ P F has |D´1D| ´ 1 ď |D|2 ´ 1
neighbors in G (we are subtracting 1 to account for the fact that σ is not adjacent to itself). Therefore,
G has an independent set L of size at least |F |{|D|2, and that is precisely what we need. 
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For a partial map ϕ : Γ á k with finite domain, let Vϕ Ď kΓ denote the clopen set given by
Vϕ :“ tx P kΓ : x Ą ϕu.
Since the topology on kΓ is generated by the sets of the form Vϕ, it is enough to prove Theorem 1.2
with V “ Vϕ. So, let D Ă Γ be a nonempty finite set and let ϕ : D Ñ k. Let `0 P N be such that
e ¨ p1´ k´|D|q` ¨ |D|2`2 ă 1 for all ` ě `0. (4.2)
(Such `0 exists since the left-hand side of (4.2) approaches 0 as ` goes to infinity.) We shall argue
that n :“ `0|D|2 is as desired.
Take any finite set F Ă Γ of size at least n and let L Ď F be a set of size at least |F |{|D|2 ě `0
such that L´1 is left D-separated (such L exists due to Lemma 4.1 applied with F´1 in place of F ).
Define a k-instance B over Γ as follows. For each γ P Γ, let Bγ be the bad k-event with domain
Dγ :“ DL´1γ consisting of all maps ψ : Dγ Ñ k such that:
for each λ P L, there is δ P D with ψpδλ´1γq ‰ ϕpδq.
Notice that since L´1 is left D-separated, Dγ is equal to the disjoint union of the sets Dλ´1γ, λ P L.
Let B :“ tBγ : γ P Γu. We claim that if x : Γ Ñ k is a solution to B, then x is trapped in L ¨ Vϕ
(and hence also in F ¨ Vϕ). Indeed, consider any γ P Γ. Since x avoids Bγ , the following holds:
there is λ P L such that for all δ P D, xpδλ´1γq “ ϕpδq.
But this precisely means that for some λ P L, λ´1γ ¨x Ą ϕ, i.e., γ ¨x P L ¨Vϕ. In view of Theorem 3.1,
it only remains to show that B is correct for the LLL.
First we bound dpBq. Consider any γ P Γ. We need to find an upper bound on the size of the set
tγ1 P Γztγu : Dγ XDγ1 ‰ ∅u.
To this end, notice that Dγ XDγ1 ‰ ∅ if and only if γ1 P LD´1DL´1γ. Thus,ˇˇtγ1 P Γztγu : Dγ XDγ1 ‰ ∅uˇˇ “ |LD´1DL´1| ´ 1 ď |D|2|L|2 ´ 1,
and hence we conclude that dpBq ď |D|2|L|2 ´ 1. Next we bound ppBq. Again, fix γ P Γ and draw
f : Dγ Ñ k uniformly at random. Then for each λ P L,
Prfpδλ´1γq ‰ ϕpδq for some δ P Ds “ 1´ k´|D|,
and since the sets Dλ´1γ, λ P L are disjoint, we conclude that
PrBγs “ p1´ k´|D|q|L|.
Therefore, ppBq ď p1´ k´|D|q|L|. To put everything together, B is correct as long as
e ¨ p1´ k´|D|q|L| ¨ |D|2|L|2 ă 1.
Since |L| ě `0, (4.2) gives the desired result.
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