This work presents an analysis of predicting the future path of moving objects from a moving camera on traffic scenes with an LSTM architecture in a single-shot manner. Path prediction allows us to estimate the future locations of an object in a given space and is useful in important applications such as surveillance, abnormal behaviour detection, crowd behaviour analysis, traffic control and currently in driver assistance (ADAS) or collision avoidance systems. Normal approaches use the last tobs positions of an object observed in video frames to predict its future path as a sequence of position values. This can then be treated as a time series. LSTM architectures are known for reaching good performance when dealing with time series. We evaluate path prediction across three types of objects (pedestrians, vehicles and cyclists), four prediction horizons (5, 10, 15 and 20 frames ahead) and two different perspectives (image coordinate and birds-eye view). The approach described in this work reached an Average Displacement Error (ADE) of 0.01m for pedestrians, 0.06m for vehicles and 0.02m for cyclists and an average Final Displacement Error (FDE) of between 0.016m and 0.15m for near-future prediction using an LSTM architecure with relative tracklet positioning.
I. INTRODUCTION
Autonomous navigation requires accurate and detailed models of the static and dynamic environment being explored. Specifically, environments with moving objects, for instance pedestrians and cars, pose significant challenges for navigation [1] , [2] . Vehicle and pedestrian detection [3] - [5] , have had notable progress over the years, and are increasingly reliable. Detection of moving objects is useful to be aware of the surroundings of a vehicle since this information cannot be captured by a static road map. Knowing where an object is currently located is already useful, but predicting its location in the future is of great importance for autonomous vehicles for safe and efficient driving and risk analysis. This can also be useful for application in assistive technologies such as navigation for blind people to avoid collision.
Among motion prediction research one specific task is path prediction, where the past trajectory of objects is used to predict their future positions. Several approaches have been developed [6] - [8] . Recently LSTM architectures have been applied to this challenge due to their capability of getting information from sequences and then predicting using that previous information.
The main focus of this work is to show the performance of an LSTM on the scenarios that constitute the KITTI dataset, to predict the future position of objects that are present normally in traffic scenarios, such as pedestrians, vehicles and cyclists, for different time horizons. We also apply the prediction on two perspectives: image coordinate (pixels) and birds-eye view (metres). Image coordinate because is the most common data found in a dataset and birds-eye view since it is a more realistic measurement of the real word. For the remainder of this paper, Section II presents relevant related works in this field, putting an emphasis on works using LSTM architectures; Section III presents our approach; Section IV and V present the experimental setup and results respectively. Finally in Section VI conclusions are given.
II. RELATED WORKS

A. Path Prediction
The simplest approach that is widely used is the famous Kalman filter (KF) [9] along with kinematic models and several variants such as the Extended Kalman Filter (EKF) and the Unscented Kalman Filter (UKF) [10] . Schneider and Gavrila [6] present a comparative study of the Kalman filter with some kinematic models in a vehicle context. They studied several single kinematic models such as Constant Velocity, Constant Acceleration, and Constant Turn Rate and Interacting Multiple Models and the results show no significant performance gain for the more sophisticated multiple models versus the simpler constant velocity for current position estimation. They attribute that to the high sampling rate and the low measurement error. Another example of using the KF is found in [8] where they use the Extended KF to perform short term prediction. Other interesting work is shown in [11] , in this research four different methods were evaluated for predicting future pedestrian positions accurately: Gaussian process dynamical models (GPDMs) and probabilistic hierarchical trajectory matching (PHTM) that use augmented features derived from dense optical flow and KF, and Interacting Multiple Models that use positional information only. In this work, they 978-1-7281-3975-3/19/$31.00 ©2019 IEEE conclude that similar path prediction performance was reached for the four approaches.
Other approaches perform path prediction based on prototype trajectories. In [12] they use the Expectation-Maximization algorithm to cluster all the trajectories from a specific scenario and then using these clusters predict the motion for a partially observed trajectory. Their weakness lies in their inability to predict atypical trajectories and also that they are designed for specific scenarios. Similar work is found in [13] , [14] and a highly interesting survey about trajectory clustering can be found in [15] . Other interesting approaches are those based on manoeuvre intention estimation. In [8] , [11] for example, they classify the action of the objects and predict based on that classifying two actions of the vehicle: speed profile and changing of lane. For each vehicle on the road, they compute all possible sequences of action, regarding the current velocity and location. They assign a cost for each action and unrealistic action sequences are eliminated.
B. Long Short-Term Memory (LSTM)
LSTM architectures (see Fig. 1 ) are currently used in areas such as translation, time series prediction and trajectory prediction. LSTMs are capable of getting information from sequences and then predicting using that previous information.
One interesting work is shown in [16] , where they address the problem of predicting the trajectory of pedestrians in crowded spaces using static cameras. This approach, called Social LSTM, uses one LSTM for each of the pedestrians in the scene. Social refers to the use of the trajectory of other pedestrians that is taken into account to predict the trajectory of a single one. They use a separate LSTM for each trajectory and then connect each LSTM to other through a Social pooling layer, this pooling layer allows spatially proximal LSTMs to share information. The hidden-states of all LSTMs within a certain radius are pooled together and used as an input at the next time-step. Similar work is presented in [17] where they use LSTMs to predict the trajectory of vehicles in highways from a fixed top view perspective.
In [18] multiple cameras were used to predict the trajectory of people in crowded scenes and [19] predict the trajectory of vehicles in an occupancy grid from the perspective an egovehicle. A more related work to this paper is presented in [20] , here they predict the future path of pedestrians using RNNs as encoder-decoders and also include the prediction of the odometry of the ego-vehicle.
In this work, different to [18] , path prediction is performed using cameras mounted on a moving vehicle. Instead of using one LSTM per object like in [16] , we use an LSTM for all objects. Also the prediction of the future path is made by a vanilla LSTM in a single-shot manner instead of using encoder-decoders or recursive multi-step forecasting. Finally, we evaluate on three different objects available in KITTI data set, on two different metrics and also report the results from both the image perspective and a birds-eye view using available 3D information. [17] III. APPROACH A path P is a set of tracks, tr, than contains information such as tr(x, y) position (coordinates) of an object that travels a given space, P = {tr t1 , tr t2 , .......tr tlength }. Each tr is a measure given for a sensor in intervals of time and in an ordered manner, tr(x, y, time). This means that a path is a sequence of measurements of the same variable collected over time, where the order matters, resulting in a time series. Because of this, a path can be seen as a multivariate time series that has two time-dependent variables. Each variable depends on its past values and this dependency is used for forecasting future values. So the task of path prediction can be seen as multivariate multi-step time series forecasting. LSTMs have shown good performance when dealing with time series and so in this approach an LSTM architecture is used for path prediction. LSTMs can be used in different manners, two of these are Recursive Multi-step Forecast and Multiple Output Strategy.
Recursive Multi-step Forecast uses a one-step model time by time, where the prediction from the prior time step is used as an input for making a prediction on the following time step. Specifically for path prediction, this can be seen as a path generation task. This approach can be used as follows:
This process is repeated tpred times, where tpred is the number of tracks or steps to predict ahead.
Multiple Output Strategy develops one model to predict an entire sequence in a one-shot manner. Like other types of neural network models, the LSTM can output a vector directly that can be interpreted as a multi-step forecast. This approach can be used in the following way:
In this work, the multiple output strategy was adopted. To use an LSTM in this manner the input and ground truth (GT) output data were configured as: where N Samples is the number of samples that constitute the training data. tobs is the size of tracklets used for predicting, i.e., 5 tracks to predict 5 steps ahead. F eatures is the number of variables that constitute each track. In this case was two features, the position: (x, y), and P Size is the number outputs in the prediction. As the last dense layer can only be a one dimensional array, this can be calculated as tpred * F eatures in the GT output data.
IV. EXPERIMENTS SETUP
A. Datasets
For this work, KITTI data set was selected as it provides the tracks of the objects as both image coordinates and in 3D. The other benefit is the realistic scenarios with a variety of objects such as in the city, highways, crossing road, vehicle standing, moving. KITTI is one of the most popular datasets for use in mobile robotics and autonomous driving. It consists of traffic scenarios recorded with a variety of sensor modalities, including high resolution RGB, grayscale stereo cameras, and a 3D laser scanner. Most recently it provides 200 training images as well as 200 test images for semantic segmentation. It also provides 21 sequences with the tracking labels of the objects in image coordinates and 3D information [5] , as visualised in Fig. 2 . 
B. Image coordinate and 3D information
Image coordinate is the position of the objects in the 2D plane of an image. These are given in pixels as (x, y) points.
KITTI gives the bounding boxes of the objects in this plane as (x 1 , y 1 , x 2 , y 2 ).
3D information refers to the position of the objects in the real world plane with respect to the camera. KITTI provides this information as the position in x, y, z along with the dimensions of each object height, width and length -(x, y, z, h, w, l). In this work, this information was leveraged to create a birds-eye view of the objects. Fig. 2 depicts the objects of a selected frame in both image coordinate and birds-eye view with the object class label number and object identifier number.
C. Evaluation metrics
The following metrics were used to evaluate the accuracy of the trajectory prediction [16] :
• Average Displacement Error (ADE): is the mean square error (MSE) between all estimated points of every trajectory and the true points:
• Final Displacement Error (FDE): is the distance between the predicted final destination and the true final destination at the tpred time:
where (x t i ,ŷ t i ) are the predicted positions of the tracklet i at time t, (x t i , y t i ) are the actual position (ground truth) of the tracklet i at time t, and n is the number of tracklets in the testing set.
D. Data Pre-processing
A crucial phase of dealing with time series prediction is understanding and preparing the data. The data was preprocessed as follows:
1) Parse the KITTI data set to a simpler format with each track described by seven features: [Frame Number, Object Type, ID, XMin, YMin, XMax, YMax]. 2) Extract trajectories of each object per sequence. KITTI contains several type of objects such as pedestrians and vehicles. This step is necessary to not mix tracks of other objects. 3) Create tracklets (sub-trajectories) of a certain consistent length. For each object trajectory, tracklets of size 10, 20, 30 and 40 tracks were extracted, these tracklets constitute the data set used for training and testing. 4) The center of the bounding boxes for the objects were extracted. 5) Translating the tracklets to relative position. This process consists of setting the first (x, y) position of each tracklet to (0, 0) and all the following tracks are adjusted relative to this point. Tracklets that have been adjusted will be referred to as Relative Tracklet Position (RTP) and the original, un-adjusted tracklets, as Absolute Tracklet Position (ATP). Experiments were done for both type of tracklets.
A total of 853 objects were extracted from all the sequences -167 pedestrians, 649 vehicles and 37 cyclists -for the four prediction horizons of 5, 10, 15 and 20 frames. The number of tracklets are shown in Table IV for each object on the four prediction horizons (P.H.). 
E. Model
The Keras API 1 was used to obtain the implementation of the LSTM architecture . To select the parameters a grid search was executed over the whole dataset, including all objects, and the following configuration achieved the best result. One layer was selected since adding more layers does not improve performance, as shown in [17] , where they also mention that due to their recurrent nature, even a single layer of LSTM nodes can be considered as a deep neural network: . For the Kalman filter the same two set of experiments was made but the comparison is not shown since the results using ATP vs RTP showed no difference. The performance was calculated on four different prediction horizons (P.H.) and for three different objectspedestrians, cyclists and vehicles (labelled as Cars, Vans and Trucks). The data for training and testing consists of the center of the object. The results are also provided in image coordinate (pixels) and in birds-eye view (metres). Due to the size of the image (1224 x 370 pixels), the results show large values in the case of image coordinates. Fig. 3 illustrates the approximate real world implication of variations in pixels as applied to the KITTI dataset. Finally, the relative improvement (error reduction) values shown in Table III and V were calculated by [(newV alue − originalV alue)/originalV alue] * 100 where newV alue is the LSTM RTP methodology and originalV alue is the approach to be compared with. The negative values means that there was an error reduction using the LSTM RTP approach.
A. LSTM ATP vs LSTM RTP
Table I, in the columns two and three, shows the results on image coordinates obtained when executing the LSTM using the two different type of tracklets (ATP and RTP) and Table III depicts the relative improvements.
Table II, in the columns two and three, shows the results on the birds-eye view obtained when executing the LSTM using the two different type of tracklets (ATP and RTP), whilst Table V presents the improvement.
This set of results show clearly that there was error reduction in most of cases when translating the tracklets to relative position (RTP). In a few cases, mostly pedestrians, a slight increase in error was found. The results show that LSTM RTP outperforms the simple Kalman Filter on most cases, specifically for vehicle and pedestrians. Also, it can bee seen that LSTM RTP performs better when predicting in birds-eye view compared to using image coordinates. 
B. The Kalman Filter vs LSTM RTP
C. Discussion
The results obtained in this work show that LSTM approaches perform well for predicting the near future paths of objects in the context of cameras mounted on a moving vehicles. It shows also that the performance of this approach is affected by the prediction time horizon, the largest the prediction horizon resulting in the largest errors.
For the LSTM architecture, it clearly can be seen that translating the tracklets to a relative position (RTP) helps the model to learn better to predict. The reason on this could be that, RTP makes the tracklets to be similar in that space and produces more examples for learning. Another important point to note is that predicting in birds-eye view is better than predicting using image coordinate, however 3D information is not always available.
The results also indicate, that this approach is affected by the size of the training data. For instance, for the class Vehicle, LSTMs outperforms the Kalman Filter for all prediction horizons. One probable reason is that for this object class there is a bigger dataset to train, while for the other objects the size of the training data is poor.
Finally, the processing inference time per tracklet for the LSTMs approach was 0.02 tr/ms, 0.032 tr/ms, 0.045 tr/ms, 0.057 tr/ms for prediction time horizon (PH) of ±5 to ±20 respectively. The Kalman Filter processing time was 3.627 tr/ms, 6.961 tr/ms, 11.012 tr/ms, 13.553 tr/ms for PH of ±5 to ±20 respectively. All this using a computer with the following features: GPU GeForce GTX 980, CPU Intel® Core TM i5-4690K CPU @ 3.50GHz x 4, RAM 24GB. 
VI. CONCLUSION
This work presented a single-shot prediction approach that uses one LSTM to predict the future position of objects commonly present in traffic scenes. The selected data set was KITTI because of its realistic scenes, such as highways, inter city, vehicles standing, vehicle moving, its different objects and the labelled data in image coordinate and 3D information. The objective of this work was to compare the performance of the commonly used Kalman Filter with the newer options offered by LSTM architectures and analyze some of the potential influences on their trajectory prediction accuracy by looking at three object classes, four prediction horizons and two different perspectives (image coordinate and birds-eye view).
The results have shown that using an LSTM achieves good performance of up to an ADE of 0.01m for pedestrians, 0.06m for vehicles and 0.02m for cyclists and up to a FDE of 0.016m, 0.15m, 0.04m for the same objects improving the performance of the baseline Kalman Filter. The results also show that the performance is affected by the prediction horizon where the longer the prediction horizon, the bigger the displacement error. The prediction horizon where the approach is most reliable is for ±5 and ±10 for image coordinate and for ±5 to ±15 for birds-eye view perspective.
The performance is also affected by the distance of the object to the vehicle and it appears that the prediction is harder when the object is closer to the vehicle. The desired precision and responsiveness will be dictated by the final use of the prediction, for instance in risk analysis or collision avoidance systems.
Observing that the size of the data affects significantly the performance of the LSTM and noting the lack of data for path prediction, useful future work would be to apply data augmentation methods to the KITTI dataset and to utilise transfer learning to fine tune a model trained on a larger path and motion dataset for the specific application of moving cameras on vehicles. This work uses positional and observed paths only and the next step will be to combine external data to constrain the path predictions based on real world knowledge.
