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A Lifting Theorem for Locally Convex Subspaces of L0
R. G. Faber
Abstract. We prove that for every closed locally convex subspace E of L0 and for any
continuous linear operator T from L0 to L0/E there is a continuous linear operator S from
L0 to L0 such that T = QS where Q is the quotient map from L0 to L0/E.
§0. Introduction.
Let E be a subspace of L0 = L0[0, 1], the space of all measurable functions from [0, 1]
to R. Let T be an operator from L0 to L0/E. What conditions on E ensure that we can
find an operator S that makes the following diagram commute?
L0
u
Q
L0 w
T
5
5
5
5
5
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S
L0/E
A. Pe lczyn´ski was the first to ask if locally convex subspaces E have this property. If E is
locally bounded then we can find such an operator (Kalton - Peck [2]). Peck - Starbird [6]
showed that this is also true when E is isomorphic to ω, the space of all real sequences.
The goal of this paper is to show that if E is locally convex then we can complete the
previous diagram.
We will state some notation. We will let µ represent the standard Lebesgue measure.
We also define the map f 7→ ‖f‖0 (L0 → R) as
‖f‖0 =
∫ 1
0
|f(x)|
1 + |f(x)|
dx.
This map is an F-norm on L0, that is,
(i) ‖f‖0 > 0 f 6= 0,
(ii) ‖αf‖0 ≤ ‖f‖0 |α| ≤ 1 and f ∈ L0,
(iii) limα→0 ‖αf‖0 = 0 f ∈ L0,
(iv) ‖f + g‖0 ≤ ‖f‖0 + ‖g‖0 f, g ∈ L0.
The map also induces a metric on L0. The topology induced by the L0 metric is just the
topology of convergence in measure. For f ∈ L0 we define σ : L0 → [0, 1] by
σ(f) = sup
n∈N
‖nf‖0 = lim
n→∞
‖nf‖0.
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By the dominated convergence theorem we can see that σ(f) = µ(supp f), where supp f =
{x : |f(x)| > 0}. The F-norm on the quotient space L0/E is defined in the usual way
‖γ‖L0/E = inf
f∈γ
‖f‖0 for all γ ∈ L0/E.
For a subset A of [0, 1] we will let L0(A) mean the subspace of L0 consisting of all functions
supported on A. We define
‖f‖L0(A) = ‖f · χA‖0,
where χA is the characteristic function of A.
§1. Preliminary Lemmas.
We have a lifting theorem for locally bounded subspaces (See Theorem 3.6 of [2].) and
we will see that locally convex subspaces are in some sense almost locally bounded. The
lemmas that follow show us that the ‘unbounded part’ of a locally convex subspace is
arbitrarily small. Lemma 1.2 is at the heart of this argument. However, we first need a
lemma from Paley and Zygmund [5].
Lemma 1.1. Let α > β ≥ 0. If f ∈ L0[0, 1] such that
∫ 1
0
f ≥ α and ‖f‖2 = 1 then
µ(t : f(t) ≥ β) ≥ (α− β)2.
Proof.
α ≤
∫ 1
0
f =
∫
{f≥β}
f +
∫
{f<β}
f
≤
∫ 1
0
f · I{f≥β} + β
≤ ‖f‖2 · ‖I{f≥β}‖2 + β (Schwarz Inequality)
=
√
µ(t : f(t) ≥ β) + β.
So µ(t : f(t) ≥ β) ≥ (α− β)2. 
Notice that Rademacher functions do not appear in the statement of the next lemma
but they play a key role in the proof. Recall that all the Rademacher functions act on
[0, 1] and have values in the two point set {-1,1}. The first Rademacher function, r1, is 1
everywhere. The second, r2, is 1 on [0,
1
2 ) and −1 on [
1
2 , 1]; r3 is 1 on [0,
1
4 ) and [
1
2 ,
3
4 ) but
−1 on [ 1
4
, 1
2
) and [ 3
4
, 1]; and so on. For convenience we will say that a sequence of functions
(fi)
∞
i=1 is δ-tapering if ‖2
i · fi‖0 ≤ δ for all i ≥ 1.
3Lemma 1.2. Let E be a locally convex subspace of L0. For every ǫ > 0 there is a δ > 0
such that if (fi)
∞
i=1 ⊂ E is δ-tapering then
µ
(
∞⋃
i=1
{x : |fi(x)| > 1}
)
≤ ǫ.
Moreover, δ can be chosen to be any positive number such that the closed convex hull of
{f ∈ E : ‖f‖0 ≤ δ} is contained in {f ∈ L0 : ‖f‖0 ≤
ǫ
80}.
Proof. Consider the following function on [0, 1]:
g(t) =
∣∣∣∣∣∣
1√∑N
j=1 a
2
j
N∑
k=1
akrk(t)
∣∣∣∣∣∣ ,
where a1, a2, · · · , aN ∈ R and r1, r2, · · · , rN are the first N Rademacher functions. Then
from Khinchine’s inequality we have
∫ 1
0
g =
1√∑N
j=1 a
2
j
·
∥∥∥∥∥
N∑
k=1
ak · rk
∥∥∥∥∥
1
≥
1√∑N
j=1 a
2
j
·
1
2
√√√√ N∑
k=1
a2k
=
1
2
.
Since the Rademacher functions are orthonormal over [0, 1] we have
‖g‖22 =
∥∥∥∥∥∥
N∑
k=1

 ak√∑N
j=1 a
2
j
rk


∥∥∥∥∥∥
2
2
=
N∑
k=1

 ak√∑N
j=1 a
2
j


2
= 1.
We now are ready to use Lemma 1.1 with α = 1/2 and β = 1/4:
µ

t : 1√∑N
j=1 a
2
j
∣∣∣∣∣
N∑
k=1
akrk(t)
∣∣∣∣∣ ≥ 14

 ≥ (1
2
−
1
4
)2
=
1
16
.
Therefore,
µ

t :
∣∣∣∣∣
N∑
k=1
akrk(t)
∣∣∣∣∣ ≥ 14
√√√√ N∑
j=1
a2j

 ≥ 1
16
(∗)
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for a1, a2, · · · , aN ∈ R.
Let ǫ > 0 be given. Since E is locally convex there is a δ > 0 such that the closed convex
hull of {f ∈ E : ‖f‖0 ≤ δ} is contained in {f ∈ L0 : ‖f‖0 ≤
ǫ
80}. Suppose (fi)
∞
i=1 ⊂ E is
δ-tapering. Then for every N ≥ 0 we have
ǫ/80 =
∫ 1
0
ǫ/80 dt
≥
∫ 1
0
∥∥∥∥∥
N∑
i=1
1
2i
ri(t)2
ifi(x)
∥∥∥∥∥
0
dt (local convexity)
=
∫ 1
0
∫ 1
0
|
∑N
i=1 ri(t)fi(x)|
1 + |
∑N
i=1 ri(t)fi(x)|
dx dt
=
∫ 1
0
∫ 1
0
|
∑N
i=1 fi(x)ri(t)|
1 + |
∑N
i=1 fi(x)ri(t)|
dt dx (Tonelli)
≥
1
16
∫ 1
0
1
4
√∑N
i=1 fi(x)
2
1 + 1
4
√∑N
i=1 fi(x)
2
dx. (by ∗)
So ∫ 1
0
1
4
√∑N
i=1 fi(x)
2
1 + 14
√∑N
i=1 fi(x)
2
dx ≤ 16
ǫ
80
=
ǫ
5
.
for all N ≥ 1. Therefore µ(x :
√∑N
i=1 fi(x)
2 > 1) ≤ ǫ for all N . Indeed, suppose not;
then ∫ 1
0
1
4
√∑N
i=1 fi(x)
2
1 + 1
4
√∑N
i=1 fi(x)
2
dx > ǫ
(
1/4
1 + 1/4
)
=
ǫ
5
.
This is a contradiction. Thus µ(x :
∑N
i=1 fi(x)
2 > 1) ≤ ǫ for all N ≥ 1. Letting N go to
infinity we get µ(x :
∑∞
i=1 fi(x)
2 > 1) ≤ ǫ. Finally, since
∞⋃
i=1
{x : |fi(x)| > 1} ⊂
{
x :
∞∑
i=1
fi(x)
2 > 1
}
we can conclude that
µ
(
∞⋃
i=1
{x : |fi(x)| > 1}
)
≤ ǫ. 
Lemmas 1.3 and 1.4 find an arbitrarily small set that contains all the ‘unboundedness’
of E.
5Lemma 1.3. Let E be a locally convex subspace of L0. Let ǫ > 0 and find δ > 0 so that
the closed convex hull of {f ∈ E : ‖f‖0 ≤ δ} is contained in {f ∈ L0 : ‖f‖0 ≤
ǫ
80
}. Then
if ((f
(k)
i )
∞
i=1)
∞
k=1 ⊂ E is any countable collection of δ-tapering sequences then
µ
(
∞⋃
k=1
∞⋂
l=1
∞⋃
i=l
{x : |f
(k)
i (x)| > 1}
)
≤ ǫ.
Proof. We will start by considering the first n sequences. Let N1 < N2 < · · · < Nn−1.
Then
(f
(1)
i )
N1
i=1 ∪ (f
(2)
i )
N2
i=N1+1
∪ · · · ∪ (f
(n−1)
i )
Nn−1
i=Nn−2+1
∪ (f
(n)
i )
∞
i=Nn−1+1
is another δ-tapering sequence. So for all Nn−1 we have
ǫ ≥ µ
( N1⋃
i=1
{x : |f
(1)
i (x)| > 1} ∪
N2⋃
i=N1+1
{x : |f
(2)
i (x)| > 1} ∪ · · ·
∪
Nn−1⋃
i=Nn−2+1
{x : |f
(n−1)
i (x)| > 1} ∪
∞⋃
i=Nn−1+1
{x : |f
(n)
i (x)| > 1}
)
≥ µ
( N1⋃
i=1
{x : |f
(1)
i (x)| > 1} ∪
N2⋃
i=N1+1
{x : |f
(2)
i (x)| > 1} ∪ · · ·
∪
Nn−1⋃
i=Nn−2+1
{x : |f
(n−1)
i (x)| > 1} ∪
∞⋂
l=1
∞⋃
i=l
{x : |f
(n)
i (x)| > 1}
)
.
Let Nn−1 go to infinity to obtain
µ
( N1⋃
i=1
{x : |f
(1)
i (x)| > 1} ∪
N2⋃
i=N1+1
{x : |f
(2)
i (x)| > 1} ∪ · · ·
∪
∞⋃
i=Nn−2+1
{x : |f
(n−1)
i (x)| > 1} ∪
∞⋂
l=1
∞⋃
i=l
{x : |f
(n)
i (x)| > 1}
)
≤ ǫ.
Repeat this step n− 2 times to get
µ
(
n⋃
k=1
∞⋂
l=1
∞⋃
i=l
{x : |f
(k)
i (x)| > 1}
)
≤ ǫ.
Let n go to infinity to get the desired conclusion,
µ
(
∞⋃
k=1
∞⋂
l=1
∞⋃
i=l
{x : |f
(k)
i (x)| > 1}
)
≤ ǫ. 
In the proof of Lemma 1.4 we use the fact that the space of all Lebesgue measurable
subsets of [0, 1] is a complete separable metric space. The distance definition is
d(A,B) = µ(A △ B),
where A △ B stands for the symmetric difference (A \ B)∪ (B \ A). We consider A and
B to be identical if µ(A △ B) = 0.
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Lemma 1.4. Let E be a locally convex subspace of L0. Let ǫ > 0 and find δ > 0 such that
the closed convex hull of {f ∈ E : ‖f‖0 ≤ δ} is contained in {f ∈ L0 : ‖f‖0 ≤
ǫ
80
}. Then
there is a measurable set A, µ(A) ≤ ǫ, such that if (fi)
∞
i=1 ⊂ E is any δ-tapering sequence
then
µ
(
∞⋂
l=1
∞⋃
i=l
{x : |fi(x)| > 1} \A
)
= 0.
Proof. Let (f
(t)
i )
∞
i=1, t ∈ T , be the collection of all sequences in E such that ‖2
i ·f
(t)
i ‖0 ≤ δ
for all i. T could be an uncountable index set. For each t ∈ T define
At =
∞⋂
l=1
∞⋃
i=l
{x : |f
(t)
i (x)| > 1}.
(At)t∈T is a subspace of the separable metric space consisting of all Lebesgue measurable
subsets of [0, 1]. So (At)t∈T is separable. Let (Atj )
∞
j=1 be a countable dense subset. Let
A =
∞⋃
j=1
Atj .
By Lemma 1.3 µ(A) ≤ ǫ. Let η > 0 and t ∈ T be given. There is a j such that
µ(Atj △ At) < η since (Atj )
∞
j=1 is dense in (At)t∈T .
µ(At \ A) ≤ µ(At \ Atj ) ≤ µ(At △ Atj ) < η.
Since η > 0 is arbitrary, µ(At \ A) = 0 for all t ∈ T . 
We are now ready to prove the main theorem. The proof for locally bounded spaces in
Kalton, Peck and Roberts [3] was the inspiration for this proof. However, the proofs are
quite different in places.
7§2. The Lifting Theorem.
Theorem 2.1. Let E be a locally convex subspace of L0[0, 1]. Let T : L0[0, 1]→ L0[0, 1]/E
be a continuous linear operator. Then there is a unique continuous linear operator S :
L0[0, 1]→ L0[0, 1] so that T = QS, where Q : L0[0, 1]→ L0[0, 1]/E is the quotient map.
L0
u
Q
L0 w
T
5
5
5
5
5
5
56
S
L0/E
Proof. For each n = 1, 2, 3, · · · find δn > 0 so that the closed convex hull of {f ∈ E :
‖f‖0 ≤ δn} is contained in {f ∈ L0 : ‖f‖0 ≤ 1/80n}, and use Lemma 1.4 to find a
measurable set An so that
(i) µ(An) ≤
1
n
,
(ii) (fi)
∞
i=1 ⊂ E and
∥∥2i · fi∥∥0 ≤ δn for all i⇒ µ
(
∞⋂
l=1
∞⋃
i=l
{x : |fi(x)| > 1} \An
)
= 0.
Without loss of generality we may assume that δ1 ≥ δ2 ≥ δ3 ≥ · · ·, δn → 0, and referring
to the construction we can take A1 ⊃ A2 ⊃ A3 ⊃ · · · . Since T is continuous, for each δn
we can find ǫn > 0 so that ‖f‖0 ≤ ǫn ⇒ ‖Tf‖L0/E ≤ δn/6. Without loss of generality we
may also assume that ǫ1 ≥ ǫ2 ≥ ǫ3 ≥ · · · . For each m and k = 1, 2, · · ·2
m define
∆mk =
[
k − 1
2m
,
k
2m
)
.
Define
χmk = χ∆mk for k = 1, · · · , 2
m; m = 1, 2, · · · .
Let v ∈ L0 be given. Define S(0) = 0. So we will assume v 6= 0. For the next few
pages we will work to define S(v). Define wmk = v · χ
m
k for k = 1, · · · , 2
m; m = 1, 2, · · · .
For the time being we will consider m and k to be fixed and look at wmk . Let m0 be the
smallest integer so that 1/2m0 ≤ ǫ1, and assume m ≥ m0. Let n(m) be the largest integer
so that ǫn(m) ≥ 1/2
m. Since T is continuous we know that n(m) goes to infinity as m goes
to infinity unless T is identically 0. For each i = 1, 2, · · · we can select gi ∈ L0 so that
Qgi = Tw
m
k and ∥∥4i · gi∥∥0 ≤
(
1 +
1
2i
)∥∥4i · Twmk ∥∥L0/E .
If v = 0 then gi = 0 for all i = 1, 2, · · · . Note that ‖4
i · wmk ‖0 ≤ 1/2
m ≤ ǫn(m) for all
i = 1, 2, · · · . So ‖4i · Twmk ‖0 ≤ δn(m)/6 for all i = 1, 2, · · · . Therefore σ(Tw
m
k ) ≤ δn(m)/6.
For j ≥ i ≥ 1,∥∥4i(gi − gj)∥∥0 ≤ ∥∥4i · gi∥∥0 + ∥∥4j · gj∥∥0 ≤
(
2 +
1
2i
+
1
2j
)
· σ (Twmk ) ≤ 3 ·
δn(m)
6
< δn(m).
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Let fi = 2
i(gi − gi+1). Then ‖2
i · fi‖0 ≤ δn(m) for all i = 1, 2, · · · . Therefore
µ
(
∞⋂
l=1
∞⋃
i=l
{
x : |2i(gi − gi+1)| > 1
}
\An(m)
)
= 0,
that is,
µ
(
∞⋂
l=1
∞⋃
i=l
{
x : |gi − gi+1| >
1
2i
}
\An(m)
)
= 0.
Let L(1) = 1, and for each p = 2, 3, · · · find L(p) ≥ L(p− 1) such that
µ

 ∞⋃
i=L(p)
{
x : |gi − gi+1| >
1
2i
}
\An(m)

 ≤ 1
p
.
Define
Bp =
∞⋃
i=L(p)
{
x : |gi − gi+1| >
1
2i
}
\An(m), p = 1, 2, · · · .
Observe that B1 ⊃ B2 ⊃ B3 ⊃ · · · , and µ(
⋂∞
p=1Bp) = 0. Suppose x /∈
⋂∞
p=1Bp and
x /∈ An(m). We will show that (gi(x))
∞
i=1 converges in this case. First there is a px such
that x /∈ Bpx . Therefore |gi(x) − gi+1(x)| ≤ 1/2
i for all i ≥ L(px). Let α > 0 be given.
Find M such that 2/2M ≤ α and M ≥ L(px). Suppose j > i ≥M . Then
|gi(x)− gj(x)| ≤ |gi(x)− gi+1(x)|+ |gi+1(x)− gi+2(x)|+ · · ·+ |gj−1(x)− gj(x)|
≤
1
2i
+
1
2i+1
+ · · ·+
1
2j−1
<
2
2i
≤
2
2M
≤ α.
So (gi(x))
∞
i=1 is a Cauchy sequence in R. For all x define
gmk (x) =
{
limi→∞ gi(x), x /∈
⋂∞
p=1Bp ∪An(m)
0, x ∈
⋂∞
p=1Bp ∪An(m).
gmk is the pointwise limit of measurable functions, namely
gi · χ(⋂∞
p=1
Bp
)c
∩(An(m))c
,
so gmk is measurable. Let B
m
k =
⋂∞
p=1Bp.
We now remember that k and m were arbitrarily chosen, so for each wmk we have defined
gmk and B
m
k for k = 1, · · · , 2
m;m = m0, m0 + 1, · · · . Let
B =
∞⋃
n=1
2m⋃
k=1
Bmk .
9µ(B) = 0 since B is the countable union of sets with zero measure. Define
S(v) = lim
m→∞
2m∑
k=1
gmk .
It is not immediately clear that S(v) exists. We turn to this question next.
We claim that for almost all x /∈ An(m) (m ≥ m0) we have
gmp (x) = g
m+1
2p−1(x) + g
m+1
2p (x).
Proof of claim: We know that
(
(gmp )i
)∞
i=1
⊂ T (wmp ) converges in (An(m))
c,
(
(gm+12p−1)i
)∞
i=1
⊂ T (wm+12p−1) converges in (An(m+1))
c ⊃ (An(m))
c,
(
(gm+12p )i
)∞
i=1
⊂ T (wm+12p ) converges in (An(m+1))
c ⊃ (An(m))
c, and((
gm+12p−1
)
i
+
(
gm+12p
)
i
)∞
i=1
⊂ T
(
wmp
)
because T is additive. (The notation ((gmp )i)
∞
i=1 simply means the sequence (gi)
∞
i=1 that is
associated with wmp .) Since ‖4
i(gmp )i‖0 ≤ (1 + 1/2i) · ‖4
i · T (wmp )‖L0/E ≤ 2 · σ(T (w
m
p )) ≤
2δn(m)/6 we have
∥∥4i ((gmp )i − (gm+12p−1)i − (gm+12p )i)∥∥0 ≤ δn(m)3 + δn(m+1)3 + δn(m+1)3 ≤ δn(m).
Therefore
µ
(
∞⋂
l=1
∞⋃
i=l
{
x :
∣∣(gmp )i(x)− (gm+12p−1)i(x)− (gm+12p )i(x)∣∣ > 12i
}
\An(m)
)
= 0.
So for almost all x ∈ (An(m))
c
lim
i→∞
(gmp )i(x) = lim
i→∞
(
(gm2p−1)i(x) + (g
m
2p)i(x)
)
.
Thus for almost all x ∈ (An(m))
c
gmp (x) = g
m+1
2p−1(x) + g
m+1
2p (x),
which finishes the proof of the claim.
So the sequence (
2m∑
k=1
gmk
)∞
m=1
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remains essentially fixed in L0((An(m))
c) for r ≥ m ≥ m0. So the sequence converges in
L0(
⋃∞
m=1(An(m))
c) = L0[0, 1], and S(v) is well-defined.
Next we show that T = QS. Consider m ≥ m0. Then
∥∥∥∥∥
(
2m∑
k=1
gmk
)
− S(v)
∥∥∥∥∥
0
≤
1
n(m)
,
since the two functions are essentially identical except possibly on An(m) and µ(An(m)) ≤
1/n(m). For each k we can find fmk ∈ T (w
m
k ) so that∥∥∥∥gmk ∣∣∣
(An(m))c
− fmk
∣∣∣
(An(m))c
∥∥∥∥
0
≤
1
4m
.
We then have the following inequalities:
∥∥∥∥∥
(
2m∑
k=1
gmk
∣∣∣
(An(m))c
)
−
(
2m∑
k=1
fmk
∣∣∣
(An(m))c
)∥∥∥∥∥
0
≤ 2m ·
1
4m
=
1
2m
,
∥∥∥∥∥
2m∑
k=1
gmk −
2m∑
k=1
fmk
∥∥∥∥∥
0
≤
1
2m
+
1
n(m)
,
∥∥∥∥∥S(v)−
2m∑
k=1
fmk
∥∥∥∥∥
0
≤
1
2m
+
2
n(m)
.
Notice that 1/2m + 1/n(m)→ 0 as m→∞. The function
2m∑
k=1
fmk
is an element of T (v). So we can find functions in T (v) that are arbitrarily close to S(v)
which means that S(v) ∈ T (v) since E is closed. That is, QS(v) = T (v).
Next we will show that S is a continuous linear operator. If S is additive and continuous
at zero then S must also be homogeneous, and thus linear. So it suffices to show that S is
additive and continuous at zero.
S is additive. To see this let u, v ∈ L0 and let α > 0 be given. Find m so that
µ(An(m)) ≤ α. (Recall that µ(An(m)) ≤ 1/n(m).) We will consider v · χ
m
k , u · χ
m
k , and
(u+ v) · χmk for an arbitrary k between 1 and 2
m. ¿From our earlier construction we have
(fi)
∞
i=1 ⊂ T (u · χ
m
k ) such that fi → S(u · χ
m
k ) on (An(m))
c and
∥∥4i · fi∥∥0 ≤
(
1 +
1
2i
)∥∥4i · T (u · χmk )∥∥L0/E ,
11
and (gi)
∞
i=1 ⊂ T (v · χ
m
k ) such that gi → S(v · χ
m
k ) on (An(m))
c and
∥∥4i · gi∥∥0 ≤
(
1 +
1
2i
)∥∥4i · T (v · χmk )∥∥L0/E ,
and (hi)
∞
i=1 ⊂ T ((u+ v) · χ
m
k ) such that hi → S((u+ v) · χ
m
k ) on (An(m))
c and
∥∥4i · hi∥∥0 ≤
(
1 +
1
2i
)∥∥4i · T ((u+ v) · χmk )∥∥L0/E .
We have fi + gi ∈ T ((u+ v) · χ
m
k ) for all i = 1, 2, · · · . For i ≥ 1,
∥∥4i(fi + gi)− 4i · hi∥∥0 ≤ ∥∥4i · fi∥∥0 + ∥∥4i · gi∥∥0 + ∥∥4i · hi∥∥0 ≤ (3 + 32i )δn(m)/6 < δn(m).
Therefore,
µ
(
∞⋂
l=1
∞⋃
i=l
{
x : |(fi + gi)− hi| >
1
2i
}
\An(m)
)
= 0.
This implies that (fi + gi) and hi converge to the same function on (An(m))
c. Thus for
all k = 1, · · · , 2m, S(u · χmk ) + S(v · χ
m
k ) = S((u + v) · χ
m
k ) on (An(m))
c. Therefore
S(u) + S(v) = S(u+ v) on (An(m))
c and ‖S(u) + S(v)− S(u+ v)‖0 ≤ α. Since α > 0 was
arbitrary we have S(u) + S(v) = S(u+ v).
S is continuous at zero. To see this, suppose (vj)
∞
j=1 is a sequence in L0 such that
vj → 0. Let α > 0 be given. Find m so that 1/n(m) ≤ α. Our set An(m) then has
measure less than α, and δn(m) is a positive number such that the closed convex hull of the
δn(m)-ball in E is contained in the (α/80)-ball in L0. There also is an ǫn(m) > 0 so that
‖f‖0 ≤ ǫn(m) ⇒ ‖Tf‖L0/E ≤ δn(m)/6, and we have 1/2
m ≤ ǫn(m). Let j ≥ 1 be given. For
each k = 1, · · · , 2m there is a sequence
(
g
(k)
j,i
)∞
i=1
⊂ T (vj · χ
m
k )
such that g
(k)
j,i → S(vj · χ
m
k ) on (An(m))
c as i→∞ and
∥∥∥4i · 4k · g(k)j,i ∥∥∥
0
≤
(
1 +
1
2i
)
·
∥∥4i · 4k · T (vj · χmk )∥∥L0/E .
For each i = 1, 2, · · · and k = 1, · · · , 2m let fi,k = 2
i · 2k(g
(k)
j,i − g
(k)
j,i+1). Then fi,k ∈ E for
all i and k and
∥∥2i · 2k · fi,k∥∥0 =
∥∥∥4i · 4k · (g(k)j,i − g(k)j,i+1)∥∥∥
0
≤
∥∥∥4i · 4k · g(k)j,i ∥∥∥
0
+
∥∥∥4i+1 · 4k · g(k)j,i+1∥∥∥
0
≤ 3 · σ (T (vj · χ
m
k )) ≤ δn(m).
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Using the technique employed in proving Lemma 1.2 we can conclude that
µ
(
2m⋃
k=1
∞⋃
i=1
{
x :
∣∣∣g(k)j,i − g(k)j,i+1∣∣∣ > 12i · 12k
})
≤ α.
Let the set above be called D (so µ(D) ≤ α). Find I such that 2/2I ≤ α. Then
∥∥∥S (vj · χmk )− g(k)j,I ∥∥∥
L0((An(m))c∪Dc)
≤
∞∑
i=I
1
2i
·
1
2k
=
2
2I
·
1
2k
.
Therefore ∥∥∥∥∥S(vj)−
2m∑
k=1
g
(k)
j,I
∥∥∥∥∥
L0((An(m))c∪Dc)
≤
2m∑
k=1
2
2I
·
1
2k
=
2
2I
≤ α,
and ∥∥∥∥∥S(vj)−
2m∑
k=1
g
(k)
j,I
∥∥∥∥∥
0
≤ 3α.
This is true for any j ≥ 1. Now
∥∥∥∥∥
2m∑
k=1
g
(k)
j,I
∥∥∥∥∥
0
≤ 2
2m∑
k=1
∥∥4I · 4k · T (vj · χmk )∥∥L0/E .
Since T is continuous for each k,
∥∥4I · 4k · T (vj · χmk )∥∥L0/E goes to zero as j goes to infinity.
Therefore the whole sum goes to zero as j goes to infinity. So lim supj→∞ ‖S(vj)‖0 ≤ 3α.
However, α > 0 was arbitrary, so limj→∞ S(vj) = 0. That is, S is a continuous linear
operator.
Suppose that S′ is another continuous linear operator from L0 to L0 such that QS
′ = T .
Then Q(S−S′) = QS−QS′ = T −T = 0, whence S−S′ maps L0 into the locally convex
space E. We conclude that S = S′. 
The proof of Theorem 2.1 works with a milder assumption on the subspace E. It does
not have to be locally convex - the key assumption is only that given a neighborhood
V of 0 there is a smaller neighborhood U so that if xn ∈ U then
∑N
n=1 2
−nxn is in V
for all N (i.e. E is exponentially galbed in the sense of Turpin [8]). We can generalize
further by replacing the sequence (2−n) with a strictly positive term sequence (an) such
that
∑
an <∞. By a classical result due to Aoki [1] and Rolewicz [7] we know that locally
bounded spaces are locally p-convex for some p > 0. Also, if U is locally p-convex then∑N
n=1 2
−(n/p)U ⊂ U for all N . In this way we can see that the generalized result includes
locally bounded subspaces of L0.
13
Theorem 2.2. Let S : L0 → L0 be a linear operator. Then
S(f)(x) =
∞∑
n=1
gn(x)f(σn(x))
for every f ∈ L0, where
(i) each σn : [0, 1]→ [0, 1] is a non-singular measurable map,
(ii) each gn is in L0,
(iii) for almost all x in [0, 1], gn(x) 6= 0 for only finitely many n.
Conversely, every map defined in the above way is a linear operator from L0 to L0.
Corollary 2.3. Let E be a locally convex subspace of L0 and Q be the quotient map.
Then T is an operator from L0 to L0/E if and only if T = QS for some S of the form in
Theorem 2.2.
By following the proof of Theorem 4.1 in [2] we have the following corollary.
Corollary 2.4. Let E and F be subspaces of L0, each of which is either locally convex or
locally bounded. Then L0/E is isomorphic to L0/F if and only if there is an isomorphism
S of L0 to itself such that S(E) = F .
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