We demonstrate a system built using probabilistic techniques that allows for remarkably accurate localization across our entire office building using nothing more than the built-in signal intensity meter supplied by standard 802.11 cards. While prior systems have required significant investments of human labor to build a detailed signal map, we can train our system by spending less than one minute per office or region, walking around with a laptop and recording the observed signal intensities of our building's unmodified base stations. We actually collected over two minutes of data per office or region, about 28 man-hours of effort. Using less than half of this data to train the localizer, we can localize a user to the precise, correct location in over 95% of our attempts, across the entire building. Even in the most pathological cases, we almost never localize a user any more distant than to the neighboring office. A user can obtain this level of accuracy with only two or three signal intensity measurements, allowing for a high frame rate of localization results. Furthermore, with a brief calibration period, our system can be adapted to work with previously unknown user hardware. We present results demonstrating the robustness of our system against a variety of untrained time-varying phenomena, including the presence or absence of people in the building across the day. Our system is sufficiently robust to enable a variety of locationaware applications without requiring special-purpose hardware or complicated training and calibration procedures.
INTRODUCTION
A practical scheme for mobile device location awareness has long been a target of mobility research. Many interesting applications, including systems like EasyLiving [6] and the Rhino Project [1] , among others [2, 13, 14, 35] , would benefit from a practical locationsensing system. Until now, however, indoor location-sensing systems have either required specialized hardware, involved lengthy training steps, or had poor precision. A practical scheme should have relatively low training time, achieve high accuracy, use widely-deployed off-the-shelf hardware, and be robust in the face of untrained variations.
Most previous indoor location-sensing schemes have been based on occupancy grid models of the environment. Such schemes divide the environment into a coordinate grid, with one to two meter precision, and attempt to map a device's location to a point on that grid. Occupancy grid systems require lengthy training at each point in the grid to achieve usable accuracy.
Many location-aware applications, however, do not need one to two meter precision for the location of a mobile device. We use a topological model of our environment, in which the building is divided into cells which each map to a region in our building (i.e., a specific office or a hallway segment), and we map a device's location to a cell instead of a point. In this way, we trade off some metric resolution for a dramatic reduction in training time. Room-or region-level granularity of location provides sufficient context for many location-aware applications. Additionally, operating at a coarser granularity leads to an improvement in localization robustness, and allows localization to occur with fewer samples, and thus operate at a higher frame rate.
We present a high-precision topological location inference technique based on Bayesian inference and using the 802.11 wireless network protocol. Most significant in our work is the scale. We deployed our wireless location-sensing system in our entire office building, which is over 12,000 square meters in area. Our technique can localize a device to one of 510 cells in the building within seconds; it succeeded in over 95% of all attempts. When the localization is off, it is almost always off by only one cell (e.g., it thinks you are in the adjacent office). A training time of around 60 seconds per room is sufficient; thus, a small team can measure an entire office building in an evening. Our techniques are robust even against time-of-day variation, including the presence or absence or large groups of people in the same room as the platform being localized. Furthermore, our techniques allow us to calibrate and use 802.11 implementations different from the system used to initially measure the building. Our system supports both static localization and dynamic tracking at speeds of over 3 m/s.
We describe our basic localization system and report its performance in Section 2. Our analysis and experimental results on timevarying phenomena are presented in Section 3. Section 4 presents our calibration technique, which is designed to compensate for variations in hardware and time-varying phenomena. We discuss our results in Section 5 and present our conclusions in Section 6.
Related work
Location-aware computing [10, 22] is primarily concerned with determining the location of a mobile computing device. Early inbuilding location-sensing systems required specialized hardware to ascertain a device's location. For example, the Active Badge system relied on specialized tags which emitted diffuse infrared pulses detected by ceiling-mounted sensors [55] . The later Active Bat system used ultrasound time-of-flight information [56] . The Cricket Compass [40, 41] used specialized ultrasound and radio frequency receivers to detect signals transmitted by fixed beacons. In SpotOn [23] , specialized wireless devices use signal intensity to localize either against fixed base stations or against one another in an ad-hoc fashion. Finally, EasyLiving [28] uses cameras to determine location.
Later systems for location-aware computing used off-the-shelf wireless networking hardware, measuring radio frequency signal intensity to determine the location of a mobile computing device. RADAR [4, 5] was one of the first systems to use RF signal intensity for location-sensing. Small et al. [46] and Smailagic et al. [45] looked at how signal intensity varies over time and developed a location-sensing system based on these observations. Gwon et al. [20] discuss two deterministic schemes for aggregating and improving the output of a location-sensing system.
The most recent systems have used probabilistic techniques for sensing a device's location. Nibble [9] , one of the first systems of this generation, used a neural network to estimate a device's location. In our first work on wireless location sensing [31] , we developed a grid-based Bayesian location-sensing system over a small region of our office building, achieving localization and tracking to within 1.5 meters over 50% of the time. Roos et al. [43] implemented a similar system and got similar localization results. They are also the first to compare taking a Gaussian fit of signal strength to using the full histogram of signal strength, although they came to no definite conclusion on this. In a follow-up to our previous work [31] , we explored variations in hardware and transmission power, and addressed the symmetry of localizing a laptop by measuring the signal intensity of packets transmitted from a mobile device as received by a base station versus packets transmitted by a base station and received by the device [48] . Clustering techniques have also been applied to the problem of location determination [58] . Krumm and Platt [29] introduced a number of techniques for simplifying the process of training a locationsensing system, including localizing based on topological regions (e.g. rooms) rather than grid coordinates. Finally, Ekahau, Inc. [16] offer a wireless location-sensing system commercially; they claim 1 meter accuracy with a short training time, although they do not detail how their system works.
A number of localization techniques have been developed for other wireless technologies. For instance, in part as a result of the FCC's E911 initiative [17] , a number of systems have used RF signal intensity to determine the location of cellular phones [33, 57] . However, in the field of outdoor location-sensing, GPS [34] is still the standard.
Wireless localization techniques have also been explored for localization in sensor networks. Sensor networks are ad hoc networks of many autonomous nodes deployed to perform a variety of distributed sensing tasks [24, 27, 39] . Some techniques use signal properties, including signal strength [21] , difference in time-of-arrival for RF versus ultrasound signals [44] and angle of arrival [37] , to determine the physical location of sensor nodes. Other techniques use such factors as what nodes are in range [7] and routing information [36, 38] to localize sensor nodes relative to one-another. Sequential Monte Carlo localization [25] utilizes the movement of sensor nodes to get improved accuracy of localization.
Wireless location-sensing is actually a specialized case of a well-studied problem in mobile robotics, that of robot localization -determining the position of a mobile robot given input from the robot's various sensors (possibly including GPS, sonar, vision, and ultrasound sensors). Robot localization has been described as the most fundamental problem of building autonomous robots [12] . Our system and others like it use the signal intensity readings from 802.11 cards as a sensor and implement Bayesian localization algorithms commonly used in various robotics applications [8, 15, 19, 49] . Thrun [49] provides a comprehensive survey of probabilistic localization methods used in mobile robotics.
Our system creates a topological map for localization. A topological map models the environment as a graph, with each node representing a region (such as a particular room or corridor), and each edge representing regions that are connected in space. Remolina and Kuipers [42] present a comprehensive formal theory of topological mapping. Most work on topological mapping was originally explored as a means of building a map of an environment while simultaneously localizing within that map [11, 30, 50, 51, 54] .
LOCALIZATION
In this section, we describe the basic localization framework that we use and present experimental results for its deployment in an office building. Similar to our previous work [31] , our current system uses Markov localization [49] . However, rather than measuring every base station's signal intensity distribution at points spaced 1.5 meters apart, we instead collected signal intensity measurements for whole offices and hallway segments, treating the entire office or hallway segment as a single position. The average area of each such position was 24.6 square meters (265.1 square feet). Hallways and large rooms (such as lecture halls) were broken up and treated as multiple positions, each about the size of a large office. The distribution of signal intensities for each base station was then fit to a normal distribution. We experimentally evaluated this distribution-fitting approach against the histogram approach used in our previous work, and our results show that it provides a substantial increase in robustness and a decrease in the number of observations required to train the sensor model. These improvements are in addition to the improvements gained by switching to a topological map from a geometric map.
802.11 wireless networking
Our localization system is based on the 802.11 wireless networking protocol, which is inexpensive and widely deployed on college campuses and in commercial offices. Likewise, most new laptop computers and PDAs have built-in support. 802.11 uses 11 channels in the 2.4 GHz industrial, scientific, and medical (ISM) band. Signal propagation in this band is complex, as many previous studies have confirmed [31, 46, 48] .
As a part of its normal operation, client-side wireless hardware measures signal intensity from base stations to determine the best base station with which to associate. As a result, this mechanism is a part of the 802.11 specification, and the functionality is readily available in the hardware device driver. The 802.11 network card tunes into each channel in turn, sends a ProbeRequest packet and logs any corresponding ProbeResponse packets it receives [26] . Doing this for all 11 channels takes approximately 1.6 seconds with the combination of hardware and drivers we used, as described in Section 2.3.1. Our localization system uses the signal intensities observed from this process.
Localization models

Bayesian localization framework
The basic localization problem consists of determining an agent's state (or position), s * , given one or more observations. The problem can be modeled by using a finite state space S = {s 1 ,...,s n } and a finite observation space O = {o 1 ,...,o m }. Each state s i corresponds to the case of the agent being in cell i.
In a probabilistic localization framework, the agent's estimate of its state is represented as a probability distribution π over S, where
This method is useful since it can quantify the uncertain relationship between state and observation. In the Markov localization (ML) approach [49] , the probability distribution over the observation space is determined completely by the current state. In particular, the relationship between state and observation can be represented by a matrix of conditional probabilities which encode the probability of observing o j ∈ O given that the agent is in state s i , which is written P(o j |s i ). This matrix of conditional probabilities is referred to as the sensor model. Suppose the agent has a prior estimate π of its state and observes o j . An updated estimate π is computed using Bayes' Rule as follows:
The quantity η is the normalizer for the estimate and is sometimes referred to as the confidence. The confidence value can be used to quantify how certain the new position estimate is. In particular, the confidence value can be used for several different algorithmic extensions to Markov localization. By examining confidence, the localizer can choose between several different strategies in the case where one strategy is failing systematically. Important examples include the sensor resetting localizer [32] and various hybrid Monte Carlo localizers [53] . The confidence is also used to calibrate the system, as described in Section 4.
Gaussian fit sensor model
In our implementation, we fix a set B = {b 1 ,...,b k } of base stations and a set V = {0,... ,255} of signal intensity values. The observation set consists of O = B ×V . In this paper, we model the signal intensity as a normal distribution determined by the state and base station. Given state s i and base station b j , the signal intensity distribution is determined by its mean µ i, j and standard deviation σ i, j . The probability of observing (b j , v) ∈ O at state s i is given by
where
is a discretization of a Gaussian probability distribution with mean µ i, j and standard deviation σ i, j . P (b j , v)|s i adds a null hypothesis and normalizes the resulting distribution. β is small constant used to represent the probability of observing an artifact and N i, j is a normalizer such that
Histogram sensor model
Our previous work on localization with 802.11 represented the sensor model explicitly [31] . In this explicit model, each P(o j |s i ) is stored in a table. We call this method the histogram method since for each s i , the P(o j |s i ) are determined by the normalized signal intensity histograms recorded during the training phase. The histogram model can accurately represent non-Gaussian signal intensity distributions which can only be grossly summarized by a best-fit Gaussian curve. However, as we will see in Section 2.4.1, this does not necessarily give increased localization accuracy; the training can capture transient minor modes, or miss minor modes entirely. Also, the Gaussian model can be described by only two parameters for each base station and cell; keeping the entire histogram requires as much as 30 times more storage.
Experimental setup
Hardware overview
Our building has 27 Cisco Aironet 1200 Series base stations with 802.11a/b support, which were installed over a year ago; their locations were chosen so as to provide consistent coverage throughout the building. In addition to these, we used signals from six other base stations in adjacent buildings that covered at least part of our building; thus, our signal space has 33 dimensions. During both training and testing, we occasionally observed transient stations with ESSIDs like Linksys and itcomputer, which we ignored. The locations of these base stations remained fixed for all of our experiments.
On the client side, we used D-Link AirPlus DWL-650+ WLAN PCMCIA cards with the Texas Instruments ACX100 chipset. Our experiments were performed on a Dell Latitude X200 laptop running the Linux 2.4.25 kernel and an IBM Thinkpad T40p running the Linux 2.4.20 kernel. We used the open-source ACX100 driver from SourceForge [3] with a few modifications for stability. We also optimized the code that handles base station scanning to reduce the time required for each individual scan.
Base station scans were performed on-demand using a standard function in the Linux Wireless API; the network card does not need to be in a special mode to initiate such a scan. As discussed in Section 2.1, base station scanning is a standard capability of 802.11 wireless network cards. However, while the wireless network card is performing a scan, it cannot be used for data traffic. 
Our building
We deployed our location-sensing system in Duncan Hall on the Rice University campus, a building which consists of three stories plus attic and basement utility spaces. Duncan Hall has over 200 offices, as well as several conference rooms, five classrooms, and an auditorium. The total area of the building is 12,558.4 square meters (135,178 square feet). Maps of the three floors of Duncan Hall are shown in Figures 1 and 2 .
The most notable feature of our building is its complex geometry. The building has a large clerestory ceiling; the main hall on the east side of the building, the wide hallway connected to it, and staircases beginning at the hall and hallway are all open above. The hallways surrounding the atrium and the hallways passing over the wide hallway on the second and third floors all contain balconies overlooking the first floor, and many of these are open to the clerestory ceiling above. In addition, all of the interior offices on the third floor are open above, and all but eleven of the interior offices have windows into the interior of the building.
Topology
We divided the building into 510 different cells on the topological map. This was done manually by placing cells on a floor plan of the building and took approximately one hour; for larger buildings, however, this process can be easily automated. Typically there is one cell per office. For large labs and lecture halls, however, the standard deviation of reported signal intensities would have been too high for localization to be usable. As a result, we assigned different cells to different regions of these rooms; these different cells were trained separately, but could be treated as a single cell for the purpose of localization. We also assigned cells to hallway segments. Figures 1 and 2 show how these training points are distributed throughout the building.
Cell sizes varied over the building. The typical office size (and therefore, cell size) is approximately 2.7 by 4.9 meters (9 by 16 feet). The largest room trained as a single cell is approximately 6 by 6 meters (19.7 by 19.7 feet). Most hallways are 1.6 meters (5.3 feet) wide, and are partitioned into cells of segments approximately 5.7 meters (18.7 feet) long. We also trained cells for outdoor locations, including third-floor balconies and a first-floor arcade.
To track agents as they move, we built a transition graph over the set of cells. This graph contains 1,159 edges (including selftransition edges), and the average out-degree is 3.55. It represents navigable paths in our building, encoding the fact that one cannot pass through walls except via doors, and one cannot switch floors except via a staircase.
Training
We obtained a master key for the entire building and collected at least 100 base station scans in each of the 510 cells. The person doing the training spent approximately 2.7 minutes in each cell. This person walked around slowly in order to cover the entire cell. The main goal in collecting the training data was to get a signal sample for each part of the cell; we did not concern ourselves with the relative position of the operator performing the training. Data collection took 28 man-hours overall; however, we collected many more scans than we needed to ensure that we would have independent data to experiment with. Had we only collected one minute of training data per office, the minimum we recommend for production use, training could have been accomplished in less than half the time. Keep in mind that data collection can be done concurrently; we collected our data using two operators, doubling our throughput. We collected a total of 51,249 scans. On average, each scan contains a signal intensity reading from 14.86 of the 33 base stations. We observed intensity values ranging from 1 to 217; thus, we estimate about 7.5 bits of usable information. When examining the intensity histograms, we found three fundamental types. Most of them were very close to Gaussian, so the Gaussian fit worked very well. Some were sparse, indicating that the base stations were almost out of range; in these cases, the Gaussian fits had fairly large standard deviations. A few were bimodal; the estimated mean was in the middle, with a large standard deviation. Initially, we experimented with a bimodal weighted Gaussian fit, but our results for the single-mode estimator show that the improvements in accuracy would be marginal.
The sensor map of the entire building for a second-floor base station is shown in Figure 1 ; the base station in question is circled. As expected, signal intensity degrades fairly consistently as distance increases from the base station. There are several interesting phenomena of note. First of all, we can still reliably get a signal from the base station while outside or in a disconnected part of the building (that is, through two exterior walls and windows). Second, the base station can be detected from across the building even on different floors. Finally, at long distances, some offices will see the base station while neighboring offices see nothing. This could be caused by multipath effects or by other variations in building geometry that result in favorable signal propagation.
Experimental results
Localization accuracy
The goal of this experiment was to determine the basic localization performance of our system using Gaussian-fit curves and to compare it with a system using the same training data but retaining the full histogram of signal intensity observations. We chose five scans at random for each of the 510 cells and removed them from the training set. The remaining scans were used to train our localizer. Then, for each cell, we used the scans we had removed from the training set as input to the localizer and attempted to locate ourselves. We performed this experiment 100 times, removing different scans each time. Figure 2 shows the test cells on the map of our building and the percentage of experimental trials in which the Gaussian method returned the correct cell after five scans. In all cases, the Gaussian method determined the correct cell in at least 70% of trials; at all but a few locations, the localizer returned the correct cell in more than 90% of experimental trials. While the histogram method was likewise correct in at least 90% of trials at most locations, there were several cells where the histogram method was correct in fewer than 50% of trials. Over all experimental trials, the Gaussian method was correct in over 97% of trials. The histogram method was correct in over 95% of trials. While the histogram method's overall accuracy was comparable to the Gaussian method's accuracy, the Gaussian method has better behavior in pathological cases, typically returning a cell that is off-by-one from the correct location. This result is discussed in more detail in Section 3.1 and illustrated in Figure 8 .
We wanted to explore the behavior of our system as we varied the number of observations from which the system infers location. The fewer observations required to infer a device's location, the faster this inference can be generated; each additional observation adds an approximately 1.6 second delay in generating each location estimate. We ran the same experiment as above, but chose from one to fifteen random scans for each cell to use for testing the localization. We performed this experiment 100 times for each cell. The results for one through twelve scans are shown in Figure 3 ; after twelve scans, the graphs show almost no further variance.
The results show that using one scan, both methods successfully infer the location in over 70% of cases. 90% accuracy is achieved with at least two scans for the Gaussian method, and with at least three scans for the histogram method. It takes approximately 1.6 seconds to perform a scan, so at that accuracy, we can localize the agent once every 3.2 seconds using the Gaussian method, and once every 4.8 seconds using the histogram method. Note that different hardware and driver combinations might be able to perform a scan faster, leading to shorter latencies between usable localization results.
Training set size
To evaluate the behavior of our localization system with smaller training sets, we chose training set sizes ranging from six to 90 samples per cell. When it takes 1.6 seconds to collect each sample, any reduction in the necessary training set size per cell will add up to a significant reduction in data collection labor over a large building. As before, we chose five scans at random from our data to be our experimental scans. We then pruned the training set to the appropriate size by removing training points at random and finally attempted to localize to each cell. We performed this test 100 times. The percentage of correct location estimates over all experimental trials for the Gaussian method versus the histogram method is shown in Figure 4 .
The graph shows that both methods have good overall accuracy even at low training set sizes. However, the histogram method tends to require close to twice as large of a training set as the Gaussian method to attain a similar accuracy. The Gaussian method attains a 90% accuracy using only 16 training points; the histogram method requires 30 training points to attain this accuracy. Similarly, the histogram method requires 84 training points to attain a 95% accuracy; the Gaussian method requires only 30 training points, corresponding to only 48 seconds in each office.
Accuracy also varies by location. Figure 5 graphs the percentage of cells where at least 95% of experimental trials generated a location estimate corresponding to the actual location. This graph shows that the Gaussian method requires 24 elements in its training set to attain a 95% accuracy over 60% of the cells, 32 elements in its training set to attain a 95% accuracy over 70% of the cells, and 46 elements for a 95% accuracy of 80% of the cells. By contrast, the histogram method needs 52 elements to attain this accuracy over 60% of cells, and 74 elements in its training set to attain this accuracy over 70% of cells. We did not train with enough points for histogram to get 95% accuracy at 80% of cells. For other cutoff percentages (that is, other than 95%), we again observed that approximately half the number of training points are required to attain comparable levels of accuracy for the Gaussian method versus the histogram method.
Finally, we compared how many training points are required at individual cells before the localizer generates a correct location estimate in at least 95% of experimental trials. Table 1 shows the number of cells for which an accuracy of 95% can be achieved with the histogram method and the Gaussian method as the number of training points increases; the caption provides detailed information on how to interpret the numbers in the table. At only two cells does the Gaussian method require more training data than the histogram method to attain a 95% accuracy. At over 3 / 4 of the points, the Gaussian method requires less than 30 training points. By contrast, Table 1: Table showing number of cells at which the histogram and Gaussian methods first correctly localize to the cell in 95% of experimental trials as the training set size increases. The rows and columns are labeled with the number of scan records in the training set for each method we used. For instance, the 46 in the top right corner indicates that for 46 cells, the Gaussian method requires fewer than 30 training points to achieve 95% accuracy, and the histogram method requires over 60 training points to achieve this accuracy.
Method
for most of the points, the histogram method requires at least 30 training points for 95% accuracy, and for over 1 / 3 of the points, it requires over 60 training points. For most points, therefore, a 60-second training phase at each point (corresponding to a 37-element training set) is sufficient to localize most points to very good accuracy using the Gaussian method.
Base station density
Localization accuracy is also influenced by the number N of base stations in the building. If N is reduced, less information is available to the localizer, and thus the accuracy decreases. To quantify this effect, we performed another experiment in which we varied N by randomly removing some of the 33 base stations from our data set. In doing so, we ensured that at least one base station was still visible from each cell, and that at least 50 nonzero scans per cell remained. From the resulting data set, we took five random scans per cell and ran them through a localizer that was trained with the remaining scans.
The experiment was performed with both the Gaussian method and the Histogram method. For each value of N, we chose 20 random subsets of base stations and performed five trials for each subset. We report the overall fraction of trials in which the localizer was able to determine the correct cell, as well as the 20th and 80th percentiles. Figure 6 shows our results. Even with only 17 instead of 33 base stations, the Gaussian method can determine the correct cell in over 90% of the trials. For lower values of N, the accuracy declines rapidly, while the fluctuations are significantly higher. This is because at lower densities, the exact placement of the base stations starts to matter; also, the number of scans available to the localizer decreases because some of them contain only values for base stations that have been removed. If this were compensated by using an even larger data set, the results for lower densities would improve. However, in real-world wireless network deployments, it is reasonable to expect some redundancy of base station coverage to improve the quality and robustness of service.
TIME-VARYING PHENOMENA
The localizer we have presented in the previous section assumes a static environment and a stationary agent. Neither assumption is realistic. The observed signal intensity distributions will often differ from the distributions estimated in the training phase due to a myriad of time-correlated phenomena. These phenomena include environmental properties such as attenuation due to people in the building or building residents opening and closing their office doors. Likewise, transient interference can be caused by other electronic devices including microwave ovens, Bluetooth devices, and cordless phones. Furthermore, a 2.4 GHz frequency corresponds to a 12.5cm wavelength, implying that multipath fading effects may be experienced even with small changes in the operator's location. These dynamic environmental influences can cause the observed signal intensity to vary over both small and large timescales. The movement of the operator in the environment further complicates the task of maintaining an accurate position estimate.
Signal variations due to office traffic
Over the course of the day and throughout the night, many changes occur in the environment which affect the observed signal intensity. Each of these changes tend to be local and transient but since the nature and frequency of these events varies with the time of day, we expect that, on average, the signal intensity distribution changes globally on a larger timescale. In order to estimate the size of this effect, we collected scans at a fixed location (an office) over a 24-hour period. The resulting 52,900 scans were divided into groups of 100, and the signal intensities were averaged over each group. Figure 7 shows the result for three different base stations. There are noticeable variations during the day. At nighttime, some of them become less pronounced or more regular, while others disappear almost entirely.
Time-varying effects have severe implications on the accuracy of localization. To quantify these, we performed localization experiments in 27 different cells at around 11:00 AM, when there is relatively heavy traffic in the building, including students either in class or going to or from class. We collected approximately 30 scans in each cell and then ran each possible subset of five consecutive scans through the localizer; the probability vector was initialized with a uniform distribution each time. The results are presented in Figure 8 . We observed mediocre results; using the Gaussian method, less than 70% of location estimates were correct, with the bulk of observed errors within 5.5 meters of the correct location. These results and techniques to improve them are discussed further in Section 4.
Tracking
Another time varying phenomenon we examined is the movement of the agent. Markov localization works well as a single-shot localization algorithm or for a stationary agent; however, for a moving agent, the prior position estimate will hamper correct localization. A simplistic solution can be obtained by resetting the distribution π to a uniform distribution over all states between each burst of observations. A more elegant and effective solution is to update the state estimate between each set of observations using a Markov chain that encodes assumptions about how the agent can move from state to state.
Suppose at time t, the state estimate is π t . Between time t and t + 1, the agent moves in some unknown way. At time t + 1, the observations o 1 ,...,o k are received. The state estimate at time t + 1 is computed as follows: where
As before, η is a normalizer that ensures π t+1 is a probability vector. The probability matrix A encodes the Markov chain, which can be thought of as a finite state machine ( Figure 9 ). States represent cells, and an edge from state s i to state s j indicates that cell j can be reached directly from cell i. Also, each edge is assigned a transition probability A i, j . In our implementation, we gave a fixed probability to the self-edge at each state and distributed the remaining probability evenly across its outgoing edges.
Tracking experiments
We wanted to evaluate the effectiveness of Markov chains when tracking a moving agent. First, we randomly chose four way-points in our building. Then we simulated a person following the shortest path between these way-points; the simulated agent remained at each way-point between 10 and 15 seconds, and moved with a constant speed between 0 and 4.5 meters per second (between 0 and 10.1 miles per hour) from one way-point to the next. Every 1.6 seconds, we chose a random scan from the closest cell to the agent's simulated location. This timing simulates the agent performing back-to-back base station scans. The agent would not be able to communicate over the network while tracking. As a compromise, the agent could interleave scans and communication, e.g. by using the interface for data traffic for 1.6 seconds in between each 1.6-second scan. In this experiment, a person using such a system would appear to be moving at twice her actual speed.
These scans were then run, in order, through the localizer. We also passed the location estimate through a hidden Markov model of the agent's movement through the environment. The initial probabilities for the hidden Markov model were set to 1.0 for the correct cell and to 0.0 for all other cells. We performed this experiment 250 times for each speed. The results are shown in Figure 10 .
The Correct result is the overall percent of correct location estimates. This value decreases slowly until a velocity of 4 meters per second (8.9 mph), and even at this speed, the localizer has an accuracy of 71%. The Lag result is the overall percent of location estimates that match either the current or the previous cell. By this metric, our method experienced a similar drop-off of accuracy at 4 m/s. The localizer had an accuracy of over 79% at this speed. Finally, the With Adjacent result is the overall percent of location estimates within one location cell in our topological model; by this metric, the localizer had an accuracy of 86% at 4 m/s. This demonstrates that our localization method, when coupled with a hidden Markov model of motion, can accurately track even a fast-moving target. As expected, the overall accuracy is lower than for static localization. Even at a slow walking pace, only four scans might be registered before the agent enters a new cell, so it is unsurprising that localization accuracy is lower for moving than for stationary agents. The hidden Markov model helps the system by, in effect, anticipating this movement and rejecting unlikely measurements when they would otherwise predict impossible transitions. Also note that different hardware and driver combinations might be able to complete a scan faster than the 1.6 seconds we experienced; this would greatly improve our results.
Another interesting phenomenon we were concerned about was that the tracker might get "stuck" in an office adjacent to the agent's current location. Because there were no direct edges connecting adjoining offices, the tracker might not make the transition. Although we considered adding "phantom" edges to the transition matrix A to account for this behavior, the tracker would, in practice, follow first the edge from the adjacent office to the hallway, and from there to the correct office, thus correcting for such errors automatically.
Miscellaneous effects
To illustrate the impact of time-varying phenomena on tracking performance, we report some insights from our practical experience with the system. One of the authors was using the tracker over a normal office day, during which he attended a lecture and a presentation, worked at his desk, and walked from office to office. The overall performance was very satisfactory; the estimated location occasionally jumped to an adjacent cell, but generally matched the true location well.
The presentation, which was held in a conference room full of students, turned out to be a worst-case scenario. The signal was not only heavily attenuated, but also changed over time, for example when a fellow student leaned over and thus moved closer to the antenna. This caused the estimated location to jump between the three different cells in the conference room, and occasionally to the cell right outside the door. Similar effects were observed when the author met other students in the hallways and was asked to explain the experiment. As soon as the other person moved close to the antenna in order to watch the location estimate, the estimate jumped to an adjacent office.
CALIBRATION
The sensor maps built by our method can only be guaranteed to work for localization if they are used in the same environment as during the training period. However, as shown in the previous section, the environment can change significantly over the course of the day. Moreover, the signal intensity values reported by the hardware depend on various factors, including the chipset and the antenna, and can vary considerably between different 802.11 implementations. Therefore, a method is needed to adapt the sensor map to the environment in which it is to be used.
Fortunately, we observed that the effect of environmental changes, including both time-varying effects and different hardware, can be closely approximated by a linear relationship. Thus, the sensor map can be adapted to a new environment simply by learning two parameters. This process, which we refer to as calibration, should require little or no user intervention; ideally, it would be performed in the background, thus enabling the localizer to work "out of the box."
In this section, we first describe the model we use for calibration and give several examples of different configurations and the corresponding parameters. Then we present three different calibration methods, spanning the range from completely manual to completely autonomous.
Model
The calibration problem can be formulated as follows: Given a sensor map and an 802.11 device in a certain environment, find a calibration function c that maps an observed signal intensity value i to the value c(i) that would have been reported by the device that was used to generate the sensor map. If c is known, c(i) can be given as an input to the localizer, and the original sensor map can be used unmodified.
As Tao et al. [48] first observed, there is a linear relation between transmission power level and received signal strength as reported by 802.11 hardware. In our experiments, we discovered that the effects of hardware variation and some time-varying phenomena appear to be linear as well. That is, the calibration function can be cards and the ACX100 card we used in training. i is the value reported by the hardware, and c(i) is the equivalent value that would be reported by the ACX100, and that can be input into the localization system to accurately determine the device's location.
closely approximated by the linear relationship
Thus, it is sufficient to learn the parameters c 1 and c 2 in order to adapt a given sensor map to a new environment. This can be accomplished in various ways; for example, one can collect some measurements at well-known locations and compute the least-squares fit between the observed values and the corresponding values from the sensor map. Using this method, we found the parameters for a number of different cards. These are listed in Table 2 . The ACX100 is the card we used for training, so its calibration function is the identity function. Prism is a Linksys WPC11 PCMCIA card based on the Intersil Prism2 chipset. Atheros is a Mini PCI card with an Atheros chipset and using the IBM Thinkpad T40p's built-in antenna. Figure 11 shows the effects of calibration for the Atheros chipset. This 'unadjusted' graph was generated using pairs (i R , i M ) of intensity values, where i R is the reference value from the sensor map for a certain cell and base station, and i M is the corresponding value measured with the Atheros card. The 'adjusted' graph shows (i R , c(i M )), clearly indicating that after calibration, the two values are almost identical.
Note that the signal intensities reported by the Atheros chipset were 8-bit values as in the ACX100 case, but we observed only values between 163 and 224, so there are only 5.9 bits of usable information.
That is not to say that the difference in signal strength reporting between any two cards is always a linear relation. In particular, different cards may use different techniques to actually measure the signal strength. As Steger et al. [47] demonstrated, different cards behave differently in the face of varying signal conditions. In addition, as indicated by our results, the mapping from the actual signal strength to the number returned by the hardware is arbitrary, will vary from one chipset to another, and need not be linear. However, in all the cards we tested, the signal strength readings were linear relations of one another.
Manual calibration
As mentioned earlier, the parameters of the calibration function can be found by computing a linear fit for a set of measured signal intensities and the corresponding values from the sensor map, e.g. by applying the least-squares method. First, we must collect enough value pairs to perform this calculation. In our prototype implementation, this is done by moving the device to several different cells. In each cell, the user presses the 'calibrate' button, prompting the device to collect a few scans, and then indicates the current cell on a floor plan of the building. Since in Duncan Hall, each cell contributes value pairs for 14.86 base stations on average, a small number of cells (three to five) was usually sufficient. Figure 12 shows an example result from such a calibration. In this case, the 802.11 hardware was the same as during the training period, but the measurements were taken at daytime during heavy office traffic. Clearly, both the constant offset and the linear factor changed. Yet, after calibration, the signal intensity values correspond almost exactly to the ones from the training phase.
In order to quantify the effect of calibration for time-varying effects, we ran the localization with and without performing calibration. The result is shown in Figure 8 . Without calibration, the results are mediocre: less than 70% of location estimates are correct, and 90% of estimates are within 5.5 meters for the Gaussian method. After calibration, results are greatly improved: 88% of location estimates are correct, and 90% are within 3 meters. This experiment suggests an important conclusion: that a single linearfit captures most of the deviation induced by slow timescale phenomena. In other words, the signal intensity shifts due to slow time-varying effects seem to be homogeneous on average across various locations. Qualitatively, we have observed that running localization without tracking, during the day, is a bit noisy, lags a bit, and is prone to localizing into the room adjacent to the user. Once we run the calibration in three or four cells, the localization is extremely stable and very rarely makes mistakes.
Quasi-automatic calibration
Manual calibration is clearly effective, but has the disadvantage of requiring the user to specify the current cell. Surprisingly, however, calibration can be performed without this information and using only a set of scans from several different -but unknown -cells.
Our second calibration method takes advantage of the fact that the observation space is both sparse and non-linear, so there is almost never a linear mapping between observations from different cells. Hence, when an incorrect calibration function is used, the calibrated intensity values do not match any reference values from the sensor map, and the confidence value η produced by Markov localization (see Section 2.2.1) is low for all cells; it is high only if both the calibration function and the cell are correct. Therefore, the parameters c 1 and c 2 can be learned by attempting Markov localization and by choosing values such that the confidence η is maximized.
Automatic calibration
Although the quasi-automatic method involves less user interaction than the manual method, it still requires the user to press a 'calibrate' button from time to time. However, in order to obtain optimum performance, the user will have to recalibrate several times over the course of the day, which is cumbersome and, in the case of manual calibration, requires a certain familiarity with the building. It would be clearly preferable to have an entirely hands-off solution.
Toward this end, we have been investigating the problem of running localization, tracking, and calibration simultaneously. Our initial results are promising but do not yet match the results we have seen with supervised calibration for online localization and tracking. The basic technique we have been considering uses a history of recent observations as a training sample to construct an estimate of the calibration parameters that are then used to process future data. This algorithm runs in parallel with the localization process. We use an expectation-maximization algorithm (E-M) [52] that computes a fixed-point, iterating between inferring a sequence of location estimates from the history and then choosing c 1 , c 2 to maximize the probability of these estimates occurring. The observations and estimates are stored in a sliding window of between 10 and 45 seconds.
Our current implementation of simultaneous localization and calibration seems about as good as supervised calibration for static localization problems. In the tracking implementation, we have observed that the tracker is a bit sluggish and prone to place the user in adjacent rooms. Also, it seems to occasionally get stuck with a bad hypothesis that stays until the sliding window fills with new data. If the size of the sliding window is decreased then the tracker lags.
Another possible approach that we believe may be attractive is a Monte Carlo (particle filter) approach [18, 53] that maintains a set of c 1 , c 2 hypotheses and gathers data to determine which hypothesis should be used. Where our current approach only maintains one hypothesis at a time, this approach would simultaneously try a large number of hypotheses, preventing the system from getting stuck with a local maximum and thereby missing globally optimal settings. In this framework, the confidence values from the localizer (η) could be used to discriminate between two hypotheses. Our experiments and data analysis suggest that solving the problem of making a simultaneous localizer and calibrator is tractable.
DISCUSSION
Why a Gaussian fit?
Our most striking departure from previous work is that the most successful systems in the literature have used the entire signal intensity histogram. On the other hand, we have chosen to fit the sensor map data to Gaussian distributions. We chose this course for several reasons.
First, fitting the data to a Gaussian only requires storing two numbers for each base station and cell. Keeping the entire histogram requires at least 30 times as much storage. This reduction increases the speed and reduces the memory requirements for localization, making it more suitable for low-power embedded devices that may not have the resources of a modern laptop computer.
Furthermore, fitting to a Gaussian also provides some robustness benefits to our system. The Gaussian method tends to provide roughly the same accuracy of localizations for half the training effort (see Section 2.4.2). One reason for this is that if the entire histogram is used, the training might capture minor modes that are a result of time varying phenomena and might miss other minor modes not present in the training set. These minor modes will be covered by the normal distribution curve to which the data is fit in the Gaussian method. Also, previous histogram-based systems required taking as many as 500 scans to train each point. This would make it impractical to build a sensor map as large as the one we built without a significantly longer training time.
Choosing a training set size
Although most of our localization results are based on training sets with 90 elements, we determined that for our building, taking a 60-second training set (around 37 elements) was adequate for accurate localization in most of our building (see Section 2.4.2). The point of diminishing returns, in terms of accurately capturing the sensor map, seems to begin around 35 samples per point (see Figure 4) . Of course this is a minimum; having additional training data can only help.
The optimal number of training points depends on a number of factors, including building geometry, base station density, and building usage. Although Duncan Hall has unusual geometry, the base station density is high; there are rarely fewer than five base stations in range, even in the corners of the building. Buildings with fewer base stations, lower base station density, or more opaque construction materials, would likely need larger training sets.
Buildings with interesting geometry, such as large open areas, tend to dilute differences in signal intensity, and require more training data. As the sensor map in Figure 1 shows, hallways tend to channel signals such that signal intensity drops at a regular rate going down a hallway. Large open areas tend to disperse signal, leading to much less distinction among cells.
To adequately measure signal maps in other buildings, experimentation may be necessary to determine the ideal set size. For our own building, we started by first collecting training data in a small region of the building. By observing the mean and standard deviations of this data, we could estimate how many samples were necessary for the system to converge. In our own case, we observed that, with 25 scans, the variation of the mean dropped below 2. For experimental purposes, we captured significantly more than 25 scans per cell to help verify our results.
It would be possible to encode the above technique into the training system. When the mean and standard deviation stabilize to within a specified threshold, we can conclude that we have collected enough training data to accurately describe a cell. This check could be run in real-time.
Changes to the infrastructure
In this paper, we implicitly assumed that the sensor map accurately reflects the signal intensities throughout the building. However, this is only true as long as there are no fundamental changes in the environment, such as base station failures or major reconfigurations. While changes of this type are infrequent in practice, they may affect localization accuracy where they do occur.
If an individual base station fails, it does not respond to probe requests any more and thus changes the observations made from the surrounding cells. However, because our method only uses positive observations, i.e., probe responses actually received, the only effect this has on the localizer is that there is less information available, reducing accuracy and convergence speed. As long as enough other base stations are in range, the effect should be small (see Section 2.4.3).
Moving an existing base station requires the cells surrounding the old and the new position to be re-trained. However, since base stations are typically wall-mounted and require power and a network connection, they cannot be moved easily, so changes of this type should be very rare.
The appearance of transient base stations does not affect localization because the localizer can easily determine the set of acceptable stations from the signal map and ignore unknown stations. If a permanent station is added after the training phase, it can be used to improve accuracy by re-training the cells from which it is visible.
Some base stations choose their channels dynamically; thus, a major failure such as a power outage may cause the channel assignment to change. This actually happened once during our experiments, when a maintenance event required the entire building to be taken off-line. Although the base stations operated on different channels afterwards, we did not observe a significant change in accuracy.
Passive localization
Passive localization refers to localization in which the mobile device being localized is a passive participant in the localization process. While the device must be transmitting data to be tracked, it is not explicitly performing any part of the localization algorithm, and need not be aware that it is being tracked. Since signal propagation is a reversible operation, the same sensor map data should, after calibration, allow someone with access to enough receivers to track any transmitting device. While we've performed some experiments that tend to validate this, more experimentation is in order.
The most obvious application of passive localization is for locating an intruder on an 802.11 wireless network. Tao et al. [48] performed a study of this issue. Two problems they overcame were differences in hardware and differences in transmission power. Since both of these were fixed by mapping received signal intensity to the training set via a linear relation, the calibration technique we discuss in Section 4 should allow us to account for both of these variations. A promising avenue of future work is applying simultaneous localization and calibration (see Section 4.4) to automatically account for variations in hardware, movement, and transmission power manipulation on the part of the intruder.
Finally, more ambitious intruders might attack in coalitions, jointly transmitting packets using the same hardware address. This would make the attacker appear to be jumping all over the map. We believe clustering algorithms may be able to adequately determine the number of attackers and separately localize each one.
There are of course privacy implications to being able to track any arbitrary device on an 802.11 network. Anyone who has physical access to a building can deploy an ad hoc network of snoopers and track every device in the building, with or without the approval of the building's management. The only solution is to realize that, by transmitting a packet on an 802.11 network, a mobile agent is effectively revealing its location to motivated adversaries.
CONCLUSION
In this paper, we presented a practical robust scheme for localization over the entirety of an 802.11 network deployed within a multi-story office building. We have shown that the use of a topological model can dramatically reduce the time required to train the localizer, while the resulting accuracy is still sufficient for many location-aware applications. We used a Gaussian fit sensor model, which is more robust and requires less training compared to sensor models that use the full histogram of signal strengths. Finally we developed a technique by which the training data can be adapted for use with totally different receiver hardware, and under different conditions than during the training phase.
To evaluate our localization technique, we have developed a methodology which makes use of excess training data to determine raw localization performance. We deployed our system in a large office building on the Rice University campus. In our experiments, we experienced both good overall performance and excellent robustness; in the rare event that an incorrect position estimate was generated, it was almost always to an adjacent cell. We also discovered how different variables, including training set size, sample size, base station density, and time of day affect localization accuracy.
Our system is ready to be made available right now in our office building for people who want to use location-aware applications on top of it, and it could be made available in the near future for deployment (after a brief training phase) in any building with an 802.11 network installed.
APPENDIX
A. PRACTICAL EXPERIENCE
During our large-scale experiment, we learned several practical lessons that we believe to be relevant when validating our results or deploying the system in another building.
First of all, it is essential to avoid time-varying effects when collecting the training set; otherwise there may be inconsistencies between different parts of the building or even between adjacent cells. We gathered most of our training data in two consecutive nights during spring break, when the building was empty.
Second, entering all the rooms in a building raises privacy and trust issues. Before we obtained a master key, we notified all the residents of the building and gave them an opportunity to object, or to be present during the experiment. Also, we found that there were some rooms (such as the dean's office) that even the official master key did not open.
Third, battery capacity and notebook weight are limiting factors. Even a light notebook is impossible to carry with outstretched arms for an extended period of time. Also, constantly sending radio signals tends to drain batteries very quickly.
Finally, in gathering the training data, we were continually reminded that we were essentially violating the personal space of the occupants of our building. Offices contained such obscure items as a paper skeleton and a complete knight's armor. We were also exposed to the tendency of some occupants of our building to not bathe or dispose of spoiled foods.
