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1. INTRODUCTION 
In [8], E. D. Rogak and J. F. Scott-Thomas obtained a maximum prin- 
ciple for certain operator equations in Banach spaces. Their methods relied 
heavily on the Frechet differential calculus and required strong differen- 
tiability assumptions in order to compute derivatives. The Russian 
mathematicians A. Y. Dubovitskii and A. A. Milyutin (D-M) have 
developed a very general method for obtaining necessary conditions in 
constrained optimization problems ([3]; see [4] for an exposition of the 
theory) and, in particular, have obtained maximum principles for certain 
types of control problems. In this note we show that the D-M theory can be 
used to derive the maximum principle of Rogak and Scott-Thomas. In 
particular, the derivation using the D-M theory allows the weakening of 
some of the strong differentiability assumptions of [8] but only at the 
expense of making stronger assumptions on the set containment constraint 
present in the problem treated in [8]. 
We consider the following problem. Let B, be a normed space and B,, B, 
Banach spaces. Let A: B, + B, be a linear (not necessarily bounded) 
operator with a bounded inverse defined on B,. Let WEB, be open and 
j’: B, x W+ B,, F: B, x W+ H. Let U c W and assume that the equation 
Ax =f(x, U) has a unique solution, x(u), for each u E U. The optimization 
problem considered is 
min F(x, u) (1) 
subject o 
Ax = j-(x, u), (2) 
u E u. (3) 
In [8] it is assumed that A is a densely defined linear operator in a 
Banach space; we have replaced this assumption by requiring that A be 
defined on a normed space (not necessarily complete). This causes no 
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essential changes in the problem being considered since in order to satisfy 
constraint (2), x must belong to the domain of A. 
2. D-M THEORY 
We give a brief sketch of the form of the D-M theory that will be applied 
to problem (lb(3). A very readable account of the D-M theory is given in 
[4], to which we refer the reader for details ( ee also [5]). 
If G is a real-valued function defined on a neighborhood fthe point x,, in 
a normed space B, , a vector hE B, is a direction fdecrease for G at x0 if 
there is a neighborhood V of h and an E > 0 such that G(xO + th’) < G(x,) 
for h’ E V and 0 < t < E [5, 16.~1. The collection of all such vectors is an 
open cone K = K(G, x0) and the function G is said to be a regularly 
decreasing functional tx,, if K is convex. If G is differentiable (Frlchet) at
x0, then G is regularly decreasing at x0 with K = {h: (DG(x,), h) < 0) 
[4, 7.51. (Here, DG denotes the Frechet derivative of G; for the elementary 
properties of the Frtchet derivative, s e[2].) 
Given a set R c_ B, with non-void interior and x,, E J2, avector hE B, is a 
feasible direction for 0 at x0 if there xists a neighborhood Y of h and E > 0 
such that x,, + th’ E R for h’ E V and 0 < t < E. The set of all feasible 
direction vectors forms an open cone Sr (=X(& x0)), and R is regular at 
x0 if fl is convex. Intuitively, 0 corresponds to a set of inequality 
constraints; in problem (l)-(3) the set constraint (3) corresponds to 
inequality constraints. 
Given a set Q E B, and x0 E Q, a vector hE B, is a tangent direction toQ 
at x0 if there xists a map r: [0, E] + B, (for some E > 0) such that x,, + th + 
r(t) E Q for t E [0, E] and r(t)/t + 0 as t -+ 0 +. The set of all tangent vectors 
is called the tangent space, T = T(Q, x,,), ofQ at x,,. T is a cone and if T is 
convex, Q is said to be regular at x0. Intuitively, Q corresponds toa set of 
equality constraints; in problem (l)-(3), Q will be associated with (2). 
Recall that if L E B, is a cone, the dual cone for L, L*, is given by L* = 
{x’ E B;: (x’, x) > 0 for all x E L). (Here, B’, denotes the dual of the normed 
space B, and ( , ) is the duality between B, and B’, .) 
We now state the following version of the D-M theorem, which is 
appropriate for treating problem (l)-(3) (see [4,6.1]. We retain the notation 
from above. 
3. D-M THEOREM 
Let G be defined on a neighborhood of the point x0 E B, and be regularly 
decreasing at x,,. Let x0 E ~2 n Q and let R and Q be regular at x0. Suppose 
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that G attains a local minimum at x0 on the set f2 f? Q. Then there exist 
continuous linear functions I,, I,, I, E B’, not all zero, such that 1, E K*, 
1, ESr*, 1, E T* with 1, + 1, + 1, = 0. 
In order to apply the D-M theory we must set up problem (l)-(3) in the 
appropriate form. In order to carry this out, we list the necessary 
assumptions. 
4. NOTATION AND ASSUMPTIONS 
We give the notation that will be used and also list he additional 
assumptions that will be made. 
If g is a function defined on a product, g: A x B -+ B,, where A c B,, 
B G B,, the partial derivative of g with respect to the first (second) variable 
will be denoted by D, g (D, g). Recall that if g is differentiable t (a, b), the 
first partials ofg exist at (a, b) and Dg(a, b)(x, y) = D, g(a, b)x + D, g(a, b) y 
[2, 8.9.11. IfT is a linear operator between ormed spaces, its adjoint will be 
denoted by P’. 
Suppose that (x*, u*) = (x(u*), u*) is a local solution toproblem (l)-(3). 
We assume that F is differentiable t (x*, u*) and that f is continuously 
differentiable in a neighborhood of (x*, u*). These differentiability 
assumptions hould be contrasted with the assumptions of continuous 
differentiability made in Theorems 1 and 2 of [8]. Note in particular that it 
is not necessary to make any growth restrictions on the solutions, x(u), of 
(2) as was done in Theorem l(iii) of[8]. For convenience ofnotation, we set 
/1= A - D,f(x*, u*) and r = DJ( x*, u*). We assume that A has a 
bounded inverse on B, (compare with Theorem l(v) of [8]). 
We assume that he cone of feasible directions of U at x*, Y = X( U, x*), 
is convex, i.e., U is regular at x*. It should be noted that his assumption on 
the constraint set U is stronger than the assumption made in [8]. In order to 
apply the D-M theory it is necessary to use the cone of feasible directions 
(Sr=X(U, x*)), whereas in [8] the cone of sequential tangents & = E&x*) 
is used. The cone d is, in general, larger than the cone F (see [l] for 
examples and comparisons of the cones). When U is convex and has non- 
void interior, thecone d is the closure of the cone Sr [7, 1.3.61, and the 
results inTheorem 2 of [8] and the results inSection 8 coincide. 
5. OBJECTIVE FUNCTION 
Since F is assumed to be differentiable, the cone of directions of decrease 
of the objective function F is given by K = {(x, h) E B, x B,: (DF(x*, u*), 
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(x, h)) < 0) [4, 7.51. The dual cone of K is then K* = {-LDF(x*, u*): I. > 0) 
14, 10.21. 
6. SET CONTAINMENT CONSTRAINT uE U 
In order to apply the D-M theory, the set containment constraint must be 
given in the domain of the objective function. To this end, set n = B, X U so 
that u E U if (x, u) E fi for some x E B, . The cone of feasible directions for 
L2 at (x*, u*) is easily seen to be B, x Y =.$. Now 6 is an open convex 
cone in B, X B, so R is regular at (x*, a*). The dual cone of ST; is XT = 
(0) x,F*. 
7. EQUALITY CONSTRAINTS 
The point (x, U) E B, x B, satisfies theequality constraint (2) iff (x, U) 
belongs to the set Q = {(x, u) E B, x U: x =A-‘f(x, u)}. To apply the D-M 
theory, we need to compute the tangent space of Q at (x*, u*). To this end, 
define P: B, x U-t B, by P(x,u)=x-A-‘f(x,u) so Q={(x,u): 
P(x, u) = 0). Then P is continuously differentiable on a neighborhood of 
(x*7 u*) with DP(x*, u*)(x, u) = x - A-‘(Df(x*, u*)(x, u)) since A-’ is 
linear and continuous. To compute the tangent space for Q at (x*, u*), we 
use Theorem 9.1 of [4]. To apply this theorem we need that DP(x*, u*) is 
onto. To see that this is the case let x1 E B,, pick u E U and set x = 
A- ‘(Ax, + DJ(x*, u*)u). Then Ax - D,f(x*, u*)x = Ax, + D,f(x*, u*)u 
so that Ax - Df(x*, u*)(x, U) = Ax, and x1 = DP(x*, u*)(x, u). 
From Theorem 9.1 of [4] the tangent space T of Q at (x*, u*) is given by 
T= {(x,h)EB,xB,:DP(x*,u*)(x,h)=O} 
= {(x,h):Ax-z%=O}= {(x,h):x=/i-wz}. 
(4) 
From the last expression for T in (4), the dual cone of T is given by T* = 
{(x’,h’)E B; x B’,: h’=-(A-lT)‘x’} = {(x’,h’): h’=-I’?-“x’} [4, 10.3). 
8. NECESSARY CONDITIONS 
From the D-M theorem, there xist A> 0, (XL, &) E P and h, E F*, not 
all zero, such that 
-mqx*, u*) + (xb, hb) + (0, II;) = 0. (5) 
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We now claim that A > 0; for if A= 0, let hE B, and set x = /i-IT/r so that 
(x, h) E T. From (5) we then obtain (Pi, h) = 0 so that h; = 0. Then from 
(5) (XL, hb) = 0 and this implies that each term in (5) must be zero. Thus, 
A > 0 and we may assume that A = 1. 
For the first necessary condition f [ 81 let hE jT and set x = A - ‘T/r so 
that (x, h) E T. Then (5) implies 
DF(x*, u*)(x, k) = (k;, k) > 0 (6) 
since h, E ST*. Condition (6) is just he analogue of the necessary condition 
(3.7) of [8] since under the hypothesis of Theorem 2 of [8], Dx(u, h) = 
A-iZ% (from 3.10 of [8], (3.7) d reuces to (6)). Of course, a cone of feasible 
directions different from that employed in [8] is used. 
For the second necessary condition f[8] let w be a solution fthe adjoint 
equation (see (3.9) of [S]) 
A’y - D,f(x*, u*)‘iy + D, F(x*, u*) = 0. (7) 
(Note that (7) always has a solution w =A’-‘(DIF(x*, u*)) since A is 
closed and has a bounded inverse [6, 5.301.) Let h E Sr and set x=/i-IT/r 
so that (x, h) E T. Then from (5) and (7) we obtain 
D, F(x*, u*)x + D,F(x*, u*)k 
= ((-A’ + D,f(x*, u*)‘)y, x) + D,F(x*, u*)k 
= (w, -Ax) + D,F(x*, u*)k = (-DJ(x*, u*)‘w + D,F(x*, u*), k) 
=(k’,,k)>O. (8) 
Equation (8) is the analogue of the necessary condition (3.9) of [8]. 
In conclusion, it should be noted that he more general control problem of 
[9] can likewise b treated by utilizing the D-M theory. 
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