where S is a bounded, simply connected region in the x, y plane, its boundary X3 is a regular closed curve, and n is the outwardly directed normal to 3s. Here A(s) is a prescribed continuous function of arc length s along S andf(u) is a function given in advance and assumed analytic in its argument u. We will assume that a solution U(X, y) to (1.1) exists satisfying at least 24 E F(S), II E CO(S + ES). The proof of the existence of such a solution is, in general, very difficult and will not be attempted here.
In the simple case f(u) = 1 in (l.l), we have the Neumann problem for which it is well known that the solution is unique up to an additive constant. One proof [l] follows from the integral identity valid for two harmonic functions 24 , u2 on S, -+)ds=/,, [(PI -~2)" + @I -d21 dS (l-2) where pc = au,/& and qi = i&Jay.
If u1 , u2 are both solutions to the Neumann problem, then au,/& = au,/% on LX!3 and (1.2) clearly implies p, = p, , ql = q2 in S, which in turn yields u2 = u, + const.
In studying the question of uniqueness for the more general problem (1 .l) Martin [2] generalized the integral identity (1.2) to obtain (1. where Q = apI + 2bplp2 + cpz2 + aq12 + 2bqlq2 i-cq2" (14 is a quadratic form in the variables p, = au,/ax, qi = aui/8y, i = 1,2, the coefficients of which are
The identity (1.3) arises from Gauss' Theorem upon setting
Here we assume that 7, 7W1 , 7Ue , are continuous functions of x, y in S so that Gauss's Theorem is valid [I] on S and the coefficients of Q are continuous on S.
In the uniqueness theorems of Martin 12-61 and Dunninger [7] it is stated that given a nonconstant solution u1 to problem (1.1) for a specified function f(u), then no other nonconstant solution U, exists which satisfies certain explicitly stated hypotheses. These hypotheses sometimes require (among other things) that u2 f ur in S; that is, the solutions ui , u2 must not be %nywhere close to one another". In order to study the uniqueness question without this restriction we formulate a concept of local uniqueness in the following definition. DEFINITION 1 .I. Let p = p(x, y) be a nonnegative function of X, y defined on S. A solution ur to problem (1.1) is p-locally unique if no other solution ua to (1 .l) exists satisfying A solution u, is p-locally unique among the functions in a class C if no solution u2 E C exists satisfying (1.6).
This concept of p-local uniqueness asserts that solutions to (1.1) cannot be "everywhere close to one another", but it does not, together with results of the type of Martin and Dunninger, exclude the possibility, which still remains, that solutions may equal one another at some points of S and diier greatly at others.
Note that if a solution u1 is p-locally unique and 0 & Q(X, y) < p(x, y) then ur is also u-locally unique. We must point out, bowever, that for some functions p(x, y) a solution z+ is always p-locally unique. For example, such is the case if p(x, y) -+ 0 as (x, y) -+ (3, , ya) E 8s or if p(x, y) vanishes on an open subset of Si for the condition (1.6) then implies us = u, in S. The definition lacks content for such functions p&y) and they are accordingly excluded from consideration.
In the special case p(x, y) = E where E = const. > 0, the concept of e-local uniqueness implies that a solution to (1.1) is E-locally unique if and only if it cannot be uniformly approximated to within "distance" E by another solution.
As an example, let 211 be a solution to the Neumann problem f = 1. Then us = ur + R, K = const.; is also a solution and since 1 K 1 can be made arbitrarily small we see that ur is not E-locally unique for any constant E > 0; however, if p(x, y) is any nonnegative function with a zero in S, then since any solution is of the form us = u1 + k and since (1.6) implies K = 0, ul is seen to be p-locally unique.
We now ask for what functions f(u) and under what hypotheses will solutions to problem (1.1) be p-locally unique for a suitable function p. Once a function 7 has been selected the inequalities (2.2) serve to define D. Letting a zero superscript denote evaluation on the one dimensional manifold of E, one observes that inasmuch as @ = 0. Consequently D can never be the whole space ,Es and (2.2) cannot possibly be fulfilled unless u1 , u2 are solutions for which S, ,is avoided. We can, however, still obtain uniqueness and local uniqueness without excluding S, by utilizing LEMMA 2.1. .Ijul is a nonconstant solution to (l.l), then rto other solution u, exists for which Ml C D + S, .
Proof. Given two solutions u, , ua , satisfying Ml Z D + S, , then Q is positive definite in S except on the nodal lines u, -u, = 0 and, hence, Q > 0 in S. Identity (2.2) implies Q = 0 in S which, in turn, implies the contradiction u, = const.
We note that in order for Ml C D + S, it is necessary that T be chosen so that Lf = 0, i.e., so that 8 = 0. (2.4)
We wili also need the following lemma. That we must in general take p(t) to vanish at t = t,, in part (b) follows from the example g(s, t) = -P(s -t)2 -t(s -t)3 = -st(s -Q2 which is nonpositive in the first and third quadrants and nonnegative in the second and fourth; here t, = 0 andg(s, t) > 0 at points in any neighborhood of s = t = 0.
LOCAL UNIQUENESS THEOREMS
If we can find a function 7 = G-(ZX~ , ~a) such that the identity (1.3) is valid and inequalities (2.2) hold whenever two nonconstant solutions zc, , U, to (1.1) satisfy 0 < [ ua -u1 1 < p(x, y) for some suitable function p(x, y) >, 0 then by evoking Lemma 2.1 we can conclude that any nonconstant solution to (1.1) is p-locally unique. To this end assume that T permits the expansion (3.1) where the coefficients olrn = a,(~,) are as yet unspecified. Since f is assumed analytic we may write and assume the expansion is valid for 0 < 1 uz -u, ( < r for some constant r > 0. Substitution of these series expansions into the expression a, U, and W yields series expansions for a and A given by where the coefficients a(m) and Acm) are expressions involving the CX, and f irn) which can be computed.
Treating A as a function of ~a expanded about the "point" ur , we, must require that A be negative in a deleted neighborhood of u1 in order to utilize Lemma 2.1 for local uniqueness results. Moreover, referring to (2.4) we must require the condition on T, i.e., olo = const. Thus, we must require that T be chosen so that d, regarded as a function of ua , has a local maximum at 21% = u, , for which it is necessary that In particular this theorem applies to the boundary problem f = sin u studied by Martin [6] and Dunninger [7] inasmuch as ff" = -sin2 u < 0 and f 2 + (f')2 = 1. For example Martin's strongest result [6, Theorem 7.11 for this problem states that two nonconstant solutions ur , u2 cannot exist satisfying 0 < u1 < z-, 0 < uz < m= on S + Z3. This result can be restated in terms of local uniqueness to assert that any nonconstant solution ur satisfying 0 < z+ < v on S + 8s is p-locally unique for (That 0 < u, < rr is needed on S + iX? and not just on S is not explicitly stated in [6] but nonetheless is needed to insure the validity of the identity used.) This is stronger than the result of part (a), Theorem 2.1, but part (b) asserts local uniqueness for this problem without ruling out the possibility that u, = rtrr, n = integer, in S + 8s.
Theorem 2.1 is also valid for the mixed boundary problem
where g(s) is a prescribed function of arc length along C,, and &S' = Ca + C, , since the integral identity (1.3) still reduces to (2.1) for two solutions u, J u, to (3.4) and r = p.
(ii) The case 011 = 0, ol, # 0. In this case, we require, in place of (3,2), In this theorem the condition us > u, may be replaced by ua < ur by choosing r = -c+, -&(ua -u& and arguing as above.
SEMIDEFINITE FORMS Q
In this section we obtain some local uniqueness theorems from integral identities derived from (1. Under assumption (4.2), aS* consists of points on 8s and on the nodal lines ua -ur = 0 and, consequently, if ur E C(R) for some region R 3 S + as, then S* is a regular subregion of S. This follows from the fact that nodal lines of harmonic functions in the plane are regular analytic curves which can intersect only at critical points (see [9, p. 2691 ). The number of critical points is finite under the assumption that ua -u, is harmonic in R 3 S + as, and, thus, the subregion 5'" on which ua -ur > 0 (or <0) has a boundary consisting of a finite number of regular analytic arcs either on aS or on nodal lines ua -u, = 0 arranged in order such that the terminal point of each arc is the initial point of the next arc. We conclude that this subregion is a regular region [ 11 and that Gauss' theorem and, consequently, identity (1.2) are valid on S* [l, p. 1181. However, since the integrand of the boundary integral in (1.2) vanishes when ua -ur = 0 we have a nonzero contribution to this integral only on that portion of X5'* coinciding with as. This leads us to the identity ff as*nas h(s)Ids = j j,, [(PI -9~2)~ + (a -qJ21 ds* Note that the restriction (4.2) on us need only be made on 5'" and, hence, in Theorem 4.1 us can be considered unrestricted on S -(P + as*).
Assume ur , ua are two nonconstant solutions to (1. I). Then one of the sets s, =((X,y)ES:U1>0}, s-={(zc,y)ES: u1 <O> is nonempty; assume for definiteness that S, is nonempty. Just as for A'*, we know S, is a regular region if ur is harmonic in R IJ S + 85'. If we replace fi 3 fi by ~1s u2 respectively in (1.3), set T = A -1, X = uzjul and assume X E C'(S + X5") in order to insure the validity of (1.3) which we apply over the regular S-, we obtain for some constant k. Then by Lemma 2.2, I < 0 on S, provided 0 < [ us -u1 / < E for E = const. > 0 sufficiently small. Identity (4.4) now yields I = 0 on S, which implies u, = u1 on S, and hence S as can be seen from the power series expansion (4.5).
THEQRRM 4.2. Suppose "1 E C'(R) for some region R 3 S -+ a&' is a nonconstant solution to (1.1) for which u1 > 0 at some point in S, If h(s) > 0
