Abstract
Introduction
The FPN is a kind of good modeling tool for knowledge base systems based on fuzzy production rules, but weak self-learning capability is a defect of fuzzy systems. Fuzzy production rules express knowledge by means of IF-THEN structure, determining some parameters such as weight, threshold and CF(certainty factor) is dependent to a large extent upon someone's experience, so these parameters are difficult to obtain accurately (sometimes even could not be obtained), which hinders knowledge reasoning and generalizing capability of FPNs [1] [2] [3] .
Ant Colony Algorithm (ACA) is a global probabilistic selection algorithm, which could solve the optimal solution of a certain complex problem by means of simulating the characteristic that an ant colony system could always find the shortest route in the course of searching for a path from a food source to their nest. Compared to the traditional optimization algorithms, ACA is widely applied in the optimization problem of the complex and difficult system because of its many advantages such as effectively avoiding trapping into local optimum, being good at dealing with discrete optimization problems and easily implementing parallel search [6] .
Nowadays in the computer science field, the study on searching and optimizing parameters of FPNs has tight restrictions and narrow scope of application in general [2] [3] . For example, the FPN model based on a BP (Back Propagation) network (which adopts the thought of layering and could realize the optimization of all parameters including weight, threshold and CF) possesses certain generalizing capability and have improved its self-learning performance after being trained. However, in order to make the obtained parameters (after learning) closer to the ideal parameters, it needs analyzing the obtained parameters to make continuous adjustments to the initial input and the accuracy of final parameters needs to be further improved [4] [5] [6] .
On the basis of this study, extensive research are carried out and presented in this paper. Firstly, the scope of application of the OR rule in the BP-based FPN model is expanded, which enable each transition to possess its own threshold and CF; secondly, MMAS (which presents the outstanding efficiency of searching in ACA) is introduced into the optimization of parameters in FPNs and the thought of adaptively adjusting pheromone in Best-Worst Ant System (BWAS) is absorbed into the algorithm; finally, in order to increase the speed of the algorithm, the technique of multithreading is adopted to realize parallel search for multiple sets of parameters. Simulation experiment shows that the accuracy of the obtained parameters in terms of the algorithm in this paper is better than that of other methods, and generalizing capability is very strong, so it is more suitable for practical needs.
FPN and Fuzzy Reasoning Function [1]

FPN
A FPN model includes places, transitions, CFs, thresholds and weights, all of which are defined as a combination of eight elements.
Definition 1 FPN={P,T,I,O,M,て,W,U} Among them, P={p1,p2,...,pn} is a finite set of places; T={t1,t2,...,tm} is a finite set of transitions; I(O):T→P，is an input (output) function, which reflects the mapping relation from one transition to one place; M:P→[0,1], is a mapping,every place node pi∈P(i=1,2,...,n) has one flag value M(pi), which reflects the truth degree of a proposition represented by the corresponding place node; て=(τ1,τ2,...,τm),τj is the threshold of transition tj (j=1,2,...,m); W={w1,w2,...,wq} is a weight collection of rules, which reflects the degree that the prerequisite of rules supports for the conclusion; U=(u1,u2,...,um),uj is the CF of transition tj, uj∈[0,1](j=1,2,...,m). Fuzzy production rules are used to describe the fuzzy relation of all propositions, which are appropriate to express those fuzzy or uncertain knowledge. If R={R1,R2,...,Rr} is a system of fuzzy production rules, the formal definition of Rk(k=1,2,...,r) belongs to the following two categories in general.
Definition 2 (1) Rule AND: Rk:IF d1 and d2 and ...and dn THEN d,u,τ,w1,w2,...,wn .
In the above rule, di is the premise proposition, d is the result proposition, u is the CF,τ is the threshold,wi is the weight(which meets 0<wi<1 and ∑wi=1,i=1,2,...,n), the corresponding FPN model shows in the figure 1; (2) Rule OR: Rk:IF d1 or d2 or...or dn THEN d,u1,u2...,un,τ1,τ2,...,τn .
In the above rule, di is the premise proposition, d is the result proposition, ui, τi are the CF and threshold of each transition (i=1,2,...,n), the weight value on the input arc of each transition is 1, the corresponding FPN model shows in the figure 2.
Activation of fuzzy production rules is realized by igniting the transition. For any transition t, if the sum of the products of tagvalues of all input places and weights of their corresponding input arcs is equal to or greater than the threshold of transition t, transition t is enabled. The definition is as follows. The enabled transition could be ignited. When transition t is ignited, fuzzy reasoning could be done, the tagvalue of the input place of transition t would not be changed, however it 
Here in order to convert one problem (whether or not a transition is enabled) to another problem (whether or not the independent variable of a continuous function meets certain requirements), and enable the outcome of fuzzy reasoning to be a continuous function (the firstorder derivative of which is convenient to be calculated), we use a Sigmoid function to construct a igniting-transition continuous function and a maximum operation continuous function.
Fuzzy Reasoning Function
Assuming y(x) is a Sigmoid function, b is a constant,the expression of y(x) is y(x)=
.When b is large enough, (1) if x>k and
≈0,y(x)≈1;(2)if x<k and
→∞,y(x)≈0. Obviously, the two-value property of the continuous function y(x) could be regarded as a sign whether or not a transition is enabled.
(
1) Igniting-Transition Continuous Function
In the definition 3, assuming x= g=max(x1,x2)≈x1/(1+
), and so on, when there exist many enabled transitions, the corresponding output place p could get a value of the maximum operation continuous function. After constructing the Fuzzy Reasoning Function, parameters in the FPN could be trained and optimized next.
Research Method
In many practical cases, only relying on experts'experience is very difficult to accurately determine the CF, threshold and weight value on the input arc of each transition, which sometimes even could not be obtained. As a global probabilistic selection algorithm, ACA creates a limited size of worker groups, and it searches the optimal solution by mutual cooperation between the ants. According to a given criterion, each ant (starting from a selected initial state) establishes a feasible solution, even if the solution is likely to be a poor result. Different individuals in an ant colony establish a lot of different solutions at the same time, finding out a high quality solution is the result of the cooperation of all individuals in the global scope. In the course of establishing its solution, each ant does not use direct communication, but using pheromone directs mutual exchange of information. A greedy heuristic method on the structure is used in the process of searching, which combines with the pheromone density function to decide together the track of ants [6] . Because ACA could effectively avoid trapping into local optimum and easily implement parallel search, it often has better performance in the optimization problem of the complex and difficult system. But it is now at the exploratory stage for ACA to search the optimal parameters in the field of FPNs [7] [8] [9] [10] . In this paper, two improved algorithms MMAS and BWAS (which have the most efficient in the ACA) are combined to implement parallel search for the optimal parameters of a specific FPN model by using multi-thread techniques, which takes good effect [11] [12] [13] . Assuming each place of p1, p2, p3, p4, p5, p6, p7, p8 respectively corresponds to a related proposition d1, d2, d3, d4, d5, d6, d7, d8 in an expert system, the fuzzy production rules exist among them as follows:
R1 : IF d1 THEN d2(u2,τ2), R2 : IF d1 or d2 THEN d3(u1,τ1,u3,τ3), R3 : IF d3 and d4 and d5 THEN d6(w1,w2,w3,u4,τ4), R4 : IF d6 and d7 THEN d8(w4,w5,u5,τ5) . According to the above fuzzy production rules, a FPN model could be constructed as shown in Figure 3 .
In the FPN model of the Figure 3 , t1 and t2 are the transitions of the 1st layer, t3, t4 and t5 respectively corresponds to the transition of the 2nd, 3rd and 4th layer. Because t1 and t3 do not lie in the same layer, but they all correspond to the same output place p3, in order to construct a better hierarchical model and conduce to lighting the transitions layer by layer in the process of fuzzy reasoning, we introduce a virtual place p9 (represented by a hollow circle) and a virtual transition t6 (represented by a small hollow rectangle) between t1 and p3 [1] ，at the same time cancel the output arc from t1 directly pointing to p3, and replace it with one from t1 pointing to the virtual place p9, then add an input arc from p9 pointing to the virtual transition t6 and an output arc from t6 pointing to p3. The FPN model added in a virtual place and a virtual transition is shown in Figure 4 . The hierarchy in the Figure is as follows: t1 and t2 are the transitions of the 1st layer, t3 and t6 are the transitions of the 2nd layer, t4 and t5 still corresponds to the transition of the 3rd and the 4th layer respectively. The virtual place and the virtual transition only play an Intermediate transitional role in the FPN model, adding them has no effect on the rule base system, the threshold of the virtual transition is 0, and the CF is 1.
Fuzzy Reasoning
Using the fuzzy reasoning function and hierarchy as constructed above, igniting the model layer by layer, and the reasoning order is as follows:
(1) Firstly igniting the transition t1 and t2 in the 1st layer, 
(2) then igniting the transition t3 and t6 in the 2nd layer, x1=
(3) next igniting the transition t4 in the 3rd layer, x3=
(4) finally igniting the transition t5 in the 4th layer, x4=
After determining the reasoning process of the FPN model, we could commence training the above FPN model by using an improved ACA.
Learning and Training in the FPN Model
(1) Coding In order to speed up the convergence of MMAS and guarantee the necessary accuracy, we adopt a decimal coding scheme for weight, CF and threshold of each transition.
(2) Parallel Training The weight, threshold and CF in the FPN is respectively trained by a set of threads, three sets of threads parallel search for their respective optimal parameters by means of using multi-thread techniques in C++ and calling the function _beginthreadex() to improve the running efficiency of the program [7] .
(3) Fitness Function [8] A square sum of the difference between a batch of sample output and desired output of the network is adopted for the fitness value, the target is to obtain a set of parameters which has the minimum fitness value.The function definition is as follows:
,in the expression, i=1,2,...,r1 is the population number of code for parameters, j=1,2,...,r2 is the sample number of initial input, (4) MMAS Manipulation This ACA is based on MMAS [6] , but the global updating rule is modified. According to the updating thought in BWAS, pheromone updating is increased to the algorithm for the worst ant path.The specific steps are as follows:
Step 1. Initializes the pheromone on all paths to the upper limit (max) τmax;
Step 2. The ants are distributed at the initial end of each path in a random way, each ant selects its path according to the following rule:
if(q≤Q0) moves to j according to the formula (1); else moves to j according to the probability of the formula (2);
Step 3. Continuously executes Step 2 until one ant finds out a path, records the path and converts it to a set of parameters;
Step 4. Cyclically executes Step 2 and Step 3 until all ants produce a path;
Step 5. Updates the pheromone on all paths according to the formula (3), selects the best and worst ant, applies global updating respectively according to the formula (4) and (5), ＞ when updates a certain path τij and meets τij τmax, ， ＜ making τij=τmax when τij τmin, making τij=τmin ;
Step 6. Continuously executes Step2～Step5, when the iteration reaches a certain number of times and the best solution has not changed, a smoothing process is executed on the pheromone on all paths according to the formula (6);
Step 7. Cyclically iterates Step2～Step6 until the iteration reaches a specified number or there is no better solution in many successive generations. 
The meaning of the variables involved in the above operation is as follows: q is an uniform distributed random number in the range of [0,1], which is generated by the function rand( ), 0≤Q0≤1 is a a given parameter; i, j respectively expresses the current position of the ants and the location of the next step to transfer; allowed k={0,1,…,n-1} is the location allowed to be choosed in the next step of ant k; ) (t p k ij expresses the transition probability of ant k in position i selecting location j at the moment t; τij is the pheromone trail intensity on the edge (i,j); ηij is a visibility constant; ƒ(sbest) and ƒ(sworst) respectively expresses the iterative (or global) best solution and worst solution; α、β、ρ respectively represents the pheromone accumulation coefficient, heuristic coefficient and attenuation coefficient; ε、δ are the constant factors introduced for adjusting pheromone.
Results and Analysis
Assuming the 15 expected value of the parameters of the FPN model in Figure 4 are as follows: w1=0.2, w2=0.5, w3=0.3, w4=0.4, w5=0.6, u1=0.7, u2=0.9, u3=0.6, u4=0.8, u5=0.7, τ1=0.3, τ2=0.4, τ3=0.2, τ4=0.5, τ5=0.4. The constant b in the fuzzy reasoning function is 5000; Q0、α、β、ρ、ε、δ in MMAS is respectively equal to 0.5、1.0、2.0、0.02、0.2 and 0.5; the upper limit τmax of the pheromone intensity is 10.0 for the first time, the lower limit τmin is calculated according to the formula
, where pbest is 0.005, n is the number of routes to be choosed each time, τmax and τmin are dynamically adjusted according to the change of the route pheromone intensity while the program is running.
Next, running the program many times, the evolutionary curve MSE of weight w, CF u and threshold τ of the optimal solution in the process of optimization is shown in Figure 5 . The order of magnitude of the value MSE in the Figure is 1.0×10-3 . The accuracy MSE of each parameter has improved with the increase of Epochs, as shown in the Figure. The speed of increase of each parameter is different, and there exists a slight fluctuation in the process, however it is normal. Because the evaluation function in the training process is a square sum of the difference between a batch of sample output and desired output of the network, which has no function association with MSE, but MSE must gradually increase with the decrease of the fitness value, which could be seen in Figure 5 . Figure 6 is the evolutionary curve of the fitness value in the process of training MMAS, as an evaluation indicator, which gradually decrease with the increase of Epochs. For comparing the performance of the algorithm, we use another algorithm-Standard Genetic Algorithm (GA, which has superior global searching capability) to train the same FPN model. In the GA, the population number is 50, the training sample number is 50, the mutation rate would be gradually changed from 0.05 to 0.1 during the whole process of searching. A comparison is made between GA and ACA after 300 iterations, the result is Obviously, the accuracy of every set of parameters of ACA is more excellent than that of the commonly used global optimization algorithm-GA. The effect of optimization using an improved ACA algorithm-MMAS is quite evident. In addition, at the running speed of the two algorithms, we have selected two representative iterations-200 and 300 to compare their running time, the average value of ten experiments is shown in Figure 7 . Visibly, in both cases, the running time of ACA are all less than that of GA, the operational efficiency of ACA is significantly higher than GA. Finally, in order to test its generalizing capability, we randomly select 10 sets of input data which are not in the sample, and apply fuzzy reasoning to the FPN model which is trained by MMAS. The result of fuzzy reasoning is shown in the column of Actual Output in Table 2 
Conclusion
In this paper, an improved MMAS in ACA is applied to search the optimal solution of all parameters in the FPN model, which makes the FPN model possess the learning capability like the neural network. The FPN after optimization has high accurate parameters and strong generalizing capability. In the search process, the multithreading technique is adopted to realize parallel search for multiple sets of parameters to effectively reduce the running time of the program. However, ACA is a global search algorithm, which is still unavoidable to have the problem of time-consumption and insufficient accuracy in the face of the optimization problems of the complex system with large space. In the future research work, the capability of BP algorithm (which is good at local-searching) combined with optimization of the activation function should be taken into consideration, so as to further enhance the accuracy of optimizing the parameters in the FPN model.
