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Similarity degree of a class of C∗-algebras
Wenhua Qian and Junhao Shen
Abstract. Suppose that M is a countably decomposable type II1 von Neumann algebra and
A is a separable, non-nuclear, unital C∗-algebra. We show that, if M has Property Γ, then the
similarity degree of M is less than or equal to 5. If A has Property c∗-Γ, then the similarity
degree of A is equal to 3. In particular, the similarity degree of a Z-stable, separable, non-
nuclear, unital C∗-algebra is equal to 3.
1. Introduction
Kadison’s Similarity Problem for a C∗-algebra A in [15] asks whether every bounded repre-
sentation ρ of A on a Hilbert space H is similar to a ∗-representation. i.e. whether there exists
an invertible operator T in B(H), such that Tρ(·)T−1 is a ∗-representation of A.
In [3], Christensen proved that every irreducible bounded representation of a C∗-algebra
on a Hilbert space is similar to a ∗-representation. He also showed that every non-degenerate
bounded representation of a nuclear C∗-algebra is similar to a ∗-representation (also see [2]).
In [9], Haagerup showed that every cyclic (or finitely cyclic) bounded representation of a
C∗-algebra on a Hilbert space is similar to a ∗-representation. From this, he concluded that, if
A is a C∗-algebra that has no tracial states, then every non-degenerate bounded representation
of A is similar to a ∗-representation. It was also shown in [9] that a non-degenerate bounded
representation ρ of a C∗-algebra A on a Hilbert space H is similar to a ∗-representation if and
only if ρ is completely bounded (also see [10], [27]).
From Haagerup’s results, it follows that Kadison’s Similarity Problem remains only open for
C∗-algebras with tracial states. Since a type II1 von Neumann algebra always has tracial states,
it is natural to consider Kadison’s Similarity Problem for von Neumann algebras of type II1. In
[5], Christensen showed that Kadison’s Similarity Problem for type II1 factors with Property Γ
has an affirmative answer.
In order to study Kadison’s Similarity Problem, Pisier in [18] introduced a powerful new
concept, similarity degree of a unital C∗-algebra, as follows. Suppose A is a unital C∗-algebra.
It has finite simiarity degree if there is α > 0 such that for some constant k (depending on α)
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we have, for every bounded unital representation φ of A on a Hilbert space H,
‖φ‖cb ≤ k‖φ‖α.
The infimum of the numbers α (if exists) for which this holds is defined to be the similarity
degree of A. We denote it by d(A). If there is no such pair (α, k), we define d(A) =∞. It was
shown in [18] that Kadison’s Similarity Problem for a unital C∗-algebra A has an affirmative
answer if and only if d(A) <∞.
The following is a list of some recent results on the similarity degrees of infinite dimensional
unital C∗-algebras. (We have no intention to make the list complete.)
(i) d(A) = 2 if and only if A is nuclear. ([2], [4], [21])
(ii) If A = B(H) for some Hilbert space H , then d(A) = 3. ([9], [20])
(iii) If A is a type II1 factor with Property Γ, d(A) ≤ 5, ([20]). This result was later
improved in [6] to d(A) = 3.
(iv) If A is a minimal tensor product of two C*-algebras, one of which is nuclear and contains
matrices of any order, then d(A) ≤ 5. ([22])
(v) If A is Z-stable, then d(A) ≤ 5. ([13])
(vi) If every II1 factor ∗-representation of a separable C*-algebra A has Property Γ, then
d(A) ≤ 11. ([11])
In the paper, we are interested in Kadison’s Similarity Problem for type II1 von Neumann
algebras with Property Γ. Recall the definition of Property Γ for a type II1 von Neumann
algebra from [23]. Suppose M is a type II1 von Neumann algebra with a predual M♯. Suppose
σ(M,M♯) is the weak-∗ topology on M induced from M♯. We say that M has Property Γ if
and only if ∀ a1, a2, . . . , ak ∈M and ∀ n ∈ N, there exist a partially ordered set Λ and a family
of projections
{piλ : 1 ≤ i ≤ n;λ ∈ Λ} ⊆ M
satisfying
(i) For each λ ∈ Λ, p1λ, p2λ, . . . , pnλ are mutually orthogonal equivalent projections in M
with sum I.
(ii) For each 1 ≤ i ≤ n and 1 ≤ j ≤ k,
lim
λ
(piλaj − ajpiλ)∗(piλaj − ajpiλ) = 0 in σ(M,M♯) topology.
The first result we obtain in the paper is the following equivalent definition of Property Γ for
a countably decomposable type II1 von Neumann algebra, which gives an analogue of Murray
and von Neumann’s definition of Property Γ for a type II1 factor.
Proposition 3.5. Let M be a countably decomposable type II1 von Neumann algebra and ZM
be the center of M. Suppose τ is a center valued trace from M to ZM such that τ(a) = a for
all a ∈ ZM. Then the following are equivalent.
(1) M has Property Γ.
(2) There exist a positive inter n0 ≥ 2 and a faithful normal tracial state ρ on M such
that, for any ǫ > 0 and elements a1, a2, . . . , ak ∈M, there exists a family of orthogonal
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equivalent projections p1, . . . , pn0 in M with sum I satisfying ‖piaj − ajpi‖2 < ǫ for all
i = 1, . . . , n0 and j = 1, 2, . . . , k, where ‖ · ‖2 is the 2-norm induced by ρ.
(3) There exists a faithful normal tracial state ρ on M such that, for any ǫ > 0 and
elements a1, a2, . . . , ak ∈ M, there exists a unitary u ∈ M satisfying (i) τ(u) = 0 and
(ii) ‖uaj − aju‖2 < ǫ for all j = 1, 2, . . . , k, where ‖ · ‖2 is the 2-norm induced by ρ.
Next we are able to obtain an upper bound for the similarity degree of a countably decom-
posable type II1 von Neumann algebra with Property Γ, which extends Theorem 13 in [20].
Theorem 4.4. IfM is a countably decomposable type II1 von Neumann algebra with Property
Γ, then d(M) ≤ 5.
From Theorem 4.4, it follows that Kadision’s Similarity Problem for a countably decompos-
able type II1 von Neumann algebra with Property Γ has an affirmative answer.
The last main result we obtained in the paper is the following computation of the similarity
degree for a class of C∗-algebras.
Theorem 5.3. Suppose A is a separable unital C∗-algebra satisfying
Condition (G): if π is a unital ∗-representation of A on a Hilbert space H such that
π(A)′′ is a type II1 factor, then π(A)′′ has Property Γ, where π(A)′′ is the von Neumann
algebra generated by π(A) in B(H).
Then d(A) ≤ 3. Moreover, if A is non-nuclear, then d(A) = 3.
As a corollary, we get that if A is a minimal tensor product of two separable unital C*-
algebras, one of which is nuclear and has no finite dimensional ∗-representations, then d(A) ≤ 3.
In particular, the similarity degree of a Z-stable, non-nuclear, separable, unital C∗-algebra is
equal to 3. This gives a generalization of earlier results in [22], [13], [11].
The paper is organized as follows. In section 2, we introduce notation and preliminaries.
In section 3, we will give an equivalent definition of Property Γ for countably decomposable
type II1 von Neumann algebras. In section 4, we show that if M is a countably decomposable
type II1 von Neumann algebra Property Γ, then d(M) ≤ 5. By the result in Section 4, we
prove in Section 5 that if the type II1 central summand in the type decomposition of a von
Neumann algebraM is a countably decomposable von Neumann algebra with Property Γ, then
any bounded, σ(M,M♯) to σ(B(H), B(H)♯) continuous, unital homomorphism φ :M→ B(H)
is completely bounded and ‖φ‖cb ≤ ‖φ‖3. As a consequence of this result, we obtain that, if a
separable unital C*-algebra A has Property c∗-Γ, then d(A) ≤ 3. This is the first paper of our
series. In our following work in [24], the class of separable unital C∗-algebras with Property
c∗-Γ will be applied to show that, if M is a type II1 von Neumann algebra with Property Γ,
then d(M) = 3.
2. Preliminaries
2.1. Similarity length and similarity degree of a unital C∗-algebra. In this subsec-
tion, we recall Pisier’s similarity length and similarity degree for a unital C∗-algebra.
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Definition 2.1. ([19]) A unital operator algebra A has finite similarity length at most l ∈ N
if there exists a constant C such that, for any k ∈ N and any x ∈ Mk(A), threre exist an n ∈ N
and scalar matrices α0 ∈ Mk,n(C), α1 ∈ Mn(C), . . . , αl−1 ∈ Mn(C), αl ∈ Mn,k(C) and diagonal
matrices D1, D2, . . . , Dl ∈Mn(A) such that
x = α0D1α1D2...Dlαl
and
(
l∏
0
‖αl‖)(
l∏
1
‖Dl‖) ≤ C‖x‖.
The length l(A) is defined to be the least possible l for which these conditions are fulfilled.
It was verified in [19] that the Kadison’s Similarity Problem has a positive answer for a
unital C∗-algebra if and only if the C∗-algebra has finite similarity length.
Definition 2.2. ([18]) Let A be a unital C∗-algebra. We define the similarity degree of A
to be the infimum of all positive numbers α (if it exists) for which there is k > 0 such that, for
every bounded unital homomorphism ρ of A on a Hilbert space H, we have
‖ρ‖cb ≤ k‖ρ‖α.
We denote such infimum by d(A). If there are no such pairs (α, k), we define d(A) =∞.
It was proved in [18] that the similarity degree and the similarity length of a unital C∗-algebra
(if they are finite) are the same integer.
2.2. Dual space. Suppose A is a unital C∗-algebra. Its dual space, the set of all bounded
linear functionals on A, is denoted by A♯. The second dual space A♯♯ of A is isomorphic to
π(A)′′, where π is the universal representation of A and π(A)′′ is the von Neumann algebra
generated by π(A). Thus A♯♯ is always viewed as a von Neumann algebra and A becomes a
C∗-subalgebra of A♯♯ when A is canonically embedded into A♯♯.
Suppose M is a von Neumann algebra with a (unique) predual space M♯. We will denote
by σ(M,M♯) the weak-∗ topology on M induced by M♯.
The following lemma is well-known. (See Theorem 1 in [1] or Proposition 1.21.13 in [25])
Lemma 2.3. Suppose A is a unital C∗-algebra and φ : A → B(H) is a bounded unital homo-
morphism of A on a Hilbert space H. Then φ can be extended to a bounded unital homomorphism
φ : A♯♯ → B(H) that is σ(A♯♯,A♯) → σ(B(H), B(H)♯) continuous (in other words, it is weak-∗
to weak-∗ continuous), where B(H)♯ is the predual of B(H). Moreover ‖φ‖ = ‖φ‖.
2.3. Direct integral. The concept of direct integral was introduced by von Neumann in
[26]. Here are some results about direct integral that we need in this paper.
Lemma 2.4. ([16]) SupposeM is a von Neumann algebra acting on a separable Hilbert space
H. Let ZM be the center of M. Then there is a direct integral decomposition of M relative to
ZM, i.e. there exists a locally compact complete separable metric measure space (X, µ) such that
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(i) H is (unitarily equivalent to) the direct integral of {Hs : s ∈ X} over (X, µ), where
each Hs is a separable Hilbert space, s ∈ X.
(ii) M is (unitarily equivalent to) the direct integral of {Ms : s ∈ X} over (X, µ), where
Ms is a factor in B(Hs) almost everywhere. Also, ifM is of type In(n could be infinite),
II1, II∞ or III, then the components Ms are, almost everywhere, of type In, II1, II∞ or
III, respectively.
Moreover, the center ZM is (unitarily equivalent to) the algebra of diagonalizable operators
relative to this decomposition.
Lemma 2.5. ([16]) If H is the direct integral of {Hs} over (X, µ), M is a decomposable
von Neumann algebra on H (i.e every operator in M is decomposable relative to the direct
integral decomposition, see Definition 14.1.6 in [16]) and ω is a normal state on M, then there
is a mapping, s → ωs, where ωs is a positive normal linear functional on Ms, and ω(a) =∫
X
ωs(a(s))dµ for each a in M. If M contains the algebra C of diagonalizable operators and
ω|EME is faithful or tracial, for some projection E in M, then ωs|E(s)MsE(s) is, accordingly,
faithful or tracial almost everywhere.
Remark 2.6. Let M = ∫
X
⊕Msdµ and H = ∫X⊕Hsdµ be the direct integral decompo-
sitions of M and H relative to the center of M. By the argument in section 14.1 in [16], we
can find a separable Hilbert space K and a family of unitaries {Us : Hs → K : s ∈ X} such that
s → Usx(s) is measurable(i.e. s → 〈Usx(s), y〉 is measurable for any vector y in K) for every
x ∈ H and s → Usa(s)U∗s is measurable(i.e. s → 〈Usa(s)U∗s y, z〉 is measurable for any vectors
y, z in K) for every decomposable operator a ∈ B(H).
The following corollary follows directly from Lemma 14.1.17 and Lemma 14.1.15 in [16].
Lemma 2.7. Let M be a von Neumann algebra acting on a separable Hilbert space H. Let
M = ∫
X
⊕Msdµ and H = ∫X Hsdµ be the direct integral decompositions of M and H as in
Lemma 2.4. There exists a SOT dense sequence {aj : j ∈ N} in the unit ball (M)1 of M (or
dense in in the unit ball (M′)1 of M) such that the sequence {aj(s) : j ∈ N} is SOT dense in
the unit ball (Ms)1(or (M′s)1, respectively) for almost every s ∈ X.
3. Type II1 von Neumann algebras with Property Γ
Property Γ of a type II1 factor A was introduced by Murray and von Neumann in [17].
Suppose A is a type II1 factor with a trace τ . Then A has Property Γ if and only if, given ǫ > 0
and elements a1, a2, . . . , ak ∈ A, there exists a unitary u ∈ A, such that
(i) τ(u) = 0;
(ii) ‖uaj − aju‖2 < ǫ, 1 ≤ j ≤ k.
An equivalent definition of Property Γ for a type II1 factor was given by Dixmier in [8].
Suppose A is a type II1 factor with a trace τ . It has Property Γ if and only if, given ǫ > 0,
elements a1, a2, . . . , ak ∈ A and a positive integer n, there exist orthogonal equivalent projections
{pi : 1 ≤ i ≤ n} ⊂ A with sum I, such that
‖piaj − ajpi‖2 < ǫ, 1 ≤ i ≤ n, 1 ≤ j ≤ k.
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The following definition of Property Γ for a type II1 von Neumann algebra was given in [23]:
Definition 3.1. ([23]) Suppose M is a type II1 von Neumann algebra with a predual M♯.
Suppose that σ(M,M♯) is the weak-∗ topology on M induced from M♯. We say that M has
Property Γ if and only if ∀ a1, a2, . . . , ak ∈ M and ∀ n ∈ N, there exist a partially ordered set Λ
and a family of projections
{piλ : 1 ≤ i ≤ n;λ ∈ Λ} ⊆ M
satisfying
(i) For each λ ∈ Λ, {p1λ, p2λ, . . . , pnλ} is a family of orthogonal equivalent projections in
M with sum I.
(ii) For each 1 ≤ i ≤ n and 1 ≤ j ≤ k,
lim
λ
(piλaj − ajpiλ)∗(piλaj − ajpiλ) = 0 in σ(M,M♯) topology.
It was proved in [23] that Definition 3.1 coincides with Dixmier’s (also with Murray and von
Neumann’s) definition of Property Γ for a type II1 factor.
Example 3.2. LetM1 be a type II1 factor andM2 a type II1 von Neumann algebra. Suppose
M1 has Property Γ (e.g. hyperfinite type II1 factor). Then M1 ⊗M2 has Property Γ.
Let M be a type II1 von Neumann algebra acting on a separable Hilbert space H and
ZM be the center of M. Let M =
∫
X
⊕Msdµ and H = ∫X⊕Hsdµ be the direct integral
decompositions of M and H over (X, µ) relative to ZM. By Proposition 3.12 in [23], M has
Property Γ if and only if Ms has Property Γ for almost every s ∈ X .
The following proposition gives an equivalent definition of Property Γ for a type II1 von Neu-
mann algebra with separable predual, as an analogous to Murray and von Neumann’s definition
for type II1 factors.
Proposition 3.3. Let M be a type II1 von Neumann algebra with separable predual and
ZM be the center of M. Suppose τ is a center valued trace from M to ZM such that τ(a) = a
for all a ∈ ZM. Then M has Property Γ if and only if there exists a faithful normal tracial
state ρ on M such that, for any ǫ > 0 and elements a1, a2, . . . , ak ∈ M, there exists a unitary
u ∈M satisfying (i) τ(u) = 0 and (ii) ‖uaj − aju‖2 < ǫ for all j = 1, 2, . . . , k, where ‖ · ‖2 is the
2-norm induced by ρ.
Proof. (Part I) SupposeM has Property Γ. Fix n ≥ 2, ǫ > 0 and elements a1, a2, . . . , ak ∈
M. Then by Corollary 3.4 in [23], there exist a faithful normal tracial state ρ and n equivalent
orthogonal projections p1, p2, . . . , pn with sum I such that ‖piaj − ajpi‖2 < ǫ/n for all i =
1, 2, . . . , n and j = 1, 2, . . . , k, where ‖ · ‖2 is the 2-norm induced by ρ. Let u = p1 + λp2 +
· · · + λn−1pn, where λ = e2πi/n is the n-th root of unit. Then u is a unitary in M satisfying
‖uaj − aju‖2 < ǫ for all j = 1, 2, . . . , k. Since p1, p2, . . . , pn are equivalent projections, τ(p1) =
τ(p2) = · · · = τ(pn) and thus τ(u) = (1 + λ+ . . .+ λn−1)τ(p1) = 0.
(Part II) Conversely, suppose that there exists a faithful normal tracial state ρ such that, for
any ǫ > 0 and elements a1, a2, . . . , ak ∈M, there exists a unitary u ∈M satisfying (i) τ(u) = 0
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and (ii) ‖uaj − aju‖2 < ǫ for all j = 1, 2, . . . , k, where ‖ · ‖2 is the 2-norm induced by ρ. From
the fact that M has separable predual, it follows M is countably generated. Thus, from the
preceding argument, we know there exists a sequence {ui : i ∈ N} of unitaries in M satisfying
(1) τ(ui) = 0 for each i ∈ N;
(2)
lim
i→∞
‖uia− aui‖2 = 0 for each a ∈M. (3.1)
Since M has separable predual, by Propostion A.2.1 in [14], there is a faithful normal
representation π of M on the separable Hilbert space. Replacing M by π(M) in the following
if necessary, we assume that M acts on a separable Hilbert space H .
By Lemma 2.4, relative to ZM, we obtain a direct integral decomposition M =
∫
X
⊕
Msdµ
over (X, µ) and we may assume that Ms is a type II1 factor with a trace τs for every s ∈ X .
Since ρ is a faithful normal tracial state, by Lemma 2.5, we can further assume that there is
a positive faithful normal tracial functional ρs on Ms for every s ∈ X such that
ρ(a) =
∫
X
ρs(a(s))dµ for each a ∈M..
Therefore ρs is a positive multiple of the trace τs on Ms for every s ∈ X .
By Lemma 2.7, we may assume {bj : j ∈ N} is a SOT dense subset of the unit ball (M)1 of
M such that that {bj(s) : j ∈ N} is SOT dense in the unit ball of Ms for every s ∈ X .
Let u
(0)
i = ui for each i ∈ N. In the following we will construct a family of unitaries
{u(k)i : i, k ∈ N} and a family of µ-null subsets {Xk : k ∈ N} of X such that, for each k ∈ N,
(i’) {u(k)i : i ∈ N} is a subsequence of {u(k−1)i : i ∈ N};
(ii’) lim
i→∞
ρs((u
(k)
i (s)bk(s)−ak(s)u(k)i (s))∗(u(k)i (s)ak(s)−ak(s)u(k)i (s))) = 0 for any s ∈ X \Xk.
By (3.1), we get
lim
i→∞
‖uia− aui‖22
= lim
i→∞
∫
X
ρs((ui(s)b1(s)− b1(s)ui(s))∗(ui(s)b1(s)− b1(s)ui(s)))dµ
= 0.
Therefore there exists a µ-null subset X1 of X and a subsequence {u(1)i } of {u(0)i } such that, for
any s ∈ X \X1,
lim
i→∞
ρs((u
(1)
i (s)b1(s)− b1(s)u(1)i (s))∗(u(1)i (s)b1(s)− b1(s)u(1)i (s))) = 0. (3.2)
Since ρs is a positive multiple of τs for every s ∈ X , (3.2) gives
lim
i→∞
‖u(1)i (s)b1(s)− b1(s)u(1)i (s)‖2,s = 0,
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where ‖ · ‖2,s is the 2-norm induced by τs on Ms. Again, there exists a µ-null subset X2 of X
and a subsequence {u(2)i } of {u(1)i } such that, for any s ∈ X \X2,
lim
i→∞
‖u(2)i (s)b2(s)− b2(s)u(2)i (s)‖2,s = 0.
Continuing in this way, we obtain a µ-null subset Xk of X and a subsequence {u(k)i } of {u(k−1)i }
for each k ≥ 1 such that, for any s ∈ X \Xk,
lim
i→∞
‖u(k)i (s)bk(s)− bk(s)u(k)i (s)‖2,s = 0.
The argument in the preceding paragraph produces a subsequence {u(i)i } of {ui} such that
lim
i→∞
‖u(i)i (s)bj(s)− bj(s)u(i)i (s)‖2,s = 0
for any j ∈ N, s ∈ X \X0, where X0 = ∪j∈NXj is a µ-null subset of X . Replacing {ui : i ∈ N}
by {u(i)i } and X by X \X0 if necessary, we might assume
lim
i→∞
‖ui(s)bj(s)− bj(s)ui(s)‖2,s = 0 for any j ∈ N, s ∈ X .
Since {bj(s) : j ∈ N} is SOT dense in the unit ball of Ms, we get
lim
i→∞
‖ui(s)a− aui(s)‖2,s = 0 for any a ∈Ms, s ∈ X . (3.3)
For each i ≥ 1, since ui is a unitary in M, there exists a µ-null subset Yi of X such that
ui(s) is a unitary in Ms for each s ∈ X \ Yi. Let Y0 = ∪∞i=1Yi. Then µ(Y0) = 0 and ui(s) is a
unitary in Ms for all i ∈ N, s ∈ X \ Y0. So we may just assume that
ui(s) is a unitary in Ms for any i ∈ N, s ∈ X . (3.4)
For each i ∈ N, from the Dixmier Approximation Theorem and the fact that τ(ui) = 0, 0 is
in the norm closure of the convex hull of {v∗uiv: v is a unitary in M}. Therefore there exist
a sequence of positive integers {kn ∈ N}, a family of positive numbers {λ(n)j : 1 ≤ j ≤ kn, n ∈
N} ⊆ [0, 1] and a family of unitaries {v(n)j : 1 ≤ j ≤ kn} in M such that
kn∑
j=1
λ
(n)
j = 1 and lim
n→∞
‖
kn∑
j=1
λ
(n)
j (v
(n)
j )
∗uiv
(n)
j ‖ = 0.
By Proposition 14.1.9 in [16], ‖a‖ is the essential bound of {‖a(s)‖ : s ∈ X} for any a ∈ M.
Note that {v(n)j : 1 ≤ j ≤ kn} is a family of unitaries in M. We know that there exists a µ-null
subset Z0 of X such that
(a) for each n ∈ N, each 1 ≤ j ≤ kn and each s ∈ X \ Z0, vnj (s) is a unitary in Ms;
(b) for each i ∈ N and each s ∈ X \ Z0,
lim
n→∞
‖
kn∑
j=1
λ
(n)
j (v
(n)
j (s))
∗ui(s)v
(n)
j (s)‖ = 0.
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Now from (a), (b) and the Dixmier Approximation Theorem, we obtain that
τs(ui(s)) = 0, for any i ∈ N, s ∈ X \ Z0. (3.5)
Here Z0 is a µ-null subset of X.
By (3.5), (3.4), and (3.3), Ms is a type II1 factor with Property Γ for each s ∈ X \ Z0.
Therefore by Proposition 3.12 in [23], M has Property Γ. 
Lemma 3.4. Let M be a countably decomposable type II1 von Neumann algebra and ZM be
the center of M. Suppose τ is a center valued trace from M to ZM such that τ(a) = a for all
a ∈ ZM. Suppose there exists a faithful normal tracial state ρ on M such that,
for any ǫ > 0 and elements a1, a2, . . . , ak ∈M, there exists a unitary u ∈ M satisfying
(i) τ(u) = 0 and (ii) ‖uaj − aju‖2 < ǫ for all j = 1, 2, . . . , k, where ‖ · ‖2 is the 2-norm
induced by ρ.
Then, for any finite subset F of M, there exists a von Neumann subalgebra M1 of M such that
(1) M1 has separable predual.
(2) F ⊆M1 ⊆M.
(3) M1 is a type II1 von Neumann algebra with Property Γ in the sense of Definition 3.1.
Proof. We are going to prove the following claim first.
Claim 3.4.1. For any finite subset K of M and any ǫ > 0, there exist an n ∈ N, unitary
elements u, v1, . . . , vn ∈ M, such that τ(u) = 0; ∀ x ∈ K, ‖ux− xu‖2 < ǫ; and ∀x ∈ K, there
is an element y in the convex hull of {v1xv∗1, . . . , vnxv∗n} satisfying ‖y − τ(x)‖ < ǫ.
Proof of Claim 3.4.1: From the assumption on the faithful normal tracial state ρ of M, for
a finite subset K of M and an ǫ > 0, there is a unitary u in M such that τ(u) = 0 and
‖ux− xu‖2 < ǫ for all x ∈ K. By Dixmier Approximation Theorem, τ(x) ∈ convM(x)= for all
x ∈ M. Therefore, there exist a positive integer n and unitary elements v1, . . . , vn ∈ M such
that for any x ∈ K, there is an element y in the convex hull of {v1xv∗1 , . . . , vnxv∗n} satisfying
‖y − τ(x)‖ < ǫ. This finished the proof of the claim.
(Continue the proof of Lemma 3.4) Let F be a finite subset of M.
Let F1 = F and t = 1. From Claim 3.4.1, there exist a positive integer n1, unitary elements
u1, v
(1)
1 , . . . , v
(1)
n1 ∈ M, such that τ(u1) = 0; ‖u1x − xu1‖2 < 1, ∀ x ∈ F1; and for any x ∈ F1,
there is a y in the convex hull of {v(1)1 x(v(1)1 )∗, . . . , v(1)n x(v(1)n )∗} satisfying ‖y − τ(x)‖ < 1. Let
F2 = F1 ∪ {u1, v(1)1 , . . . , v(1)n1 }.
Assume that F1 ⊆ F2 ⊆ . . . ⊆ Ft have been constructed for some t ≥ 2. Again, from
Claim 3.4.1, there exist a positive integer nt, unitary elements ut, v
(t)
1 , . . . , v
(t)
nt ∈ M, such that
τ(ut) = 0; ‖utx− xut‖2 < 1/t, ∀ x ∈ Ft; and for any x ∈ Ft, there is a y in the convex hull of
{v(t)1 x(v(t)1 )∗, . . . , v(t)nt x(v(t)nt )∗} satisfying ‖y − τ(x)‖ < 1/t. Let Ft+1 = Ft ∪ {ut, v(t)1 , . . . , v(t)nt }.
Continuing the preceding process, we are able to obtain an increasing sequence {Ft}∞t=1 of
finite subsets of M and a sequence of unitaries {ut}∞t=1 of M such that, ∀t ≥ 1,
(0) ut ∈ Ft+1 ⊆M;
(i) τ(ut) = 0;
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(ii) ‖utx− xut‖2 < 1/t, ∀ x ∈ Ft;
(iii) for 1 ≤ i ≤ t, there is yi in the convex hull of {vuiv∗ : v is a unitary element in Ft+2}
satisfying ‖yi − τ(ui)‖ = ‖yi‖ < 1/(t+ 1);
Let M1 be the von Neumann subalgebra generated by {Ft : t ≥ 1} in M and Z1 be the
center of M1. Suppose τ1 be a center-value trace on M1 such that τ1(a) = a, ∀ a ∈ Z1. Then
ρ is still a faithful normal tracial state of M1. Since M1 is countably generated, we know that
(1) M1 has a separable predual. Obviously, (2) F ⊆M1 ⊆M.
We claim that (3) M1 is a von Neumann algebra with Property Γ in the sense of Definition
3.1. Notice {Ft} is an increasing sequence of subsets. We have, for each 1 ≤ t1 < t < t2 − 2,
(ii2) ‖utx− xut‖2 < 1/t, ∀ x ∈ Ft1 ;
(iii2) there is y in the convex hull of {vutv∗ : v is a unitary in Ft2} satisfying ‖y‖ < 1/t2.
From (iii2), it induces by the Dixmier Approximation Theorem that
(iii3) τ1(ut) = 0 for each t ≥ 1.
From the existence of such sequence {ut}∞t=1 inM1 satisfying (iii3) and (ii2), it follows thatM1
is a type II1 von Neumann algebra. From Proposition 3.3, we conclude that M1 has Property
Γ. The proof of the lemma is finished. 
Now we can quickly prove the following result.
Proposition 3.5. Let M be a countably decomposable type II1 von Neumann algebra and
ZM be the center of M. Suppose τ is a center valued trace from M to ZM such that τ(a) = a
for all a ∈ ZM. Then the following are equivalent.
(1) M has Property Γ.
(2) There exist a positive inter n0 ≥ 2 and a faithful normal tracial state ρ on M such
that, for any ǫ > 0 and elements a1, a2, . . . , ak ∈M, there exists a family of orthogonal
equivalent projections p1, . . . , pn0 in M with sum I satisfying ‖piaj − ajpi‖2 < ǫ for all
i = 1, . . . , n0 and j = 1, 2, . . . , k, where ‖ · ‖2 is the 2-norm induced by ρ.
(3) There exists a faithful normal tracial state ρ on M such that, for any ǫ > 0 and
elements a1, a2, . . . , ak ∈ M, there exists a unitary u ∈ M satisfying (i) τ(u) = 0 and
(ii) ‖uaj − aju‖2 < ǫ for all j = 1, 2, . . . , k, where ‖ · ‖2 is the 2-norm induced by ρ.
Proof. (1) ⇒ (2): It is clear.
(2) ⇒ (3): It follows from the similar arguments in Part I of the proof of Proposition 3.3.
(3) ⇒ (1): It follows from Proposition 3.3, Lemma 3.4 and Corollary 3.4 in [23]. 
The following lemma will be needed in the next section.
Lemma 3.6. Let M be a countably decomposable von Neumann algebra with Property Γ.
For any finite subset F of M, there exists a type II1 von Neumann algebra M1 with separable
predual and with Property Γ such that F ⊆M1 ⊆M.
Proof. It now follows from Proposition 3.5 and Lemma 3.4. 
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Remark 3.7. It was shown in [23] that the cohomology group Hk(M,M) of a type II1
von Neumann algebra with separable predual and Property Γ is trivial for any k ≥ 2. By a
similar argument as section 7 in [7], it follows from Theorem 6.4 in [23] and Lemma 3.6 that
Hk(M,M) = 0, k ≥ 2 for any countably decomposable type II1 von Neumann algebra with
Property Γ.
4. Similarity degree of type II1 von Neumann algebras with Property Γ
Let us recall the definition of similarity length of a unital C∗-algebra as given in [20].
Definition 4.1. ([20]) Let A be a unital C∗-algebra. Fix n ∈ N. For each x ∈ Mn(A) and
d ∈ N, we denote
‖x‖(d,A) = inf{
d∏
i=1
‖αi‖
d∏
i=0
‖Di‖},
where the infimum runs over all possible representations x = α0D1α1D2 . . .Ddαd, α0 ∈Mk,n(C),
α1 ∈Mn(C), . . . , αd−1 ∈Mn(C), αd ∈Mn,k(C) are scalar matricies and D1, D2, . . . , Dd ∈Mn(A)
are diagonal matrices.
It is clear that, for any x ∈Mn(A), d ∈ N,
‖x‖ ≤ ‖x‖(d,A)
and
‖x‖(d+1,A) ≤ ‖x‖(d,A).
It was shown in [20] that ‖x‖(1,A) ≤ n‖x‖ for any x ∈Mn(A).
Before we prove the main theorem of this section, we need the following lemmas.
Lemma 4.2. Let M be a von Neumann algebra acting on a separable Hilbert space H. Let
M = ∫
X
⊕Msdµ and H = ∫X Hsdµ be the direct integral decompositions of M and H as in
Lemma 2.4. Suppose p is a projection in M such that there exist a µ-null subset X0 of X and
projections {pi,s ∈ Ms : 2 ≤ i ≤ n, s ∈ X} satisfying {p(s), p2,s, . . . , pn,s} is a family of n
orthogonal equivalent projections in Ms for all s ∈ X \X0. Then there exist n − 1 projections
p2, . . . , pn in M such that {p, p2, . . . , pn} is a set of n orthogonal equivalent projections in M.
Proof. We let X0 be a µ-null subset ofX and {pi,s ∈Ms : 2 ≤ i ≤ n, s ∈ X} be projections
satisfying p(s), p2,s, . . . , pn,s are n orthogonal equivalent projections in Ms for all s ∈ X \X0.
Let K be a separable Hilbert space and {Us : Hs → K} be a family of unitaries as in Remark
2.6. Denote by B the unit ball of B(K) equipped with the ∗−strong operator topology. Then
B is metrizable by setting
d(S, T ) =
∑
j∈N
2−j(‖(S − T )ej‖+ ‖(S∗ − T ∗)ej‖)
for any S, T ∈ B, where {ej : j ∈ N} is an orthonormal basis for K. The metric space (B, d)
is complete and separable. For each i, j ∈ {1, 2, . . . , n}, let Bij = B. Let C =
n∏
i,j=1
Bij provided
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with the product topology of the ∗−strong operator topology on each Bij . It follows that C is
metrizable and it is a complete separable metric space.
By Lemma 2.7, suppose {a′r : r ∈ N} is a strong operator dense sequence in the unit ball
(M′)1 of M′ such that that the sequence {a′r(s) : r ∈ N} is strong operator dense in the unit
ball (M′s)1 of M′s for every s ∈ X .
We will denote by (s, (E11, E12, . . . , E1n, E21, . . . , E2n, . . . , Enn)) an element in X × C. It is
easy to see that the maps
(s, (E11, E12, . . . , E1n, E21, . . . , E2n, . . . , Enn))→ E11, (4.1)
(s, (E11, E12, . . . , E1n, E21, . . . , E2n, . . . , Enn))→ Usp(s)U∗s , (4.2)
(s, (E11, E12, . . . , E1n, E21, . . . , E2n, . . . , Enn))→ Eij , (4.3)
(s, (E11, E12, . . . , E1n, E21, . . . , E2n, . . . , Enn))→ E∗ji, (4.4)
(s, (E11, E12, . . . , E1n, E21, . . . , E2n, . . . , Enn))→ EijEkl, (4.5)
(s, (E11, E12, . . . , E1n, E21, . . . , E2n, . . . , Enn))→ EijUsa′r(s)U∗s , (4.6)
(s, (E11, E12, . . . , E1n, E21, . . . , E2n, . . . , Enn))→ Usa′r(s)U∗sEij (4.7)
are measurable from X×C to B when C is equipped with the Borel structure obtained from the
product topology. By Lemma 14.3.1 in [16], there is a Borel µ-null subset X1 of X such that,
when restricted to X \X1, these maps are all Borel measurable.
Let N = X0 ∪X1. It follows that µ(N) = 0. Let η be the set of elements
(s, (E11, E12, . . . , E1n, E21, . . . , E2n, . . . , Enn)) ∈ (X \N)× C
satisfying
(i) E11 = Usp(s)U
∗
s ;
(ii) Eij = E
∗
ji and EijEkl = δjkEil for any i, j, k, l ∈ {1, 2, . . . , n};
(iii) EijUsa
′
r(s)U
∗
s = Usa
′
r(s)U
∗
sEij for any i, j ∈ {1, 2, . . . , n}.
Claim 4.2.1: The set η is analytic.
Proof of Claim 4.2.1: Since the maps (4.1)-(4.7) are all Borel measurable when restricted to
X \N , η is a Borel set. By Theorem 14.3.5 in [16], η is an analytic set.
The proof of Claim 4.2.1 is complete.
Claim 4.2.2 : Let π be the projection of X × C onto X. Then π(η) = X \N .
Proof of Claim 4.2.2: Let (s, (E11, E12, . . . , E1n, E21, . . . , E2n, . . . , Enn)) be an element in η.
Since {a′r(s) : r ∈ N} is strong operator dense in the unit ball (M′s)1 of M′s for every s ∈ X ,
conditions (ii) and (iii) are equivalent to the statement that {U∗sEijUs : 1 ≤ i, j ≤ n} is a system
of matrix units in Ms.
Note X0 is a µ-null subset of X and {pi,s ∈Ms : 2 ≤ i ≤ n, s ∈ X} is a family of projections
satisfying p(s), p2,s, . . . , pn,s are n orthogonal equivalent projections in Ms for all s ∈ X \ X0.
Hence for each s ∈ X \X0, there is a system of matrix units {Eij : 1 ≤ i, j ≤ n} such that (a)
E11 = p(s) and (b) Eii = pi,s for each 2 ≤ i ≤ n. From arguments in the preceding paragraph,
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it follows that
(s, (E11, E12, . . . , E1n, E21, . . . , E2n, . . . , Enn))
satisfies conditions (i), (ii) and (iii) for every s ∈ X \N . Therefore π(η) = X \N .
The proof of Claim 4.2.2 is complete.
(Continue the proof of Lemma 4.2) By Claim 4.2.1 and Claim 4.2.2, η is analytic and π(η) =
X \N . It follows from Theorem 14.3.6 in [16] that, there is a measurable map
s→ (E11,s, E12,s, . . . , E1n,s, E21,s, . . . , E2n,s, . . . , Enn,s)
from X \N to C such that
(s, (E11,s, E12,s, . . . , E1n,s, E21,s, . . . , E2n,s, . . . , Enn,s)) ∈ η
for s ∈ X \N . Defining Eij,s = 0 for s ∈ N and i, j ∈ {1, 2, . . . , n}, we get a measurable map
s→ (E11,s, E12,s, . . . , E1n,s, E21,s, . . . , E2n,s, . . . , Enn,s)
from X to C satisfying
(s, (E11,s, E12,s, . . . , E1n,s, E21,s, . . . , E2n,s, . . . , Enn,s)) ∈ η for almost every s ∈ X. (4.8)
For all s ∈ X , all i, j ∈ {1, 2, . . . , n} and two vectors x, y ∈ H , we have
〈U∗sEij,sUsx(s), y(s)〉 = 〈Eij,sUsx(s), Usy(s)〉.
Thus from (4.8), it follows that the map s→ 〈U∗sEij,sUsx(s), y(s)〉 is measurable. Since
|〈U∗sEij,sUsx(s), y(s)〉| ≤ ‖x(s)‖‖y(s)‖,
the map s → 〈U∗sEij,sUsx(s), y(s)〉 is integrable. By Definition 14.1.1 in [16], U∗sEij,sUsx(s) =
(pijx)(s) almost everywhere for some pijx ∈ H . Therefore pij(s) = U∗sEij,sUs for almost every
s ∈ X . It follows from condition (iii) that pij ∈M. For any i ∈ {2, 3, . . . , n}, let pi = pii. From
pii(s) = U
∗
sEii,sUs, it follows from (i) and (ii) that p2, p3, . . . , pn are the required projections. 
Lemma 4.3. Let M be a type II1 von Neumann algebra acting on a separable Hilbert space
H. Let M = ∫
X
⊕Msdµ and H = ∫X Hsdµ be the direct integral decompositions of M and
H as in Lemma 2.4. Suppose that Ms is a type II1 factor with a trace τs for every s ∈ X.
Let n ∈ N and ǫ be a positive number. Let x = (xij) be an element in Mn(M) such that, for
every s ∈ X,
n∑
i,j=1
‖xij(s)‖22,s < ǫ2, where the ‖ · ‖2,s is the 2-norm on Ms induced by τs. Then
there are n equivalent orthogonal projections {p1, p2, . . . , pn} in M and n equivalent orthogonal
projections q1, q2, . . . , qn in M such that
xij = p1xijq1 + hij
with ‖hij‖ ≤ 3ǫ
√
n for every i, j ∈ {1, 2, . . . , n}.
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Proof. We will use Pisier’s trick in [20] to prove the result.
Take a = (
n∑
i,j=1
xijx
∗
ij)
1/2. Let A be the unital C∗-subalgebra of M generated by {xij :
1 ≤ i, j ≤ n}. By Theorem 14.1.13 in [16] and the fact that A is a separable C∗-algebra, we
know that A = ∫
X
⊕Asdµ and the map y → y(s) from A to As is a unital ∗-homomorphism
for almost every s ∈ X . It follows that a(s) = (
n∑
i,j=1
xij(s)xij(s)
∗)1/2 for almost every s ∈ X .
Without loss of generality, we might assume a(s) = (
n∑
i,j=1
xij(s)xij(s)
∗)1/2 for every s ∈ X . Since
n∑
i,j=1
‖xij(s)‖22,s < ǫ2, we know
‖a(s)‖2,s < ǫ, for every s ∈ X . (4.9)
Note that a is a positive element in M. By functional calculus, we know there exist an
positive integer k, a family of positive numbers λ1, . . . , λk and orthogonal projections P1, . . . , Pk
in M such that
‖a−
k∑
i=1
λiPi‖ < ǫ and ‖a2 −
k∑
i=1
λ2iPi‖ < ǫ. (4.10)
Thus P1(s), . . . , Pk(s) are orthogonal projections in Ms and
‖a(s)−
k∑
i=1
λiPi(s)‖ < ǫ, (4.11)
for almost every s ∈ X.
From (4.9) and (4.11), it follows that
‖
k∑
i=1
λiPi(s)‖2,s < 2ǫ, for almost every s ∈ X. (4.12)
Denote
p1 = χ[2ǫ√n,∞)(
k∑
i=1
λiPi). (4.13)
We have
p1(s) =
(
χ[2ǫ√n,∞)(
k∑
i=1
λiPi)
)
(s) = χ[2ǫ√n,∞)(
k∑
i=1
λiPi(s)), for almost every s ∈ X. (4.14)
By (4.12) and (4.14),
τs(p1(s)) < 1/n, for almost every s ∈ X.
Since Ms is a type II1 factor for every s ∈ X , there exist projections p2,s, p3,s, . . . , pn,s in Ms
such that {p1(s), p2,s, . . . , pn,s} are orthogonal equivalent projections in Ms. By Lemma 4.2,
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there exist projections p2, p3, . . . , pn in M such that p1, p2, . . . , pn are n orthogonal equivalent
projections in M.
Take b = (
n∑
i,j=1
x∗ijxij)
1/2. Similarly, we assume that b(s) = (
n∑
i,j=1
xij(s)
∗xij(s))1/2 for every
s ∈ X .
Again, note that b is a positive element in M. By functional calculus, we know there
exist an positive integer k′, a family of positive numbers α1, . . . , αk′ and orthogonal projections
Q1, . . . , Qk′ in M such that
‖b−
k′∑
i=1
αiQi‖ < ǫ and ‖b2 −
k′∑
i=1
α2iQi‖ < ǫ. (4.15)
Without loss of generality, we can further assume that
‖b(s)−
k′∑
i=1
αiQi(s)‖ < ǫ, ∀s ∈ X. (4.16)
By a similar argument as the last paragraph, we obtain a spectral projection
q1 = χ[2ǫ√n,∞)(
k′∑
i=1
αiQi)
and projections q2, q3, . . . , qn such that q1, q2, . . . , qn are n orthogonal equivalent projections in
M and q1(s) = χ[2ǫ√n,∞)(
∑k′
i=1 αiQi(s)) for almost s ∈ X .
Take hij = xij − p1xijq1. We may assume that hij(s) = xij(s) − p1(s)xij(s)q1(s) for every
s ∈ X . In the following we show that ‖hij‖ ≤ 3ǫ
√
n. By Proposition 14.1.9 in [16], ‖hij‖ is the
essential bound of {‖hij(s)‖ : s ∈ X}. So it suffices to show that ‖hij(s)‖ ≤ 3ǫ
√
n for almost
every s ∈ X . For every s ∈ X ,
‖hij(s)‖ = ‖xij(s)− p1(s)xij(s)q1(s)‖ ≤ ‖(1− p1(s))xij(s)‖+ ‖p1(s)xij(s)(1− q1(s))‖. (4.17)
We have, from (4.10) and (4.15),
‖(1− p1(s))xij(s)‖2
= ‖(1− p1(s))xij(s)xij(s)∗(1− p1(s))‖2
≤ ‖(1− p1(s))a(s)2(1− p1(s))‖2
≤ ‖(1− p1(s))
(
k∑
i=1
λ2iPi + (a(s)
2 −
k∑
i=1
λ2iPi)
)
(1− p1(s))‖2
≤ 4ǫ2n + ǫ2 ≤ 5ǫ2n (4.18)
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and
‖p1(s)xij(s)(1− q1(s))‖2
≤ ‖xij(s)(1− q1(s))‖2
= ‖(1− q1(s))xij(s)∗xij(s)(1− q1(s))‖
≤ 5ǫ2n, (4.19)
for almost every s ∈ X .
It follows from (4.17), (4.18) and (4.19) that for any i, j ∈ {1, 2, . . . , n},
‖hij‖ ≤ 3ǫ
√
n.
The proof is complete. 
Now we are ready to prove the following result as a generalization of Theorem 13 in [20].
Theorem 4.4. Let M be a countably decomposable type II1 von Neumann algebra. If M
has Property Γ, then d(M) ≤ 5.
Proof. To show that d(M) = l(M) ≤ 5, it suffices to prove that there exists a positive
scalar k such that for any n ∈ N and any x = (xij) ∈Mn(M),
‖x‖(5,M) ≤ k‖x‖.
In the following we fix n ∈ N and x = (xij) ∈Mn(M). We may assume that ‖x‖ = 1.
Let F = {xij}ni,j=1 be a finite subset of M. Note M is a countably decomposable type II1
von Neumann algebra with Property Γ. From Lemma 3.6, it follows that there exists a von
Neumann algebra M1 with separable predual and with Property Γ such that F ⊆ M1 ⊆ M.
It is easy to see from Definition 4.1 that
‖x‖(5,M) ≤ ‖x‖(5,M1).
Hence, to prove the theorem, it suffices to show that there exists a universal constant k > 0
such that
‖x‖(5,M1) ≤ k.
Replacing M by M1, we can assume that M has separable predual and Property Γ.
Since M has separable predual, by Proposition A.2.1 in [14], there is a faithful normal
representation π ofM on a separable Hilbert space H . Replacing M by π(M) if necessary, we
assume that M is acting on a separable Hilbert space.
Let ZM be the center of M. Let M =
∫
X
⊕Msdµ and H = ∫X⊕Hsdµ be the direct
integral decompositions of M and H relative to ZM as in Lemma 2.4. By Proposition 3.12 in
[23], we may assume that Ms is a type II1 factor with Property Γ for every s ∈ X . For any
ǫ > 0, applying Corollary 4.2 in [23], we obtain n orthogonal equivalent projections p1, p2, . . . , pn
in M summing to I such that
n∑
i,j=1
‖(xij −
n∑
m=1
pmxijpm)(s)‖22,s < ǫ2, (4.20)
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where ‖ · ‖2,s is the 2-norm induced by the unique trace τs onMs for s ∈ X almost everywhere.
Decompose
x = (
n∑
m=1
pmxijpm) + (xij −
n∑
m=1
pmxijpm). (4.21)
Let xm = (pmxijpm) for 1 ≤ m ≤ n. Therefore xm = (1 ⊗ pm)x(1 ⊗ pm) for 1 ≤ m ≤ n. By
applying Lemma 5 in [20], for each m,
‖xm‖(3,M) ≤ 1.
Since (
n∑
m=1
pmxijpm) = (
n∑
m=1
pm(pmxijpm)pm), by Lemma 14 in [20],
‖(
n∑
m=1
pmxijpm)‖(5,M) ≤ 1. (4.22)
Let x′ij = xij −
n∑
m=1
pmxijpm for each i, j ∈ {1, 2, . . . , n}. It follows that ‖(x′ij)‖ ≤ 2. By
Lemma 4.2, (4.20) implies that there exist n orthogonal equivalent projections p′1, p
′
2, . . . , p
′
n and
n orthogonal equivalent projections q′1, q
′
2, . . . , q
′
n such that
x′ij = p
′
1x
′
ijq
′
1 + h
′
ij
with ‖h′ij‖ ≤ 3ǫ
√
n. By Lemma 5 in [20],
‖(p′1x′ijq′1)‖(5,M) ≤ ‖(p′1x′ijq′1)‖(3,M) = ‖(1⊗ p′1)(x′ij)(1⊗ q′1)‖(3,M) ≤ 2. (4.23)
Since ‖h′ij‖ ≤ 3ǫ
√
n for every i, j ∈ {1, 2, . . . , n}, we obtain
‖(h′ij)‖(5,M) ≤ n‖(h′ij)‖
≤ n3 sup{‖h′ij‖ : i, j ∈ {1, 2, . . . , n}}
≤ 3n3√nǫ. (4.24)
By (4.21), (4.22), (4.23) and (4.24), ‖x‖(5,M) ≤ 3 + 3n3
√
nǫ. Since ǫ was arbitrarily chosen,
we obtain that ‖x‖(5,M) ≤ 3. Therefore
d(M) ≤ 5.
The proof is complete. 
5. Similarity degree of a class of C∗-algebras
In this section we will deal with the similarity degree of a class of C∗-algebras with certain
properties. We will conclude that d(A) ≤ 3 if A is a separable unital Z-stable C∗-algebra.
Before we prove the main theorem of this section, we give the following lemma.
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Lemma 5.1. Let M be a von Neumann algebra with the type decomposition
M =M1 ⊕Mc1 ⊕Mc∞ ⊕M∞,
where M1 is a type I von Neumann algebra, Mc1 is a type II1 von Neumann algebra, Mc∞
is a type II∞ von Neumann algebra and M∞ is a type III von Neumann algebra. Suppose
Mc1 has finite similarity degree. If φ is a bounded unital representation of M on a Hilbert
space H, which is continuous from M, with the topology σ(M,M♯), to B(H), with the topology
σ(B(H), B(H)♯), then φ is completely bounded.
Proof. Observe that there is no trace on Mc∞ ⊕M∞. It follows from Theorem 8 in [20]
that Mc∞ ⊕M∞ has finite similarity degree. From the hypothesis, Mc1 has finite similarity
degree.
Since M1 is of type I, there is a directed collection {Ai : i ∈ I} of finite dimensional unital
C∗-subalgebras such that ∪i∈IAi is dense in M1 under the topology σ(M,M♯). Let A be the
norm closure of ∪i∈IAi. Then A is also dense in M1 under the topology σ(M,M♯). Each Ai
is finite dimensional, therefore Ai is nuclear for each i ∈ I. It follows from Proposition 11.3.12
in [16] that A is nuclear. By Theorem 4.1 in [3], A has finite similarity degree.
Now let B = A⊕Mc1⊕Mc∞⊕M∞. Then B is dense inM under the topology σ(M,M♯) and
we can obtain that B has finite similarity degree by Remark 6 in [19]. Thus the restriction of φ
to B is completely bounded. Notice that φ is continuous fromM, with the topology σ(M,M♯),
to B(H), with the topology σ(B(H), B(H)♯). Now we conclude that φ is a completely bounded
representation of M on H .

The following Theorem gives an estimation of ‖φ‖cb in the case that Mc1 is a countably
decomposable type II1 von Neumann algebra with Property Γ. The main idea of the proof of
the following theorem is based on the one used by Christensen in [6].
Theorem 5.2. Let M be a von Neumann algebra with the type decomposition
M =M1 ⊕Mc1 ⊕Mc∞ ⊕M∞,
where M1 is a type I von Neumann algebra, Mc1 is a type II1 von Neumann algebra, Mc∞ is a
type II∞ von Neumann algebra and M∞ is a type III von Neumann algebra. Suppose Mc1 is a
countably decomposable von Neumann algebra with Property Γ. If φ is a bounded unital repre-
sentation ofM on a Hilbert space H, which is continuous fromM, with the topology σ(M,M♯),
to B(H), with the topology σ(B(H), B(H)♯), then φ is completely bounded and ‖φ‖cb ≤ ‖φ‖3.
Proof. By Theorem 4.4 we can obtain that Mc1 has finite similarity degree. It follows
directly from Lemma 5.1 that φ is completely bounded. Therefore there exists an invertible
positive operator t ∈ B(H) such that π(·) = tφ(·)t−1 is a unital ∗-homomorphism. Since φ is
continuous fromM in σ(M,M♯) topology to B(H) in σ(B(H), B(H)♯) topology, π is continuous
from M in σ(M,M♯) topology to B(H) in σ(B(H), B(H)♯) topology.
Let I = ker(π). Then I is a two-sided idea in M and is closed in σ(M,M♯) topology.
From Proposition 1.10.5 in [25], it follows that there is a central projection p in M such that
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I = pM. Let φp, πp : (I − p)M→ B(H) be defined by
φp(a) = φ(a) and πp(a) = π(a) for a ∈ (I − p)M.
By the choice of p, we know that φp and πp are injective homomorphisms from (I − p)M to
B(H) such that ‖φp‖ = ‖φ‖, ‖φp‖cb = ‖φ‖cb, and φp(·) = tπp(·)t−1. Moreover, by the fact that
p is a central projection, we have
(I − p)M = (I − p)M1 ⊕ (I − p)Mc1 ⊕ (I − p)Mc∞ ⊕ (I − p)M∞,
and (I − p)Mc1 is a type II1 von Neumann algebra with Property Γ. Replacing M, φ, and π by
(I − p)M, φp, and πp if necessary, we might assume that
φ is an injective homomorphism and π is a ∗-isomorphism.
Dividing t by ‖t‖ if necessary, we assume that ‖t‖ = 1.
Let (M)1 be the unit ball of M and (π(M))1 be the unit ball of π(M). Note σ(M,M♯)
topology (or σ(B(H), B(H)♯) topology) coincides with the weak operator topology (WOT ) on
bounded subsets of M (or B(H) respectively). Since π is continuous from M in σ(M,M♯)
topology to B(H) in σ(B(H), B(H)♯) topology, π is WOT -WOT continuous when restricted to
bounded subsets of M. Therefore π(M) is a von Neumann algebra.
Let p1, p2, p3 be central projections in M with sum I such that p1M = M1, p2M = Mc1
and p3M =Mc∞ ⊕M∞. By assumption on M, we know thatMc1 is a type II1 von Neumann
algebra with Property Γ. Moreover
qi = π(pi)
is a central projection in π(M) for each i = 1, 2, 3 and we can decompose
π = π1 ⊕ π2 ⊕ π3,
where
πi(a) = π(pia) = qiπ(a), ∀a ∈M, i = 1, 2, 3.
Since π is WOT -WOT continuous when restricted to bounded subsets of M, each πi is WOT -
WOT continuous on bounded sets ofM. If one of π1, π2, π3 is trivial, the following proof will be
simplified. Here we assume that they are all nontrivial. By a similar argument as the preceding
paragraph, we obtain that πi(M) is a von Neumann algebra over qiH for i = 1, 2, 3. Since π
is a ∗-isomorphism from Mc1 onto π(Mc1) = π2(Mc1) and Mc1 is a countably decomposable
type II1 von Neumann algebra with Property Γ, π2(Mc1) is a countably decomposable type II1
von Neumann algebra with Property Γ.
Let c = ‖φ‖. It follows that for any a ∈ (M)1,
φ(a)φ(a)∗ ≤ c2.
Since π(·) = tφ(·)t−1 and t is positive, we obtain that for any a ∈ (M)1,
π(a)t2π(a)∗ ≤ c2t2. (5.1)
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Since π is a ∗-isomorphism between M and π(M), we know that π((M)1) = (π(M))1. Now,
equation (5.1) implies that for any unitary u ∈ π(M), ut2u∗ ≤ c2t2. Therefore for any unitaries
u, v ∈ π(M),
ut2u∗ ≤ c2vt2v∗. (5.2)
To show ‖φ‖cb ≤ c3, we just need to prove that for any n ∈ N and any unitary U ∈Mn(M),
π(n)(U)(In ⊗ t2)π(n)(U∗) ≤ c6(In ⊗ t2), (5.3)
where π(n) : Mn(M)→ B(Hn) is the n−folded map of π.
Now fix n ∈ N, ǫ > 0 and a unitary U ∈ Mn(M). Let x = (x1, x2, . . . , xn) be a unit vector
in Hn. Denote
x(i) = (In ⊗ pi)x = (x(i)1 , x(i)2 , . . . , x(i)n ), i = 1, 2, 3.
In the following we will carry out computations according to the representations π1, π2, π3 and
prove inequality (5.3) in each case.
We will first replace t2 by an element that commutes with q1, q2 and q3.
Note π2(Mc1) is a countably decomposable type II1 von Neumann algebra with Property Γ.
Thus there exists a faithful normal tracial state ρ on π2(Mc1). Let ‖·‖2 be the 2-norm induced by
ρ on π2(Mc1). Then 2-norm topology coincides with the strong operator topology on bounded
subsets of π2(Mc1). It follows from Corollary 3.4 in [23] that we can obtain n orthogonal
equivalent projections r1, r2, . . . , rn in π2(Mc1) with sum q2 such that, for each i ∈ {1, 2, . . . , n},
‖ (In ⊗ (1− ri)) (π2)(n)(U2) (In ⊗ ri)x(2)‖ ≤ ( ǫ
n3
)1/2. (5.4)
From the fact that projections r1, r2, . . . , rn are orthogonal equivalent projections in π2(Mc1),
there exists a system of matrix units {rij : i, j = 1, 2, . . . , n} ⊆ π2(Mc1) in such that rii = ri for
each i. Denote by N the von Neumann algebra generated by {rij : i, j = 1, 2, . . . , n}. It follows
that N ∼= Mn(C) and q2 ∈ N .
Since Mc∞ is of type II∞ and M∞ is of type III, there exist subfactors B2 in Mc∞ and B3
inM∞ such that B2 ∼= B3 ∼= B(l2(N). Hence, there exists a subfactor B of π3(M) (=π3(Mc∞⊕
M∞)) such that B ∼= B(l2(N)) and q3 ∈ B. Take K = B′ ∩ π3(M). By Lemma 11.4.11 in [16],
π3(M) ∼= B ⊗ K.
LetR = π1(M)⊕N⊕B. SinceM1 is of type I, the von Neumann algebra π1(M) (=π1(M1))
is of type I. By the choices of B and N , we know that R is a type I von Neumann algebra and
thus an injective von Neumann algebra. Let U be the unitary group of R. Hence the set
W = convuw{ut2u∗ : u ∈ U} ∩ R′ (5.5)
is nonempty, where convuw{ut2u∗ : u ∈ U} denotes the closure of the convex hull of the set
{ut2u∗ : u ∈ U} in the ultraweak topology. Choose m ∈ W . It is clear to see that ‖m‖ ≤ ‖t2‖ ≤
1. By equation (5.2), for any unitaries u, v ∈ π(M),
umu∗ ≤ c2vmv∗. (5.6)
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Since q1, q2 and q3 are in R, we obtain that m commutes with q1, q2 and q3. Let
m1 = q1m, m2 = q2m and m3 = q3m.
Therefore inequality (5.6) implies
(i) for any unitaries u, v ∈ π1(M1),
um1u
∗ ≤ c2vm1v∗; (5.7)
(ii) for any unitaries u, v ∈ π2(Mc1),
um2u
∗ ≤ c2vm2v∗; (5.8)
(iii) for any unitaries u, v ∈ π3(Mc∞ ⊕M∞),
um3u
∗ ≤ c2vm3v∗. (5.9)
Since m ∈ R′, it commutes with π1(M). Thus In ⊗ m1 commutes with π(n)1 (M). So we
obtain that
(π1)
(n)(U)(In ⊗m1)(π1)(n)(U∗) = (In ⊗m1)(π1)(n)(U)(π1)(n)(U∗) = In ⊗m1. (5.10)
Since m ∈ R′ and K = B′ ∩ π3(M), we get m3 ∈ K. Combining inequality (5.9) with the
facts that B ∼= B(l2(N)), π3(M) ∼= B ⊗ K and m ∈ K, we conclude that
(π3)
(n)(U)(In ⊗m3)(π3)(n)(U∗) ≤ c2(In ⊗m3). (5.11)
In the following we will deal with (π2)
(n) and Mc1. We will use arguments similar to the
ones used in the proof of Lemma 5 in [20] and in the proof of Theorem 2.3 in [6].
Recall r1, r2, . . . , rn are orthogonal equivalent projections in π2(Mc1) such that
r1 + r2 + · · ·+ rn = q2. (5.12)
Also recall that {rij : i, j = 1, 2, . . . , n} is a system of matrix units of N satisfying, for each
i ∈ {1, 2, . . . , n}, we have rii = ri and
‖ (In ⊗ (1− ri)) (π2)(n)(U2) (In ⊗ ri)x(2)‖ ≤ ( ǫ
n3
)1/2. (5.13)
Let (eij) be a system of matrix units for Mn(C). For k = 1, 2, . . . , n, let
fk =
n∑
i=1
ei1 ⊗ rki.
Therefore for each k = 1, . . . , n,
fkf
∗
k = In ⊗ rk, f ∗kfk = e11 ⊗ q2 and fk(In ⊗m2) = (In ⊗m2)fk. (5.14)
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Since ‖m‖ ≤ 1, by equation (5.12) and inequalities (5.13), (5.14) we obtain
〈(π2)(n)(U)(In ⊗m2)(π2)(n)(U∗)x(2), x(2)〉
=
n∑
i,j,k=1
〈(In ⊗ ri)(π2)(n)(U)(In ⊗ rj)(In ⊗m2)(π2)(n)(U∗)(In ⊗ rk)x(2), x(2)〉
≤
n∑
k=1
〈(In ⊗ rk)(π2)(n)(U)(In ⊗ rk)(In ⊗m2)(π2)(n)(U∗)(In ⊗ rk)x(2), x(2)〉+ ǫ
=
n∑
k=1
〈fkf ∗k (π2)(n)(U)fkf ∗k (In ⊗m2)(π2)(n)(U∗)fkf ∗kx(2), x(2)〉+ ǫ
=
n∑
k=1
〈f ∗k (π2)(n)(U)fk(In ⊗m2)f ∗k (π2)(n)(U∗)fkf ∗kx(2), f ∗kx(2)〉+ ǫ. (5.15)
For each k ∈ {1, 2, . . . , n}, let
yk = f
∗
kx
(2) and ak = f
∗
k (π2)
(n)(U)fk (5.16)
By the choice of fk, we have
ak = (e11 ⊗ q2)ak(e11 ⊗ q2) and ‖ak‖ = ‖f ∗k (π2)(n)(U)fk‖ ≤ ‖f ∗k‖‖fk‖ = 1.
Denote ak = e11 ⊗ a′k, where a′k ∈ π2(Mc1) is a contraction. As π2(Mc1) is of type II1, we can
find two unitaries uk and vk in π2(Mc1) such that a′k = uk+vk2 . So
ak =
1
2
(e11 ⊗ (uk + vk)), ∀ k = 1, · · · , n. (5.17)
By inequality (5.8),
(e11 ⊗ uk)(In ⊗m2)(e11 ⊗ uk)∗ ≤ c2(e11 ⊗m2) (5.18)
and
(e11 ⊗ vk)(In ⊗m2)(e11 ⊗ vk)∗ ≤ c2(e11 ⊗m2) (5.19)
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It follows from (5.15), (5.16) and (5.17) that
〈(π2)(n)(U)(In ⊗m2)(π2)(n)(U∗)x(2), x(2)〉
≤
n∑
k=1
〈f ∗k (π2)(n)(U)fk(In ⊗m2)f ∗k (π2)(n)(U∗)fkf ∗kx(2), f ∗kx(2)〉+ ǫ
=
1
4
n∑
k=1
〈(e11 ⊗ (uk + vk))(In ⊗m2)(e11 ⊗ (uk + vk))∗yk, yk〉+ ǫ
≤1
4
n∑
k=1
〈(e11 ⊗ (uk + vk))(In ⊗m2)(e11 ⊗ (uk + vk))∗yk, yk〉
+
1
4
n∑
k=1
〈(e11 ⊗ (uk − vk))(In ⊗m2)(e11 ⊗ (uk − vk))∗yk, yk〉+ ǫ
=
1
2
n∑
k=1
〈(e11 ⊗ uk)(In ⊗m2)(e11 ⊗ uk)∗yk, yk〉
+
1
2
n∑
k=1
〈(e11 ⊗ vk)(In ⊗m2)(e11 ⊗ vk)∗yk, yk〉+ ǫ.
Thus by (5.18) and (5.19),
〈(π2)(n)(U)(In ⊗m2)(π2)(n)(U∗)x(2), x(2)〉
≤c2
n∑
k=1
〈(e11 ⊗m2)yk, yk〉+ ǫ
=c2
n∑
k=1
〈fk(In ⊗m2)f ∗kx(2), x(2)〉+ ǫ. (5.20)
Since fk commutes with In ⊗m2, we obtain from (5.20) that
〈(π2)(n)(U)(In ⊗m2)(π2)(n)(U∗)x(2), x(2)〉 = c2
n∑
k=1
〈fkf ∗k (In ⊗m2)x(2), x(2)〉+ ǫ
= c2〈(In ⊗m2)x(2), x(2)〉+ ǫ. (5.21)
Since x and ǫ were arbitrarily chosen, (5.21) implies that
(π2)
(n)(U)(In ⊗m2)(π2)(n)(U∗) ≤ c2(In ⊗m2). (5.22)
Hence by inequalities (5.10), (5.11) and (5.22), we obtain
π(n)(U)(In ⊗m)π(n)(U∗) ≤ c2(In ⊗m), for all unitary U ∈Mn(M). (5.23)
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Since m ∈ W , it follows from (5.2) and (5.5) that t2 ≤ c2m and m ≤ c2t2. Therefore (5.23)
implies
π(n)(U)(In ⊗ t2)π(n)(U∗) ≤ c6(In ⊗ t2), for all unitary U ∈ Mn(M).
It follows that
‖φ||n ≤ ‖φ‖3 for all n ∈ N,
and
‖φ‖cb ≤ ‖φ‖3.
The proof is complete. 
The class of C∗-algebras in the following theorem was considered in [11] and it was shown
in [11] such C∗-algebras have similarity degree no more than 11. The following theorem gives a
better estimation.
Theorem 5.3. Suppose A is a separable unital C∗-algebra satisfying
Condition (G): if π is a unital ∗-representation of A on a Hilbert space H such that
π(A)′′ is a type II1 factor, then π(A)′′ has Property Γ, where π(A)′′ is the von Neumann
algebra generated by π(A) in B(H).
Then d(A) ≤ 3. Moreover, if A is non-nuclear, then d(A) = 3.
Proof. Suppose A is a separable unital C∗-algebra satisfying Condition (G): If π is a unital
∗-representation of A on a Hilbert space K1 such that π(A)′′ is a type II1 factor, then π(A)′′ has
Property Γ, where π(A)′′ is the von Neumann algebra generated by π(A) in B(K1).
Suppose φ is a unital bounded homomorphism of A on a Hilbert space K.
Since we just need to show that ‖φ‖cb ≤ ‖φ‖3, we can focus on φ(A) contained in the C∗-
subalgebra of B(K) generated by φ(A), which is a separable C∗-algebra. Applying the GNS
construction to a faithful state on the C∗-subalgebra generated by φ(A) if necessary, we may
just assume that K is a separable Hilbert space.
From Lemma 2.3, φ can be extended to a bounded unital homomorphism φ˜ : A♯♯ → B(H)
that is σ(A♯♯,A♯)→ σ(B(H), B(H)♯) continuous. Moreover ‖φ˜‖ = ‖φ‖ and ‖φ‖cb ≤ ‖φ˜‖cb.
Let I = ker(φ˜). Thus I is a two-sided ideal of A♯♯ and is closed in the σ(A♯♯,A♯) topology.
From Proposition 1.10.5 in [25], it follows that there is a projection p in the center of A♯♯ such
that I = pA♯♯. Define φ˜p : (I − p)A♯♯ → B(K) as follows
φ˜p(a) = φ˜(a), ∀ a ∈ (I − p)A♯♯.
Then φ˜p is a unital injective homomorphism, which is σ(A♯♯,A♯) to σ(B(H), B(H)♯) continuous.
Moreover, ‖φ˜‖ = ‖φ˜p‖ and ‖φ˜‖cb = ‖φ˜p‖cb.
We claim that (I − p)A♯♯ is countably decomposable. Assume {Pλ}λ∈Λ is a family of or-
thogonal projections in (I − p)A♯♯ with sum I − p. Let B be the von Neumann subalgebra
generated by {Pλ}λ∈Λ in (I − p)A♯♯. Obviously, Kadision’s Similarity Problem for B has an
affirmative answer. In other words, there exists a positive invertible operator T in B(K) such
that T φ˜p(·)T−1 is a ∗-homomorphism from B to B(K), whence {T φ˜p(Pλ)T−1}λ∈Λ is a family
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of orthogonal projections in B(K). From the facts that K is separable and φ˜p is injective, we
conclude that Λ is a countable set and (I − p)A♯♯ is countably decomposable.
Since A embeds into A♯♯ as a σ(A♯♯,A♯)-dense C∗-subalgebra, we know that (I − p)A♯♯ is
countably generated as a von Neumann algebra. Combining with the result that (I − p)A♯♯ is
countably decomposable, we obtain that (I − p)A♯♯ has a separable predual. Without loss of
generality, we might assume that (I − p)A♯♯ acts on a separable Hilbert space H .
Suppose (I − p)A♯♯ has a type decomposition
(I − p)A♯♯ =M1 ⊕Mc1 ⊕Mc∞ ⊕M∞,
where Mc1 is the type II1 central summand. We can assume that Mc1 acts on a separable
Hilbert space H1.
Notice that if Mc1 = 0, then the proof of Theorem 5.2 will be simplified and
‖φ‖cb ≤ ‖φ˜‖cb ≤ ‖φ˜‖3 = ‖φ‖3.
In the following we will assume that Mc1 is nonvanishing and we show that Mc1 is a type II1
von Neumann algebra with Property Γ. Let M⌋∞ =
∫
X
⊕
Msdµ and H1 =
∫
X
⊕
Hsdµ be the
direct integral decompositions of Mc1 and H1 relative to the center of Mc1. Thus Ms is a
type II1 factor for almost s ∈ X . Note that A embeds into A♯♯ as a σ(A♯♯,A♯)-dense separable
C∗-subalgebra. Also note p is a central projection of A♯♯. By Theorem 14.1.13 in [16], there is
a unital ∗-homomorphism ψs from (I − p)A to Ms such that ψs((I − p)A) generates Ms as a
von Neumann algebra for almost s ∈ X . Let ψˆs : A → Ms be such that ψˆs(a) = ψs((I − p)a)
for all a ∈ A. Then ψˆs is a ∗-homomorphism from A intoMs such that ψˆs(A) generatesMs as
a von Neumann algebra, for s ∈ X almost everywhere. Since A satisfies condition (G),Ms is a
type II1 factor with Property Γ, for s ∈ X almost everywhere. From Proposition 3.12 in [23], it
induces that Mc1 is a type II1 von Neumann algebra with Property Γ.
Since φ˜p : (I−p)A♯♯ → B(K) is a unital homomorphism, which is σ(A♯♯,A♯) to σ(B(H), B(H)♯)
continuous, by Theorem 5.2, we have that ‖φ˜p‖cb ≤ ‖φ˜p‖3, whence
‖φ‖cb ≤ ‖φ˜‖cb = ‖φ˜p‖cb ≤ ‖φ˜p‖3 = ‖φ˜‖3 = ‖φ‖3
and d(A) ≤ 3.
It was shown in [21] that the similarity degree of a C∗-algebra is less than or equal to 2 if
and only if the C∗-algebra is nuclear. Notice that the similarity degree is always an integer.
Since d(A) ≤ 3, we know if A is non-nuclear, then d(A) = 3. The proof is complete. 
Definition 5.4. A unital C∗-algebra A is said to have Property c∗-Γ if it satisfies Condition
(G) in Theorem 5.3, as follows: If π is a unital ∗-representation of A on a Hilbert space H such
that π(A)′′ is a type II1 factor, then π(A)′′ has Property Γ, where π(A)′′ is the von Neumann
algebra generated by π(A) in B(H).
Corollary 5.5. Let A be a separable unital C∗-algebra. Suppose B is a nuclear separable
unital C∗-algebra with no finite dimensional representations. Then A⊗min B has Property c∗-Γ
and d(A⊗min B) ≤ 3, where A⊗min B is the minimal tensor product of A and B.
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Proof. By Theorem 5.3, we only need to prove the following statement: if π is a represen-
tation of A⊗minB on a Hilbert space H and π(A⊗minB)′′ is a type II1 factor, then π(A⊗minB)′′
has Property Γ.
Assume that π is a representation of A⊗minB on a Hilbert space H andM = (π(A⊗min B))′′
is a type II1 factor.
Since IA ⊗ B is a nuclear C∗-algebra with no finite dimensional representation, we get that
π(IA⊗B)′′ is an infinite dimensional hyperfinite von Neumann algebra. By the fact that π(IA⊗B)
commutes with π(A⊗ IB), it follows that π(IA ⊗ B)′′ is a hyperfinite type II1 factor.
Note that (i) M is the type II1 factor generated by commuting C∗-subalgebras π(A ⊗ IB)
and π(IA⊗B), and (ii) π(IA ⊗B)′′ is a hyperfinite type II1 factor. A standard argument shows
that M has Property Γ and the proof of the corollary is complete. 
Since the Jiang-Su algebra Z (see definition in [12]) is nuclear, simple and infinite dimen-
sional, we obtain the next corollary directly.
Corollary 5.6. If a separable, non-nuclear, unital C∗-algebra A is Z-stable, then d(A) = 3.
Example 5.7. Let F2 be a non-abelian free group on two generators a, b and C
∗
r (F2) be the
reduced C∗-algebra of free group factor on two standard generators λ(a), λ(b). Let Aut(C∗r (F2))
be the automorphism group of C∗r (F2). Let θ be an irrational number. Let Z be the group of
integers and g be a generator of Z. Let
α : Z→ Aut(C∗r (F2))
be a group homomorphism from Z to Aut(C∗r (F2)) defined by the following action:
α(g)(λ(a)) = e2πi·θλ(a) and α(g)(λ(b)) = e2πi·θλ(b).
Let C∗r (F2)⋊αZ be the reduced crossed product of C
∗
r (F2) by an action α of Z. Then C
∗
r (F2)⋊αZ
has Property c∗-Γ (see [11]) and d(C∗r (F2)⋊α Z) = 3.
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