[1] Geomagnetic perturbation is an important aspect to determine the capability of a 3-D MHD model in predicting space weather. Taking the substorm event of 8 March 2008 as an example, we compare the equivalent current systems (ECS) in the ionosphere derived from the global PPMLR-MHD simulation model and the ground-based magnetic field observations using the KRM inversion algorithm. The evolution of ECS is utilized to give a global view of the temporal and spatial development of the magnetic fields on the ground. The PPMLR-MHD model has generally reproduced the main characters of the large-scale magnetic field variation on the ground. The magnetic latitude and local time distribution of the ECS is in reasonably agreement with the inversion results during the disturbed period. We hopefully consider the ECS to be a promising numerical forecast product of the global geomagnetic variation from an global 3-D MHD model in the future. 
Introduction
[2] Global magnetohydrodynamics (MHD) simulations have played a significant role in space weather studies in recent decades. Despite rapid implementation of spaceborne and ground-based geospace environment monitoring projects, it is crucial to develop global models in order to understand the observations of the magnetosphere-ionosphere coupling system in a global context and, eventually, to make accurate space weather predictions. However, before any prediction may be made, various validation work must be carried out to evaluate the prediction capability of forecast models.
[3] Much work has been done to compare simulation results with both space-based and ground-based observations for different global MHD magnetospheric codes [e.g., Lopez et al., 2001; Pulkkinen et al., 1998; Raeder et al., 2001a Raeder et al., , 2001b Wang et al., 2008] . Since geomagnetic perturbation, as the manifestation of the farthest downstream energy propagation in solar wind-magnetosphere-ionosphere system, possesses integrated information about this coupling system, it could be a good candidate to use to validate 3-D MHD magnetospheric models. Nevertheless, it is also important to predict geomagnetic perturbation for its applied signification. Induced by temporal variation of external magnetic field, geomagnetically induced currents (GIC) flowing in long conductor systems on the ground could cause the collapse of the power system and accelerate the erosion of pipelines when geomagnetic storms happen [Pirjola et al., 2000] . A 3-D MHD model could be a promising candidate to use to predict the GIC in ground technology systems [Pulkkinen et al., 2007] . Thus, the prediction of geomagnetic variation is taken seriously nowadays. Raeder et al. [2001a] compared the data from 37 geomagnetic stations with their simulation results of the Bastille Day storm and found that the model results agree better with observations in the polar cap dayside and most subauroral stations than those obtained in the stations located in the auroral zone. Shao et al. [2002] calculated the ground magnetic field perturbation at four magnetometer sites by using the ionosphere current derived from LyonFedder-Mobarry Global MHD code for the 10 January 1997 storm. Their comparison shows reasonable agreement between observations and simulations, but they found the model underestimated the westward drift flow. In order to investigate how well the code performs on predicting geomagnetic variation and the time derivatives, Yu and Ridley [2008] compared data of more than 150 magnetometers with simulations using the University of Michigan's MHD code. They showed that the code compared well with some stations while missing the general trends for other stations. All these works are limited to carrying out comparisons at individual observatories, a global view of the evolution of the geomagnetic variation is still lacking. However, the accurate prediction of the geomagnetic perturbation at individual magnetometers is still a significant challenge 1 for global MHD simulations, which make lots of ideal assumptions, especially trying to reproduce the magnetic variations at every location simultaneously. In this study, we utilize equivalent current systems (ECS) as a proxy to compare the temporal and spatial evolution of large-scale geomagnetic perturbation with the observation-based inversion results instead of conducting comparisons at every single magnetometer site. We will focus on the evolution of the geomagnetic variation in this study.
[4] The concept of ECS was introduced at the beginning of twentieth century to find a way to represent the timevarying configuration of global ground magnetic perturbation [Kamide et al., 1976] . It is determined by assuming that all currents are responsible for magnetic disturbances flow in a thin shell of the ionosphere. We could roughly assume that the horizontal magnetic variation on the ground is proportional to the overhead current intensity and the magnetic perturbation direction corresponds to a counterclockwise rotation of equivalent current vector through 90°. In the past several decades, ECS derived on basis of instantaneous ground magnetic variation was a useful tool to examine the time evolution of large-scale geomagnetic variation during magnetosphere disturbances [Kroehl and Richmond, 1980] . It is found that ECS of the substorm consists of two main features: DP 1 equivalent current system and DP 2 equivalent current system, which can be associated directly with magnetospheric convection [Clauer and Kamide, 1985; Nishida, 1968a Nishida, , 1968b . Characterized by an intense westward current in the dark sector, the DP 1 equivalent current system is associated with the expansion phase of substorm. While the DP 2 equivalent current system exists during both quiet and disturbed times and is composed of one vortex on the morning sector one vortex on the evening sector at high latitudes.
[5] By taking the disturbed period of 8 March 2008 as an example, ECS obtained from our simulation model and its counterpart which is based on observations will be compared in detail. This event is presented in section 2. The numerical model, especially the ionosphere conductance model, is introduced in section 3. The inversion algorithm is briefly described in section 4. The detailed comparisons are made in section 5. The discussion and summary are given in section 6.
The 8 March 2008 Event
[6] A period from 1000 UT to 2100 UT of 8 March 2008 is selected as a test example, during which two isolated substorms occur. Figure 1 shows the AU/AL index and SYM − H index during this period. Indicated by the AL index, the first substorm started at about 1130 UT and reached its peak round 1340 UT, when it started to recover. Not until 1500 UT does it return to the quiet level. The second event started approximately at 1650 UT and lasted more than 3 h before returning to the quiet level. The second substorm seems less intense than the first one, with the minimum value of AL of about 550 nT compared with 850 nT for the first one. During these two substorms, the minimum SYM − H index is −15 nT and −35 nT, respectively, implying there are no major magnetic storms during this time period.
3. The MHD Approach [7] We employ the global MHD magnetospheric code, namely, PPMLR-MHD, developed by Hu et al. [2007] , which is based on the ideal MHD equations for the solar wind-magnetosphere-ionosphere coupling system. More details of the model and the numerical algorithm are given by Hu et al. [2007] . The numerical box is taken to be −300 R E ≤ x ≤ 30 R E , −150 R E ≤ y, z ≤ 150 R E with the smallest grid spacing of 0.4 R E in GSM coordinates in this study. The inner boundary is taken at 3 R E centered on the Earth. From this boundary the field-aligned currents (FAC) are mapped to the ionosphere along the Earth's dipole magnetic field lines. Then we solve the electrostatic potential equation to get the ionospheric potential, which is then mapped back to the inner boundary and is used to calculate the convection velocity. Here, the electrostatic potential equation satisfies
where S is the ionospheric height-integrated conductance tensor, F denotes the ionospheric potential, J k is the density of FAC with the entering current from inner magnetosphere considered positive, and I is the Earth's magnetic field inclination at the ionosphere.
The Conductance Model
[8] Two models are applied together to calculate the conductance tensor (constructed by the ionospheric Hall and Pedersen conductances S H and S P ). For the contribution from solar EUV radiation, we use an empirical model in which the conductance depends only on the solar flux F 10.7 and solar zenith angle c [Moen and Brekke, 1993] : The other conductance model in our simulation is used for the auroral region, in which the geomagnetic disturbance data are employed as follows:
In the model, the auroral electrojets are divided into different regions which are specified by combinations of horizontal component DH and vertical component DZ of the magnetic perturbation, as well as by the magnetic local time (MLT). Formula (4) is then employed in each region; constants a and b are different for each region and each conductance type. The tabled coefficients a and b are given by Ahn et al. [1998] . The Hall and Pedersen conductances over the dark polar cap region and subauroral region are given to be constants 2.0 S and 1.0 S, respectively, regardless of the magnetic perturbation level. Values of the horizontal component and the vertical component of magnetic perturbation on the ground must be known to calculate the heightintegrated conductance according to the conductance model. We compute them from the simulated equivalent current using Biot-Savart's law. The integration domain is limited to about 1000 km both in latitudinal and longitudinal directions overhead. It is enough to produce most of the fraction of horizontal perturbation approximately in auroral region according to a previous test. Similar results are given by Yu and Ridley [2008] . In this way, we reduce the three-dimensional Biot-Savart integration into a twodimensional integration, and the equivalent current is the important quantity to be compared with the inversion results later. This is a self-consistent process in the ionosphere; Figure 2 shows this coupled magnetosphere-ionosphere model schematically.
Simulated Equivalent Current Systems
[9] The total height-integrated horizontal ionospheric current can be generally split into two parts [Kamide et al. 1981; Raeder et al. 2001b ]: the poloidal current J P and toroidal current J T as
which satisfy
The requirement of the three-dimensional current must be divergence free means that the field-aligned current density J k (positive downward) satisfies the relation
As pointed out by Fukushima [1976] and Kamide et al. [1981] , the geomagnetic disturbance produced by the current system represented by J P and J k cancel under the assumption of radial field lines. Thus, the geomagnetic perturbations are mainly given by magnetospheric currents and toroidal current. However, the contribution from the magnetospheric currents could be ignored in comparison with the ionospheric currents for the high-latitude region in which we are interested, so the toroidal current J T could be considered as the equivalent current.
[10] Using Biot-Savart's law with J T , magnetic perturbations on the ground (DH, DZ) are obtained to compute the height-integrated conductance in the model, as mentioned in section 3.1. Here we ignore the influence of the groundinduced currents in the simulation.
The Input Parameters
[11] The model is driven by the solar wind and the interplanetary magnetic field (IMF) observations at the inflow boundary. The input parameters for the 8 March 2008 event are plotted in Figure 3 , including the three components of IMF and the solar wind velocity, the solar wind temperature and plasma density. The data are obtained from the NASA OMNI database (http://omniweb.gsfc.nasa. gov/ow.html). In order to keep the divergence-free condition, the IMF B x is fixed in the simulation. During the entire period the solar wind speed is almost constant except for a mild increase in the last couple of hours. With the increase of the solar wind speed, the plasma density decreases to 10 cm −3 and a sudden spike appears in the solar wind temperature. The remarkable feature of the IMF is that it undergoes southward turning three times during this period. They take place at about 1115 UT, 1210 UT and 1650 UT, which are marked by three vertical lines in Figure 3 ; the first southward IMF keeps a relatively short period of about 40 min. As indicated in Figure 1 , two substorms occur during the entire period. The maximum southward B z is about 15 nT and 12 nT during the two substorm periods, respectively. The OMNI data are used for the inflow boundary of the model without the correction of the time difference for the solar wind propagation from 30 R E to the bow shock nose, which is about 5 min.
The Inversion Method
[12] For the observation part, we take advantage of the KRM algorithm (see Kamide et al. [1981] for details) to derive ECS over the high-latitude region on the basis of observed geomagnetic variation. The method to derive ECS follows that used by Kamide et al. [1982] . The input data are the instantaneous horizontal components of magnetic variation at observatories distributed over the high-latitude region. One minute data of digitized X and Y recorded on the interested day are processed to remove the quiet day variations. [Yumoto and The 210°MM Magnetic Observation Group, 1996; Russell et al., 2008] . Figure 4 illustrates the distribution of these observatories in geographic coordinates; latitude circles are shown at 10°intervals down to 50°latitude.
Results
[13] First, we calculate the north-south component of magnetic variation of the stations marked in Figure 4 from inverse ECS and compare them with the actual measured magnetic perturbation to check the reliability of the inversion results. The north-south component is compared here because it has the most dominant variation. In order to quantify the difference between the inversion and geomagnetic measurement, the normalized root-mean-square difference (nRMS error) is used. As that adopted by Wang et al. [2008] , it is defined as
where DB is the magnetic perturbation for the observation (DB obs ) or the calculated value (DB cal ), and h…i indicates arithmetic mean. The perfect value for the normalized RMS error is zero, and less than 1 means the observed and calculated perturbations have similar trends with some offset. An nRMS error greater than 1 implies that the calculated perturbation may miss the basic trend of the actual perturbation, and there exists a large deviation between them.
[14] We have examined the correlations of the fitted magnetic variation and the measurement for 72 individual stations. They are consistent generally, but it is not of interests to show all of the comparisons here. Instead, we average the magnetic variation in three regions to get the an overall picture. Figure 5 shows the averaged north-south magnetic field perturbation in the polar cap, the auroral and the subauroral regions, and the whole high-latitude region of the Northern Hemisphere. Included in these averages are 9 subauroral stations (between 60°and 63°magnetic latitude), 19 auroral stations (between 63°and 70°magnetic latitude), and 16 polar cap stations (above 70°magnetic latitude). The lower limit of 60°geomagnetic latitude is set for comparison since the lower limit of MHD model is about 59°, which is decided by the location of magnetospheric inner boundary, even though the inversion provides results to 50°geomagnetic latitude. The cross correlation and normalized root-mean-square difference are labeled on the right axis for each region. The higher cross-correlation coefficient and lower nRMS difference indicate better agreement between the fitted magnetic variation and measurements. For the auroral region the cross-correlation coefficient is 0.993, and the nRMS error is 0.139, implying very good agreement. The deviation of the polar cap region and the subauroral region is somewhat larger than that of the auroral region. Nevertheless, the overall average of the cross-correlation coefficient is still almost 1, and the nRMS error is 0.274, which indicates that the reliability of the inversion result is good enough for this test example. However, we are not sure about whether the fitted magnetic variation corresponds well with the observations in the data gap region, which is unlikely to affect the results in a significant way.
[15] Similar comparisons have been also done for the simulated magnetic variation from the PPMLR-MHD model and measurements, which are shown in Figure 6 . In addition to the cross-correlation coefficient and nRMS error, the prediction efficiency (PE) as a metric is also marked on the right axis for each region. The definition of the PE is where the s obs 2 denotes the variance of the observed data and DB mod is the simulated magnetic variation. PE = 1 indicates perfect prediction while PE = 0 means that the performance of the model is as good as that of a model that uses the mean value of the magnetic variation as a predictor. Figure 6 indicates reasonable agreement between the simulations and observations in three regions. Especially, the auroral region has the best performance with the correlation coefficient of 0.717, nRMS error of 0.651 and PE of 0.440 among the three regions. At around 1200 UT just at the growth phase of the first substorm, a perturbation which lasts about 30 min is produced by simulation, which is absent in the observation.
[16] The averaged magnetic perturbation comparison in Figure 6 gives an overall impression of the performance of the MHD model. For a clear view of the latitude and local time dependent distribution of the magnetic variation, ECS are compared in detail in the following. A series of ECS patterns during the disturbed period with a time resolution of 1 min are obtained from the simulation and inversion, using the approaches described in sections 3 and 4, respectively. The comparison will be conducted in the order of time. The detailed comparison between the simulated ECS and inverse ECS at five different times during the first substorm are presented in Figure 7 . Figure 7 (top) shows the MHD simulated results, and Figure 7 (bottom) gives the inverse results. From left to right the five times are 1130 UT, 1235 UT, 1315 UT, 1345 UT, and 1410 UT, representing the typical pictures in the quiet time, growth phase, expansion phase, peak time, and recovery phase, respectively. The plots are centered on the northern magnetic pole, and circles are drawn every 10°in the magnetic latitude to the outer boundary of 60°. The equivalent current vectors are plotted at grid points every 1°in latitude and 1h in magnetic local time. The red vectors represent the westward current, and the blue ones represent the eastward current. The length of the vector represents the intensity of current; the same scale length of vector is used for both simulation and inversion. In addition, the small black asterisks in Figure 7 (bottom) mark the location of geomagnetic stations we used in the inversion.
[17] From the simulation plots, at 1130 UT the entire region is at a quiet level. An enhancement of westward current in the dawn sector and eastward current in afternoon sector appears at 1235 UT. The current system resembles the DP 2 equivalent current pattern. At the expansion phase, the current pattern of 1315 UT indicates that the growth of westward current is more intense than that of the eastward current. When the substorm reaches its peak time at 1340 UT, the simulation produces the most intense westward current, and it extends to the evening sector through midnight, which is very similar to the DP 1 equivalent current pattern. After that the substorm begins to recover gradually, and the westward electrojet diminishes and recedes to early morning sector, while the eastward current somewhat extends to evening sector. Two vortice systems play a dominate role again in the recovery phase. The equivalent current patterns at different phases are in accord with the statistical average results made by Kamide et al. [1996] .
[18] Compared with the inverse ECS as plotted in Figure 7 (bottom), the large-scale pattern of ECS produced by MHD simulation is quite similar to those produced by the inversion, especially in the auroral latitude. The equivalent current system from the simulation and inversion follows a similar evolution process. The intensity of equivalent current from the simulation is also comparable with the inverse result. All of these make us believe cautiously that the electric potential pattern and conductance distribution in the ionosphere derived from the PPMLR-MHD model may reasonably close to reality. However, there do exist some differences between the simulated and the inverse ECS. The most striking difference occurs at 1340 UT when the simulation generates a continuous westward electrojet that extends to the dusk sector through the midnight, while the intense westward current ceases at midnight as shown in the inverse plot. But it is hard to tell if the equivalent currents produced by the inversion in this region are much reliable than those from the simulation, since the data gap located in the midnight sector at that time makes the inverse results uncertain.
[19] About 1 h after the complete recovery of the first substorm, the second substorm begins to develop following a southward turning of the IMF B Z . The series of simulated ECS show an evolution process similar to the first one, which is not shown here. In order to make further comparisons, we plot the time history of the magnetic latitude dependent intensity of the equivalent currents at different magnetic local time, as shown in Figure 8 , which plots latitude-UT (Lat-UT) maps of the intensity of the equivalent currents at five magnetic local times from the simulation (Figure 8 , left) and inversion (Figure 8, right) . The westward current is specified as positive. From the top to bottom, the local times are 18 MLT, 21 MLT, 0 MLT, 03 MLT, and 06 MLT, respectively. The two maps generally show good agreement during the event. The agreements include the following: (1) the period experiences two main intense developments of the westward current, which correspond to the two substorms; (2) the westward currents concentrate at the 0-06 MLT sector and they are very weak at the evening sector for both two events, while the eastward current mainly locates in the duskside; and (3) the latitude distribution of westward electrojet is located mainly between 60°a nd 70°magnetic latitude for both substorm events.
[20] There are some discrepancies between the simulation and inversion results in both the ECS patterns and the Lat-UT maps. The simulation fails to reproduce the sufficient eastward equivalent current at evening sector during the two substorms. As shown in the inverse results of 18 MLT, there are two developments of eastward current during the two events, and the location of the second one is higher than the first one in latitude. However, the simulation fails to capture this feature at that sector. This difference indicates that large discrepancies of geomagnetic variation between simulation and observation exist at the individual magnetometer located in this region. This is not unexpected, since the MHD model does not take into account every physical process in the magnetosphere-ionosphere coupling system. For example, our MHD model does not include the ring current which might be associated with the development of the eastward current, since it is generally believed that the eastward current is closed with the partial ring current in the magnetosphere through region 2 FAC. As mentioned above, at around 1200 UT a weaker perturbation which lasts 30 min occurs at the growth phase of the first substorm in the simulation, while the inversion shows no such signal. We speculate that this short-period false perturbation might be related to the short-duration southward IMF which starts at about 1115 UT in the simulation, which implies the response of the model may be more sensitive to the small solar wind and IMF fluctuations than the real magnetosphere-ionosphere system. The third major disagreement is that the center of westward electrojet from the simulation is about 2°lower in latitude than that from the inversion, which probably resulted from the latitudinal offset of the height-integrated conductance.
[21] During the entire period, the Amderma (AMD) station located in Russia passes through the region of main Figure 9a to verify the above analysis. In the meantime, we also show the comparison in the White Horse (WHIT) station of the Alaska chain in Figure 9b as an example of good agreement. During the first substorm, the AMD station is located in the evening sector, and the magnetometer observes a positive perturbation while the simulation misses this signal, which indicates that the code fails to reproduce the eastward current in that sector. It results from the discrepancy about the eastward current analyzed above. During the second substorm, the AMD station rotates to the midnight sector, and the prediction reproduces the perturbation reasonably. Contrary to station AMD, station WHIT is mainly located in the midnight and morning sectors during this period, and the simulated geomagnetic variation shows good agreement with the observation with a high cross-correlation coefficient of 0.815 and PE of 0.656, though the perturbations at an individual magnetometer are influenced by many complicated factors.
6. Discussion and Summary [22] We have used the equivalent current system as a proxy to examine the capability of a global MHD magnetospheric code to reproduce the spatial and temporal development of large-scale geomagnetic perturbations. Taking the substorm event of 8 March 2008 as an example, we compare the equivalent current systems (ECS) in the ionosphere at the high-latitude region derived from the global PPMLR-MHD simulation model and from the KRM inversion method.
[23] The ECS generated by the KRM algorithm is based on the interpolation between the observed magnetic data, so the result could generally reproduce features on scales larger than the distance between observations. The lack of an ideal distribution of the magnetometers on the ground always limits the ability of the algorithm to generate accurately the features of substorms magnetic field variation. Uncertainties exist over the data gap area, and noticeable deviations between ECS-generated magnetograms and measurements could be found at the magnetometers near the data gap region. Nevertheless, the relatively good distribution of magnetometers in this study meets our requirement of displaying the evolution of the large-scale magnetic field variation pretty well, and the analysis in Figure 5 gives us more confidence about the performance of the inversion algorithm here.
[24] According to the comparison, the MHD model reproduces the two main perturbations during the time period, and the evolution of the ECS in the simulation is similar to that from the inversion based on the observation. The DP 2-like and DP 1-like systems are identified in the simulation during the first substorm, which are considered to be associated with the directly driven and the unloading components of the magnetosphere-ionosphere system when the substorm occurs [Kamide et al., 1996] . Lat-UT maps are also presented to give a continuous view of the development of the equivalent currents. General agreement between the simulation and inversion implies that the basic physics framework of the model is reasonable, which could produce the ground magnetic perturbation during substorms to some extent.
[25] However, there exist some discrepancies between the simulation and inversion results; especially, the MHD code fails to reproduce the eastward current accurately, which requires including the ring current in the MHD model. Unfortunately, the conductance models used in the MHD simulation are still empirical models and are not included self-consistently. Improvement of the comparison results could be achieved by utilizing the measured conductance in the model.
[26] Finally, we would like to point out that the equivalent current system could be a good tool to determine the performance of a global MHD model in predicting the magnetic perturbation on the ground. It gives us a global view of the magnetic latitude and magnetic local time dependence of the ground magnetic perturbation. Furthermore, it could be a promising numerical forecast product for the global geomagnetic disturbances in the future for its comprehensive viewpoint rather than a single index.
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