Abstract Regularity properties for (local) minimizers of elastic energies have been challenging mathematical techniques for many years. Recently the interest has resurfaced due in part to the fact that existing partial regularity results do not suffice to ensure existence of (classical) solutions to problems involving free discontinuity sets. The analysis of such questions was started with the fundamental work of De Giorgi in the early 80 ; s in connection with the Mumford-Shah model for image segmentation in computer vision, and later applied to some models for fracture mechanics, thin films, and membranes ( [1] , [18] , [20] 
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The main result of this paper is the following theorem. 
Proof. Since 
which, together with ii), concludes the proof of iv). D
Proof of the Regularity Theorem
In this section we assume that ), where q o {\) := a + A(l -a/2).
Before proceeding with the proof of this result, we remark that using an iterative scheme where Ao := 0, Afc+i := <7o(Afc),
hence (2.1) will follow for all 0 < A < 2 and, as justified in Section 2, this suffices to assert Theorem 2.2. The proof of Proposition 3.1 uses higher integrability properties of the functions where D\u and D2U stand for the column vectors in R d of the derivatives of u with respect to X\ and to £2, respectively. We have
Jn where the inner product of two d x 2 matrices £ and rj is defined as £ • r\ : traced 77).
On the other hand, since
we also have that, setting f2 e := {x
because by Lebesgue's dominated convergence, by (Hi), and due to the boundedness of /',
By the local minimality of u we have «Fo(u £ ) -PQ(U) > 0, from which the Euler-Lagrange equation can be easily obtained,
. This equation may be rewritten as Acerbi, Fonseca and Fusco
and the first assertion follows. By (H3)
and so, assuming that Du € Lf o *(/?;R 2d ) we have that \i/(u)\ € L^(/2;R) and
We may now use Lemma 2.8 to obtain that and by Holder inequality we conclude that D Finally, in order to prove Proposition 3.1 we introduce the following notation: 
J no
Local minimality of u entails and so
We have
By Lemma 2.9 iii). iv), we deduce that
Jn Jn (3-1) with G = (Gi,G 2 ) and and where XA stands for the characteristic function of the set A. By Lemma 2.9 ii), iii), and recalling that on QK we have \v\ < K, we have The hypothesis that r^ < 0 and d t > 0 then guarantee that # < 0. Moreover, the boundary density satisfies
£ind the latter two inequalities along with (3.2) yield the desired derivative bounds. We conclude this section with an examination of the behavior of our system as the small parameter e approaches zero from above. In what follows we let 
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As noted previously, the assertions of (ii) follow directly from those of (i) and the governing equations (2.39) -(2.41).
The veracity of (iii) follows from the inequality 
the strong convergence results of part (i) which guarantee that the first two integrals on the right-hand side of (3.63) converge to zero as the e^' s tend to zero, and from the observation that the third integral is bounded from above by 
Ys dxdyds
The weak convergence of 2£L to ^-guarantees that the first integral on the right-hand side of (3.67) may be made arbitrarily small. We estimate the second integral by 
E S n {f £< > 0}
The strong convergence results of (i) imply that the latter two integrals tend to zero as the e^'s tend to zero thereby yielding lim m [E 6 D ||f €i > O}) = 0.
Computational Experiments
In this section we present some computational experiments for the dimensionless system (2.36) -(2.41) when the normalized yield stress is given by Since the flows associated with this system may be quite complicated we restrict our attention to problems with Riemann type data where I We note that this particular approximation represents a second order update to the "elastic" wave equation: In what follows we let d 6 denote our update of (4.15) taking on the data d b at t = 0. Equation (4.14) then implies that (4.17) =p\ + r^-Tf, and
Our approximate solution at t -(N + 1/2) 6 is given by the update labeled 6. To obtain the approximate solution at t = 6/2 we merely solve (4.8) over the interval 0 < t < 6/2 with the prescribed initial data and take the value of their update at t = 6/2 to be (TJ, T2,/?I,P2 5 d, u) . The snapshots shown in Figure 1 -18 were run with the normalized yield stress given by (4.1) when C\ = 1 and C2 = .5. The parameter no defining the initial data was set to 1.5 and we chose 6 = h = .01. The parameter e was set to 0.1. Surface renderings of J = Jr{ + r|, d, and u are shown at times .3, .4, and .5.
The purely one dimensional nature of the solutions away from the corner where strong interactions take place is evident from these simulations and it is clear from these calculations that our algorithm captures the sharp contact discontinuities in J and u correctly. Our algorithm is easy to implement and avoids a number of thorny issues we would have to contend with if we tried to integrate the reduced e = 0 4 " equations directly.
