Highthroughput single cell RNA sequencing (scRNAseq) has become an established and powerful method to investigate transcriptomic celltocell variation, and has revealed new cell types, and new insights into developmental process and stochasticity in gene expression. There are now several published scRNAseq protocols, which all sequence transcriptomes from a minute amount of starting material. Therefore, a key question is how these methods compare in terms of sensitivity of detection of mRNA molecules, and accuracy of quantification of gene expression. Here, we assessed the sensitivity and accuracy of many published data sets based on standardized spikeins with a uniform raw data processing pipeline. We developed a flexible and fast UMI counting tool (https://github.com/vals/umis) which is compatible with all UMI based protocols. This allowed us to relate these parameters to sequencing depth, and discuss the trade offs between the different methods. To confirm our results, we performed experiments on cells from the same population using three different protocols. We also investigated the effect of RNA degradation on spikein molecules, and the average efficiency of scRNAseq on spikein molecules versus endogenous RNAs.
Introduction
Recently, there has been an explosion in the development of protocols for RNAsequencing of individual cells (single cell RNAsequencing, scRNAseq) 1,2 which make use of different cell capture and DNA amplification strategies, techniques to combat biases, and liquid handling platforms. Due to the tiny amount of starting material, a considerable amount of amplification is an integral step of all of these protocols. Consequently, it is important to assess the sensitivity and accuracy of the protocols in terms of numbers of RNA molecules detected. An objective strategy to assess the technical variability in these methods is to add exogenous spikein RNA of known abundances to the individual cell samples. In this study, we assessed the performance of several published scRNAseq methods according to their ability to quantify the expression of spikeins of known concentrations. An ideal method is both sensitive and accurate, as well as cheap, where cost is reflected in sequencing depth.
We define sensitivity as the minimum number of input RNA molecules required for a spikein to be detected as expressed, and accuracy as the closeness of estimated relative abundances to ground truth (known relative abundances of molecules). High sensitivity permits detection of very lowly expressed genes. High accuracy implies that detected differences in expression reflect true biological differences in mRNA abundance across cells, rather than technical factors.
The spikein collections designed by the ERCC (External RNA Controls Consortium) 3 consist of a set of 92 RNA sequences of varying length and GC content. They are used in a mix at known concentrations representing 22 abundance levels that are spaced one fold change apart from each other ( Supplementary Figure 1) . Previously, such spikeins have been applied to assess standard RNAsequencing protocol reproducibility 4 , and to assess performance of differential expression tests in RNAsequencing data 5 . In the context of single cell RNAsequencing protocols, ERCC spikeins were first published as part of the description of the CELseq protocol 6 .
Here, we exploit the fact that spikeins provide us with a means to calculate a technical sensitivity and accuracy for each protocol using different platforms in a way that is comparable and independent of the biological system under investigation ( Figure 1AB ). Using knowledge of the input molecules of spikeins, we can calculate the lower detection limits in number of molecules for each experiment independent of biological differences in systems which were investigated ( Figure 1C ), and compare this to the overall sequencing depth, giving us the sensitivity at a given depth in number of reads for the various protocols. The ERCC spikeins also provide a direct way to assess accuracy: we compared the stated input concentration of molecules to the measured expression levels across detected spikeins ( Figure 1D ). Thus we obtain a unified framework for comparing sensitivity and accuracy of the various protocols at different sequencing depths.
Results
We retrieved published scRNAseq data sets which had used ERCC spikeins for quality control or normalization. We analysed 15 distinct experimental protocols encompassing 28 singlecell studies, of which 17 used a traditional wholetranscript coverage based strategy for measuring expression levels and 11 used strategies based on unique molecular identifiers (UMI's) for digital quantification of transcripts (Table 1 ). In addition, we generate our own "dedicated" batchmatched mESC experiment across two replicates. In first batch, we perform SMARTer and SmartSeq2 on the Fluidigm C1 platform using mES cells and for second batch, we perform SMARTer, SmartSeq2 and STRTSeq on the Fluidigm C1. For effective comparison with droplet based technologies, we generate a high throughput dataset on 10X Chromium technology using ERCC spikeins and control RNA. All coverage based data sets had been sequenced using Illumina paired end sequencing, with read lengths between 75 and 150 base pairs. In total 18,123 publicly available samples were analyzed from about 30x10 9 sequencing reads.
For each data set, the concentration of mixed spikeins was noted either through the original study or communication with the original authors, as well as the volume into which they were diluted. From this, we can calculate the number of spikein RNA molecules from each abundance level that were added to the individual cell samples. This allowed us to compare the samples from the different experimental data sets on the same scale.
Technical quantification accuracy of different protocols
Above, we compare published data sets in terms of their sensitivity in detecting lowly abundant molecules. How do the various methods compare in their accuracy of quantification of expression levels? We used the 92 ERCC spikein RNAs to assess the accuracies of the protocols. Each of the 22 abundance levels in the spikein inputmaterial is twofold higher than the previous abundance level. We could therefore quantify the accuracy of an experiment by looking at the Pearson correlation between estimated expression levels, and actual concentration of input RNA molecules (ground truth). For each individual cell or sample, we computed the Pearson productmoment correlation coefficient ( ) between log transformed R values for estimated expression and input concentration ( Figure 1D ). We then compared the values across protocols (Figure 2A ). Compared to bulk RNA sequencing, accuracy is consistently lower for scRNAseq protocols. However, overall, the accuracies are still remarkably high, and rarely do individual samples have a Pearson correlation lower than 0.6.
Some protocols exhibit tails towards the lower end of accuracy, which might be indicative of variable success rates of protocols.
It is also worth noting that the relationship between input molecules and measured expression ( Figure 1D ), can provide a guide as to the limit of accurate quantification on a percell basis. For instance, for the example cell shown in Figure 1D , quantification is extremely accurate down to about 10 molecules.
Logistic regression to define technical spike-in sensitivity
We wanted to measure the sensitivity of each sample individually to be able to quantify variability in sensitivity for every method investigated, and to avoid biases due to uneven batch sizes. Simply using ratios of detected spikeins at each abundance level would give poor resolution, because at most seven spikeins share one abundance level. We elected to use a logistic regression model for detection in each sample, using detection of expression as the dependant variable. Our measure of sensitivity is the molecular spikein input level where probability of detection reaches 50%.
When we apply logistic regression to all the public samples, we see in general that all the scRNAseq protocols are more sensitive than regular bulk RNAsequencing. In this respect, all protocols do resolve the lowinput problem of singlecell experiments. We can also see that many protocols have the potential to sense as little as between one and ten input spikein molecules. However, the amount of withinprotocol variability for sensitivity is rather large, making it hard to rank the protocols based on this metric alone.
UMI efficiency of tag-counting protocols
The majority of single cell RNAsequencing protocols utilise a umitag counting strategy to achieve digital quantification of mRNA transcripts. Here one single tag from a single mRNA molecule is reverse transcribed, and gets an additional probabilistically unique random identifier sequence. These protocols create cDNA libraries with extremely low complexity, which could produce extreme amplification biases. The UMI on each tag should allow one to remove this, as it is added prior to amplification. The question then remains as to how efficient this entire procedure is.
The underlying assumption is that the number of UMIs of a gene U = E * M, where 0 < E < 1 (Supplemental Figure 2A ). In this model E is the UMI efficiency and M is the number of transcript molecules of a gene. We fitted this model for every UMItag sample, and the results are presented in Figure 2C . These results recapitulate the results from the technical sensitivity analysis (excepting MARSSeq data, Supplemental Figure 2B ).
However, more in depth analysis shows this measure might not be as appropriate as it appears.
If we extend the model to be U = E * M^c, the best fit should give values of the molecular exponent c close to 1 if the underlying UMI counting assumption is correct. Instead, we find that the best fit is systematically lower than 1 and with a mode of ~0.8 (Supplemental Figure 2C ).
This implies a saturation of UMI counts as a function of input molecules. This can be explained partially (but not fully) by differences in UMI length between the different protocols (Supplemental Figure 2D ). For example, UMIs of length 4 can only count 256 unique molecules.
In all it appears UMI counts do not perfectly reflect direct counts of molecules. Still, even in protocols with UMI's as long as 10 base pairs, we observe the molecular exponent to be around 0.8 per sample on average. Figure 2E) .
Endogenous transcripts are more efficiently captured than ERCC spike-ins
Surprisingly, this data suggests that endogenous RNA is much more efficiently captured and amplified than ERCC spikein molecules, at least in this data set. This implies that our sensitivity estimates above may be conservatives, and are likely to be underestimates rather than overestimates. (Note that the accuracy estimates would not be affected as they relate to relative concentrations of molecules, which will be preserved.) This difference in efficiency should be considered if for example one uses ERCC spikeins to infer absolute molecule counts.
Sensitivity is more dependent on sequencing depth than accuracy
The results of the persample accuracy and sensitivity analysis shows a large amount of withinprotocol heterogeneity. Seeking to explain performance by technical factors, we find a relation with sequencing depth per sample. We used a linear model which considers a global effect of sequencing depth, including diminishing returns. The model infers an individual corrected performance parameter for each protocol. This way we can rank protocols from the public experiments accounting for the large technical factor of sequencing depth.
Accuracy is not strongly dependent on sequencing depth, supporting the theory above that heterogeneity of accuracy in a protocol relates to a general success rate of a protocol ( Figure   3A ). The best performing protocols in terms of accuracy are SUPeRSeq, the only totalRNA single cell protocol to date, and CELSeq2, which uses In Vitro Transcription rather than PCR to amplify cDNA material.
Technical sensitivity on the other hand is critically dependent on sequencing depth, and comparing sensitivity without accounting for differences in depth would be misleading ( Figure   3B ). With the corrected sensitivity score of the model, we can now rank the protocols. From the public data, the three protocols implemented in a C1 microfluidics system are the top three performing protocols in terms of sensitivity. The most recently developed of these, CELSeq2 (C1), was the most sensitive. We also note that the matched microwell plate implementation of CELSeq2 has worse sensitivity than the C1 implementation.
Since the model considers diminishing returns on the sequencing depth, we can identify when the performance metrics saturate from the model parameters. Accuracy already saturates at 250,000 reads, illustrating that it is not very dependent on sequencing depth in general.This means that as soon as one can detect expression, expression levels will be accurate and quantitatively meaningful. It should be noted that not all studies need to saturate detection, since in many cases the genes of interest may be highly expressed. Another important note is that the sequencing depth is a technical feature, and we see here that the number of genes detected depend on this. When performing analysis of single cells, the technical sequencing depths of cells must be taken into account computationally, even for compositional expression units such as TPM.
Degradation of spike-ins does not explain performance of experiments
The performance analysis of the scRNAseq data inherently assumes the gold standard annotation of the spikeins to be correct. However, RNA is fickle and can easily be degraded through the course of normal reagent handling. To quantify the effect of this, we performed an experiment where we used freezethaw cycles as a proxy for normal handling. Additionally, we allowed spikeins to degrade to a level where they must be considered completely ruined, by letting them sit at either room temperature or at 37C overnight. During freezethaw cycles simulating normal handling, the effect on accuracy is miniscule, while for ruined spikeins the accuracy difference is similar to that between protocols ( Figure 4A ).
When comparing samples in terms of technical sensitivity, degradation plays an even larger role. The assumption that the dilution provided is correct is what makes the metric comparable between experiments. Our results show that normal handling can only account for molecule limit difference within an order of magnitude, even for extreme cases such as six freezethaw cycles.
Ruining the spikeins by leaving them out overnight has a two orders of magnitude effect on the sensitivity metric ( Figure 4A ).
During a freeze-thaw cycle, a sample loses a fifth of its RNA
It is common knowledge that freezethaw cycles degrade DNA and RNA. The absolute magnitude of this has so far not been quantified. In our investigation of spikein degradation, we added healthy cells to the wells so that experiments would correspond to a normal singlecell RNAseq experiment. This allowed us to compare the spikein content with the endogenous RNA content in each sample, and compare to the number of freezethaw cycles.
Setting up a Bayesian model of RNA degradation with a degradation rate parameter p, we find, with very good confidence, that the degradation rate is 19% per freezethaw cycle. The degradation experiment also contained SIRV spikeins (see next section below), and while measurements from these are more noisy due to mapping uncertainty, the order of RNA degradation is recapitulated when modelling these as well (degradation rate estimate of 18.5%).
These values suggest a 20% degradation rate for freezethaw cycles as a robust estimate for RNA degradation globally during a normal experimental handling.
SIRV spike-ins recapitulate accuracy results based on ERCC spike-ins
The Spikein RNA Variant (SIRV) spikein mix is a more recently designed set of spikeins which are designed with RNA isoform studies in mind. The mix consists of 69 artificial transcripts which are produced to mimic the splicing patterns of 7 human genes. In Mix 2, these isoforms are input at four abundance levels. In two matched comparison experiments, we added both ERCC and SIRV spikein mixes.
While four abundance levels are too few to give information about sensitivity, we can compare accuracy using both sets of spikeins ( Figure 4B ). Generally, accuracy is systematically lower when using SIRVs, as expected because the ambiguous read mapping to the isoforms introduces a noise element. Overall, the pattern of relative accuracy based on SIRVs reflects that based on ERCCs in our SMARTer and SmartSeq2 experiments. The SIRV spikeins have a very poor accuracy in our STRTSeq experiment, which is to be expected as the transcript tags alone cannot distinguish between different mRNA isoforms.
Endogenous mRNA amount does not affect performance metrics based on spike-ins
When sequencing a cDNA library, the finite fragments generated are sampled from the pool of all cDNAs, so if the relative abundance of endogenous mRNA is higher, we are less likely to sample fragments from spikeins. To verify that this was not a driving factor in our performance metrics, we investigated the published data to find experiments where empty and nonempty samples were both annotated in the same batch. We found three such data sets, and comparing accuracy and sensitivity between empty and nonempty samples shows that endogenous mRNA content does not affect our performance metrics ( Figure 4C ).
Discussion
A previous study showed 8 Figure 2E ).
This data suggests that endogenous RNA is more efficiently captured and amplified than spike
in RNA by about one order of magnitude. This would lead all protocols to appear less sensitive than they actually are. Because of this, we must point out that while we use the "spikein molecule detection limit" as a sensitivity measure, the ability to detect 10 spikeins might not correspond to an ability to detect expression from 10 mRNAs. Nevertheless, the global ranking of the protocols remains relevant. These issues will not affect the estimates of accuracy, as all ERCC spikeins in a sample will be equally affected.
Many of the protocols for single cell RNAsequencing are extremely promising and provide tremendously powerful, high resolution techniques for unbiased genomewide dissection of cell populations and their transcriptional regulation. Here, we show that while these methods vary widely in their detection sensitivity, with lower limits between 1 and 1.000 molecules per cell, their accuracy in quantification of gene expression are all very good.
While sensitivity depends critically on sequencing depth, accuracy is less linked to depth, and both features are linked closely to the molecular biological protocol used to generate the data. If lowly expressed genes are of interest in answering a particular biological question, a protocol with high sensitivity is more suitable, while for other applications, this may not matter. Protocols with low lower detection limit will also be able to provide insight into smaller differences of expression.
Overall, it appears that miniaturizing reaction volumes increases sensitivity, though implementations of this might make it harder to perform controlled experiments attempting to minimize batch effects. Regardless, sequencing more than around a million reads per sample provides a poor return on investment. In the future, improvements in protocols as well as decreases in the price of sequencing will further boost our ability to answer new questions in biology using single cell transcriptomics. 
Methods

Mouse embryonic stem (mES) cells culture
Spike-in degradation experiment using Smart-Seq2 on plates
We E14 mESCs after removing debris and clumps using 30µm filter were FACS sorted (BD Influx; BD Biosciences) into 96well plate. The first three wells (rowwise) across the 96well plate were sorted to have matched bulk 500, 50 and 5 cells. The 96well plate was immediately spun and frozen on dryice prior to Smartseq2 protocol as described 15 .
Library preparation and Sequencing
Representative cDNA from single cells across three C1 runs and SmartSeq2 (on plates) was checked using High Sensitivity DNA chips using Bioanalyzer (50674626 and 50674627; Agilent Technologies). Single cell cDNA from SMARTer [10] [11] [12] [13] [14] and SmartSeq2 C1 IFCs and Smartseq2 (on plates) was tagmented and pooled to make libraries using Illumina Nextera XT DNA sample preparation kit (Illumina; FC1311096) with 96 dual barcoded indices (Illumina; FC1311002). The clean up of library and sample pooling was performed using AMPure XP beads (Agencourt Biosciences; A63880). All protocols are described in the Fluidigm protocol (1005950), Fluidigm Script Hub and Smartseq2 protocol 15 . The STRTSeq libraries were made and sequenced as previously described [16] [17] [18] [19] 
Data Sources
Raw read data from published studies was downloaded from either ENA or SRA, as listed with accession numbers in Table 1 . Information regarding concentration and volume of ERCC mix in each sample was gathered from the original publications (also indicated in 
RNA-Seq data processing
For coverage based data, relative abundances were quantified using Salmon 0.6.0, with library type parameter l IU and the optional flag biasCorrect. In order to process all UMIbased data in a coherent way, we developed a quantification strategy based on pseudomapping, and counting up evidence for (transcript, UMI) pairs. We implemented this in a publicly available command line tool which we call 'umis'. The tool as available at https://github.com/vals/umis/ as well as in the Python Package Index, and in Bioconda.
The principle is to transfer information from a (UMI, tag) pair to a (transcript, UMI) pair based on which transcript the tag maps to. Since UMIbased methods only use 3' or 5' end tags of cDNA, which can be as short as 25bp, mapping of these tags are commonly ambiguous. Our strategy for this is to weight a (UMI, tag) pair by the number of transcripts the tag maps to. After (UMI, tag) pairs were mapped with either RapMap or Kallisto in pseudobam mode, only (transcript, UMI) pairs with a user specified minimum amount of evidence are counted (default 1). This can be either on the gene or transcript level. In the 10x Genomics Chromium data we detected 70,000 and 45,000 droplets with respect to the samples. For the sake of computational memory efficiency we uniformly sampled 2000 droplets out of all detected droplets to count the umi tags per droplet.
Analysis
An ERCC spikein was considered detected when the estimated TPM of that ERCC was greater than zero. For UMIbased data, a spikein is detected when at least one copy of an ERCC molecule is inferred.
The amount of input spikein molecules for each spike, for each sample, in each experiment was calculated from the final concentration of ERCC spikein mix in the sample.
Calculation of the accuracy of an individual sample was done by the Pearson correlation
between input concentration of the spikeins and the measured expression values. If less than 8 spikeins were observed, the accuracy was set to infinity, as we consider this to be insufficient evidence to estimate the accuracy.
For the logistic regression model of each sample's detection limit, the probability of detecting a spikein at a given input level is modeled by the logistic function:
We used the LogisticRegression class from the linear_model module of the machine learning package scikitlearn 20 . The fit was performed with the liblinear solver and the optional argument fit_intercept=True. The logistic regression analysis was limited to samples with at least eight spikeins detected. The detection limit was chosen as the molecular abundance where the logistic regression model passes 50% detection probability:
.
To investigate the UMI efficiency of UMI based protocols, we used a linear model where the only parameter was the efficiency:
As we mention in the text though, the data fits a model much better where there is a nonone exponent parameter on the number of input molecules:
MI
When we model the relation between read depth and performance metrics for individual protocols, we use a linear model with a quadratic term for read depth to capture diminishing returns on investment. The model considers the read depth effect to be global, and has a categorical performance parameter for each protocol:
Here the performance metric will plateau and saturate when . og (reads)
The linear models were fitted and analysed using the OLS regression function in the statsmodels Python package.
In the spikein degradation model the degradation rate p and the cellular fraction F were inferred by a Bayesian approach using Stan (R package rstan v 2.10.1). The model was specified as the following: p was sampled from a uniform distribution between 0 and 1, F i for each spikein i was drawn from a normal distribution with mean 0.5 and standard deviation 1. F ij was estimated by a normal distribution with mean F i *(1p) j , where j was the jth freezethaw cycle and standard deviation sigma sampled from a uniform distribution between 0 and 20. The model was run with 5000 iteration steps, 1000 warm up steps and 4 chains.
All data needed for our analysis is provided as Supplemental Table 1 .
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Figure legends
FIgure 1
Overview of protocol comparison strategy. (A) The data we use are from different protocols and investigate diverse cell types.
(B)
Comparing protocols by looking at properties relating to the cells would be distorted by the diverse cell types involved. Since the same standard spikein mix has been used in all of them, albeit at different concentrations, we can base our assessment on these synthetic RNA molecules.
We define two global technical performance metrics based on these: (C) Spikein sensitivity: the number of spikein molecules which need to be present in a sample before there is at least 50% chance of detecting them. This is inferred by logistic regression.
(D) Spikein quantification accuracy: How well preserved the loglinear relation between input spikeins is when quantifying the measured expression. We formulate this as the Pearson correlation between input molecules and output expression.
Figure 2
Comparison of performance metrics for different protocols.
(A) Accuracy. While no protocol reaches the same level of accuracy as bulk RNA sequencing, in general accuracy is high regardless of protocol. Rarely is Pearson correlation lower than 0.6, though some protocols have longer tails with lower accuracy. This might be indicative of a heterogeneous success rate for the protocol.
(B) Sensitivity. All protocols have greater sensitivity than bulk RNAsequencing, indicating that the lowinput problem they are trying to solve has indeed been addressed at some level.
Sensitivity can vary greatly though, between protocols but also across samples within a protocol. Several protocols have the potential to measure singledigit spikein molecules.
(C) An alternative approach to measure sensitivity when assuming measured counts correspond to molecule counts is by the UMI efficiency. The efficiency is the number of counted molecules compared to the input number of molecules, . For the analysed UMI based
data the UMI efficiency largely recapitulates the detection limit (Supp Figure 1B) . However, note that the molecule counting assumption of UMIs does not hold perfectly (Supp Figure 2CD ).
Figure 3
The effect of sequencing depth on performance metrics. We sought to investigate performance of the different protocols in light of sequencing depth, a major cost factor in single cell RNAseq experiments. We modeled a global dependency on sequencing depth considering diminishing returns, with a distinct corrected performance parameter for each protocol.
(A) Accuracy is only marginally dependent on sequencing depth. This means that even if you might not measure as many genes in a sample, the genes you do measure will be accurate.
(B) Sensitivity on the other hand is critically dependent on sequencing depth. Comparing performance without accounting for sequencing depth is inappropriate, and this explains the large amount of variability within protocol noticed before. The read level for saturation of sensitivity identified by the model is at 4.6 million reads per cell (dashed red line). We note that the improvement in sensitivity from 1 million reads is miniscule, and recommend this as a target depth for saturated single cell RNAsequencing. In contrast, moving from 100 000 reads to 1 millions reads accounts for almost an order of magnitude better sensitivity. It is worth noting that not all assays require saturating detection, but care needs to be taken when comparing samples of different sequencing depths, even when using a compositional expression unit like TPM.
Figure 4
Investigation of factors affecting performance differences.
(A) Batch effects and RNA degradation . While many of the protocols we investigated were replicated in different studies, it might be the case that performance of a protocol is confounded by laboratory competence, implementation platform, or similar external factors. To address this, we implemented three different protocols (SMARTer, Smartseq2, and STRTSeq) on the Fluidigm C1 platform, and performed these three in a single batch, using cells from the same culture as input. When performed on the same platform, we see an increased performance of Smartseq2 over SMARTer. We wanted to assess how our performance metrics are affected by normal handling of reagents. For this, a series of freezethaw cycles were performed on spikeins as a proxy for degradation through normal handling. Over the course of cycles, performance metrics did change, but to a lesser extent than the differences between protocols.
When spikeins are intentionally destroyed by being left overnight, the performance difference is on the same level as that between protocols.
(B) Different spikein kits show same patterns of accuracy estimates.
In two experiments with matched conditions, we used two independent types of spikeins ( The assumption with UMI counting as a quantitative measurement is that efficiency is the only factor determining differences between real counts and observed counts.
Supplemental Figure Legends
However, fitting a model with a nonone exponent on the number of input molecules shows this is almost in all cases < 1. This means UMI counts underestimate expression of highly expressed genes. (D) The saturation of UMI counts can be partially explained by short UMIs. If an experiment uses too short UMIs, eventually the number of possible observable UMIs plateau.
However, even for very long UMIs, such as 10 base pairs, the mean molecule exponent is 0.8, indicating some additional unexplained factor is causing a saturation of UMI counts.
(E) Averaged efficiency comparison of endogenous genes and ERCC spikeins. The data by Grun et al had smFISH measurements for 9 genes in the same experimental conditions as the singlecell RNAseq data. Assuming 100% capture rate for smFISH, we can compare average smFISH counts with average UMI counts. Round markers correspond to median value across cells, and bars correspond to 95% confidence interval across cells. The smFISH counts suggest UMI counts for endogenous transcripts are on the order of 510% on average, while ERCC spikein UMI counts correspond to 0.51% efficiency on average.
Supplemental Figure 3
Traceplots from Bayesian models of degradation.
The posterior samples from the model parameters in stan 21 for both the ERCC and SIRV analysis show very narrow confidence intervals and good correspondence between the different sampling chains. The SIRV based model is slightly noisier, which can be expected, as isoformlevel expression when multiple isoforms are present is a harder quantification problem than quantifying expression of the unique ERCC sequences. For the ERCC model, the mode of the degradation rate parameter p is 19%, and for the SIRV model it is 18.5%. 
