Estimation of the parameters of an exponential distribution based on record data has been treated by Samaniego and Whitaker (1986) and Doostparast (2009). Recently, Doostparast and Balakrishnan (2011) obtained optimal confidence intervals as well as uniformly most powerful tests for one-and two-sided hypotheses concerning location and scale parameters based on record data from a two-parameter exponential model. In this paper, we derive optimal statistical procedures including point and interval estimation as well as most powerful tests based on record data from a two-parameter Pareto model. For illustrative purpose, a data set on annual wages of a sample of production-line workers in a large industrial firm is analyzed using the proposed procedures.
Introduction
Let X 1 , X 2 , X 3 , · · · be a sequence of continuous random variables. X k is a lower record value if it is smaller than all preceding values X 1 , X 2 , · · · , X k−1 and by definition, X 1 is taken as the first lower record value. An analogous definition can be provided for upper record values. Such data may be represented by (R,K) := (R 1 , K 1 , · · · , R m , K m ), where R i is the i-th record value meaning new minimum (or maximum) and K i is the number of trials following the observation of R i that are needed to obtain a new record value R i+1 . Throughout this paper, we denote the observed value of these record data by (r,k) := (r 1 , k 1 , · · · , r m , k m ). Record statistics arise naturally in many practical problems and in applied fields such as athletic events (Kuper and Sterken, 2003) , Biology (Krug and Jain, 2005) , catastrophic loss (Hsieh, 2004 and Pfeifer, 1997) , climate research (Benestad, 2003) , financial markets (Bradlow and Park, 2007 and de Haan et al., 2009), industrial application Whitaker, 1986 and 1988) , spatial patterns (Yang and Lee, 2007) , and traffic analysis (Glick, 1978) . Hence, finding optimal statistical inferential procedures based on record data becomes very important and useful from a data-analysis point of view.
The rest of this article is organized as follows. In Section 2, we present briefly the notation to be used through out the paper and also the form of Pareto distribution to be studied here. In Section 3, we describe the basic form of record data to be considered and the corresponding likelihood function. In Section 4, we discuss the optimal point estimation of the Pareto parameters, while the interval estimation is handled in Section 5. Tests of hypotheses concerning the parameters are discussed in Section 6 and finally a numerical example is presented in Section 7 in order to illustrate all the inferential procedures developed here.
Some Preliminaries
Throughout the paper, we will use the following notation:
Exp(µ, σ)
: Exponential distribution with location µ and scale σ Gamma(n, σ) : Gamma distribution with shape n and scale σ P ar(β, α)
: Pareto distribution with scale β and shape α χ 2 v : Chi-square distribution with v degrees of freedom χ 2 v,p : 100γ th percentile of the chi-square distribution with v degrees of freedom (r, k)
:
∞ 0 x r−1 e −x dx, the complete gamma function θ M : Maximum likelihood estimator of θ θ U : Unbiased estimator of θ if its cumulative distribution function (cdf) is
and the probability density function (pdf) is
For a through discussion on various properties and applications and different forms of Pareto distribution, one may refer to Arnold (1983) and Johnson, Kotz and Balakrishnan (1994).
Form of Data
As in Samaniego and Whitaker (1986) and Doostparast (2009) , our starting point is a sequence of independent random variables X 1 , X 2 , X 3 , · · · drawn from a fixed cdf F (·) and pdf f (·). We assume that only successive minima are observable, so that the data may be represented as (r, k) :
, where r i is the value of the i-th observed minimum, and k i is the number of trials required to obtain the next new minimum. The likelihood function associated with the sequence
where r 0 ≡ ∞, k m ≡ 1, and I A (x) is the indicator function of the set A.
The above described scheme is known as inverse sampling scheme. Under this scheme, items are presented sequentially and sampling is terminated when the m-th minimum is observed. In this case, the total number of items sampled is a random number, and K m is defined to be one for convenience. There is yet another common scheme called random sampling scheme that is discussed in the literature. Under this scheme, a random sample Y 1 , · · · , Y n is examined sequentially and successive minimum values are recorded. In this setting, we have N (n) , the number of records obtained, to be random and, given a value of m, we have in this case
Remark Doostparast and Balakrishnan (2011) derived classical estimators for Exp(θ, σ)-model under both inverse and random sampling schemes, and also discussed associated cost-benefit analysis.
Point Estimation
Let us now assume that the sequence {R 1 , K 1 , · · · , R m , K m ≡ 1} is arising from P ar(β, α) in (2.1). Then, the likelihood function in (3.1) becomes
and so the log-likelihood function is
is increasing with respect to β. This implies that
Substituting (4.3) in (4.2), the maximum likelihood estimate of α is readily obtained aŝ
is a joint sufficient statistic for (β, α). 
In the following, we show thatα M dominatesα U , under square error (SE) loss function. In other words,α U is inadmissible under SE loss function. First, we need the following lemma.
Lemma 4.2 Suppose X has a Gamma(ν, τ ) distribution. Then, Proof From Lemma 4.2, we have
Replacing m with m − 1 in (4.5), we immediately have
Thus, the efficiency ofα M with respect toα U is given by
which is the desired result. ✷ One can easily check that the bias ofα M , under the SE loss function, is
It may be noted that
This is to be expected sinceα M andα U are equivalent for large values of m. Figure 1 shows the relative efficiency ofα M with respect toα U . 
Confidence intervals
Suppose we observe (r, k) from a two-parameter Pareto distribution in (2.1). In this section, we discuss the construction of exact confidence intervals for the two parameters in different cases.
α known
Suppose the shape parameter α is known. Then, from (4.1), we have (T m , R m ) to be a joint sufficient statistic for β. Since T m is distributed free from parent distribution (Glick, 1978) , we consider two approaches for obtaining confidence intervals for β on the basis of record data.
Unconditional method
To obtain a confidence interval for β, we need the following lemma due to Doostparast and Balakrishnan (2011).
From Lemmas 5.1 and 5.2, it can be shown in this case that
This implies that − ln (1 − exp {−α (ln R m − ln β)}) has a gamma distribution with parameters (m,1), and therefore,
Hence, an equi-tailed 100(1 − γ)% confidence interval for β is given by
Suppose we restrict our attention to intervals of the form (aR m , bR m ), where 0 < a < b. Since the function g(x; m) in (5.1) is decreasing with respect to x for every m ≥ 1, the 100(1 − γ)% confidence interval for β with minimum width in this subclass of intervals is
where g m,γ is 100γ-th percentile of the pdf g(x; m) in (5.1).
Conditional method
Since minimum of a random sample of size n from Exp(0, σ) has a Exp(0, σ/n)-distribution [see Arnold, Balakrishnan and Nagaraja (1992)], conditional on T m = j for j ≥ m, the random variable αj(ln R m − ln β) has a standard exponential distribution. Therefore, a conditional equi-tailed 100(1 − γ)% confidence interval for β is given by
This implies that an equi-tailed 100(1 − γ)% confidence interval for β is
The expected width of the interval in (5.4) is
while the expected width of the interval in (5.6) is
Again, since the minimum of a random sample of size n from Exp(0, σ) has a Exp(0, σ/n)-distribution, from Lemma 5.2, we conclude that ln
Therefore,
Hence, for computing the expected width of the interval in (5.6), we need the probability mass function of T m . From Sibuya and Nishimura (1997), we have
where brackets [ ] denote unsigned Stirling numbers of the first kind defined by the polynomial identity
Now, let H(·) be an arbitrary function. Then, Doostparast and Balakrishnan (2009) showed that
and this formula may be used for obtaining the required expectations by taking a suitable choice for the function H(·). However, no explicit expression seems possible for E a 1 αTm Tmα Tmα−1 and so a simulation study was carried out to generate sequences of independent observations based on which the desired estimates were calculated for E a Remark The theory of uniformly most powerful (UMP) one-sided test can be applied to the problem of obtaining a lower or upper bounds. In Section 6, we will obtain uniformly most accurate (UMA) lower and upper bounds for β.
β known
If β is known, then T ⋆ 1 is a complete sufficient statistic for α, and so confidence intervals can be based on this statistic. Since T ⋆ 1 is distributed as Gamma(m, α −1 ), we have figure) and b (the lower figure) in (5.12) for γ = 0.01, 0.05, 0.1 and different choices of m.
Therefore, in practice, one may use equi-tailed 100(1 − γ)% interval of the form
Suppose we restrict ourselves to a class of intervals of the form
We then need to find a and b that minimizes the width of the interval in (5.11) subject to the confidence coefficient being 1 − γ. Using Lagrange method, we then need to solve the following equations for a and b, determining 12) where h v (x) is the density function of a chi-square distribution with v degrees of freedom given by Table 1 presents values of a and b up to six decimal places that satisfy the conditions in (5.12).
Suppose that the random variable X has a Gamma(v, τ )-distribution, where v is a known constant. A UMP test does not exist for testing H 0 : τ = τ 0 against the alternative H 1 : τ = τ 0 (Lehmann, 2000, p. 111). So, there are no UMA bounds for α. However, the acceptance region of the UMP unbiased test is
where C 1 and C 2 are obtained from the equations
This yields UMA unbiased bounds for α as
with
Corollary 5.3 UMA unbiased and minimum width intervals in the class (5.11) given by (5.14) and (5.12), respectively, are identical.
Remark From Lehmann (2005, p. 72, Theorem 3.5.1) and (5.10), the acceptance region of the most powerful test of H 0 : α = α 0 against H 1 : α < α 0 is 2α 0 T ⋆ 1 ≤ C u , where C u is determined by the equation
is a uniformly most accurate lower confidence bound for α (without the restriction of unbiasedness). For more details, one may refer to Lehmann (2005) and Pachares (1961) for tables of C 1 and C 2 . 
β and α both unknown
where R ′ i = ln R i for 1 ≤ i ≤ m. Therefore, the assumption that the limits remain unchanged upon the addition of a constant to all log-record values (R ′ i ) seems reasonable and leads to intervals depending only on T ⋆ 2 . For convenience, we restrict ourselves to multiples of T ⋆ 2 for intervals of the form
. So, we can use the conditions in (5.12) for obtaining the minimum width confidence interval simply by replacing m and T ⋆ 1 by m − 1 and T ⋆ 2 , respectively.
Confidence interval for β
First, we need the following lemma of Doostparast and Balakrishnan (2011). 
So, an equi-tailed 100(1 − γ)% confidence interval is given by
where w γ (m, ν) is the 100γ-th percentile of the density in (5.16). For some choices of m and γ, the values of w γ (m, 2m − 2) were obtained by Doostparast and Balakrishnan (2009) and these are presented in Table 2 .
Restricting to intervals of the form (aR m , bR m ), where 0 < a < b, the values of a and b which minimize the width in this subclass of intervals subject to the confidence coefficient 
where f W (w; m, ν) is as in (5.16).
Tests of Hypotheses
In this section, we treat tests of hypotheses concerning the two parameters of the Pareto distribution in (2.1). To this end, we consider the following three cases.
α known
If α is known, then (T m , R m ) is a joint sufficient statistic for β. Since T m is an ancillary statistic (Glick, 1978) , R m is a partially sufficient statistic for β. The joint pdf of (R, K) given by (4.1) possesses the MLR property in R m . From Theorem 2 of Lehmann (1997, p. 78) and (5.3), the UMP test of size γ for testing H 0 : β ≤ β 0 against the alternative
By interchanging inequalities throughout, one obtains in an obvious way the solution for the dual problem. Thus, the UMP test of size γ for testing H 0 : β ≥ β 0 against the alternative
The UMP tests in (6.1) and (6.2) imply that the UMP test for testing H 0 : β = β 0 against the alternative H 1 : β = β 0 does not exist.
From (4.1), the likelihood ratio statistic is obtained as Λ = (β 0 /R m ) αTm for r m ≥ β 0 and Λ = 0 for r m < β 0 . Thus, the critical region of the GLR test of level γ is C = {(r, k) : αT m (log R m − log β 0 ) < c, or R m < β 0 }. Since αT m (log R m − log β 0 )|(T m = j) has a standard exponential distribution and T m is distributed free from the parent distribution (Glick, 1978) , we have the following proposition.
Proposition 6.1 Critical region of the GLR test of level γ for testing H 0 : β = β 0 against the alternative H 1 : β = β 0 is given by
As mentioned earlier, the theory of UMP one-sided test can be applied to the problem of obtaining a lower or upper bound. Thus, from (6.1) and (6.2), 100(1 − γ)% UMA lower and upper bounds for β are given by
β known
If β is known, the statistic T ⋆ 1 is a complete sufficient statistic, and so all inference can be based on it. Since T ⋆ 1 has a Gamma(m, α −1 )-distribution, and has MLR in −T ⋆ 1 , the UMP tests of size γ for testing H 0 : α ≤ α 0 against the alternative H 1 : α > α 0 and H 0 : α ≥ α 0 against the alternative H 1 : α < α 0 are
and Table 3 : Quantiles of X m exp{−X/2}, where X ∼ χ 2 2m , for some choices of m and γ.
respectively. Therefore, the UMP test for testing H 0 : α = α 0 against the alternative H 1 : α = α 0 does not exist. One can easily show that the critical region of the GLR test of level γ for testing H 0 : α = α 0 against the alternative
where under H 0 , Z 1 := 2α 0 T ⋆ 1 ∼ χ 2 2m and c ⋆ is chosen such that 
Unknown β and α

Hypotheses tests for α
There is no UMP test for one-sided hypotheses on the scale parameter β. So, we restrict our attention to smaller classes of tests and seek UMP tests in these subclasses. The family of densities {P ar(β, α) : β > 0, α > 0} remains invariant under translations
Moreover, the hypotheses-testing problem remains invariant under the group of translations, that is, both families of pdfs {P ar(β, α), α ≥ α 0 } and {P ar(β, α), α < α 0 } remain invariant. On the other hand, the joint sufficient statistic is (R m , T ⋆ 2 , T m ), which is transformed to (R m /c, T ⋆ 2 , T m ). It follows that the class of invariant tests consists of tests that are functions of T ⋆ 2 . Since T ⋆ 2 ∼ Gamma(m − 1, α −1 ), the pdf of T ⋆ 2 possesses the MLR property in −T ⋆ 2 , and it therefore follows that a UMP test rejects
, where c is determined from the size restriction. Hence, we have the following proposition which presents a UMP invariant test for one-sided hypotheses.
and to test
There is no UMP test for testing H 0 : α = α 0 against the alternative H 1 : α = α 0 . We therefore use the GLR procedure for this testing problem. The likelihood ratio function is given by
where Z 2 = 2α 0 T ⋆ 2 which, under H 0 , is distributed as chi-square with 2(m − 1) degrees of freedom. Hence, the critical region of GLR test at level γ is
where a is chosen such that γ = P (Z m 2 exp{−Z 2 /2} < a) and Z 2 ∼ χ 2 2(m−1) . Table 3 presents critical values for applying the GLR test for some choices of m and γ.
Hypotheses tests for β
In the case of unknown α, finding a UMP test for one-and two-sided hypotheses remains as an open problem. However,
is the maximum likelihood estimator of α under H 0 : β = β 0 . This fact and (4.1) yield the likelihood ratio statistic, for testing H 0 : β = β 0 against the alternative H 1 : β = β 0 , as
where
Therefore, the critical region of the GLR test of level γ for testing H 0 : β = β 0 against the alternative H 1 : β = β 0 is given by C = {(r, k) : T m (log R m − log β 0 ) >α M,0 C ⋆ or R m < β 0 } , (6.12) where C ⋆ is obtained from the size restriction γ = P β 0 (T m (log R m − log β 0 ) >α M,0 C ⋆ ) . (6.13)
An explicit closed-form expression for C ⋆ in (6.12) does not seem to be possible. But, one can use the following expression for computational purposes:
14)
7 Numerical Example Dyer (1981) reported annual wage data (in multiplies of 100 U.S. dollars) of a random sample of 30 production-line workers in a large industrial firm, as presented in Table 4 . He determined that Pareto distribution provided an adequate fit for data. Assuming inverse sampling scheme with m = 3, the corresponding record data are presented in Table 5 . From Table 3 , we have a = 0.2664. Therefore, (6.10) implies that H 0 is not rejected. Since we can not find C ⋆ in (6.12), we can not test the hypothesis H 0 : β = β 0 against the alternative H 1 : β = β 0 . In this case, one may conduct a simulation study and calculate the percentile of Λ in (6.11) by specifying β 0 , and then carry out a likelihood-ratio test.
