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Abstract
This paper presents a neurobiology and cognitive psychology inspired model, implemented using
a neural-network-like parallel computational strategy. The goal of the model is to show how a
visual cortex inspired system can control camera alignment using a given camera hardware setup,
in a similar way to the brain’s controlling eye movements. The system (computational model and
camera hardware) are integrated into an experimental environment, the Intelligent Space, a room
of ubiquitous computing. The intelligent space is based on several Distributed Intelligent Network
Devices (DIND). A DIND has a sensor input, integrated intelligence and a communication interface.
The model presented in this paper serves as the integrated intelligence component of a particular
DIND. The proposed model implemented in a parallel hardware performs real time operation.
Keywords: Cognitive vision, stereo alignment, visual cortex.
1. Introduction
The main goal of this paper is to present a neurobiological and cognitive psy-
chological analogy based cognitive model. The model is based on the biological
architecture and cognitive functionalities of the mammalian visual cortex, with a
special respect on the binocular cells. The model can solve the problem of stereo
alignment, analogically to the brain fixating the eyes on the same spot of the visual
field, allowing 3D vision. As a consequence of the model’s architecture, it can also
be applied in object (or face) tracking, as described later in this paper. Besides the
possibilities of practical applications of the model, it also aims to extend the limits
of classical computation.
In order to show why cognitive models can give the necessary boost, consider
the example where a test person has to determine whether there is a cat or something
else in the shown image, and press a button according to the decision. Such a task
is impossible for a computer to perform today, yet a human can do it reliably in
half a second or less. This result becomes more shocking if we know that the
“processing time” of the basic processing unit of the brain (a typical neuron) is in
the range of milliseconds, while the basic processing unit (a logic gate) of a modern
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silicon-based computer is 5 million times faster. The answer for how the “slow”
brain can solve this task lies in its special architecture and particular information
representation and processing. It is thus our belief that in order to step beyond the
borders of today’s computer systems’ architectures the basic way of information
representation and processing has to be changed. For new ideas we turn to existing
cognitive systems in biological architectures to study them, because they already
bear the solutions that we are seeking for. A cognitive system is implemented in
a biological neural network, where simple units of computation are connected in
a very complex structure. Our research goal is to turn the cognitive information
processing system into engineering models which can later be organized into a
cognitive psychology inspired model running on a biology related computational
architecture.
Our work has received inspiration from research about biological visual sys-
tems, [1, 2, 3]. These works reveal that the mammalian visual cortex is populated
with neurons responsible for the perception of different visual cues. Among these
cues we can find the binocular cues, which allow the binocular perception of space.
In this paper a similar model is proposed for camera alignment. This is not to say
that the model presented is necessarily identical with biological visual systems. The
ultimate criterion of our work is performance from a technical point of view.
The proposed model is embedded in a given camera hardware. Similarly to
the human eyes, the camera hardware also has two cameras, which can be rotated
together in the vertical direction, and separately in the horizontal direction, as shown
on Fig. 1. Due to these mechanical constraints, the model deals only with horizontal
camera motions.
Fig. 1. The human eyeballs can move together in the vertical direction, and separately in
the horizontal direction
The camera system with the control module of cognitive intelligence is in-
tegrated into an experimental environment, the ‘Intelligent Space’, proposed by
Hashimoto Laboratory at The University of Tokyo. Intelligent Space is a space,
which has distributed sensory intelligence and it is equipped with actuators. Actu-
ators are used to provide information and physical support to the inhabitants. The
various devices of sensory intelligence cooperatewith each other autonomously, and
thus the whole space gains high intelligence. The Space is populated with agents,
and each agent obtains the sensing information from multiple input attributes of the
Intelligent Space, such as cameras or microphones. Agents also obtain augmented
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information from other agents. Intelligent Space recomposes the whole space from
each agent’s sensing information, and returns intuitive and intelligible reactions to
man. In this way, Intelligent Space is the space where man and agents can act
mutually.
A space becomes intelligent, when its fundamental components, the Distrib-
uted Intelligent Network Devices (DINDs) are installed in it. A DIND consists of
three basic modules that provide three main functions:
• sensor module monitors the dynamic environment within the Intelligent
Space
• computational module processes the sensed data, extracts information, and
makes decisions
• communication module communicates the extracted information and deci-
sions towards other DINDs or inhabitants.
The intelligence of the DIND mainly comes from the intelligence and com-
putational performance of the integrated computational module. The integrated
classical mathematical and soft-computing based computational methods usually
perform well in Intelligent Space, however in some aspects it is easily possible to
face their limits. In some cases they are not robust enough, or simply due to their
architecture they cannot deal with some aspects of the problem.
The organization of this paper is as follows. In Section 2 the cognitive model
for eye alignment will be presented, along with its modification for object tracking.
Section 3 includes a short description of the Intelligent Space and the DIND, in
which the proposed model is integrated. In Section 4 the test results are presented,
alongwith the possible hardware implementations of themodel in Section 5. Finally
in section 6 conclusions with a discussion of the results is made.
2. Cognitive Model for Camera Alignment
2.1. Background
The model described in this section was inspired by the functionalities of binocular
neurons in the mammalian visual cortex. Binocular perception of space is based on
binocular neurons that receive input from both eyes. These neurons can be classified
by their functionalities described by two parameters: the horizontal positions on
the two retinas of the image patches they receive as input. If there is a shift between
the two horizontal positions, the neuron is responsive to a certain disparity or depth.
On a geometrical basis, the neurons can be re-classified to be described by two
different parameters: the actual position on one retina and the depth (depending on
the position on the other retina). If a neuron receives a similar stimulation from
the two eyes, it is because the image projected to those particular retinal areas are
similar. Such a stimulation will cause an intense firing of the neuron. The actual
neurons firing at a time describe the binocular depth of a scene at different locations
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of the visual field. By separately moving the eyes along the horizontal direction,
neuron classes of different functionalities will perform intense firing.
Suppose that the eyes are aligned to the same visual feature of the scene. Such
a state has two important consequences:
• The neuron receiving both inputs from the center of the two foveawill perform
intense firing.
• This neuron belongs to the class which is responsive to the center of the fovea
on one retina, and zero depth.
Now suppose that the eyes are not aligned to the same visual feature (this
happenswhenone lookswith crossed eyes). Such a state also has two consequences:
• The neuron receiving both inputs from the center of the two fovea will not
perform intense firing.
• The neuron representing the center of the fovea and non-zero depth will
perform intense firing.
The goal is to control the eyes in a way that both of them fixate on the same
visual feature. Humans do this by intuitively choosing the feature (with one eye)
and aligning the other eye to envision the same feature. In other terms, the goul is
to activate a neuron that is associated with the center of the fovea and with a certain
depth. According to the depth a control signal to move the eyes is produced until
the neuron associated with the center of the fovea and zero depth is activated, as a
result of correct eye alignment. Further details about binocular perception and eye
alignment is available at [1].
In the following sections we present a computational model based on the
binocular cells of the visual cortex. The goal is to control two cameras so that
they are aligned on the same visual feature. A small technical modification of the
described model can be used for object tracking.
2.2. Pixel Pair Matching
A given camera hardware was used with two cameras that can be moved together
vertically and separately along the horizontal direction (Fig. 1). The proposed
model is embedded in this camera system.
The goal is to align the optical axis of the cameras to envision the same object
of the visual field. The input is two sub-windows of the projected image of the
two cameras. The following assumptions were made in the choice of the input
sub-windows.
If we consider the biological analogy of the camera alignment, a master-slave
relationship between the two eyes or cameras can be supposed, providing a master
and a slave input image sub-window for the model. The master image serves as the
target, to which the slave image has to be matched during the alignment process.
The slave image is provided by the slave camera. The model has to adjust the
optical center of the slave camera so that a similar feature P is projected on the
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Fig. 2. Image parts fed into the ANN. Master image (left) and Slave image (right)
optical center of both the master and the slave camera. A pixel and its surrounding
as a 9 × 9 square is considered as the master sub-window. The task of the model is
to find a 9 × 9 sub-window on the slave image that best matches the sub-window
of the master image.
Not all the pixels on the slave image are taken into consideration. Due to
mechanical constraints, the camera can only be rotated horizontally. As a result
all the 9 × 9-pixel-sized sub-windows on the horizontal line of the slave image
are compared to the single sub-window in the center of the master image, thus the
interesting image parts are the 9 × 9 square on the master image and an Xmax × 9
band on the slave image, where Xmax is the width of the slave image in pixels
(Fig. 2).
A colour image can be decomposed to three images according to the RGB
colour components. In our system 8-bit gray scale images are used. Because the
intensity value of each pixel is sensitive to changes in contrast and illumination,
comparing only the intensities of the pixels and their surroundings to acquire a
matching degree does not yield acceptable results. The gradient of each pixel is
also taken into consideration during comparison of two sub-windows. We suppose
that three measures for each pixel are known, which are intensity, contour strength
and contour orientation. Denote I pM and I
p
S the intensity of the master and slave
pixels beingmatched, DpM and D
p
S the contour strength of themaster and slave pixels
beingmatched and O pM and O
p
S the contour orientation of themaster and slave pixels
being matched. The matching degree of a pixel pair pM (xM , yM) and pS(xS, yS) is
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defined as the average of the absolute difference between the corresponding feature
values of the pixels. Denote d(pM , pS) as the matching degree, which can be
written in the following form:
d(pM , pS) = |I
p
M − I pS | + |DpM − DpS | + |O pM − O pS |
3
(1)
This choice has been made because it gives a true degree of similarity between
pixels, it can be computed by a neural network-like parallel computational tool using
parameters that are easy to preadjust.
In the next section the proposed cognitive model and its neural-network-like
parallel implementation will be presented.
2.3. Model implementation
Fig. 3. The overviewof the proposedmodel (top) and a section of the 3D array of binocular
neurons (bottom). Each horizontal group of neurons represents a different depth for
the same image part (envisioned in the master image).
The structure of the proposed implementation of the model is shown on Fig.
3. A neural-network-like computational strategy was used for two main reasons:
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• It imitates the inspirator of themodel, the brain, which is a vast neural network
on the physiological level.
• To allow an extensive parallelization of the functionalities for a potential
parallel hardware implementation.
The structure of the proposed implementation is shown on Fig. 3 (top). The
system is composed of 5 layers. Each layer is responsible for a different task
(input, matching degree, decision, output), which yields a clear structure that is
easy to understand and further develop. In the first layer we suppose to have the
input data from the interesting image regions, i.e. the 9 × 9 square on the center of
the master image and the Xmax × 9 band from the slave image. These data are fed
into the input layer of the network.
The outputs of the input neurons form two buses, a master and a slave bus, as
an analogy of the optic nerves behind the human eyes. The master bus M for each





thus groups 3× 9× 9 = 243 outputs of the input layer. Let Mi, j denote the I pM ,DpM
and O pM values that belong to the pixel p(i, j) in the master window. The slave bus




S values of each pixel on the Xmax × 9 band on the slave
image, thus groups 3 × 9 × Xmax are outputs of the input layer. Let Sk, j denote




S values that belong to the pixel p(k, j) in the band on the slave
image. In the next layer the two buses are crossed in a 3-dimensional array A of
9× 9× (Xmax − 8) neuron triplets. This builds up the second layer of the proposed
network. A two dimensional section where j is set to a constant value is shown in
Fig. 3 (bottom).
In array A each neuron triplet calculates the absolute difference of the I pM; I pS ,
DpM; DpS andO pM; O pS values with respect to the pixels from which their inputs are
arriving from. ⎧⎪⎪⎨
⎪⎪⎩
A(I )i,k, j = |M (I )i, j − S(I )i+k, j |,
A(D)i,k, j = |M (D)i, j − S(D)i+k, j |,
A(O)i,k, j = |M (O)i, j − S(O)i+k, j |,
i, j ∈ [1..9], k ∈ [1..Xmax − 8],
(2)
where for example M (I )i, j denotes the intensity value arriving from the p(i, j) pixel
of the master image.
The third layer neurons of the network are situated in a similar 3D array as
those in the second layer. The difference is that in the third layer there is only one
neuron in each cell of the array. The outputs of the three corresponding neurons
in layer 2 are connected to the inputs of the neurons in layer 3. Denote the array
containing the third-layer neurons B, then the operation performed by a third layer
neuron is described as
Bi,k, j =
A(I )i,k, j + A(D)i,k, j + A(O)i,k, j
3
(3)
This means that a third layer neuron simply calculates the mean value of the
outputs coming from the three second-layer neurons. The output is the same as it
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was written in Eq. (1). In other words, Bi,k, j equals the mean difference between the
pixels p(i, j) of the master image window and p(k + i, j) of the slave image band.
It is to note that if k is increased by one, then B will contain the mean difference
between the same pixel on the master image and the next pixel to the right on the
slave image.
To compute the matching degree between two pixels, their surroundings also
have to be taken into consideration. The array Bi,c, j where c is a constant, contains
the average difference between the 81 pixels in the 9×9 master window and the cth
slave window. To get the matching degree of a pixel pair, simply the mean value of
the 81 difference values is calculated, and subtracted from 255, the maximum value
of the difference. This is done by the fourth layer of the network, which contains
Xmax − 8 neurons with 81 inputs for each of them. The output of the kth neuron
equals to the matching degree of the master window and the kth window on the
slave image.
The original goal was to adjust the optical center of the slave camera on
the point P that is seen in the center of the master sub-window. The goal can
be considered to be achieved when the highest matching degree is given by the
Xmax − 8/2th neuron. In other words the highest matching has to occur in the
central neuron of the fourth layer.
It is the task of the fifth layer to decide if the highest matching value is in the
middle of the fourth layer, and if not, then in which direction from the center it is
situated. In the fifth layer there is only one special neuron, which outputs -1, 0 or 1
according to the input values. The matching degree values from the previous layer
are fed into this special neuron. If the maximum of the inputs is situated to the right
from the central input of the neuron, it outputs -1, while if the maximal value is to
the left, it outputs 1. If the maximal input is the central input itself, the output will
be 0. Finally a simple analog hardware tells the servo-motor mechanism to drive
the camera to the appropriate direction in order to achieve an optimal matching.
2.4. Modifications for Object Tracking
With a simple modification the above described model can be used for object track-
ing. The master camera is replaced by an adaptive image memory. A special feature
of this memory is that it can adapt its contents to the changing of the environment.
After reset the first image is stored in the image memory. Further on the previously
described neural model takes the contents of the image memory as master input,
and calculates the necessary camera motions. If the output of the model suggests
that no camera motion is necessary, meaning that camera is aligned on the desired
object, the content of the image memory is updated by overwriting the old content
with a combination of the old image and the new image. Denote Fold the image
stored in the image memory, and Fnew the image provided by the camera. The next
image that will be stored in the image memory will be
(1 − λ)Fold + λFnew, (4)
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Fig. 4. The system setup using the modified model for object tracking
where λ is a constant decay parameter.
The image memory updates itself according to Eq. ( 4) if the control signal
from the model is neutral, otherwise the camera image is neglected by the image
memory. The system setup for object tracking is shown on Fig. 4.
3. Experimental Environment: Intelligent Space
Intelligent space is a limited space (room or building, street or area, or even a whole
country), which has ubiquitous computing type computing and sensory intelligence.
The sensors might be various types of equipment, such as cameras, microphones,
haptic devices, weight sensors, or any other devices that collect information on the
state of the space [6]. A conceptual figure of the Intelligent Space is shown in Fig.
5.
Fig. 5. Intelligent Space concept.
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Conventionally, there is a trend to increase the intelligence of a computer
to perform more and more complicated tasks or of a robot (agent) operating in a
limited area. The I-space concept is the opposite of this trend. The surrounding
space has ubiquitous computing and sensory intelligence instead of highly intelli-
gent agents and a concentrated high performance computer. An agent without any
sensor or own intelligence can operate in the I-space [7]. Similarly an intelligent
supervisory center can take conclusions and initiate actions based on information
collected in a building, a city neighbourhood or a large geographical area over the
telecommunication network covering it. The difference of the conventional and
I-space concept is explained in Fig. 6.
conventional I-space
Fig. 6. The conventional concept vs. I-space concept
The various devices of ubiquitous sensory intelligence cooperate with each
other autonomously and the whole space has ubiquitous computing background.
This is true even if there is a supervision system involved, which is acting as an
autonomous agent itself. Each agent in the space has sensory intelligence. (Or has
intelligent inputs coming from other agents.) An intelligent agent has to operate
even if the outside environment changes, so it needs to switch its roles autonomously
and knowing its role it can still help and support humans within the space. I-
space having ubiquitous computing recomposes the whole space from each agent’s
sensory information and returns intuitive and intelligible reactions to human beings.
In this way, I-space is the space where human beings and intelligent ubiquitous
computing agents can interact mutually.
3.1. Basic Concept of DIND
The key concept called the Distributed Intelligent Network Device (DIND) con-
sists of three basic elements. These are the sensor, the processor (computer, neural
network or even a brain) and the communication device. Thus, a DIND is a unit
based on three functions that the dynamic environment, which contains people,
vehicles and robots, etc., is monitored by the sensor, the information is processed
into a form easily captured by the clients in the processor and the DIND communi-
cates with other DINDs through a network or a supervision system, which is itself
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an autonomous agent. Fig. 7 (top) shows the basic structure of a DIND. By in-
stalling DINDs into the whole I-space, they will perform information exchange and
information share by communicating mutually through the network/supervision.
The space thus equipped will be altered into an intelligent ubiquitous computing
environment [9].
Let’s think when people move in space. How they observe, judge and react. A
human mainly looks at the space using the eyes, he chooses the required information
(recognition), analyses this information, gives a suitable determination (decision),
moves legs based on this determination, and do interaction to space (action). As
shown in Fig. 7 (middle), our interactions to space are performed by the repetition
of recognition, decision, and action. When a robot performs the same work, deci-
sion and action can be said comparatively easier than recognition. If space is too
sophisticated, it is very difficult to acquire data by the sensors and to extract only
the required information from it.
However, the vision system of a human can solve this problem relatively
easily. The system of the eye and the brain can perform similar tasks as a DIND -
observe, recognize and react. The speed and precision of this process is amazing.
The actual similarity between the DIND concept, the human interaction to space
and the vision system can be seen in Fig. 7.
Inspired by this similarity between the processes of a DIND and the mental
processes of a human, especially in vision, the model for camera alignment and
object tracking was integrated into the Intelligent Space for testing and to provide
new services within the space.
4. Testing and Evaluation
To evaluate the proposed system, a mechanism was built with cameras mounted on
the top. The mechanism was similar to the human eyes: the two cameras could
move independently in the horizontal direction, but only together in the vertical
one. The proposed model was implemented in a C++ program and was controlling
the servo mechanisms that moved the cameras.
An interesting result is the matching degree between the target image and the
various image windows situated on the slave image band.
Below an image pair is presented with the matching degree graph and the
direction suggested by the system.
On the presented pair (Fig. 8) of images the center of the master image (top)
corresponds to a pixel that is situated to the left from the center of the slave image
(bottom). The matching degrees are shown on Fig. 9. In this case the peak is to the
left from the center, meaning that the slave camera has to be rotated to the left.
Using a real-time simulation of the system, the camera was able to follow
objects like a human face. To start the test, the human had to be still, while the
system learnt the face. Afterwards the face could be moved, and the camera was
following it. When the camera reached the desired orientation, the image memory
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Sensor
Look at space










Fig. 7. The similarity between a DIND, the human interaction to space and the human
vision system that follows an object moving in space.
Fig. 8. Master image (left) and slave image (right). The image centers are indicated by the
white dots on both images. The matching pixel on the slave image is located to the
left from the center of the slave image.
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Fig. 9. The matching degree of the image pair. The peak representing the best match is to
the left from the center.
was updated. This allows slow changes in the object being followed, and makes
the system robust against noise and other perturbations.
5. Hardware Implementation
One of the most advantageous properties of the proposed model’s architecture is
its native parallelism. A software implementation running on the fastest von Neu-
mann-based processor cannot provide fast, O(1) time responses even if it is ex-
tended with Single Instruction Multiple Data (SIMD) instruction sets like Intel’s
Streaming SIMD Extensions (SSE). Parallel processing with multiple simple com-
putational elements, on the other hand, can provide tremendous speedups. The
Field-Programmable Gate Array (FPGA) is such a microelectronic device the pro-
gramming logic of which can be set up according to the users’ needs, and some
models even allow to be reconfigured during operation time. Thus, the proposed ar-
chitecture can be implemented in an FPGA, and then can be used as a co-processor
or accelerator card in a PC environment to solve dedicated tasks. Moreover, it can
be a stand-alone image processing device that solves the task without the execution
of any conventional algorithm.
The proposed architecture requires about 300 000 computational elements to
perform on a 320-pixel-wide image. The state of the art FPGA has about 6 000 000
logic cells that is sufficient for about 100–200 000 computational elements. This
number copes with what is necessary, while the processed image is still relatively
small. However, the famous Moore’s Law also applies to FPGAs saying that in
about every two years the number of transistors on a silicon chip doubles, thus the
number of logical cells is expected to double, too. In addition, some of the modern
FPGAs also have the capability of being re-programmed in runtime. Applying
this feature allows the use of only one chip for the processing that can be done by
re-programming the architecture for each task, sacrificing extra processing time.
In conclusion, a primary visual cortex based image contour detector chip can be
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realized in near future by some compromises.
A simple (low resolution) version of the model is being implemented in an
FPGA. A serious bottleneck in this solution is the small number of parallel in-
put/output data that can be transmitted to and from the FPGA. Apart from this
problem, the implementation will give ground to test and evaluate the model oper-
ating on a dedicated hardware.
6. Conclusion
This paper proposes a neurobiology and cognitive psychology inspired model for
image capture device alignment and object tracking. Implemented on a parallel
computational architecture, the model shows the potential of cognitive vision sys-
tems. Furthermore, the model embedded in a camera system and integrated into
Intelligent Space shows that it is also applicable for scientific and industrial pur-
poses.
The modification of the system with the introduction of a forgetting image
memory is an example of hybrid cognitive-engineering solutions. In such a solution
modules of different types are integrated into a system to aggregate the advantages
of each of them.
Until today, only the processor-based implementation of the model is avail-
able, which does not allow to measure its true performance. However, a real parallel
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