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Abstract: Persistent misconceptions existing for dozens of years and influencing progress 
in various fields of science are sometimes encountered in the scientific and especially,  
the popular-science literature. The present brief review deals with two such interrelated 
misconceptions (misunderstandings). The first misunderstanding: entropy is a measure of 
disorder. This is an old and very common opinion. The second misconception is that the 
entropy production minimizes in the evolution of nonequilibrium systems. However, as it 
has recently become clear, evolution (progress) in Nature demonstrates the opposite,  
i.e., maximization of the entropy production. The principal questions connected with this 
maximization are considered herein. The two misconceptions mentioned above can lead to 
the apparent contradiction between the conclusions of modern thermodynamics and the 
basic conceptions of evolution existing in biology. In this regard, the analysis of these 
issues seems extremely important and timely as it contributes to the deeper understanding 
of the laws of development of the surrounding World and the place of humans in it. 
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1. Thermodynamic Entropy and Disorder. Is there a Difference in the Evolution of Animate and 
Inanimate? 
The notion of entropy (S) was introduced into science by R. Clausius (1822–1888) in 1850–1865. 
According to his studies, the change of entropy can be written as: 
T/QdS   (1)
where δQ is the heat obtained (given) by the system at the (absolute) temperature T in the  
quasi-equilibrium process. 
The statement of the fact that a macroscopic system has a single-valued function of state (the 
entropy, S) constitutes the essence of the second law of thermodynamics. It can be shown (see, for 
example, [1,2]) that entropy defines irreversible dissipation of energy, and processes in an isolated 
system always occur with the non-reduction of entropy. 
The entropy notion is used primarily for deductive development of an important branch of 
theoretical physics: thermodynamics. The complexity of this notion consists in the fact that we are 
unable to immediately feel or perceive entropy (as, for instance, temperature, body coordinates, or 
pressure). The value of entropy can be defined only indirectly by measuring, for example, the thermal 
capacity for the isochoric process CV and then calculating it based on the formula: 
dT
T
CS
XT
V
X 
0
 (2)
where TX is the temperature in the state X in which the absolute value of the entropy SX is determined. 
In order to find the absolute value of entropy, e.g., according to Equation (2), another postulate, the 
third law of thermodynamics (at T  0, the entropy tends to zero), needs to be introduced. 
In 1877, L. Boltzmann (1844–1906) first pointed out the possible relationship between the 
thermodynamic entropy and the microscopic properties of matter: 
 lnkS  (3)
where k is some constant and Ω is the number of possible microstates (different arrangements of a 
system) corresponding to the macroscopic state of the system. 
The Equation (3) is very important for further discourse. Therefore, we shall show its use based on 
the simplest example (Figure 1). Let us consider a vessel divided into two sections. We shall place two 
particles in one section. Thus, the first state has been prepared. Obviously, this state can be created in 
only one way. So, Ω1 = 1. Let us assume that the particles can move (diffuse) freely in the vessel. 
Obviously, the system will reach the second macroscopic state. This state can be implemented in three 
equiprobable ways (see Figure 1), and therefore Ω2 = 3. According to Equation (3), the second state 
will show higher entropy as compared to the first state. This agrees with the second law: an isolated 
system changes from some prepared (nonequilibrium) state to the equilibrium state and the entropy 
increases. Obviously, the second state (Figure 1) is more disordered than the first one as the particles 
can be located in one part of the vessel or the other at different moments of time. 
The examples similar to the one analysed above and Boltzmann’s statistic interpretation of entropy 
Equation (3) gave rise to an opinion that the notion of entropy is related to the notion of disorder. 
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According to the second law of thermodynamics, the entropy grows in the nonequilibrium isolated 
system; then, in line with the mentioned relation, the disorder should also grow. In contrast, most 
theories of the origin and development of life on Earth state that all living organisms (see [3]) become 
more complex and organized with time and, consequently, tend to be more and more distant from 
chaos (become ordered). This contradiction appeared in the beginning of the XXth century and created 
a barrier between physics, which then dealt mainly with inanimate matter, and the science of animate, 
i.e., biology. As a consequence, this period is marked by rebirth and development of the vitalism 
concept, which states a drastic difference between the phenomena of life and the physical and chemical 
phenomena. The vitalists believe that the development of living organisms is primarily caused by some 
nonmaterial supernatural power: “vital force” (“entelechy”) according to the German biologist H. Driesch 
(1867–1941), “vital impulse” according to the French philosopher H. Bergson (1859–1941), and the like. 
Figure 1. The simplest model explaining the notion of microstate. 
 
The study by E. Schrödinger (1887–1961) [4], the renowned Austrian physicist, is the first, the most 
interesting and cited (up until now) attempt to solve the formulated problem. Let us comment on his 
point of view. The change of the entropy S (or, for the unit volume, s) with the time t is the sum of the 
entropy generation (production) in a body Σ (or, for the unit volume, the entropy production  
density σ) and the total entropy flux ( SJ

) entering or leaving through the boundary (Π) of the body  
under consideration: 
П
td
Sd
П

dJS  (4*)
or, for the unit volume (locally): 
)J( S

div
td
sd   (4**) 
According to the second law, Σ (or σ) is always above zero; however, the second summand 
Equations (4*) and (4**) can have a considerably higher value, and then the total change of entropy 
dS/dt will be negative. As a consequence, the entropy of the body at hand will decrease. Let us note 
that the total entropy of the whole isolated system (the body with the surrounding environment) will 
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not go down in complete agreement with the second law of thermodynamics. If entropy is viewed as a 
measure of disorder, then the body in the above example will mostly give the contained disorder to the 
environment rather than receive it from the outside or produce it internally. As a result of this 
exchange, the order inside the body increases. It is important to note that, according to Schrödinger, 
only the animate can have this property, and the inanimate has no such ability. The proposed 
mechanism of the entropy reduction and the Equation (4) provoke no objections. However, the 
division between the animate and inanimate systems based on their ability to “absorb order” from the 
environment (if it was really true) does not eliminate but, on the contrary, creates a barrier between the 
animate and the inanimate. Indeed, it is stated that the animate systems have some exclusive properties 
(qualitative differences), the special physics. Let us quote [4]: “New laws to be expected in the organism.” 
As further experiments and analysis showed, the conclusion that the animate systems have an 
exclusive nature in terms of the entropy outflow value was premature. Starting from the middle of the 
twentieth century, an enormous number of examples of the inanimate systems’ self-organization 
(formation of dissipative structures) was studied (see, for example, [2,5]). As a result of the research 
that still continues today, the scientists concluded that the main condition for the emergence of 
structures from homogeneous (chaotic) environment is: the openness and the sufficient nonequilibrium 
state of the system. Thus, the conflict between the animate and the inanimate caused by the study [4] 
turns out to be imaginary. 
However, is the above question connected with the difference in evolution of the animate and 
inanimate systems from the perspective of the entropy and disorder behavior finally solved? 
Obviously, no! Let us adduce two arguments. The first argument: animate systems continuously 
become more complex over time (e.g., the evolution from protozoans to mammals). This is true both 
under varying and, what is the more important, under constant external conditions (e.g., in the case of 
approximately the same chemical composition of the environment and equal energy received from the 
Sun). Inanimate systems have no such property and quickly finish “generation” of new structures; such 
systems reach the stationary state and thus end their evolution under invariable external parameters 
(for instance, the degree of nonequilibrium). Therefore, the question of what forces the life to 
continuously develop and become more complex remains. The second argument: the study of the  
self-organization process using Equation (4) is speculative in the majority of cases and not supported 
by calculations (which are absent, for instance, in [2,4,5] and in multiple other much more recent 
publications related to the subject). Considering entropy as a measure of disorder, it is believed that the 
entropy undoubtedly decreases in the case of the emergence of a structure (for example, the Benard cell) 
or the evolution from unicellular organisms to humans because a less disordered, more highly 
organized structure appears. The absence of quantitative calculations of the thermodynamic entropy 
and its change during the self-organization is connected with the extreme complexity of such 
calculations due to considerable spatial and temporal inhomogeneity and the nonequilibrium state of 
such systems. This makes it necessary to introduce multiple assumptions, which influences the 
accuracy and significantly reduces the value of the result. 
In view of the latter, we cannot but mention a widely known and cited study by L. Blumenfeld [6], 
where he evaluates the thermodynamic entropy change during of the construction of an organism from 
cells, the cells from biopolymers, and the biopolymers from monomers. The calculation was performed 
only for the configuration part of entropy, while the interaction between the constituent “bricks” of the 
Entropy 2013, 15 1156 
 
 
system was neglected. Obviously, the value obtained by such calculation is a very rough estimate of 
the thermodynamic entropy for which the second law of thermodynamics is formulated and the 
Equations (1), (2) and (4) are written. In spite of this drawback, Blumenfeld’s conclusion seems 
correct and very important. Let us quote it [6]: “All talks about “antientropic tendencies” of the 
biological evolution, about the exclusive order of the animate matter are based on an evident 
misunderstanding. According to the thermodynamic criteria, any biological system is ordered no more 
than a lump of rock of the same weight.” 
This conclusion is confirmed by the data given in [7] and obtained more rigorously by calculating 
exactly the thermodynamic entropy. So, under normal conditions, the entropy of one kilogram of wood 
(pine or oak) was 2.8 kJ/K. If we compare this value to the entropy of the "inanimate bodies" that 
surround the tree and have the same mass, the calculated entropy can be both higher (for instance, as 
compared to 0.7 kJ/K, the entropy of quartz SiO2, one of the most common minerals on Earth) and 
lower (for instance, as compared to 3.9 kJ/K or 6.8 kJ/K, the entropy of water and air, respectively). 
Thus, the thermodynamic entropy is very difficult to find for animate systems and it cannot be used 
for distinguishing between the animate and inanimate matter. The above values suggest that the 
entropy can hardly be employed for the calculation of the degree of disorder in the real bodies during 
their self-organization. However, is it just a consequence of the fact that the occurring reduction in 
entropy during self-organization is negligible as compared with the absolute value of entropy, or is 
there other reasons? 
The answer lies in the fact that the quantity of entropy is in no way related to the quantity of order 
observed during the self-organization (for instance, in the case of the appearance of the Benard cells) 
or the structure formation in biology. The immediate connection between the order and the entropy is 
an evident misunderstanding appeared in the beginning of the twentieth century and still encountered 
mostly in philosophical, biological and popular-science literature. The fact is that the physicists or 
chemists studying entropy and non-experts in this subject mean different concepts when speaking 
about “order”. For non-experts, the “order” of the structure is the systematicness, correctness in the 
arrangement. This is the “general-use” meaning. For physicists and chemists, the “order” of the 
structure is evaluated based on the complexity of prediction, which is related specifically to the 
number of microstates (Ω). The higher Ω (and, correspondingly, the higher the entropy, Equation (3)), 
the harder it is to predict the real location of the system. For non-experts, the “order” of the structure is 
estimated only in the real (spatial) three-dimensional space. The interaction between the parts of the 
structure is not taken into any consideration. For experts, the “order” of the structure and the entropy is 
calculated in the coordinate-momentum 6N-dimensional phase space. In addition, the interaction is 
explicitly taken into account in the Hamiltonian used for the calculation of the entropy. The interaction 
significantly influences the phase volume available to the system (and Ω). The mentioned points were 
to some extent formulated in the literature before (see, for example, [7–10]); however, they are largely 
left unheeded by the main addressees, the scientists who use the notion and the properties of the 
thermodynamic entropy and at the same time consciously and unconsciously identify the entropy with 
the order in “their” (rather than the conventional physical) understanding. 
We also have to make an important remark that has served and still serves as a source of  
the misunderstanding under discussion. So, as follows from the above, if the evolution of almost  
non-interacting particles in the three-dimensional space is considered (assuming that the particle 
Entropy 2013, 15 1157 
 
 
velocity distribution has already been established), then the change of order/disorder calculated by a 
physicist (a chemist) will qualitatively agree with non-experts’ understanding of the order/disorder 
variation. In a certain sense, this is the case when studying the spatial behaviour of an ideal gas. The 
ideal gas model was introduced by R. Clausius and used by L. Boltzmann in the discussion of entropy  
(see Figure 1 as an example). In our opinion, this was a key moment in the confusion (identification of 
the thermodynamic entropy with the order in the general-use meaning rather than in the specific 
physical one) that started more than a hundred years ago and can still be encountered today. 
As can be seen from the above, the thermodynamic entropy is a more complex notion than a 
measure of spatial disorder. Consequently, the thermodynamic entropy increase and the order increase 
during the biological evolution or other self-organization process cannot be compared. 
However, the above question still remains: what forces the life to continuously develop and become 
more complex, and can this question be solved within the scope of thermodynamics? Can it be true 
that the supporters of Schrödinger and Blumenfeld, who believe that the problems of origin and 
evolution of biological structures are beyond the scope of physics because its laws are insufficient for 
understanding thereof, are right? In our opinion, it is not the physics of “animate” that is required but a 
deeper investigation of the properties of entropy and, first of all, the rate of its change: entropy production. 
2. Entropy Production. Direction of the Evolution of Inanimate and Animate Systems 
The nonequilibrium processes in nature are very often described using the so-called linear 
nonequilibrium thermodynamics. The foundation thereof was laid by L. Onsager (1903–1976) in 1931. 
By theoretically generalizing the empirical laws (of G. Ohm, A. Fick, J. Fourier, and others), he 
proposed a linear relationship between the thermodynamic fluxes Ji (particularly, the heat flux) and the 
thermodynamic forces Xi (particularly, the temperature gradient):  

k
kiki XLJ  (5)
and grounded the reciprocal relation for the kinetic coefficients ikL : 
kiik LL   (6)
These equations form the basis of the linear nonequilibirium thermodynamics. They are used to 
close and solve the system of energy-, momentum-, and mass-transfer equations. It is important to note 
that the simplest linear Equations (5) may prove to be incorrect for some nonequilibrium process  
(e.g., chemical reactions or some mechanical deformations), and the non-linear relations between the 
thermodynamic fluxes and forces have to be used. 
It can be easily shown (see, for example, [1,2]) that the entropy production density (see Equation (4)) 
is related to Ji and Xi as follows: 

i
iiJX  (7)
Whereas the entropy is an essential quantity in the equilibrium thermodynamics, the entropy 
production assumes this role in the nonequilibrium thermodynamics. This was partially caused by two 
principles connected with the entropy production. 
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2.1. Prigogine’s and Ziegler’s Principle 
The first statement was formulated in 1945–1947 by I. Prigogine (1917–2003). This statement was 
called a principle (or a theorem) of the minimum entropy production. It is formulated as follows [1,2]:  
Let the main Equations of the linear nonequilibrium thermodynamics (5) and (6) be realized in a 
system, and a part of the total number of the thermodynamic forces Xi, be maintained constant, then the 
minimum entropy production density shall be the necessary and sufficient condition for the stationary 
state of the nonequilibrium system. 
Generally, there are two points considered as the main drawbacks of this principle (see, for 
example, [11,12]). The first drawback: the principle is valid only for the linear nonequilibrium 
thermodynamics. The second drawback is more important. The principle is not constructive as the 
information required for its application should be so complete that the principle does not add anything 
new; and it is, as a rule, much easier to solve the problem directly using the laws of conservation  
and Equations (5) and (6) than using Prigogine’s principle. The minimum principle (theorem) was 
proved as a local (differential) statement. However, there were attempts to use this principle for finding 
the spatial distribution of physical quantities (i.e., to extend the application of the principle to the  
so-called integral case) (see, e.g., [2]). Nevertheless, such an extended understanding of the principle 
is, for the most part, wrong (see, for example, [13]). 
Despite the mentioned drawbacks, the minimum entropy production principle still attracts a lot of 
attention among scientists, especially biologists and philosophers. This was contributed, on the one 
hand, by high reputation of the author and his popularization activity, and, on the other hand, by the 
above atavism fixated in the minds of many people that “entropy is a measure of disorder”. As a result, 
there is an erroneous assumption that a nonequilibrium system tends to the minimum disorder 
production with time, which has something in common with some biological and social evolution 
ideas. The Prigogine paper [14] that assumes the Equations (5) and (6) to be valid for biological 
systems and concludes that the continuous reduction of entropy production density occurs in the course 
of the biological development also contributed to rise of interest in the principle among biologists (see, 
for example, [6,7,15–17]). It is known that the entropy production in the system is directly related to 
the rate of its heat production. So, the assumption of the decrease of σ can be reduced to the statement 
that the continuous reduction of specific (referred to the unit of weight) heat production (which is 
proportional to the intensity of oxygen consumption because oxidation processes are the supplier of 
energy for all reactions occurring in animate aerobic organisms) should take place during the 
development, growth, and ageing of animals and humans. The analysis of the existing data [15–17] 
showed the decrease of oxygen consumption rate or specific heat production during the ontogenesis of 
different animals. However, it turned out to be that (see [15–20]) the increase of entropy production 
density is observed at the initial stages of the ontogenesis. In view of the above as well as the fact that the 
Equation (5) is too rough for the chemical reactions taking place in the animate systems, the 
application of the minimum entropy production principle to the study of the evolution of animate 
beings can be considered unreasonable. Let us also note that if Prigogine’s principle is assumed as the 
defining principle for the development of the animate, then the main aim of the animate’s individual 
development would be the soonest death (in this case, the entropy production reaches its minimum 
value: zero), not to mention the phylogenesis, which would be far too difficult to explain! 
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The second statement connected with the entropy production was formulated by  
H. Ziegler (1910–1985) in 1963. This is the maximum entropy production principle, which, at first 
glance, seems an antipode to the principle considered above. Ziegler’s principle is formulated as 
follows [21,22]: if the thermodynamic forces Xi are preset, then the true thermodynamic fluxes Ji 
satisfying the side condition (7) give the maximum value of the entropy production density σ(J). 
Mathematically, this principle can be written using the Lagrange multiplier µ in the form: 
  0))(( 

  
Xi
iikkJ JXJJ   (8)
By varying the entropy production in terms of thermodynamic fluxes with constant forces, the 
following relationship between the fluxes and forces can be obtained from (8): 
i
i
ii
i JJJ
JX   /)/(
)( 

 (9)
As can be seen from Equation (9), the relationship between the thermodynamic fluxes and forces 
can be both linear and nonlinear. This is an important corollary of Ziegler's principle. For 

ki
kiik JJR
,
  ( ikR  is the coefficient matrix), the main Equations of the linear nonequilibrium 
thermodynamics (5) and (6) can be easily obtained from Equation (9). By introducing additional 
restrictions, the Prigogine theorem can be derived from Equations (5) and (6). Thus, the range of 
applicability of the Prigogine principle is much narrower than that of the Ziegler principle. 
There is sometimes a misunderstanding of how one and the same entropy production can be both 
maximum and minimum. The reason lies in the constraints used in the entropy production variation: 
they are substantially different. The geometrical interpretation of this fact for the case of two fluxes 
and 22222112
2
111 2 JRJJRJR   is given in Figure 2. In Ziegler’s method (Figure 2a), the entropy 
production density is maximized for the fluxes 1J , 2J  at the cross-section of the paraboloid 
2
2222112
2
111 2 JRJJRJR   by the plane perpendicular to the vectors with the components 
constXnstX  21   ,co  (this plane is positioned angle-wise to the ordinate axis). In Prigogine’s 
method (Figure 2b), the entropy production density is minimized for 2J  at the cross-section of the 
same paraboloid by the plane parallel to the ordinate axis (the plane equation is const1 J ). As a result 
of the extremization, the Ziegler method allows finding a relationship between the thermodynamic 
fluxes and forces (Equation (9) or Equations (5), (6) for the particular form of )(J  considered in Figure 
2), whereas the Prigogine method (where Equations (5) and (6) are postulated) allows finding that the 
equation 02 J  corresponds to the minimum entropy production density. The Ziegler and Prigogine 
variations can occur consequently in time for the same system. Indeed, let us assume that the 
thermodynamic forces are constant during some interval of time τ0. Then, based on Ziegler's principle, 
the system will adjust its thermodynamic fluxes in order to maximize the entropy production. If the 
entropy production is a quadratic function, then such an adjustment will result in the linear relationship 
between the fluxes/forces, and the system will reach its stationary nonequilibrium state. If the behavior 
of this system is considered for longer (than τ0) times τ, then a number of thermodynamic forces can 
become free (varying). In this case, the fluxes formed according to Ziegler (Equations (5) and (6)) will 
start decreasing the thermodynamic forces, which, in turn, will reduce the fluxes and so on. As a result, 
Entropy 2013, 15 1160 
 
 
the minimum entropy production is reached. Thus, some hierarchy of processes can be seen: for small 
times, the system maximizes the entropy production with the fixed forces and, as a result, the linear 
relations between the fluxes and forces become valid; for a large scale of time, the system varies the 
free thermodynamic forces in order to reduce the entropy production [23]. 
Figure 2. Geometrical interpretation of the principles of Ziegler (a) and Prigogine (b) for 
the case of two thermodynamic fluxes (forces) in the system. In the first graph, the 
maximum entropy production on the plane positioned angle-wise to the ordinate axis is 
sought for; and in the second graph, the minimum entropy production on the plane parallel 
to the ordinate axis is sought for. 
 
2.2. Maximum Entropy Production Principle (MEPP) 
As can be seen from the above, the maximum entropy production principle is a more common 
statement than the minimum principle. However, as opposed to Prigogine’s principle, this principle 
failed to attract much attention. This is connected with the fact that H. Ziegler considered his principle 
only from the theoretical perspective within the scope of the nonequilibrium thermodynamics, applied 
it mainly for solving the problems of plasticity, and paid no attention to the popularization of his 
approach. Since the nonequilibrium thermodynamics theory also has other principles formulated for 
the nonlinear case, and the theory of plasticity also has other effective methods for solving the 
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problems, Ziegler’s method basically remained unnoticed. However, the fact that statements similar to 
Ziegler’s principle were independently in different times and in different fields of science introduced by 
researchers for solving the arising problems (see multiple examples in [24,25]) places special emphasis 
on the importance of the Ziegler method. Let us give a number of examples demonstrating it. 
(1). There is a well-known variation method of solving the linearized Boltzmann equation used in the 
study of the transfer in gases, metals, and semiconductors. It is less known that M. Kohler [26] 
and J. Ziman [27] showed the identity of this variation method with the following statement: the 
velocity distribution function for nonequilibrium gas systems is such that the entropy production 
density is a maximum at preset gradients of the temperature, the concentration and the mean 
velocity. There are generalizations of this statement that are valid both for the quantum systems 
and for the relatively dense systems [28,29].  
(2). Based on the analysis of a large amount of empirical data, M. Berthelot [30] formulated the 
following statement: if several chemical reactions can take place in a system without exposure to 
an external energy, the reaction, which is accompanied by the release of the largest heat, is 
realized. It can be shown [24] that for a very wide range of chemical processes (especially at 
relatively low temperatures) the amount of heat produced by the reaction per unit of time is 
directly proportional to the entropy production. Therefore, the observations of Berthelot can be 
viewed as a kind of experimental confirmation of the maximum entropy production principle.  
(3). Based on the Rayleigh-Bernard convection data, W. Malkus [31] assumed the statement: if the 
Rayleigh number is preset, the regime providing the maximum heat transfer (or in this case, the 
entropy production [24,25]) is realized among the multitude of possible stationary regimes of  
the transfer. 
(4). By analyzing the experimental and theoretical data of the nonequilibrium crystallization,  
D. Temkin [32], J. Kirkaldy [33], E. Ben-Jacob [34], etc. assumed that, in the case of the fixed 
supersaturation/supercooling, the growing dendrite will select the maximum possible rate. As is 
known (see, for example, [35,36]), the entropy production density of the system under 
consideration is proportional to the squared growth rate of the crystal. Therefore, the presented 
data is indicative of the maximum entropy production principle. 
There are other similar examples [24,25]. It is important that all statements were introduced:  
(1) independently; (2) for different systems and different scales (and levels) of description; (3) are 
reduced to the maximum entropy production principle; (4) demonstrate effectiveness in the solution of 
problems. All of the above made it possible for us to propose a generalized formulation of the 
maximum entropy production principle (MEPP) applicable to different scales of description [37,38]: at 
each level of description, with preset external constraints, the relationship between the cause and the 
response of a nonequilibrium system is established in order to maximize the entropy production density.  
The maximum entropy production principle can be used in a variety of fields. Let us enumerate 
only some of them. In physics, G.P. Beretta [39] and S. Gheorghiu-Svirschevski [40] derive a 
nonlinear extension of the nonrelativistic Liouville-von Neumann dynamics on the basis of the 
maximum entropy production (steepest entropy ascent); P. Chavanis, et al. [41] obtained a generalized 
relaxation equation of the Fokker-Planck type for modeling the movement of the galaxies; and, for 
instance, T. Christen [42] modeled an electrical discharge in the gas far from equilibrium and obtained 
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good estimates for the parameters of the system taking into account a number of nonlinear effects. In 
geophysics, G. Paltridge [25,43,44] obtained the average annual distribution of temperature, heat fluxes, 
and cloudiness on Earth, which agreed well with the observations; and, for example, R. Lorenz et al. [45] 
used MEPP to explain the anomalies of weather on Mars and Titan. In biology and ecology,  
A. Kleidon [46] successfully applied the principle to study the role of biota in the exchange of carbon 
dioxide near the Earth surface; and, for instance, D. Juretić, et al. [47] modeled the stationary 
photosynthesis of bacteria. 
The accumulated experience of the use of MEPP in various fields of science allows us to make 
some very important remarks. 
2.3. The Range of MEPP Applicability 
This is a local (not integral) principle [48]. It is valid for some small element of the system volume 
and a relatively small time interval. Obviously, the scale of the mentioned quantities can be different 
for each problem and is directly connected with the level of description. As a consequence, the 
principle may be invalid in the non-local case, i.e. if the entropy production is obtained as an integral of 
the entropy production density over the system volume and/or a relatively long interval of time. This remark 
apparently also applies to the problems connected with the calculation: electrical circuits [49,50], 
energy networks in biology [51], compounded and multistage chemical reactions [52–55], and the like. 
Here the entropy production is also the sum (integral) of the entropy production of different parts 
(and/or processes) of the system. 
In spite of the fact that locality problem was repeatedly emphasized (see, for example, [21,22,24,37]), 
some scientists erroneously consider the results of calculations for such systems as examples refuting 
MEPP. For these systems, MEPP can be valid only in some special cases (e.g., for linear relationships 
between the fluxes and forces) [49]. However, this is an exception rather than a rule. The possible 
reason of the principle locality can be understood from the following point. 
Let us assume that there is a phenomenon requiring theoretical investigation with a certain degree 
of detail. This dictates the level of description: subatomic, molecular, hydrodynamic, etc. At the 
chosen level of description, the system has a hierarchy of relaxation times from the smallest time to the 
times comparable with the life time of the system at hand. The range of possible time scales restricts 
the range of spatial scales. The processes occurring at the smallest time scales are the most 
independent of the specific restrictions imposed by the problem under study (its boundary and initial 
conditions, known external and internal relationships between the variables, etc.). This follows from: 
(1) the causality principle: the past influences the future but not vice versa; (2) the model is usually 
formulated (including the writing of restrictions) for intermediate and upper scales at the chosen level 
of description. The phenomena occurring at the minimum possible scales at the chosen level of 
description are the most difficult for description. This is caused by the fact that they are directly 
connected with the man-made integration (inclusion) of all the phenomena of the lower levels of 
description into some nondivisible unit (black box, the smallest scale of the level under consideration) [56]. 
At the same time, this smallest scale (unit) is the most important for the chosen levels of description as 
this scale lays its foundation. This is where MEPP is valid and where its application is most effective 
and correct. Using MEPP at this smallest scale, linear and non-linear relationships between the cause 
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and the response in the system can be derived and then the higher scales can be considered with due 
account taken of the system constraints, boundary conditions, and balance relations. At these scales, 
the entropy production can be different depending on the specifics of this or that problem. For 
example, for the study of the heat transfer in the rod, we use MEPP to define the local linear 
relationship between the heat flux and the temperature gradient (the Fourier law). Then, by involving 
the heat balance equation, we can calculate temporal and spatial distributions of the temperature in the 
rod subject to imposed constraints. There can be a lot of constraints, so, in principle, any behavior of 
the entropy production can be obtained as early as at this second stage [13]. Another example is from 
chemistry. MEPP is used to define the nonlinear relationships between the chemical reaction rate and 
the component concentrations (the Guldberg-Waage law) for elementary reactions. Then, at the second 
stage, depending on the problem solved, these reactions are compounded into different sequential and 
parallel schemes (for example, Schlögl reaction) and some additional constraints are imposed. As a 
result, every possible temporal and/or spatial distribution of the concentration and every entropy 
production can be obtained [52–55]. Here, we have given the simplest examples. Of course, more 
complex “elementary” processes are possible if there are several causes of nonequilibrium (for 
example, simultaneous gradients of concentration and temperature) at the “lowest” spatial and time 
scale of the system under study. The given illustration of the MEPP applicability is similar to the 
interrelation between the Ziegler and Prigogine principles discussed above. 
2.4. МЕРР and Metastability 
Based on the above, the role of the noise (uncontrolled disturbances) becomes especially clear. It is 
obvious that the noise influences the imposed external constraints and weakens their effect on the 
system. As a consequence, the system behavior (especially relationships between the cause and the 
response) is established in accordance with MEPP both at the smallest scale and at a number of the 
scales following. The domain of the MEPP applicability for the considered level of description 
expands. The domain is directly connected both with the properties of the considered nonequilibrium 
system and with the level (energy) of disturbances. The absence of noise or its insufficient level can 
lead, for the spatial and temporal scale under study, to the cause-and-effect relationship not 
conforming to the maximum entropy production. It is logical to call such a relationship  
(state) metastable. The increase of the noise level takes the system to the stable state in which the  
cause-and-effect relationships conform to the maximum entropy production. 
Our studies on using the maximum entropy production principle for the description of 
nonequilibrium (kinetic) transitions are closely related to this issue. We have advanced a hypothesis [35–38]: 
the increase of the entropy production is a necessary condition [57] for a nonequilibrium (kinetic) 
transition between two nonequilibrium regimes (phases) of a process [58] and the equality of the 
entropy production of two phases determines the kinetic binodal of the transition [59]. The 
development of this hypothesis has yielded the following results: (1) a complete morphological 
diagram (with stable, unstable and metastable regions) was calculated for different regimes of 
nonequilibrium growth of the initially spherical and cylindrical nucleus [35,36]. The obtained results 
were confirmed in the numerical calculations [60,61]. (2) The sequence of possible hydrodynamic 
structures was theoretically predicted for the fluid displacement in the Hele-Shaw cell as a function of 
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the flow rate, cell parameters, and viscosities [62,63]. We saw the first confirmations of these results in 
our experiments on the radial displacement of silicone oil by air [64]. (3) The smallest Reynolds 
number of 1,200 was predicted at which the transition from a laminar flow to a turbulent flow in the 
round pipe is possible in the presence of arbitrary perturbations. The independent experimental facts 
and calculated values in support of this result are presented [65]. 
2.5. On the MEPP Falsifiability, the Jaynes Maximization, and the MEPP Justification 
Studies in this area sometimes give rise to an idea that MEPP is more or less a simple consequence 
of the Jaynes information entropy maximization and, therefore, MEPP is not an important physical 
law/principle but only “an inference algorithm that translates physical assumptions into macroscopic 
predictions” [66,67]. We disagree with such interpretation of MEPP. Indeed, Jaynes’ method is a 
procedure (often an effective one) of searching for the relations in the case of known or supposed 
constraints. If the result disagrees with the reality, then the constraints are replaced (or the priorities of 
the constraints are changed). The procedure itself (explicit form and properties of the informational 
entropy, existence and uniqueness of the solution, and the like) is postulated. As a result, this approach 
is useful as a simple algorithm for obtaining the known (generally accepted) solution. If the solution is, 
however, unknown (or there are different opinions on the solution), then any sufficiently experienced 
scientist can use this method to obtain any desired result depending on his/her preference [68]. In this 
regard, the use of a procedure (such as the informational one) rather than a physical law (objective by 
definition) for justifying MEPP (which is at the stage of its final formulation and understanding so far) 
provokes our objections. In other words, Jaynes’ mathematical procedure can be used for obtaining, 
depending on the selected physical and mathematical constraints, multiple other procedures (the value 
of such mathematical exercises becomes, nevertheless, rather doubtful for physics). However, if the 
maximum entropy production is considered as a physical principle, then it will be fundamentally 
unachievable with the use of Jaynes’ inference algorithm because MEPP itself will the key physical 
constraint (like the first/second law of thermodynamics or the charge conservation law). 
Our opinion on this issue is as follows. MEPP is a relatively new principle. Therefore, the range of 
its applicability is not fully understood. The constraints of the principle should be searched for based 
primarily on the experiment. The experiment can also falsify both MEPP itself and its direct corollaries 
(this allows considering MEPP as a physical principle rather than an inference algorithm). 
Mathematical models are absolutely unsuitable for falsification. So, a model is only some more or less 
crude and often one-sided reflection of some part of a phenomenon, whereas MEPP is the principle 
reflecting the dissipative properties that are observed in nature rather than in the model thereof. MEPP 
is to be tested using unambiguously interpreted, well-studied and fairly simple (not compounded) 
experimental systems. We consider the investigation of nonequilibrium phase transitions in such 
systems in the presence of controlled disturbances to be a possible way of the MEPP falsification. For 
example, if the regime with the smallest entropy production (particularly, with the smallest generated 
heat of dissipation) proves to be the most probable (in the statistical sense) in the case of the fixed 
thermodynamic force (for example, the pressure or temperature gradient) and several possible existing 
nonequilibrium phases (regimes), then we can disprove MEPP (or at least considerably narrow the 
range of its applicability). 
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According to H. Poincaré (1854–1912), principles are derived from experimental laws followed by 
their absolutization that results from the agreement between scientists. Theoretical justification of the 
principle means its connection with other principles and laws. In this field, the studies by R. Dewar are 
the most cited in the literature [69,70]. He used the Jaynes informational approach in his research. We 
have already criticized this approach above. The papers [24,71,72] enumerate specific physical and 
mathematical problems and drawbacks of Dewar’s justifications of MEPP. Our studies also suggest 
two possible directions of the MEPP justification. The first paper [24] (see p.17) considers the 
nonequilibrium condition as some fluctuation (following the hypothesis by L. Onsager, [73]) and, 
using the connection between the fluctuation probability and the entropy change relative to its 
equilibrium value, the evolution of the system is viewed as a transition from one fluctuation to another. 
The second paper [74] connects the MEPP justification with the hypothesis on the independence of 
entropy production sign in the transformation of the reference system for the thermodynamic fluxes.  
2.6. MEPP and the Biological Evolution 
In conclusion, let us turn back to the question raised in the first part hereof regarding the usefulness 
and the prospects of thermodynamics for the description of the biological evolution. In our opinion, the 
maximum entropy production principle “governs” not only the evolution of nonequilibrium physical 
and chemical systems but also “guides” the biological evolution. Indeed, this principle is closely 
connected with multiple hypotheses existing in the evolutionary biology. For example, in 1922,  
A. Lotka [75] asserted that the evolution occurs in such a direction as to make the total energy flux 
through the system maximum among all the systems compatible with the existing constraints; and  
in 1978, H. Odum [76] wrote that the system using the greatest amount of energy and consuming it in 
the most efficient way survives in the competition with other systems. Other examples can be found in 
the studies [18–20,24,77]. 
According to the generalized formulation of MEPP: at each hierarchical level, the system will 
choose the state with the maximum entropy production density (specific heat production).  
As a consequence: 
(1). The appearance of biological creatures can be seen as consistent; according to the results [78,79], 
animate beings increase the entropy production as compared to what would be in their absence. 
(2). The connection between the direction of the biological evolution and the heat produced by an 
organism is perfectly consistent. The analysis of the heat production data [18–20] shows the 
increase of specific heat production during the evolution from protozoans to mammals. 
(3). The appearance of humans and their development (from learning to use fire to wide application of 
oil and atomic energy) with the ever-growing heat production is perfectly consistent [18–20]. 
Thus, the maximum entropy production principle existing in the modern nonequilibrium 
thermodynamics is a critical link in the explanation of the direction (progressiveness) of the biological 
and social evolution. So, the continuous evolutionary complication of systems (cells, organs, 
organisms, communities, etc.) occurs in order to maximize the entropy production [80] density under 
the imposed constraints of the surrounding world. Specifically these systems, as is shown in the 
nonequilibrium thermodynamics (see, for example, [35–37,60,61]), are the most stable to various 
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external influences (disturbances). The systems with a smaller entropy production are generally less 
stable and less viable [81]. Such complications in the course of evolution (usually referred to as 
progressive) is quite a rare evolutionary phenomenon [82]. The frequency of these transitions 
(complications) is considerably lower than the frequency of improvements occurring on the same 
reached level of complexity. The transition to the next evolutionary level (establishment of new 
relationships between the moving forces and the emerging functions) occurs in line with MEPP but it 
is possible that the long-term optimization (using competition and selection) including the reduction of 
the entropy production will take place at the given (reached) level of the system development [83]. The 
following example can be given. The humanity is evolving, adopting the mass use of cars, planes, etc. 
This process led to a jump in the heat production. However, the operations to provide more efficient 
(saving) fuel-to-heat conversion and to increase of the motor efficiencies began immediately. 
Obviously, this will not bring the humanity back to the previous level of heat production and is just a 
small stop of the civilization before a new breakthrough. 
The maximum entropy production principle allows us to see the surrounding world from the same 
perspective without dividing it into the animate and inanimate. There are the simplest and relatively 
well-studied physical and chemical processes satisfying the principle at the lowest levels of this world. 
The formation of the higher levels, the construction of which we witness and are a part, also takes 
place according to this principle of the nonequilibrium thermodynamics. As a result, the simple and the 
primitive continuously gives rise to the more and more complex and highly organized. This happens 
again and again. How many floors (levels) the surrounding world will have, and whether its 
construction will ever end is another, very intriguing question. 
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