This paper develops a model to study how the thick market effect influences local unemployment rate fluctuations. The model demonstrates that the average matching quality improves as the number of workers and firms increases. Unemployed workers accumulate in a city until the local labor market reaches a critical minimum size, which leads to cyclical fluctuations in the local unemployment rate. Since larger cities attain the critical market size more frequently, they have lower unemployment rates, shorter unemployment cycles and lower peak unemployment rates. Our empirical tests are consistent with the predictions of the model. In particular, we find that an increase of two standard deviations in city size lowers the unemployment rate by 0.7 percentage points, decreases the peak unemployment rate by 0.3 percentage points, and shortens the unemployment cycles by about 0.7 months.
Although the industry composition effect is very intuitive, people still find significant geographic differences in mean unemployment rates after controlling for the industry composition effect. Another hypothesis in the literature, risk diversification hypothesis, is based on the observation that in the local labor market, prosperous industries absorb the unemployment of those experiencing contractions. Therefore, a city with a more diversified industry structure has a lower variance in labor demand. As a result, the frictional unemployment rate in this city is also lower. For example, Mills and Hamilton (1984) argue that larger cities are usually more industrially diverse and thus have lower unemployment rates. Neumann and Topel (1991) provide a formal model on the effect of risk diversification.
A few empirical studies have confirmed the risk diversification hypothesis, e.g., Simon (1988) and Neumann and Topel (1991) . Simon's study is based on U.S. data at the 2-digit SIC level that covers 91 large PMSAs over the years [1977] [1978] [1979] [1980] [1981] . He defines the frictional unemployment rate as a city's aggregate unemployment rate net of the effects of national shocks and industry composition. He finds that the frictional unemployment rate declines as local industrial diversity rises. Using U.S. data at the state level over the years 1950-1985, Neumann and Topel show that after controlling for the effect of industry composition, the unemployment rate is significantly and persistently lower in labor markets where the sectoral demand risk is more diversified.
However, little work in the literature studies variations in unemployment rate fluctuations across regions. Alperovich (1993) 's empirical work finds a significant and negative correlation between city size and the unemployment rate as well as the spell of individual unemployment in Israel. However, cyclical behaviors of the unemployment rate is not the focus of his study. Moreover, there is no theoretical model in his paper. Our paper develops a model that provides not only an additional reason to account for the geographical difference in average unemployment rates but also predictions on variations in the frequency/duration and amplitude of unemployment rate fluctuations.
While studying how average unemployment rates vary across cities has important policy implications, it is equally important to understand variations in the frequency/duration of unemployment fluctuations, for the duration of unemployment cycles in this paper is closely related to the mean of individual unemployment durations. It is also important to note the difference between business cycles and unemployment cycles studied in this paper. Business cycles are typically caused by aggregate shocks to demand and/or productivities. However, unemployment rate fluctuations in this paper are driven by market friction and idiosyncratic shocks across workers and firms. Therefore, our analysis on local unemployment rate fluctuations is conducted after controlling for the effects of industry composition and aggregate business cycles.
The intuition behind our model is as follows. Both workers and firms are heterogeneous in terms of their technological specificity. They are assumed to be located on a unit circle that represents the technology space. The matching quality is better and the wage rate is higher if the distance between a firm and a worker is shorter. A thicker market means that there are more workers and more firms on this unit circle. When a market is sufficiently thick, workers' expected return from job-searching is higher than the cost of the job search. Only in this situation, active job search begins and matches occur; otherwise, unemployed workers accumulate until the local labor market reaches a critical minimum size. Therefore, the local labor market becomes active at a certain frequency, which leads to cyclical fluctuations in the unemployment rate. For example, job fairs in a city are usually held at intervals instead of continuously. The larger a city, the faster the city's labor market attains the critical minimum size. In a simple version of the model, a cycle of unemployment starts with full employment.
The pool of unemployed workers increase over time until it reaches a critical size when matches occur and unemployed workers get jobs. If the unemployment increases linearly, the length of the unemployment cycle is twice as long as the mean of individual unemployment durations.
That matching quality and wages depend on the distance between a firm and a worker is similar to the idea of Helsley and Strange (1990) who use a unit circle to describe the technological space of firms and workers and use the arc distance between firms and workers on the circle to measure matching quality: the shorter the distance, the better the quality of the job-firm match and the higher the productivity. Their paper assumes full employment and does not discuss unemployment rates. Diamond (1982) presents a model of the thick market effect that hinges on search cost instead of on matching quality. His idea is that the more activity there is on one side of the market, the lower the contacting costs faced by those who are looking for trading partners on the other side. Shimer (2001) applies Diamond's trading externality and Mortensen and Pissarides (1994) 's matching model to explain his finding that state unemployment rates are negatively correlated with the share of youth in the working age population. He argues that if there are more "mis-matched" and ready-to-move young workers in a state, then the number of available workers is larger. A thicker labor market is more appealing for firms to create jobs. As a result, the state's unemployment rate is lower.
However, his paper does not consider the effect of matching quality as well as the effect of the size of the economy on the unemployment rate. In our paper, we explicitly model how matching quality and matching probability are affected by city size.
In particular, our model predicts a specific type of agglomeration economies, that is, larger cities on average have shorter unemployment cycles and lower unemployment rates. Because a larger city typically generates more unemployed workers during a given time period, it takes a shorter time for the city's labor market to reach a large enough size. Therefore, its labor market becomes active more frequently and its unemployment cycles are shorter on average.
It also follows that the peak unemployment rate and the average unemployment rate are both lower.
There is a stream of work in the literature that studies agglomeration economies in local labor markets. 2 For example, Ciccone and Hall (1996) investigate the effect of spatial density.
They find that the number of workers per acreage has a strong effect on labor productivity. Wheeler (2001) examines local labor markets where urban agglomeration facilitates the search and sorting process. In a larger city, because the search cost is lower, firms are more selective in hiring workers when firm capital and worker skill are complementary in production. As a result, local market size has a positive effect on the average productivity, between-skill-group wage inequality and expected return to skill acquisition. Glaeser and Mare (2001) investigate the urban wage premium. They find that agglomeration in cities speed the accumulation of human capital, which contributes significantly to the urban wage premium. All the aforementioned work does not study the relationship between urban agglomeration and local unemployment rate fluctuations. The specific agglomeration economy in our paper is based on the thick market effect on improving the average matching quality in the local labor market. It establishes a systematic relationship between city size and local unemployment rate fluctuations.
Empirically, this paper tests three predictions in our model, after controlling for the effects of risk diversification and industry composition: (1) the unemployment rate in a city is negatively correlated with city size; (2) the length of an unemployment cycle is shorter in a larger city; and (3) The peak unemployment rate decreases as city size increases.
To find the relationship between the unemployment rate and city size, we use a linear regression model. The model includes the log of average city size as one of the explanatory variables.
One way to test the negative correlation between the length of the unemployment cycle and city size is to conduct a spectral analysis. If we think of the time series as compounded cycles with different frequencies, the spectral density of a certain frequency measures how much the cycle associated with this specific frequency contributes to fluctuations in the time series. We 2 For a general discussion on agglomeration economies, see Henderson (1986 Henderson ( , 1988 . In addition, Wilson (1988) provides an empirical test for agglomeration economies.
consider two types of frequencies: max-frequency and mean-frequency. Since a frequency is the inverse of a cycle length, our model predicts that the two types of frequencies are positively correlated with city size. Another way to investigate the relationship between the length of the unemployment cycle and city size is to carry out a duration analysis. The duration of an unemployment cycle is the time length of the unemployment cycle. We decompose an entire unemployment cycle into two stages: the peak-to-trough stage (the expansion in the economy) and the trough-to-peak stage (the contraction in the economy). Our model predicts that the length of the trough-to-peak stage is negatively correlated with city size. Testing a negative relationship between peak unemployment and city size is relatively straightforward. After identifying peak points in unemployment cycles, we construct the average peak unemployment rate for each city and then find its relationship with the log of average city size.
The empirical results in this paper are consistent with the three aforementioned predictions of the model. In particular, we find that an increase of two standard deviations in city size lowers the unemployment rate by about 0.7 percentage points, reduces the unemployment cycle by about 0.7 months, and lowers the peak unemployment rate by 0.3 percentage points.
The rest of the paper is organized as follows: Section 2.1 presents the theoretical model that provides the three hypotheses for the empirical tests that follow. Section 2.2 discusses the data. Section 3 investigates the influence of city size on the mean unemployment rate. Section 4 conducts a spectral analysis on the frequency of unemployment rate fluctuations. Section 5 carries out a duration analysis on the average length of unemployment cycles. It also studies the peak unemployment rate. Section 6 summarizes the paper.
The Model and the Data

The Model
In this section, we present a simple model that illustrates the thick market effect and its associated agglomeration economy on local unemployment rate fluctuations. There are N workers in a city and N measures city size. Workers are immobile across cities. Workers and jobs are heterogeneous in terms of their technological specificity. One job needs one worker.
All worker-job pairs are subject to idiosyncratic shocks. This is reflected by the separation rate of any worker-job pair during any time period, denoted ν. Once a worker-job pair gets separated, the worker becomes unemployed. Thus unemployed workers are generated by the job-separation process. We also assume an exogenous job-creation process that generates new jobs over time. Unemployed workers and new jobs are matched in the city's labor market. The matching mechanism is as follows. One worker can be matched with at most one job.
One job needs only one worker. Moreover, Job j + 1 that is located at point b + j/V can be matched only with a worker who lies within its adjacent arc interval [b + j/V − 1/2V, b + j/V + 1/2V ). 3 Suppose an unemployed worker is located at point a ∈ [0, 1). If he falls into the 1/2V -interval of job j +1, namely, if a ∈ [b+j/V −1/2V, b+j/V +1/2V ), then he is matched with job j + 1. If there is more than one worker located in the interval [b + j/V − 1/2V, b + j/V + 1/2V ), job j + 1 is then matched with the worker who is closest to itself. The matching quality between job j + 1 and the worker depends on the shorter arc distance between them, denoted by d a,j+1 . The better the matching quality, the higher the productivity of the job-worker pair.
Let y ≡ y(d a,j+1 ) denote the value of the products and y (d a,j+1 ) < 0. Following Mortensen and Pissarides (1994) , we assume that the worker gets paid from the job through bargaining and we assume a certain bargaining power θ > 0. Thus, the worker's payoff from the job increases as their mutual distance decreases; that is, w ≡ θy(d a,j+1 ) and w (·) < 0.
Ex ante, an unemployed worker chooses whether to look for a job or not. His decision is based on the comparison between the expected payoff from search and the search cost. At this stage, the worker does not know the exact location of each job. To him, all the jobs are evenly spaced around the circle while the location of job 1, i.e., b is a random variable. Thus the ex ante expectation of the worker's payoff from searching is taken over b ∈ [0, 1). If he does search, he incurs a positive search cost, denoted c; otherwise, his search cost is zero. 4 Suppose he is at point a. If the worker searches for a job in the job market, his payoff will be: (1)
When the expected payoff from job-search at least compensates the search cost, i.e., E[W (a)] ≥ c, an unemployed worker starts to actively search for jobs. Finding out the expected payoff requires the matching probability of a worker. Suppose there are U unemployed workers looking for jobs and there are V job openings. According to the matching mechanism described earlier, the expected number of matches is: 5
The matching probability of a worker is equal to the expected number of matches divided by the number of unemployed workers U . From now on, for analytical simplicity, we assume
This assumption is consistent with Davis and Haltiwanger (1992) where jobs are both created and destructed at roughly the same rate. However, the assumption is not essential to 4 The search cost c may decrease as V or U increases, as in Diamond's model. For simplicity, we assume c to be a constant here. However, this assumption is not essential for the results of our model. 5 Although our matching mechanism is more complicated than the random matching mechanism in Burdett, Shi and Wright (2001) , the number of matches is the same in both mechanisms.
our results. The number of job openings V might be an increasing function of the number of workers searching for jobs. When U = V , the matching probability of an individual worker, denoted by P , is given by:
The matching probability in (2) has two properties. First, it decreases as U increases,
showing a decreasing return to scale. This is because when U increases, it is more likely that more than one worker has arrived at the acceptable interval for the same job while the job only needs one worker. 6 Second, P (U ) is not dependent on the location of a since the model treats all workers symmetrically.
Now consider the expected payoff of the worker at a, conditional on his being matched with a job, say job j + 1 that is located at b + j/U . 7 Since the bargaining power is θ, the payoff of the worker in any worker-job pair is equal to θ/(1 − θ) times the profits of the firm, denoted
Because it is difficult to directly compute the conditional expected payoff of a worker, we calculate the conditional expected profits of a firm first, and multiply it by θ/(1 − θ) afterwards to get the conditional expected payoff of a worker.
From the point of view of the firm that posts job j + 1, at the ex ante stage, it does not know the exact location of the worker to whom it will be matched. All it knows is the fact that this worker, say worker a, is located closest to itself among all the workers and moreover, it lies within the interval [b + j/U − 1/2U, b + j/U + 1/2U ). In other words, the mutual distance between job j + 1 and worker a, i.e., d a,j+1 , is the shortest among the mutual distances between job j + 1 and all the U unemployed workers. In addition, d a,j+1 ≤ 1/2U .
Because all the workers are independently and uniformly distributed on the circle, the mutual distance between any worker and job j + 1 is a random variable uniformly distributed on 6 The reason that P (U ) has a decreasing return to scale is that it does not allow the unmatched worker to keep looking. In a recent paper, Gan and Li (2002) show that if rankings are allowed to order individuals and jobs, the matching probability may exhibit increasing returns to scale. 7 Because ex ante all the jobs are symmetric, it does not matter which job is matched with the worker ex post when calculating the expected payoff.
[0, 1/2]. Thus the shortest mutual distance among those of all the U workers, denoted d min ,
should have the following distribution density 2U (1 − 2d min ) U −1 . Because d a,j+1 = d min and d a,j+1 ≤ 1/2U , the distribution density function of the mutual distance between job j + 1 and its matched worker a is
.
The conditional expected payoff of the worker is thus given by:
Consider a production function y(d a,j+1 ) =ȳ exp(−αd a,j+1 ) whereȳ > 0 and α ≥ 10. In this case, the expected payoff of worker a is:
where P U is given by (2) and E(W |match) is given by (3). When U ≥ 3, it can be shown numerically that E(W ) increases with U for any α ≥ 3. For example, given α = 100, corresponding to an increment of 1 in U , ∆E(W ) = 0.018θȳ, 0.006θȳ, 0.001θȳ when U = 3, 30, 100, respectively. This reflects the effect of a thick market on improving the average matching quality between jobs and workers. Since E(W ) increases as U increases, when U is large enough, E(W ) will surpass the search cost c. Letn be the critical size of the market such that:
We consider the equilibrium where unemployed workers wait before actively searching for jobs until the total number of unemployed workers U in the city accumulates ton, since over time more and more matched job-worker pairs are separated by idiosyncratic shocks. Then in (5) is the critical size of the market. We claim that the existence of such a critical size of the market leads to cyclical unemployment fluctuations in a city. 8 Before the number of unemployed workers reachesn, unemployed workers do not actively search for jobs in the market. When the market size reachesn, workers intensively engage in job-searching and matches occur. We call such an occasion as a clearance of the market.
Formally, let us normalize the labor market's clearance time at time t = 0. Then at the beginning of time t = 1 the unemployment in the local market is U 0 , determined by:
Let U t be the number of accumulated unemployed workers by time t. Let T be the number of time intervals such that:
The inequalities in (7) state that T is the smallest number of time intervals such that the accumulated number of unemployed workers in the local market will be larger or equal to the minimum market sizen. Assuming that the separation rate of a worker-job pair during any time period is ν, we have:
Solving the above difference equation, we get:
The unemployment rate at the end of time t, denoted as u t , is thus:
Clearly, u t increases with t, implying that over time, as the pool of unemployed workers increases, the unemployment rate goes up. The average unemployment rate over the time
From (10), ∂ū t /∂t > 0. since u t increases as t increases, its average over t,ū t , also increases with t.
At time T , the number of accumulated unemployed workers just reaches the critical minimum size for the labor market to clear. According to (7) and (8),
Rearrange the above inequality as follows:
From (11), we can see that T decreases as N increases. Intuitively, it takes less time for a larger city to accumulate enough unemployed workers in the local labor market, given ν.
Because T measures the length of time from the trough to the peak of an unemployment cycle, our model predicts that the length of each unemployment cycle is therefore negatively correlated with city size.
At time T , the unemployment rate is at its highest. From (9), the peak point unemployment rate is given by:
Equation (12) says that the peak unemployment rate u T increases as T increases. Combined with Equation (9), this model predicts that the peak unemployment rate decreases as city size increases.
According to (10), the average unemployment rate over the time interval [1, T ] is:
According to Equation (13), the average unemployment rate over a cycle increases as T increases. Because T decreases as city size increases, the average unemployment rate for the cycle is lower for larger cities.
To better illustrate our model, we draw the unemployment fluctuation rate in two hypothetical markets in Figure 1 . We let the probability of separation be constant at ν = 0.01.
The critical size of the marketn = 5, 000. In the top graph in Figure 1 , city size is 60,000. In the bottom graph in Figure 1 , city size is 30,000. From the two graphs, we see that it takes a longer time for the smaller city to reach the critical size. The length of the cycle in the larger city is 5.56 while the length of the cycle in the smaller city is 12. The average unemployment rate in the larger city is about 6%, while the average unemployment rate in the smaller city is about 12%. The peak unemployment rate in the larger city is 8.3%, while the smaller city's peak unemployment rate is 16.7%.
In summary, the model has three testable predictions: (1) the unemployment rate in a city should be negatively correlated with city size; (2) the length of unemployment cycles is shorter in a larger city; and (3) larger cities have lower peak unemployment rates.
The Data
The empirical analysis is conducted on a sample of 295 PMSAs in the U.S. over the years [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] . During this period, the U.S. economy experienced both recession and expansion.
The data on monthly unemployment rates is collected from the Employment and Earnings 
Note here s ict 's are the same for all the t's in the same year, because for each city, its industry shares do not change much over the course of a year.
A second variable is the risk diversification effect, denoted as RISK ct . This variable measures uncertainty local labor demand that depends on the covariance of local labor demand across industries. Following Neumann and Topel (1991) , we compile a variable RISK:
where s ct is the vector of industry employment shares of city c at time t and Ω is the covariance of nationwide industry-specific (detrended) shocks. The higher RISK ct , the higher the uncertainty in local labor demand. Because the market friction tends to be greater when the uncertainty of the employment is higher, RISK ct affects the unemployment rate in a positive way.
Unemployment benefits, denoted by benefit, are another important factor affecting unemployment rates. We use the ratio of average weekly benefit to average weekly total wage to represent unemployment benefits. The state-by-state ratio is obtained from the U.S. Department of Labor (http://www.doleta.gov). If a PMSA is across more than one state, we assign the mean ratio of these states to the PMSA. Shimer (2001) suggests that the proportion of youth in a local market may affect the local unemployment rate. We use the ratio of population between age 15 and age 24 to the population between age 15 and age 64 as a measure of the proportion of youth, denoted as more than one state, we assign the mean ratio of these states to the PMSA. Table 1 is a summary of statistics of the variables involved in the analysis of this paper.
The sample period is January 1981 -December 1997. The unemployment rate, unempr, is measured in percentage points. City size in Table 1 is measured by a city's average labor force over time. Since variable log(size) will be used, we list the summary statistics of the log of city size. The national unemployment rate, nunempr, is compiled from from our sample. In Figure 2 , we draw mean unemployment rates and log of city size. The straightline in the figure is the fitted line. The slope of the fitted line is -0.366 (0.123). To ease the potential concern about "outliers," we delete cities that have unemployment rates larger than 15%. The fitted slope (not shown in the figure) is still significantly negative at -0.250 (0.107). In the following section, we investigate this relationship in more detail.
City Size and Mean Unemployment Rate
In this section, we examine the relationship between the average unemployment rate and city
size. The basic model we are interested in is as follows:
where the X ct and Y ct are vectors of control variables. In particular, we consider:
where the variable RISK ct in X ct is constructed in (15), and the variable IN DCOM ct in X ct is constructed in (14). The expected sign for RISK ct is positive and for IN DCOM ct is negative.
The coefficient for the interaction term is unclear. The vector X ct represents the two previous hypotheses about difference in local unemployment rates: the industry composition and the risk diversification. The vector Y ct includes other variables that may affect local unemployment rates.
To investigate the relationship between the unemployment rate and city size, we include an additional term log(size c ) in the model. City size is defined by the city's average total labor force in our sample period. The coefficient on the log of average city size, η, is expected to be negative: the larger the city size, the lower the unemployment rate.
In Equation (16), the term Z(t) is used to control for the effect of the time trend and the effect of national shocks. We consider two alternative specifications of Z(t). First, we let Z(t) = Z t . This is a model with a fixed time effect. Second, we let:
where the time trend t is calculated by (year-1981) * 12 + month, and nunempr t is the national unemployment rate at time t. Since a third order polynomial of t is included in (18), the second specification is reasonably flexible to control for the time trend and aggregate shocks.
Another term α c in (16) represents the unobserved city heterogeneity. Since the variable log(size c ) does not change over time, we cannot use a fixed city effect model. Instead, we let α c be a random variable, such that E(α c |X it , log(size c )) = 0. This specification represents a random city effect model. For the purpose of comparison, we also estimate models that do not include the term log(size c ). Table 2 lists the regression results from alternative specifications of (16). The first two columns are the estimation results from a time fixed-effect model, while the last two columns list results from a model that uses Z(t) in (18) to control for aggregate time effects.
Column (1) and Column (3) do not have city size, while Column (2) and Column (4) include city size. In all four specifications, the coefficients for the variable IN DCOM are significantly negative, and the coefficients for the variable RISK are significantly positive, as predicted. These results support the two previous hypotheses of local unemployment: the industry composition hypothesis and the risk diversification hypothesis. In addition, our estimates are consistent with the results in Shimer (2001) who shows that a larger youth share leads to a lower unemployment rate. 9
More importantly, in the regression results reported in Columns (2) and (4), the log of city size has a significantly negative effect on a city's unemployment rate. In Column (2), where the fixed time effect is used, the coefficient for log(size) is -0.285 (.117). In Column (4), where (18) is used, the coefficient for log(size) is -0.337 (0.117). The first prediction of our model is supported: larger cities have lower unemployment rates.
To compare the magnitude of the effects of all three hypotheses, we calculate changes in the unemployment rate given an increase of two standard deviations for each of the four variables IN DCOM, RISK, youth share, and log(size). If we apply the estimates from Column (4), the 9 Our results remain essentially the same when the birth rate is used as the instrumental variable for youth share. PMSAs of all sizes. Since the spectral analysis on the three samples all show similar results, for convenience, in this paper we only present regression results based on the first sample; that is, the one with the longest sample period (i.e., January 1981-December 1997).
We run regressions of the unemployment rates unempr ct on X ct in (17) to control for the effects of two stochastic trend variables, namely, the industry composition and the risk diversification, and on Z(t) in (18) to control for the effect of the time trend and aggregate shocks. Differing from the regression in (16), here the regression is conducted city by city.
Our objective in this section is to conduct a spectral analysis in the frequency domain of the residuals city by city.
The Band Spectrum Regression and Filtering
The regression to be carried out here is called a band spectrum regression. It is conducted in the frequency domain. Since we want to examine the frequency of unemployment rate fluctuations, it is natural to use a regression in the frequency domain to control for the effects of trend variables. Moreover, it is plausible to consider that the relationship between the unemployment rate and trend variables is frequency-dependent. For example, the high frequency irregular fluctuations in labor demand should have a different effect on a city's unemployment rate from that of the low frequency cyclical fluctuations in labor demand. The band spectrum regression best captures the essence that the coefficients of trend variables are frequency-dependent. The band spectrum regression method adopted here follows Corbae, Ouliaris and Phillips (2002) .
We divide the frequency domain into three bands. Band 1 consists of frequencies that correspond to cycles with a length from 2 to 4 months. This is a high frequency band. Band 2 includes frequencies associated with cycles longer than 4 months but shorter than 18 months. This is a medium frequency band. Since a typical waiting period in the job search process falls within this band, studying this band may reveal important information on the average waiting period in the job search process. 10 Band 3 is a low frequency band, consisting of frequencies corresponding to cycles longer than 18 months. This band includes the national business cycle frequencies, since according to National Bureau of Economic Research definitions, a business cycle in the U.S. at the national level has a length of between 18 and 96 months.
Let W denote a discrete Fourier transformation such that for any time series y of length T , W is a T × T matrix and W y is the discrete Fourier transformation of y. The T fundamental 10 The mean unemployment duration of individuals is 3.8 months during 1994-2000 (Abraham and Shimer, 2001 ). According to our discussion in Section 1, the length of an unemployment cycle is roughly twice as long as the mean unemployment duration.
frequencies in W y are 0, 2π/T, 4π/T, ..., and 2π(T − 1)/T . Let A j be a T × T diagonal matrix with value 1 at the k-th row if 2π(k − 1)/T lies within Band j as previously defined, and which otherwise has a value of 0. In other words, by taking the product of A j and W y, we can zero out all the fundamental frequencies in W y that lie outside of Band j.
The regression model specifies:
where α i c , β i c , and i = 1, 2, 3 are parameters to be estimated and which vary by city. Note that Equation (19) allows parameters to be different in different bands, capturing the possibility that the relationship between unemployment rates and control variables is frequency-dependent.
After the regression, we take the residuals for each city c and conduct the inverse Fourier transformation. The resulting time series is an estimate of the detrended unemployment rate, denoted {u ct }.
Before we conduct a spectral analysis, there is one more step to go. We need to smooth the irregular high frequency fluctuations in u ct ; and also we need to control for the effect of national business cycles on the fluctuations of u ct . This is because our interest is only in the frequencies within Band 2. As stated above, this band consists of frequencies associated with cycles longer than 4 months but shorter than 18 months. Studying this band may reveal important information on the average waiting period in the job search process. We use Corbae and Ouliaris (2002)'s filter to remove any frequency that lies in either Band 1 or Band 3.
Corbae and Ouliaris's frequency domain filter also controls for any stochastic trend of unit root and involves no set up of parameter values.
After filtering {u ct }, we obtain a new time series for each city c, denoted u * ct . Our spectral analysis is conducted on the frequency domain of {u * ct }.
Spectral Analysis
Our spectral analysis reveals how cycles with different frequencies account for fluctuations in a city's unemployment rate. A frequency of ω is associated with a cycle of length of 2π/ω.
Let s y (ω) be the power spectral density at ω of a time series y; and π 0 s y (ω)dω is the total energy contained in fluctuations in y, denoted G y . Thus, ω+δ ω−δ s y (f )df represents the portion of the energy that is attributed to frequencies that lie within the δ-interval of frequency ω.
This reflects how much frequencies within that interval contribute to fluctuations in y.
We estimate the power spectrum density for each city. For city c and a given δ c , we find a frequency ω whose δ c -interval contributes the most to the energy of {u * ct }. This frequency contributes more to fluctuations in the city's unemployment rate than any of the other frequencies.
Formally, we define city c's max-frequency as:
where θ(·) is a weight function. We let:
This weight function has the property that the closer the frequency f is to ω, the larger the weight assigned to this frequency will be.
Selecting an appropriate δ c depends on how smooth the power spectral density curve of time series {u * ct } is and what method is used to estimate the power spectral density. 11 A smaller δ c implies less robustness but more accuracy in calculating the max-frequency. After some experiments, we choose δ c = 0.049, which is 3% of the length of the spectral domain [0, π] we investigate. Another frequency we are interested in is given by:
The variable ω mean c is called the "mean-frequency" since it is a weighted average of frequencies over the frequency domain where the weight of each frequency is its (normalized) power spectral density. The higher the mean-frequency, the more contributions from high frequency cycles to unemployment fluctuations there are. Table 3 is a summary of statistics of the frequency variables. The max-frequency and mean-frequency are .631 and .793, corresponding to 10.0 months and 7.9 months, respectively.
Results from Summary Regressions
In order to understand the spectral analysis conducted in this section, we present an example comparing the {unempr t }, {u * t }, and the power spectrum of {u * t } of two cities. The first city, Monroe, Louisiana (PMSA code 5200), is relatively small and has an average labor force of 52,589. The other city is Los Angeles (PMSA code 4480), with an average labor force of 3,532,300.
The example is illustrated in Figure 3 . The first row in Figure 3 depicts the unemployment rate unempr ct for Monroe and Los Angeles. The average unemployment rate in Monroe is 8.30%; while in Los Angeles, the average unemployment rate is 7.69%. This is consistent with the our models' first prediction.
The detrended and filtered unemployment rates u * ct are illustrated in the figures in the second row. We will come back to these figures in Section 5. In the third row, we draw the power spectrum of u * ct for both cities. The max-frequency in Monroe is 0.44, corresponding to a cycle of 2π/0.44 = 14.3 months. For Los Angeles, its max-frequency occurs at 1.08, which corresponds to a cycle of around 6 months. 12 The larger city has shorter cycles than the smaller city, consistent with the second prediction of our model. We use simple regressions of the variables of max-frequency and mean-frequency on the log of city size and Y ct in (17) to summarize the relationships. 13 The results are shown in Table 4 . As predicted by the model in Section 2, both max-frequency and mean-frequency are significant and positively correlated with city size. To assess the magnitude of the effect of city size, consider an increase of two standard deviations in the log of city size. The maxfrequency increases by 0.098. If the initial max-frequency is 0.631, which equals the mean of max frequency across cities, the corresponding unemployment cycle will be shortened by 1.3 months. As to the mean-frequency, it increases by 0.05. If the initial mean frequency is 0.793, which equals the mean of mean-frequency across cities, the corresponding unemployment cycle will be shortened by 0.5 months. To summarize, the results in this section support our model's the second prediction: larger cities have shorter unemployment cycles. According to Table   4 , both the average benefit and the average youth share are statistically insignificant, which indicates that these two variables cannot explain cyclical fluctuations of unemployment rates.
13 Xct has been used to produce u * ct .
The Duration Analysis
In this section we carry out a different experiment: we investigate the duration of cyclical fluctuations in the unemployment rate city by city. Following Diebold and Rudebusch (1990) , "duration" here refers to the length of each cycle, while a "cycle" is the time length between two consecutive turning points of an unemployment rate. We will define the turning points later in this section.
A duration analysis differs from the spectral analysis in two aspects. First, in a duration analysis, identifying turning points of a cycle depends on the subjective rule we use. In a spectral analysis, a cycle is defined in the strict sense of periodicity. Thus, the results of a spectral analysis do not depend on the rule used to identify the turning points of a cycle.
Second, the results from a spectral analysis are concerned with a whole cycle. Thus, it is impossible to discern different behaviors at different stages of a cycle. In contrast, a duration analysis reveals the relationship between city size and the length of both trough-to-peak cycles and peak-to-trough cycles.
Duration of Unemployment Cycles
We examine the duration of cyclical fluctuations of {u * ct }, for each city c, where {u * ct } is the detrended and filtered unemployment rate defined in the previous section. A cycle of {u * ct } is the time length between two consecutive turning points of {u * ct }. The following are some useful definitions.
• A trough point is the point where an upturn is about to start. Because we are considering the unemployment rate, an upturn in {u * ct } signals a downturn in the economy.
• A peak point is the point with the highest value of {u * ct } between two consecutive trough points.
• A trough-to-trough duration is the length between two consecutive trough points.
• A trough-to-peak duration is the length between a trough point and the first peak point right after it.
• A peak-to-trough duration is the length between a peak point and the first trough point right after it.
The key then is to figure out how to identify an upturn in {u * ct }. The classic criterion for identifying a downturn in a business cycle is the "two consecutive declines" rule associated with GDP. Here, we apply a similar criterion (with a slight modification) to determine unemployment cycles. Specifically, an upturn is signaled either by two consecutive periods of growth in the unemployment rate or by three consecutive time periods where each has a higher unemployment rate than the preceding; moreover, there should be at least two periods of growth in the unemployment rate in these three time periods. The modification made here is to control for small noises in the time series.
According to the above criterion, time t is a trough point of {u * ct } if and only if:
City Size and Durations of Unemployment Cycles
We first identify each city's peak and trough points of unemployment cycles according to (20).
Next we calculate each city's average trough-to-trough duration, trough-to-peak duration, peak-to-trough duration and peak unemployment rate. Table 5 provides a summary of statistics of these variables. The average length of cycles, measured by the average trough-to-trough duration, is 7.0 months. Note, in Table 3 , that the mean-frequency is 0.793, corresponding to a cycle of 7.9 months. The difference between the two measures arises from the fact that cycles are measured according to different methods. Table 6 lists results from some simple regressions that summarize the relationship between the log of city size and unemployment cycles. In the first column, the trough-to-trough du- ration, i.e., the length of an entire cycle, is significantly and negatively correlated with city size. In particular, an increase in two standard deviations of the log of city size will result in a decrease in the duration of unemployment cycles by 0.7 months. If we decompose the entire cycle into two parts, Table 6 shows that the trough-to-peak duration is significantly and negatively correlated with city size, while the peak-to-trough duration is also significantly and negatively correlated with city size.
The test results are consistent with the thick market model presented in Section 2. According to the second prediction of our model, larger cities in general have shorter trough-to-peak durations. Due to the thick market effect, a city's unemployed workers accumulate before the local labor market reaches a large enough size to have workers actively search for jobs. Larger cities typically need less time to reach that market size, which implies shorter trough-to-peak durations.
It is worth pointing out that there is a significant negative correlation between the peak-totrough duration and city size. Our model has not yet considered precisely how the matching between firms and workers proceeds after the minimum critical sizen is reached. The explanation of this fact is an interesting topic for future research.
As to the relationship between city size and peak unemployment rates, it is clear from the last column in Table 6 that the peak unemployment rate is significantly and negatively correlated with city size. This result supports the third prediction of the model in Section 2.
A lower peak unemployment rate in a larger city indicates a shallower recession in that city.
In particular, an increase in two standard deviations in the log of city size lowers the peak unemployment rates by 0.28 percentage points.
Table 6 also shows that the average benefit and the average youth share cannot explain any duration variables. However, the youth share is marginally significant in explaining the peak unemployment rate.
The figures in the second row of Figure 3 illustrate how the durations and peak unemployment rates of unemployment cycles are different for two different cities. Monroe, Louisiana, which is a small city, has a much larger average peak unemployment rate than that of Los An-geles. The average peak rate in Monroe is 0.801%, while the average peak rate in Los Angeles is 0.451%. Moreover, the average length of cycles is also longer in Monroe (7.6 months) than that of Los Angeles (6.8 months).
Conclusion
This paper explores the relationship between city size and pattern in unemployment rate fluctuations. We present a model of the local labor market in which when more workers are looking for jobs and more job openings are available, the matching quality between jobs and workers increases. A higher matching quality leads to a higher wage. Workers incur search costs if they actively search for jobs. Unemployed workers accumulate in a local market until the market reaches a critical size such that the expected payoff is higher than the cost of jobsearching. Since a given shock produces more unemployed workers in larger cities during a given time period, it takes a shorter time for larger cities to reach the critical size described above.
Consequently, the model predicts: (1) unemployment rates are lower in larger cities; (2) the length of unemployment cycles decreases as city size increases; and (3) the peak unemployment rate is negatively correlated with city size.
Our empirical analysis utilizes data that covers 295 PMSAs in the U.S. over the years [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] . After controlling for the effects of industry composition and risk diversification, we find that city size has a significantly negative effect on the mean unemployment rate.
In particular, if city size increases by two standard deviations, the unemployment rate will be lowered by roughly 0.7 percentage points. We also find that larger cities have shorter unemployment cycles. specifically, the unemployment cycle will be shortened by roughly 0.7 months if city size increases by two standard deviations. Finally, we find milder trough-to-peak unemployment cycles for larger cities. The peak unemployment rate will be lowered by 0.3 percentage points if city size increases by two standard deviations. All these empirical results are consistent with our model's predictions. 
