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Abstract
We consider the 2D Navier–Stokes system written for the stream function with periodic boundary con-
ditions and construct a set of initial data such that initial critical points bifurcate from 1 to 2 and then to
3 critical points in finite time. The bifurcation takes place in a small neighborhood of the origin. Our con-
struction does not require any symmetry assumptions or the existence of special fixed points. For another
set of initial data we show that 3 critical points merge into 1 critical point in finite time. We also construct
a set of initial data so that bifurcation can be generated by the Navier–Stokes flow and do not require the
existence of an initial critical point.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction
We consider the 2D Navier–Stokes System for the stream function ψ = ψ(t, x, y) with peri-
odic boundary condition:
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∂ψ
∂t
+ −1
(
∂ψ
∂x
· ∂ψ
∂y
− ∂ψ
∂y
· ∂ψ
∂x
)
= ψ,
ψ(t, x + 2π,y) = ψ(t, x, y + 2π) = ψ(t, x, y), ∀(x, y),
ψ(0, x, y) = ψ0(x, y).
(1.1)
The viscosity is set to be 1 for simplicity and the external forcing is absent.
For smooth periodic flows with zero mean, the stream function ψ(t, x, y) can be written as:
ψ(t, x, y) =
∑
(m,n) =(0,0)
ψmn(t)e
i(mx+ny),
where the Fourier coefficients ψmn decay sufficiently fast and satisfy ψmn = ψ−m,−n. For any
mean-zero 2π -periodic function f with the expansion
f (x, y) =
∑
(m,n) =(0,0)
fmne
i(mx+ny),
the inverse Laplacian −1 is defined in the usual manner, i.e.
(
−1f
)
(x, y) =
∑
(m,n) =(0,0)
fmn
−(m2 + n2)e
i(mx+ny).
The velocity u of the fluid is given by
u = ∇⊥ψ = (−∂yψ, ∂xψ)
and vorticity ω = ψ .
In terms of (u,ω), the first equation in (1.1) can be written simply as
∂tω + u · ∇ω = ω.
The global wellposedness and regularity of solutions to (1.1) is by now standard (cf. [4,8,2,
5,3,9,10,7] and references therein). In this paper we study the dynamics of critical points of the
stream function ψ . More precisely we shall consider possible bifurcations of critical points for
the Navier–Stokes flow. If critical points are points of maxima or minima of the stream function
we shall call these points local viscous vortices because near these points the velocity u is tangent
to the level sets of ψ which is a closed curve. For brevity we will simply call them viscous
vortices throughout the rest of this paper. A natural question is to study the possibility of merging
and splitting of viscous vortices. In this paper we will answer affirmatively both cases by using a
local construction.
There is an extensive literature on the bifurcation theory which deals with one-parameter fam-
ilies of smooth maps or vector fields. In that situation fixed points or periodic orbits are functions
of this parameter. Bifurcations appear when their linearized spectrum changes its structure. The
main role in the theory is played by the so-called versal deformations, i.e. by special families
such that arbitrary families can be represented as some projections of versal deformations (see,
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parameter are known.
In this paper we regard the 2-dimensional Navier–Stokes equations as a dynamical system in
which deformations are produced by solutions of this system. From a general perspective one
can study deformations produced by an arbitrary geometric flow. The next step is to choose fixed
points or periodic orbits and sometimes this can be a difficult problem. In our recent work [6],
we showed that this can be done under the assumption of an additional symmetry of the problem.
However the construction in [6] is not generic since it requires a special fixed point of the flow.
In this work we shall remove this assumption and prove for a general class of initial data that
some bifurcations can happen in a dynamical and non-symmetric fashion.
Our main result is summarized in the following
Theorem 1.1 (Existence of nonsymmetric bifurcations). There exists an open set A1 in the space
of stream functions such that the following holds true:
For each stream function ψ0 ∈A1, there is an open neighborhood U of the origin, two mo-
ments of times 0 < t1 < t2 such that the corresponding stream function ψ = ψ(t, x, y) solves
(1.1) with initial data ψ0 and satisfies
(1) For any 0 t  t1, ψ has only one critical point in U .
(2) For t = t1, ψ has exactly two critical points in U .
(3) For t1 < t < t2, ψ has exactly three critical points in U .
Remark 1.2. We should emphasize that we do not require any symmetry assumption or existence
of special fixed points of the flow. In our previous work [6], we took a special class of flows for
which the point (π2 ,
π
2 ) was a (trivial) critical point in the whole process. The other two critical
points emerged near a neighborhood of (π2 ,
π
2 ) and were reflection-symmetric with respect to
it. The bifurcation process in Theorem 1.1 is different from the corresponding one in [6]. In
that work, we had for a class of symmetric initial data that there was initially only one critical
point for 0 < t  t1, and exactly three critical points for t1 < t  t2. On the other hand, now
in Theorem 1.1, we have initially one critical point for 0 < t < t1, exactly two critical points at
t = t1 and then exactly three critical points for t1 < t  t2. So this bifurcation is slightly different.
Our next result is on the merging of vortices.
Theorem 1.3 (Merging of vortices for non-symmetric initial data). There exists an open set A2
in the space of stream functions such that the following holds true:
For each stream function ψ0 ∈A2, there is an open neighborhood U of the origin, two mo-
ments of times 0 < t1 < t2 such that the corresponding stream function ψ = ψ(t, x, y) solves
(1.1) with initial data ψ0 and satisfies
(1) For any 0 t < t1, ψ has exactly three critical points in U .
(2) For t = t1, ψ has exactly two critical points in U .
(3) For t1 < t < t2, ψ has only one critical point in U .
In both Theorem 1.1 and Theorem 1.3, we have at time t = 0 there is a critical point of the
stream function in a small neighborhood of the origin. A natural question is whether bifurcation
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the dynamics of the Navier–Stokes flow. Our next theorem answers affirmatively this question.
Theorem 1.4 (Existence of vortices without initial critical points). There exists an open set A3
in the space of stream functions such that the following holds true:
For each stream function ψ0 ∈A3, there is an open neighborhood U of the origin, two mo-
ments of times 0 < t1 < t2 such that the corresponding stream function ψ = ψ(t, x, y) solves
(1.1) with initial data ψ0 and satisfies
(1) For any 0 t < t1, ψ has no critical points in U .
(2) For t = t1, ψ has exactly one critical point in U .
(3) For t1 < t < t2, ψ has exactly two critical points in U .
This paper is organized as follows. In Section 2 we derive the critical point equation for
general functions. In Section 3 we study the bifurcations of solutions to an auxiliary cubic-
like equation and also an -perturbation version of this equation. In Section 4 we use a standing
assumption and give the proof of Theorem 1.1. In Section 5 we complete the proof of the standing
assumption for Theorem 1.1. In Section 6 we study merging of solutions to an auxiliary cubic-
like equation. In Sections 7 and 8 we complete the proof of Theorem 1.3 and give the construction
of initial data. In Section 9 we gave the derivation of the critical point equation for Theorem 1.4.
Section 10 is devoted to the proof of Theorem 1.4 and the construction of corresponding initial
data.
2. Derivation of the critical point equation
We start by expanding the stream function φ(t, x, y) in a small neighborhood of the origin.
For each fixed time t , we write the Taylor expansion of φ(t, x, y) in the (x, y) variable as:
φ(t, x, y) = φ(t,0,0) + a1x + a2y + b1x2 + b2xy + b3y2
+ c1x3 + c2x2y + c3xy2 + c4y3
+ d1x4 + d2x3y + d3x2y2 + d4xy3 + d5y4 + (t, x, y), (2.2)
where (t, x, y) denotes the remainder terms and satisfies the estimates
(t, x, y) = O(|x|5 + |y|5),
∂
∂x
(t, x, y) = O(|x|4 + |y|4),
∂
∂y
(t, x, y) = O(|x|4 + |y|4). (2.3)
The coefficients ai , bi , ci , di all depend on t and all estimates are valid in a sufficiently small
interval of time.
Consider the first critical point equation,
∂xφ(t, x, y) = 0.
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a1 + 2b1x + b2y + 3c1x2 + 2c2xy + c3y2
+ 4d1x3 + 3d2x2y + 2d3xy2 + d4y3 + ∂
∂x
= 0. (2.4)
Assume that at t = 0,
bi(0) > 0, i = 1,2,3.
This implies that for 0 t  t2 and t2 sufficiently small, we have
const bi(t) const, i = 1,2,3.
Using (2.4), we write
−b2y = a1 + 2b1x + 3c1x2 + 2c2xy + c3y2
+ 4d1x3 + 3d2x2y + 2d3xy2 + d4y3 + ∂
∂x
. (2.5)
Assume
a1(0) = a2(0) = 0,
ci(0) = 0, 1 i  4,
di(0) = 0, 2 i  5,
d1(0) = 0. (2.6)
By (2.3) and (2.5), we get
−b2y = a1 + 2b1x + 4d1x3
+ O(t) · O(x2 + y2)+ O(x4 + y4). (2.7)
By (2.6), we have for a solution of (2.7) the simple estimate
y = O(t) + O(x). (2.8)
Next we consider the other critical point equation
∂yφ(t, x, y) = 0.
From (2.2), we obtain
a2 + b2x + 2b3y + c2x2 + 2c3xy + 3c4y2
+ d2x3 + 2d3x2y + 3d4xy2 + 4d5y3 + ∂ = 0.
∂y
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a2 + b2x + 2b3y + O(t) · O
(
x2 + y2)+ O(x4 + y4)= 0. (2.9)
Plugging (2.5) into (2.9) and using the estimate (2.8), we obtain
a2 + b2x + O(t) · O
(
x2
)+ O(x4)+ O(t3)
+ 2b3
(−b2) ·
(
a1 + 2b1x + 4d1x3
)= 0.
In a more simplified form, we have
F(t, x) := a2b2 − 2a1b3 +
(
b22 − 4b1b3
)
x + (−8b3d1)x3
+ O(t) · O(x2)+ O(x4)+ O(t3)= 0. (2.10)
This is our main object of study in the following sections.
3. Bifurcation of solutions in an auxiliary problem
Let α > 0, β > 0. Consider the equation
G(t, x) := x3 − βtx + αt2 + O(t) · O(x2)+ O(t2) · O(x) + O(x4)+ O(t3)
= 0. (3.11)
We have the following
Proposition 3.1. There exist sufficiently small constants δ > 0 and t2 > 0 such that the following
holds true:
(1) For t = 0, Eq. (3.11) has only one solution x = 0 in Uδ = (−δ, δ).
(2) For 0 < t  t2, Eq. (3.11) has exactly three roots in Uδ . One root belongs to the interval
(−δ,0) while the other two belong to the interval (0, δ).
Proof of Proposition 3.1. Statement (1) is obvious: for t = 0, Eq. (3.11) takes the form
G(0, x) = x3 + O(x4),
and by taking δ > 0 sufficiently small we can guarantee the only solution is given by x = 0.
Now we prove the statement (2). Fix t > 0 and assume 0 < t2  δ  1. Observe that
∂G
∂x
(t, x) = 3x2 − βt + O(t) · O(x) + O(x3)+ O(t2)
and
∂3G
(t, x) const > 0, ∀,0 t  t2, −δ < x < δ. (3.12)∂x3
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∂G
∂x
(t,−δ) ∼ δ2 > 0,
∂G
∂x
(t,0) ∼ −βt < 0.
By (3.12), the function ∂G
∂x
(t, x) is strictly convex on (−δ,0) and therefore there exists unique
x∗ (depending on t) such that
∂G
∂x
(t, x) > 0, −δ  x < x∗,
∂G
∂x
(t, x) < 0, x∗ < x  0.
This implies that G(t, x) has a strict maximum at x = x∗ on the interval [−δ,0]. Observe also
that
G(t,−δ) ∼ −δ3 < 0,
G(t,0) ∼ αt2 > 0.
Hence the function G(t, x) has a unique root on the interval (−δ,0).
Next we consider the interval (0, δ). Note that
G(t,0) > 0 and G(t, δ) > 0. (3.13)
By a similar argument as in the (−δ,0) case, we have G(t, x) takes a strict minimum at some
0 < x∗ < δ. Observe that for x1 = 2αt/β , we have
G(t, x1) ∼ −αt2 < 0,
and therefore G(t, x∗) < 0. By (3.13) this implies immediately that G(t, x) has exactly two roots
on the interval (0, δ). 
Next we study the -perturbation of (3.11). Consider the equation
G˜(t, x) := x3 − βtx + αt2 − t + O(t2) · O(x)
+ O(t) · O(x2)+ O(x4)+ O(t3)= 0. (3.14)
We have the following analogue of Proposition 3.1. The constants , δ, t2 obey the relations
0 <   t2  δ  1.
Proposition 3.2. Let δ > 0 and t2 > 0 be the same as in Proposition 3.1. There exists 0 > 0
sufficiently small such that for any 0  < 0, the following holds:
There exists a unique moment t1 ∈ (0, t2) (depending on ) such that the solutions to (3.14)
bifurcates at t = t1, more precisely:
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(2) For t = t1, Eq. (3.14) has exactly two roots in Uδ .
(3) For t1 < t  t2, Eq. (3.14) has exactly three roots in Uδ .
Proof of Proposition 3.2. The statement for t = 0 is obvious (see the beginning of Proposi-
tion 3.1). Also the statement for t = t2 is clearly true if we take  sufficiently small and perform a
simple perturbation argument. We henceforth fix 0 < t < t2 and set x1(t) = 2αt/β . Then clearly
G˜(t,−δ) ∼ −δ3 < 0,
G˜
(
t, x1(t)
)∼ −αt2 − t < 0,
G˜(t, δ) ∼ δ3 > 0. (3.15)
Remark that
∂xG˜(t, x) = 3x2 − βt + O
(
t2
)+ O(t) · O(x) + O(x3) (3.16)
and
(∂xG˜)(t,−δ) ∼ δ2 > 0,
(∂xG˜)
(
t, x1(t)
)∼ −βt < 0,
(∂xG˜)(t, δ) ∼ δ2 > 0. (3.17)
Since ∂xxxG˜(t, x) const > 0, we have ∂xG˜(t, x) is strictly convex on [−δ, δ]. From (3.17), we
conclude that for some x2(t) ∈ (−δ, x1(t)), x3(t) ∈ (x1(t), δ), (∂xG˜)(t, x) satisfies the following:
• ∂xG˜(t, x) > 0 for −δ < x < x2(t).
• ∂xG˜(t, x) < 0 for x2(t) < x < x3(t).
• ∂xG˜(t, x) > 0 for x3(t) < x < δ.
By (3.15), we obtain
• G˜(t, x) has a strict maximum at some x4(t) ∈ (−δ, x1(t)) on the interval [−δ, x1(t)].
• G˜(t, x) has a strict minimum at some x5(t) ∈ (x1(t), δ) on the interval [x1(t), δ]. Further-
more G(t, x5(t)) < 0.
Consider the interval [x1(t), δ). Both (3.15) and G˜(t, x5(t)) < 0 imply that the equation
G˜(t, x) = 0 has a unique root for all 0 < t < t2.
It remains to consider the interval (−δ, x1(t)). This is the main region where the desired
bifurcation will happen. The graph of the function G˜(t, x) looks like an inverted parabola in this
region. We begin by observing the following:
• If t > 0 and G˜(t, x4(t)) = 0, then the equation G˜(t, x) = 0 has exactly one solution x = x4(t)
in the region (−δ, x1(t)].
• If G˜(t, x4(t)) > 0, then the equation G˜(t, x) = 0 has exactly two solutions in the region
(−δ, x1(t)].
• If G˜(t, x4(t)) < 0, then the equation G˜(t, x) = 0 has no solutions in the region (−δ, x1(t)].
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x4(t) = −
√
β
3
t
1
2 + O(t 34 ).
Plugging this into (3.14), we get
G˜
(
t, x4(t)
)= 2
3
√
3
β
3
2 t
3
2 − t + O(t2).
The function G˜(t, x4(t)) is strictly convex on the interval [0, t2]. Furthermore, for sufficiently
small  we have G˜(t2, x4(t2)) > 0. Hence there exists t1 ∈ (0, t2) such that
• G˜(t, x4(t)) < 0 for 0 < t < t1.
• G˜(t, x4(t)) = 0 for t = 0 and t = t1.
• G˜(t, x4(t)) > 0 for t1 < t  t2.
The desired bifurcation happens at the moment t = t1. The proposition is now proved. 
4. Proof of Theorem 1.1
In this section we give the proof of Theorem 1.1. We make the following
Standing assumption (SA): There exist constants α > 0, β > 0, 0 > 0 such that the following
holds:
For any 0 <  < 0, there exists initial data φ0(x, y) such that the corresponding solutions
φ(t, x, y) to (1.1) have the expansion (2.2) and satisfy (see (2.5) and (2.10)) the conditions
• b2(0) = 2, b1(0) = b3(0) = 1;
• d
dt
(b2(t) − b1(t) − b3(t))|t=0 = −β < 0;
• ci(0) = 0, 1 i  4;
• d1(0) < 0, di(0) = 0, 2 i  5;
• a1(0) = a2(0) = 0;
• d
dt
(a2(t)b2(t) − 2a1(t)b3(t))|t=0 = − < 0;
• d2
dt2
(a2(t)b2(t) − 2a1(t)b3(t))|t=0 = α > 0.
The possibility of choosing φ0(x, y) satisfying the standing assumption (SA) will be discussed
in Section 5. We now assume the existence of such φ0 and complete the proof of Theorem 1.1.
By assumption the stream function φ(t, x, y) has the expansion (2.2) with corresponding
coefficients ai , bi , ci , di respectively (we suppress the dependence on  for simplicity).
Since φ0 satisfies the standing assumption (SA), it is not difficult to check that the critical
point equation F(t, x) = 0 (see (2.10)) can be written as
F(t, x) = x3 − βtx + αt2 − 2t + O(t2) · O(x)
+ O(t) · O(x2)+ O(x4)+ O(t3)= 0, (4.18)
where α > 0, β > 0 are constants.
It is obvious now that we can apply Proposition 3.2 (with  being sufficiently small). Theo-
rem 1.1 is proved.
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In this section we give the construction of initial data verifying the standing assumption (SA).
We first make some simplifications. In (SA), we can write
b1(t) = 1 + β1t + O
(
t2
)
,
b2(t) = 2 + β2t + O
(
t2
)
,
b3(t) = 1 + β3t + O
(
t2
)
,
a1(t) = α1t, a2(t) = α2t.
Clearly then
b2(t)
2 − 4b1(t)b3(t) = 4(β2 − β1 − β3)t + O
(
t2
)
,
a2(t)b2(t) − 2a1(t)b3(t) = 2(α2 − α1)t + (α2β2 − 2α1β3)t2 + O
(
t3
)
.
The critical point equation (2.10) then takes the form
0 = F(t, x)
= 2(α2 − α1)t + (α2β2 − 2α1β3)t2 + 4(β2 − β1 − β3)tx
+ (−8d1(0))x3 + O(t2) · O(x) + O(t) · O(x2)+ O(x4)+ O(t3).
Now set
α2 − α1 = − < 0,
α2β2 − 2α1β3 = α > 0,
β2 − β1 − β3 = −β < 0,
d1(0) = −C < 0. (5.19)
For sufficiently small t , the conditions on the parameters in (SA) can be simplified as:
  min{α,β,C}. (5.20)
The set of conditions specified in (SA) on the function φ(t, x, y) now look as follows: for
(x, y) in a small neighborhood of the origin, we require
φ(0, x, y) = const + (x + y)2 − Cx4 + O(|x|5 + |y|5), (5.21)
and
(∂tφ)(0, x, y) = const + β1x2 + β2xy + β3y2 + α1x + α2y + O
(|x|3 + |y|3), (5.22)
where C > 0 is a constant and the constants (β1, β2, β3, α1, α2) satisfy (5.19)–(5.20).
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φ0(x, y) = f0(x, y) + aF1(x) + bF2(x) + cF3(x) + dF4(y), (5.23)
where (a, b, c, d) are parameters to be determined later and
f0(x, y) = cos 2(x + y) − 16 cos(x + y)6 . (5.24)
Obviously for (x, y) in a small neighborhood of the origin, we have
f0(x, y) = (x + y)2 + O
(
x6 + y6);
Similarly we define
F1(x) = 4 cosx − cos 2x = −12x
4 + O(x6);
F2(x) = 15 cosx − 6 cos 2x + cos 3x = O
(
x6
);
F3(x) = 5 sinx − 4 sin 2x + sin 3x = O
(|x|5);
F4(x) = 5 siny − 4 sin 2y + sin 3y = O
(|y|5). (5.25)
Clearly the first condition (5.21) is satisfied as long as we take the parameter a to be positive.
We only need to check the second condition (5.22).
By (1.1), we have
∂tφ(t, x, y)|t=0 = φ0(x, y) − −1
(∇⊥φ0 · ∇φ0).
In a small neighborhood of the origin, we have
φ0(x, y) = −6ax2 + O
(|x|3 + |y|3). (5.26)
By (5.23) and a rather tedious calculation (with the help of the software Mathematica), we
obtain
−−1(∇⊥φ0 · ∇φ0)
= -6 c d Cos[x - 3 y] + 60/13 c d Cos[2 x - 3 y]
+ 1/10 b Cos[x - 2 y] + 12 c d Cos[x - 2 y]
- 60/13 c d Cos[3 x - 2 y] + 8/3 a Cos[x - y] + 16 b Cos[x - y]
- 28/5 b Cos[2 x - y] - 12 c d Cos[2 x - y] + 6 c d Cos[3 x - y]
+ 16/3 a Cos[y] + 20 b Cos[y] + 1/3 a Cos[2 y] + 2 b Cos[2 y]
- 16/15 a Cos[2 x + y] - 4 b Cos[2 x + y] - 12 c d Cos[2 x + y]
- 1/15 a Cos[2 (2 x + y)] - 2/5 b Cos[2 (2 x + y)]
- 8/15 a Cos[3 x + y] - 16/5 b Cos[3 x + y] + 6 c d Cos[3 x + y]
+ 28/17 b Cos[4 x + y] - 14/15 a Cos[x + 2 y] - 7/2 b Cos[x + 2 y]
+ 12 c d Cos[x + 2 y] + 14/39 a Cos[3 x + 2 y]
+ 35/26 b Cos[3 x + 2 y] - 60/13 c d Cos[3 x + 2 y]
- 1/58 b Cos[5 x + 2 y] - 6 c d Cos[x + 3 y]
+ 60/13 c d Cos[2 x + 3 y] + 20/3 d Sin[x] + 4/3 d Sin[2 x]
+ 24/5 a d Sin[x - 3 y] + 18 b d Sin[x - 3 y]
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+ 1/10 c Sin[x - 2 y] - 28/5 d Sin[x - 2 y] - 48/5 a d Sin[x - 2 y]
- 36 b d Sin[x - 2 y] + 60/13 b d Sin[3 x - 2 y] + 32/3 c Sin[x - y]
+ 32/3 d Sin[x - y] - 28/5 c Sin[2 x - y] + 1/10 d Sin[2 x - y]
+ 3 a d Sin[2 x - y] + 18 b d Sin[2 x - y] - 6 b d Sin[3 x - y]
- 20/3 c Sin[y] - 4/3 c Sin[2 y] - 4/3 c Sin[2 x + y]
- 7/6 d Sin[2 x + y] + 3 a d Sin[2 x + y] + 18 b d Sin[2 x + y]
- 4/15 c Sin[2 (2 x + y)] - 32/15 c Sin[3 x + y]
- 6 b d Sin[3 x + y] + 28/17 c Sin[4 x + y] + 7/6 c Sin[x + 2 y]
+ 4/3 d Sin[x + 2 y] - 48/5 a d Sin[x + 2 y] - 36 b d Sin[x + 2 y]
+ 4/15 d Sin[2 (x + 2 y)] + 35/78 c Sin[3 x + 2 y]
+ 60/13 b d Sin[3 x + 2 y] - 1/58 c Sin[5 x + 2 y]
+ 32/15 d Sin[x + 3 y] + 24/5 a d Sin[x + 3 y] + 18 b d Sin[x + 3 y]
- 35/78 d Sin[2 x + 3 y] - 15/13 a d Sin[2 x + 3 y]
- 90/13 b d Sin[2 x + 3 y] - 28/17 d Sin[x + 4 y]
+ 1/58 d Sin[2 x + 5 y].
In a small neighborhood of the origin, we have the expansion
(−−1(∇⊥ · ∇φ0))(x, y)
= const +
(
−49728c
32045
+ 440832d
32045
− 144ad
65
)
x
+
(
−440832c
32045
+ 49728d
32045
)
y
+
(
168a
65
+ 73584b
6409
+ 144cd
13
)
x2
+
(
432a
65
+ 586656b
32045
)
xy
+
(
−168a
65
− 73584b
6409
− 144cd
13
)
y2
+ O(|x|3 + |y|3). (5.27)
Now we set
d = a;
c =
(
−1 + 493
2716
a
)
d − η =
(
−1 + 493
2716
a
)
a + η,
where η > 0 is a constant which we will take to be sufficiently small.
Then by (5.26) and (5.27), we obtain that ∂tφ(0, x, y) has the expansion (5.22) with parame-
ters
α1 = 981126409 a −
15744
6305
a2 − 49728
32045
η;
α2 = 98112a − 15744a2 − 440832η;6409 6305 32045
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144
13
a2 + 17748
8827
a3 + 73584
6409
b − 6a + 144
13
ηa;
β2 = 43265 a +
586656
32045
b;
β3 = −
(
168
65
a − 144
13
a2 + 17748
8827
a3 + 73584
6409
b
)
− 144
13
ηa. (5.28)
Denote
α0 = 981126409 a −
15744
6305
a2.
For small η > 0 the parameters α1, α2 are η-perturbations of the parameter α0.
We first take the parameter a > 0 large so that α0 < 0.
We now check the conditions (5.19) and (5.20). Clearly
β2 − β1 − β3 =
(
6 + 432
65
)
a + 586656
32045
b;
β2 − 2β3 = Const · b + O(a) + O
(
a3
)
. (5.29)
We then take the parameter b so large such that both expressions in (5.29) are negative. Since
αi = α0 + O(η), i = 1,2, for η > 0 sufficiently small, we have
α2β2 − 2α1β3 = α0(β2 − 2β3) + O(η) > 0.
It is obvious that
α2 − α1 = −const · η.
We can take  ∼ η. For all  > 0 sufficiently small we have proved the existence of the initial
data satisfying the standing assumption (SA).
6. Merging of vortices: study of an auxiliary problem
We will construct a scenario where three vortices merge into one single vortex. To do this
we first study an auxiliary problem which is a cubic-like equation. The situation here is quite
different from Proposition 3.2 and we have to arrange coefficients in a different way.
Let C1 > 0, C2 > 0 be constants. Consider the following cubic-like equation:
0 = f (t, x) := x3 − (C1t + )x + C2t + O
(
t2
) · O(|x|)
+ O(x2) · O(t) + O(x4)+ O(t2). (6.30)
Proposition 6.1. There exist 0 <   t2  δ, and t1 ∈ (0, t2), such that the following hold:
(1) For t = 0 there are three solutions to Eq. (6.30) in the neighborhood Uδ = (−δ, δ): one is
given by x = 0, the other two are located near x = √ and x = −√ respectively;
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(−δ,0), the other two are located on the interval (0, δ);
(3) For t = t1 there are exactly two solutions to Eq. (6.30) in Uδ : one root is on the interval
(−δ,0), the other one is located on (0, δ);
(4) For t1 < t < t2 there is exactly only one solution to Eq. (6.30) in Uδ : the root is on the interval
(−δ,0).
Proof. We start with the proof of statement (1) which is quite straightforward. At t = 0, the
equation takes the form
x3 − x + O(x4)= 0.
Obviously one root is given by x = 0. Then the above equation simplifies to
x2 −  + O(|x|3)= 0.
Clearly there are exactly two solutions given by x ≈ ±√ in a small neighborhood Uδ .
Next we consider the regime −δ  x  0. We claim that for all 0 < t < t2 there is exactly one
root to Eq. (6.30) on this interval. Consider the derivative
g(t, x) := ∂xf (t, x)
= 3x2 − (C1t + ) + O
(
t2
)+ O(|x|) · O(t) + O(|x|3). (6.31)
Since ∂xxxf (t, x) const, we have g(t, x) is a convex function on [−δ, δ]. Furthermore, remark
g(t,−δ) ∼ δ2 > 0,
g(t,0) ∼ −(C1t + ) < 0,
g(t, δ) ∼ δ2 > 0.
We obtain g(t, x) has exactly two roots for 0 < t < t2: one root is x1(t) ∈ (−δ,0) and the other
is x2(t) ∈ (0, δ). Furthermore we have
g(t, x)
⎧⎨
⎩
> 0, for −δ < x < x1(t);
< 0, for x1(t) < x < x2(t);
> 0, for x2(t) < x < δ.
Now consider the function f (t, x) on the interval [−δ,0]. The profile of g(t, x) = ∂xf (t, x) on
[−δ,0] implies f (t, x) has a strict maximum taken in an interior point x3(t) ∈ (−δ,0). Further-
more f (t, x) is strictly increasing on [−δ, x3(t)] and decreasing on [x3(t),0]. Since f (−δ) < 0,
f (0) = C2t + O(t2) > 0, we obtain f (t, x) has exactly one root on (−δ,0) for all 0 < t < t2.
Now we turn to the regime 0 x  δ. By a similar discussion as in the previous paragraph,
we see that f (t, x) has a strict minimum on this interval which is located at some point x4(t) ∈
(0, δ). Furthermore, f (t, x) is strictly decreasing for 0  x  x4(t) and strictly increasing for
x4(t) x  δ. The graph of f (t, x) looks like a parabola on [0, δ] with both ends hanging above
the x-axis. By (6.31) and a simple estimate, we have
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√
C1t + 
3
+ h.o.t.,
where h.o.t. denotes terms of higher order of smallness.
We then have
min
0xδ
f (t, x) = f (t, x4(t))
= −const · (C1t + ) 32 + C2t + h.o.t. . (6.32)
For t = 0 we have
f
(
0, x4(0)
)
< 0.
Also for t = t2 and   t2,
f
(
t2, x4(t2)
)
> 0.
By (6.32) and a straightforward calculation,
d
dt
(
f
(
t, x4(t)
))
 C3 > 0,
where C3 is a constant independent of (, t). It follows easily that there exists unique t1 ∈ (0, t2)
such that f (t1, x4(t1)) = 0, f (t, x4(t)) < 0 for 0 < t < t1 and f (t, x4(t)) > 0 for t1 < t < t2.
The statements (2), (3), (4) follow from this fact and the profile of f (t, x) which was discussed
earlier. 
7. Proof of Theorem 1.3 by a perturbation argument
In this section we give the proof of Theorem 1.3. We shall use a perturbation argument. We
make the following
Standing assumption (SA2): There exists initial data φ0(x, y) such that the corresponding so-
lution φ(t, x, y) to (1.1) has the expansion (2.2) and satisfies (see (2.5) and (2.10)) the conditions
• b2(0) = 2, b1(0) = b3(0) = 1;
• d
dt
(b2(t)2 − 4b1(t)b3(t))|t=0 < 0;
• ci(0) = 0, 1 i  4;
• d1(0) < 0, di(0) = 0, 2 i  5;
• a1(0) = a2(0) = 0;
• d
dt
(a2(t)b2(t) − 2a1(t)b3(t))|t=0 > 0.
The possibility of choosing φ0(x, y) satisfying the standing assumption (SA2) will be es-
tablished in Section 8. We now assume the existence of such φ0 and complete the proof of
Theorem 1.3 by perturbing φ0.
We first choose C∞-periodic ψ˜0(x, y) such that in a small neighborhood of the origin we have
the expansion
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2, (7.33)
where c is an arbitrary constant. Certainly more general choices of ψ˜0 are possible but the above
simple choice suffices for the convenience of presentation.
Let  > 0 be sufficiently small and consider initial data of the form
ψ0 (x, y) = φ0(x, y) + ψ˜0(x, y).
Denote the corresponding solution to (1.1) by ψ(t, x, y). The stream function ψ(t, x, y) has
an expansion almost identical to (2.2) with the coefficients ai , bi , ci , di now replaced by ai , bi ,
ci , d

i respectively.
The critical point equation (see (2.10)) takes the form
F(t, x) := a2b2 − 2a1b3 +
((
b2
)2 − 4b1b3)x + (−8b3d1)x3
+ O(t) · O(x2)+ O(x4)+ O(t3)= 0. (7.34)
Since φ0 satisfies the standing assumption (SA2) and ψ˜0 has the expansion (7.33), it is not
difficult to check that
−8b3(t)d1 (t) = −8d1(0) + O(t),(
b2(t)
)2 − 4b1(t)b3(t) = −4 − C1t + O(t2),
a2(t)b

2(t) − 2a1(t)b3(t) =
(
C2 + O()
)
t + O(t2),
where C1 > 0, C2 > 0 are constants.
The equation
F(t, x) = 0
can be written as
F(t, x) = x3 − (Const · t + 4)x + Const · t + O(t2) · O(x)
+ O(t) · O(x2)+ O(x4)+ O(t2)= 0. (7.35)
It is obvious now that we can apply Proposition 6.1. Theorem 1.3 is proved.
8. Verification of standing assumption (SA2)
In this section we give the construction of initial data verifying the standing assumption (SA2).
This is the last step in the proof of Theorem 1.3. We first make some simplifications. In (SA2),
we can write
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(
t2
)
,
b2(t) = 2 + β2t + O
(
t2
)
,
b3(t) = 1 + β3t + O
(
t2
)
,
a1(t) = α1t, a2(t) = α2t,
which clearly implies
b2(t) − b1(t) − b3(t) = (β2 − β1 − β3)t + O
(
t2
)
,
a2(t)b2(t) − 2a1(t)b3(t) = 2(α2 − α1)t + O
(
t2
)
.
The set of conditions specified in (SA2) on the function φ(t, x, y) are simply the following:
for (x, y) in a small neighborhood of the origin, we require
φ(0, x, y) = const + (x + y)2 − Cx4 + O(|x|5 + |y|5), (8.36)
and for the derivative
(∂tφ)(0, x, y) = const + β1x2 + β2xy + β3y2
+ α1x + α2y + O
(|x|3 + |y|3), (8.37)
where C > 0 is a constant and the constants (β1, β2, β3, α1, α2) satisfy
β2 < β1 + β3,
α2 > α1. (8.38)
If we compare the formulas (8.37)–(8.38) with (5.21)–(5.22), it is clear that we only need to
modify the construction in Section 5 slightly to achieve our purpose. To this end, we denote the
construction in Section 5 (see (5.23), (5.24)–(5.25), (5.29)) as
φ
(0)
0 (x, y) = f0(x, y) + a(0)F1(x) + b(0)F2(x) + c(0)F3(x) + d(0)F4(y),
where (a(0), b(0), c(0), d(0)) are the coefficients we found in Section 5 by taking η = 0.
We choose our initial data in the following form
φ0(x, y) = φ(0)0 (x, y) − η˜F3(x), (8.39)
where η˜ > 0 is a constant which we will take to be sufficiently small. Denote φ(t, x, y) to be the
solution to (1.1) corresponding to φ0.
By (5.27), we know ∂tφ(0, x, y) has the expansion (8.37) with coefficients given by
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α1 = α(0) + 4972832045 η˜,
α2 = α(0) + 44083232045 η˜,
where (β(0)i , α
(0)) are the coefficients corresponding to φ(0)(x, y) (see (5.28)) and satisfy
β
(0)
2 < β
(0)
1 + β(0)3 .
It is clear that for sufficiently small η˜ the inequality (8.38) holds. We have finished our con-
struction.
9. Hyperbolic bifurcation: derivation of the critical point equation
In this section and the remaining sections, we will discuss the following scenario: initially
there is no critical point, after some time there is one (saddle) critical point, and then this point
bifurcates into two other critical points. This kind of bifurcation (if happens) does not rely on the
existence of any special critical points. In the previous sections we constructed bifurcations for
which initially there is always some critical point in a neighborhood of the origin. In the following
sections, we shall construct a set of initial data such that bifurcation happens without the a priori
existence of any critical points. This can be viewed as some kind of hyperbolic bifurcation for
the NS flow.
We start by deriving the critical point equation. First for each time t , we expand the stream
function φ(t, x, y) in a small neighborhood of the origin:
φ(t, x, y) = φ(t,0,0) + a1x + a2y + b1x2 + b2xy + b3y2
+ c1x3 + c2x2y + c3xy2 + c4y3
+ (t, x, y), (9.40)
where (t, x, y) denotes the remainder terms and satisfies the estimates
(t, x, y) = O(|x|4 + |y|4),
∂
∂x
(t, x, y) = O(|x|3 + |y|3),
∂
∂y
(t, x, y) = O(|x|3 + |y|3). (9.41)
The coefficients ai , bi , ci all depend on t and all estimates are valid in a sufficiently small
interval of time.
By (9.40), the first critical point equation
∂xφ(t, x, y) = 0
takes the form
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+ c3y2 + ∂
∂x
= 0. (9.42)
Or
−b2y = a1 + 2b1x + 3c1x2 + 2c2xy
+ c3y2 + ∂
∂x
. (9.43)
Assume
b1(0) > 0, b2(0) > 0, b3(0) > 0,
a1(0) = 0,
c2(0) = c3(0) = c4(0) = 0, 1 i  4. (9.44)
By (9.41), (9.43) and (9.44), we get
−b2y = a1 + 2b1x + 3c1x2
+ O(t) · O(x2 + y2)+ O(x3 + y3). (9.45)
By (9.44), we have for a solution of (9.45) the simple estimate
y = O(t) + O(x). (9.46)
Next we consider the other critical point equation
∂yφ(t, x, y) = 0.
From (9.40), we obtain
a2 + b2x + 2b3y + c2x2 + 2c3xy
+ 3c4y2 + ∂
∂y
= 0.
Using (9.41) and (9.44), we simplify the above equation as
a2 + b2x + 2b3y + O(t) · O
(
x2 + y2)+ O(x3 + y3)= 0. (9.47)
Plugging (9.45) into (9.47) and using the estimate (9.46), we obtain
a2 + b2x + O(t) · O
(
x2
)+ O(t2) · O(x) + O(x3)+ O(t3)
+ 2b3 · (a1 + 2b1x + 3c1x2)= 0.
(−b2)
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F(t, x) := a2b2 − 2a1b3 +
(
b22 − 4b1b3
)
x + (−6b3c1)x2
+ O(x3)+ O(t3)+ O(t2) · O(x) + O(x2) · O(t) = 0. (9.48)
We shall choose initial data (see the next section) such that
a2(t)b2(t) − 2a1(t)b3(t) =  − const · t + O
(
t2
)
,
b2(t)
2 − 4b1(t)b3(t) = O(t),
−6b3(0)c1(0) = const.
Note that the term (b3(t)c1(t) − b3(0)c1(0))x2 can be absorbed into O(t) · O(x2).
Let  > 0, β > 0 and consider the equation
G(t, x) :=  − βt + O(t) · x + x2 + O(x3)
+ O(t3)+ O(t2) · O(x) + O(x2) · O(t)
= 0. (9.49)
The following proposition will be helpful in our analysis.
Proposition 9.1. There exist sufficiently small constants 0 <   t2  δ, and t1 ∈ (0, t2), such
that the following hold:
(1) For 0 < t < t1, Eq. (9.49) has no solution in Uδ = (−δ, δ).
(2) For t = t1, Eq. (9.49) has exactly one root in Uδ .
(3) For t1 < t  t2, Eq. (9.49) has exactly two roots in Uδ .
Proof of Proposition 9.1. First observe that
(∂xxG)(t, x) const > 0,
for all 0 t  t2, |x| δ if we take δ to be sufficiently small. Also
G(t, δ) ∼ δ2 > 0,
G(t,−δ) ∼ δ2 > 0,
if we take   t2  δ. The graph of G(t, x) looks like a parabola with end points hanging above
the x-axis. To determine the number of roots in Uδ we only need to consider the minimum of
G(t, x) in Uδ . If the minimum is negative, then there are precisely two roots; If the minimum is
positive, then there are no roots; If the minimum is zero, then there is exactly one root.
To solve the minimum of G(t, x), we consider
0 = ∂xG(t, x) = O(t) + 2x + O
(
x2
)+ O(t2)+ O(t) · O(x),
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estimate into (9.49), we obtain for all 0 t  t2,
min−δxδG(t, x) = G
(
t, x(t)
)=  − βt + O(t2).
Observe that for 0 t  t2, t2 being sufficiently small, the function G(t, x(t)) is clearly mono-
tonically decreasing in t . At t = 0, G(0, x(0)) > 0. At t = t2, we have
G
(
t2, x(t2)
)=  − βt2 + O(t22 )< 0,
due to our choice that   t2.
Hence G(t1, x(t1)) = 0 for a unique t1 ∈ (0, t2). The corresponding properties of the function
G(t, x) stated in the proposition can be easily checked. 
10. Proof of Theorem 1.4
In this section we give the proof of Theorem 1.4. We first make the following
Standing assumption (SA3): There exist constants β > 0, C > 0, 0 > 0 such that the follow-
ing holds:
For any 0 <  < 0 there exists initial data φ0(x, y) such that the corresponding solution
φ(t, x, y) to (1.1) has the expansion (9.40) and satisfies the conditions
• a1(0) = 0,
• a2(0) =  > 0,
• d
dt
(a1(t) − a2(t))|t=0 = β > 0,
• b2(0) = 2, b1(0) = b3(0) = 1,
• ci(0) = 0, 2 i  4,
• c1(0) = −C < 0.
The existence of such φ0 verifying the assumption (SA3) is deferred to the last part of this
section. With the assumption (SA3) in hand, we now complete the proof of Theorem 1.4.
By (9.48) and using assumption (SA3), the critical point equation takes the form
0 = F(t, x)
=  − βt + O(t) · x + 3Cx2 + O(x3)
+ O(t3)+ O(t2) · O(x) + O(x2) · O(t). (10.50)
Now it is clear that we can apply Proposition 9.1 to (10.50) (the constant C is unessential
since we can take  to be sufficiently small). Theorem 1.4 then follows easily.
In the remaining part of this section we will construct a suitable class of initial data verifying
the standing assumption (SA3). To simplify matters, we write
a1(t) = α1t,
a2(t) =  + α2t.
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(x, y) in a small neighborhood of the origin, we require
φ(0, x, y) = const + y + (x + y)2 − Cx3 + O(x4 + y4), (10.51)
and
(∂tφ)(0, x, y) = const + α1x + α2y + O
(
x2 + y2), (10.52)
where the constants (,C,α1, α2) obey the conditions
C > 0,  > 0,
α1 − α2 > 0. (10.53)
We also need that  can be taken to be sufficiently small.
We choose initial data in the following form:
φ0(x, y) = f0(x, y) + aF1(x) + bF2(x) + cF3(y), (10.54)
where
f0(x, y) = −2 cos(x + y)
= −2 + (x + y)2 + O(x4 + y4);
F1(x) = sin(2x) − 2 sinx
= −x3 + O(x5);
F2(x) = 5 sinx − 4 sin 2x + sin 3x
= O(x5);
F3(y) = 8 siny − sin(2y)
= 6y + O(y5). (10.55)
Clearly we have
φ0(x, y) = 1 + (x + y)2 − ax3 + 6cy + O
(
x4 + y4).
The condition (10.51) is obviously satisfied as long as we take a > 0 and c = /6. For simplicity
we shall set
a = 1.
It remains to check the condition (10.52).
By (1.1),
∂tφ(t, x, y)|t=0 = φ0(x, y) − −1
(∇⊥φ0 · ∇φ0).
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φ0(x, y) = 4 − 6x + O
(
x2 + y2). (10.56)
To simplify the computation below, it is convenient to denote
B(f,g) := −−1(∇⊥f · ∇g). (10.57)
By (10.54) and (10.55) (noting that we set a = 1 and c = 6 ), we get
B(φ0, φ0) = b
(
B(f0,F2) + B(F2, f0)
) (10.58)
+ b
6
(
B(F2,F3) + B(F2,F3)
) (10.59)
+ B
(
f0 + F1 + 6F3, f0 + F1 +

6
F3
)
. (10.60)
We do not need to compute explicitly the terms in (10.59) and (10.60) as we will take the
parameter b sufficiently large and  sufficiently small. Observe that in a small neighborhood of
the origin,
B(F2,F3)(x, y) + B(F2,F3)(x, y) = const + O(x) + O(y);
B
(
f0 + F1 + 6F3, f0 + F1 +

6
F3
)
(x, y) = const + O(x) + O(y). (10.61)
On the other hand, we have
B(f0,F2) = −−1
(−∂yf0 · F ′′′2 (x))
= −−1(5 sin(2x + y) + 5 siny − 32 sin(3x + y)
− 32 sin(y − x) + 27 sin(4x + y) + 27 sin(y − 2x)).
Also
B(F2, f0) = −−1
(
F ′2(x) · ∂xf0
)
= −−1(10 sin(2x + y) + 10 siny − 16 sin(3x + y)
− 16 sin(y − x) + 6 sin(4x + y) + 6 sin(y − 2x)).
Hence we obtain
B(f0,F2) + B(F2, f0) = 3 sin(2x + y) + 15 siny − 4810 sin(3x + y)
+ 24 sin(x − y) + 33
17
sin(4x + y) + 33
5
sin(y − 2x)
= 864x − 192y + O(x2 + y2). (10.62)
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∂tφ(t, x, y)|t=0 = const + b
(
864
85
x − 192
85
y
)
+ O(x) + O(y) + O(x2 + y2),
where O(x) and O(y) terms are independent of the parameter b. We can clearly take b to be
sufficiently large so that condition (10.53) is satisfied. This finishes the construction of the initial
data.
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