Abstract. Stability of nonconvex quadratic programming problems under finitely many convex quadratic constraints in Hilbert spaces is investigated. We present several stability properties of the global solution map, and the continuity of the optimal value function, assuming that the problem data undergoes small perturbations.
Introduction
Let H be a real Hilbert space with an inner product · , · and its induced norm denoted by · . Let L(H) be the space of continuous linear operators from H into H equipped with the operator norm induced by the vector norm in H and also denoted by · . The norm in the product space X 1 × . . . × X k of the normed spaces X 1 , . . . , X k is defined by (x 1 , . . . , x k ) = max{ x 1 , . . . , x k }. The constraint set and the solution set of (QP ω ) will be denoted by F (ω) and Sol(QP ω ), respectively. Since g i , i = 1, ..., m, are continuous and convex, F (ω) is closed and convex. Hence, by Theorem 2.23 in [3, p. 24] , the constraint set F (ω) of (QP ω ) is convex and weakly closed. The recession cone of the constraint set of (QP ω ) can be described explicitly as follows (the proof is similar to the proof of Lemma 1.1 in [11] ): If F (ω) is nonempty, then 0 + F (ω) = {v ∈ H | T i v = 0, c i , v 0, ∀i = 1, ..., m}.
The function ϕ : Ω → R ∪ {+∞} defined by
is called the optimal value function of the parametric problem (QP ω ). Quadratic programming problems (QP problems, in short) have been studied fairly completely in the setting of Euclidean spaces; see [12] and the references therein. For infinite dimensional spaces, it was extended to Hilbert spaces. Existence of the solutions for QP problems in Hilbert spaces have been investigated extensively in various versions; see [3, [13] [14] [15] and the references therein. Stability is an important topic in optimization theory and practical applications. The continuity of the solution set mappings and of the optimal value function in parametric optimization problems have been intensively studied in literatures; see, e.g., [2, 3] and the references therein. Bonnans and Shapiro [3] gave sufficient conditions for the upper semicontinuity of the solution set mapping and continuity of the optimal value function in parametric optimization problems by assuming that the level set is nonempty and contained in a compact set. Berge [2] gave a sufficient condition for semicontinuity of the optimal value function in parametric optimization problems. Since QP problems form a subclass of nonlinear optimization problems, the stability results in nonlinear optimization can be applied to QP problems in Hilbert spaces. However, the special structure of QP problems allows one to have deeper and sharper results on stability properties of QP problems. This paper studies parametric quadratic programming problems in a Hilbert space. The main results of the paper concern continuity properties of the solution map and the optimal value function of the problem whose quadratic part of the objective function is a Legendre form and the constraints are convex under Slater's condition. Our results can be seen as an extension of those in [12, 16, 17] and the references therein to Hilbert spaces. The paper is organized as follows. In Section 2 we study continuity of the solution map in a parametric QP problem. Continuity properties of the optimal value function of the problem (QP ω ) under a perturbation are investigated in Section 3.
Continuity of the Global Solution Map
In this section, we are going to study continuity properties of the solution set mapping Sol(·) : Ω ⇒ H of (QP ω ) defined by
Definition 2.1. Let S : X ⇒ Y be a set-valued map from Hilbert space X to Hilbert space Y . It is said that S is upper semicontinuous (usc) atū ∈ X if for each open set V ⊂ Y satisfying S(ū) ⊂ V , there exists ε > 0 such that S(u) ⊂ V whenever u −ū < ε.
If for each open set V ⊂ Y satisfying S(ū) ∩ V = ∅ there exists ε > 0 such that S(u) ∩ V = ∅ whenever u −ū < ε, then S is said to be lower semicontinuous (lsc) atū ∈ X. If S is simultaneously usc and lsc atū, we say that it is continuous atū.
The inequality system g i (x, ω) 0, i = 1, . . . , m, is called regular if there exists x 0 ∈ H such that
In this paper, we will only consider the continuous quadratic forms in the form Q(x) = x, T x , where T : H → H is a continuous linear self-adjoint operator.
Definition 2.2. (see [9, p . 551]) A quadratic form Q : H → R is said to be a Legendre form if it is weakly lower semicontinuous and x k → x 0 whenever x k weakly converges to x 0 and Q(
It is clear that in the case where H is of finite dimension, any quadratic form Q(x) on H is a Legendre form. It is easy to see that on infinite dimensional Hilbert spaces, the quadratic form x, Ix is a Legendre form while the identity operator I is noncompact, the quadratic form x, 0x is not a Legendre form while the zero operator 0 is compact.
For each problem (QP ω ), we consider the following problem
Let us denote by Sol(QP R ω ) the solution set of (QP R ω ). The problem (QP R ω ) is closely related to (QP ω ). The solution set of (QP R ω ) plays an important role in the study of the stability of the problem (QP ω ).
The following lemmas will be useful in the sequel.
Proof. Since x k ∈ F (ω), we have
Multiplying both sides of the inequalities in (1) by x k −2 and letting k → ∞, we obtain lim inf
Since T i is positive semidefinite, by Proposition 3 in [10, p. 269], x, T i x is weakly lower semicontinuous. Hence,
By the positive semideniteness of T i , from this we can deduce that
As
Multiplying the inequality c i , x k + α i 0 by x k −1 and letting k → ∞, we get
Combining (2) with (3) we obtainv ∈ 0 + F (ω).
Lemma 2.2. Consider the problem (QP ω ), where x, T x is a Legendre form. Suppose that F (ω) is nonempty and Sol(QP R ω ) = {0}. Then, Sol(ω) is a nonempty, closed and bounded set.
Proof. We first prove that Sol(ω) is a nonempty set. By [8, Theorem 2] , it suffices to show that f (x, ω) is bounded from below over F (ω). On the contrary, suppose that f (x, ω) is unbounded from below over F (ω). Then, there exists a sequence {x
, it has a weakly convergent subsequence. Without loss of generality, we can assume that x k itself weakly converges to somex. By the weakly closedness of F (ω), we havex ∈ F (ω). Since x, T x is a Legendre form, it is weakly lower semicontinuous, one has
k → ∞ and {x k } is unbounded, by taking a subsequence, if necessary, we may assume that
for all k, x k = 0, x k → ∞ as k → ∞, and v k := x k −1 x k weakly converges to somev as k → ∞. It follows from Lemma 2.1 that v ∈ 0 + F (ω). Multiplying both sides of (4) by x k −2 and letting k → ∞, one has v, Tv lim inf
We next claim thatv = 0. Indeed, ifv = 0, then it follows from (5) that
Definition 2.2 we deduce that v k converges tov andv = 0. Consequently, we have shown that there existsv = 0 such thatv ∈ 0 + F (ω) and v, Tv 0. But this contradicts our assumption that Sol(QP R ω ) = {0}. Hence f (x, ω) is bounded from below over F (ω) and we have Sol(ω) is a nonempty set. The closedness of Sol(ω) is evident because f (x, ω) is weakly lower semicontinuous and F (ω) is a closed convex set. We next prove that Sol(ω) is bounded. Suppose that Sol(ω) is unbounded. Then, there exists
Without loss generality we may suppose that
Since H is Hilbert space, extracting if necessary a subsequence, we may assume that v k itself weakly converges to some v. It follows from Lemma 2.1
Fixing any x ∈ F (ω), one has
Since x, T x is a Legendre form, it is weakly lower semicontinuous. Dividing both sides of (6) by y k 2 and letting k → ∞, we get
By a similar argument to the one given above, we havev ∈ 0 + F (ω)\{0} and v, Tv 0, contrary to Sol(QP R ω ) = {0}. Hence Sol(ω) is bounded.
Note that, the problem (QP ω ) may have no solution if the assumption on the Legendre property of the quadratic form is omitted (see [7, Example 3.3] ). The next example shows that the conclusion of Lemma 2.2 fails if the assumption on the Legendre property of the quadratic form is omitted.
where
and ω = (T, T 1 , α 1 ). It is easily seen that x, T x = x, 0x is not a Legendre form.
0}.
It is easy to check that F (ω) = ∅ and
it is easy to check that
We have
Since f (x, ω) = 0 for all x ∈ F (ω), it follows that the solution set of (8) coincides with F (ω). Thus the solution set of (8) is unbounded.
Corollary 2.1. Consider the problem (QP ω ), where x, T x is a nonnegative Legendre form. Assume that F (ω) is nonempty and Sol(QP R ω ) = {0}. Then, Sol(ω) is nonempty and weakly compact.
Proof. It follows from Lemma 2.2 that Sol(ω) is a nonempty and bounded set. Since x, T x is nonnegative, it follows that (QP ω ) is a convex problem. Hence Sol(ω) is a convex set. By Theorem 3.3 in [1] , Sol(ω) is weakly compact.
. . , m} is lower semicontinuous at ω. 
Since T k − T → 0 as k → ∞ and since x k is bounded, by the Cauchy-Schwarz inequality (see [1, p . 29]) we see that
By (9), (10) and the weakly lower semicontinuity of x, T x , one has lim inf
Let
By taking a subsequence, if necessary, we can assume that h k weakly converges to v. It follows from Lemma 2.4 that v ∈ 0 + F (ω).
Dividing both sides of the inequalities
Combining this with Lemma 2.4 we deduce that
We next claim thatv = 0. Indeed, ifv = 0, then it follows from (14) and Lemma 2.4 that
by Definition 2.2 we deduce that v k converges tov andv = 0, a contradiction.
We have thus proved that there exists v ∈ 0 + F (ω)\{0} such that v, T v 0. This contradicts the assumption that Sol(QP R ω ) = {0}. Hence K is open. The proof is complete.
The next example shows that the assumption on the Legendre property of the quadratic form cannot be dropped from the assumption of Lemma 2.5.
It is easily seen that F (ω) is a nonempty set and x, T x = x, 0x is not a Legendre form.
The quadratic form associated with T 1 given by x,
n n I, where I is the identity operator on ℓ 2 .
Since
for all n.
We have shown that there exists a sequence {(T, T
A sufficient condition for the upper semicontinuity of Sol(·) is as follows.
Theorem 2.1. Consider the problem (QP ω ) where x, T x is a Legendre form. Then, the multifunction Sol(·) is usc at ω if the following two conditions are satisfied:
(ii) The system g i (x, ω) 0, i = 1, . . . , m, is regular.
Proof. Suppose that the assertion of the theorem is false. Then, there exist an open set V containing Sol(ω), a sequence {ω k } converging to ω, a sequence {x k } such that x k ∈ Sol(ω k )\V for all k. Since
Fix anyx ∈ F (ω). By assumption (ii) and Lemma 2.3, there exists a sequence {ξ
for all k such that lim k→∞ ξ k =x. We have
If the sequence {x k } is bounded, then there is no loss of generality in assuming that x k ⇀ x 0 ∈ H.
By passing to the limit in (16) and (17) as k → ∞, and using Lemma 2.4, we obtain g i (x 0 , ω) 0 and
We have arrived at a contradiction, because Dividing both sides of (17) by x k 2 and letting k → ∞, by Lemma 2.4(a) we can deduce that
In the same way as in the proof of Lemma 2.5, we obtain v ∈ 0 + F (ω)\{0} and v, T v 0, a contradiction. The proof is complete. The following example shows that the assumption on the Legendre property of the quadratic form cannot be dropped from the assumption of Theorem 2.1.
where T : ℓ 2 → ℓ 2 is defined by
and let Sol(ω) denote the solution of (18).
Since x = (1, 0, . . .) ∈ F (ω), we have F (ω) is a nonempty set.
The quadratic form x, T x = ∞ n=1 x 2 n n n is not a Legendre form and Sol(ω) = ∅ (see, [7, Example 3.3] ). Let ω ε = (T ε , c 1 , α 1 ), where T ε = T + εI, ε > 0 and I is the identity operator on ℓ 2 . Since
We have also
because x, T x 0. Hence x, T ε x is a Legendre form.
Consider the problem
Let Sol(ω ε ) denote the solution of (19). Since x, T ε x is nonnegative and x, T ε x = 0 if and only if x = 0, we have Sol(QP R ω ε ) = {0}. It follows from Lemma 2.2 that Sol(ω ε ) is a nonempty set for every ε. We have shown that there exists a sequence {ω ε } converging to ω such that Sol(ω ε ) = ∅. Taking
Lemma 2.6. Suppose that x, T x is a Legendre form on H. Then, there exists an open neighborhood U of T in space of continuous linear operators L(H) such that for every T ′ ∈ U, x, T ′ x is also a Legendre form.
Proof. Since x, T x is a Legendre form, there exist an elliptic form x, T 1 x and a quadratic form of finite rank x, T 2 x such that x, T x = x, T 1 x + x, T 2 x (see [3, Proposition 3 .79]). Let α be a positive number such that x, T 1 x α x 2 , ∀x ∈ H. Choose ε > 0 so that ε < α.
Let T ′ ∈ U. By the Cauchy-Schwarz inequality (see [1, p . 29]), we obtain
Substituting x, T x = x, T 1 x + x, T 2 x into (20) we obtain
Combining (21) with x, T 1 x α x 2 yields
From this it follows that Q(x) := x, T ′ x − x, T 2 x is elliptic.
We have shown that the quadratic form x, T ′ x = Q(x)+ x, T 2 x is the sum of an elliptic quadratic form and a quadratic form of finite rank. By [3, Proposition 3 .79], x, T ′ x is a Legendre form. The proof is complete.
The next theorem gives the necessary and sufficient condition for the lower semicontinuity of Sol(·).
Theorem 2.2. Consider the problem (QP ω ) where x, T x is a Legendre form. Then, Sol(·) is lsc at ω if and only if the following three conditions are satisfied:
(ii) the system g i (x, ω) 0, i = 1, . . . , m, is regular; (iii) the set Sol(ω) is a singleton.
Proof. Necessity. To prove (i) we assume the contrary that there exists v ∈ H, v = 0 such that
Since F (ω) = ∅, it follows from (22) that F (ω) is unbounded. For ε > 0, put T ε = T − εI, where I is the identity operator on H. It follows from Lemma 2.6 that x, T ε x is a Legendre form for ε > 0 small enough. We can check that v,
Then, for any x ∈ F (ω k ),
Thus Sol(ω k ) = ∅. This contradicts our assumption that Sol(·) is lower semicontinuous at ω.
If (ii) does not hold, then one can find an ω k arbitrarily close to ω such that
Hence, we can find a parameter ω k = (T, c, T 
Given any δ > 0, we fix a number ε ∈ (0, δ) and put c ε = c + εc. By (23), c ε − c = ε < δ. Our next goal is to show that
For any x ∈ F (ω) ∩ U, sincex,ȳ ∈ Sol(ω), by (24) we have
It follows that x ∈ Sol(ω ε ). Thus, for the chosen neighborhood U ofx ∈ Sol(ω ε ) and for every δ > 0, there exists c ε ∈ H satisfying c ε − c < δ and Sol(ω ε ) ∩ U = ∅. This contradicts the lower semicontinuity of Sol(·). Hence Sol(ω) is a singleton. Sufficiency. Let U be an open set in H containing the unique solution x ∈ Sol(ω). By (ii), there exists
By (i), and Lemmas 2.6, 2.5, there exists δ 2 such that for every
x, T ′ x is a Legendre form and Sol(QP R ω ′ ) = {0}. Let δ := min{δ 1 , δ 2 }. By Lemma 2.2, for every
we have Sol(ω ′ ) = ∅. From (i), (ii) and Theorem 2.1 it follows that Sol(·) is upper semicontinuous at ω. Hence, for δ > 0 small enough, Sol(ω ′ ) ⊂ U for every ω ′ satisfying (25).
For such an δ > 0, from what has been said it follows that Sol(ω ′ ) ∩ Ω = ∅ for every ω ′ satisfying (25). This shows that Sol(·) is lower semicontinuous at ω. The proof is complete.
The following example shows that the assumption on the Legendre property of the quadratic form cannot be dropped from the assumption of Theorem 2.2.
Example 2.4. Consider the problem (8) in Example 2.1. Let Sol(ω) denote the solution set of (8) . It follows from Example 2.1 that Sol(ω) is unbounded. Let ω ε = (T ε , T 1 , α) where T ε = 0 + εE, ε > 0 and E is the identity operator on L 2 [0, 1]. Since
Let Sol(ω ε ) denote the solution set of (26). It is clear that Sol(
Corollary 2.3. Consider the problem (QP ω ) where x, T x is a nonpositive Legendre form, then the multifunction Sol(.) is lower secontinuous at ω if and only if the following conditions are satisfied:
Proof. Suppose that Sol(·) is lower semicontinuous at ω. Since Sol(·) is lower semicontinuous at ω, by Theorem 2.2, conditions (ii) and (iii) are satisfied and Sol(QP R ω ) = {0}. We now claim that 0 + F (ω) = {0}. Indeed, by x, T x is nonpositive, we have v, T v 0 for every v ∈ 0 + F (ω). If there exists nov ∈ 0 + F (ω) with property that v, Tv < 0 then Sol(QP R ω ) = {0} = 0 + F (ω). If v, Tv < 0 for somev ∈ 0 + F (ω) then it is obvious that Sol(QP R ω ) = ∅, which is impossible. Our claim is proved. Since x, T x is a nonpositive Legendre form, H is of finite dimension (see, [9, Theorem 11.2] ). Hence, since F (ω) is a nonempty closed set and 0
Conversely, suppose that (i), (ii) and (iii) are satisfied. As F (ω) = ∅ by assumption (i) implies that 0 + F (ω) = {0}. Therefore, Sol(QP R ω ) = {0}. Since the conditions (i), (ii) and (iii) in Theorem 2.2 are satisfied, we conclude that Sol(·) is lsc at ω. The proof is complete
Continuity of the Optimal Value Function
We now present a set of two conditions which is necessary and sufficient for the continuity of ϕ at a point ω where ϕ has a finite value. Define
where E is the identity operator on H. It follows from Lemma 2.6 that x, T k x is a Legendre form for k large enough. It is easy to check that v, T kv < 0. Consider the sequence {ω k },
From the assumption ϕ(ω) = ±∞, it follows that F (ω) = ∅. Hence, for any x ∈ F (ω) and for any t > 0, we have x + tv ∈ F (ω) and
This implies that, for every k large enough, Sol(ω k ) = ∅ and ϕ(ω k ) = −∞. We arrived at a contradiction, because ϕ(·) is continuous at ω, ω k converges to ω and ϕ(ω) = ±∞.
From now on we assume that (i) and (ii) are satisfied and ω k is an arbitrarily sequence in L(H) m+1 × H m+1 × R m converging to ω. By (ii) and Lemma 2.3, there exists a positive integer k 0 such that such that for all k k 1 , x, T k x is a Legendre form and Sol(QP R ω k ) = {0}. It follows from Lemma 2.2 that Sol(ω k ) = ∅ with all k large enough. Therefore, for every k k 1 , ϕ(ω k ) is finite. This means that, for every k k 1 , there exists x k ∈ H satisfying
By (i) and Lemma 2.2, it follows that Sol(ω) = ∅. Taking any x 0 ∈ Sol(ω), we have
By (ii) and Lemma 2.3, there exists a sequence {y k } ⊂ H converging to x 0 and
From (27) it follows that y k ∈ F (ω k ) for k k 1 . Then
It follows from (28) that lim sup
We now claim that the sequence {x k } is bounded. Indeed, if it is unbounded then, by taking a subsequence if necessary, we can assume that x k = 0 for every k and
Then, the sequence {v
Without loss of generality, we can assume that v k itself weakly converges to some v. It is easy to check that v ∈ 0 + F (ω). By dividing both sides of the inequality 1 2
By an argument analogous to that used in the proof of Lemma 2.5, we have v ∈ 0 + F (ω) \ {0}
and v, T v 0, contrary to (i). We have thus shown that the sequence {x k } is bounded; hence it has a weakly convergent subsequence. Without loss of generality, we may assume that x k weakly converges tox. By Lemma 2.4, we getx ∈ F (ω) and
Combining (29) Proof. The equivalence between (β 1 ) and (β 2 ) follows immediately from the Theorem 2.1 and 2.2. We next prove that (β 2 ) implies (β 3 ). Indeed, suppose that the solution map Sol(·) is continuous at ω. Then, solution map Sol(·) is lower semicontinuous at ω. It follows from Theorem 2.2 that Sol(ω) is a singleton, Sol(QP R ω ) = {0} and the system g i (x, ω) 0 is regular. It remains to show that ϕ(·) is locally Lipschitz at ω. Since f (· , ·) is continuously differentiable at (x, ω), there exists δ > 0 so that f is Lipschitz continuous with Lipschitz modulus k f > 0 on the set U δ H×Ω (x, ω). By the regularity of the inequalities system g i (x, ω) 0, the feasible set mapping F (·) : Ω ⇒ H is defined by F (ω ′ ) = {x ∈ H | g i (x, ω ′ ) 0, i = 1, . . . , m} has the Aubin property at ω for some x ∈ F (ω) (see, for instance, [5, Corollary 2.2]), that is, there exist ε, γ, k F 0 such that
for every ω 1 , ω 2 ∈ U ε Ω (ω). Without loss of generality, we may assume that max{ε, 2εk F + γ} < δ. Let ω 1 , ω 2 ∈ U ε Ω (ω) be chosen arbitrarily. By Lemma 2.3, the feasible set mapping F (·) : Ω ⇒ H is lower semicontinuous at ω. This implies that F (ω 1 ) = ∅ for ε > 0 small enough. On the other hand, by Sol(QP R ω ) = {0}, it follows that ω ∈ K. Since K is open, there exists ε > 0 small enough such that ω 1 ∈ K. It follows from Lemma 2.2 that Sol(ω 1 ) = ∅, for ε > 0 small enough. Hence there exists x 1 ∈ Sol(ω 1 ).
Since Sol(·) is lsc at ω, we can assume that ε > 0 small enough to guarantee that x 1 ∈ U γ (x). This
Due to (31), there exists x 2 ∈ F (ω 2 ) such that x 2 − x 1 k F ω 2 − ω 1 . From the choice of ε and δ we derive:
< max{ε, 2εk F + γ} < δ.
Thus (x 1 , ω 1 ) and (x 2 , ω 2 ) belong to U δ H×Ω (x, ω). Since f is Lipschitz continuous on U δ H×Ω (x, ω), we finally get
Changing the roles of x 1 and x 2 , we can obtain
Hence ϕ is Lipschitz continuous around ω with modulus max{k f ; k f k F }. Clearly, (β 3 ) implies (β 4 ). Finally, the implication (β 4 ) implies (β 1 ) follows from Theorem 2.2 and 3.1. The proof is complete.
Example 3.1. We consider the problem (QP ω ) with Ω = L(ℓ 2 ) × ℓ 2 × L(ℓ 2 ) × ℓ
