While compressing a file with a Huffman code, it is possible that the size of the file grows temporarily. This happens when the source letters with low frequencies (to which long codewords are assigned) are encoded first. The maximum data expansion is the average growth in bits per source letter resulting from the encoding of a source letter with a long codeword. It is a measure of the worst case temporary growth of the file. In this paper we study the maximum data expansion of Huffman codes. We provide some new properties of the maximum data expansion δ of Huffman codes and using these properties we prove that δ < 1.256.
INTRODUCTION
Huffman encoding is one of the most widely used compression techniques. Let F be a data file of size |F| over an N-ary source alphabet (a 1 , a 2 , . . . , a N ). We assume that the original uncompressed file F is encoded using log N bits per source letter. Huffman's algorithm [1] constructs an optimal code given that the probability distribution ( p 1 , p 2 , . . . , p N ) of the source letters is known. The optimality of the code constructed by the Huffman algorithm is over all the coding schemes that encode each source letter with a codeword taken from a variable-length prefix-free set of codewords. Hence, other compression techniques, like Lempel-Ziv coding schemes or arithmetic coding schemes, may give better compression, depending on the data being compressed. Thus the use of the word 'optimal' is to be interpreted as explained above.
Let (c 1 , c 2 , . . . , c N ) be the codewords of a Huffman code and let ( 1 , 2 , . . . , N ) be the codewords' lengths. Codeword c i encodes the source letter a i . To compress the file each symbol a i , which in the uncompressed source file is represented as a string of log N bits, is substituted with codeword c i , which is a string of i bits. During the compression process, if the compression is done 'in place', it is possible that the size of the file grows temporarily. This happens when the letters with low frequencies (to which long codewords, i.e. with length greater than log N , are assigned) are encoded first.
For example consider the source S with source alphabet (a, b, c, d) and probability distribution (0.4, 0.3, 0.2, 0.1). Let dccbbbaaaa be the data file F, whose size is 10. The uncompressed representation uses two bits per source letter and thus uses 20 bits to represent F. A Huffman code for S is (0, 10, 110, 111). The compressed representation uses 19 bits, however during the compression process the representation of the file F reaches 23 bits. This happens after the first three source letters of F, that is dcc, have been encoded.
The maximum data expansion of a code C is defined as
The maximum data expansion is the average growth in bits per source letter. As a worst-case, we have that the size of the file may grow of |F| · δ bits. For example an ASCII data file of 1 Mbyte, which consists of 1 M ASCII characters, encoded with a Huffman code whose maximum data expansion is 0.5, during the compression process may reach a size of 1.5 Mbyte. An upper bound on δ permits an upper bound on the size of the file during the compression process. This knowledge is important in space-critical applications. The problem of studying the maximum data expansion has been introduced by Cheng et al. [2] . They proved that for optimal codes δ ≤ 4. Hollmann [3] provided an upper bound of δ < 1 + r , where r is the redundancy of the code used for the encoding. This bound holds for any (not necessarily optimal) uniquely decodable code. For optimal codes, for which it is well known that r < 1, Hollmann's bound becomes δ < 2. In [4] it has been proved that for optimal codes δ < 1.39.
In this paper we study the maximum data expansion of optimal codes providing some new properties. Using these properties we prove that δ < 1.256, improving on the previous best known upper bound. This paper is organized as follows. Section 2 provides definitions. Section 3 recalls some known results, which will be used in the proof of the improved bound. Section 4 provides some new properties of the maximum data expansion. These properties will also be used in the proof 138 R. DE PRISCO AND A. DE SANTIS of the improved bound. Finally Section 5 provides the proof of the bound.
PRELIMINARIES
Let S be a discrete memoryless source with probability distribution ( p 1 , p 2 , . . . , p N ) and with source alphabet (a 1 , a 2 , . . . , a N ) , where letter a i has probability p i . For our purposes we only need to know the probability distribution of a source and hence we often identify the source with its probability distribution and we write S = ( p 1 , p 2 , . . . , p N ) . Moreover, without loss of generality, we assume that the probabilities in the probability distribution are listed in nonincreasing order, that is p i ≥ p i+1 for i = 1, . . . , N − 1. A binary code C for S consists of N binary codewords c 1 , c 2 , . . . , c N , where codeword c i is used to encode a i . We denote with i the length of codeword c i , for i = 1, . . . , N.
The entropy H of the source S is
We denote by H(x) the entropy of the source S 2 = (x, 1−x), with 0 ≤ x ≤ 1. The entropy of a source can be interpreted as the average of the minimum number of bits needed to encode each source letter in order not to lose any information on the original data. Coding schemes that admit loss of information, which do not guarantee that the exact form of the original data is restored by the decompression process, might use fewer bits. The Huffman encoding algorithm is a lose-less compression technique. Given a code C for S, the expected codeword length of C is
The redundancy r (C) of a code C is defined as the difference between the average codeword length L(C) of the code and the entropy H (S) of the source S encoded by C,
Since an uncompressed representation uses log N bits per source symbol, when substituting the original representation of a source symbol with a codeword of length greater than log N , the source file is subject to a local growth of i − log N bits. The maximum data expansion δ(C) of a code C, measured in bits per source letter, is defined as
Given a source S, the Huffman encoding algorithm [1] constructs an optimal prefix code for S. The encoding is optimal in the sense that codeword lengths minimize the redundancy. It is well known that the redundancy r of an optimal code satisfies r < 1. The redundancy of optimal codes has been extensively studied (e.g., [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] ).
Throughout this paper, unless otherwise specified, we always refer to optimal codes, and thus 'redundancy' ('data expansion') should be read as redundancy (data expansion) of optimal codes. Moreover, when we talk about redundancy (data expansion) of a source we mean the redundancy (data expansion) of an optimal code for that source.
KNOWN PRELIMINARY RESULTS
In this section we recall some known results that we will use in proving our bound on the data expansion.
A Huffman code can be visualized with a code tree which is built by the Huffman encoding algorithm. Each leaf of the tree corresponds to a source symbol a i and has the probability p i of that symbol. The probability of an internal node is the sum of the probabilities of the children of the node. Gallager [5] has proved the following sibling property for Huffman codes: a code tree represents a Huffman code if and only if each node, except the root, has a sibling, and all the nodes can be listed in order of non-increasing probability in such a way that in the list each node is adjacent to its sibling.
Next we recall some results about the length of the shortest codeword of a Huffman code. The following result has been obtained by Johnsen [6] .
LEMMA 1. If the most likely source letter probability is greater than 0.4, then a Huffman code assigns a codeword of length 1 to the most likely source letter.
Montgomery and Kumar [15] provided a generalization. LEMMA 2. Let p 1 be the most likely source letter probability p 1 of a source S. Then, if for some m ≥ 1 the following holds
then any optimal code for S must assign a codeword of length m to the most likely source letter. Furthermore, if for some m ≥ 1 the following holds
then any optimal code for S must assign a codeword of length m or of length m + 1 to the most likely source letter.
We now recall some results on the redundancy of optimal codes. The following bound on the redundancy is the result of several papers ( [8, 7, 5, 6, 12] ). Given the most likely source letter probability p 1 of a source S, the redundancy r of a Huffman code for the source S is upper bounded by
where χ 1 0.4505 and χ 2 0.3138. The above upper bound is tight only for p 1 ≥ χ 2 . We remark that the tight upper bound on the redundancy as a function of p 1 is known for every possible value of p 1 (see [12] ). However, we use bound (1) since it is easier to state and it is sufficient for our proofs.
Given a source S = ( p 1 , p 2 , . . . , p N ) we can construct another source S by deleting one symbol of S and normalizing the remaining probabilities. We say that the source S is obtained by reducing the source S on the symbol being deleted. For example, let S be the source obtained by reducing S on the symbol a 1 whose probability is p 1 
It is well known that the redundancy r of a source S and the redundancy r of the source S obtained by reducing S on its most likely source symbol are related by
The sibling property implies the following fact. 
Next we recall some results involving the data expansion. Hollmann [3] proved the following theorem. Theorem 4 enables us to transform any upper bound on the redundancy into an upper bound on the maximum data expansion. If we consider optimal codes, for which r < 1, we have that δ < 2.
The following bounds have been proved in [4] .
LEMMA 5. The data expansion and the redundancy of any uniquely decodable (not necessarily optimal) code are related by
where p 1 is the most likely source letter probability and 1 is the length of the codeword corresponding to p 1 . ( p 1 , p 2 , . . . , p N ) and S = ( p 2 / (1 − p 1 ), . . . , p N /(1 − p 1 )) . If the Huffman code for S assigns a codeword of length one to the most likely source letter of S, whose probability is p 1 , then
LEMMA 6. Let δ and δ be the data expansion of the Huffman codes for sources S =
Finally we recall the following well known log-sum inequality . For x 1 , . . . , x t ≥ 0 and a 1 , . . . , a t > 0 the following inequality
NEW PRELIMINARY RESULTS
In this section we provide some new properties of the maximum data expansion. In particular, we refine the properties provided by Lemmas 5 and 6. We use more information about the source S (namely, p 1 , p 2 , 1 and 2 ) than was used in Lemmas 5 and 6 (namely, p 1 and 1 ) to obtain more informative properties. We remark that the technique used to prove the above cited lemmas could be pursued at a deeper level by using additional information on the source (e. g., p 1 , p 2 , p 3 , 1 , 2 and 3 ) in order to obtain even more informative properties. However, the improvement that would result when pursuing this direction is not worth the effort needed to prove the more informative properties.
This section also provides (Lemmas 9 and 10) some new properties of the maximum data expansion. 
Proof. Let 1 , 2 , . . . , N−k be the lengths of the codewords with length less than or equal to log N and let N−k+1 , N−k+2 , . . . , N be the lengths of the codewords with length greater than log N . Let M = N−k i=3 2 − i . We remark that M does not contain the terms corresponding to 1 and 2 . Since 1 ≤ 2 < log N then k ≥ 2.
For a source S and a code C for S, we have that the (1/N) ).
Using the log-sum inequality with x i = p i for i = 3, 4, . . . , N and a i = 2 − i for i = 3, 4, . . . , N − k and ( p 1 , p 2 
LEMMA 8. Let δ and δ be the data expansions of the Huffman codes for sources S =
Proof. Let ( 1 , 2 , . . . , N ) be the codeword lengths for S and ( 2 , . . . , N ) be the codeword lengths for S . We denote by ( p 2 , p 3 , . . . , p N ) , where p i = p i /(1 − p 1 ), the probability distribution of S . Since the Huffman code for S assigns a one-bit codeword to the most likely source letter, i.e. 1 = 1, by Fact 3, we have i = i − 1 for i = 2, . . . , N. Since the shortest codeword never contributes to the data expansion, we have that
Since 1 = 1, we have that 1 < log N for all N ≥ 4. Moreover, by assumption 2 ≤ log N . Hence
In the second summation we have that i − log N ≤ 1. Indeed for all N, log(N − 1) is equal to either log N or log N − 1. Hence, since in the second summation log(N − 1) ≥ i − 1 > log N − 1, we have that
Making use of (3) we get
In [4] it has been proved that a necessary condition to achieve maximum data expansion is for the most likely source letter probability p 1 to be less than or equal to 0.4. Next we provide another necessary condition to achieve maximum data expansion. This condition can be used to give a simpler proof of the fact that p 1 cannot be greater than 0.4 in order to achieve maximum data expansion. The condition we will prove assumes that the shortest codeword has length 1 and considers the probabilities q 1 and q 2 of the Huffman code tree assigned to the children of the sibling of the node corresponding to the most likely source letter probability p 1 . Figure 1 shows q 1 and q 2 . We remark that in such a case p 1 is always greater than or equal to max{q 1 , q 2 }. Proof. First we notice that, by the sibling property, p 1 cannot be less than max{q 1 , q 2 }. Hence p 1 ≥ max{q 1 , q 2 }. We prove the lemma by assuming that p 1 > max{q 1 , q 2 } and constructing a source S whose data expansion δ is greater than the data expansion δ of S. This proves that S does not have maximum data expansion if
The Huffman code tree for S is also a Huffman code tree for S . That is, i = i for i = 1, 2, . . . , N. Since the length of the shortest codeword is always less than log N , it never contributes to the data expansion. Hence we have that
Since α > 1, we have that δ > δ.
The next lemma provides another characterization of the maximum data expansion. The lemma assumes that 1 = 1 and 2 = 2 and considers the probabilities q 1 and q 2 of the Huffman code tree assigned to the children of the sibling of the node corresponding to the second most likely source letter probability p 2 . Figure 2 shows q 1 and q 2 . 1 = 1 to the most likely source letter, whose probability is p 1 and a codeword of length 2 = 2 to the second most likely source letter, whose probability is p 2 , then a necessary condition for S to have maximum data expansion is that
Proof. We prove the lemma by assuming that p 1 = p 2 and constructing a source S whose data expansion δ is greater than the data expansion δ of S. This proves that S does not have maximum data expansion if p 1 = p 2 .
Let q 1 and q 2 be the children of the sibling of p 2 in the Huffman code tree. Since 1 = 1 and 2 = 2 we have that p 1 is strictly greater than both q 1 and q 2 .
and ε is such that p 2 > α · max{q 1 , q 2 }. It is always possible to pick such an because p 2 > max{q 1 , q 2 }. Since p 1 > p 1 , p 2 > α · max{q 1 , q 2 } and p i = α · p i , the Huffman code tree for S is also a Huffman code tree for S .
Since 1 = 1, 2 = 2 and N ≥ 4, then the lengths of the two shortest codewords are always less than or equal to log N and never contribute to the data expansion. Hence we have that
Finally, we give a simpler proof (with respect to the one in [4] ) of the fact that a source with maximum data expansion must have a most likely source letter probability of less than 0.4. Proof. Let S = ( p 1 , p 2 , . . . , p N ) be a source such that the Huffman code achieves the maximum data expansion. By Lemma 1 we have 1 = 1. By Lemma 9, we have that p 1 = max{q 1 , q 2 }, where q 1 and q 2 are the probabilities of the children of the sibling of the node corresponding to p 1 in the Huffman code tree. Hence either we have p 1 = q 1 or p 1 = q 2 . Assume p 1 = q 1 ≥ q 2 (respectively, p 1 = q 2 ≥ q 1 ). If q 1 (respectively, q 2 ) does not correspond to an internal node then p 1 = p 2 and because of Lemma 10 the Huffman code cannot achieve the maximum data expansion. Hence q 1 (respectively, q 2 ) corresponds to an internal node. For the sibling property to be true it is necessary that q 2 ≥ q 1 /2 (respectively, q 1 ≥ q 2 /2). Hence it follows that 
THE BOUND
Finally, we prove the bound on the data expansion. The proof is a case by case argument. The results in Sections 3 and 4 are used to prove a bound in each of the cases considered in the proof. Proof. Since for N = 2, 3 we have that the maximum data expansion is always zero, we can assume, without loss of generality, that N ≥ 4.
Consider a source S = ( p 1 , p 2 , . . . , p N ) and let S = ( p 2 , . . . , p N ) be the source obtained by reducing S on the most likely source letter probability p 1 . By Lemma 11, we can assume, without loss of generality, that p 1 ≤ 0.4. Consider Huffman codes C and C for S and S , respectively, and let 1 , 2 , . . . , N and 2 , 3 , . . . , N be the codeword lengths of C and C , respectively.
We distinguish several cases and subcases. Let us now consider the following subcases. Case 5.1. 1/3 ≤ p 2 ≤ 2/3. By Lemma 2, we have that 2 = 1 when 0.4 ≤ p 2 ≤ 2/3, while 2 = 1 or 2 = 2 when 1/3 ≤ p 2 ≤ 0.4. We further distinguish these two possible cases. Case 5.1.1. 2 = 1. Since 2 = 1, by Fact 3, we have that 2 = 2. By Lemma 9, source S has maximum data expansion for p 1 = max{q 1 , q 2 }, where q 1 and q 2 are the probabilities of the children of the sibling of the node corresponding to p 1 . Since in this case 2 = 2, we have that q 1 = p 2 and q 2 = 1 − p 1 − p 2 . By Lemma 10, S
