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VANISHING INTEGRALS FOR HALL–LITTLEWOOD POLYNOMIALS
VIDYA VENKATESWARAN
Abstract. It is well known that if one integrates a Schur function indexed by a partition λ over the
symplectic (resp. orthogonal) group, the integral vanishes unless all parts of λ have even multiplicity (resp.
all parts of λ are even). In a recent paper of Rains and Vazirani, Macdonald polynomial generalizations of
these identities and several others were developed and proved using Hecke algebra techniques. However at
q = 0 (the Hall–Littlewood level), these approaches do not work, although one can obtain the results by
taking the appropriate limit. In this paper, we develop a direct approach for dealing with this special case.
This technique allows us to prove some identities that were not amenable to the Hecke algebra approach.
Moreover, we are able to generalize some of the identities by introducing extra parameters. This leads us to
a finite-dimensional analog of a recent result of Warnaar, which uses the Rogers–Szego˝ polynomials to unify
some existing summation type formulas for Hall–Littlewood functions.
1. Introduction
Two classical identities in the representation theory of real Lie groups are:
Theorem 1.1. For any integer n ≥ 0 and partition λ with at most n parts, we have∫
O∈O(n)
sλ(O)dO =
{
1, if all parts of λ are even
0, otherwise
(where the integral is with respect to Haar measure on the orthogonal group). Similarly, for n even, we have∫
S∈Sp(n)
sλ(S)dS =
{
1, if all parts of λ have even multiplicity
0, otherwise
(where the integral is with respect to Haar measure on the symplectic group).
Here sλ is the Schur function in n variables indexed by the partition λ. Schur functions have an intimate
connection to representation theory: they give the character of an irreducible representation of the unitary
group, U(n). In particular, the character’s value on a matrix is given by evaluating the Schur function
at the matrix’s eigenvalues. Thus, the above identities encode the following facts: in the expansion of sλ
into irreducible characters of O(n) (resp. Sp(n)), the coefficient of the trivial character is zero unless all
parts of λ are even (resp. all parts of λ have even multiplicity). These identities can be proved using the
Gelfand pairs (G,K) = (GLn(R), O(n)) and (GLn(H), U(n,H)) and the decomposition of the induced trivial
representation into irreducible representations of G, see [11]. For example, the orthogonal group identity
follows from the structure result
eKP (G) = P (K\G) ∼=
⊕
l(λ)≤n
F2λ(V )
(in the notation of [11]) and the fact that the Schur function gives the character of a polynomial representation
of GLn(R).
Note that using the eigenvalue densities for the orthogonal and symplectic groups, we may rephrase the
above identities in terms of random matrix averages. For example, the symplectic integral above can be
rephrased as
1
2nn!
∫
T
sλ(z1, z
−1
1 , z2, z
−1
2 , . . . , zn, z
−1
n )
∏
1≤i≤n
|zi − z−1i |2
∏
1≤i<j≤n
|zi + z−1i − zj − z−1j |2dT,
2000 Mathematics Subject Classification. 05E05, 33D52.
Key words and phrases. Hall–Littlewood polynomials, Schur functions, Pfaffian, Rogers–Szego˝ polynomials, generalized
Littlewood identites.
1
2 VIDYA VENKATESWARAN
where
T = {(z1, . . . , zn) : |z1| = · · · = |zn| = 1}
dT =
∏
j
dzj
2π
√−1zj
are the n-torus and Haar measure, respectively. Such identities, and their generalizations, have consequences
outside symmetric function theory. For example, in their work dealing with symmetrized generalizations of
the Hammersely process [4], Forrester and Rains developed an α-generalization of the above orthogonal
group identity.
A natural question, then, is whether such identities admit a q, t generalization to the level of Macdonald
polynomials. In [12], a number of such identities were conjectured: that is, a suitable choice of density was
suggested so that integrating Macdonald polynomials against it should vanish unless the partition is of the
appropriate form, and such that when q = t, these identities become the known ones for Schur functions.
In [13], Rains and Vazirani developed Hecke algebra techniques which enabled them to prove many of these
results. In fact, only Conjectures 3 and 5 of [12] remain open.
An interesting subfamily of the Macdonald polynomials are the Hall–Littlewood polynomials which are
obtained at q = 0, see Chapter 3 of [11]. Unfortunately, none of the above proofs work at this level: they
involve q-shift operators, which do not behave well at q = 0. In this paper, we develop a direct method
for dealing with these cases. This method allows us to explicitly obtain the nonzero values as well as
generalizations involving extra parameters. We also prove Conjectures 3 and 5 from [12] for Hall–Littlewood
polynomials.
There are several nice consequences. The first involves a (recent) identity discovered by Warnaar for Hall–
Littlewood polynomials [15]. He uses the Rogers–Szego˝ polynomials to unify the Littlewood/Macdonald
identities for Hall–Littlewood functions. We find a two-parameter integral identity and, using a method of
Rains, we show that in the limit n → ∞ it becomes Warnaar’s identity. Thus, our identity may be viewed
as a finite-dimensional analog of Warnaar’s summation result. Another unexpected feature of the direct
method we employ is an underlying Pfaffian structure in the orthogonal cases. It turns out that Pfaffians of
suitable matrices nicely enumerate the nonzero values of these integrals. While Pfaffians are very common in
Schur function identities (Schur functions are ratios of determinants), to our knowledge this is the first time
they are appearing in the Hall–Littlewood context. Finally, the identities below involve Hall–Littlewood
polynomials with a parameter t, but in many instances the evaluation of the integral produces a polynomial
in t2 or
√
t (see for example, the symplectic and Kawanaka integrals, Corollary 6.3 and 6.4 respectively).
Thus these identities may be viewed as quadratic transformations of Hall–Littlewood polynomials.
The outline of the paper is as follows. In the second section, we introduce some basic notation and review
Hall–Littlewood polynomials. In the third section, we prove Hall–Littlewood orthogonality to illustrate our
method of proof in a basic case. In the next section, we use Pfaffians and some technical arguments to prove
α generalizations of the orthogonal integrals. In section 5, we use a Pieri rule to add one more parameter
β to these identities. In section 6, we discuss special cases of the α, β identity. In section 7, we prove that
in the limit n→∞ of the α, β identity, we recover Warnaar’s identity. Finally, in the last section, we prove
some remaining vanishing results from [13] and [12].
We mention some related work in progress. As was discussed above, many of the integral identities for
t = 0 (the Schur case) follow from the theory of symmetric spaces, and thus have a representation theoretic
significance. In [10], Macdonald shows that Hall–Littlewood polynomials (and their analogs for other classical
root systems) arise as zonal spherical functions on p-adic reductive groups. Given this construction, it is
natural to wonder whether our identities can be interpreted as p-adic analogs of the Schur cases. In a
follow-up project, we will show that this is indeed the case: we give another proof via integrals over p-adic
groups.
Finally, many of the integral identities of [13] involve Koornwinder polynomials, a 6-parameter BCn-
symmetric family of Laurent polynomials that contain the Macdonald polynomials as suitable limits of the
parameters. Just as in the Macdonald polynomial case, standard constructions via difference operators do
not allow one to control the q = 0 polynomials. The first step in obtaining an analog of the Hall–Littlewood
polynomials is to produce a q = 0 closed form. Such a formula is not known; in further work we will use
orthogonality of Koornwinder polynomials to provide an explicit closed form [14]. We then use this result
to prove the q = 0 cases of the remaining identities in [13].
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2. Background and Notation
We will briefly review Hall–Littlewood polynomials; we follow [11]. We also set up the required notation.
Let λ = (λ1, . . . , λn) be a partition, in which some of the λi may be zero. In particular, note that
λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0. Let l(λ), the length of λ, be the number of nonzero λi and let |λ|, the weight of λ,
be the sum of the nonzero λi. We will write λ = µ
2 if there exists a partition µ such that λ2i−1 = λ2i = µi
(equivalently all parts of λ occur with even multiplicity). Analogously, we write λ = 2µ if there exists a
partition µ such that λi = 2µi (equivalently each part of λ is even). Also let mi(λ) be the number of λj
equal to i for each i ≥ 0.
Recall the t-integer [i] = [i]t = (1− ti)/(1− t), as well as the t-factorial [m]! = [m][m− 1] · · · [1], [0]! = 1.
Let
φr(t) = (1− t)(1− t2) · · · (1 − tr),
so that in particular φr(t)/(1 − t)r = [r]!. Then we define
vλ(t) =
∏
i≥0
mi(λ)∏
j=1
1− tj
1− t =
∏
i≥0
φmi(λ)(t)
(1− t)mi(λ) =
∏
i≥0
[mi(λ)]!
and
vλ+(t) =
∏
i≥1
mi(λ)∏
j=1
1− tj
1− t =
∏
i≥1
φmi(λ)(t)
(1− t)mi(λ) =
∏
i≥1
[mi(λ)]!,
so that the first takes into account the zero parts, while the second does not. The Hall–Littlewood polynomial
Pλ(x1, . . . , xn; t) indexed by λ is defined to be
1
vλ(t)
∑
w∈Sn
w
(
xλ
∏
1≤i<j≤n
xi − txj
xi − xj
)
,
where we write xλ for xλ11 · · ·xλnn and w acts on the subscripts of the xi. The normalization 1/vλ(t) has the
effect of making the coefficient of xλ equal to unity. (We will also write P
(n)
λ (x; t) and use Pλ(x
(m), y(n); t)
to denote Pλ(x1, . . . , xm, y1, . . . , yn; t) in the final section). We define the polynomials {R(n)λ (x; t)} by
R
(n)
λ (x; t) = vλ(t)P
(n)
λ (x; t). For w ∈ Sn, we also define
(2.1) R
(n)
λ,w(x; t) = w
(
xλ
∏
1≤i<j≤n
xi − txj
xi − xj
)
,
so that R
(n)
λ,w(x; t) is the term of R
(n)
λ (x; t) associated to the permutation w.
There are two important degenerations of the Hall–Littlewood symmetric functions: at t = 0, we recover
the Schur functions sλ(x) and at t = 1 the monomial symmetric functions mλ(x). We remark that the
Macdonald polynomials Pλ(x; q, t) do not have poles at q = 0, so there is no obstruction to specializing q to
zero; in fact we obtain the Hall–Littlewood polynomials (see [11], Ch. 6). Similarly, when q = t (or q = 0
then t = 0), Pλ(x; q, t) reduces to sλ(x).
Let
bλ(t) =
∏
i≥1
φmi(λ)(t) = vλ+(t)(1 − t)l(λ).
Then we let Qλ(x; t) be multiples of the Pλ(x; t):
Qλ(x; t) = bλ(t)Pλ(x; t);
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these form the adjoint basis with respect to the t-analog of the Hall inner product. With this notation the
Cauchy identity for Hall–Littlewood functions is
(2.2)
∑
λ
Pλ(x; t)Qλ(x; t) =
∏
i,j≥1
1− txiyj
1− xiyj .
We recall the definition of Rogers–Szego˝ polynomials, which appears in Sections 5–7. Let m be a non-
negative integer. Then we let Hm(z; t) denote the Rogers–Szego˝ polynomial (see [1], Ch. 3, Examples
3–9)
(2.3) Hm(z; t) =
m∑
i=0
zi
[m
i
]
t
,
where [m
i
]
t
=
{
[m]!
[m−i]![i]! , if m ≥ i ≥ 0
0, otherwise
is the t-binomial coefficient. It can be verified that the Rogers–Szego˝ polynomials satisfy the following
second-order recurrence:
Hm(z; t) = (1 + z)Hm−1(z; t)− (1 − tm−1)zHm−2(z; t).
Also, we define the symmetric q = 0 Selberg density [13]:
∆˜
(n)
S (x; t) =
∏
1≤i6=j≤n
1− xix−1j
1− txix−1j
and the symmetric Koornwinder density [9]:
(2.4) ∆˜
(n)
K (x; a, b, c, d; t) =
1
2nn!
∏
1≤i≤n
1− x±2i
(1− ax±1i )(1 − bx±1i )(1 − cx±1i )(1 − dx±1i )
∏
1≤i<j≤n
1− x±1i x±1j
1− tx±1i x±1j
,
where we write 1 − x±2i for the product (1 − x2i )(1 − x−2i ) and 1 − x±1i x±1j for (1 − xixj)(1 − x−1i x−1j )(1 −
x−1i xj)(1−xix−1j ) etc. For convenience, we will write ∆˜(n)S and ∆˜(n)K (a, b, c, d) with the assumption that these
densities are in x1, . . . , xn with parameter t when it is clear. We recall some notation for hypergeometric
series from [13] and [12]. We define the q-symbol
(a; q) =
∏
k≥0
(1− aqk)
and (a1, a2, . . . , al; q) = (a1; q)(a2; q) · · · (al; q). Also, let
(a; q)n =
n−1∏
j=0
(1 − aqj)
for n > 0 and (a; q)0 = 1. We also define the C-symbols, which appear in the identities of [13]. Let
C0µ(x; q, t) =
∏
1≤i≤l(µ)
(t1−ix; q)
(qµi t1−ix; q)
C−µ (x; q, t) =
∏
1≤i≤l(µ)
(x; q)
(qµi tl(µ)−ix; q)
∏
1≤i<j≤l(µ)
(qµi−µj tj−ix; q)
(qµi−µj tj−i−1x; q)
C+µ (x; q, t) =
∏
1≤i≤l(µ)
(qµi t2−l(µ)−ix; q)
(q2µit2−2ix; q)
∏
1≤i<j≤l(µ)
(qµi+µj t3−j−ix; q)
(qµi+µj t2−j−ix; q)
.
We note that C0µ(x; q, t) is the q, t-shifted factorial. As before, we extend this by C
0,±
µ (a1, a2, . . . , al; q) =
C0,±µ (a1; q) · · ·C0,±µ (al; q).
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We note that for q = 0 we have
C0µ(x; 0, t) =
∏
1≤i≤l(µ)
(1 − t1−ix)
C−µ (t; 0, t) = (1 − t)l(µ)vµ+(t)
C+µ (x; 0, t) = 1.
Finally, we explain some notation involving permutations. Let w ∈ Sn act on the variables z1, . . . , zn by
w(z1 · · · zn) = zw(1) · · · zw(n)
as in the definition of Hall–Littlewood polynomials above. We view the permutation w as this string of
variables. For example the condition “zi is in the k-th position of w” means that w(k) = i. Also we write
“zi ≺w zj”
if i = w(i′) and j = w(j′) for some i′ < j′, i.e., zi appears to the left of zj in the permutation representation
zw(1) · · · zw(n). For w ∈ S2n, we use w(x±11 , . . . , x±1n ) to represent zw(1) · · · zw(2n), with zi = xi for 1 ≤ i ≤ n
and zj = x
−1
j−n for n+ 1 ≤ j ≤ 2n.
3. Hall–Littlewood Orthogonality
It is a well known result that Hall–Littlewood polynomials are orthogonal with respect to the density ∆˜S .
We prove this result using our method below, to illustrate the technique in a simple case.
Theorem 3.1. We have the following orthogonality relation for Hall–Littlewood polynomials:∫
T
Pλ(x1, . . . , xn; t)Pµ(x
−1
1 , . . . , x
−1
n ; t)∆˜
(n)
S (x; t)dT = δλµ
n!
vµ(t)
Proof. Note first that by the definition of Hall–Littlewood polynomials, the LHS is a sum of (n!)2 integrals
in bijection with Sn × Sn. Now, since the integral is invariant under inverting all variables, we may restrict
to the case where λ ≥ µ in the reverse lexicographic ordering (we assume this throughout). We will show
that each of these terms vanish unless λ = µ, and this argument will allow us to compute the normalization
in the case λ = µ. By symmetry and (2.1), we have∫
T
P
(n)
λ (x; t)P
(n)
µ (x
−1; t)∆˜(n)S dT =
n!
vλ(t)vµ(t)
∑
ρ∈Sn
∫
T
R
(n)
λ,id(x; t)R
(n)
µ,ρ(x
−1; t)∆˜(n)S dT.
Claim 3.1.1. We have the term-evaluation∫
T
R
(n)
λ,id(x; t)R
(n)
µ,ρ(x
−1; t)∆˜(n)S dT = t
i(ρ)
if xλ11 · · ·xλnn x−µ1ρ(1) · · ·x−µnρ(n) = 1, and is otherwise equal to 0. Here i(ρ) is the number of inversions of ρ with
respect to the permutation x−11 · · ·x−1n .
Note that i(ρ) is the Coxeter length and recall the distribution of this statistic:
∑
ρ t
i(ρ) = [n]!.
To prove the claim, we use induction on n. Note first that for n = 1, the only term is
∫
xλ11 x
−µ1
1 dT ,
which vanishes unless λ1 = µ1. Now suppose the result is true for n− 1. With this assumption we want to
show that it holds true for n variables. One can compute, by integrating with respect to x1 in the iterated
integral, that the LHS above is equal to∫
Tn−1
(∫
T1
x
λ1−µρ−1(1)
1
∏
x−1j ≺ρx−11
txj − x1
xj − tx1
dx1
2π
√−1x1
)
R
(n−1)
λ̂,îd
(x; t)R
(n−1)
µ̂,ρ̂ (x
−1; t)∆˜(n−1)S (x; t)dT,
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where
îd = id with x1 deleted
ρ̂ = ρ with x−11 deleted
λ̂ = λ with λ1 deleted
µ̂ = µ with µρ−1(1) deleted.
Recall that λ1 ≥ µ1 ≥ µi for all 1 ≤ i ≤ n. Thus, the inner integral in x1 is zero if λ1 > µρ−1(1) and is
t|{j:x
−1
j ≺ρx−11 }| if λ1 = µρ−1(1). In the latter case, note that λ̂ ≥ µ̂, so we may use the induction hypothesis
on the resulting (n − 1)-dimensional integral, and combining this with the contribution from x1 gives the
result of the claim.
Note that the claim implies each term is zero if λ 6= µ, so consequently the entire integral in zero. Finally,
we use the claim to compute the normalization value in the case λ = µ. By the above remarks, we have∫
T
P
(n)
λ (x; t)P
(n)
µ (x
−1; t)∆˜(n)S dT =
n!
vµ(t)2
∑
ρ∈Sn:
x
λ1
1 ···xλnn x
−µ1
ρ(1)
···x−µn
ρ(n)
=1
ti(ρ)
Note that the permutations in the index of the sum are in statistic-preserving bijection with Sm0(µ)×Sm1(µ)×
· · · so, using the comment immediately following the Claim, the above expression is equal to
n!
vµ(t)2
∑
ρ∈Sm0(µ)×Sm1(µ)×···
ti(ρ) =
n!
vµ(t)2
∏
i≥0
[mi(µ)]! =
n!
vµ(t)
,
as desired. 
4. α version
In this section, we prove the orthogonal group integrals with an extra parameter α. This gives four
identities - one for each component of O(l), depending on the parity of l. First, we use a result of Gustafson
[5] to compute some normalizations that will be used throughout the paper.
Proposition 4.1. We have the following normalizations:
(i) (symplectic) ∫
T
∆˜
(n)
K (x;±
√
t, 0, 0; t)dT =
(1− t)n
(t2; t2)n
(ii) (Kawanaka) ∫
T
∆˜
(n)
K (x; 1,
√
t, 0, 0; t)dT =
(1− t)n
(
√
t;
√
t)2n
(iii) (O+(2n)) ∫
T
∆˜
(n)
K (x;±1,±
√
t; t)dT =
(1− t)n
2(t; t)2n
(iv) (O−(2n)) ∫
T
∆˜
(n−1)
K (x;±t,±
√
t; t)dT =
(1 − t)n−1
(t3; t)2n−2
(v) (O+(2n+ 1)) ∫
T
∆˜
(n)
K (x; t,−1,±
√
t; t)dT =
(1− t)n+1
(t; t)2n+1
(vi) (O−(2n+ 1)) ∫
T
∆˜
(n)
K (x; 1,−t,±
√
t; t)dT =
(1− t)n+1
(t; t)2n+1
.
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We omit the proof, but in all cases it follows from setting q = 0 and the appropriate values of (a, b, c, d)
in the integral evaluation:∫
T
∆˜
(n)
K (x; a, b, c, d; q, t)dT =
∏
0≤j<n
(t, t2n−2−jabcd; q)
(tj+1, tjab, tjac, tjad, tjbc, tjbd, tjcd; q)
,
which may be found in [5].
We remark that at t = 0 the above densities have special significance. In particular, (i) is the eigenvalue
density of the symplectic group and (iii) - (vi) are the eigenvalue densities of O+(2n), O−(2n), O+(2n + 1)
and O−(2n + 1) (in the orthogonal group case, the density depends on the component of the orthogonal
group as well as whether the dimension is odd or even). The density in (ii) appears in Corollary 6.4, and
that result corresponds to a summation identity of Kawanaka [8].
In this section, we want to use a technique similar to the one used to prove Hall–Littlewood orthogonality.
Namely, we want to break up the integral into a sum of terms, one for each permutation, and study the
resulting term integral. The obstruction to this approach is that in many cases the poles lie on the contour,
i.e., occur at ±1, so the pieces of the integral are not well-defined. However, since the overall integral does
not have singularities, we may use the principal value integral which we denote by P.V. (see [6], Section 8.3).
We first prove some results involving the principal value integrals.
Lemma 4.2. Let f(z) be a function in z such that zf(z) is holomorphic in a neighborhood of the unit disk.
Then
P.V.
∫
T
f(z)
1
1− z−2dT =
f(1) + f(−1)
4
.
Proof. We have
P.V.
1
2π
√−1
∫
|z|=1
f(z)
1
1− z−2
1
z
dz = lim
ǫ→0+
1
2
[
1
2π
√−1
∫
|z|=1−ǫ
zf(z)
1
z2 − 1dz
+
1
2π
√−1
∫
|z|=1+ǫ
zf(z)
1
z2 − 1dz
]
But now as zf(z) is holomorphic in a neighborhood of the disk, and the singularities of 1/(z2− 1) lie outside
of the disk, the first integral is zero by Cauchy’s theorem. Using the residue theorem for the second integral
(it has simple poles at ±1) gives
lim
ǫ→0
1
2
[
Resz=1
zf(z)
(z − 1)(z + 1) + Resz=−1
zf(z)
(z − 1)(z + 1)
]
=
1
2
[
f(1)
2
+
f(−1)
2
]
=
1
4
[
f(1) + f(−1)
]
.

Lemma 4.3. Let p be a function in x1, . . . , xn such that xip is holomorphic in xi in a neighborhood of
the unit disk for all 1 ≤ i ≤ n and p(±1, . . . ,±1) = 0 for all 2n combinations. Let ∆ be a function in
x1, . . . , xn such that ∆(±1, . . . ,±1, xi+1, . . . , xn) is holomorphic in xi+1 in a neighborhood of the unit disk
for all 0 ≤ i ≤ n− 1 (again for all 2i combinations). Then
P.V.
∫
T
p ·∆ ·
∏
1≤i≤n
1
1− x−2i
dT = 0.
Proof. We give a proof by induction on n. For n = 1, since x1 ·p ·∆ is holomorphic in x1 we may use Lemma
4.2:
P.V.
∫
T
p ·∆ · 1
1− x−21
dT =
1
4
[p(1)∆(1) + p(−1)∆(−1)].
But then p(1) = p(−1) = 0 by assumption, so the integral is zero as desired.
Now suppose the result holds in the case of n − 1 variables. Consider the n variable case, and let p,∆
in x1, . . . , xn satisfy the above conditions. Integrate first with respect to x1 and note that x1 · p · ∆ is
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holomorphic in x1 so we can apply Lemma 4.2:
P.V.
∫
T
p ·∆ ·
∏
1≤i≤n
1
1− x−2i
dT =
1
4
P.V.
∫
Tn−1
p(1, x2, . . . , xn)∆(1, x2, . . . , xn)
∏
2≤i≤n
1
1− x−2i
dT
+
1
4
P.V.
∫
Tn−1
p(−1, x2, . . . , xn)∆(−1, x2, . . . , xn)
∏
2≤i≤n
1
1− x−2i
dT.
But now the pairs p(1, x2, . . . , xn),∆(1, x2, . . . , xn) and p(−1, x2, . . . , xn), ∆(−1, x2, . . . , xn) satisfy the con-
ditions of the theorem for n− 1 variables x2, . . . , xn, so by the induction hypothesis each of the two integrals
is zero, so the total integral is zero. 
For this section, we let ρ2n = (1, 2, . . . , 2n). We also let 1
k = (1, 1, . . . , 1) with exactly k ones. As above
we will work with principal value integrals, as necessary. For simplicity, we will suppress the notation P.V.
Theorem 4.4. Let l(λ) ≤ 2n. We have the following integral identity for O+(2n):
1∫
∆˜
(n)
K (±1,±
√
t)dT
∫
Pλ(x
±1
1 , . . . , x
±1
n ; t)∆˜
(n)
K (±1,±
√
t)
n∏
i=1
(1− αx±1i )dT
=
φ2n(t)
vλ(t)(1 − t)2n
[
(−α)# of odd parts of λ + (−α)# of even parts of λ
]
=
[2n]!
vλ(t)
[
(−α)# of odd parts of λ + (−α)# of even parts of λ
]
.
Proof. We will first show the following:∫
Rλ(x
±1
1 , . . . , x
±1
n ; t)∆˜
(n)
K (±1,±
√
t)
n∏
i=1
(1− αx±1i )dT =
1
2n(1− t)nPf[aj,k]
λ,
where Pf denotes the Pfaffian and the 2n× 2n antisymmetric matrix [aj,k]λ is defined by
aλj,k = (1 + α
2)χ(λj−j)−(λk−k) odd + 2(−α)χ(λj−j)−(λk−k) even,
for 1 ≤ j < k ≤ 2n.
First, note that by symmetry we can rewrite the above integral as 2nn! times the sum over all matchings
w of x±11 , . . . , x
±1
n , where a matching is a permutation in S2n such that xi occurs to the left of x
−1
i and xi
occurs to the left of xj for 1 ≤ i < j ≤ n. In particular, x1 occurs first. Thus, we have∫
R
(2n)
λ (x
±1; t)∆˜(n)K (±1;±
√
t)
n∏
i=1
(1− αx±1i )dT
= 2nn!
∑
w
∫
R
(2n)
λ,w (x
±1; t)∆˜(n)K (±1;±
√
t)
n∏
i=1
(1− αx±1i )dT,
where the sum is over matchings w in S2n.
We introduce some notation for a matching w ∈ S2n. We write w = {(i1, i′1), . . . , (in, i′n)} to indicate that
xk occurs in position ik and x
−1
k occurs in position i
′
k for all 1 ≤ k ≤ n. Clearly we have ik < i′k for all k
and ij < ik for all j < k.
Claim 4.4.1. Let λ = (λ1, . . . , λ2n) with λ1 ≥ λ2 ≥ · · · ≥ λ2n ∈ Z. Then we have the following term-
evaluation:
2nn! P.V.
∫
T
Rλ,w(x
±1
1 , . . . , x
±1
n ; t)∆˜
(n)
K (±1,±
√
t)
n∏
i=1
(1− αx±1i )dT =
ǫ(w)
2n(1− t)n
∏
1≤k≤n
aλik,i′k
,
where ǫ(w) is the sign of w and aλik,i′k
is the (ik, i
′
k) entry of the matrix [aj,k]
λ. In particular, the term integral
only depends on the parity of the parts λ1, . . . , λ2n.
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Let µ be such that λ = µ+ ρ2n. We give a proof by induction on n, the number of variables. For n = 1,
there is only one matching—in particular, x−11 must occur in position 2. The (principal value) integral is∫
T
xλ1−λ21
(1− tx−21 )
(1− x−21 )
(1− αx1)(1− αx−11 )
(1− tx21)(1− tx−21 )
dT =
∫
T
xλ1−λ21
(1− αx1)(1− αx−11 )
(1− x−21 )(1− tx21)
dT
=
∫
T
xλ1−λ21
(1 + α2)− α(x1 + x−11 )
(1 − tx21)(1 − x−21 )
dT
and λ1 − λ2 ≥ 0. Note that the conditions for Lemma 4.2 are satisfied. Applying that result gives that the
value of the integral is 2(−α)/2(1− t) if λ1−λ2 is odd, and (1+α2)/2(1− t) if λ1−λ2 is even, which agrees
with the above claim.
Now suppose the result is true for up to n− 1 variables and consider the n variable case. Note first that
i1 = 1. One can compute, by combining terms involving x1 in the iterated integral, that
2nn!
∫
R
(2n)
λ,w (x
±1; t)∆˜(n)K (±1,±
√
t)
n∏
i=1
(1− αx±1i )dT
=
∫
Tn−1
( ∫
T1
x
λ1−λi′1
1
(1− αx1)(1− αx−11 )
(1− tx21)(1− x−21 )
∏
xj:
x1≺wxj≺wx−11 ≺wx−1j
(t− x1xj)
(1− tx1xj)
∏
xj :
x1≺wxj≺wx−1j ≺wx−11
(t− x1x−1j )(t− x1xj)
(1− tx1x−1j )(1 − tx1xj)
dT
)
Fλ̂,w˜dT,
where
Fλ̂,w˜ = 2
n−1(n− 1)!Rλ̂,w˜(x±12 , . . . , x±1n ; t)∆˜
(n−1)
K (±1,±
√
t)
n∏
i=2
(1− αx±1i )
and λ̂ is λ with parts λ1, λi′1 deleted; w˜ is w with x1, x
−1
1 deleted.
In particular, the conditions for Lemma 4.2 are satisfied for the inner integral in x1. Note that the terms
(t− x1xi)
(1− tx1xi)
(t− x1x−1i )
(1− tx1x−1i )
give 1 when evaluated at x1 = ±1, so the above integral evaluates to
1
4(1− t)
∫
Tn−1
[
Fλ̂,w˜ · (1 + α2 − 2α)
( ∏
xj :
x1≺wxj≺wx−11 ≺wx−1j
t− xj
1− txj
)
+ Fλ̂,w˜ · (1 + α2 + 2α)(−1)
λ1−λi′
1
( ∏
xj :
x1≺wxj≺wx−11 ≺wx−1j
t+ xj
1 + txj
)]
dT.
But now since (t − xi)/(1 − txi) and (t + xi)/(1 + txi) are power series in xi, we may apply the inductive
hypothesis to each part of the new integral: we reduce exponents on xi modulo 2. We get
1
4(1− t)
∫
Tn−1
[
Fλ̂,w˜ · (1 + α2 − 2α)
( ∏
xj :
x1≺wxj≺wx−11 ≺wx−1j
(−xj)
)
+ Fλ̂,w˜ · (1 + α2 + 2α)(−1)
λ1−λi′
1
( ∏
xj :
x1≺wxj≺wx−11 ≺wx−1j
xj
)]
dT.
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But now note that∏
xj:
x1≺wxj≺wx−11 ≺wx−1j
(−1) =
∏
xj :
x1≺wxj≺wx−11 ≺wx−1j
(−1)
∏
xj :
x1≺wxj≺wx−1j ≺wx−11
(−1)2 = (−1)i′1−2,
since i′1 − 2 is the number of variables between x1 and x−11 in the matching w. We can compute
(1+α2−2α)(−1)i′1−2+(1+α2+2α)(−1)λ1−λi′1 = (1+α2)[(−1)i′1+(−1)λ1−λi′1 ]−2α[(−1)i′1+(−1)λ1−λi′1+1]
=
{
2(−1)i′1(1 + α2) if λ1 − λi′1 + i′1 − 1 is odd,
−4(−1)i′1α if λ1 − λi′1 + i′1 − 1 is even.
Combining this with the factor 1/4(1− t) and noting that
Fλ̂,w˜ ·
( ∏
xj :
x1≺wxj≺wx−11 ≺wx−1j
xj
)
= Fλ˜,w˜,
with
λ˜ = (λ2 + 1, . . . , λi′1−1 + 1, λi′1+1, . . . , λ2n),
gives that
2nn!
∫
R
(2n)
λ,w (x
±1; t)∆˜(n)K (±1,±
√
t)
n∏
i=1
(1− αx±1i )dT
=
2n−1(n− 1)!
2(1− t) a
λ
i1,i′1
(−1)i′1
∫
T
Rλ˜,w˜(x
±1
1 , . . . , x
±1
n−1; t)∆˜
(n−1)
K (±1,±
√
t)
n−1∏
i=1
(1− αx±1i )dT.
Now set µ̂ = (µ2, . . . , µi′1−1, µi′1+1, . . . , µ2n), and note that λ˜ and µ̂+ ρ2n−2 have equivalent parts modulo 2.
Thus, using the induction hypothesis twice, the above is equal to
2n−1(n− 1)!
2(1− t) a
λ
i1,i′1
(−1)i′1
∫
T
Rµ̂+ρ2n−2,w˜(x
±1
1 , . . . , x
±1
n−1; t)∆˜
(n−1)
K (±1,±
√
t)
n−1∏
i=1
(1 − αx±1i )dT
=
aλi1,i′1
(−1)i′1
2(1− t)
ǫ(w˜)
2n−1(1 − t)n−1
∏
2≤k≤n
a
µ̂+ρ2n−2
ik,i′k
=
ǫ(w)
2n(1− t)n
∏
1≤k≤n
aλik,i′k
as desired. This proves the claim.
Note in particular this result implies that the integral of a matching w is the term in 12n(1−t)nPf[aj,k]
λ
corresponding to w.
Now using the claim, we have∫
T
Rλ(x
±1
1 , . . . , x
±1
n ; t)∆˜
(n)
K (±1,±
√
t)
n∏
i=1
(1− αx±1i )dT
= 2nn!
∑
w a matching
in S2n
P.V.
∫
T
Rλ,w(x
±1
1 , . . . , x
±1
n ; t)∆˜
(n)
K (±1,±
√
t)
n∏
i=1
(1 − αx±1i )dT =
1
2n(1− t)nPf[aj,k]
λ
since the term integrals are in bijection with the terms of the Pfaffian.
Now we use this to prove the theorem. Using Proposition 4.1(iii), we have
1∫
∆˜
(n)
K (±1,±
√
t)dT
∫
Pλ(x
±1
1 , . . . , x
±1
n ; t)∆˜
(n)
K (±1,±
√
t)
n∏
i=1
(1− αx±1i )dT
=
2(1− t)(1 − t2) · · · (1− t2n)
(1− t)n
1
vλ(t)2n(1− t)nPf[aj,k]
λ =
(1− t)(1− t2) · · · (1− t2n)
(1− t)2n
1
vλ(t)2n−1
Pf[aj,k]
λ.
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But now by [4, 5.17]
Pf[aj,k]
λ = 2n−1
[
(−α)
∑2n
j=1[λj mod2] + (−α)
∑2n
j=1[(λj+1) mod2]
]
,
which gives the result. 
Theorem 4.5. Let l(λ) ≤ 2n. We have the following integral identity for O−(2n):
(1− α2)∫
∆˜
(n−1)
K (±t,±
√
t)dT
∫
Pλ(x
±1
1 , . . . , x
±1
n−1, 1,−1; t)∆˜(n−1)K (±t,±
√
t)
n−1∏
i=1
(1 − αx±1i )dT
=
φ2n(t)
vλ(t)(1 − t)2n
[
(−α)# of odd parts of λ − (−α)# of even parts of λ
]
.
Proof. We will first show the following:∫
Rλ(x
±1
1 , . . . , x
±1
n−1, 1,−1; t)∆˜(n−1)K (±t,±
√
t)
n−1∏
i=1
(1 − αx±1i )dT =
(1 + t)
2
1
2n−1(1− t)n−1Pf[M ]
λ,
where the (2n+ 2)× (2n+ 2) antisymmetric matrix [M ]λ is defined by
Mλ1,2 = 0
Mλ1,k = (−1)λk−2−(k−2) if k ≥ 3
Mλ2,k = 1 if k ≥ 3
Mλj,k = a
λ
j−2,k−2 if 3 ≤ j < k ≤ 2n+ 2
and the 2n× 2n matrix [aj,k]λ is as in Theorem 4.4.
Note first that the integral is a sum of (2n)! terms, but by symmetry we may restrict to the “pseudo-
matchings”—those with ±1 anywhere, but xi to the left of x−1i for 1 ≤ i ≤ n − 1 and xi to the left of xj
for 1 ≤ i < j ≤ n − 1. There are (2n)!/2n−1(n − 1)! such pseudo-matchings, and each has 2n−1(n − 1)!
permutations with identical integral.
Claim 4.5.1. Let w be a fixed pseudo-matching with (−1) in position j and (+1) in position k (here
1 ≤ j 6= k ≤ 2n). Then we have the following:
2n−1(n− 1)! P.V.
∫
Rλ,w(x
±1
1 , . . . , x
±1
n−1,±1; t)∆˜(n−1)K (±t,±
√
t)
n−1∏
i=1
(1 − αx±1i )dT
= 2n−1(n− 1)!(−1)λj+k−2+χj>k (1 + t)
2
P.V.
∫
R
(2(n−1))
λ˜,w˜
(x±1; t)∆˜(n−1)K (±1,±
√
t)
n−1∏
i=1
(1− αx±1i )dT,
where w˜ is w with ±1 deleted (in particular, a matching in S2n−2) and λ˜ is λ with parts λj , λk deleted and
all parts between λj and λk increased by 1, so that (in the case j < k, for example)
λ˜ = (λ1, . . . , λj−1, λj+1 + 1, . . . , λk−1 + 1, λk+1, . . . , λ2n).
We prove the claim. First, using (2.4), we have
2n−1(n− 1)!∆˜(n−1)K (±t,±
√
t)
=
∏
1≤i≤n−1
1− x±2i
(1 + tx±1i )(1 − tx±1i )(1 +
√
tx±1i )(1−
√
tx±1i )
∏
1≤i<j≤n−1
1− x±1i x±1j
1− tx±1i x±1j
.
Define the set X = {(x±1i , x±1j ) : 1 ≤ i 6= j ≤ n− 1}, and let u(n−1)λ,w (x; t) be defined by
Rλ,w(x
±1
1 , . . . , x
±1
n−1,±1; t) = u(n−1)λ,w (x; t)
∏
(zi,zj)∈X:
zi≺wzj
zi − tzj
zi − zj .
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Also define p1 and ∆1 by
u
(n−1)
λ,w (x; t)
∏
1≤i≤n−1
1− x±2i
(1 + tx±1i )(1− tx±1i )(1 +
√
tx±1i )(1−
√
tx±1i )
n−1∏
i=1
(1 − αx±1i ) = p1
n−1∏
i=1
1
1− x−2i
and ∏
1≤i<j≤n−1
1− x±1i x±1j
1− tx±1i x±1j
∏
(zi,zj)∈X:
zi≺wzj
zi − tzj
zi − zj = ∆1.
Note that
Rλ,w(x
±1
1 , . . . , x
±1
n−1,±1; t)∆˜(n−1)K (±t,±
√
t)
n−1∏
i=1
(1− αx±1i ) = p1∆1
n−1∏
i=1
1
1− x−2i
.
Define analogously p2 and ∆2 using Rλ˜,w˜(x
±1
1 , . . . , x
±1
n−1; t) and ∆˜
(n−1)
K (±1,±
√
t) instead of R
(2n)
λ,w (x
±1,±1; t)
and ∆˜
(n−1)
K (±t,±
√
t).
Then one can check ∆1 = ∆2 =: ∆ and ∆(±1, . . . ,±1, xi+1, . . . , xn−1) is holomorphic in xi+1 for all
0 ≤ i ≤ n − 2 and all 2i combinations. Also, the function p = p1 − (−1)λj+k−2 (1+t)2 p2 (resp. p =
p1 − (−1)λj+k−1 (1+t)2 p2) satisfies the conditions of Lemma 4.3 if j < k (resp. j > k). So using that result,
we have ∫
p1 ·∆ ·
∏
1≤i≤n−1
1
1− x−2i
dT = (−1)λj+k−2 (1 + t)
2
∫
p2 ·∆ ·
∏
1≤i≤n−1
1
1− x−2i
dT
if j < k and ∫
p1 ·∆ ·
∏
1≤i≤n−1
1
1− x−2i
dT = (−1)λj+k−1 (1 + t)
2
∫
p2 ·∆ ·
∏
1≤i≤n−1
1
1− x−2i
dT
if j > k. Thus, in the case j < k we obtain
∫
Rλ,w(x
±1
1 , . . . , x
±1
n−1,±1; t)∆˜(n−1)K (±t,±
√
t)
n−1∏
i=1
(1− αx±1i )dT
= (−1)λj+k−2 (1 + t)
2
∫
Rλ˜,w˜(x
±1
1 , . . . , x
±1
n−1; t)∆˜
(n−1)
K (±1,±
√
t)
n−1∏
i=1
(1− αx±1i )dT,
and analogously for the case j > k, which proves the claim.
As in Theorem 4.4, we introduce notation for pseudo-matchings. We write {(j, k), (i1, i′1), . . . , (in−1, i′n−1)}
for the pseudo-matching with −1 in position j, 1 in position k and xk in position ik, x−1k in position i′k for
all 1 ≤ k ≤ n − 1. Note that we have ik < i′k and il < ik for l < k. We may extend this to a matching in
S2(n+1) by {(1, j+2), (2, k+2), (i1+2, i′1+2), . . . , (in−1+2, i′n−1+2)} = {(j1 = 1, j′1 = j+2), (j2 = 2, j′2 =
k + 2), . . . , (jn+1, j
′
n+1)}, with ik + 2 = jk+2 and i′k + 2 = j′k+2 for all 1 ≤ k ≤ n− 1.
Claim 4.5.2. Let w = {(j, k), (i1, i′1), . . . , (in−1, i′n−1)} be a pseudo-matching in S2n, and extend it to a
matching {(j1 = 1, j′1 = j + 2), (j2 = 2, j′2 = k + 2) . . . , (jn+1, j′n+1)} of S2(n+1) as discussed above. Let
λ = (λ1, . . . , λ2n) with λ1 ≥ λ2 ≥ · · · ≥ λ2n ∈ Z. Then we have the following term-evaluation:
2n−1(n− 1)! P.V.
∫
T
Rλ,w(x
±1
1 , . . . , x
±1
n−1,±1; t)∆˜(n−1)K (±t,±
√
t)
n−1∏
i=1
(1− αx±1i )dT
=
1 + t
2
ǫ(w)
2n−1(1− t)n−1
∏
1≤k≤n+1
Mλjk,j′k
.
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We prove the claim. Let µ be such that λ = µ+ ρ2n. By Claim 4.5.1 the above LHS is equal to{
2n−1(n− 1)!(−1)λj+k−2 (1+t)2
∫
Rλ˜,w˜(x
±1
1 , . . . , x
±1
n−1; t)∆˜
(n−1)
K (±1,±
√
t)
∏n−1
i=1 (1− αx±1i )dT j < k,
2n−1(n− 1)!(−1)λj+k−1 (1+t)2
∫
Rλ˜,w˜(x
±1
1 , . . . , x
±1
n−1; t)∆˜
(n−1)
K (±1,±
√
t)
∏n−1
i=1 (1− αx±1i )dT j > k,
= 2n−1(n− 1)!1 + t
2
(−1)j′1+j′2−1−c2(w)Mλ1,j′1M
λ
2,j′2
·
∫
T
Rλ˜,w˜(x
±1
1 , . . . , x
±1
n−1; t)∆˜
(n−1)
K (±1,±
√
t)
n−1∏
i=1
(1− αx±1i )dT,
where c2(w) is 0 if j
′
1 > j
′
2 (i.e., (1, j
′
1) and (2, j
′
2) do not cross) and 1 if they do. Now we may use Claim
4.4.1 on the (n− 1)-dimensional integral: let µ̂ be the partition µ with parts µj and µk deleted; note that λ˜
and µ̂+ ρ2n−2 have equivalent parts modulo 2. Using this, we find that the above is equal to
2n−1(n− 1)!1 + t
2
(−1)j′1+j′2−1−c2(w)Mλ1,j′1M
λ
2,j′2
·
∫
T
Rµ̂+ρ2n−2,w˜(x
±1
1 , . . . , x
±1
n−1; t)∆˜
(n−1)
K (±1,±
√
t)
n−1∏
i=1
(1− αx±1i )dT
=
1 + t
2
(−1)j′1+j′2−1−c2(w)Mλ1,j′1M
λ
2,j′2
ǫ(w˜)
2n−1(1− t)n−1
∏
1≤k≤n−1
a
µ̂+ρ2n−2
ik,i′k
=
1 + t
2
ǫ(w)
2n−1(1− t)n−1
∏
1≤k≤n+1
Mλjk,j′k
,
as desired.
Note that in particular this result shows that the integral of a matching is a term in Pf[M ]λ(1+ t)/2n(1−
t)n−1.
Now using the claim, we have∫
Rλ(x
±1
1 , . . . , x
±1
n−1, 1,−1; t)∆˜(n−1)K (±t,±
√
t)
n−1∏
i=1
(1 − αx±1i )dT =
(1 + t)
2
1
2n−1(1− t)n−1Pf[M ]
λ,
since the terms of the Pfaffian are in bijection with the integrals of the pseudo-matchings.
Finally, to prove the theorem, we use Proposition 4.1(iv) to obtain
(1− α2)∫
∆˜
(n−1)
K (±t,±
√
t)dT
∫
Pλ(x
±1
1 , . . . , x
±1
n−1, 1,−1; t)∆˜(n−1)K (±t,±
√
t)
n−1∏
i=1
(1 − αx±1i )dT
=
(1− α2)(1− t)(1 − t2) · · · (1− t2n)
vλ(t)(1 − t)n+1
1
2n(1− t)n−1Pf[M ]
λ =
φ2n(t)
vλ(t)(1 − t)2n
(1− α2)
2n
Pf[M ]λ.
Following the computation in [4, 5.21] (but noting that they are missing a factor of 2), Pf[M ]λ may be
evaluated as
2n
(1− α2)
[
(−α)
∑2n
j=1[λj mod2] − (−α)
∑2n
j=1[(λj+1) mod2]
]
,
which proves the theorem. 
Theorem 4.6. Let l(λ) ≤ 2n+ 1. We have the following integral identity for O+(2n+ 1):
(1− α)∫
∆˜
(n)
K (t,−1,±
√
t)dT
∫
Pλ(x
±1
1 , . . . , x
±1
n , 1; t)∆˜
(n)
K (t,−1,±
√
t)
n∏
i=1
(1− αx±1i )dT
=
φ2n+1(t)
vλ(t)(1 − t)2n+1
[
(−α)# of odd parts of λ + (−α)# of even parts of λ
]
.
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Proof. We use an argument analogous to the O−(2n) case. We will first show the following:∫
Rλ(x
±1
1 , . . . , x
±1
n , 1; t)∆˜
(n)
K (t,−1,±
√
t)
n∏
i=1
(1− αx±1i )dT =
1
2n(1− t)nPf[M ]
λ,
where the 2n+ 2× 2n+ 2 antisymmetric matrix [M ]λ is given by{
Mλ1,k = 1 if 1 < k ≤ 2n+ 2
Mλj,k = a
λ
j−1,k−1 if 2 ≤ j ≤ k ≤ 2n+ 2,
and as usual [aj,k]
λ is the 2n+ 1× 2n+1 antisymmetric matrix specified by Theorem 4.4. The integral is a
sum of (2n+ 1)! terms, one for each permutation in S2n+1. But note that by symmetry we may restrict to
pseudo-matchings in S2n+1: those with 1 anywhere but xi to the left of x
−1
i for all 1 ≤ i ≤ n, and xi to the
left of xj for 1 ≤ i < j ≤ n. There are (2n+1)!/2nn! such pseudo-matchings, and for each there are exactly
2nn! other permutations with identical integral value.
Claim 4.6.1. Let w be a fixed pseudo-matching with 1 in position k, for some 1 ≤ k ≤ 2n + 1. Then we
have the following:
2nn! P.V.
∫
Rλ,w(x
±1
1 , . . . , x
±1
n , 1; t)∆˜
(n)
K (t,−1,±
√
t)
n∏
i=1
(1− αx±1i )dT
= 2nn!(−1)k−1 P.V.
∫
Rλ˜,w˜(x
±1
1 , . . . , x
±1
n ; t)∆˜
(n)
K (±1,±
√
t)
n∏
i=1
(1− αx±1i )dT,
where w˜ is w with 1 deleted (in particular, a matching in S2n) and λ˜ is λ with λk deleted and the parts to
the left of λk increased by 1, i.e.,
λ˜ = (λ1 + 1, . . . , λk−1 + 1, λk+1, . . . , λ2n+1).
We prove the claim; note that this proof is very similar to Claim 4.5.1 for the O−(2n) case. First, using
(2.4), we have
2nn!∆˜
(n)
K (t,−1,±
√
t) =
∏
1≤i≤n
1− x±2i
(1− tx±1i )(1 + x±1i )(1 −
√
tx±1i )(1 +
√
tx±1i )
∏
1≤i<j≤n
1− x±1i x±1j
1− tx±1i x±1j
.
Define the set X = {(x±1i , x±1j ) : 1 ≤ i 6= j ≤ n}, and let u(n)λ,w(x; t) be defined by
Rλ,w(x
±1
1 , . . . , x
±1
n , 1; t) = u
(n)
λ,w(x; t)
∏
(zi,zj)∈X:
zi≺wzj
zi − tzj
zi − zj .
Also define p1 and ∆1 by
u
(n)
λ,w(x; t)
∏
1≤i≤n
1− x±2i
(1− tx±1i )(1 + x±1i )(1 −
√
tx±1i )(1 +
√
tx±1i )
n∏
i=1
(1 − αx±1i ) = p1
n∏
i=1
1
1− x−2i
and ∏
1≤i<j≤n
1− x±1i x±1j
1− tx±1i x±1j
∏
(zi,zj)∈X:
zi≺wzj
zi − tzj
zi − zj = ∆1.
Note that
Rλ,w(x
±1
1 , . . . , x
±1
n , 1; t)∆˜
(n)
K (t,−1,±
√
t)
n∏
i=1
(1− αx±1i ) = p1∆1
n∏
i=1
1
1− x−2i
.
Define analogously p2 and ∆2 using Rλ˜,w˜(x
±1
1 , . . . , x
±1
n ; t) and ∆˜
(n)
K (±1,±
√
t) instead of R
(2n+1)
λ,w (x
±1, 1; t)
and ∆˜
(n)
K (t,−1,±
√
t).
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Then note that ∆1 = ∆2 := ∆. Some computation shows that ∆(±1, . . . ,±1, xi+1, . . . , xn) is holomorphic
in xi+1 for all 0 ≤ i ≤ n − 1 and all 2i combinations. Further computations show that the function
p = p1 − (−1)k−1p2 satisfies the conditions of Lemma 4.3, so we have∫
p ·∆ ·
n∏
i=1
1
1− x−2i
dT = 0
or, ∫
p1 ·∆1 ·
n∏
i=1
1
1− x−2i
dT = (−1)k−1
∫
p2 ·∆2 ·
n∏
i=1
1
1− x−2i
dT,
which proves the claim.
In keeping with the notation of the previous two theorems, we write {(k), (i1, i′1), . . . , (in, i′n)} for the
pseudo-matching w with 1 in position k and xk in position ik, x
−1
k in position i
′
k, for all 1 ≤ k ≤ n. We
can extend this to a matching in S2(n+1) by {(1, k+ 1), (i1 + 1, i′1 + 1), . . . , (in + 1, i′n + 1)} = {(j1 = 1, j′1 =
k + 1), . . . , (jn+1, j
′
n+1)}, with ik + 1 = jk+1, ik′ + 1 = j′k+1 for 1 ≤ k ≤ n.
Claim 4.6.2. Let w = {(k), (i1, i′1), . . . , (in, i′n)} be a pseudo-matching in S2n+1, and extend it to a matching
{(j1 = 1, j′1 = k + 1), . . . , (jn+1, j′n+1)} as discussed above. Let λ = (λ1, . . . , λ2n+1) with λ1 ≥ λ2 ≥ · · · ≥
λ2n+1 ∈ Z. Then we have the following term-evaluation:
2nn! P.V.
∫
T
Rλ,w(x
±1
1 , . . . , x
±1
n , 1; t)∆˜
(n)
K (t,−1,±
√
t)
n∏
i=1
(1− αx±1i )dT =
ǫ(w)
2n(1 − t)n
∏
1≤k≤n+1
Mλjk,j′k
.
We prove the claim. Let µ be such that λ = µ+ ρ2n+1. By Claim 4.6.1 the above LHS is equal to
2nn!(−1)k−1
∫
T
Rλ˜,w˜(x
±1
1 , . . . , x
±1
n ; t)∆˜
(n)
K (±1,±
√
t)
n∏
i=1
(1− αx±1i )dT
= 2nn!(−1)j′1−j1+1Mλj1,j′1
∫
T
Rλ˜,w˜(x
±1
1 , . . . , x
±1
n ; t)∆˜
(n)
K (±1,±
√
t)
n∏
i=1
(1− αx±1i )dT.
Now we use Claim 4.4.1: let µ̂ be µ with part µk deleted; note λ˜ − 12n = µ̂ + ρ2n. Using that result, the
above is equal to
2nn!(−1)j′1−j1+1Mλj1,j′1
∫
T
Rµ̂+ρ2n,w˜(x
±1
1 , . . . , x
±1
n ; t)∆˜
(n)
K (±1,±
√
t)
n∏
i=1
(1− αx±1i )dT
= (−1)j′1−j1+1Mλj1,j′1
ǫ(w˜)
2n(1− t)n
∏
1≤k≤n
aµ̂+ρ2nik,i′k
=
ǫ(w)
2n(1− t)n
∏
1≤k≤n+1
Mλjk,j′k
,
as desired.
Note that in particular this result shows that the integral of a matching is a term in 12n(1−t)nPf[M ]
λ.
Now using the claim, we have∫
Rλ(x
±1
1 , . . . , x
±1
n , 1; t)∆˜
(n)
K (t,−1,±
√
t)
n∏
i=1
(1− αx±1i )dT =
1
2n(1− t)nPf[M ]
λ,
since the terms of the Pfaffian are in bijection with the integrals of the pseudo-matchings.
Finally, to prove the theorem, we use Proposition 4.1(v) to obtain
(1− α)∫
∆˜
(n)
K (t,−1,±
√
t)dT
∫
Pλ(x
±1
1 , . . . , x
±1
n , 1; t)∆˜
(n)
K (t,−1,±
√
t)
n∏
i=1
(1− αx±1i )dT
=
(1− α)φ2n+1(t)
vλ(t)(1− t)n+1
1
2n(1− t)nPf[M ]
λ,
16 VIDYA VENKATESWARAN
but by a change of basis [M ]λ is equivalent to the one defined in [4, 5.24], and that Pfaffian was computed
to be
2n
(1− α)
[
(−α)
∑2n+1
j=1 [λj mod2] + (−α)
∑2n+1
j=1 [(λj+1) mod2]
]
,
which proves the theorem. 
Theorem 4.7. Let l(λ) ≤ 2n+ 1. We have the following integral identity for O−(2n+ 1):
(1 + α)∫
∆˜
(n)
K (1,−t,±
√
t)dT
∫
Pλ(x
±1
1 , . . . , x
±1
n ,−1; t)∆˜(n)K (1,−t,±
√
t)
n∏
i=1
(1 − αx±1i )dT
=
φ2n+1(t)
vλ(t)(1 − t)2n+1
[
(−α)# of odd parts of λ − (−α)# of even parts of λ
]
,
Proof. We obtain the O−(2n+1) integral from the O+(2n+1) integral. See the discussion for the O−(2n+1)
integral in the next section. The upshot is that the O−(2n + 1) integral is (−1)|λ| times the O+(2n + 1)
integral with parameter −α. Using Theorem 4.6, we get
(−1)|λ| φ2n+1(t)
vλ(t)(1 − t)2n+1
[
α# of odd parts of λ + α# of even parts of λ
]
.
But note that (−1)λi is −1 if λi is odd, and 1 if λi is even, so that (−1)|λ| = (−1)# of odd parts of λ. Also,
(−1)# of odd parts of λ(−1)# of even parts of λ = (−1)2n+1 = −1.
Combining these facts gives the result. 
We briefly mention some existing results related to Theorems 4.4, 4.5, 4.6, and 4.7. First, note that these
four results are t-analogs of the results of Proposition 2 of [4]. For example, in the O+(2n) case, that result
states
〈det(12n + αU)sρ(U)〉U∈O+(2n) =
1
2n−1
Pf[ajk] = α
∑2n
j=1[ρj mod2] + α
∑2n
j=1[(ρj+1) mod2],
where 〈·〉O+(2n) denotes the integral with respect to the eigenvalue density of the group O+(2n).
Also, note that the α = 0 case of these identities gives that the four integrals
1
Z
∫
Pλ(x
±1
1 , . . . , x
±1
n ; t)∆˜
(n)
K (±1,±
√
t)dT
1
Z
∫
Pλ(x
±1
1 , . . . , x
±1
n−1,±1; t)∆˜(n−1)K (±t,±
√
t)dT
1
Z
∫
Pλ(x
±1
1 , . . . , x
±1
n , 1; t)∆˜
(n)
K (t,−1,±
√
t)dT
1
Z
∫
Pλ(x
±1
1 , . . . , x
±1
n ,−1; t)∆˜(n)K (1,−t,±
√
t)dT
vanish unless all 2n or 2n + 1 (as appropriate) parts of λ have the same parity (see Theorem 4.1 of [13]).
Here Z is the normalization: it makes the integral equal to unity when λ is the zero partition.
5. α, β version
In this section, we further generalize the identities of the previous section by using the Pieri rule to add
an extra parameter β. The values are given in terms of Rogers–Szego˝ polynomials (2.3).
Theorem 5.1. We have the following integral identities:
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(i) for O(2n)
1∫
∆˜
(n)
K (±1,±
√
t)dT
∫
Pµ(x
±1
1 , . . . , x
±1
n ; t)∆˜
(n)
K (±1,±
√
t)
n∏
i=1
(1− αx±1i )(1− βx±1i )dT
+
(1− α2)(1− β2)∫
∆˜
(n−1)
K (±t,±
√
t)dT
∫
Pµ(x
±1
1 , . . . , x
±1
n−1, 1,−1; t)∆˜(n−1)K (±t,±
√
t)
n−1∏
i=1
(1− αx±1i )(1 − βx±1i )dT
=
2φ2n(t)
vµ(t)(1− t)2n
[(∏
i≥0
Hm2i(µ)(αβ; t)
∏
i≥0
Hm2i+1(µ)(β/α; t)
)
(−α)# of odd parts of µ
]
.
(ii) for O(2n+ 1)
(1 − α)(1 − β)∫
∆˜
(n)
K (t,−1,±
√
t)dT
∫
Pµ(x
±1
1 , . . . , x
±1
n , 1; t)∆˜
(n)
K (t,−1,±
√
t)
n∏
i=1
(1− αx±1i )(1− βx±1i )dT
+
(1 + α)(1 + β)∫
∆˜
(n)
K (1,−t,±
√
t)dT
∫
Pµ(x
±1
1 , . . . , x
±1
n ,−1; t)∆˜(n)K (1,−t,±
√
t)
n∏
i=1
(1− αx±1i )(1 − βx±1i )dT
=
2φ2n+1(t)
vµ(t)(1− t)2n+1
[(∏
i≥0
Hm2i(µ)(αβ; t)
∏
i≥0
Hm2i+1(µ)(β/α; t)
)
(−α)# of odd parts of µ
]
.
Proof. The proof follows Warnaar’s argument (Theorem 1.1 of [15]), with the only difference being that we
take into account zero parts in the computation whereas Warnaar’s infinite version is concerned only with
nonzero parts. The basic method is to use the Pieri rule for Pµ(x; t)er(x) in combination with the results of
the previous section (the sum of the results of Theorems 4.4, 4.5 for O(2n) and similarly Theorems 4.6, 4.7
for O(2n+1)). Note that Warnaar starts with the case a = b = 0 in his notation (the orthogonal group case)
and successively applies the Pieri rule two times, introducing a parameter each time. Because we proved the
α case in the previous section, we need only use the Pieri rule once. 
Theorem 5.2. Write λ = 0m0(λ) 1m1(λ) 2m2(λ) · · · , with total number of parts 2n or 2n + 1 as necessary.
Then we have the following integral identities for the components of the orthogonal group:
(i) for O+(2n)
1
Z
∫
Pλ(x
±1
1 , . . . , x
±1
n ; t)∆˜
(n)
K (±1,±
√
t)
n∏
i=1
(1− αx±1i )(1 − βx±1i )dT
=
φ2n(t)
vλ(t)(1 − t)2n
[(∏
i≥0
Hm2i(λ)(αβ; t)
∏
i≥0
Hm2i+1(λ)(β/α; t)
)
(−α)# of odd parts of λ
+
(∏
i≥0
Hm2i+1(λ)(αβ; t)
∏
i≥0
Hm2i(λ)(β/α; t)
)
(−α)# of even parts of λ
]
(ii) for O−(2n)
(1− α2)(1− β2)
Z
∫
Pλ(x
±1
1 , . . . , x
±1
n−1, 1,−1; t)∆˜(n−1)K (±t,±
√
t)
n−1∏
i=1
(1− αx±1i )(1− βx±1i )dT
=
φ2n(t)
vλ(t)(1 − t)2n
[(∏
i≥0
Hm2i(λ)(αβ; t)
∏
i≥0
Hm2i+1(λ)(β/α; t)
)
(−α)# of odd parts of λ
−
(∏
i≥0
Hm2i+1(λ)(αβ; t)
∏
i≥0
Hm2i(λ)(β/α; t)
)
(−α)# of even parts of λ
]
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(iii) for O+(2n+ 1)
(1− α)(1 − β)
Z
∫
Pλ(x
±1
1 , . . . , x
±1
n , 1; t)∆˜
(n)
K (t,−1,±
√
t)
n∏
i=1
(1− αx±1i )(1− βx±1i )dT
=
φ2n+1(t)
vλ(t)(1 − t)2n+1
[(∏
i≥0
Hm2i(λ)(αβ; t)
∏
i≥0
Hm2i+1(λ)(β/α; t)
)
(−α)# of odd parts of λ
+
(∏
i≥0
Hm2i+1(λ)(αβ; t)
∏
i≥0
Hm2i(λ)(β/α; t)
)
(−α)# of even parts of λ
]
(iv) for O−(2n+ 1)
(1 + α)(1 + β)
Z
∫
Pλ(x
±1
1 , . . . , x
±1
n ,−1; t)∆˜(n)K (1,−t,±
√
t)
n∏
i=1
(1 − αx±1i )(1− βx±1i )dT
=
φ2n+1(t)
vλ(t)(1 − t)2n+1
[(∏
i≥0
Hm2i(λ)(αβ; t)
∏
i≥0
Hm2i+1(λ)(β/α; t)
)
(−α)# of odd parts of λ
−
(∏
i≥0
Hm2i+1(λ)(αβ; t)
∏
i≥0
Hm2i(λ)(β/α; t)
)
(−α)# of even parts of λ
]
,
where Z is the normalization at α = 0, β = 0 and λ = 02n, 02n+1 as appropriate.
Proof. Note that the Hall–Littlewood polynomials satisfy the following property:( l∏
i=1
zi
)
Pλ(z1, . . . , zl; t) = Pλ+1l(z1, . . . , zl; t).
So in the case O(2n), for example, we have
Pµ(x
±1
1 , . . . , x
±1
n ; t) = Pµ+12n(x
±1
1 , . . . , x
±1
n ; t)
Pµ(x
±1
1 , . . . , x
±1
n−1, 1,−1; t) = −Pµ+12n(x±11 , . . . , x±1n−1, 1,−1; t).
Thus,
1∫
∆˜
(n)
K (±1,±
√
t)dT
∫
Pµ(x
±1
1 , . . . , x
±1
n ; t)∆˜
(n)
K (±1,±
√
t)
n∏
i=1
(1− αx±1i )(1− βx±1i )dT
− (1− α
2)(1− β2)∫
∆˜
(n−1)
K (±t,±
√
t)dT
∫
Pµ(x
±1
1 , . . . , x
±1
n−1, 1,−1; t)∆˜(n−1)K (±t,±
√
t)
n−1∏
i=1
(1− αx±1i )(1 − βx±1i )dT
=
1∫
∆˜
(n)
K (±1,±
√
t)dT
∫
Pµ+12n(x
±1
1 , . . . , x
±1
n ; t)∆˜
(n)
K (±1,±
√
t)
n∏
i=1
(1− αx±1i )(1 − βx±1i )dT
+
(1 − α2)(1 − β2)∫
∆˜
(n−1)
K (±t,±
√
t)dT
∫
Pµ+12n(x
±1
1 , . . . , x
±1
n−1, 1,−1; t)∆˜(n−1)K (±t,±
√
t)
n−1∏
i=1
(1 − αx±1i )(1− βx±1i )dT
=
2φ2n(t)
vµ+12n(t)(1 − t)2n
[(∏
i≥0
Hm2i(µ+12n)(αβ; t)
∏
i≥0
Hm2i+1(µ+12n)(β/α; t)
)
(−α)# of odd parts of µ+12n
]
,
where the last equality follows from Theorem 5.1(i). Now note that vµ+12n(t) = vµ(t), mi(µ+1
2n) = mi−1(µ)
for all i ≥ 1, and the number of odd parts in µ+12n is the same as the number of even parts in µ. Thus the
above is equal to
2φ2n(t)
vµ(t)(1− t)2n
[(∏
i≥0
Hm2i+1(µ)(αβ; t)
∏
i≥0
Hm2i(µ)(β/α; t)
)
(−α)# of even parts of µ
]
.
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Then, taking the sum/difference of this equation and Theorem 5.1(i), we obtain
2∫
∆˜
(n)
K (±1,±
√
t)dT
∫
Pµ(x
±1
1 , . . . , x
±1
n ; t)∆˜
(n)
K (±1,±
√
t)
n∏
i=1
(1− αx±1i )(1− βx±1i )dT
=
2φ2n(t)
vλ(t)(1 − t)2n
[(∏
i≥0
Hm2i(λ)(αβ; t)
∏
i≥0
Hm2i+1(λ)(β/α; t)
)
(−α)# of odd parts of λ
+
(∏
i≥0
Hm2i+1(λ)(αβ; t)
∏
i≥0
Hm2i(λ)(β/α; t)
)
(−α)# of even parts of λ
]
,
and
2(1− α2)(1− β2)∫
∆˜
(n−1)
K (±t,±
√
t)
∫
Pλ(x
±1
1 , . . . , x
±1
n−1, 1,−1; t)∆˜(n−1)K (±t,±
√
t)
n−1∏
i=1
(1− αx±1i )(1 − βx±1i )dT
=
2φ2n(t)
vλ(t)(1 − t)2n
[(∏
i≥0
Hm2i(λ)(αβ; t)
∏
i≥0
Hm2i+1(λ)(β/α; t)
)
(−α)# of odd parts of λ
−
(∏
i≥0
Hm2i+1(λ)(αβ; t)
∏
i≥0
Hm2i(λ)(β/α; t)
)
(−α)# of even parts of λ
]
,
as desired. The O(2n+1) result is analogous; use instead Theorem 5.1(ii). Note alternatively that as in the
α case, we can obtain the O−(2n + 1) integral directly from the O+(2n + 1) integral, since the change of
variables xi → −xi gives∫
Pλ(x
±1
1 , . . . , x
±1
n ,−1; t)∆˜(n)K (1,−t,±
√
t)
n∏
i=1
(1 − αx±1i )(1− βx±1i )dT
=
∫
Pλ(−x±11 , . . . ,−x±1n ,−1; t)∆˜(n)K (−1, t,±
√
t)
n∏
i=1
(1 + αx±1i )(1 + βx
±1
i )dT
= (−1)|λ|
∫
Pλ(x
±1
1 , . . . , x
±1
n , 1; t)∆˜
(n)
K (−1, t,±
√
t)
n∏
i=1
(1 + αx±1i )(1 + βx
±1
i )dT,
and
∫
∆˜
(n)
K (1,−t,±
√
t)dT =
∫
∆˜
(n)
K (−1, t,±
√
t)dT , so that
(1 + α)(1 + β)∫
∆˜
(n)
K (1,−t,±
√
t)dT
∫
Pλ(x
±1
1 , . . . , x
±1
n ,−1; t)∆˜(n)K (1,−t,±
√
t)
n∏
i=1
(1 − αx±1i )(1− βx±1i )dT
=
(−1)|λ|(1 + α)(1 + β)∫
∆˜
(n)
K (−1, t,±
√
t)dT
∫
Pλ(x
±1
1 , . . . , x
±1
n , 1; t)∆˜
(n)
K (−1, t,±
√
t)
n∏
i=1
(1 + αx±1i )(1 + βx
±1
i )dT,
which is (−1)|λ| times the O+(2n+ 1) integral with parameters −α,−β. 
We remark that Theorem 5.2(i) may be obtained using the direct method of the previous section. One
ultimately obtains a recursive formula, for which the Rogers–Szego polynomials are a solution. However,
this argument does not easily work for O−(2n), O+(2n+ 1) and O−(2n + 1). Thus, it is more practical to
use the Pieri rule to obtain the O(l) (l odd or even) integrals, and then solve for the components.
6. Special Cases
We will use the results of the previous section to prove some identities that correspond to particular values
of α and β.
Corollary 6.1. (α = −1) We have the following identity:
1
Z
∫
P
(2n)
λ (x
±1; t)∆˜(n)K (±1,±
√
t)
n∏
i=1
(1 + x±1i )(1− βx±1i )dT =
2φ2n(t)
vλ(t)(1 − t)2n
∏
i≥0
Hmi(λ)(−β; t),
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where the normalization Z =
∫
∆˜
(n)
K (±1,±
√
t)dT .
Proof. Just put α = −1 into 5.2(i). 
Corollary 6.2. (α = −β) We have the following identity:
1
Z
∫
P
(2n)
λ (x
±1; t)∆˜(n)K (±1,±
√
t)
n∏
i=1
(1− α2x±2i )dT
=
φ2n(t)
vλ(t)(1 − t)2n
[(∏
i≥0
Hm2i(λ)(−α2; t)
∏
i≥0
Hm2i+1(λ)(−1; t)
)
(−α)# of odd parts of λ
+
(∏
i≥0
Hm2i+1(λ)(−α2; t)
∏
i≥0
Hm2i(λ)(−1; t)
)
(−α)# of even parts of λ
]
,
where the normalization Z =
∫
∆˜
(n)
K (±1,±
√
t)dT . In particular, this vanishes unless all odd parts of λ have
even multiplicity, or all even parts of λ have even multiplicity.
Proof. Just put α = −β into Theorem 5.2(i). For the second part, we use [15, 1.10b]: Hm(−1; t) vanishes
unless m is even, in which case it is (t; t2)m/2 = (1− t)(1 − t3) · · · (1− tm−1). 
Corollary 6.3. Symplectic Integral (see Theorem 4.1 of [13]). We have the following identity:
1
Z
∫
Pλ(x
±1
1 , . . . , x
±1
n ; t)∆˜
(n)
K (±
√
t, 0, 0)dT =
φn(t
2)
(1− t2)nvµ(t2) =
C0µ(t
2n; 0, t2)
C−µ (t2; 0, t2)
,
when λ = µ2 for some µ and 0 otherwise (here the normalization Z =
∫
∆˜
(n)
K (±
√
t, 0, 0)dT ).
Proof. Use the computation
∆˜
(n)
K (±
√
t, 0, 0) = ∆˜
(n)
K (±1,±
√
t)
∏
1≤i≤n
(1− αx±1i )(1 − βx±1i )
∣∣
α=−1,β=1,
and Corollary 6.1 with β = 1. The result then follows from [15, 1.10b]: Hmi(λ)(−1; t) vanishes unless mi(λ)
is even, in which case it is (1 − t)(1− t3) · · · (1− tmi(λ)−1). 
We remark that this integral identity may also be proved directly, using techniques similar to those used
for the orthogonal group integrals of Section 4. In fact, in this case, there are no poles on the unit circle so
the analysis is much more straightforward.
Corollary 6.4. Kawanaka’s identity (see [7], [8]). We have the following identity:
1
Z
∫
Pλ(x
±1
1 , . . . , x
±1
n ; t)∆˜
(n)
K (1,
√
t, 0, 0) =
φ2n(
√
t)
(1−√t)2nvλ(
√
t)
=
C0λ(t
n; 0,
√
t)
C−λ (
√
t; 0,
√
t)
(here the normalization Z =
∫
∆˜
(n)
K (1,
√
t, 0, 0)dT ).
Proof. Use the computation
∆˜
(n)
K (1,
√
t, 0, 0) = ∆˜
(n)
K (±1,±
√
t)
∏
1≤i≤n
(1 − αx±1i )(1− βx±1i )
∣∣
α=−1,β=−√t,
and Corollary 6.1 with β = −√t. The result then follows from [15, 1.10d]: Hm(
√
t; t) =
∏m
j=1(1+(
√
t)j). 
7. Limit n→∞
In this section, we show that the n→∞ limit of Theorem 5.2(i) in conjunction with the Cauchy identity
gives Warnaar’s identity ([15, Theorem 1.1]). Thus, Theorem 5.2(i) may be viewed as a finite dimensional
analog of that particular generalized Littlewood identity.
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Proposition 7.1. (Gaussian result for O+(2n)) For any symmetric function f ,
lim
n→∞
∫
f(x±1)∆˜(n)K (x; t;±1, t2, t3)dT∫
∆˜
(n)
K (x; t;±1, t2, t3)dT
= IG(f ;m; s),
where |t|, |t2|, t3| < 1 and m and s are defined as follows:
m2k−1 =
t2k−12 + t
2k−1
3
1− t2k−1
m2k =
t2k2 + t
2k
3 + 1− tk
1− t2k
sk =
k
1− tk .
Here IG(;m; s) is the Gaussian functional on symmetric functions defined by∫
Rdeg(f)
f
deg(f)∏
j=1
(2πsj)
−1/2e−(pj−mj)
2/2sjdpj .
Proof. This is formally a special case of [12, Theorem 7.17]. That proof relies on Theorem 6 of [3] and
Section 8 of [2]. The fact that two of the parameters (t0, . . . , t3) are ±1 makes that argument fail: however,
replacing the symplectic group with O+(2n) resolves that issue. 
Note that a similar argument would work for the components O−(2n), O+(2n+ 1) and O−(2n+ 1).
Proposition 7.2. We have the following:
lim
n→∞
∫ ∏
j,k
1− txjy±1k
1− xjy±1k
∏
k
(1− αy±1k )(1 − βy±1k )∆˜(n)K (y; t;±1, t2, t3)dT∫
∆˜
(n)
K (y; t;±1, t2, t3)dT
=
(t2α, t3α, t2β, t3β; t)
(α2t, β2t; t2)(αβ; t)
∏
j<k
1− txjxk
1− xjxk
∏
j
(1 − tx2j)(1 − αxj)(1− βxj)
(1− t2xj)(1 − t3xj)(1− xj)(1 + xj) .
Proof. Put
f =
∏
j,k
1− txjy±1k
1− xjy±1k
∏
k
(1− αy±1k )(1− βy±1k ) = exp
(∑
1≤k
pk(x)pk(y)(1 − tk)
k
− pk(y)(α
k + βk)
k
)
(see [11] for more details). Then use the previous result, and complete the square in the Gaussian integral. 
Corollary 7.3. We have the following identity in the limit:
lim
n→∞
∫ ∏
j,k
1− txjy±1k
1− xjy±1k
∏
k
(1− αy±1k )(1 − βy±1k )∆˜(n)K (y; t;±1,±
√
t)dT∫
∆˜
(n)
K (y; t;±1,±
√
t)dT
=
1
(αβ; t)
∏
j<k
1− txjxk
1− xjxk
∏
j
(1− αxj)(1 − βxj)
(1− xj)(1 + xj) .
Proof. Put t2, t3 = ±
√
t in the previous result. Also note that
(
√
tα; t)(−
√
tα; t) = (tα2; t2)
so that
(
√
tα,−√tα,√tβ,−√tβ; t)
(α2t, β2t; t2)
= 1.
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
Theorem 7.4. We have the following formal identity ([15] Theorem 1.1):∑
λ
Pλ(x; t)
[(∏
i>0
Hm2i(λ)(αβ; t)
∏
i≥0
Hm2i+1(λ)(β/α; t)
)
(−α)# of odd parts of λ
]
=
∏
j<k
1− txjxk
1− xjxk
∏
j
(1− αxj)(1 − βxj)
(1− xj)(1 + xj) .
Proof. We prove the result for |α|, |β| < 1, then use analytic continuation to obtain it for all α, β. We start
with the Cauchy identity for Hall–Littlewood polynomials (2.2). Using this in the LHS of Corollary 7.3, and
multiplying both sides by (αβ; t) gives
(αβ; t)
∑
λ
Pλ(x; t) lim
n→∞
[bλ(t) ∫ Pλ(y±11 , . . . , y±1n ; t)∏k(1− αy±1k )(1− βy±1k )∆˜(n)K (y; t;±1,±√t)dT∫
∆˜
(n)
K (y; t;±1,±
√
t)dT
]
=
∏
j<k
1− txjxk
1− xjxk
∏
j
(1− αxj)(1 − βxj)
(1− xj)(1 + xj) .
Now note that the quantity within the limit is the α, β version of the O+(2n) integral, see Theorem 5.2(i).
Using that result, the above equation becomes
(αβ; t)
∑
λ
Pλ(x; t) lim
n→∞
bλ(t)φ2n(t)
vλ(t)(1 − t)2n
[(∏
i≥0
Hm2i(λ)(αβ; t)
∏
i≥0
Hm2i+1(λ)(β/α; t)
)
(−α)# of odd parts of λ
+
(∏
i≥0
Hm2i+1(λ)(αβ; t)
∏
i≥0
Hm2i(λ)(β/α; t)
)
(−α)# of even parts of λ
]
=
∏
j<k
1− txjxk
1− xjxk
∏
j
(1− αxj)(1 − βxj)
(1− xj)(1 + xj) .
But note that
bλ(t)
vλ(t)
=
(1− t)2n
φm0(λ)(t)
,
so that
bλ(t)φ2n(t)
vλ(t)(1 − t)2n =
φ2n(t)
φm0(λ)(t)
= (1− tm0(λ)+1) · · · (1− t2n),
which goes to 1 as m0(λ), n→∞. Moreover, as m0(λ)→∞, we have
Hm0(λ)(αβ; t) =
m0(λ)∑
j=0
[
m0(λ)
j
]
t
(αβ)j =
m0(λ)∑
j=0
φm0(λ)(t)
φj(t)φm0(λ)−j(t)
(αβ)j
=
m0(λ)∑
j=0
(1− tm0(λ)−j+1)(1 − tm0(λ)−j+2) · · · (1− tm0(λ))
(1 − t)(1− t2) · · · (1− tj) (αβ)
j →
∞∑
j=0
(αβ)j
(t; t)j
.
But for |αβ| < 1, it is an identity that this is 1/(αβ; t).
Finally, we show that the second term in the sum vanishes. We must look at
lim
m0(λ),k→∞
(−α)kHm0(λ)(β/α; t),
where k is the number of even parts, so in particular k ≥ m0(λ). We have the following upper bound:
lim
m0(λ)→∞
αm0(λ)
m0(λ)∑
j=0
(β/α)j
(1− t)j ;
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the sum is geometric with ratio β/α(1 − t). Thus, this is equal to
lim
m0(λ)→∞
αm0(λ)
1−
(
β
α(1−t)
)m0(λ)+1
1− βα(1−t)
= lim
m0(λ)→∞
αm0(λ) − βm0(λ)+1
α(1−t)m0(λ)+1
1− βα(1−t)
.
But since α, β are sufficiently small (take |β| < |1− t|), this is zero, giving the result. 
8. Other Vanishing Results
We introduce notation for dominant weights with negative parts: if µ, ν are partitions with l(µ)+ l(ν) ≤ n
then µν¯ is the dominant weight vector of SLn ×GL1, µν¯ = (µ1, . . . , µl(µ), 0, · · · , 0,−νl(ν), . . . ,−ν1). Often,
we will use λ for a dominant weight with negative parts, i.e., λ = µν¯.
In this section, we prove four other vanishing identities from [13] and [12]. In all four cases, the structure of
the partition that produces a nonvanishing integral is the same: opposite parts must add to zero (λi+λl+1−i =
0 for all 1 ≤ i ≤ l, where l is the total number of parts). Note that an equivalent condition is that there
exists a partition µ such that λ = µµ¯.
We comment that the technique is similar to that of previous sections: we first use symmetries of the
integrand to restrict to the term integrals associated to specific permutations. Then, we obtain an inductive
evaluation for the term integral, and use this to give a combinatorial formula for the total integral. We
mention that the first result corresponds to the symmetric space (U(m+n), U(m)×U(n)) in the Schur case
t = 0.
Theorem 8.1. (see [12, Conjecture 3]) Let m and n be integers with 0 ≤ m ≤ n. Then for a dominant
weight λ = µν¯ of U(n+m),
1
Z
∫
T
Pµν¯(x1, . . . , xm, y1, . . . , yn; t)
1
n!m!
∏
1≤i6=j≤m
1− xix−1j
1− txix−1j
∏
1≤i6=j≤n
1− yiy−1j
1− tyiy−1j
dT = 0,
unless µ = ν and l(µ) ≤ m, in which case the integral is
C0µ(t
n, tm; 0, t)
C−µ (t; 0, t)C+µ (tm+n−2t; 0, t)
.
Here the normalization Z is the integral for µ = ν = 0.
Proof. Note first that the integral is a sum of (n +m)! terms, one for each element in Sn+m. But by the
symmetry of the integrand, we may restrict to the permutations with xi (resp. yi) to the left of xj (resp.
yj) for 1 ≤ i < j ≤ m (resp. 1 ≤ i < j ≤ n). Moreover, by symmetry we can deform the torus to
T = {|y| = 1 + ǫ; |x| = 1},
and preserve the integral. Thus, we have∫
T
Rµν¯(x
(m), y(n); t)
1
n!m!
∏
1≤i6=j≤m
1− xix−1j
1− txix−1j
∏
1≤i6=j≤n
1− yiy−1j
1− tyiy−1j
dT
=
∑
w∈Sn+m
xi≺wxj for 1≤i<j≤m
yi≺wyj for 1≤i<j≤n
∫
T
Rµν¯,w(x
(m), y(n); t)
∏
1≤i6=j≤m
1− xix−1j
1− txix−1j
∏
1≤i6=j≤n
1− yiy−1j
1− tyiy−1j
dT
We first compute the normalization.
Claim 8.1.1. We have
Z =
∫
T
P0n+m(x
(m), y(n); t)
1
n!m!
∏
1≤i6=j≤m
1− xix−1j
1− txix−1j
∏
1≤i6=j≤n
1− yiy−1j
1− tyiy−1j
dT =
(1− t)m+n
φn(t)φm(t)
.
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Since
1
v(0n+m)(t)
=
(1− t)m+n
φm+n(t)
,
this is equivalent to showing∫
R0n+m(x
(m), y(n); t)
1
n!m!
∏
1≤i6=j≤m
1− xix−1j
1− txix−1j
∏
1≤i6=j≤n
1− yiy−1j
1− tyiy−1j
dT =
φm+n(t)
φn(t)φm(t)
.
We may use the above discussion to rewrite the LHS as a sum over suitable permutations. Let w ∈ Sn+m
be a permutation with the x, y variables in order and consider∫
T
R0n+m,w(x
(m), y(n); t)
∏
1≤i6=j≤m
1− xix−1j
1− txix−1j
∏
1≤i6=j≤n
1− yiy−1j
1− tyiy−1j
dT.
Integrating with respect to x1, . . . , xm, y1, . . . , yn in order shows that this is t
#inversions of w, where inversions
are in the sense of the multiset M = {0n, 1m}, and we define y1 · · · ynx1 · · ·xm to have 0 inversions. But now
by an identity of MacMahon ∑
multiset permutations w of {0n,1m}
t# inversions of w =
[
m+ n
n
]
t
=
φm+n(t)
φn(t)φm(t)
,
which proves the claim. Note that we could also prove the claim by observing that∫
T
P0n+m(x
(m), y(n); t)
1
n!m!
∏
1≤i6=j≤m
1− xix−1j
1− txix−1j
∏
1≤i6=j≤n
1− yiy−1j
1− tyiy−1j
dT =
1
n!m!
∫
T
∆˜
(m)
S (x; t)∆˜
(n)
S (y; t)dT
and using the results of Theorem 3.1.
For convenience, from now on we will write
∆(x(m); y(n); t) =
∏
1≤i6=j≤m
1− xix−1j
1− txix−1j
∏
1≤i6=j≤n
1− yiy−1j
1− tyiy−1j
= ∆˜
(m)
S (x; t)∆˜
(n)
S (y; t),
for the density function.
Claim 8.1.2. Let w ∈ Sn+m be a permutation of {x(m), y(n)} with xi ≺w xj for all 1 ≤ i < j ≤ m and
yi ≺w yj for all 1 ≤ i < j ≤ n. Suppose∫
T
Rµν¯,w(x
(m), y(n); t)∆(x(m); y(n); t)dT 6= 0.
Then w has y1 . . . yl(µ) in first l(µ) positions, and xm−l(ν)+1 . . . xm in the last l(ν) positions. Consequently
l(ν) ≤ m, l(µ) ≤ n.
We prove the claim. We will first show that if, in w(x, y)µν¯ , x1 has exponent a strictly positive part, the
integral is zero. Indeed, one can compute that the integral restricted to the terms in x1 is:∫
T1
xµi1
∏
1<i≤m
xi − x1
xi − tx1
∏
yj≺wx1
yj − tx1
yj − x1
∏
x1≺wyj
x1 − tyj
x1 − yj dT = 0,
since by assumption µi > 0.
Dually if in w(x, y)µν¯ , yn has exponent a strictly negative part, we can show the integral is zero. The
integral restricted to the terms in in yn is:∫
T1
yν¯in
∏
1≤i<n
yn − yi
yn − tyi
∏
xj≺wyn
xj − tyn
xj − yn
∏
yn≺wxj
yn − txj
yn − xj dT
=
∫
T :|x|>|y|
y−ν¯in
∏
1≤i<n
yi − yn
yi − tyn
∏
xj≺wyn
yn − txj
yn − xj
∏
yn≺wxj
xj − tyn
xj − yn dT,
where in the second step we have inverted all variables which preserves the integral. But now by assumption
ν¯i < 0, so integrating with respect to yn gives that the above integral is zero. This gives the desired structure
of w to have nonvanishing associated integral.
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Claim 8.1.3. Let w ∈ Sn+m be a permutation of {x(m), y(n)} with xi ≺w xj for all 1 ≤ i < j ≤ m
and yi ≺w yj for all 1 ≤ i < j ≤ n. Suppose also that y1, . . . , yl(µ) are in the first l(µ) positions and
xm−l(ν)+1, . . . , xm are in the last l(ν) positions.
Let l(µ) > 0. Then we have the following formula for the term integral associated to w:∫
T
Rµν¯,w(x
(m), y(n); t)∆(x(m); y(n); t)dT
= (1− t)
( ∑
i:
λ1+λi=0
tn+m−i
) ∫
Rλ̂,ŵ(x
(m−1), y(n−1); t)∆(x(m−1); y(n−1); t)dT
where ŵ is w with y1, xm deleted and λ̂ is λ with λ1 and λi deleted (where index i is such that λ1 + λi = 0).
Similarly, if l(ν) > 0, we have∫
T
Rµν¯,w(x
(m), y(n); t)∆(x(m); y(n); t)dT
= (1− t)
( ∑
i:
λi+λn+m=0
ti−1
) ∫
Rλ̂,ŵ(x
(m−1), y(n−1); t)∆(x(m−1); y(n−1); t)dT
where ŵ is w with y1, xm deleted and λ̂ is λ with λi and λn+m deleted (where index i is such that λi+λn+m =
0).
For the first statement, integrate with respect to y1. We have the following integral restricted to the terms
involving y1: ∫
T1
yλ11
∏
1<i≤n
yi − y1
yi − ty1
∏
1≤j≤m
y1 − txj
y1 − xj dT,
with λ1 = µ1 > 0. Evaluating gives a sum of m terms, one for each residue y1 = xj . We consider one of
these residues: suppose xj is in position i, then the resulting integral in xj is:
(1− t)
∫
T1
xλ1+λij
∏
1<i≤n
yi − xj
yi − txj
∏
i6=j
xj − txi
xj − xi
∏
yi≺wxj
yi 6=y1
yi − txj
yi − xj
∏
xj≺wyi
xj − tyi
xj − yi
∏
i<j
xj − xi
xj − txi
∏
j<i
xi − xj
xi − txj dT
= (1− t)
∫
T1
xλ1+λij
∏
xj≺wyi
(−1)xj − tyi
yi − txj
∏
j<i
(−1)xj − txi
xi − txj dT,
where we may assume λi ≤ 0, by the structure of w. Note first that if λ1 + λi > 0, the integral is zero. One
can similarly argue that the term integral is zero if λ1 + λi < 0 (use λn+m + λk < 0 for any 1 ≤ k < n+m
and integrate with respect to xm, and take the residue at any xm = yi). Thus for a nonvanishing residue
term we must have λ1 = −λi, and in this case one can verify that the above integral evaluates to
(1− t)t|{z:xj≺wz}| = (1− t)tn+m−i,
as desired.
The second statement is analogous, except integrate with respect to xm instead of y1, and invert all
variables. This proves the claim.
Thus, ∫
T
Rµν¯,w(x
(m), y(n); t)∆(x(m); y(n); t)dT = 0
unless µ = ν and l(µ) ≤ m, which gives the vanishing part of the theorem. For the second part, suppose
µ = ν and l(µ) ≤ m. Then by the above claims,∫
T
Rµµ¯,w(x
(m), y(n); t)∆(x(m); y(n); t)dT
= (1− t)l(µ)vµ+(t)
∫
R0(n−l(µ))+(m−l(ν)) ,δ(x
(m−l(ν)), y(n−l(µ)); t)∆(x(m−l(ν)); y(n−l(µ)); t)dT
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if w = y1 . . . yl(µ)δxm−l(ν)+1 . . . xm for some permutation δ of {yl(µ)+1, . . . , yn, x1, . . . , xm−l(ν)}, and 0 other-
wise.
By Claim 8.1.1, we have∫
R0(n−l(µ))+(m−l(µ)) (x
(m−l(µ)), y(n−l(µ)); t)
∆(x(m−l(µ)); y(n−l(µ)); t)
(m− l(µ))!(n− l(µ))! dT =
[
m+ n− 2l(µ)
n− l(µ)
]
t
.
So we have∫
T
Pµµ¯(x
(m), y(n); t)
1
n!m!
∆(x(m); y(n); t)dT =
1
vµµ¯(t)
(1− t)l(µ)vµ+(t)
[
m+ n− 2l(µ)
n− l(µ)
]
t
.
Noting that vµµ¯(t) = vµ+(t)
2v(0m+n−2l(µ))(t) and multiplying by the reciprocal of the normalization gives
1
Z
∫
T
Pµµ¯(x
(m), y(n); t)
1
n!m!
∆(x(m); y(n); t)dT =
φn(t)φm(t)
(1− t)m+n
(1 − t)l(µ)
vµ+(t)v(0m+n−2l(µ))(t)
[
m+ n− 2l(µ)
n− l(µ)
]
t
= (1− tn−l(µ)+1) · · · (1− tn)(1 − tm−l(µ)+1) · · · (1− tm) φm+n−2l(µ)(t)
(1 − t)m+n−l(µ)vµ+(t)v(0m+n−2l(µ))(t)
=
(1− tn−l(µ)+1)(1− tn−l(µ)+2) · · · (1− tn)(1 − tm−l(µ)+1)(1 − tm−l(µ)+2) · · · (1 − tm)
(1− t)l(µ)vµ+(t) ,
where the last equality follows from the definition of v(0m+n−2l(µ)). One can check from the definition of the
C-symbols that
C+µ (t
m+n−2t; 0, t) = 1
C−µ (t; 0, t) = vµ+(t)(1− t)l(µ)
C0µ(t
n, tm; 0, t) =
∏
1≤i≤l(µ)
(1− tn+1−i)(1− tm+1−i),
so that our formula gives
C0µ(t
n, tm; 0, t)
C−µ (t; 0, t)C+µ (tm+n−2t; 0, t)
,
as desired. 
Theorem 8.2. (see [12, Conjecture 5]) Let n ≥ 0 be an integer and λ = µν¯ a dominant weight of U(2n).
Then
1
Z
∫
T
Pµν¯(x1, . . . , xn, y1, . . . , yn; t)
1
(n!)2
∏
1≤i,j≤n
1
(1− txiy−1j )(1 − tyix−1j )
∏
1≤i6=j≤n
(1− xix−1j )(1− yiy−1j )dT,
is equal to 0 unless µ = ν, in which case the integral is
C0µ(t
n,−tn; 0, t)
C−µ (t; 0, t)C+µ (t2n−2t; 0, t)
.
Here the normalization Z is the integral for µ = ν = 0.
Proof. Note first that the integral is a sum of (2n)! terms, one for each element in S2n. But by the symmetry
of the integrand, we may restrict to the permutations with xi (resp. yi) to the left of xj (resp. yj) for
1 ≤ i < j ≤ n. By symmetry, we can deform the torus to
T = {|y| = 1 + ǫ; |x| = 1}.
For convenience, we will write ∆(x(n); y(n); t) for the density∏
1≤i,j≤n
1
(1− txiy−1j )(1 − tyix−1j )
∏
1≤i6=j≤n
(1− xix−1j )(1− yiy−1j ).
We first compute the normalization.
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Claim 8.2.1. We have
Z =
∫
T
P02n(x
(n), y(n); t)
1
(n!)2
∆(x(n); y(n); t)dT =
1
φn(t2)
.
By the definition of v(02n)(t), this is equivalent to showing∫
T
R02n(x
(n), y(n); t)
1
(n!)2
∆(x(n); y(n); t)dT =
φ2n(t)
(1− t)2nφn(t2) .
We prove this statement by induction on n. For n = 1, we have∫
T
x1y1
(x1 − y1)(y1 − tx1)dT = 0
and ∫
T
x1y1
(y1 − x1)(x1 − ty1)dT =
1
1− t =
φ2(t)
(1− t)2φ1(t2)
as desired. Now suppose the claim holds for n− 1; with this assumption we show that it holds for n.
Consider permutations w with x1 first. We claim
∫
T
Rµν¯,w(x
(n), y(n); t)∆(x(n); y(n); t)dT = 0. Indeed, we
have the following integral restricting to the terms in x1:∫
T1
∏
1≤i≤n
x1 − tyi
x1 − yi
∏
1<i≤n
x1 − txi
x1 − xi
∏
1≤j≤n
x1yj
(yj − tx1)(x1 − tyj)
∏
1<j≤n
(xj − x1)(x1 − xj)
x1xj
dT
=
∫
T1
∏
1≤j≤n
x1yj
(x1 − yj)(yj − tx1)
∏
1<j≤n
(x1 − txj)(xj − x1)
x1xj
dT
=
∫
T1
x1
∏
1≤j≤n
1
(x1 − yj)(yj − tx1)
∏
1<j≤n
(x1 − txj)(xj − x1)dT = 0.
Thus, we may suppose y1 occurs first in w. A similar calculation for the integral restricting to terms in y1
yields: ∫
T1
y1
∏
1<j≤n
(y1 − tyj)(yj − y1)
∏
1≤i≤n
1
(y1 − xi)(xi − ty1)dT.
We may evaluate this as the sum of n residues, one for each y1 = xi for 1 ≤ i ≤ n. We compute the residue
at y1 = xi, and look at the resulting integral in xi:
1
1− t
∫
T1
∏
1<j≤n
(xi − tyj)(yj − xi)
∏
j 6=i
1
(xi − xj)(xj − txi)
∏
i′<i
(xi′ − txi)(xi − xi′ )
∏
i<i′′
(xi − txi′′ )(xi′′ − xi)
·
∏
xi≺wyj
1
(xi − yj)(yj − txi)
∏
yj≺wxi
yj 6=y1
1
(yj − xi)(xi − tyj)dT =
1
1− t
∫
T1
∏
i<i′′
(txi′′ − xi)
(xi′′ − txi)
∏
xi≺wyj
(tyj − xi)
(yj − txi)dT.
But, letting 2 ≤ k ≤ 2n be the position of xi in w, this evaluates to
1
1− t
∏
i<i′′
t
∏
xi≺wyj
t =
t2n−k
1− t .
Thus, varying over all such permutations with y1 first gives a factor of
1
1− t (t
2n−2 + t2n−3 + · · ·+ t+ 1) = (1− t
2n−1)
(1− t)2 .
Note that permutations of {y1, . . . , yn, x1, . . . , xn} with y1 in position 1 and xi in position k are in bijection
with permutations of {y2, . . . , yn, x1, . . . , x̂i, . . . , xn}. So using the induction hypothesis, the total integral
evaluates to
(1− t2n−1)
(1− t)2
φ2(n−1)(t)
(1 − t)2(n−1)φn−1(t2) =
φ2n(t)
(1− t)2nφn(t2) ,
as desired.
28 VIDYA VENKATESWARAN
Note that the density is not of a standard form (i.e., as a product of Koornwinder or Selberg densities),
so we cannot appeal to an earlier result (compare with Claim 8.1.1).
Claim 8.2.2. Let w ∈ S2n a permutation of {x(n), y(n)} with xi ≺w xj for all 1 ≤ i < j ≤ n and yi ≺w yj
for all 1 ≤ i < j ≤ n. Suppose ∫
T
Rµν¯,w(x
(n), y(n); t)∆(x(n); y(n); t)dT 6= 0.
Then w has y1 . . . yl(µ) in the first l(µ) coordinates, and xn−l(ν)+1 . . . xn in the last l(ν) coordinates. Conse-
quently l(ν) ≤ n, l(µ) ≤ n.
The proof is analogous to Claim 8.1.2 of the previous theorem.
Claim 8.2.3. Let w ∈ S2n be a permutation of {x(n), y(n)} with xi ≺w xj for all 1 ≤ i < j ≤ n and yi ≺w yj
for all 1 ≤ i < j ≤ n. Suppose also that y1, . . . , yl(µ) are in the first l(µ) coordinates, and xn−l(ν)+1 . . . xn in
the last l(ν) coordinates.
Let l(µ) > 0. Then we have the following formula for the term integral associated to w:∫
T
Rµν¯,w(x
(n), y(n); t)∆(x(n); y(n); t)dT
=
1
1− t
( ∑
i:
λ1+λi=0
t2n−i
) ∫
Rλ̂,ŵ(x
(n−1), y(n−1); t)∆(x(n−1); y(n−1); t)dT
where ŵ is w with y1, xn deleted and λ̂ is λ with λ1 and λi deleted (where the index i is such that λ1+λi = 0).
Similarly, if l(ν) > 0, we have∫
T
Rµν¯,w(x
(n), y(n); t)∆(x(n); y(n); t)dT
=
1
1− t
( ∑
i:
λi+λ2n=0
ti−1
) ∫
Rλ̂,ŵ(x
(n−1), y(n−1); t)∆(x(n−1); y(n−1); t)dT
where ŵ is w with y1, xn deleted and λ̂ is λ with λi and λ2n deleted (where the index i is such that λi+λ2n = 0).
The proof is analogous to the proof of Claim 8.1.3 of the previous theorem.
Thus, ∫
T
Rµν¯,w(x
(n), y(n); t)∆(x(n); y(n); t)dT = 0
unless µ = ν. Moreover, if µ = ν, the integral is
1
(1− t)l(µ) vµ+(t)
∫
R02n−2l(µ),δ(x
(n−l(µ)), y(n−l(µ)); t)∆(x(n−l(µ)); y(n−l(µ)); t)dT
if w = y1 . . . yl(µ)δxn−l(ν)+1 . . . xn for some permutation δ of {yl(µ)+1, . . . , yn, x1, . . . , xn−l(ν)} and 0 otherwise.
By Claim 8.2.1, we have∫
T
R02n−2l(µ)(x
(n−l(µ)), y(n−l(µ)); t)
∆(x(n−l(µ)); y(n−l(µ)); t)(
(2n− 2l(µ))!
)2 dT = φ2n−2l(µ)(t)(1 − t)2n−2l(µ)φn−l(µ)(t2)
Thus,
1
Z
∫
T
Pµµ¯(x
(n), y(n); t)
1
(n!)2
∆(x(n); y(n); t)dT =
φn(t
2)
vµ+(t)2v(02n−2l(µ))(t)
vµ+(t)
(1− t)l(µ)
φ2n−2l(µ)(t)
(1− t)2n−2l(µ)φn−l(µ)(t2)
=
(1− (t2)n−l(µ)+1) · · · (1 − (t2)n)
vµ+(t)(1 − t)2n−l(µ)
φ2n−2l(µ)(t)
v(02n−2l(µ))(t)
=
(1− (t2)n−l(µ)+1) · · · (1 − (t2)n)
vµ+(t)(1 − t)l(µ)
.
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where the last equality follows from the definition of v(02n−2l(µ))(t). Finally, one can check from the definition
of the C-symbols that
C+µ (t
2n−2t; 0, t) = 1
C0µ(t
n,−tn; 0, t) =
∏
1≤i≤l(µ)
(1− t2(n+1−i))
C−µ (t; 0, t) = (1− t)l(µ)vµ+(t).
so that our formula gives
C0µ(t
n,−tn; 0, t)
C−µ (t; 0, t)C+µ (t2n−2t; 0, t)
,
as desired. 
Theorem 8.3. (see [13, Theorem 4.4]) Let λ be a weight of the double cover of GL2n, i.e., a half-integer
vector such that λi − λj ∈ Z for all i, j. Then
1
Z
∫
P
(2n)
λ (· · · t±1/2zi · · · ; t)
1
n!
∏
1≤i<j≤n
(1− zi/zj)(1 − zj/zi)
(1− t2zi/zj)(1 − t2zj/zi)dT = 0,
unless λ = µµ¯. In this case, the nonzero value is
φn(t
2)
(1 − t)nvµ(t)(1 + t)(1 + t2) · · · (1 + tn−l(µ))
=
C0µ(t
n,−tn; 0, t)
C−µ (t; 0, t)C+µ (t2n−2t; 0, t)
.
Proof. As usual, note that P
(2n)
λ (· · · t±1/2zi · · · ; t) is a sum of (2n)! terms, one for each permutation in S2n.
We first note that many of these have vanishing integrals:
Claim 8.3.1. Let w ∈ S2n be a permutation of (t±1/2z1, . . . , t±1/2zn), such that for some 1 ≤ i ≤ n
√
tzi
appears to the left of zi√
t
in w. Then∫
R
(2n)
λ,w (· · · t±1/2zi · · · ; t)∆˜(n)S (z; t2)dT = 0.
To prove the claim note that R
(2n)
λ,w (· · · t±1/2zi · · · ; t) = 0 in this case. Indeed, we have the term√
tzi − tzi/
√
t√
tzi − zi/
√
t
=
tzi − tzi
zi(t− 1) = 0
appearing in the product defining the Hall–Littlewood polynomial.
Thus, we may restrict our attention to those permutations w with zi/
√
t to the left of
√
tzi for all 1 ≤ i ≤ n.
Moreover, we may order the variables so that zi/
√
t appears to the left of zj/
√
t for all 1 ≤ i < j ≤ n. We
compute the normalization first.
Claim 8.3.2. We have
Z =
∫
T
P
(2n)
02n (· · · t±1/2zi · · · ; t)
1
n!
∆˜
(n)
S (z; t
2)dT =
1
v(0n)(t2)
=
(1− t2)n
(1− t2)(1 − t4) · · · (1− t2n) .
The proof follows by noting that P
(2n)
02n (· · · t±1/2zi · · · ; t) = 1 and applying Theorem 3.1.
Claim 8.3.3. Let w ∈ S2n be a permutation with zi/
√
t to the left of
√
tzi for all 1 ≤ i ≤ n and zi/
√
t to
the left of zj/
√
t for all 1 ≤ i < j ≤ n, and √tz1 in position k for some 2 ≤ k ≤ 2n. Then∫
T
R
(2n)
λ,w (· · · t±1/2zi · · · ; t)∆˜(n)S (z; t2)dT
= χλ1+λk=0(1 + t)t
2n−k
∫
T
R
(2(n−1))
λ̂,ŵ
(· · · t±1/2zi · · · ; t)∆˜(n−1)S (z; t2)dT
where ŵ is the permutation w with z1/
√
t and
√
tz1 deleted, and λ̂ is the partition λ with parts λ1 and λk
deleted.
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To prove the claim, integrate with respect to z1. Note that if λ1 + λk > 0, the integral vanishes. If
λ1 + λk < 0, note that λ2n + λj < 0 for all 1 ≤ j ≤ 2n− 1. Integrate with respect to the last variable in w,
and invert all variables to find the integral vanishes, as desired.
The above claim implies that the integral
∫
T
R
(2n)
λ,w (· · · t±1/2zi · · · ; t)∆˜(n)S (z; t2)dT vanishes unless λ = µµ¯
for some µ. Moreover, if λ = µµ¯, the term integral vanishes unless
w(· · · t±1/2zi · · · )λ
is a constant in t (i.e., independent of zi). Thus, in the case λ = µµ¯, a computation gives that the total
integral∫
T
R
(2n)
λ (· · · t±1/2zi · · · ; t)
1
n!
∆˜
(n)
S (z; t
2)dT
= (1 + t)l(µ)vµ+(t)
∫
T
R
(2(n−l(µ)))
02(n−l(µ))
(· · · t±1/2zi · · · ; t) 1
(n− l(µ))! ∆˜
(n−l(µ))
S (z; t
2)dT
= (1 + t)l(µ)vµ+(t)
(1− t2)n−l(µ)
(1− t2)(1 − t4) · · · (1− t2(n−l(µ)))v(02(n−l(µ)))(t).
Multiplying this by 1/Zvλ(t) = 1/Zvµ+(t)
2v(02(n−l(µ)))(t) and simplifying gives the result. 
Theorem 8.4. (see [13, Corollary 4.7(ii)]) Let λ be a partition with l(λ) ≤ n. Then the integral∫
Pλ(x1, . . . , xn; t
2)Pmn(x
−1
1 , . . . , x
−1
n ; t)
1
n!
∆˜
(n)
S (x; t)dT
vanishes unless λ = (2m)n − λ.
Note that the above integral gives the coefficient of Pmn(x; t) in the expansion of Pλ(x; t
2) as Hall–
Littlewood polynomials with parameter t.
Proof. Since Pmn(x
−1
1 , . . . , x
−1
n ; t) = (x
−1
1 · · ·x−1n )m, an equivalent statement is the following:
Let λ be a weight of GLn with possibly negative parts. Then the integral
1
Z
∫
Pλ(x1, . . . , xn; t
2)
1
n!
∆˜
(n)
S (x; t)dT
vanishes unless λ = µµ¯, and in this case it is
(1− tn−2l(µ)+1) · · · (1− tn)t|µ|
(1 − t2)l(µ)vµ+(t2) .
We first compute the normalization Z = 1n!
∫
P
(n)
0n (x; t
2)∆˜
(n)
S (x; t)dT . Note that P0n(x; t
2) = 1, so we
have
Z =
1
n!
∫
∆˜
(n)
S (x; t)dT =
1
n!
∫
P
(n)
0n (x; t)P
(n)
0n (x
−1; t)∆˜(n)S dT =
1
n!
n!
v(0n)(t)
=
(1− t)n
(1 − t)(1− t2) · · · (1 − tn)
using Theorem 3.1.
Now we look at 1n!
∫
Rλ(x1, . . . , xn; t
2)∆˜
(n)
S (x; t)dT , which is a sum of n! integrals—one for each w ∈ Sn.
By symmetry we have
1
n!
∫
R
(n)
λ (x; t
2)∆˜
(n)
S (x; t)dT =
∫
R
(n)
λ,id(x; t
2)∆˜
(n)
S (x; t)dT,
so we may restrict to the case w = id. We assume λ1 > 0: note that if λ1 ≤ 0 we have λn < 0 (we are
assuming λ is not the zero partition) and we can invert all variables and make a change of variables to reduce
to the case λ1 > 0. Then the integral restricted to terms in x1 is∫
T1
xλ11
∏
j>1
x1 − t2xj
x1 − xj
∏
j>1
(x1 − xj)(xj − x1)
(x1 − txj)(xj − tx1)
dx1
2π
√−1x1
=
∫
T1
xλ11
∏
j>1
(x1 − t2xj)(xj − x1)
(x1 − txj)(xj − tx1)
dx1
2π
√−1x1
=
∑
j>1
tλ1(1 − t)2
(1 − t2) x
λ1
j
∏
i6=1,j
(txj − t2xi)(xi − txj)
(txj − txi)(xi − t2xj) =
∑
j>1
tλ1(1− t)2
(1− t2) x
λ1
j
∏
i6=1,j
(xj − txi)(xi − txj)
(xj − xi)(xi − t2xj) ,
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where the second line follows by evaluating the residues at x1 = txj for j > 1. For each j > 1, we can
combine this with the terms in xj from the original integrand. The integral restricted to terms in xj is
tλ1(1− t)2
(1− t2)
∫
T1
xλ1j
∏
i6=1,j
(xj − txi)(xi − txj)
(xj − xi)(xi − t2xj)x
λj
j
∏
16=i<j
xi − t2xj
xi − xj
∏
j<i
xj − t2xi
xj − xi
·
∏
i6=1,j
(xi − xj)(xj − xi)
(xi − txj)(xj − txi)
dxj
2π
√−1xj
=
tλ1(1− t)2
(1− t2)
∫
x
λ1+λj
j (−1)n−j
∏
j<i
xj − t2xi
xi − t2xj
dxj
2π
√−1xj
.
Now, this is 0 if λ1 + λj > 0 and
tλ1(1− t)(t2)n−i
(1 + t)
if λ1+λj = 0. Finally, if λ1+λj < 0 note that λn+λi < 0 for all 1 ≤ i < n. We can invert all variables and
make a change of variables to arrive at the case λ1 + λj > 0, so the integral is zero by the above argument.
Iterating this argument shows that the partition λ must satisfy λi + λn+1−i = 0 for the integral to be
nonvanishing. Thus λ = µµ¯ for some µ. In this case, we compute from the above remarks:
1
Z
∫
P
(n)
λ (x; t
2)
1
n!
∆˜
(n)
S (x; t)dT =
1
Z
1
vλ(t2)
∫
R
(n)
λ,id(x; t
2)∆˜
(n)
S (x; t)dT
=
φn(t)
(1− t)n
t|µ|
vµ+(t2)2v(0n−2l(µ))(t
2)
(1− t)l(µ)
(1 + t)l(µ)
vµ+(t
2)
∫
R0n−2l(µ)(x; t
2)
1
(n− 2l(µ))! ∆˜
(n)
S (x; t)dT.
Using the computation of Z, this is equal to
φn(t)
(1− t)n
t|µ|
vµ+(t2)
(1− t)l(µ)
(1 + t)l(µ)
∫
P
(n−2l(µ))
0n−2l(µ)
(x; t2)
1
(n− 2l(µ))! ∆˜
(n)
S (x; t)dT
=
φn(t)
(1− t)n
t|µ|
vµ+(t2)
(1− t)l(µ)
(1 + t)l(µ)
(1− t)n−2l(µ)
φn−2l(µ)(t)
=
φn(t)
φn−2l(µ)(t)
t|µ|
(1− t2)l(µ)vµ+(t2)
=
(1 − tn−2l(µ)+1) · · · (1 − tn)t|µ|
(1− t2)l(µ)vµ+(t2) ,
as desired. 
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