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ABSTRACT
One-class collaborative filtering (OC-CF) is a common class of rec-
ommendation problem where only the positive class is explicitly
observed (e.g., purchases, clicks). Autoencoder based recommenders
such as AutoRec and variants demonstrate strong performance on
many OC-CF benchmarks, but also empirically suffer from a strong
popularity bias. While a careful choice of negative samples in the
OC-CF setting can mitigate popularity bias, Negative Sampling (NS)
is often better for training embeddings than for the end task itself.
To address this, we propose a two-headed AutoRec to first train
an embedding layer via one head using Negative Sampling then to
train for the final task via the second head. While this NS-AutoRec
improves results for AutoRec and outperforms many state-of-the-
art baselines on OC-CF problems, we notice that Negative Sampling
can still take a large amount of time to train. Since Negative Sam-
pling is known to be a special case of Noise Contrastive Estimation
(NCE), we adapt a recently proposed closed-form NCE solution for
collaborative filtering to AutoRec yielding NCE-AutoRec. Overall,
we show that our novel two-headed AutoRec models (NCE-AutoRec
and NS-AutoRec) successfully mitigate the popularity bias issue and
maintain competitive performance in comparison to state-of-the-art
recommenders on multiple real-world datasets.
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1 INTRODUCTION
Recommender systems are an essential part of e-commerce plat-
forms that help users discover items of interest ranging frommovies
to restaurants. Collaborative filtering (CF) is the de facto standard
approach for making these personalized recommendations based on
user-item interaction data from a general population [1]. In many
practical recommendation settings, interactions such as clicks on
a website or purchase history are defined as positive-only signals
while explicit negative signals are missing. In such settings, it is
Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
,
© 2019 Copyright held by the owner/author(s).
https://doi.org/10.1145/nnnnnnn.nnnnnnn
critical to avoid treating the absence of interactions as implicit
negative signals since they may simply be attributed to a user’s
unawareness of an item. We refer to the setting where only pos-
itive interactions (or preferences) are observed as the One-Class
Collaborative Filtering (OC-CF) problem [2].
One effective approach to OC-CF problems is via Autoencoding-
based methods such as AutoRec [3], which aim to learn non-linear
latent features by first encoding interactions into a lower-dimensional
latent representation and then decoding them to approximately re-
construct the originally observed interactions while also providing
predictions for unobserved interactions. By employing a nonlinear
activation function in the encoding layer, AutoRec is able to rep-
resent a more complex relationship between users and items than
simpler linear embedding approaches such as probabilistic matrix
factorization [4] or PureSVD [5]. Recently, a growing community of
researchers applying the Autoencoder framework to collaborative
filtering have demonstrated promising results [6–9].
However, as we will demonstrate empirically in this work, the
distributions of items recommended by AutoRec and its variants ex-
hibit a strong bias towards more popular items. Motivated by recent
work that mitigated popularity bias through Negative Sampling
and its closed-form Noise Contrastive Estimation (NCE) general-
ization [10], we consider in this work whether such methods can
be used to improve Autoencoder based methods.
To this end, we propose two novel two-headed Autoencoder
basedmethods, Negative Sampling enhancedAutoRec (NS-AutoRec)
andNoise Contrastive Estimation enhancedAutoRec (NCE-AutoRec).
Instead of treating unobserved interactions as an explicit negative
signal, we leverage insights from Negative Sampling (NS) that have
been extremely effective in learning word embeddings [11]. NS-
AutoRec first trains a self-supervised embedding layer via one head
by Negative Sampling and then trains for the end prediction task
via the second head. We notice, however, that the training time
of NS-AutoRec increases with the number of negative samples —
impeding scalability on particularly large datasets.
Recent research [12, 13] shows Negative Sampling is a special
case of Noise Contrastive Estimation (NCE) [14], hence we adapt
this more efficient closed-form NCE solution to AutoRec yielding
NCE-AutoRec. Specifically, we first learn item embeddings by train-
ing with a “de-popularized” data transformation as the objective of
an NCE head. Because NCE itself is not ideal for the final prediction
task, we then train a separate decoder head that uses the learned
item embeddings to perform the end task. NCE therefore plays two
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critical roles in this method: (i) “de-popularizing” the item embed-
dings as in NS-AutoRec and (ii) accelerating the embedding training
compared to NS by sidestepping the need to sample.
In summary, this paper makes two major key contributions:
• We propose two variants of a novel two-headed Autoen-
coder based recommendation method called NS-AutoRec
and NCE-AutoRec that respectively employ negative sam-
pling and an alternative closed-form NCE solution to learn
high quality “de-popularized” embeddings without sacrific-
ing end task loss. Empirical results show that NCE-AutoRec
is more efficient and scalable than NS-AutoRec.
• We demonstrate that both NS-AutoRec and NCE-AutoRec
are competitive with many state-of-the-art recommenda-
tion methods on four large-scale publicly available datasets
while providing more personalization (i.e., focusing on rec-
ommending less popular and thus more nuanced items).
Hence, our novel AutoRec extensions exhibit high personaliza-
tion while maintaining state-of-the-art OC-CF performance.
2 NOTATION AND RELATEDWORK
In this section, we briefly review Autoencoder based recommender
systems such as AutoRec [3]. Then we describe Negative Sam-
pling [11] based ranking losses that are widely used in modern rec-
ommender systems. Finally, we discuss theoretical results [12, 13]
that establish Negative Sampling as a Monte Carlo approximation
of Noise Contrastive Estimation [14] that we leverage in this work.
2.1 Notation
Before proceeding, we define our notation as follows:
• R: The positive-only feedback matrix form users and n items
in the shape ofm × n. Each entry of ri, j is either 1, which
indicates there is an interaction between user i and item j,
or 0 otherwise (no interaction). We use r:, j to represent all
user feedback for item j ∈ {1 · · ·n}.
• Rˆ and R˜: Respective reconstructions of the original matrix
R based on Mean Squared Error (MSE) and Negative Sam-
pling (NS) (in NS-AutoRec) or closed-form NCE solution (in
NCE-AutoRec). Both have the same matrix shape as R.
• R∗: The matrix that optimizes the NCE objective. It has the
same shape as the matrix R. We will describe the NCE objec-
tive function shortly.
2.2 AutoRec
AutoRec [3] is an Autoencoder based recommender system that
aims to encode the historical interactions of each user into a low-
dimensional user representation (a vector), and then reconstruct
the observations by decoding the learned latent representation. Au-
toRec makes predictions for all items by leveraging generalization
from its reduced dimensional latent user embedding.
AutoRec aims to minimize a Mean Squared Error (MSE) objective
function ∑
i
∥ri − rˆi ∥22 + λ ∥Ω∥2F (1)
where we use Ω to represent all parameters in the AutoRec model.
The prediction vector rˆi is produced through forward propagation
of the AutoRec network architecture as shown in Figure 1 (left).
The original AutoRec was proposed to tackle recommendation
with explicit feedback, where the goal is to reconstruct numerical
ratings (e.g., the MovieLens dataset has ordinal ratings {1, 2, 3, 4, 5})
from historical observations. While MSE can be used successfully in
the OC-CF setting [15], the Collaborative Denoising Autoencoder
(CDAE) variant of AutoRec proposed a ranking loss alternative [7];
we compare to CDAE in our experiments.
2.3 Ranking Loss and Negative Sampling
Ranking loss explicitly considers the ranks of a user’s historical
observations, where observed interactions should have a higher
ranking than unobserved interactions. In order to optimize rank-
ings, a classic recommender system, Bayesian Pairwise Ranking
(BPR) [16], proposes a generic approach called a triplet objective
that maximizes the gap of prediction scores between the observed
and unobserved interactions, which in its large-margin form is∑
i, j
max(ri, j (rˆi, j − rˆi, j′) + ϵ, 0) . (2)
Here j ′ is a randomly sampled item index and ϵ is the minimum
margin of the prediction gap. The advantage of the triplet objective
over the MSE objective described in (1) is that it does not explicitly
assume the unobserved interactions are negative examples. Instead,
it only makes an assumption on the priority of the observed over
the unobserved interactions.
Applying this sample-based triplet objective to Autoencoders
was used by Word2Vec [11], which estimates the semantic meaning
of words by exploiting word co-occurrence patterns. Word2Vec
leveraged Negative Sampling (NS) according to an attenuated popu-
larity distribution. With the success of word embeddings for natural
language processing, researchers have also applied this training
technique to many other application domains including recom-
mender systems. For example, it is possible to achieve state-of-
the-art performance on top-K recommendation tasks by simply
borrowing the Word2Vec architecture without fundamental modifi-
cations [17].
2.4 Noise Contrastive Estimation
Recent work (cf. [12], [13]) shows the triplet objective for ranking
loss above is a simplified approximation of Noise Contrastive Esti-
mation (NCE) [14], where the predicted expectation of unobserved
interactions are approximated with a single negative example.
Formally, the Noise Contrastive Estimation objective in One-
Class Collaborative Filtering (OC-CF) tasks can be defined as
argmax
r˜i
∑
j
ri, j
[
logp(r˜i, j = 1)+Ep(j′)[logp(r˜i, j′ = 0)]
]
, (3)
where we can simply assume the density
p(r˜i, j = 1) = σ (r˜i, j ) and p(r˜i, j′ = 0) = 1 − σ (r˜i, j′) (4)
and the sampling probability p(j ′) corresponds to the item popular-
ity distribution with which we want to contrast users’ preferences.
In brief, the NCE objective optimizes for the predictionmatrix R˜ that
maximizes the gap of prediction scores between explicitly observed
interactions and an expectation of unobserved interactions.
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<latexit sha1_base64="bweb9 3TOGduicB2gfamfHGqoC/A=">AAAB+3icbVDLSsNAFJ3UV62vWJd uBovgqiQi6LLgxmUF+4AmhMl00g6dTMLMjVhCfsWNC0Xc+iPu/Bsn bRbaemDgcM693DMnTAXX4DjfVm1jc2t7p77b2Ns/ODyyj5t9nWSK sh5NRKKGIdFMcMl6wEGwYaoYiUPBBuHstvQHj0xpnsgHmKfMj8lE8 ohTAkYK7KY3JZB7MYFpGOWqKAIe2C2n7SyA14lbkRaq0A3sL2+c0 CxmEqggWo9cJwU/Jwo4FaxoeJlmKaEzMmEjQyWJmfbzRfYCnxtlj KNEmScBL9TfGzmJtZ7HoZksQ+pVrxT/80YZRDd+zmWaAZN0eSjKBI YEl0XgMVeMgpgbQqjiJiumU6IIBVNXw5Tgrn55nfQv267Tdu+vWh 2nqqOOTtEZukAuukYddIe6qIcoekLP6BW9WYX1Yr1bH8vRmlXtnKA /sD5/AM7blN4=</latexit><latexit sha1_base64="bweb9 3TOGduicB2gfamfHGqoC/A=">AAAB+3icbVDLSsNAFJ3UV62vWJd uBovgqiQi6LLgxmUF+4AmhMl00g6dTMLMjVhCfsWNC0Xc+iPu/Bsn bRbaemDgcM693DMnTAXX4DjfVm1jc2t7p77b2Ns/ODyyj5t9nWSK sh5NRKKGIdFMcMl6wEGwYaoYiUPBBuHstvQHj0xpnsgHmKfMj8lE8 ohTAkYK7KY3JZB7MYFpGOWqKAIe2C2n7SyA14lbkRaq0A3sL2+c0 CxmEqggWo9cJwU/Jwo4FaxoeJlmKaEzMmEjQyWJmfbzRfYCnxtlj KNEmScBL9TfGzmJtZ7HoZksQ+pVrxT/80YZRDd+zmWaAZN0eSjKBI YEl0XgMVeMgpgbQqjiJiumU6IIBVNXw5Tgrn55nfQv267Tdu+vWh 2nqqOOTtEZukAuukYddIe6qIcoekLP6BW9WYX1Yr1bH8vRmlXtnKA /sD5/AM7blN4=</latexit><latexit sha1_base64="bweb9 3TOGduicB2gfamfHGqoC/A=">AAAB+3icbVDLSsNAFJ3UV62vWJd uBovgqiQi6LLgxmUF+4AmhMl00g6dTMLMjVhCfsWNC0Xc+iPu/Bsn bRbaemDgcM693DMnTAXX4DjfVm1jc2t7p77b2Ns/ODyyj5t9nWSK sh5NRKKGIdFMcMl6wEGwYaoYiUPBBuHstvQHj0xpnsgHmKfMj8lE8 ohTAkYK7KY3JZB7MYFpGOWqKAIe2C2n7SyA14lbkRaq0A3sL2+c0 CxmEqggWo9cJwU/Jwo4FaxoeJlmKaEzMmEjQyWJmfbzRfYCnxtlj KNEmScBL9TfGzmJtZ7HoZksQ+pVrxT/80YZRDd+zmWaAZN0eSjKBI YEl0XgMVeMgpgbQqjiJiumU6IIBVNXw5Tgrn55nfQv267Tdu+vWh 2nqqOOTtEZukAuukYddIe6qIcoekLP6BW9WYX1Yr1bH8vRmlXtnKA /sD5/AM7blN4=</latexit><latexit sha1_base64="bweb9 3TOGduicB2gfamfHGqoC/A=">AAAB+3icbVDLSsNAFJ3UV62vWJd uBovgqiQi6LLgxmUF+4AmhMl00g6dTMLMjVhCfsWNC0Xc+iPu/Bsn bRbaemDgcM693DMnTAXX4DjfVm1jc2t7p77b2Ns/ODyyj5t9nWSK sh5NRKKGIdFMcMl6wEGwYaoYiUPBBuHstvQHj0xpnsgHmKfMj8lE8 ohTAkYK7KY3JZB7MYFpGOWqKAIe2C2n7SyA14lbkRaq0A3sL2+c0 CxmEqggWo9cJwU/Jwo4FaxoeJlmKaEzMmEjQyWJmfbzRfYCnxtlj KNEmScBL9TfGzmJtZ7HoZksQ+pVrxT/80YZRDd+zmWaAZN0eSjKBI YEl0XgMVeMgpgbQqjiJiumU6IIBVNXw5Tgrn55nfQv267Tdu+vWh 2nqqOOTtEZukAuukYddIe6qIcoekLP6BW9WYX1Yr1bH8vRmlXtnKA /sD5/AM7blN4=</latexit>
rˆi
<latexit sha1_base64="bweb93TOGduicB2gfamfHGqoC/A=">A AAB+3icbVDLSsNAFJ3UV62vWJduBovgqiQi6LLgxmUF+4AmhMl00g6dTMLMjVhCfsWNC0Xc+iPu/BsnbRbaemDgcM693DMnTAXX4DjfVm 1jc2t7p77b2Ns/ODyyj5t9nWSKsh5NRKKGIdFMcMl6wEGwYaoYiUPBBuHstvQHj0xpnsgHmKfMj8lE8ohTAkYK7KY3JZB7MYFpGOWqKAI e2C2n7SyA14lbkRaq0A3sL2+c0CxmEqggWo9cJwU/Jwo4FaxoeJlmKaEzMmEjQyWJmfbzRfYCnxtljKNEmScBL9TfGzmJtZ7HoZksQ+pV rxT/80YZRDd+zmWaAZN0eSjKBIYEl0XgMVeMgpgbQqjiJiumU6IIBVNXw5Tgrn55nfQv267Tdu+vWh2nqqOOTtEZukAuukYddIe6qIcoe kLP6BW9WYX1Yr1bH8vRmlXtnKA/sD5/AM7blN4=</latexit><latexit sha1_base64="bweb93TOGduicB2gfamfHGqoC/A=">A AAB+3icbVDLSsNAFJ3UV62vWJduBovgqiQi6LLgxmUF+4AmhMl00g6dTMLMjVhCfsWNC0Xc+iPu/BsnbRbaemDgcM693DMnTAXX4DjfVm 1jc2t7p77b2Ns/ODyyj5t9nWSKsh5NRKKGIdFMcMl6wEGwYaoYiUPBBuHstvQHj0xpnsgHmKfMj8lE8ohTAkYK7KY3JZB7MYFpGOWqKAI e2C2n7SyA14lbkRaq0A3sL2+c0CxmEqggWo9cJwU/Jwo4FaxoeJlmKaEzMmEjQyWJmfbzRfYCnxtljKNEmScBL9TfGzmJtZ7HoZksQ+pV rxT/80YZRDd+zmWaAZN0eSjKBIYEl0XgMVeMgpgbQqjiJiumU6IIBVNXw5Tgrn55nfQv267Tdu+vWh2nqqOOTtEZukAuukYddIe6qIcoe kLP6BW9WYX1Yr1bH8vRmlXtnKA/sD5/AM7blN4=</latexit><latexit sha1_base64="bweb93TOGduicB2gfamfHGqoC/A=">A AAB+3icbVDLSsNAFJ3UV62vWJduBovgqiQi6LLgxmUF+4AmhMl00g6dTMLMjVhCfsWNC0Xc+iPu/BsnbRbaemDgcM693DMnTAXX4DjfVm 1jc2t7p77b2Ns/ODyyj5t9nWSKsh5NRKKGIdFMcMl6wEGwYaoYiUPBBuHstvQHj0xpnsgHmKfMj8lE8ohTAkYK7KY3JZB7MYFpGOWqKAI e2C2n7SyA14lbkRaq0A3sL2+c0CxmEqggWo9cJwU/Jwo4FaxoeJlmKaEzMmEjQyWJmfbzRfYCnxtljKNEmScBL9TfGzmJtZ7HoZksQ+pV rxT/80YZRDd+zmWaAZN0eSjKBIYEl0XgMVeMgpgbQqjiJiumU6IIBVNXw5Tgrn55nfQv267Tdu+vWh2nqqOOTtEZukAuukYddIe6qIcoe kLP6BW9WYX1Yr1bH8vRmlXtnKA/sD5/AM7blN4=</latexit><latexit sha1_base64="bweb93TOGduicB2gfamfHGqoC/A=">A AAB+3icbVDLSsNAFJ3UV62vWJduBovgqiQi6LLgxmUF+4AmhMl00g6dTMLMjVhCfsWNC0Xc+iPu/BsnbRbaemDgcM693DMnTAXX4DjfVm 1jc2t7p77b2Ns/ODyyj5t9nWSKsh5NRKKGIdFMcMl6wEGwYaoYiUPBBuHstvQHj0xpnsgHmKfMj8lE8ohTAkYK7KY3JZB7MYFpGOWqKAI e2C2n7SyA14lbkRaq0A3sL2+c0CxmEqggWo9cJwU/Jwo4FaxoeJlmKaEzMmEjQyWJmfbzRfYCnxtljKNEmScBL9TfGzmJtZ7HoZksQ+pV rxT/80YZRDd+zmWaAZN0eSjKBIYEl0XgMVeMgpgbQqjiJiumU6IIBVNXw5Tgrn55nfQv267Tdu+vWh2nqqOOTtEZukAuukYddIe6qIcoe kLP6BW9WYX1Yr1bH8vRmlXtnKA/sD5/AM7blN4=</latexit>
rˆi
<latexit sha1_base64="bweb93TOGduicB2gfamfHGqoC/A=">A AAB+3icbVDLSsNAFJ3UV62vWJduBovgqiQi6LLgxmUF+4AmhMl00g6dTMLMjVhCfsWNC0Xc+iPu/BsnbRbaemDgcM693DMnTAXX4DjfVm 1jc2t7p77b2Ns/ODyyj5t9nWSKsh5NRKKGIdFMcMl6wEGwYaoYiUPBBuHstvQHj0xpnsgHmKfMj8lE8ohTAkYK7KY3JZB7MYFpGOWqKAI e2C2n7SyA14lbkRaq0A3sL2+c0CxmEqggWo9cJwU/Jwo4FaxoeJlmKaEzMmEjQyWJmfbzRfYCnxtljKNEmScBL9TfGzmJtZ7HoZksQ+pV rxT/80YZRDd+zmWaAZN0eSjKBIYEl0XgMVeMgpgbQqjiJiumU6IIBVNXw5Tgrn55nfQv267Tdu+vWh2nqqOOTtEZukAuukYddIe6qIcoe kLP6BW9WYX1Yr1bH8vRmlXtnKA/sD5/AM7blN4=</latexit><latexit sha1_base64="bweb93TOGduicB2gfamfHGqoC/A=">A AAB+3icbVDLSsNAFJ3UV62vWJduBovgqiQi6LLgxmUF+4AmhMl00g6dTMLMjVhCfsWNC0Xc+iPu/BsnbRbaemDgcM693DMnTAXX4DjfVm 1jc2t7p77b2Ns/ODyyj5t9nWSKsh5NRKKGIdFMcMl6wEGwYaoYiUPBBuHstvQHj0xpnsgHmKfMj8lE8ohTAkYK7KY3JZB7MYFpGOWqKAI e2C2n7SyA14lbkRaq0A3sL2+c0CxmEqggWo9cJwU/Jwo4FaxoeJlmKaEzMmEjQyWJmfbzRfYCnxtljKNEmScBL9TfGzmJtZ7HoZksQ+pV rxT/80YZRDd+zmWaAZN0eSjKBIYEl0XgMVeMgpgbQqjiJiumU6IIBVNXw5Tgrn55nfQv267Tdu+vWh2nqqOOTtEZukAuukYddIe6qIcoe kLP6BW9WYX1Yr1bH8vRmlXtnKA/sD5/AM7blN4=</latexit><latexit sha1_base64="bweb93TOGduicB2gfamfHGqoC/A=">A AAB+3icbVDLSsNAFJ3UV62vWJduBovgqiQi6LLgxmUF+4AmhMl00g6dTMLMjVhCfsWNC0Xc+iPu/BsnbRbaemDgcM693DMnTAXX4DjfVm 1jc2t7p77b2Ns/ODyyj5t9nWSKsh5NRKKGIdFMcMl6wEGwYaoYiUPBBuHstvQHj0xpnsgHmKfMj8lE8ohTAkYK7KY3JZB7MYFpGOWqKAI e2C2n7SyA14lbkRaq0A3sL2+c0CxmEqggWo9cJwU/Jwo4FaxoeJlmKaEzMmEjQyWJmfbzRfYCnxtljKNEmScBL9TfGzmJtZ7HoZksQ+pV rxT/80YZRDd+zmWaAZN0eSjKBIYEl0XgMVeMgpgbQqjiJiumU6IIBVNXw5Tgrn55nfQv267Tdu+vWh2nqqOOTtEZukAuukYddIe6qIcoe kLP6BW9WYX1Yr1bH8vRmlXtnKA/sD5/AM7blN4=</latexit><latexit sha1_base64="bweb93TOGduicB2gfamfHGqoC/A=">A AAB+3icbVDLSsNAFJ3UV62vWJduBovgqiQi6LLgxmUF+4AmhMl00g6dTMLMjVhCfsWNC0Xc+iPu/BsnbRbaemDgcM693DMnTAXX4DjfVm 1jc2t7p77b2Ns/ODyyj5t9nWSKsh5NRKKGIdFMcMl6wEGwYaoYiUPBBuHstvQHj0xpnsgHmKfMj8lE8ohTAkYK7KY3JZB7MYFpGOWqKAI e2C2n7SyA14lbkRaq0A3sL2+c0CxmEqggWo9cJwU/Jwo4FaxoeJlmKaEzMmEjQyWJmfbzRfYCnxtljKNEmScBL9TfGzmJtZ7HoZksQ+pV rxT/80YZRDd+zmWaAZN0eSjKBIYEl0XgMVeMgpgbQqjiJiumU6IIBVNXw5Tgrn55nfQv267Tdu+vWh2nqqOOTtEZukAuukYddIe6qIcoe kLP6BW9WYX1Yr1bH8vRmlXtnKA/sD5/AM7blN4=</latexit>
r˜i
<latexit sha1_base64="TjmXckhJyPKjmYOO3DY3p45IpFc=">A AAB/XicbVDLSsNAFL2pr1pf8bFzM1gEVyURQZcFNy4r2FZoQ5hMJu3QySTMTIQagr/ixoUibv0Pd/6NkzYLbT0wcDjnXu6ZE6ScKe0431 ZtZXVtfaO+2dja3tnds/cPeirJJKFdkvBE3gdYUc4E7WqmOb1PJcVxwGk/mFyXfv+BSsUScaenKfViPBIsYgRrI/n20VAzHtJ8GGM9DqJ cFoXPfLvptJwZ0DJxK9KECh3f/hqGCcliKjThWKmB66Tay7HUjHBaNIaZoikmEzyiA0MFjqny8ln6Ap0aJURRIs0TGs3U3xs5jpWaxoGZ LEOqRa8U//MGmY6uvJyJNNNUkPmhKONIJ6isAoVMUqL51BBMJDNZERljiYk2hTVMCe7il5dJ77zlOi339qLZdqo66nAMJ3AGLlxCG26gA 10g8AjP8Apv1pP1Yr1bH/PRmlXtHMIfWJ8/a42Vxw==</latexit><latexit sha1_base64="TjmXckhJyPKjmYOO3DY3p45IpFc=">A AAB/XicbVDLSsNAFL2pr1pf8bFzM1gEVyURQZcFNy4r2FZoQ5hMJu3QySTMTIQagr/ixoUibv0Pd/6NkzYLbT0wcDjnXu6ZE6ScKe0431 ZtZXVtfaO+2dja3tnds/cPeirJJKFdkvBE3gdYUc4E7WqmOb1PJcVxwGk/mFyXfv+BSsUScaenKfViPBIsYgRrI/n20VAzHtJ8GGM9DqJ cFoXPfLvptJwZ0DJxK9KECh3f/hqGCcliKjThWKmB66Tay7HUjHBaNIaZoikmEzyiA0MFjqny8ln6Ap0aJURRIs0TGs3U3xs5jpWaxoGZ LEOqRa8U//MGmY6uvJyJNNNUkPmhKONIJ6isAoVMUqL51BBMJDNZERljiYk2hTVMCe7il5dJ77zlOi339qLZdqo66nAMJ3AGLlxCG26gA 10g8AjP8Apv1pP1Yr1bH/PRmlXtHMIfWJ8/a42Vxw==</latexit><latexit sha1_base64="TjmXckhJyPKjmYOO3DY3p45IpFc=">A AAB/XicbVDLSsNAFL2pr1pf8bFzM1gEVyURQZcFNy4r2FZoQ5hMJu3QySTMTIQagr/ixoUibv0Pd/6NkzYLbT0wcDjnXu6ZE6ScKe0431 ZtZXVtfaO+2dja3tnds/cPeirJJKFdkvBE3gdYUc4E7WqmOb1PJcVxwGk/mFyXfv+BSsUScaenKfViPBIsYgRrI/n20VAzHtJ8GGM9DqJ cFoXPfLvptJwZ0DJxK9KECh3f/hqGCcliKjThWKmB66Tay7HUjHBaNIaZoikmEzyiA0MFjqny8ln6Ap0aJURRIs0TGs3U3xs5jpWaxoGZ LEOqRa8U//MGmY6uvJyJNNNUkPmhKONIJ6isAoVMUqL51BBMJDNZERljiYk2hTVMCe7il5dJ77zlOi339qLZdqo66nAMJ3AGLlxCG26gA 10g8AjP8Apv1pP1Yr1bH/PRmlXtHMIfWJ8/a42Vxw==</latexit><latexit sha1_base64="TjmXckhJyPKjmYOO3DY3p45IpFc=">A AAB/XicbVDLSsNAFL2pr1pf8bFzM1gEVyURQZcFNy4r2FZoQ5hMJu3QySTMTIQagr/ixoUibv0Pd/6NkzYLbT0wcDjnXu6ZE6ScKe0431 ZtZXVtfaO+2dja3tnds/cPeirJJKFdkvBE3gdYUc4E7WqmOb1PJcVxwGk/mFyXfv+BSsUScaenKfViPBIsYgRrI/n20VAzHtJ8GGM9DqJ cFoXPfLvptJwZ0DJxK9KECh3f/hqGCcliKjThWKmB66Tay7HUjHBaNIaZoikmEzyiA0MFjqny8ln6Ap0aJURRIs0TGs3U3xs5jpWaxoGZ LEOqRa8U//MGmY6uvJyJNNNUkPmhKONIJ6isAoVMUqL51BBMJDNZERljiYk2hTVMCe7il5dJ77zlOi339qLZdqo66nAMJ3AGLlxCG26gA 10g8AjP8Apv1pP1Yr1bH/PRmlXtHMIfWJ8/a42Vxw==</latexit>
dˆi
<latexit sha1_base64="wkHemgnk0dFwzGZos3wL9w+34A8=">A AAB+3icbVDLSsNAFL2pr1pfsS7dDBbBVUlE0GXBjcsK9gFtCJPJpB06mYSZiVhCfsWNC0Xc+iPu/BsnbRbaemDgcM693DMnSDlT2nG+rd rG5tb2Tn23sbd/cHhkHzf7KskkoT2S8EQOA6woZ4L2NNOcDlNJcRxwOghmt6U/eKRSsUQ86HlKvRhPBIsYwdpIvt0cT7HOxzHW0yDKw6L wmW+3nLazAFonbkVaUKHr21/jMCFZTIUmHCs1cp1UezmWmhFOi8Y4UzTFZIYndGSowDFVXr7IXqBzo4QoSqR5QqOF+nsjx7FS8zgwk2VI teqV4n/eKNPRjZczkWaaCrI8FGUc6QSVRaCQSUo0nxuCiWQmKyJTLDHRpq6GKcFd/fI66V+2Xaft3l+1Ok5VRx1O4QwuwIVr6MAddKEHB J7gGV7hzSqsF+vd+liO1qxq5wT+wPr8AblrlNA=</latexit><latexit sha1_base64="wkHemgnk0dFwzGZos3wL9w+34A8=">A AAB+3icbVDLSsNAFL2pr1pfsS7dDBbBVUlE0GXBjcsK9gFtCJPJpB06mYSZiVhCfsWNC0Xc+iPu/BsnbRbaemDgcM693DMnSDlT2nG+rd rG5tb2Tn23sbd/cHhkHzf7KskkoT2S8EQOA6woZ4L2NNOcDlNJcRxwOghmt6U/eKRSsUQ86HlKvRhPBIsYwdpIvt0cT7HOxzHW0yDKw6L wmW+3nLazAFonbkVaUKHr21/jMCFZTIUmHCs1cp1UezmWmhFOi8Y4UzTFZIYndGSowDFVXr7IXqBzo4QoSqR5QqOF+nsjx7FS8zgwk2VI teqV4n/eKNPRjZczkWaaCrI8FGUc6QSVRaCQSUo0nxuCiWQmKyJTLDHRpq6GKcFd/fI66V+2Xaft3l+1Ok5VRx1O4QwuwIVr6MAddKEHB J7gGV7hzSqsF+vd+liO1qxq5wT+wPr8AblrlNA=</latexit><latexit sha1_base64="wkHemgnk0dFwzGZos3wL9w+34A8=">A AAB+3icbVDLSsNAFL2pr1pfsS7dDBbBVUlE0GXBjcsK9gFtCJPJpB06mYSZiVhCfsWNC0Xc+iPu/BsnbRbaemDgcM693DMnSDlT2nG+rd rG5tb2Tn23sbd/cHhkHzf7KskkoT2S8EQOA6woZ4L2NNOcDlNJcRxwOghmt6U/eKRSsUQ86HlKvRhPBIsYwdpIvt0cT7HOxzHW0yDKw6L wmW+3nLazAFonbkVaUKHr21/jMCFZTIUmHCs1cp1UezmWmhFOi8Y4UzTFZIYndGSowDFVXr7IXqBzo4QoSqR5QqOF+nsjx7FS8zgwk2VI teqV4n/eKNPRjZczkWaaCrI8FGUc6QSVRaCQSUo0nxuCiWQmKyJTLDHRpq6GKcFd/fI66V+2Xaft3l+1Ok5VRx1O4QwuwIVr6MAddKEHB J7gGV7hzSqsF+vd+liO1qxq5wT+wPr8AblrlNA=</latexit><latexit sha1_base64="wkHemgnk0dFwzGZos3wL9w+34A8=">A AAB+3icbVDLSsNAFL2pr1pfsS7dDBbBVUlE0GXBjcsK9gFtCJPJpB06mYSZiVhCfsWNC0Xc+iPu/BsnbRbaemDgcM693DMnSDlT2nG+rd rG5tb2Tn23sbd/cHhkHzf7KskkoT2S8EQOA6woZ4L2NNOcDlNJcRxwOghmt6U/eKRSsUQ86HlKvRhPBIsYwdpIvt0cT7HOxzHW0yDKw6L wmW+3nLazAFonbkVaUKHr21/jMCFZTIUmHCs1cp1UezmWmhFOi8Y4UzTFZIYndGSowDFVXr7IXqBzo4QoSqR5QqOF+nsjx7FS8zgwk2VI teqV4n/eKNPRjZczkWaaCrI8FGUc6QSVRaCQSUo0nxuCiWQmKyJTLDHRpq6GKcFd/fI66V+2Xaft3l+1Ok5VRx1O4QwuwIVr6MAddKEHB J7gGV7hzSqsF+vd+liO1qxq5wT+wPr8AblrlNA=</latexit>
AutoRec NS-AutoRec NCE-AutoRec
r˜⇤
<latexit sha1_base64="/RmpsoXE8Ur1JYguHYEd1Ca5rlg= ">AAAB/3icbVDLSsNAFJ34rPUVFdy4GSyCuCiJCLosuHFZwT6giWEyuWmHTh7MTIQSs/BX3LhQxK2/4c6/cdJmoa0HBg7n3Ms9c/ yUM6ks69tYWl5ZXVuvbdQ3t7Z3ds29/a5MMkGhQxOeiL5PJHAWQ0cxxaGfCiCRz6Hnj69Lv/cAQrIkvlOTFNyIDGMWMkqUljzz0F GMB5A7EVEjP8xFUXjs/swzG1bTmgIvErsiDVSh7ZlfTpDQLIJYUU6kHNhWqtycCMUoh6LuZBJSQsdkCANNYxKBdPNp/gKfaCXAY SL0ixWeqr83chJJOYl8PVnGlPNeKf7nDTIVXrk5i9NMQUxnh8KMY5XgsgwcMAFU8YkmhAqms2I6IoJQpSur6xLs+S8vku5507aa9 u1Fo2VVddTQETpGp8hGl6iFblAbdRBFj+gZvaI348l4Md6Nj9noklHtHKA/MD5/AJU6lmM=</latexit><latexit sha1_base64="/RmpsoXE8Ur1JYguHYEd1Ca5rlg= ">AAAB/3icbVDLSsNAFJ34rPUVFdy4GSyCuCiJCLosuHFZwT6giWEyuWmHTh7MTIQSs/BX3LhQxK2/4c6/cdJmoa0HBg7n3Ms9c/ yUM6ks69tYWl5ZXVuvbdQ3t7Z3ds29/a5MMkGhQxOeiL5PJHAWQ0cxxaGfCiCRz6Hnj69Lv/cAQrIkvlOTFNyIDGMWMkqUljzz0F GMB5A7EVEjP8xFUXjs/swzG1bTmgIvErsiDVSh7ZlfTpDQLIJYUU6kHNhWqtycCMUoh6LuZBJSQsdkCANNYxKBdPNp/gKfaCXAY SL0ixWeqr83chJJOYl8PVnGlPNeKf7nDTIVXrk5i9NMQUxnh8KMY5XgsgwcMAFU8YkmhAqms2I6IoJQpSur6xLs+S8vku5507aa9 u1Fo2VVddTQETpGp8hGl6iFblAbdRBFj+gZvaI348l4Md6Nj9noklHtHKA/MD5/AJU6lmM=</latexit><latexit sha1_base64="/RmpsoXE8Ur1JYguHYEd1Ca5rlg= ">AAAB/3icbVDLSsNAFJ34rPUVFdy4GSyCuCiJCLosuHFZwT6giWEyuWmHTh7MTIQSs/BX3LhQxK2/4c6/cdJmoa0HBg7n3Ms9c/ yUM6ks69tYWl5ZXVuvbdQ3t7Z3ds29/a5MMkGhQxOeiL5PJHAWQ0cxxaGfCiCRz6Hnj69Lv/cAQrIkvlOTFNyIDGMWMkqUljzz0F GMB5A7EVEjP8xFUXjs/swzG1bTmgIvErsiDVSh7ZlfTpDQLIJYUU6kHNhWqtycCMUoh6LuZBJSQsdkCANNYxKBdPNp/gKfaCXAY SL0ixWeqr83chJJOYl8PVnGlPNeKf7nDTIVXrk5i9NMQUxnh8KMY5XgsgwcMAFU8YkmhAqms2I6IoJQpSur6xLs+S8vku5507aa9 u1Fo2VVddTQETpGp8hGl6iFblAbdRBFj+gZvaI348l4Md6Nj9noklHtHKA/MD5/AJU6lmM=</latexit><latexit sha1_base64="/RmpsoXE8Ur1JYguHYEd1Ca5rlg= ">AAAB/3icbVDLSsNAFJ34rPUVFdy4GSyCuCiJCLosuHFZwT6giWEyuWmHTh7MTIQSs/BX3LhQxK2/4c6/cdJmoa0HBg7n3Ms9c/ yUM6ks69tYWl5ZXVuvbdQ3t7Z3ds29/a5MMkGhQxOeiL5PJHAWQ0cxxaGfCiCRz6Hnj69Lv/cAQrIkvlOTFNyIDGMWMkqUljzz0F GMB5A7EVEjP8xFUXjs/swzG1bTmgIvErsiDVSh7ZlfTpDQLIJYUU6kHNhWqtycCMUoh6LuZBJSQsdkCANNYxKBdPNp/gKfaCXAY SL0ixWeqr83chJJOYl8PVnGlPNeKf7nDTIVXrk5i9NMQUxnh8KMY5XgsgwcMAFU8YkmhAqms2I6IoJQpSur6xLs+S8vku5507aa9 u1Fo2VVddTQETpGp8hGl6iFblAbdRBFj+gZvaI348l4Md6Nj9noklHtHKA/MD5/AJU6lmM=</latexit>
Figure 1: Architectures of the proposed recommender systems NS-AutoRec and NCE-AutoRec. (left) The original AutoRec
architecture that reproduces its input through simple forward propagation. (middle) Negative Sampling enhanced AutoRec
that jointly optimizes both NS (green) and MSE (blue) objectives. (right) Noise Contrastive Estimation enhanced AutoRec that
learns an encoder network through optimizing the NCE objective (pink) and learns the decoder network through optimizing
the MSE objective. The dashed arrows show backpropagation flows.
While optimizing NS or NCE objectives may seem attractive due
to their previously established “de-popularized” embedding proper-
ties that improved overall recommendation performance [10], this
work also showed that such approaches penalize popular items in
a way that hurts general recommendation performance if used for
the final task loss. Thus, a combination of the NS or NCE objec-
tive for training embeddings along with an end task objective for
recommendation is required to balance the need for high-quality
embeddings with the need for good recommendations. However, it
is not immediately clear how to combine two different objectives
in AutoRec, given its end-to-end style of training. We address this
next by creating a two-headed AutoRec.
3 TWO-HEADED AUTOREC MODELS
While AutoRec is a strong baseline recommendation system, wewill
demonstrate empirically that it displays a bias to over-recommend
popular items. Motivated by recent work that mitigated popularity
bias through Negative Sampling (NS) and its closed-form noise con-
trastive estimation (NCE) generalization [10] by “de-popularizing”
embeddings, we consider in this work whether such methods can
be used to improve Autoencoder based methods.
Specifically, we employ a two-headed AutoRec structure instead
of standard AutoRec as seen in Figure 1 (middle and right). The
motivation of this structure naturally comes from the fact that
while NS and NCE are good for training embeddings (where “de-
popularization” of the embedding effectively leads to more nuanced
embedding models across the popularity spectrum), neither NS
or NCE is a good end loss for the final recommendation task. To
resolve this, we make a separate head for each objective – one to
train the embedding via NS or NCE and the other to train for the
recommendation task. Next we introduce NS-AutoRec and NCE-
AutoRec as two alternative approaches to combat popularity bias.
3.1 NS-AutoRec
The Negative Sampling (NS) enhanced Autoencoder based Recom-
mender (NS-AutoRec) explicitly optimizes a personalized ranking
objective through NS along with the Mean Square Error (MSE)
objective of AutoRec, as shown in Figure 1 (middle). Since both of
the heads in the proposed network architecture can produce valid
recommendations, we distinguish them with different prediction
variables to reduce notational confusion; we use rˆi to represent
the prediction from the MSE objective, whereas we use r˜i to repre-
sent the prediction from the NS objective. What is critical in this
architecture is that the two heads share a common user embedding.
Intuitively, we can jointly optimize the two objectives (one for
each head) concurrently through a simple summation
argmin
θ,ϑ ,ψ
LMSEθ,ϑ + LNSψ ,ϑ , (5)
where ϑ denotes the encoder parameter set, and θ ,ψ represent pa-
rameter sets of MSE and NS decoders, respectively. However, com-
paring the two objectives, we note that the NS objective becomes a
computational bottleneck during joint training due to (1) sampling
without replacement and (2) the need to contrast observed and
unobserved interactions (sampled) for each user individually.
In order to mitigate these drawbacks of inefficient sampling, we
propose a few improvements. First, sampling negative examples
without replacement for each user at each training epoch is expen-
sive. Thus we alternatively sample the negative examples for all
users at the same time with replacement. Second, instead of sam-
pling from the uniform distribution, we sample negative examples
from the item popularity distribution as commonly done in NS1
p(j) =
r:, j1∑
j′
r:, j′1 , (6)
which is computed via a simple normalization of item frequency in
the training data.
A consequence of this approach is that the entries of our sparse
negative sample matrix S ∈ Zm×n consist of integer counts instead
of binary values. By using this count representation of negatives, we
dramatically reduce the number of times we need to sample during
training. It is also worth noting that this efficient and compact
representation of negatives also necessitates a custom specification
of the contrastive objective used by NS explained further below.
The usual NS objective is a triplet loss as shown in Equation 2 that
maximizes the gap between positive observations and negatives
sampled from the item popularity distribution p(J). Because in
1See [18] for word embeddings and Section 3.6.2 of [19] for recommendation.
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our setting, there is not a single negative sample for each explicitly
observed positive example, we propose an alternative aggregated
objective function that explicitly trains on all positive observations
and negative samples at one time. Concretely, we define the objec-
tive function for the NS head of NS-AutoRec as follows:
LNSψ ,ϑ =
∑
i
[
rTi (fψ ◦ fϑ (ri )) −
∥ri ∥1
∥si ∥1
sTi (fψ ◦ fϑ (ri ))
]
. (7)
While it appears complex at first, the intuition for this form is quite
simple. The first term effectively counts (i.e., via an inner product
with a 0-1 sparse vector) the number of positive item observations
in the data that the Autoencoder is able to reconstruct. However,
in the NS approach we also want to penalize the Autoencoder for
predicting high scores for negative samples, which can be done by
a second negated inner product, this time with sTi which is simply
the vector of negative sample counts for each item for user i . The
term ∥ri ∥1∥si ∥1 simply balances the contribution of the two terms to
contribute equally to the objective even if the number of positive
examples and negative samples does not match. In summary, Equa-
tion (7) gives us a compact and efficiently trainable NS-AutoRec.
For the objective of the second head of NS-AutoRec, we simply
minimize Mean Squared Error (MSE):
LMSEθ,ϑ =
∑
i
∥ri − (fθ ◦ fϑ (ri ))∥2 , (8)
where the variable set θ contains the parameters of the MSE decod-
ing network. Note the encoding network fϑ is intentionally shared
for both decoder loss objectives LNSψ ,ϑ and LMSEθ,ϑ .
We will see empirically that NS-AutoRec does produce improved
embeddings for AutoRec that reduce popularity bias. However,
it turns out that NS can be generalized in a Noise Contrastive
Estimation (NCE) framework that yields both faster training times
as well as improved performance. We cover this second variant of
two-headed AutoRec next.
3.2 NCE-AutoRec
In this section, we propose an alternative two-headed Autoencoder
model called NCE-AutoRec, as shown in Figure 1 (right).
Like NS-AutoRec, NCE-AutoRec also jointly minimizes the loss
based on the sum of objectives for each head:
argmin
θ,ϑ ,ϕ
LMSEθ,ϑ + LNCEϕ,ϑ . (9)
As before, we use rˆi to represent the prediction from the MSE
objective, whereas we use r˜i to represent the prediction from the
NCE objective.
We start our discussion with the NCE objective head. Recall the
NCE objective in its original form
argmax
ϕ,ϑ
∑
i
∑
j
ri, j
[
logσ (r˜i, j ) + Ep(j′)[logσ (−r˜i, j′)]
]
, (10)
where the prediction of NCE head is
r˜i = fϕ ◦ fϑ (ri ) (11)
and scalar r˜i, j represents the jth entry of the vector r˜i . Similar to
NS-AutoRec described previously, the item probability p(j ′) is a
re-scaled empirical item popularity as described in Equation 6.
We now reformulate Equation 10 as a constrained optimization
of the form:
argmax
ϕ,ϑ
∑
i
∑
j
ri, j
[
logσ (r˜i, j ) + Ep(j′)[logσ (−r˜i, j′)]
]
︸                                                       ︷︷                                                       ︸
1○:ℓ
−
∑
i
λi
r˜i − fϕ ◦ fϑ (ri )2︸                              ︷︷                              ︸
2○
,
(12)
where λi is a Lagrange multiplier for a term encouraging equality
between r˜i and fϕ ◦ fϑ (ri ). This reformulation allows us to optimize
a lower-bound of the objective function by maximizing the two
components 1○ and 2○ separately.
Now we can obtain the optimal solution of the objective 1○
by computing the derivative of the objective with respect to the
prediction r˜i, j . Formally, the derivative is
∂ℓ
∂r˜i, j
= σ (−r˜i, j ) −
r:, j1∑
j′
r:, j′1 σ (r˜i, j ). (13)
and has the closed-form optimal solution for an observed interac-
tion
r∗i, j = log
∑
j′
r:, j′1r:, j1 ∀ri, j = 1, (14)
and is simply zero for an unobserved interaction:
r∗i, j = 0 ∀ri, j = 0. (15)
As one variation, we remark that weighting the denominator
of Equation (14) with a hyper-parameter β allows us to adjust for
inaccuracies in popularity estimates and lower bounding it at zero
ensures that positive examples always outweigh negative feedback.
Both prove useful in our experimental evaluation:
r∗i, j =max(log
∑
j′
r:, j′1 − β log r:, j1 , 0) ∀ri, j = 1. (16)
With the analytical solution R∗ of the NCE objective, we, then,
aim to maximize the objective component 2○ to reduce the gap
between the Autoencoder prediction and the analytical solution R∗.
Specifically, we train a regression model with
LNCEϕ,ϑ =
∑
i
r∗i − (fϕ ◦ fϑ (ri ))2 , (17)
which serves as the NCE head objective in NCE-AutoRec.
The MSE objective of NCE-AutoRec is identical to the one in
NS-AutoRec, as shown in Equation (8).
For both NS-AutoRec and NCE-AutoRec, optimizing two objec-
tives simultaneously is difficult because of the involvement of many
hyper-parameters. Wewill next discuss more details of optimization
approaches for these two-headed models in Section 3.3.
3.3 Optimization Methodology for NS-AutoRec
and NCE-AutoRec
We now describe four possible ways to optimize parameters of the
two heads of NS-AutoRec and NCE-AutoRec as follows:
Noise Contrastive Estimation for Autoencoding-based
One-Class Collaborative Filtering ,
Table 1: Summary statistics of datasets used in evaluation
Dataset m n |ri, j > η| Sparsity
Goodbooks 53,418 10,000 5,493,027 1.03 × 10−2
MovieLens-20M 138,362 22,884 12,195,566 3.85 × 10−3
Netflix 478,615 17,769 56,919,192 6.69 × 10−3
Yahoo 1,876,280 44,865 48,817,552 5.80 × 10−4
• Joint: We optimize all parameters through both objectives
(heads and losses) jointly. Intuitively, we can jointly optimize
the sum of NCE (or NS) and MSE objectives with stochastic
gradient descent.
• Alternating: We alternatively optimize each of the objec-
tives. Here, we first optimize parameters w.r.t. the NCE
(or NS) objective and then optimize w.r.t. the MSE objec-
tive for each batch of input.
• Limited Fine-tune: We optimize the NCE (or NS) objective
until it is fully converged. We then optimize an MSE objec-
tive that blocks backpropagation to the encoder network
by freezing the encoder weights. By doing this, we avoid
providing misleading embedding information to the shared
embedding layer (as the performance results indicate later).
• Full Fine-tune: We optimize the NCE (or NS) objective
until it is fully converged. We then optimize the MSE objec-
tive without blocking backpropagation. This allows the MSE
objective to fine-tune the embeddings learned through the
NCE (or NS) objective.
We treat the choice of Joint, Alternating, Limited Fine-tune
and Full Fine-tune optimization methodologies as a training hy-
perparameter for NS-AutoRec and NCE-AutoRec. As empirical re-
sults later verify in Figure 2,Limited Fine-tune consistentlyworks
the best for NCE-AutoRec whereas Joint is very competitive in
larger datasets. Full Fine-tune and Alternating give promising
results for NS-AutoRec in specific datasets.
4 EXPERIMENTS
In this section, we evaluate the performance of NS-AutoRec and
NCE-AutoRec by comparing them with several classic and state-of-
the-art baselines. We begin by describing our datasets and exper-
imental settings, and then analyze the results in order to address
the following research questions with a particular emphasis on
assessing the level of personalization (i.e., avoidance of a strong
popularity bias) in NS-AutoRec and NCE-AutoRec:
• RQ1: How doNS-AutoRec andNCE-AutoRec perform against
state-of-the-art methods?
• RQ2: How do different optimization settings, number of
negative samples and popularity sensitivity affect the per-
formance of NS-AutoRec and/or NCE-AutoRec?
• RQ3: How do NS-AutoRec and NCE-AutoRec perform on
personalized recommendation and a cold-start user study?
• RQ4: How efficient are NS-AutoRec and NCE-AutoRec in
terms of training time under different optimization settings?
4.1 Datasets
We use four large-scale benchmark recommendation datasets in our
experiments: Goodbooks [20], MovieLens-20M [21], Netflix [22]
and Yahoo [23]. They are publicly accessible and vary in domain,
size and sparsity. The summary statistics for the four datasets are
in Table 1.
• Goodbooks: Goodbooks dataset, the first of its kind, is a
book recommendation dataset.
• MovieLens-20M: MovieLens-20M dataset is a stable and
widely-used dataset for movie recommendation.
• Netflix: Netflix dataset comes from the well-known Netflix
Prize dataset for movie recommendation.
• Yahoo: Yahoo dataset represents a snapshot of music pref-
erences of Yahoo Music Community.
We follow a similar data split as seen in [10]. For each user of each
dataset, we use 50% interactions as training set, 20% as validation set
and 30% as test set according to timestamps.We split the Goodbooks
and Yahoo dataset randomly due to lack of timestamps. We set a
threshold η to binarize the ratings in each dataset such that ratings
greater or equal than η become 1 and otherwise 0. The threshold is
80 for Yahoo dataset and 3 for the rest.
4.2 Experimental Settings
4.2.1 Baselines. We compare our proposed NS-AutoRec and NCE-
AutoRec with the following recommender systems that can scale
up to industry-level applications with millions of users and items:
• BPR [16]: Bayesian Pairwise Ranking that optimizes the
pairwise ranking objective discussed in Section 2.3.
• CDAE [7]: Collaborative Denoising Autoencoder that is op-
timized for implicit feedback recommendation scenarios.
• CML [24]: Collaborative Metric Learning. A state-of-the-art
metric learning based method.
• NCE-PLRec [10]: PLRec [25] variant where item represen-
tation is learned from NCE.
• PureSVD [5]: Similarity based recommendation method by
SVD decomposition of R.
• VAE-CF [6]: Variational Autoencoder for CF, which is a
state-of-the-art deep learning based method.
• WRMF [15]: Weighted Regularized Matrix Factorization.
• AutoRec [3]: One-headed Autoencoder based method that
contains an encoding layer and decoding layer with ReLU
activation function optimized with MSE objective. This is
one ablation of NS-AutoRec and NCE-AutoRec.
• OHNS-AutoRec: One-headed Autoencoder based method
that is the same as AutoRec except optimized with Negative
Sampling objective. This is another ablation of NS-AutoRec.
• NS-AutoRec: Two-headed Autoencoder based method we
proposed that optimizes one head with Negative Sampling
objective, and the other head with MSE objective.
• NCE-AutoRec: Two-headed Autoencoder based method
we proposed that optimizes one head with NCE objective
through closed-form solution, and the other head with MSE
objective.
4.2.2 Hyper-parameter Settings. We implement all methods in Ten-
sorFlow2 and tune all the hyper-parameters by evaluating methods
on the validation set with grid search. We tune the following pa-
rameters:
2https://www.tensorflow.org
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• r : (latent dimension) from {50, 100, 200, 500} for all methods.
• λ: (regularization strength) from {1e-7, 1e-6 Âů Âů Âů 1e4}
for all methods.
• α : (loss weighing) from {-0.5, -0.4 Âů Âů Âů -0.1} ∪ {0, 0.1, 1,
10, 100} for NCE-PLRec and WRMF.
• ρ: (corruption) from {0.1, 0.2 Âů Âů Âů 1} for CDAE and
VAE-CF.
• β : (popularity pensitivity) from {0.7, 0.8 Âů Âů Âů 1.3} for
NCE-PLRec and NCE-AutoRec.
• N : (number of negative samples) from {5, 50, 500, 5000, 50000,
500000} for OHNS-AutoRec and NS-AutoRec.
• mode: (optimization methodology) from {Joint, Alternat-
ing, Limited fine-tune, Full Fine-tune} for NS-AutoRec
and NCE-AutoRec.
4.3 General Recommendation Performance
To answer RQ1, we evaluate the performance of all methods us-
ing six standard evaluation metrics: R-Precision, NDCG, MAP@K,
Precison@K, Recall@K and F1-score@K. The evaluation results
of all methods on the test set are summarized in Tables 2, 3, 4, 5
and reported with 95% confidence intervals. The F1-score of all
methods is shown in Figure 3 with K ∈ [5, 10, 20, 50]. The results
demonstrate that NCE-AutoRec consistently outperforms all other
baseline methods across the four domains.
While Negative Sampling has proven useful for OC-CF, it is ap-
parent that Negative Sampling itself is not ideal for the end task as
OHNS-AutoRec demonstrates a relatively poor performance across
all four domains. It can be seen that by combining the Negative
Sampling and MSE objectives together as a two-headed Autoen-
coder, NS-AutoRec outperforms two of its ablations: AutoRec and
OHNS-AutoRec (by a large margin) and is strongly competitive
compared to the other baselines. This verifies the effectiveness of
the two-headed structure we proposed. Similarly, NCE-AutoRec
also exhibits a large performance gain from AutoRec and OHNS-
AutoRec and outperforms NS-AutoRec consistently.
4.4 Impact of Hyper-parameter Tuning
In this section, we study RQ2 by analyzing how different optimiza-
tion settings (mode), number of negative samples (N ) and popularity
sensitivity (β) introduced in Section 3.3, 3.1 and 3.2 respectively
affect the performance of NS-AutoRec and/or NCE-AutoRec. We
use NDCG for the performance measure since other performance
measures behave similarly.
4.4.1 Optimization Settings. We analyze the performance of NS-
AutoRec and NCE-AutoRec with different optimization settings
across the four datasets. Specifically, we plot NDCG for NS-AutoRec
and NCE-AutoRec with a different optimizationmode in Figure 2.
Generally speaking, the best optimizationmode for NS-AutoRec
depends on the dataset, suggesting the importance of including
this hyper-parameter to achieve the best performance. For NCE-
AutoRec, as Figure 2b illustrates, Joint and Limited Fine-tune
outperform other settings consistently. Joint performs noticeably
worse than Limited Fine-tune in Goodbooks and slightly worse
than Limited Fine-tune in larger datasets. This might suggest the
fact that obtaining a better item embedding first as in Limited Fine-
tune is more crucial in smaller datasets whereas in larger datasets
jointly training two objectives does not hurt the item embedding
too much and consequently the performance remains competitive.
4.4.2 Number of Negative Samples. To study the effect of N on
the performance of NS-AutoRec, we plot NDCG against N on the
datasets as shown in Figure 5a. We observe that, across all datasets,
increasing N initially boosts the performance until N = 500 and
afterwards hurts NDCG as N further increases to 500,000. Since
the positive and negative components of the optimization objective
are balanced, we conjecture that a large N simply spreads learning
too thinly over a diverse set of negative samples, effectively adding
a high level of noise to the learning process.
4.4.3 Popularity Sensitivity. The effect of tuning β for NCE-AutoRec
is shown in Figure 5b. We observe a large improvement in perfor-
mance for the least sparse dataset (Goodbooks) and the most sparse
(Yahoo) dataset, whereas the performance boost is relatively small
in the other two datasets. This demonstrates that tuning the pop-
ularity sensitivity hyperparameter can be important for optimal
performance in diverse dataset settings.
4.5 Personalization
We now turn to RQ3 concerning the question of popularity-bias
and the level of personalization of the different recommenders.
To answer the first part of RQ3, we illustrate personalized rec-
ommendation by analyzing the popularity distribution of items
recommended by AutoRec, OHNS-AutoRec, NS-AutoRec and NCE-
AutoRec. Generally speaking, if an algorithm recommends less
popular items, we say it is more personalized. The distribution of
items recommended is shown in Figure 7. We observe that OHNS-
AutoRec recommends mostly unpopular items since its objective
heavily penalizes popular items. In contrast, AutoRec exhibits a
shift much more to the popular end of the spectrum. It is worth
noting that both NS-AutoRec and NCE-AutoRec focus their recom-
mendations on less popular and hence more nuanced items that
indicate a higher level of personalization than the original AutoRec.
Additionally, both NS-AutoRec and NCE-AutoRec outperform Au-
toRec and other Autoencoder based methods in most evaluations,
which suggests that NS-AutoRec and NCE-AutoRec achieve "de-
popularization" and benefit from it. Furthermore, it can be seen
that for recommending unpopular items, NCE-AutoRec follows
OHNS-AutoRec’s performance pattern more closely and this might
explain why NCE-AutoRec generally outperforms NS-AutoRec.
4.6 Cold-start Analysis
To perform a cold-start user study for RQ3, we hold out 5% of
the users from the training set and carry out training as normal.
Then, we evaluate the performance of the model on these users
by recommending items to them. We illustrate three pairwise cold-
start user evaluation plots on NDCG as shown in Figure 6. We
observe that NCE-AutoRec provides the best recommendation for
cold-start users followed by NS-AutoRec then AutoRec.
4.7 Training Efficiency
We analyze the training efficiency (RQ4) of NS-AutoRec and NCE-
AutoRecwith different optimization settings across the four datasets.
Noise Contrastive Estimation for Autoencoding-based
One-Class Collaborative Filtering ,
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Figure 2: NDCG comparison for NS-AutoRec and NCE-AutoRec with different optimization settings
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Figure 3: F1 score bar plots for baseline recommendationmethods for K ∈ [5, 10, 20, 50]. Taller bar indicates higher F1 score and
NCE-AutoRec outperforms other baselines across the four datasets
We plot their corresponding training convergence time on a com-
puter cluster with a 4-core CPU, 32GB RAM and two Nvidia Titan
XP GPUs in Figure 4. Intuitively, we observe that the convergence
time increases as the size and sparsity of the dataset increases. Both
Limited Fine-tune and Full Fine-tune take about two times as
much time as Joint and Alternating because they need to train
each head at a separate forward pass, making Limited Fine-tune
and Full Fine-tune less efficient in general. By comparing Figure
4b with 4a, it is worth noting that the training time of these two
methods is comparable to each other for smaller datasets, but as the
number of users and items become large, NCE-AutoRec converges
much faster in terms of training time than NS-AutoRec. This is
due to the time consumption of Negative Sampling in NS-AutoRec,
which increases drastically as the dataset gets larger in size.
5 CONCLUSION
In this work, we presented two novel two-headed Autoencoder
based recommendation algorithms called NS-AutoRec and NCE-
AutoRec that respectively use NS and NCE optimization objectives
via one head to learn embeddings thatmitigate the strong popularity
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Figure 4: Convergence time comparison for NS-AutoRec and NCE-AutoRec with different optimization settings
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Figure 5: Effect for NDCG of tuning N on NS-AutoRec and β on NCE-AutoRec
Table 2: Comparison of recommendation methods on Goodbooks dataset with 95% confidence interval
model R-Precision NDCG MAP@5 MAP@50 Precision@5 Precision@50 Recall@5 Recall@50
BPR 0.2265±0.0010 0.3105±0.0012 0.3851±0.0027 0.2570±0.0012 0.3549±0.0023 0.1872±0.0008 0.0605±0.0004 0.3123±0.0012
CDAE 0.1711±0.0009 0.2427±0.0012 0.3733±0.0028 0.2099±0.0011 0.3280±0.0023 0.1371±0.0007 0.0547±0.0004 0.2229±0.0010
CML 0.2395±0.0010 0.3285±0.0013 0.4192±0.0028 0.2737±0.0013 0.3856±0.0024 0.1947±0.0008 0.0662±0.0005 0.3259±0.0012
NCE-PLRec 0.2997±0.0011 0.4091±0.0014 0.5789±0.0028 0.3561±0.0014 0.5345±0.0025 0.2315±0.0009 0.0911±0.0005 0.3830±0.0013
Baselines PureSVD 0.2113±0.0011 0.3013±0.0012 0.4828±0.0028 0.2645±0.0012 0.4263±0.0025 0.1655±0.0007 0.0713±0.0004 0.2698±0.0010
VAE-CF 0.2863±0.0011 0.3884±0.0014 0.5208±0.0027 0.3311±0.0013 0.4824±0.0024 0.2232±0.0008 0.0836±0.0005 0.3729±0.0013
WRMF 0.2915±0.0011 0.3955±0.0013 0.5314±0.0027 0.3400±0.0013 0.4973±0.0024 0.2278±0.0008 0.0854±0.0005 0.3785±0.0012
AutoRec 0.2069±0.0009 0.2927±0.0012 0.4601±0.0028 0.2554±0.0012 0.4048±0.0024 0.1621±0.0007 0.0681±0.0004 0.2643±0.0011
OHNS-AutoRec 0.1918±0.0009 0.2787±0.0012 0.4628±0.0028 0.2423±0.0012 0.4007±0.0024 0.1475±0.0007 0.0685±0.0005 0.2470±0.0011
Proposed Models NS-AutoRec 0.2516±0.0010 0.3493±0.0013 0.5102±0.0028 0.3018±0.0013 0.4599±0.0024 0.1975±0.0008 0.0779±0.0004 0.3260±0.0011
NCE-AutoRec 0.3090±0.0012 0.4215±0.0014 0.5830±0.0028 0.3627±0.0014 0.5355±0.0025 0.2407±0.0009 0.0916±0.0005 0.4001±0.0013
bias that we observed in AutoRec. For the other head, we employ
the standard AutoRec MSE reconstruction objective for end task
recommendation predictions.
On four real-world large-scale OC-CF datasets, our contribu-
tions of NCE-AutoRec and NS-AutoRec showed that they achieve
competitive performance in comparison to state-of-the-art recom-
menders including BPR, AutoRec, CDAE, and VAE-CF. Furthemore,
critical to the the goal of this paper to “de-popularize” AutoRec,
NCE-AutoRec and NS-AutoRec recommend more nuanced (i.e., less
overall popular) items than AutoRec that lend them a greater de-
gree of personalization for end users. Comparing NS-AutoRec and
NCE-AutoRec, we observe that NCE-AutoRec often slightly out-
performs the NS variant and typically trains to convergence in an
order of magnitude less time. Overall, this work has shown how
recent advances leveraging NS and NCE to train high-quality em-
beddings can be extended to Autoencoder-based recommenders,
thus yielding novel enhancements of these methods and state-of-
the-art highly personalized OC-CF recommendation performance.
These encouraging results should open the door to future NS and
NCE two-headed adaptations of other embedding-based recommen-
dation methods where the level of personalization can be improved.
Noise Contrastive Estimation for Autoencoding-based
One-Class Collaborative Filtering ,
Table 3: Comparison of recommendation methods on MovieLens-20M dataset with 95% confidence interval
model R-Precision NDCG MAP@5 MAP@50 Precision@5 Precision@50 Recall@5 Recall@50
BPR 0.0844±0.0006 0.1540±0.0008 0.1188±0.0012 0.0917±0.0006 0.1133±0.0010 0.0760±0.0005 0.0403±0.0005 0.2274±0.0013
CDAE 0.0840±0.0006 0.1538±0.0008 0.1260±0.0012 0.0933±0.0006 0.1176±0.0010 0.0757±0.0005 0.0402±0.0005 0.2226±0.0013
CML 0.0890±0.0006 0.1771±0.0008 0.1228±0.0011 0.1019±0.0006 0.1188±0.0010 0.0873±0.0005 0.0388±0.0005 0.2799±0.0014
NCE-PLRec 0.1020±0.0006 0.1957±0.0009 0.1456±0.0012 0.1113±0.0006 0.1370±0.0010 0.0917±0.0005 0.0498±0.0005 0.2971±0.0014
Baselines PureSVD 0.0954±0.0006 0.1783±0.0008 0.1375±0.0012 0.1041±0.0006 0.1286±0.0010 0.0850±0.0004 0.0451±0.0005 0.2647±0.0012
VAE-CF 0.1005±0.0006 0.1972±0.0009 0.1363±0.0012 0.1072±0.0006 0.1296±0.0010 0.0898±0.0004 0.0502±0.0005 0.3073±0.0014
WRMF 0.1000±0.0006 0.1962±0.0008 0.1433±0.0012 0.1106±0.0006 0.1342±0.0010 0.0918±0.0004 0.0485±0.0006 0.3021±0.0014
AutoRec 0.0937±0.0006 0.1704±0.0009 0.1401±0.0012 0.1022±0.0006 0.1298±0.0010 0.0824±0.0005 0.0457±0.0005 0.2458±0.0013
OHNS-AutoRec 0.0783±0.0005 0.1461±0.0007 0.1202±0.0011 0.0851±0.0005 0.1107±0.0009 0.0650±0.0003 0.0400±0.0005 0.2124±0.0011
Proposed Models NS-AutoRec 0.1026±0.0006 0.1975±0.0008 0.1465±0.0012 0.1120±0.0006 0.1378±0.0010 0.0921±0.0004 0.0508±0.0005 0.3003±0.0014
NCE-AutoRec 0.1034±0.0006 0.2012±0.0009 0.1488±0.0013 0.1141±0.0006 0.1395±0.0011 0.0943±0.0005 0.0498±0.0005 0.3079±0.0013
Table 4: Comparison of recommendation methods on Netflix dataset with 95% confidence interval
model R-Precision NDCG MAP@5 MAP@50 Precision@5 Precision@50 Recall@5 Recall@50
BPR 0.0772±0.0003 0.1307±0.0004 0.1154±0.0006 0.0956±0.0003 0.1130±0.0005 0.0814±0.0002 0.0306±0.0002 0.1844±0.0006
CDAE 0.0800±0.0003 0.1321±0.0004 0.1252±0.0006 0.0985±0.0003 0.1208±0.0005 0.0836±0.0002 0.0323±0.0002 0.1800±0.0006
CML 0.0882±0.0003 0.1515±0.0004 0.1406±0.0006 0.1094±0.0003 0.1342±0.0005 0.0907±0.0003 0.0369±0.0002 0.2120±0.0006
NCE-PLRec 0.1049±0.0003 0.1764±0.0004 0.1654±0.0007 0.1247±0.0003 0.1552±0.0006 0.1015±0.0003 0.0477±0.0003 0.2392±0.0007
Baselines PureSVD 0.0994±0.0003 0.1644±0.0004 0.1590±0.0007 0.1180±0.0003 0.1490±0.0005 0.0953±0.0003 0.0445±0.0003 0.2188±0.0006
VAE-CF 0.1009±0.0003 0.1706±0.0004 0.1520±0.0006 0.1164±0.0003 0.1431±0.0005 0.0954±0.0003 0.0464±0.0003 0.2336±0.0006
WRMF 0.0985±0.0003 0.1681±0.0004 0.1531±0.0007 0.1170±0.0003 0.1447±0.0006 0.0960±0.0003 0.0450±0.0003 0.2325±0.0007
AutoRec 0.0903±0.0003 0.1504±0.0004 0.1425±0.0006 0.1098±0.0003 0.1344±0.0005 0.0912±0.0003 0.0377±0.0003 0.2030±0.0006
OHNS-AutoRec 0.0811±0.0003 0.1256±0.0004 0.1437±0.0007 0.0987±0.0003 0.1328±0.0005 0.0742±0.0003 0.0361±0.0003 0.1491±0.0006
Proposed Models NS-AutoRec 0.0993±0.0003 0.1646±0.0004 0.1581±0.0007 0.1176±0.0003 0.1483±0.0005 0.0952±0.0003 0.0445±0.0003 0.2199±0.0006
NCE-AutoRec 0.1078±0.0003 0.1797±0.0004 0.1684±0.0007 0.1265±0.0003 0.1582±0.0006 0.1026±0.0003 0.0494±0.0003 0.2427±0.0007
Table 5: Comparison of recommendation methods on Yahoo dataset with 95% confidence interval
model R-Precision NDCG MAP@5 MAP@50 Precision@5 Precision@50 Recall@5 Recall@50
BPR 0.1127±0.0002 0.2422±0.0003 0.1335±0.0003 0.0940±0.0002 0.1267±0.0003 0.0674±0.0001 0.0920±0.0002 0.4236±0.0004
CDAE 0.0795±0.0002 0.1844±0.0002 0.1013±0.0001 0.0671±0.0002 0.0889±0.0002 0.0509±0.0001 0.0663±0.0002 0.3327±0.0004
CML 0.1862±0.0003 0.3723±0.0003 0.2413±0.0002 0.1488±0.0004 0.2203±0.0002 0.0983±0.0001 0.1549±0.0003 0.6095±0.0004
NCE-PLRec 0.2530±0.0003 0.4555±0.0004 0.3410±0.0002 0.1832±0.0004 0.2964±0.0002 0.1097±0.0002 0.2199±0.0004 0.6722±0.0004
Baselines PureSVD 0.2041±0.0003 0.3662±0.0003 0.2829±0.0002 0.1491±0.0004 0.2447±0.0002 0.0889±0.0001 0.1770±0.0003 0.5352±0.0004
VAE-CF 0.2515±0.0003 0.4462±0.0004 0.3252±0.0002 0.1745±0.0004 0.2837±0.0002 0.1043±0.0001 0.2203±0.0004 0.6563±0.0004
WRMF 0.2351±0.0003 0.4258±0.0003 0.2866±0.0002 0.1614±0.0003 0.2540±0.0002 0.1005±0.0001 0.2116±0.0004 0.6445±0.0004
AutoRec 0.1205±0.0002 0.2498±0.0003 0.1679±0.0002 0.0997±0.0003 0.1458±0.0003 0.0666±0.0001 0.0979±0.0002 0.4065±0.0004
OHNS-AutoRec 0.1912±0.0003 0.3097±0.0004 0.2736±0.0002 0.1346±0.0004 0.2346±0.0002 0.0728±0.0002 0.1633±0.0004 0.3974±0.0004
Proposed Models NS-AutoRec 0.2626±0.0003 0.4614±0.0004 0.3525±0.0002 0.1835±0.0004 0.3050±0.0002 0.1065±0.0002 0.2346±0.0004 0.6653±0.0004
NCE-AutoRec 0.2681±0.0003 0.4728±0.0004 0.3575±0.0002 0.1890±0.0004 0.3107±0.0002 0.1108±0.0001 0.2380±0.0004 0.6858±0.0004
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Figure 6: Bivariate density plot for pairwise NDCG differ-
ence between AutoRec, NS-AutoRec and NCE-AutoRec on
Goodbooks. A higher density below line y = x indicates that
method portrayed on x-axis has better cold-start user per-
formance.
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