Relative mortality in the period 1970-80 was studied among Danish men and women who were unemployed and employed on the day ofthe 1970 census. The study population consisted ofthe total labour force in the age range 20-64 on 9 November 1970-that is, about 2 million employed and 22 000 unemployed people. Relative mortality was analysed by a multiplicative hazard regression model (as a natural extension of the standardised mortality ratio) and a multiplicative regression model with extra-Poisson variation.
Introduction
The relation between unemployment and mortality has been the subject ofresearch for more than 100 years, particularly the relation between unemployment and suicide. In a comprehensive review of unemployment and suicide Platt concluded that the evidence clearly indicated an association, though its nature was undetermined and the role of unemployment in the aetiological process leading to suicide remained to be elucidated. ' Platt emphasised the need for longitudinal studies at an individual level. This type of study, however, is difficult. Mortality is low among those of working age. Studies on mortality therefore require large populations, which must be followed up over a long period. Furthermore, data should be collected continually on the study population's employment and health state, making it possible to control for the various selection processes and confounding factors. No such study satisfying all these requirements has been published.
An important step, however, was the study on mortality among the unemployed in England and Wales during the 1970s by Moser et al, 2I whose first analyses were published in 1984. They used the longitudinal study population of the Office of Population Censuses and Surveys, which represents a 1% sample of the population of England and Wales. In this sample roughly 162 000 were male (age range 15-64), some 6000 (4%) of whom were unemployed ("seeking work") in 1971. The mortality in this group was recorded from 1971 to 1981 and compared with that in the whole male population aged 15-64.
After adjusting for social class Moser et al found an excess mortality of 20-30% among the unemployed. This excess was of the same magnitude in the periods 1971-5 and 1976-8 1. In 1986 several supplementary analyses were published. A central result was that areas with comparatively high employment also had high excess mortality. In 1987 a comparative analysis of mortality among the unemployed in the periods 1971-3 and 1981-3 was published. 4 Despite the fact that unemployment was two to three times higher in 1981 than in 1971, the same excess mortality was found among the unemployed. Moser et al concluded that unemployment itself has direct or indirect bearing on mortality and that the reported excess mortality among the unemployed cannot be considered a consequence only of health related selection for unemployment.
We have carried out a similar mortality study on the whole workforce in Denmark at the census in 1970 using public registers. Far more data were available than in Britain and the census comprised both men and women. This paper presents various analyses of mortality from 1970 to 1980 among the Danish unemployed in 1970. BRITISH MEDICAL JOURNAL VOLUME 295 10 OCTOBER 1987 not normally in the labour force (109630 men, 671676 women) were excluded from our study. Those who were normally in the labour force were categorised as either unemployed-that is, unemployed on the census dayor employed-that is, those who on the census day were at work, on sick leave, on maternity leave, in the armed forces, on holiday, and so on. People resident in hospitals, institutions, hotels, etc are excluded.
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*"All facilities" includes central heating, toilet, and bath.
The available data allowed analyses of relative mortality in relation to age, occupation, housing category, geographical region, marital state, and local unemployment rate. We also analysed relative mortality in the periods 1970-80, 1970-5, and 1975-80 as well as its distribution according to cause of death. All the analyses were carried out separately for men and women.
Subjects and methods
The census was carried out on 9 November 1970 by means of a self administered questionnaire. Data gathered included age, sex, marital state, housing category, education, occupation, and employment state on the day. These census data were later linked with the Danish registry on causes of death with a view to establishing an occupational mortality register. 6 This register includes everyone who in 1970 was aged 20-64. At the time of the study the register covered mortality from -1970 to 1980. The primary objective was to define mortality in relation to occupation in 1970, but in addition to information on occupation the register contains information on employment state on the census day. It may therefore also be used for studies on the relation between mortality and unemployment.
With regard to the question on employment on the census day the questionnaire distinguished between people who were normally in the labour force and those who were not-for example, housewives, students, pensioners, and people receiving social welfare (table I) . People who were STATISTICAL 
METHODS
Classical standardization techniques are usually employed when assessing the effect of unemployment on mortality. A natural extension is multiplicative hazard regression models,7 which were used in this study.
Results for men and women were analysed separately.
For a person who on 9 November 1970 belonged to age group a and category c (defined by the covariates occupation, housing category, geographical region, and marital state) and who had employment state s (employed or unemployed) the hazard (death intensity) is written as a product of factors depending on acs. For each of the four covariates two types of models were analysed as detailed in the appendix. In the first type of model separate relative death rates for the unemployed in relation to the employed were estimated in each category (c). This is similar to the calculation of standardised mortality ratios for the unemployed in each category, standardizing for age and using all people in the labour force in the separate categories as the standard. In the second type of model is estimated a combined relative mortality, corresponding to the calculation of a single standardised mortality ratio for the unemployed, standardizing for age and category and using all people in the labour force as the standard.7
The parameters and their standard errors were estimated using maximum likelihood and the models tested using likelihood ratio test statistics. Approximate confidence intervals were obtained from the estimated standard errors.
The multiplicative hazard regression models may be extended to include a random component taking account of heterogeneity not explained by the I BRITISH MEDICAL JOURNAL VOLUME 295
10 OCTOBER 1987 factors age (a), category (c), and employment state (s).9 10 Such models with extra-Poisson variation provide alternatives to the simple multiplicative hazard regression models when these do not explain adequately the variation in the data. Using the models with an extra random component allows a more satisfactory assessment of the uncertainty associated with estimates of the parameters of interest. Typically, estimated standard errors are larger when based on these models. The appendix gives examples of results from the analysis of models with extra-Poisson variation.
Results Figure 1 shows for each sex the age specific death rates for each employment state. For both men and women the mortality was higher among the unemployed than among the employed. The ratios between the death rates for the unemployed and employed were higher at lower ages; the differences between the death rates for the unemployed and employed tended to increase with age. When relative mortality for the unemployed compared with employed was assumed to be constant the estimate was 1-58 for men (95% confidence interval 1'51 to 1-65) and 1-58 for women (1-40 to . Figure 1 suggests a deviation from the hypothesis of constant relative mortality, which was further supported by the likelihood ratio test statistics (p<0 0001 for men, p=002 for women). This implies that confidence intervals underestimate the variation, and relative mortality was therefore also estimated in an extra-Poisson variation model (see appendix). for unemployed unskilled manual workers than for non-manual and skilled manual workers, the differences, however, being non-significant for both men and women. For housing category (table IV) there was a non-significant tendency among both men and women towards a higher relative mortality for the unemployed living in rented accommodation than for owner occupiers. For geographical region (table V) the relative mortality was non-significantly lower among unemployed men living in rural areas. For women the differences were highly significant (p<0'0005), relative mortality being higher among unemployed women living in Copenhagen and North East Sealand. Finally, table VI shows no effect ofmarital state on relative mortality among unemployed men, whereas for women there was a tendency (p=0 07) towards a smaller relative mortality among the married unemployed.
In conclusion, the four factors considered had no effect on relative mortality among men, but for women different relative death rates were found in the geographical regions and there was a clear tendency towards a smaller relative mortality for unemployed married women.
The 275 municipalities of Denmark were classified separately for men and women into 10 categories of unemployment rate (range <0 4% to 2'0%) recorded on the census day (fig 2) . In each category the relative mortality among unemployed compared with employed people was estimated. Figure 2 gives the results. In both men and women relative mortality among the unemployed tended to decrease with the unemployment rate. In the simple multiplicative hazard regression models the slopes of the lines approximating the logarithm of relative mortality for unemployment were significantly negative for both sexes. For men the estimated slope was
to the data, and therefore models with extra-Poisson variation were studied. In these models the tendency towards a decreasing relative mortality for unemployment was also present but the slopes were no longer significantly less than zero. Finally, the relative death rates from various causes were analysed separately for the periods 1970-5 and 1975-80 and for the whole period 1970-80. Table VII gives the results for unemployed men and women. Particularly noticeable were the large relative death rates from suicide during 1970-5, which fell during the second period. Relative mortality due to deaths from all causes was also smaller in the second period for both men and women.
Discussion
Most of our results correspond quite well with the findings of Moser et al. 3 There are, however, two important differences. Firstly, even after adjusting for occupation we found a higher relative mortality among unemployed men. Probably this was due to the fact that our reference population consisted entirely of employed men, whereas the reference population studied by Moser et al consisted of all males between 15 and 64 years of age. In addition to employed men, their population included those on sick leave, men who had taken early retirement, and so on, who would naturally be expected to have a higher mortality than would our reference population. Another factor may be the high rate of unemployment in the British series as compared with ours (roughly 4% compared with 1%).
The second main difference in our study was the inverse association found between relative mortality and the level of local unemployment-that is, relative mortality among men fell from 1-62 at 1% unemployment to 1-46 at 2% unemployment and BRITISH MEDICAL JOURNAL VOLUME 295 10 OCTOBER 1987 Figure 2 shows that even on this basis there were large deviations and the association was not unambiguous.
CROSS SECTIONAL UNEMPLOYMENT AS A MEASURE OF EXPOSURE
The-measure of exposure was unemployment at the time of the census in 1970. The group "unemployed" were those who described themselves as unemployed in the census questionnaire. People on sick leave, on maternity leave, in the armed forces, and so on but still in the labour force were not included among the unemployed but were included in the reference population.
An obvious limitation of our measure of exposure is that we did not have information on the duration of unemployment in 1970 or on subsequent unemployment during follow up to 1980.
The unemployed whom we studied were a cross section of the population unemployed at a particular date. Among all people who experienced unemployment during 1970 this group constituted a length biased sample, in the sense that people with a history of long or frequent spells of unemployment had a much greater likelihood of being included than those with few or short periods of unemployment.
On the basis of other studies people who were unemployed at the census date in 1970 may be expected to have had a greater probability of being unemployed in subsequent years than people who were not unemployed at the census date. " We cannot support this empirically, but a Danish register on unemployment begun in 1980 contains detailed information on the number of spells of unemployment a year and their duration for all those with unemployment insurance, so that future studies will be able to confirm or disprove this point.
STATISTICAL TECHNIQUES
Our starting point in choosing statistical techniques was to keep as closely as possible to the convention of using the standardised mortality ratio in studies of occupational mortality. A basic assumption underlying the use of this ratio is that each age specific death rate in the study population (the unemployed) is a constant multiple of that of the standard population (the whole labour force). When this is true a natural extension is multiplicative intensity models.7812 We retained this basic framework, though it is readily seen that whereas relative mortality decreased with increasing age, the (absolute) excess mortality increased with age. A project currently in progress will apply a generalised power-function-family of excess death rates, recently suggested by Muirhead and Darby," which allows an "interpolation" between the two.
Various hypotheses may be constructed to explain the higher relative mortality among the young; for example, it may be a greater trauma for a young person than for an older one to lose his or her job. This substantive interpretation, however, is founded on the essentially completely arbitrary choice of the multiplicative scale for death rates. Had additive excess mortality been measured instead the opposite trend would have been found (see fig 1) .
We believe that though interpretation of age interactions such as the above (and possibly also of period effects) should be made with much caution, the main effects obtained here were little influenced by our choice of the traditional scale.
In drawing on the analytical and statistical tools of multiplicative intensity models we also found a lack of fit of the models, at least for men. This has not usually been considered to be an important problem in other work, and indeed the ordinary significance test may not be directly applicable in our series. (Brillinger discussed the role of stochastic models in relation to vital rates. 14) Confidence limits, however, are widely quoted by Moser et al and other workers, and these are equivalent to statistical hypotheses tests, given that the simple proportional hazards model is adequate. As we know this to be false in our series (and suspect that this is also so in many other published studies), in the appendix we supplement the unrealistically narrow confidence limits with tests and confidence limits based on explicit modelling of heterogeneity in the data not accounted for by the multiplicative intensity model. These analyses indicate the same general tendencies as the simple models (in turn equivalent to standardised mortality ratio reasoning) but also emphasise the dangers of too strict a beliefin traditional calculations of confidence limits.
ILLNESS AS A CAUSE OF UNEMPLOYMENT ("SELECTION HYPOTHESIS")
An important problem with our data is the lack of information on health state before the census and the onset of unemployment. This information might shed light on the extent to which illness results in unemployment and thereby contributes to the increased mortality among the unemployed. Inspired by Moser et al, we attempted to assess this indirectly in two ways. Firstly, analyses of the regional variations in excess mortality and unemployment support the existence of health related selection, as the regions with low levels of unemployment also had higher relative mortality among the unemployed.
Secondly, we divided the follow up period into two subperiods, as, on the basis ofthe selection hypothesis, we would expect a higher relative mortality in the first subperiod and a lower, perhaps no relative mortality in the second. Like Lastly, a third and most probable mechanism is the more indirect influence of psychological stress-the susceptibility mechanism. Several longitudinal studies have clearly shown an increased incidence of depressive symptoms, reduced self confidence, and drive.'61828 Thus unemployment increases mental susceptibility, and we must assume that in some people this in turn will increase physical susceptibility.29
In our study the excess mortality of the unemployed was almost unchanged in the periods 1970-5 and 1975-80 . The explanation may be that the susceptibility mechanism in the first period operated primarily through the reduction of survival time in people selected for unemployment by reasons of health. In the second period further consequences of increased susceptibility might be the outbreak of illness after a certain period of latency.
There are many factors in these theoretical considerations that cannot be illuminated by our study design. There is a need to carry out better controlled longitudinal studies of the selection mechanisms and of the effects of unemployment, particularly on physiological and somatic variables, before we can more accurately determine the possible mechanisms of the excess mortality among the unemployed.
Regardless of the aetiological problems, however, the central result of the study remains: being unemployed on a particular date in 1970 was a sign that the person belonged to a part of the Danish population whose mortality in the 1970s was increased by 40-50% compared with people who were employed on that date. 884 BRITISH MEDICAL JOURNAL VOLUME 295 10 OCTOBER 1987 and c. In this model the combined relative mortality (0) is a common effect of unemployment.
These simple multiplicative hazard regression models are equivalent to considering the observed numbers of deaths (Dacs) in the various cells (a,c,s For men the parameters Oc and 0 were also estimated for each of the four factors in models 1* and 2*, respectively, with extra-Poisson variation. As an example table VIII presents the results based on stratification by occupation (see also table III). In table VIII models 1* and 2* show the same general tendencies as models 1 and 2 but the confidence intervals based on the simple multiplicative hazard regression models are considerably narrower. Also the estimated relative death rates-0c and 0 are larger in the models with extra-Poisson variation. This is due to the fact that the weighting ofthe ratios ka,unemployel/a,employed was different in the two types of models, the extraPoisson variation model giving comparatively more weight to younger ages (see fig 1 (men) ).
SHORT REPORTS
Alcohol consumption and dependence in elderly patients in an urban community Much interest has centred recently on the consumption of alcohol and its misuse by young people, but little attention has been paid to the drinking patterns of elderly people in the community and their dependence on alcohol. Drew even suggested that alcohol dependence was self limiting in the elderly because of changing psychological, social, and economic factors. I We have conducted a cross sectional survey in an urban community examining alcohol consumption and alcohol dependence.
Methods and results
Subjects were taken from the age-sex register ofa singlehanded general practice in the centre of Newcastle upon Tyne, which had 828 patients over the age of 60; one in six were randomly picked and asked to participate in a general health survey. Of these 138 patients, 101 were interviewed in their homes by one interviewer (RB), 32 refused to take part, and five had not been contacted after at least three calls. No further information was obtained on the non-responders.
A structured questionnaire based on previously validated general population surveys was used2 3; it covered demographic features and questions relating to alcohol consumption and dependence (including the CAGE questionnaire4). Approval was obtained from the Newcastle District Health Authority and University ethical committee, and data were analysed with the statistical package for the social sciences.
The respondents' mean age was 71-3 (SD 8-1) years (range 60-95 years); 53 were women and 48 men. Patients aged 75 and under made up two thirds of the study population. Altogether 41 (85%) men and 19 (36%) women were married; 64 patients were in social class III, the rest being evenly distributed among the other social classes.
Alcohol intake was determined from ratings of quantity and frequency (units/ week) and self assessment; respondents were classified as alcohol dependent if they answered two or more of the four questions on the CAGE questionnaire positively.4 Mean weekly alcohol consumption was 16 5 units, men consuming more than women (22-6 v 10-9 units/week) and patients 75 and under more than those aged over 75 (20 5 v 8-7 units/week abstainers by the Office of Population Censuses and Surveys criteria, 16 by those of the general household survey, and 21 by self categorisation; only two thought they drank heavily. Forty two respondents said they had decreased their alcohol intake since they were 60, but 12 had increased it. The CAGE questionnaire classified 17 patients as having problems related to alcohol (11 men (23%), six women (11%)). Patients classified as being alcohol dependent drank 38-0 (SD 27 0) units/week compared with 12-3 (6 3) units/week for those not dependent on alcohol (p<0O02).
