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Abstract
To bridge the gap between the capabilities
of the state-of-the-art in factoid question an-
swering (QA) and what users ask, we need
large datasets of real user questions that cap-
ture the various question phenomena users are
interested in, and the diverse ways in which
these questions are formulated. We introduce
ComQA, a large dataset of real user questions
that exhibit different challenging aspects such
as compositionality, temporal reasoning, and
comparisons. ComQA questions come from
the WikiAnswers community QA platform,
which typically contains questions that are not
satisfactorily answerable by existing search
engine technology. Through a large crowd-
sourcing effort, we clean the question dataset,
group questions into paraphrase clusters, and
annotate clusters with their answers. ComQA
contains 11, 214 questions grouped into 4,834
paraphrase clusters. We detail the process of
constructing ComQA, including the measures
taken to ensure its high quality while mak-
ing effective use of crowdsourcing. We also
present an extensive analysis of the dataset and
the results achieved by state-of-the-art systems
on ComQA, demonstrating that our dataset
can be a driver of future research on QA.
1 Introduction
Factoid QA is the task of answering natural lan-
guage questions whose answer is one or a small
number of entities (Voorhees and Tice, 2000). To
advance research in QA in a manner consistent
with the needs of end users, it is important to
have access to datasets that reflect real user infor-
mation needs by covering various question phe-
nomena and the wide lexical and syntactic vari-
ety in expressing these information needs. The
1The main part of this work was carried out when the au-
thor was at the Max Planck Institute for Informatics.
A: [https://en.wikipedia.org/wiki/cairo]
Q: “largest city located along the Nile river?”
Q: “largest city by the Nile river?”
Q: “What is the largest city in Africa that is on the banks of the 
       Nile river?”
Cluster 2 comparison
Q: “Who was the Britain’s leader during WW1?”
Q: “Who ran Britain during WW1?”
Q: “Who was the leader of Britain during World War One?”
Cluster 1
A: [https://en.wikipedia.org/wiki/h._h._asquith, 
      https://en.wikipedia.org/wiki/david_lloyd_george] 
temporal
Q: “John Travolta and Jamie Lee Curtis acted in this film?”
Q: “Jamie Lee Curtis and John Travolta played together in this
      movie?”
Q: “John Travolta and Jamie Lee Curtis were actors in this
      film?”
Cluster 3
A: [https://en.wikipedia.org/wiki/perfect_(film)
compositional
Q: “Who is the first human landed in Mars?”
Q: “Who was the first human being on Mars?”
Q: “first human in Mars?”
Cluster 4
A: []
empty answer
Figure 1: ComQA paraphrase clusters covering a range
of question aspects e.g., temporal and compositional
questions, with lexical and syntactic diversity.
benchmarks should be large enough to facilitate
the use of data-hungry machine learning methods.
In this paper, we present ComQA, a large dataset
of 11,214 real user questions collected from the
WikiAnswers community QA website. As shown
in Figure 1, the dataset contains various question
phenomena. ComQA questions are grouped into
4,834 paraphrase clusters through a large-scale
crowdsourcing effort, which capture lexical and
syntactic variety. Crowdsourcing is also used to
pair paraphrase clusters with answers to serve as
a supervision signal for training and as a basis for
evaluation.
Table 1 contrasts ComQA with publicly avail-
able QA datasets. The foremost issue that ComQA
tackles is ensuring research is driven by informa-
tion needs formulated by real users. Most large-
scale datasets resort to highly-templatic syntheti-
cally generated natural language questions (Bor-
des et al., 2015; Cai and Yates, 2013; Su et al.,
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Dataset Large scale (> 5K) Real Information Needs Complex Questions Question Paraphrases
ComQA (This paper) 3 3 3 3
Free917 (Cai and Yates, 2013) 7 7 7 7
WebQuestions (Berant et al., 2013) 3 3 7 7
SimpleQuestions (Bordes et al., 2015) 3 7 7 7
QALD (Usbeck et al., 2017) 7 7 3 7
LC-QuAD (Trivedi et al., 2017) 3 7 3 7
ComplexQuestions (Bao et al., 2016) 7 3 3 7
GraphQuestions (Su et al., 2016) 3 7 3 3
ComplexWebQuestions (Talmor and Berant, 2018) 3 7 3 7
TREC (Voorhees and Tice, 2000) 7 3 3 7
Table 1: Comparison of ComQA with existing QA datasets over various dimensions.
2016; Talmor and Berant, 2018; Trivedi et al.,
2017). Other datasets utilize search engine logs
to collect their questions (Berant et al., 2013),
which creates a bias towards simpler questions
that search engines can already answer reasonably
well. In contrast, ComQA questions come from
WikiAnswers, a community QA website where
users pose questions to be answered by other
users. This is often a reflection of the fact that such
questions are beyond the capabilities of commer-
cial search engines and QA systems. Questions in
our dataset exhibit a wide range of interesting as-
pects such as the need for temporal reasoning (Fig-
ure 1, cluster 1), comparison (Figure 1, cluster 2),
compositionality (multiple subquestions with mul-
tiple entities and relations) (Figure 1, cluster 3),
and unanswerable questions (Figure 1, cluster 4).
ComQA is the result of a carefully designed
large-scale crowdsourcing effort to group ques-
tions into paraphrase clusters and pair them with
answers. Past work has demonstrated the bene-
fits of paraphrasing for QA (Abujabal et al., 2018;
Berant and Liang, 2014; Dong et al., 2017; Fader
et al., 2013). Motivated by this, we judiciously use
crowdsourcing to obtain clean paraphrase clusters
from WikiAnswers’ noisy ones, resulting in ones
like those shown in Figure 1, with both lexical and
syntactic variations. The only other dataset to pro-
vide such clusters is that of Su et al. (2016), but
that is based on synthetic information needs.
For answering, recent research has shown that
combining various resources for answering sig-
nificantly improves performance (Savenkov and
Agichtein, 2016; Sun et al., 2018; Xu et al., 2016).
Therefore, we do not pair ComQA with a specific
knowledge base (KB) or text corpus for answer-
ing. We call on the research community to in-
novate in combining different answering sources
to tackle ComQA and advance research in QA.
We use crowdsourcing to pair paraphrase clus-
ters with answers. ComQA answers are primar-
ily Wikipedia entity URLs. This has two motiva-
tions: (i) it builds on the example of search engines
that use Wikipedia entities as answers for entity-
centric queries (e.g., through knowledge cards),
and (ii) most modern KBs ground their entities
in Wikipedia. Wherever the answers are tempo-
ral or measurable quantities, we use TIMEX31 and
the International System of Units2 for normaliza-
tion. Providing canonical answers allows for bet-
ter comparison of different systems.
We present an extensive analysis of ComQA,
where we introduce the various question aspects
of the dataset. We also analyze the results of
running state-of-the-art QA systems on ComQA.
ComQA exposes major shortcomings in these sys-
tems, mainly related to their inability to handle
compositionality, time, and comparison. Our de-
tailed error analysis provides inspiration for av-
enues of future work to ensure that QA systems
meet the expectations of real users. To summarize,
in this paper we make the following contributions:
• We present a dataset of 11,214 real user ques-
tions collected from a community QA web-
site. The questions exhibit a range of aspects
that are important for users and challenging
for existing QA systems. Using crowdsourc-
ing, questions are grouped into 4,834 para-
phrase clusters that are annotated with an-
swers. ComQA is available at: http://qa.
mpi-inf.mpg.de/comqa.
• We present an extensive analysis and quantify
the various difficulties in ComQA. We also
present the results of state-of-the art QA sys-
tems on ComQA, and a detailed error analy-
sis.
1http://www.timeml.org
2https://en.wikipedia.org/wiki/SI
2 Related Work
There are two main variants of the factoid QA
task, with the distinction tied to the underlying an-
swering resources and the nature of answers. Tra-
ditionally, QA has been explored over large tex-
tual corpora (Cui et al., 2005; Harabagiu et al.,
2001, 2003; Ravichandran and Hovy, 2002; Sa-
quete et al., 2009) with answers being textual
phrases. Recently, it has been explored over large
structured resources such as KBs (Berant et al.,
2013; Unger et al., 2012), with answers being se-
mantic entities. Recent work demonstrated that
the two variants are complementary, and a com-
bination of the two results in the best perfor-
mance (Sun et al., 2018; Xu et al., 2016).
QA over textual corpora. QA has a long tra-
dition in IR and NLP, including benchmarking
tasks in TREC (Voorhees and Tice, 2000; Dietz
and Gamari, 2017) and CLEF (Magnini et al.,
2004; Herrera et al., 2004). This has predom-
inantly focused on retrieving answers from tex-
tual sources (Ferrucci, 2012; Harabagiu et al.,
2006; Prager et al., 2004; Saquete et al., 2004; Yin
et al., 2015). In IBM Watson (Ferrucci, 2012),
structured data played a role, but text was the
main source for answers. The TREC QA evalu-
ation series provide hundreds of questions to be
answered over documents, which have become
widely adopted benchmarks for answer sentence
selection (Wang and Nyberg, 2015). ComQA is
orders of magnitude larger than TREC QA.
Reading comprehension (RC) is a recently in-
troduced task, where the goal is to answer a ques-
tion from a given textual paragraph (Kocisky´ et al.,
2017; Lai et al., 2017; Rajpurkar et al., 2016;
Trischler et al., 2017; Yang et al., 2015). This set-
ting is different from factoid QA, where the goal is
to answer questions from a large repository of data
(be it textual or structured), and not a single para-
graph. A recent direction in RC is dealing with
unanswerable questions from the underlying data
(Rajpurkar et al., 2018). ComQA includes such
questions to allow tackling the same problem in
the context of factoid QA.
QA over KBs. Recent efforts have focused
on natural language questions as an interface for
KBs, where questions are translated to struc-
tured queries via semantic parsing (Bao et al.,
2016; Bast and Haussmann, 2015; Fader et al.,
2013; Mohammed et al., 2018; Reddy et al., 2014;
Yang et al., 2014; Yao and Durme, 2014; Yahya
et al., 2013). Over the past five years, many
datasets were introduced for this setting. How-
ever, as Table 1 shows, they are either small
in size (Free917, and ComplexQuestions), com-
posed of synthetically generated questions (Sim-
pleQuestions, GraphQuestions, LC-QuAD and
ComplexWebQuestions), or are structurally sim-
ple (WebQuestions). ComQA addresses these
shortcomings. Returning semantic entities as an-
swers allows users to further explore these entities
in various resources such as their Wikipedia pages,
Freebase entries, etc. It also allows QA systems to
tap into various interlinked resources for improve-
ment (e.g., to obtain better lexicons, or train bet-
ter NER systems). Because of this, ComQA pro-
vides semantically grounded reference answers in
Wikipedia (without committing to Wikipedia as an
answering resource). For numerical quantities and
dates, ComQA adopts the International System of
Units and TIMEX3 standards, respectively.
3 Overview
In this work, a factoid question is a question
whose answer is one or a small number of entities
or literal values (Voorhees and Tice, 2000) e.g.,
“Who were the secretaries of state under Barack
Obama?” and “When was Germany’s first post-
war chancellor born?”.
3.1 Questions in ComQA
A question in our dataset can exhibit one or more
of the following phenomena:
• Simple: questions about a single property of an
entity (e.g., “Where was Einstein born?”)
• Compositional: A question is compositional if
answering it requires answering more primitive
questions and combining these. These can be
intersection or nested questions. Intersection
questions are ones where two or more subques-
tions can be answered independently, and their
answers intersected (e.g., “Which films featur-
ing Tom Hanks did Spielberg direct?”). In
nested questions, the answer to one subquestion
is necessary to answer another (“Who were the
parents of the thirteenth president of the US?”).
• Temporal: These are questions that require
temporal reasoning for deriving the answer, be
it explicit (e.g., ‘in 1998’), implicit (e.g., ‘dur-
ing the WWI’), relative (e.g., ‘current’), or la-
tent (e.g. ‘Who is the US president?’). Tempo-
ral questions also include those whose answer
is an explicit temporal expression (“When did
Trenton become New Jersey’s capital?”).
• Comparison: We consider three types of com-
parison questions: comparatives (“Which rivers
in Europe are longer than the Rhine?”), su-
perlatives (“What is the population of the
largest city in Egypt?”), and ordinal questions
(“What was the name of Elvis’s first movie?”).
• Telegraphic (Joshi et al., 2014): These are
short questions formulated in an informal man-
ner similar to keyword queries (“First president
India?”). Systems that rely on linguistic analy-
sis often fail on such questions.
• Answer tuple: Where an answer is a tuple of
connected entities as opposed to a single entity
(“When and where did George H. Bush go to
college, and what did he study?”).
3.2 Answers in ComQA
Recent work has shown that the choice of an-
swering resource, or the combination of re-
sources significantly affects answering perfor-
mance (Savenkov and Agichtein, 2016; Sun et al.,
2018; Xu et al., 2016). Inspired by this, ComQA
is not tied to a specific resource for answer-
ing. To this end, answers in ComQA are primar-
ily Wikipedia URLs. This enables QA systems
to combine different answering resources which
are linked to Wikipedia (e.g., DBpedia, Freebase,
YAGO, Wikidata, etc). This also allows seamless
comparison across these QA systems. An answer
in ComQA can be:
• Entity: ComQA entities are grounded in
Wikipedia. However, Wikipedia is inevitably
incomplete, so answers that cannot be grounded
in Wikipedia are represented as plain text. For
example, the answer for “What is the name of
Kristen Stewart adopted brother?” is {Taylor
Stewart, Dana Stewart}.
• Literal value: Temporal answers follow the
TIMEX3 standard. For measurable quantities,
we follow the International System of Units.
• Empty: In the factoid setting, some questions
can be based on a false premise, and hence, are
unanswerable e.g., “Who was the first human
being on Mars?” (no human has been on Mars,
yet). The correct answer to such questions is
the empty set. Such questions allow systems to
cope with these cases. Recent work has started
looking at this problem (Rajpurkar et al., 2018).
4 Dataset Construction
Our goal is to collect factoid questions that repre-
sent real information needs and cover a range of
question aspects. Moreover, we want to have dif-
ferent paraphrases for each question. To this end,
we tap into the potential of community QA plat-
forms. Questions posed there represent real infor-
mation needs. Moreover, users of those platforms
provide (noisy) annotations around questions e.g.,
paraphrase clusters. In this work, we exploit the
annotations where users mark questions as dupli-
cates as a basis for paraphrase clusters, and clean
those. Concretely, we started with the WikiAn-
swers crawl by Fader et al. (2014). We obtained
ComQA from this crawl primarily through a large-
scale crowdsourcing effort, which we describe in
what follows.
The original resource curated by Fader et al.
contains 763M questions. Questions in the crawl
are grouped into 30M paraphrase clusters based on
feedback from WikiAnswers users. This cluster-
ing has a low accuracy (Fader et al., 2014). Ex-
tracting factoid questions and cleaning the clusters
are thus essential for a high-quality dataset.
4.1 Preprocessing of WikiAnswers
To remove non-factoid questions, we filtered
out questions that (i) start with ‘why’, or (ii)
contain words like (dis)similarities, differences,
(dis)advantages, etc. Questions matching these
filters are out of scope as they require a narra-
tive answer. We also removed questions with less
than three or more than twenty words, as we found
these to be typically noisy or non-factoid ques-
tions. This left us with about 21M questions be-
longing to 6.1M clusters.
To further focus on factoid questions, we au-
tomatically classified questions into one or more
of the following four classes: (1) temporal, (2)
comparison, (3) single entity, and (4) multi-entity
questions. We used SUTime (Chang and Man-
ning, 2012) to identify temporal questions and the
Stanford named entity recognizer (Finkel et al.,
2005) to detect named entities. We used part-of-
speech patterns to identify comparatives, superla-
tives, and ordinals. Clusters which did not have
questions belonging to any of the above classes
were discarded from further consideration. Al-
though these clusters contain false negatives e.g.,
“What official position did Mendeleev hold until
his death?” due to errors by the tagging tools,
“When did henry 7th oldest son die?”
“Henry VII of England second son?”
“Who was henry VII son?”
“Who was henry's vii sons?”
“Who was Henry vii's oldest son?”
“Who is king henry VII eldest son?”
“What was the name of Henry VII first son?”
“Who was henry vII eldest son?”
“What was henry's vii oldest son?”
“Who was the oldest son of Henry VII?”
Figure 2: A WikiAnswers cluster split into four clusters
by AMT Turkers.
most discarded questions are out-of-scope.
Manual inspection. We next applied the first
stage of human curation to the dataset. Each
WikiAnswers cluster was assigned to one of the
four classes above based on the majority label of
the questions within. We then randomly sampled
15K clusters from each of the four classes (60K
clusters in total with 482K questions) and sampled
a representative question from each of these clus-
ters at random (60K questions). We relied on the
assumption that questions within the same cluster
are semantically equivalent. These 60K questions
were manually examined by the authors and those
with unclear or non-factoid intent were removed
along with the cluster that contains them. We thus
ended up with 2.1K clusters with 13.7K questions.
4.2 Curating Paraphrase Clusters
We inspected a random subset of the 2.1K
WikiAnswers clusters and found that questions in
the same cluster are semantically related but not
necessarily equivalent, which is in line with ob-
servations in previous work (Fader et al., 2014).
Dong et al. (2017) reported that 45% of question
pairs were related rather than genuine paraphrases.
For example, Figure 2 shows 10 questions in the
same WikiAnswers cluster. Obtaining accurate
paraphrase clusters is crucial to any systems that
want to utilize them (Abujabal et al., 2018; Berant
and Liang, 2014; Dong et al., 2017). We therefore
utilized crowdsourcing to clean the Wikianswers
paraphrase clusters. We used Amazon Mechanical
Turk (AMT) to identify semantically equivalent
questions within a WikiAnswers cluster, thereby
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Figure 3: The distribution of questions in clusters.
obtaining cleaner clusters for ComQA. Once we
had the clean clusters, we set up a second AMT
task to collect answers for each ComQA cluster.
Task design. We had to ensure the simplicity
of the task to obtain high quality results. There-
fore, rather than giving workers a WikiAnswers
cluster and asking them to partition it into clus-
ters of paraphrases, we showed them pairs of ques-
tions from a cluster and asked them to make the
binary decision of whether the two questions are
paraphrases. To reduce potentially redundant an-
notations, we utilized the transitivity of the para-
phrase relationship. Given a WikiAnswers cluster
Q = {q1, ..., qn}, we proceed in rounds to form
ComQA clusters. In the first round, we collect
annotations for each pair (qi, qi+1). The major-
ity annotation among five annotators is taken. An
initial clustering is formed accordingly, with clus-
ters sharing the same question merged together (to
account for transitivity). This process continues it-
eratively until no new clusters can be formed from
Q.
Task statistics. We obtained annotations for
18,890 question pairs from 175 different work-
ers. Each pair was shown to five different work-
ers, with 65.7% of the pairs receiving unanimous
agreement, 21.4% receiving four agreements and
12.9% receiving three agreements. By design,
with five judges and binary annotations, no pair
can have less three agreements. This resulted in
questions being placed in paraphrase clusters, and
no questions were discarded at this stage. At the
end of this step, the original 2.1K WikiAnswers
clusters became 6.4K ComQA clusters with a total
of 13.7K questions. Figure 3 shows the distribu-
tion of questions in clusters.
To test whether relying on the transitivity of the
Property Example Percentage%
Compositional questions
Conjunction “What is the capital of the country whose northern border is Poland and Germany?” 17.67
Nested “When is Will Smith’s oldest son’s birthday?” 14.33
Temporal questions
Explicit time “Who was the winner of the World Series in 1994?” 4.00
Implicit time “Who was Britain’s leader during WW1?” 4.00
Temporal answer “When did Trenton become New Jersey’s capital?” 15.67
Comparison questions
Comparative “Who was the first US president to serve 2 terms?” 1.00
Superlative “What ocean does the longest river in the world flow into?” 14.33
Ordinal “When was Thomas Edisons first wife born?” 14.00
Question formulation
Telegraphic “Neyo first album?” 8.00
Entity distribution in questions
Zero entity “What public company has the most employees in the world?” 2.67
Single entity “Who is Brad Walst’s wife?” 75.67
Multi-entity “What country in South America lies between Brazil and Argentina?” 21.67
Other features
Answer tuple “Where was Peyton Manning born and what year was he born?” 2.00
Empty answer “Who was Calgary’s first woman mayor?” 3.67
Table 2: Results of the manual analysis of 300 questions. Note that properties are not mutually exclusive.
paraphrase relationship is suitable to reduce the
annotation effort, we asked annotators to annotate
1,100 random pairs (q1, q3), where we had already
received positive annotations for the pairs (q1, q2)
and (q2, q3) being paraphrases of each other. In
93.5% of the cases there was agreement. Addi-
tionally, as experts on the task, the authors manu-
ally assessed 600 pairs of questions, which serve
as honeypots. There was 96.6% agreement with
our annotations. An example result of this task is
shown in Figure 2, where Turkers split the original
WikiAnswers cluster into the four clusters shown.
4.3 Answering Questions
We were now in a position to obtain an answer
annotation for each of the 6.4K clean clusters.
Task design. To collect answers, we designed
another AMT task, where workers were shown
a representative question randomly drawn from a
cluster. Workers were asked to use the Web to find
answers and to provide the corresponding URLs
of Wikipedia entities. Due to the inevitable in-
completeness of Wikipedia, workers were asked to
provide the surface form of an answer entity if it
does not have a Wikipedia page. If the answer is a
full date, workers were asked to follow dd-mmm-
yyyy format. For measurable quantities, workers
were asked to provide units. We use TIMEX3
and the international system of units for normal-
izing temporal answers and measurable quantities
e.g., ‘12th century’ to 11XX. If no answer is found,
workers were asked to type in ‘no answer’.
Task statistics. Each representative question
was shown to three different workers. An answer
is deemed correct if it is common between at least
two workers. This resulted in 1.6K clusters (con-
taining 2.4K questions) with no agreed-upon an-
swers, which were dropped. For example, “Who
was the first democratically elected president of
Mexico?” is subjective. Other questions received
related answers e.g., “Who do the people in Iraq
worship?” with Allah, Islam and Mohamed as
answers from the three annotators. Other ques-
tions were underspecified e.g., “Who was elected
the vice president in 1796?”. At the end of the
task, we ended up with 4,834 clusters with 11,214
question-answer pairs, which form ComQA.
5 Dataset Analysis
In this section, we present a manual analysis
of 300 questions sampled at random from the
ComQA dataset. This analysis helps understand
the different aspects of our dataset. A summary of
the analysis is presented in Table 2.
Question categories. We categorized each
question as either simple or complex. A ques-
tion is complex if it belongs to one or more of the
compositional, temporal, or comparison classes.
56.33% of the questions were complex; 32% com-
positional, 23.67% temporal, and 29.33% contain
(a) Answer types (b) Question topics
Figure 4: Answer types and question topics on 300 an-
notated examples as word clouds.
comparison conditions. A question may contain
multiple conditions (“What country has the high-
est population in the year 2008?” with compari-
son and temporal conditions).
We also identified questions of telegraphic na-
ture e.g., “Julia Alvarez’s parents?”, with 8% of
our questions being telegraphic. Such questions
pose a challenge for systems that rely on linguistic
analysis of questions (Joshi et al., 2014).
We counted the number of named entities in
questions: 23.67% contain two or more entities,
reflecting their compositional nature, and 2.67%
contain no entities e.g., “What public company
has the most employees in the world?”. Such
questions can be hard as many methods assume
the existence of a pivot entity in a question.
Finally, 3.67% of the questions are unanswer-
able, e.g., “Who was the first human being on
Mars?”. Such questions incentivise QA systems
to return non-empty answers only when suitable.
In Table 3 we compare ComQA with other cur-
rent datasets based on real user information needs
over different question categories.
Answer types. We annotated each question
with the most fine-grained context-specific an-
swer type (Ziegler et al., 2017). Answers in
ComQA belong to a diverse set of types that range
from coarse (e.g., person) to fine (e.g., sports
manager). Types also include literals such as
number and date. Figure 4(a) shows answer types
of the 300 annotated examples as a word cloud.
Question topics. We annotated questions with
topics to which they belong (e.g., geography,
movies, sports). These are shown in Figure 4(b),
and demonstrate the topical diversity of ComQA.
Question length. Questions in ComQA are
fairly long, with a mean length of 7.73 words, in-
dicating the compositional nature of questions.
6 Experiments
In this section we present experimental results
for running ComQA through state-of-the-art QA
systems. Our experiments show that these sys-
tems achieve humble performance on ComQA.
Through a detailed analysis, this performance can
be attributed to systematic shortcomings in han-
dling various question aspects in ComQA.
6.1 Experimental Setup
Splits. We partition ComQA into a random
train/dev/test split of 70/10/20% with 7,850, 1,121
and 2,243 questions, respectively.
Metrics. We follow the community’s standard
evaluation metrics: we compute average precision,
recall, and F1 scores across all test questions. For
unanswerable questions whose correct answer is
the empty set, we define precision and recall to
be 1 for a system that returns an empty set, and 0
otherwise (Rajpurkar et al., 2018).
6.2 Baselines
We evaluated two categories of QA systems that
differ in the underlying answering resource: ei-
ther KBs or textual extractions. We ran the fol-
lowing systems: (i) Abujabal et al. (2017), which
automatically generates templates using question-
answer pairs; (ii) Bast and Haussmann (2015),
which instantiates hand-crafted query templates
followed by query ranking; (iii) Berant and
Liang (2015), which relies on agenda-based
parsing and imitation learning; (iv) Berant et
al. (2013), which uses rules to build queries from
questions; and (v) Fader et al. (2013), which maps
questions to queries over open vocabulary facts ex-
tracted from Web documents. Note that our inten-
tion is not to assess the quality of these systems,
but to assess how challenging ComQA is.
The systems were trained with ComQA data.
All systems were run over the data sources for
which they were designed. The first four base-
lines are over Freebase. We therefore mapped
ComQA answers (Wikipedia entities) to the cor-
responding Freebase names using the information
stored with entities in Freebase. We observe that
the Wikipedia answer entities have no counterpart
in Freebase for 7% of the ComQA questions. This
suggests an oracle F1 score of 93.0. For Fader
et al. (2013), which is over web extractions, we
mapped Wikipedia URLs to their titles.
Dataset Size Compositional Temporal Comparison Telegraphic Empty Answer
ComQA 11, 214 32% 24% 30% 8% 4%
WebQuestions (Berant et al., 2013) 5, 810 2% 7% 2% 0% 0%
ComplexQuestions (Bao et al., 2016) 2, 100 39% 34% 9% 0% 0%
Table 3: Comparison of ComQA with existing datasets over various phenomena. We manually annotated 100
random questions from each dataset.
Avg. Prec Avg. Rec Avg. F1
Abujabal et al. (2017) 21.2 38.4 22.4
Bast and Haussmann (2015) 20.7 37.6 21.6
Berant and Liang (2015) 10.7 15.4 10.6
Berant et al. (2013) 13.7 20.1 12.0
Fader et al. (2013) 7.22 6.59 6.73
Table 4: Results of baselines on ComQA test set.
WebQuestions Free917 ComQA
F1 Accuracy F1
Abujabal et al. (2017) 51.0 78.6 22.4
Bast and Haussmann (2015) 49.4 76.4 21.6
Berant and Liang (2015) 49.7 − 10.6
Berant et al. (2013) 35.7 62.0 12.0
Table 5: Results of baselines on different datasets.
6.3 Results
Table 4 shows the performance of the baselines on
the ComQA test set. Overall, the systems achieved
poor performance, suggesting that current meth-
ods cannot handle the complexity of our dataset,
and that new models for QA are needed. Table 5
compares the performance of the systems on dif-
ferent datasets (Free917 uses accuracy as a quality
metric). For example, while Abujabal et al. (2017)
achieved an F1 score of 51.0 on WebQuestions, it
achieved 22.4 on ComQA.
The performance of Fader et al. (2013) is worse
than the others due to the incompleteness of
its underlying extractions and the complexity of
ComQA questions that require higher-order rela-
tions and reasoning. However, the system an-
swered some complex questions, which KB-QA
systems failed to answer. For example, it an-
swered “What is the highest mountain in the state
of Washington?”. The answer to such a question
is more readily available in Web text, compared
to a KB, where more sophisticated reasoning is
required to handle the superlative. However, a
slightly modified question such as “What is the
fourth highest mountain in the state of Washing-
ton?” is unlikely to be found in text, but be an-
swered using KBs with the appropriate reasoning.
Both examples above demonstrate the benefits of
combining text and structured resources.
6.4 Error Analysis
For the two best performing systems on ComQA,
QUINT (Abujabal et al., 2017) and AQQU (Bast
and Haussmann, 2015), we manually inspected
100 questions on which they failed. We classi-
fied failure sources into four categories: compo-
sitionality, temporal, comparison or NER. Table 6
shows the distribution of these failure sources.
Compositionality. Neither system could han-
dle the compositional nature of questions. For ex-
ample, they returned the father of Julius Caesar as
an answer for “What did Julius Caesar’s father
work as?”, while, the question requires another
KB predicate that connects the father to his pro-
fession. For “John Travolta and Jamie Lee Cur-
tis starred in this movie?”, both systems returned
movies with Jamie Lee Curtis, ignoring the con-
straint that John Travolta should also appear in
them. Properly answering multi-relation questions
over KBs remains an open problem.
Temporal. Our analysis reveals that both sys-
tems fail to capture temporal constraints in ques-
tions, be it explicit or implicit. For “Who won
the Oscar for Best Actress in 1986?”, they re-
turned all winners and ignored the temporal re-
striction from ‘in 1986’. Implicit temporal con-
straints like named events (e.g., ‘Vietnam war’ in
“Who was the president of the US during Vietnam
war?”) pose a challenge to current methods. Such
constraints need to be detected first and normal-
ized to a canonical time interval (November 1st,
1955 to April 30th, 1975, for the Vietnam war).
Then, systems need to compare the terms of the
US presidents with the above interval to account
for the temporal relation of ‘during’. While de-
tecting explicit time expressions can be done rea-
sonably well using existing time taggers (Chang
and Manning, 2012), identifying implicit ones is
difficult. Furthermore, retrieving the correct tem-
poral scopes of entities in questions (e.g., the terms
of the US presidents) is hard due to the large num-
ber of temporal KB predicates associated with en-
tities.
Comparison. Both systems perform poorly
on comparison questions, which is expected since
they were not designed to address those. To the
best of our knowledge, no existing KB-QA sys-
tem can handle comparison questions. Note that
our goal is not to assess the quality the of current
methods, but to highlight that these methods miss
categories of questions that are important to real
users. For “What is the first film Julie Andrews
made?” and “What is the largest city in the state
of Washington?”, both systems returned the list of
Julie Andrews’s films and the list of Washington’s
cities, for the first and the second questions, re-
spectively. While the first question requires the
attribute of filmReleasedIn to order by, the sec-
ond needs the attribute of hasArea. Identifying the
correct attribute to order by as well as determining
the order direction (ascending for the first and de-
scending for the second) is challenging and out of
scope for current methods.
NER. NER errors come from false negatives,
where entities are not detected. For example, in
“On what date did the Mexican Revolution end?”
QUINT identified ‘Mexican’ rather than ‘Mexican
Revolution’ as an entity. For “What is the first real
movie that was produced in 1903?”, which does
not ask about a specific entity, QUINT could not
generate SPARQL queries. Existing QA methods
expect a pivotal entity in a question, which is not
always the case.
Note that while baseline systems achieved low
precision, they achieved higher recall (21.2 vs 38.4
for QUINT, respectively) (Table 4). This reflects
the fact that these systems often cannot cope with
the full complexity of ComQA questions, and in-
stead end up evaluating underconstrained interpre-
tations of the question.
To conclude, current methods can handle sim-
ple questions very well, but struggle with com-
plex questions that involve multiple conditions on
different entities or need to join the results from
sub-questions. Handling such complex questions,
however, is important if we are to satisfy informa-
tion needs expressed by real users.
7 Conclusion
We presented ComQA, a dataset for QA that har-
nesses a community QA platform, reflecting ques-
Category QUINT AQQU
Compositionality error 39% 43%
Missing comparison 31% 26%
Missing temporal constraint 19% 22%
NER error 11% 9%
Table 6: Distribution of failure sources on ComQA
questions on which QUINT and AQQU failed.
tions asked by real users. ComQA contains 11,214
question-answer pairs, with questions grouped
into paraphrase clusters through crowdsourcing.
Questions exhibit different aspects that current QA
systems struggle with. ComQA is a challenging
dataset that is aimed at driving future research on
QA, to match the needs of real users.
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