Decision Making Trial and Evaluation Laboratory method of Multi-Criteria Decision Making has been being used very widely in many management studies (like Operation Management) to identify causal relationships among factors and draw attention to valuable insight for decision making. The scope of this system has reached the manufacturing industry, social activities, farming, financial system, environmental science, energy, and other areas, and has solved numerous practical problems. However, the author has found that the results are misleading as and when it is applied with global (or overall) consideration or even elements/category of unequal weights. To show the serious differences in the results misguiding decision-makers, an example has been demonstrated in this study. Result of the Decision Making Trial and Evaluation Laboratory from global calculation can be corrected if the calculation and analysis are done based on distinct elements (cluster wise). Grading success or failure factors as per distinct elements of a system and integrating them as per criticality found at the element level, is an added methodology to the existing knowledge of using Decision Making Trial and Evaluation Laboratory. With another example from the previous study, the new approach is justified as well. This new approach will help to find critical factors in a truly holistic way and implement any principles, policies, or system more confidently.
Introduction
Researchers who study social science topics usually depend on statistics as a major analytical tool and seek to generalize from sample data collected from a population. The fundamental assumptions of the statistical approach, such as the assumed probabilistic distributions of data sets and the independence of variables, are unrealistic and unsuitable for certain real-world problems with complex and interrelated variables, attributes, and criteria (Liou & Tzeng, 2012) . Here comes Multi-Criteria Decision Making (MCDM) study which is aimed at solving a predefined problem; therefore, more emphasis is placed on constructing models that may be close to the preference of decision-maker FGIC2019 (DM), and yield ideal or satisfactory guidance for decisions. In statistical methods and models, such as regressions, the effect of random errors is assumed to be generated independently from a normal distribution with zero mean and a specific variation. But the assumption for the probabilistic distribution of the effect of random errors is neither identifiable nor examinable (Berk & Freeman, 2003) ; however, it has certain effects on the obtained regression model (Tzeng & Shen, 2017) . Hence researchers prefer MCDM method to solve practical problems.
Also, a research project based on statistics attempts to generalize its models to support its hypotheses and theories; consequently, such projects must collect data samples that are sufficiently large to be representative for the assumed population, which can only provide averaged numbers (Spronk et al., 2005 ) from the sample data.
Such averaged results can describe or explain the relationships among the explanatory and response variables. By contrast, MCDM studies often address a predefined case in which DMs attempt to select the optimal decision (ranking or resource allocation).
MCDM approach also avoids questionable probabilistic assumptions and seeks to solve problems. Again, the statistical approach tends to collect questionnaires from all available employees or shareholders to determine the average opinion; but the MCDM approach would query the preferences, knowledge, and experience of the managers of the company to devise an optimal strategy. Thus, the statistical approach puts more emphasis on examining the relationships among the variables for theoretical purposes, whereas the MCDM approach focuses on supporting DMs who must solve complicated decision problems in practice (Tzeng & Shen, 2017) . Hence for the study of ranking success factors, enablers, or barriers based on experts' judgment, MCDM is preferable to statistical analysis tools and models.
Following Hwang and Yoon (1981) , MCDM problems can be categorized into two subfields: "Multiple Attribute Decision-making" (MADM) and "Multiple Objective Decisionmaking" (MODM). MADM is concerned with ranking or selecting by weighing up predetermined alternatives, and MODM is aimed at identifying the most favorable outcome by searching for a competent frontier within a solution space under the given constraints.
Most conventional MCDM research comprises these two subfields of MADM and MODM (Köksalan et al., 2011) . MADM methods are mainly devised for evaluations. By contrast, MODM is more suitable for designing or planning by optimizing the allocation of limited resources.
While discussing on multi-criteria problems, Sivakumar et al. (2018) stated that criteria interaction is principal of two categories, namely, "criteria dependency and criteria interactivity." Again, criteria dependency is subdivided into three types, namely, "structural 
Problem Statement
"Most decision-making methods assume independence between the criteria of a decision and the alternatives of that decision, or simply among the criteria or the alternatives themselves. However, assuming independence among criteria/variables is too strict about overcoming the problem of dependent criteria. Therefore, some papers have discussed ways to overcome this problem. The DEMATEL method is used to detect complex relationships and build the IRM of relations among criteria. The methodology can confirm interdependence among variables/criteria and restrict the relations that reflect characteristics within an essential systemic and developmental trend" (Yang et al., 2008) . However, the problem in DEMATEL may arise when some factors under a categorical element of a system like lean manufacturing, sustainable supply chain, etc. do not appear influencing other factors higher and these less influential factors are omitted as non-critical. To ensure the system works properly or even implemented effectively in the first place, all elements need to be well set in place. Especially, if the element is a distinct integral part of the system, it needs to be ensured to establish.
Hence the factors related to that specific element requires pairwise comparison for critical. Otherwise, the system is not completely addressed and subsequently, may fail as a whole. Commonly, impact relations of some factors may not be in the higher rank in overall implementation, but for a specific element of a specific principle, they can be highly influential. Therefore, segregating factors as per elements of a management system; analyzing and identifying critical factors for all the elements separately, and then compiling them as per criticality found at the element level, is required to add to the existing knowledge of DEMATEL methodology. 
Dematel Method
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Step 1: "Gather experts' opinion and calculate the average matrix Z"
Step 2: Calculate "the normalized initial direct-relation matrix D"
Step 3: Derive "the total relation matrix T"
Step 4: Calculate "the sums of rows and columns of matrix T"
Step 5: Set "the threshold value (α)"
Step 6: Build a cause and effect relationship diagram
Is the cause & effect diagram acceptable?
The final cause and effect relations 
Where
Step 3: The "total-influence matrix T" is obtained by utilizing Equation 3 
Step 4: In matrix T, the vectors r and c represent the sum of rows and the sum of columns, respectively: Step 5: "Set a threshold value and obtain the IRM. Setting a threshold value α to filter the minor effects denoted by the factors of matrix T is necessary to isolate the relation structure of the factors. Based on the matrix T, each factor t of matrix T provides information about how to factor i affects factor j. In practice, if all the information from matrix T converts to the IRM, the map would be too complex to show the necessary information for decision making. In order to reduce the complexity of the IRM, the decision-maker sets a threshold value for the influence level: only factors 
Calculation and Analysis
Let us assume, Z matrix by applying Table 2 given below: Table 3 and Table 4 :
Finally, following step 5, three IRMs can be drawn as given in Figure 3 below:
Results and Discussion
If the global (or overall) IMR is followed, the factors F5 and F7 are the most critical factors; also, factor F4 can be considered as it is very close to average r+c value. However, the IRMs of components PH and MH are showing that in addition to factors F4, F5 and F7; factor F2 is very critical for PH and subsequently for health as we can not ignore PH.
To be perfectly decided, the factors F6 from IRM of PH and F8 from IRM of MH should be considered as quite critical; but in IRM of health, although factors F8 and F9 are in Q2 and far from the average r+c; factor F6 is in Q3 which is quite deceiving. Thus it is proved that to get reliable results from DEMATEL; factors need to be evaluated separately/independently for each part or element of the objective and then combine for a complete real set of critical factors.
This result can also be justified from previous researches. For example, researchers Chain Management" (SSCM) and then using DEMATEL, found nine critical barriers as given below: Table 5 : Barriers for SSCM. Surprisingly, "Lack of funds for sustainable supply chain practices (F3)" did not come out as critical, especially, for a country like Bangladesh, a poor (Sultana & Mallick, 2015) and the most densely populated (Ipe, 1995; Islam, 2009) 
Conclusion
DEMATEL is sensitive to data uncertainty. If "combined grey-based DEMATEL" (Moktadir et al., 2018 ) is used, such uncertainty is overcome. However, to take correct decisions, the DEMATEL analysis must be used for clusters of distinct components or elements of any system to emerge all critical factors and merge them to avoid any factors lost in the overall competition. Some factors may not be in the higher rank in overall implementation, but for a specific element of a specific element, they can be highly influential. The results may vary in a higher amount when a bigger number of any data
