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Wave propagation is studied in a sufficiently anisotropic random medium that backscattering
along one direction can be neglected. A Fokker-Planck equation is derived the solution to which
would provide a complete statistical description of such directed waves. The Fokker-Planck equation
is mapped onto an su(1,1) ferromagnet and its symmetries are identified. Using the symmetries
asymptotic wave function distributions are computed and used to show that directed wave functions
fill space uniformly and do not have multifractal character.
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Much progress has been achieved in the study of wave
propagation in random media by the infusion of scal-
ing ideas from statistical mechanics and critical phenom-
ena. Dirty electronic systems are the best studied ex-
ample [1,2]. They are now known to exhibit a variety
of phases and transitions, many of which remain poorly
understood. Recently there has been interest in the ap-
plication of multifractal analysis to these problems [2].
Fractals are complex geometric forms that exhibit self-
similarity under magnification [3]. Multifractals are still
more complex objects which need an infinite set of expo-
nents to characterise their self-similar scaling rather than
the single exponent that suffices for an ordinary fractal
[4]. These ideas will be expressed precisely below; no
previous background in multifractal analysis is needed to
read this paper.
In statistical mechanics the typical configuration of a
disordered spin-system at a critical point is complicated
and for certain models can be shown to exhibit multi-
fractal scaling [5]. The purpose of such an analysis is to
provide a characterisation of the critical point in terms of
multifractal exponents that supplement the conventional
universal exponents of critical phenomena [6]. Dirty elec-
tronic wave functions have also been studied from this
perspective. For example, extensive numerical simula-
tions indicate that the wave functions of a quantum Hall
system are multifractal at the critical point that sep-
arates two Hall resistance plateaus [2]. Calculation of
multifractal exponents requires detailed statistical infor-
mation about the wave functions and analytic results are
therefore difficult to obtain. With few exceptions [7],
multifractal analysis for dirty electronic systems is there-
fore carried out via numerical simulation. In this Letter
we report multifractal analysis of directed wave propaga-
tion through a random medium. This problem has been
investigated by the authors of ref [8] who claimed numer-
ical evidence of multifractal scaling.
The directed wave model is very rich in physical ap-
plications. It applies whenever waves propagate in a suf-
ficiently anisotropic medium that backscattering in one
direction can be neglected [9,10]. An experimental real-
ization [11–13] that has attracted much attention recently
[14–20] (and refs therein) is the surface of a quantum Hall
multilayer. Studies of directed waves have a long history
due to the equivalence of this problem to time-dependent
wave propagation in a noisy environment [21,8]. More-
over a recent model for stress propagation in granular
materials [22] is identical to lattice models of directed
waves [23]. Still another motivation for studying the di-
rected wave model has been its formal similarity to the
directed polymer problem [24] (for an illuminating dis-
cussion of this viewpoint see, for example, ref [23]).
Previous analytic work on directed waves has focussed
on calculation of low-order correlations of the wave func-
tions (needed, for example, to calculate observables such
as the disorder averaged conductance of a quantum Hall
multilayer). Here it is neccessary to analyse the full prob-
ability distribution of the wavefunctions. Our method is
to derive a Fokker-Planck equation that governs the evo-
lution of the probability distribution. This equation has
an su(1,1) symmetry that can be exploited to obtain the
asymptotic probability distribution which reveals that di-
rected waves fill space quite uniformly and therefore do
not change appearance under magnification. Thus, con-
trary to previous numerical work, we are able to show
exactly that directed wavefunctions do not have a mul-
tifractal character. The asymptotic wave function distri-
bution (eq 3 below) is the directed wave analogue of a
result derived several years ago for directed polymers in
one-dimension by Huse et al. [27].
We shall take directed waves at a fixed frequency to
evolve according to (see for example, [17,18])
− i ∂
∂x
ψn(x) + tn(x)ψn+1(x) + t
∗
n−1(x)ψn−1(x) = 0.
(1)
Backscattering is neglected along the x−direction. The
transverse direction is taken to be discrete and the system
is assumed to be of finite size, N , in this direction (with
periodic boundary conditions). The anisotropic and di-
1
rectional nature of eq (1) is reflected in the fact that it is
of first order in the x−direction whereas it is of second
order in the transverse direction. Disorder is incorpo-
rated by taking the hopping terms tn(x) to be random
with statistics given below. Other models have been con-
sidered in the literature. They are either equivalent to
eq (1) or are believed to have the same qualitative be-
haviour [26]. The problem posed is the following: The
wavefunction is specified for a fixed value of x; it is then
evolved in the x−direction according to eq (1). For def-
initeness, it may be supposed that the wavefunction is
localized at n = 0 at x = 0. Thus ψn(x = 0) = δn,0.
Each disorder realization will produce a different wave
function at a larger value of x > 0. We are interested in
P (an, x), the probability density that at a fixed x > 0
the wave function is ψn(x) = an.
Our problem resembles the problem of Brownian mo-
tion, in which a heavily damped particle is subject to a
noisy environment. Standard methods exist in the theory
of Brownian motion to convert the stochastic equation
of motion (called the Langevin equation) into the corre-
sponding Fokker-Planck equation which governs the time
evolution of the probability density of the particle posi-
tion [28]. These methods may be applied to obtain the
Fokker-Planck equation corresponding to eq (1)
−∂P (an, x)/∂x = HP ;
H = D
∑
α,m
aαm
∂
∂aαm
−D
4
∑
α,β,m
[
(aαm+1)
2 ∂
2
∂aβm
2 + (a
α
m)
2 ∂
2
∂aβm+1
2
]
+
D
2
∑
α,β,m
aαm
∂
∂aαm
aβm+1
∂
∂aβm+1
−D
2
∑
α,β,ρ,ν,m
ǫα,βǫρ,νa
α
m
∂
∂aβm
aρm+1
∂
∂aνm+1
(2)
where the Greek letters represent either 1 or 2. Here
we have refined our notation to write a1 = real part
of the wave function and a2 = imaginary part. Like-
wise t1 and t2 denote the real and imaginary parts of
the hopping term. In deriving eq (2) it was assumed
that the hopping is a Gaussian white noise process with
zero mean and variance given by [tαn(x)t
β
m(x
′)]ens =
(D/2)δα,βδn,mδ(x− x′). [. . .]ens denotes an average over
the ensemble of disorder realizations. Given an initial
wavefunction, ψn(x = 0), the Fokker Planck eq (2) in
principle allows calculation of the complete probability
distribution of the wave function, P (a, x) for larger val-
ues of x. In practice, this may appear difficult because
eq (2) is a partial differential equation in a large number
(2N+1) of variables. However it will be seen that eq (2)
has a number of helpful symmetries.
First note that stationary solutions to the Fokker
Planck equation must be radial. It is easy to verify
by substitution that if P is radial (a function only of∑
n,α(a
α
n)
2 and possibly x) then ∂P/∂x = 0 showing that
radial solutions are stationary. The converse, that sta-
tionary solutions must be radial, is also true and will be
shown below. It is a consequence of an su(1,1) symmetry
of the Fokker-Planck equation to which we shall return.
A second useful property of eq (2) follows from prob-
ability conservation. By direct substitution into the
wave eq (1), it can be shown that the total probabil-
ity
∑
n,α(ψ
α
n )
2 does not change with x for any disorder
realization. Consequently if we solve the Fokker-Planck
equation subject to the initial condition that the system
begins with some definite normalized wave function, P
must live on the unit sphere in a−space. In other words,
P vanishes unless
∑
n,α(a
α
n)
2 = 1.
The only stationary distribution consistent with prob-
ability conservation is a uniform distribution on the unit
sphere in a−space. Thus the large x asymptotic distri-
bution is uniquely determined to be
P (a,∞) = 1
A
δ(
∑
n,α
(aαn)
2 − 1). (3)
Here A is a constant fixed by the normalization condition∫ ∏
n,α da
α
nP (a,∞) = 1. The physical content of eq (3)
is that directed wave functions are completely random-
ized after propagating a large distance; however they re-
main normalized. Precisely the same distribution arises
in connection with the distribution of matrix elements
of correlated random matrices [29]; thus techniques for
averaging over such distributions are well developed.
Multifractal characterization of the directed wave func-
tions begins with calculation of the exponents ζ(q) which
are defined via [8]
[
∑
n
(
∑
α
|ψαn |2)q]ens ∼ N ζ(q). (4)
The generalized fractal dimensions D(q) are related to
these exponents by ζ(q) ≡ (1 − q)D(q). For q = 2, the
left hand side of eq (4) is the inverse of the participation
ratio which has long been studied in connection with dis-
ordered electronic systems [30]. Roughly it measures the
number of sites on which the wave function has a sub-
stantial weight. Eq (4) shows that ζ(q) characterizes the
growth of generalized inverse participation ratios with
system size. Evidently ζ(0) = 1 and ζ(1) = 0 (by nor-
malization). To calculate the multifractal dimensions for
other values of q, it is neccessary to average the inverse
participation ratios over the wave function distribution
in eq (3).
Evaluation of the necessary integrals is facilitated by a
trick given in ref [29]. For illustration consider the nor-
malization integral A =
∫
daδ(a2 − 1). Here for brevity∏
n,α da
α
n is written as da;
∑
n,α(a
α
n)
2 as a2; and in-
dices are suppressed everywhere. Rescale by introducing
2
b = a
√
r and find rN−1A =
∫
dbδ(b2 − r). If both sides
are multiplied by e−r and integrated over the rescaling
factor r from zero to infinity, the remaining b integrals
become straightforward gaussians and the final result is
A = πN/Γ(N). The other integrals can be evaluated in
a similar fashion to yield
[
∑
n
(
∑
α
|ψαn |2)q]ens =
Γ(N + 1)Γ(q + 1)
Γ(N + q)
≃ Γ(q + 1)N1−q.
(5)
The last approximate equality holds for large N . Com-
paring eq (4) and (5) we see that ζ(q) = 1 − q (which
implies D(q) = 1). This is precisely the scaling expected
of an object that is not multifractal.
To make contact with previous numerical work [8] it
is neccessary to calculate the g(β) spectrum which is
defined as follows [4,8]: Let w be the weight (modu-
lus square of the wave function) on a particular site.
β is a logarithmic measure of the weight defined as
β ≡ lnw/ lnN . Assemble a histogram of β values by
drawing from the ensemble of disorder realisations and
let ΠN (β
′)dβ represent the frequency with which β lies
between β′ and β′+dβ in a system withN sites. For large
N it is expected that ΠN (β) ∼ Ng(β) which defines g(β).
To calculate g(β) it is helpful to first evaluate P (w)dw,
the probability that the weight on a particular site lies
between w and w + dw, obtained by integrating the dis-
tribution in eq (3) over all sites except one. For large
N the result is P (w) = N exp(−Nw). Straightforward
substitution into the definition above then yields
g(β) = 2 + β (6)
for β < −1. Note g(β) > 0 over the range −2 < β < −1.
In ref [8] the g(β) spectrum is calculated numerically
and found to have support on the interval −1.97 < β <
−0.88. The authors of ref [8] assert (incorrectly) that if
g(β) has support over a range away from β = −1, it nec-
cessarily implies multifractal scaling. This is the primary
basis for their claim of multifractal scaling as the actual
deviation from ordinary scaling they infer is very small:
ζ(q) (numerical) = 1− q+3.6× 10−3q2. The asymptotic
distribution derived here, eq (3), explicitly shows both
ordinary scaling and a spectrum, g(β), with an extended
support away from β = −1. Moreover the form of g(β)
we obtain, eq (6), provides a good fit to the numerical
data (fig 3 of ref [8]). Hence we believe that the numerical
data of ref [8] are in fact consistent with our conclusion
that directed waves are not multifractal.
To complete the analysis we must now return to the
Fokker-Planck equation and show that all stationary so-
lutions are radial. Note that eq (2) has the appearance
of an imaginary time Schro¨dinger equation. From this
point of view P (a, x) is the wave function and we are in-
terested in the multiplet of eigenfunctions of the “Hamil-
tonian”, H, with eigenvalue zero. It is useful to express
H in second quantized language by introducing harmonic
oscillator ladder operators
bαn =
1√
2
(
aαn +
∂
∂aαn
)
; (bαn)
† =
1√
2
(
aαn −
∂
∂aαn
)
; (7)
which obey the bosonic commutation relations [bαn, b
β†
m ] =
δαβδnm and [b
α
n, b
β
m] = 0. In this language the Hamilto-
nian is given by
H = D
2
∑
n
[
2
∑
α
bαn
†bαn +
∑
α,β
bαn
†bαnb
β
n+1
†
bβn+1
−1
2
∑
α,β
(bαn
†bαn
†bβn+1b
β
n+1 + b
α
nb
α
nb
β
n+1
†
bβn+1
†
)
+
∑
α,β,ρ,ν
ǫα,βǫρ,νb
α
n
†bβnb
ρ
n+1
†
bνn+1
]
(8)
Thus the Fokker-Planck equation is seen to be equivalent
to an interacting boson problem.
The symmetry of the Hamiltonian is revealed by con-
sidering the algebra of the bosonic bilinear terms out
of which it is built. Define K+n ≡ 12
∑
α b
α
n
†bαn
†, K−n ≡
1
2
∑
α b
α
nb
α
n, K
z
n ≡ 12 (b1n
†
b1n + b
2
nb
2
n
†
) and Mn ≡ i(b1n†b2n −
b2n
†
b1n). These operators obey
[K+,K−] = −2Kz; [Kz,K±] = ±K± (9)
and M commutes with all the K’s. In writing eq (9),
the site indices have been suppressed for clarity. These
commutation relations apply only if the indices coincide.
Operators with distinct indices all commute. This alge-
bra is reminiscent of the angular momentum algebra−the
notation was chosen to highlight the similarity. However
there is a crucial sign difference in the [K+,K−] commu-
tator. Thus the ~K operators actually obey the su(1,1)
algebra rather than su(2). su(1,1) is a well studied clas-
sical Lie algebra sometimes called the hyperbolic angular
momentum algebra in the physics literature when it is
discussed in connection with Schwinger’s coupled-boson
description of angular momentum [31].
The Hamiltonian may be rewritten in terms of these
operators as an su(1,1) ferromagnet (a generalization of
the ordinary Heisenberg ferromagnet in which su(1,1) op-
erators replace their spin counterparts) [32]:
H = D
∑
n
[
2KznK
z
n+1 − (K+nK−n+1 +K−nK+n+1)
−1
2
(MnMn+1 + 1)
]
(10)
It is now easy to verify that the Hamiltonian is invariant
under su(1,1) rotations:
[H, ~Ktot] = 0 (11)
3
where ~Ktot ≡
∑
n
~Kn
The complete set of eigenstates with eigenvalue zero
may now be found. On account of the symmetry ex-
pressed in eq (11), this multiplet should form an irre-
ducible representation of the su(1,1) algebra. Note that
the boson vacuum is a zero energy eigenstate of the
Hamiltonian. This is evident from inspection of eq (8).
In addition, the vacuum is annihilated by K−tot. Thus
the vacuum is the lowest weight state in the multiplet;
the complete infinite set may be obtained by repeatedly
applying K+tot to the vacuum [31].
To see that each member of the multiplet (K+tot)
l|0 >
with l = 0, 1, 2, . . . corresponds to a radial function it
is neccessary to translate back into first quantized lan-
guage. The ground state of a harmonic oscillator has a
gaussian wave function; hence the boson vacuum is given
by
|0 >→ exp−1
2
∑
n,α
(aαn)
2 (12)
−a radial function. K+tot is given by
K+tot →
1
4
∑
nα
[
(aαn)
2 +
∂2
∂aα2n
− 2aαn
∂
∂aαn
− 1
]
(13)
It is easy to verify that the action of K+tot on any radial
function will yield another radial function. Thus we have
shown that the vacuum is radial as is any state built out
of it by repeated application of the raising operator K+tot;
in other words, a stationary solution must be radial.
Finally, note that although in this paper we have fo-
cussed on stationary solutions, it may be possible to give
a rather complete analysis of the directed wave problem
due to the equivalence demonstrated here to a relatively
simple model−an su(1,1) ferromagnet.
In summary the main results of this paper are: deriva-
tion of a Fokker-Planck equation that governs the wave
function distribution for directed waves; mapping of this
equation onto an su(1,1) spin-chain which reveals its sym-
metries; and calculation of the asymptotic wave function
distribution which shows that directed waves fill space
quite uniformly and are not multifractal.
We thank Leon Balents, Sue Coppersmith, Matthew
Fisher and Onuttom Narayan for discussions and espe-
cially David Huse for pointing out that the g(β) spectrum
for our distribution is consistent with the data of ref [8].
H. Mathur thanks Matthew Fisher for hospitality at the
ITP Santa Barbara where this work was initiated. H.
Mathur is supported by NSF Grant DMR 98-04983 and
an Alfred P Sloan Research fellowship; the work at Santa
Barbara was supported via NSF grant PHY 94-07194.
Yi-Kuo Yu was supported by the National Science Foun-
dation at the ALCOM Science and Technology Center
funded by Grant No. DMR 89-20147 and by startup
funds from Florida Atlantic University.
[1] P.A. Lee and T.V. Ramakrishnan, Rev Mod Phys 57,
287 (1985).
[2] B. Huckestein, Rev Mod Phys 67, 357 (1995).
[3] B.B. Mandelbrot, The Fractal Geometry of Nature (Free-
man, San Francisco 1983).
[4] T.C. Halsey, M.H. Jensen, L.P. Kadanoff, I. Procaccia,
and B.I. Shraiman, Phys Rev A33, 1141 (1986).
[5] A.W.W. Ludwig, Nucl Phys B 330, 639 (1990).
[6] S.K. Ma, Modern Theory of Critical Phenomena
(Addison-Wesley 1974).
[7] A.W.W. Ludwig, M.P.A. Fisher, R. Shankar and G.
Grinstein, Phys Rev B, 7526 (1994); I.I. Kogan, C.
Mudry and A.M. Tsvelik, Phys Rev Lett 77, 707 (1996);
C. Chamon, C. Mudry and X.G. Wen, Phys Rev Lett 77,
4194 (1996); H.E. Castillo, C. Chamon, E. Fradkin, P.M.
Goldbart, C. Mudry, Phys Rev B56, 10668 (1997); L.
Balents and M.P.A. Fisher, Phys RevB56, 12970 (1997).
[8] J.P. Bouchaud, D. Touati, and D. Sornette, Phys Rev
Lett 68, 1787 (1992).
[9] L. Golubovic, S. Feng and F. Zeng, Phys Rev Lett 67,
2115 (1991).
[10] S. Feng, L. Golubovic and Y.-C. Zhang, Phys Rev Lett
65, 1028 (1990).
[11] H.L. Stormer et al., Phys Rev Lett 56, 85 (1986).
[12] For recent experiments, see L. Balicas et al., Phys Rev
Lett 75, 2000 (1995); S.M. McKernan et al., Phys Rev
Lett 75, 1630 (1995); and references therein.
[13] D.P. Druist et al. Phys Rev Lett 80, 365 (1998).
[14] J. T. Chalker and A. Dohmen, Phys. Rev. Lett 75, 4496
(1995).
[15] L. Balents and M. P. A. Fisher, Phys. Rev. Lett. 76, 2782
(1996).
[16] Y.B. Kim, Phys Rev B53, 16420 (1996).
[17] L. Balents, M.P.A. Fisher and M.R. Zirnbauer, Nucl Phys
B483, 601 (1996).
[18] H. Mathur, Phys Rev Lett 78, 2429 (1997).
[19] Yi-Kuo Yu, preprint (cond-mat 9611137).
[20] Ilya A. Gruzberg, N. Read and Subir Sachdev, Phys Rev
B55, 10593 (1997).
[21] A.A. Ovichinnikov and N.S. Erikhman, Zh Eksp Teor Fiz
67, 1474 (1974); A. Madhukar and W. Post, Phys Rev
Lett 39, 1424 (1979); S.M. Girvin and G.D. Mahan, Phys
Rev B20, 4896 (1979).
[22] C.H. Liu, S.R. Nagel, D.A. Schecter, S.N. Coppersmith,
S. Majumdar, O. Narayan and T.A. Witten, Science 269,
513 (1995).
[23] L. Saul, M. Kardar and N. Read, Phys Rev A 45, 8859
(1992).
[24] A.-L. Barabasi and H.E. Stanley, Fractal Concepts in
Surface Growth (Cambridge Univ Press, NY 1995).
[25] R. Friedberg and Y.K. Yu, Phys Rev E49, 5755 (1994).
[26] For example, one could include a random on-site term
Vn(x)ψn(x) in eq (1). However this term can be gauge
transformed into a hopping term leading to eq (1) and
in the strong disorder limit the statistics of the induced
4
hopping term remain essentially white noise; see, for ex-
ample, ref [17]. Another possibility is to discretise time
as in ref [23].
[27] D.A. Huse, C.L. Henley and D.S. Fisher, Phys Rev Lett
55, 2924 (1985).
[28] F. Reif, Fundamentals of Statistical and Thermal Physics
(McGraw-Hill, NY 1965); N. Wax (ed), Selected Papers
on Noise and Stochastic Processes (Dover, NY 1954).
[29] N. Ullah, Nucl Phys 58, 65 (1964); M.L. Mehta, Random
Matrices (Academic 1967).
[30] D.J. Thouless, Phys Rep C 13, 93 (1974).
[31] J. Schwinger, in Quantum Theory of Angular Momen-
tum edited by L.C. Biedenharn and H. Van Dam (Aca-
demic, NY 1965); D. Mattis, The Theory of Magnetism
I (Springer-Verlag, 1988). Although the term su(1,1) al-
gebra is not used in these refs, explicit representations
of su(1,1) are constructed using harmonic oscillator lad-
der operators. Readers familiar with these refs should
note that their bosons are related to ours via a canonical
transformation.
[32] Calculation of low-order wave function correlations has
previously been mapped onto a supersymmetric spin-
chain in ref [17,20] (which has a U(2—1,1) super-
symmetry group of which SU(2) and SU(1,1) are sub-
groups) and to a Heisenberg ferromagnet in ref [18]. Here,
in contrast, calculation of the full wave function distri-
bution is mapped onto an su(1,1) spin chain.
5
