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Abstract
We introduce an approach for imposing physically informed inductive biases in
learned simulation models. We combine graph networks with a differentiable
ordinary differential equation integrator as a mechanism for predicting future
states, and a Hamiltonian as an internal representation. We find that our approach
outperforms baselines without these biases in terms of predictive accuracy, energy
accuracy, and zero-shot generalization to time-step sizes and integrator orders
not experienced during training. This advances the state-of-the-art of learned
simulation, and in principle is applicable beyond physical domains.
1 Introduction
Learning to simulate complex physical processes has been shown to benefit from rich inductive
biases about the structure of the system’s state, such as modeling particles and their interactions via
nodes and edges in a graph [1–5], and optimizing internal representations to predict known physical
quantities [6]. Here we explore another class of physically informed inductive biases: that a system’s
dynamics can be modeled as an ordinary differential equation (ODE) and formulated as Hamiltonian
mechanics. These have also been individually studied recently by Chen et al. [7], Rubanova et al. [8]
(ODE bias), and Greydanus et al. [9] (Hamiltonian bias), but here we combine them and incorporate
both into graph-network-based neural architectures [10, 1, 3] for learning simulation.
Our experiments show that our trained models have greater predictive accuracy than baselines, as
well as better energy conservation (via the Hamiltonian inductive bias) and stronger generalization
to novel time-steps and integrator orders (via the ODE integrator inductive bias). These inductive
biases also carry trade-offs: with lower order integrators and coarse time-steps, both our learned
Hamiltonian model as well as a model which uses the true Hamiltonian derived from physics struggle,
because the Hamiltonian puts hard constraints on how the higher order structure of the dynamics must
be modeled, whereas the less constrained models can learn ways of approximating such structure.
2 Background
Graph networks We represent a particle system as a graph whose nodes correspond to particles,
and with edges connecting all nodes to each other. All of our models use a graph network (GN) [10],
which operates on graphs G = (u, V, E) with global features, u, and variable numbers of nodes,
V , and edges, E. Here we focus on GNs which can compute per-node outputs, V ′ = GNV (G),
and global outputs u′ = GNu(G). Preliminary experiments show our GN model outperformed an
MLP-based approach by several orders of magnitude, consistently with previous work [1, 3].
ar
X
iv
:1
90
9.
12
79
0v
1 
 [c
s.L
G]
  2
7 S
ep
 20
19
Integrator
<latexit sha1_base64="tcBmATtGTuWdWxK1t1aUlGR5ygM=">AAAB/HicbVDLSsNAFJ3UV62vaJdugkVwVZIq6LLoRncV7APaUCbTSTt0MhN mboQQ6q+4caGIWz/EnX/jpM1CWw8MHM65l3vmBDFnGlz32yqtrW9sbpW3Kzu7e/sH9uFRR8tEEdomkkvVC7CmnAnaBgac9mJFcRRw2g2mN7nffaRKMykeII2pH+GxYCEjGIw0tKuDCMNERdmdADpWGKSaDe2aW3fncFaJV5AaKtAa2l+DkSRJRAUQjrXue24MfoYVMMLprDJINI0xmeIx7RsqcES1 n83Dz5xTo4ycUCrzBDhz9fdGhiOt0ygwk3lUvezl4n9eP4Hwys+YiBOggiwOhQl3QDp5E86IKUqAp4ZgopjJ6pAJVpiA6atiSvCWv7xKOo26d15v3F/UmtdFHWV0jE7QGfLQJWqiW9RCbURQip7RK3qznqwX6936WIyWrGKniv7A+vwBpEKVaQ==</latexit>
DeltaGN
GNV
<latexit sha1_base64="k0RMWANbUAilHNLtDMWGczJRz5g=">AAAB 9HicbVDLSgMxFL3js9ZX1aWbYBFclZkq6LLoQldSwT6gHUomzbShSWZMMoUy9DvcuFDErR/jzr8x085CWw8EDufcyz05QcyZNq777aysrq1vbB a2its7u3v7pYPDpo4SRWiDRDxS7QBrypmkDcMMp+1YUSwCTlvB6CbzW2OqNIvko5nE1Bd4IFnICDZW8rsCm6ES6e39tNfslcpuxZ0BLRMvJ2XIU e+Vvrr9iCSCSkM41rrjubHxU6wMI5xOi91E0xiTER7QjqUSC6r9dBZ6ik6t0kdhpOyTBs3U3xspFlpPRGAns5B60cvE/7xOYsIrP2UyTgyVZH4o TDgyEcoaQH2mKDF8YgkmitmsiAyxwsTYnoq2BG/xy8ukWa1455Xqw0W5dp3XUYBjOIEz8OASanAHdWgAgSd4hld4c8bOi/PufMxHV5x85wj+wP n8AdwNkic=</latexit>
+
<latexit sha1_base64="HFb7vPGXWshKfdtTiumEDK1 6me0=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoMgCGE3CnoMevGYgHlAsoTZSW8yZnZ2mZkVQsgXePGgiFc/yZt/4 yTZgyYWNBRV3XR3BYng2rjut5NbW9/Y3MpvF3Z29/YPiodHTR2nimGDxSJW7YBqFFxiw3AjsJ0opFEgsBWM7mZ+6w mV5rF8MOME/YgOJA85o8ZK9YteseSW3TnIKvEyUoIMtV7xq9uPWRqhNExQrTuemxh/QpXhTOC00E01JpSN6AA7lk oaofYn80On5MwqfRLGypY0ZK7+npjQSOtxFNjOiJqhXvZm4n9eJzXhjT/hMkkNSrZYFKaCmJjMviZ9rpAZMbaEMsX trYQNqaLM2GwKNgRv+eVV0qyUvctypX5Vqt5mceThBE7hHDy4hircQw0awADhGV7hzXl0Xpx352PRmnOymWP4A+f zB3LTjLM=</latexit>
( q, p)n
<latexit sha1_base64="ozUuZK2/Z71Fn+K9ydhiOe85b5g=">AAAC EXicbVDLSsNAFL2pr1pfVZduBotQQUpSBV0WdeGygn1AE8pkOmmHTh7OTIQS8gtu/BU3LhRx686df+OkzUJbDwwczjmXufe4EWdSmea3UVhaXl ldK66XNja3tnfKu3ttGcaC0BYJeSi6LpaUs4C2FFOcdiNBse9y2nHHV5nfeaBCsjC4U5OIOj4eBsxjBCst9cvVqn1NucLI9rEauV5yn56gOSlKj /s6WjFr5hRokVg5qUCOZr/8ZQ9CEvs0UIRjKXuWGSknwUIxwmlasmNJI0zGeEh7mgbYp9JJphel6EgrA+SFQr9Aoan6eyLBvpQT39XJbEk572Xi f14vVt6Fk7AgihUNyOwjL+ZIhSirBw2YoETxiSaYCKZ3RWSEBSZKl1jSJVjzJy+Sdr1mndbqt2eVxmVeRxEO4BCqYME5NOAGmtACAo/wDK/wZj wZL8a78TGLFox8Zh/+wPj8AZdonOI=</latexit>
(q,p)n
<latexit sha1_base64="mDYHmaB6e5AN+8rx0z7qL5H7VKM=">AAAC BXicbZDLSsNAFIZP6q3WW9WlLgaLUEFKUgVdFt24rGAv0IYwmU7aoZNJnJkIJWTjxldx40IRt76DO9/G6UXQ6g8DH/85hznn92POlLbtTyu3sL i0vJJfLaytb2xuFbd3mipKJKENEvFItn2sKGeCNjTTnLZjSXHoc9ryh5fjeuuOSsUicaNHMXVD3BcsYARrY3nF/XI3xHrgB+ltdoy+Oc6OvFRkX rFkV+yJ0F9wZlCCmepe8aPbi0gSUqEJx0p1HDvWboqlZoTTrNBNFI0xGeI+7RgUOKTKTSdXZOjQOD0URNI8odHE/TmR4lCpUeibzvGaar42Nv+r dRIdnLspE3GiqSDTj4KEIx2hcSSoxyQlmo8MYCKZ2RWRAZaYaBNcwYTgzJ/8F5rVinNSqV6flmoXszjysAcHUAYHzqAGV1CHBhC4h0d4hhfrwX qyXq23aWvOms3swi9Z71+BuZiW</latexit>
(q,p)n+1
<latexit sha1_base64="RTzp82fEe5JSoeF6QSIly+g+GNk=">AAAC B3icbZDLSsNAFIYn9VbrLepSkMEiVJSSVEGXRTcuK9gLtCFMppN26GQSZyZCCdm58VXcuFDEra/gzrdx0kbQ1h8GPv5zDnPO70WMSmVZX0ZhYX FpeaW4Wlpb39jcMrd3WjKMBSZNHLJQdDwkCaOcNBVVjHQiQVDgMdL2RldZvX1PhKQhv1XjiDgBGnDqU4yUtlxzv9ILkBp6fnKXnsAfjtIjN+HHd uqaZatqTQTnwc6hDHI1XPOz1w9xHBCuMENSdm0rUk6ChKKYkbTUiyWJEB6hAelq5Cgg0kkmd6TwUDt96IdCP67gxP09kaBAynHg6c5sUTlby8z/ at1Y+RdOQnkUK8Lx9CM/ZlCFMAsF9qkgWLGxBoQF1btCPEQCYaWjK+kQ7NmT56FVq9qn1drNWbl+mcdRBHvgAFSADc5BHVyDBmgCDB7AE3gBr8 aj8Wy8Ge/T1oKRz+yCPzI+vgFs15kG</latexit>
Data
(q,p)n
<latexit sha1_base64="mDYHma B6e5AN+8rx0z7qL5H7VKM=">AAACBXicbZDLSsNAFIZP6q3WW9WlLga LUEFKUgVdFt24rGAv0IYwmU7aoZNJnJkIJWTjxldx40IRt76DO9/G6UX Q6g8DH/85hznn92POlLbtTyu3sLi0vJJfLaytb2xuFbd3mipKJKENEv FItn2sKGeCNjTTnLZjSXHoc9ryh5fjeuuOSsUicaNHMXVD3BcsYARrY 3nF/XI3xHrgB+ltdoy+Oc6OvFRkXrFkV+yJ0F9wZlCCmepe8aPbi0gSU qEJx0p1HDvWboqlZoTTrNBNFI0xGeI+7RgUOKTKTSdXZOjQOD0URNI8 odHE/TmR4lCpUeibzvGaar42Nv+rdRIdnLspE3GiqSDTj4KEIx2hcSS oxyQlmo8MYCKZ2RWRAZaYaBNcwYTgzJ/8F5rVinNSqV6flmoXszjysAc HUAYHzqAGV1CHBhC4h0d4hhfrwXqyXq23aWvOms3swi9Z71+BuZiW</ latexit>
(q,p)n+1
<latexit sha1_base64="RTzp82 fEe5JSoeF6QSIly+g+GNk=">AAACB3icbZDLSsNAFIYn9VbrLepSkME iVJSSVEGXRTcuK9gLtCFMppN26GQSZyZCCdm58VXcuFDEra/gzrdx0kb Q1h8GPv5zDnPO70WMSmVZX0ZhYXFpeaW4Wlpb39jcMrd3WjKMBSZNHL JQdDwkCaOcNBVVjHQiQVDgMdL2RldZvX1PhKQhv1XjiDgBGnDqU4yUt lxzv9ILkBp6fnKXnsAfjtIjN+HHduqaZatqTQTnwc6hDHI1XPOz1w9xH BCuMENSdm0rUk6ChKKYkbTUiyWJEB6hAelq5Cgg0kkmd6TwUDt96IdC P67gxP09kaBAynHg6c5sUTlby8z/at1Y+RdOQnkUK8Lx9CM/ZlCFMAs F9qkgWLGxBoQF1btCPEQCYaWjK+kQ7NmT56FVq9qn1drNWbl+mcdRBHv gAFSADc5BHVyDBmgCDB7AE3gBr8aj8Wy8Ge/T1oKRz+yCPzI+vgFs15 kG</latexit>
Physics
<latexit sha1_base64="Cd3MzI u//1eDOhxWmi8S256786g=">AAAB+XicbVDLSgMxFL1TX7W+Rl26CRb BVZmpgi6LblxWsA9oh5JJ0zY0yQxJpjAM/RM3LhRx65+482/MtLPQ1gO Bwzn3ck9OGHOmjed9O6WNza3tnfJuZW//4PDIPT5p6yhRhLZIxCPVDb GmnEnaMsxw2o0VxSLktBNO73O/M6NKs0g+mTSmgcBjyUaMYGOlgev2B TYTJbLmJNWM6PnArXo1bwG0TvyCVKFAc+B+9YcRSQSVhnCsdc/3YhNkW BlGOJ1X+ommMSZTPKY9SyUWVAfZIvkcXVhliEaRsk8atFB/b2RYaJ2K 0E7mOfWql4v/eb3EjG6DjMk4MVSS5aFRwpGJUF4DGjJFieGpJZgoZrM iMsEKE2PLqtgS/NUvr5N2veZf1eqP19XGXVFHGc7gHC7BhxtowAM0oQU EZvAMr/DmZM6L8+58LEdLTrFzCn/gfP4AQPmUDw==</latexit>
 t
<latexit sha1_base64="6YoFy1pkwQYqujyqmRUE2w/KnSk=">AAAB 73icbVBNS8NAEJ34WetX1aOXxSJ4KkkV9FjUg8cK9gPaUDbbTbt0s4m7E6GE/gkvHhTx6t/x5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZm GruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9cS1EbF6wHHC/YgOlAgFo2ildveWS6QEe6WyW3FnIMvEy0kZctR7pa9uP 2ZpxBUySY3peG6CfkY1Cib5pNhNDU8oG9EB71iqaMSNn83unZBTq/RJGGtbCslM/T2R0ciYcRTYzoji0Cx6U/E/r5NieOVnQiUpcsXmi8JUEozJ 9HnSF5ozlGNLKNPC3krYkGrK0EZUtCF4iy8vk2a14p1XqvcX5dp1HkcBjuEEzsCDS6jBHdShAQwkPMMrvDmPzovz7nzMW1ecfOYI/sD5/AGQw4 +o</latexit> (q,p)n
<latexit sha1_base64="mDYHmaB6e5AN+8rx0z7qL5H7VKM=">AAACBXicbZDLSsNAFIZP6q3WW9WlLgaLUEFKUgVdFt24rGAv0IYwmU7aoZN JnJkIJWTjxldx40IRt76DO9/G6UXQ6g8DH/85hznn92POlLbtTyu3sLi0vJJfLaytb2xuFbd3mipKJKENEvFItn2sKGeCNjTTnLZjSXHoc9ryh5fjeuuOSsUicaNHMXVD3BcsYARrY3nF/XI3xHrgB+ltdoy+Oc6OvFRkXrFkV+yJ0F9wZlCCmepe8aPbi0gSUqEJx0p1HDvWboqlZoTTrNBNFI0x GeI+7RgUOKTKTSdXZOjQOD0URNI8odHE/TmR4lCpUeibzvGaar42Nv+rdRIdnLspE3GiqSDTj4KEIx2hcSSoxyQlmo8MYCKZ2RWRAZaYaBNcwYTgzJ/8F5rVinNSqV6flmoXszjysAcHUAYHzqAGV1CHBhC4h0d4hhfrwXqyXq23aWvOms3swi9Z71+BuZiW</latexit>
(q,p)n+1
<latexit sha1_base64="RTzp82fEe5JSoeF6QSIly+g+GNk=">AAACB3icbZDLSsNAFIYn9VbrLepSkMEiVJSSVEGXRTcuK9gLtCFMppN26GQ SZyZCCdm58VXcuFDEra/gzrdx0kbQ1h8GPv5zDnPO70WMSmVZX0ZhYXFpeaW4Wlpb39jcMrd3WjKMBSZNHLJQdDwkCaOcNBVVjHQiQVDgMdL2RldZvX1PhKQhv1XjiDgBGnDqU4yUtlxzv9ILkBp6fnKXnsAfjtIjN+HHduqaZatqTQTnwc6hDHI1XPOz1w9xHBCuMENSdm0rUk6ChKKYkbTUiyWJ EB6hAelq5Cgg0kkmd6TwUDt96IdCP67gxP09kaBAynHg6c5sUTlby8z/at1Y+RdOQnkUK8Lx9CM/ZlCFMAsF9qkgWLGxBoQF1btCPEQCYaWjK+kQ7NmT56FVq9qn1drNWbl+mcdRBHvgAFSADc5BHVyDBmgCDB7AE3gBr8aj8Wy8Ge/T1oKRz+yCPzI+vgFs15kG</latexit>
 t
<latexit sha1_base64="6YoFy1pkwQYqujyqmRUE2w/KnSk=">AAAB73icbVBNS8NAEJ34WetX1aOXxSJ4KkkV9FjUg8cK9gPaUDbbTbt0s4m 7E6GE/gkvHhTx6t/x5r9x2+agrQ8GHu/NMDMvSKQw6Lrfzsrq2vrGZmGruL2zu7dfOjhsmjjVjDdYLGPdDqjhUijeQIGStxPNaRRI3gpGN1O/9cS1EbF6wHHC/YgOlAgFo2ildveWS6QEe6WyW3FnIMvEy0kZctR7pa9uP2ZpxBUySY3peG6CfkY1Cib5pNhNDU8oG9EB71iqaMSNn83unZBTq/RJ GGtbCslM/T2R0ciYcRTYzoji0Cx6U/E/r5NieOVnQiUpcsXmi8JUEozJ9HnSF5ozlGNLKNPC3krYkGrK0EZUtCF4iy8vk2a14p1XqvcX5dp1HkcBjuEEzsCDS6jBHdShAQwkPMMrvDmPzovz7nzMW1ecfOYI/sD5/AGQw4+o</latexit>
OGN / HOGN
fq˙,p˙
<latexit sha1_base64="UKj57dAMnibB5UDYdPh9m91jHEE=">AAAC D3icbVDLSsNAFL3xWesr6tLNYFFcSEmqoMuiG5cV7APaECbTSTt08nBmIpSQP3Djr7hxoYhbt+78GydtFrb1wMDhnHvv3Hu8mDOpLOvHWFpeWV 1bL22UN7e2d3bNvf2WjBJBaJNEPBIdD0vKWUibiilOO7GgOPA4bXujm9xvP1IhWRTeq3FMnQAPQuYzgpWWXPPEd9NeP1JpL8Bq6PnpQ5adoRklz rLMNStW1ZoALRK7IBUo0HDNbz2DJAENFeFYyq5txcpJsVCMcJqVe4mkMSYjPKBdTUMcUOmkk3sydKyVPvIjoV+o0ET925HiQMpx4OnKfEc57+Xi f143Uf6Vk7IwThQNyfQjP+FIRSgPB/WZoETxsSaYCKZ3RWSIBSZKR1jWIdjzJy+SVq1qn1drdxeV+nURRwkO4QhOwYZLqMMtNKAJBJ7gBd7g3X g2Xo0P43NaumQUPQcwA+PrF+Z9ndc=</latexit>
HGN
<latexit sha1_base64="+GiKiVx5Wyvrg9UrFArETHNhCfI=">AAACAHicbZDLSsNAFIYn9VbrLerChZvBIrgqSRV0WXRhV1LBXqANYTKdtkN nJmFmIpSQja/ixoUibn0Md76NkzQLbf1h4OM/5zDn/EHEqNKO822VVlbX1jfKm5Wt7Z3dPXv/oKPCWGLSxiELZS9AijAqSFtTzUgvkgTxgJFuML3J6t1HIhUNxYOeRcTjaCzoiGKkjeXbRwOO9AQjljRTP2fJk9u71LerTs3JBZfBLaAKCrV8+2swDHHMidCYIaX6rhNpL0FSU8xIWhnEikQIT9GY 9A0KxInykvyAFJ4aZwhHoTRPaJi7vycSxJWa8cB0ZiuqxVpm/lfrx3p05SVURLEmAs8/GsUM6hBmacAhlQRrNjOAsKRmV4gnSCKsTWYVE4K7ePIydOo197xWv7+oNq6LOMrgGJyAM+CCS9AATdACbYBBCp7BK3iznqwX6936mLeWrGLmEPyR9fkDTlOW3A==</latexit>
GNu
<latexit sha1_base64="SamomLDwGEx5zJoMuY6504uCKCg=">AAAB/3icbVDLSgMxFM3UV62vUcGNm2ARXJWZKuiy6EJXUsE+oB2GTJppQ5P MkGSEMs7CX3HjQhG3/oY7/8ZMOwttPRA4nHMv9+QEMaNKO863VVpaXlldK69XNja3tnfs3b22ihKJSQtHLJLdACnCqCAtTTUj3VgSxANGOsH4Kvc7D0QqGol7PYmJx9FQ0JBipI3k2wd9jvRI8vT6NvOnPAjTJPPtqlNzpoCLxC1IFRRo+vZXfxDhhBOhMUNK9Vwn1l6KpKaYkazSTxSJER6jIekZ KhAnykun+TN4bJQBDCNpntBwqv7eSBFXasIDM5knVPNeLv7n9RIdXngpFXGiicCzQ2HCoI5gXgYcUEmwZhNDEJbUZIV4hCTC2lRWMSW4819eJO16zT2t1e/Oqo3Loo4yOARH4AS44Bw0wA1oghbA4BE8g1fwZj1ZL9a79TEbLVnFzj74A+vzB8bUlpc=</latexit>
✓
@HGN
@p
, @HGN
@q
◆
<latexit sha1_base64="YWg29ndGFr8JGopJ8w16gm8UHjc=">AAACdXicpVFNSwMxEM2u3/Wr6kUQIVoVBa27VdBj0YOeRMGq0C0lm2bbYPbDZFYoIf/AX+fNv+HFq9nag1ZvDgR e3rzJTN6EmeAKPO/NccfGJyanpmdKs3PzC4vlpeU7leaSsgZNRSofQqKY4AlrAAfBHjLJSBwKdh8+nhf5+2cmFU+TW+hnrBWTbsIjTglYql1+CQSLYDeIJKE6yIgETgQOYgI9SoS+NG09uMhYX1wZY0Y0YaQzY/bxwT8eeDImkLzbg712ueJVvUHg38AfggoaxnW7/Bp0UprHLAEqiFJN38ugpYsGVDBTCnLFMkIfSZc1LUxIzFRLD1wzeNsyHRyl0p4E8ID9XqFJrFQ/Dq2ym FSN5gryr1wzh+i0pXmS5cAS+tUoygWGFBcrwB0uGQXRt4BQye2smPaI9Q/sokrWBH/0y7/BXa3qH1VrN8eV+tnQjmm0hjbRLvLRCaqjS3SNGoiid2fV2XA2nQ933d1yd76krjOsWUE/wj38BI6jwtg=</latexit>
GNV
<latexit sha1_base64="k0RMWANbUAilHNLtDMWGczJRz5g=">AAAB9HicbVDLSgMxFL3js9ZX1aWbYBFclZkq6LLoQldSwT6gHUomzbShSWZ MMoUy9DvcuFDErR/jzr8x085CWw8EDufcyz05QcyZNq777aysrq1vbBa2its7u3v7pYPDpo4SRWiDRDxS7QBrypmkDcMMp+1YUSwCTlvB6CbzW2OqNIvko5nE1Bd4IFnICDZW8rsCm6ES6e39tNfslcpuxZ0BLRMvJ2XIUe+Vvrr9iCSCSkM41rrjubHxU6wMI5xOi91E0xiTER7QjqUSC6r9dBZ6 ik6t0kdhpOyTBs3U3xspFlpPRGAns5B60cvE/7xOYsIrP2UyTgyVZH4oTDgyEcoaQH2mKDF8YgkmitmsiAyxwsTYnoq2BG/xy8ukWa1455Xqw0W5dp3XUYBjOIEz8OASanAHdWgAgSd4hld4c8bOi/PufMxHV5x85wj+wPn8AdwNkic=</latexit>
fq˙,p˙
<latexit sha1_base64="UKj57dAMnibB5UDYdPh9m91jHEE=">AAACD3icbVDLSsNAFL3xWesr6tLNYFFcSEmqoMuiG5cV7APaECbTSTt08nB mIpSQP3Djr7hxoYhbt+78GydtFrb1wMDhnHvv3Hu8mDOpLOvHWFpeWV1bL22UN7e2d3bNvf2WjBJBaJNEPBIdD0vKWUibiilOO7GgOPA4bXujm9xvP1IhWRTeq3FMnQAPQuYzgpWWXPPEd9NeP1JpL8Bq6PnpQ5adoRklzrLMNStW1ZoALRK7IBUo0HDNbz2DJAENFeFYyq5txcpJsVCMcJqVe4mk MSYjPKBdTUMcUOmkk3sydKyVPvIjoV+o0ET925HiQMpx4OnKfEc57+Xif143Uf6Vk7IwThQNyfQjP+FIRSgPB/WZoETxsSaYCKZ3RWSIBSZKR1jWIdjzJy+SVq1qn1drdxeV+nURRwkO4QhOwYZLqMMtNKAJBJ7gBd7g3Xg2Xo0P43NaumQUPQcwA+PrF+Z9ndc=</latexit>
: ODE’s time derivativesfq˙,p˙
<latexit sha1_base64="UKj57dAMnibB5UDYdPh9m91jHEE=">AAACD3icbVDLSsNAFL3xWesr6tLNYFFcSEmqoMuiG5cV7APaECbTSTt 08nBmIpSQP3Djr7hxoYhbt+78GydtFrb1wMDhnHvv3Hu8mDOpLOvHWFpeWV1bL22UN7e2d3bNvf2WjBJBaJNEPBIdD0vKWUibiilOO7GgOPA4bXujm9xvP1IhWRTeq3FMnQAPQuYzgpWWXPPEd9NeP1JpL8Bq6PnpQ5adoRklzrLMNStW1ZoALRK7IBUo0HDNbz2DJAENFeFYyq5txcpJs VCMcJqVe4mkMSYjPKBdTUMcUOmkk3sydKyVPvIjoV+o0ET925HiQMpx4OnKfEc57+Xif143Uf6Vk7IwThQNyfQjP+FIRSgPB/WZoETxsSaYCKZ3RWSIBSZKR1jWIdjzJy+SVq1qn1drdxeV+nURRwkO4QhOwYZLqMMtNKAJBJ7gBd7g3Xg2Xo0P43NaumQUPQcwA+PrF+Z9ndc=</late xit>
a b c d
e
f
OGN’s fOGNq˙,p˙
<latexit sha1_base64="BtDUU8eofJ+0Acwo8AZaJRnQ0qg=">AAACHnicbVDLSgMxFM3UV62vqks3wSK4kDJTFV0WXehKK9gHtLVk0kwbmnm Y3BFLmC9x46+4caGI4Er/xvSxsK0HAodzz72597iR4Aps+8dKzc0vLC6llzMrq2vrG9nNrYoKY0lZmYYilDWXKCZ4wMrAQbBaJBnxXcGqbu98UK8+MKl4GNxCP2JNn3QC7nFKwEit7LF3pxvAHkH6+vriKklautEOQTd8Al3X0/dJcoAnlCgxpmzOzttD4FnijEkOjVFqZb/MDBr7LAAqiFJ1x46g qYkETgVLMo1YsYjQHumwuqEB8Zlq6uF5Cd4zSht7oTQvADxU/3Zo4ivV913jHOyopmsD8b9aPQbvtKl5EMXAAjr6yIsFhhAPssJtLhkF0TeEUMnNrph2iSQUTKIZE4IzffIsqRTyzmG+cHOUK56N40ijHbSL9pGDTlARXaISKiOKntALekPv1rP1an1YnyNryhr3bKMJWN+/kkeknw==</latexit>
HOGN’s fHOGNq˙,p˙
<latexit sha1_base64="swbO47kxs472VPbI76CqfMpsqws=">AAACH3icbVDLTgIxFO3gC/GFunTTSExcGDKDRl0SXchKMREwASSd0oGGzsP 2jpE08ydu/BU3LjTGuONvLI+FgCdpcnLuubf3HjcSXIFtD6zUwuLS8kp6NbO2vrG5ld3eqaowlpRVaChCee8SxQQPWAU4CHYfSUZ8V7Ca27sc1mtPTCoeBnfQj1jTJ52Ae5wSMFIre+o96AawZ5C+Lt1cXSdJSzfaIeiGT6DrevoxSY7wlBIlxpTN2Xl7BDxPnAnJoQnKreyPmUFjnwVABVGq7tgR NDWRwKlgSaYRKxYR2iMdVjc0ID5TTT26L8EHRmljL5TmBYBH6t8OTXyl+r5rnMMd1WxtKP5Xq8fgnTc1D6IYWEDHH3mxwBDiYVi4zSWjIPqGECq52RXTLpGEgok0Y0JwZk+eJ9VC3jnOF25PcsWLSRxptIf20SFy0BkqohIqowqi6AW9oQ/0ab1a79aX9T22pqxJzy6agjX4BTVrpPE=</latexit>
(q˙, p˙)i
<latexit sha1_base64="C9Oln2KAP1rvyuPHzRO4CpxTw18=">AAACD3icbVDLSsNAFL2pr1pfUZduBotSQUpSBV0W3bisYB/QhjKZTtqhk4c zE6GE/IEbf8WNC0XcunXn3zhps7DVAwOHc+69c+9xI86ksqxvo7C0vLK6VlwvbWxube+Yu3stGcaC0CYJeSg6LpaUs4A2FVOcdiJBse9y2nbH15nffqBCsjC4U5OIOj4eBsxjBCst9c3jSm8QqqTnYzVyveQ+TU/RnBKl6Umf9c2yVbWmQH+JnZMy5Gj0zS89hcQ+DRThWMqubUXKSbBQjHCalnqx pBEmYzykXU0D7FPpJNN7UnSklQHyQqFfoNBU/d2RYF/Kie/qymxLuehl4n9eN1bepZOwIIoVDcjsIy/mSIUoCwcNmKBE8YkmmAimd0VkhAUmSkdY0iHYiyf/Ja1a1T6r1m7Py/WrPI4iHMAhVMCGC6jDDTSgCQQe4Rle4c14Ml6Md+NjVlow8p59mIPx+QPjSp0z</latexit>
(q,p)i
<latexit sha1_base64="1iW3J+4rEiuOg7Rt1ES86wmMwq0=">AAACB3icbVDLSsNAFL2pr1pfUZeCDBahgpSkCrosunFZwT6gDWEynbRDJw9 nJkIJ2bnxV9y4UMStv+DOv3HSFtHqgYEz59zLvfd4MWdSWdanUVhYXFpeKa6W1tY3NrfM7Z2WjBJBaJNEPBIdD0vKWUibiilOO7GgOPA4bXujy9xv31EhWRTeqHFMnQAPQuYzgpWWXHO/kvYCrIaen95m2TH6/sVZduQy1yxbVWsC9JfYM1KGGRqu+dHrRyQJaKgIx1J2bStWToqFYoTTrNRLJI0x GeEB7Woa4oBKJ53ckaFDrfSRHwn9QoUm6s+OFAdSjgNPV+ZbynkvF//zuonyz52UhXGiaEimg/yEIxWhPBTUZ4ISxceaYCKY3hWRIRaYKB1dSYdgz5/8l7RqVfukWrs+LdcvZnEUYQ8OoAI2nEEdrqABTSBwD4/wDC/Gg/FkvBpv09KCMevZhV8w3r8AWGaZnQ==</latexit>
(q,p)i
<latexit sha1_base64="1iW3J+4rEiuOg7Rt1ES86wmMwq0=">AAACB3icbVDLSsNAFL2pr1pfUZeCDBahgpSkCrosunFZwT6gDWEynbRDJw9 nJkIJ2bnxV9y4UMStv+DOv3HSFtHqgYEz59zLvfd4MWdSWdanUVhYXFpeKa6W1tY3NrfM7Z2WjBJBaJNEPBIdD0vKWUibiilOO7GgOPA4bXujy9xv31EhWRTeqHFMnQAPQuYzgpWWXHO/kvYCrIaen95m2TH6/sVZduQy1yxbVWsC9JfYM1KGGRqu+dHrRyQJaKgIx1J2bStWToqFYoTTrNRLJI0x GeEB7Woa4oBKJ53ckaFDrfSRHwn9QoUm6s+OFAdSjgNPV+ZbynkvF//zuonyz52UhXGiaEimg/yEIxWhPBTUZ4ISxceaYCKY3hWRIRaYKB1dSYdgz5/8l7RqVfukWrs+LdcvZnEUYQ8OoAI2nEEdrqABTSBwD4/wDC/Gg/FkvBpv09KCMevZhV8w3r8AWGaZnQ==</latexit>
(q,p)i
<latexit sha1_base64="1iW3J+4rEiuOg7Rt1ES86wmMwq0=">AAACB3icbVDLSsNAFL2pr1pfUZeCDBahgpSkCrosunFZwT6gDWEynbRDJw9 nJkIJ2bnxV9y4UMStv+DOv3HSFtHqgYEz59zLvfd4MWdSWdanUVhYXFpeKa6W1tY3NrfM7Z2WjBJBaJNEPBIdD0vKWUibiilOO7GgOPA4bXujy9xv31EhWRTeqHFMnQAPQuYzgpWWXHO/kvYCrIaen95m2TH6/sVZduQy1yxbVWsC9JfYM1KGGRqu+dHrRyQJaKgIx1J2bStWToqFYoTTrNRLJI0x GeEB7Woa4oBKJ53ckaFDrfSRHwn9QoUm6s+OFAdSjgNPV+ZbynkvF//zuonyz52UhXGiaEimg/yEIxWhPBTUZ4ISxceaYCKY3hWRIRaYKB1dSYdgz5/8l7RqVfukWrs+LdcvZnEUYQ8OoAI2nEEdrqABTSBwD4/wDC/Gg/FkvBpv09KCMevZhV8w3r8AWGaZnQ==</latexit>
(q˙, p˙)i
<latexit sha1_base64="C9Oln2KAP1rvyuPHzRO4CpxTw18=">AAACD3icbVDLSsNAFL2pr1pfUZduBotSQUpSBV0W3bisYB/QhjKZTtqhk4c zE6GE/IEbf8WNC0XcunXn3zhps7DVAwOHc+69c+9xI86ksqxvo7C0vLK6VlwvbWxube+Yu3stGcaC0CYJeSg6LpaUs4A2FVOcdiJBse9y2nbH15nffqBCsjC4U5OIOj4eBsxjBCst9c3jSm8QqqTnYzVyveQ+TU/RnBKl6Umf9c2yVbWmQH+JnZMy5Gj0zS89hcQ+DRThWMqubUXKSbBQjHCalnqx pBEmYzykXU0D7FPpJNN7UnSklQHyQqFfoNBU/d2RYF/Kie/qymxLuehl4n9eN1bepZOwIIoVDcjsIy/mSIUoCwcNmKBE8YkmmAimd0VkhAUmSkdY0iHYiyf/Ja1a1T6r1m7Py/WrPI4iHMAhVMCGC6jDDTSgCQQe4Rle4c14Ml6Md+NjVlow8p59mIPx+QPjSp0z</latexit>
(q˙, p˙)i
<latexit sha1_base64="C9Oln2KAP1rvyuPHzRO4CpxTw18=">AAACD3icbVDLSsNAFL2pr1pfUZduBotSQUpSBV0W3bisYB/QhjKZTtqhk4c zE6GE/IEbf8WNC0XcunXn3zhps7DVAwOHc+69c+9xI86ksqxvo7C0vLK6VlwvbWxube+Yu3stGcaC0CYJeSg6LpaUs4A2FVOcdiJBse9y2nbH15nffqBCsjC4U5OIOj4eBsxjBCst9c3jSm8QqqTnYzVyveQ+TU/RnBKl6Umf9c2yVbWmQH+JnZMy5Gj0zS89hcQ+DRThWMqubUXKSbBQjHCalnqx pBEmYzykXU0D7FPpJNN7UnSklQHyQqFfoNBU/d2RYF/Kie/qymxLuehl4n9eN1bepZOwIIoVDcjsIy/mSIUoCwcNmKBE8YkmmAimd0VkhAUmSkdY0iHYiyf/Ja1a1T6r1m7Py/WrPI4iHMAhVMCGC6jDDTSgCQQe4Rle4c14Ml6Md+NjVlow8p59mIPx+QPjSp0z</latexit>
Figure 1: (a) The data reflects a system’s temporal dynamics, which is governed by physics. (b) The
baseline DeltaGN model takes as input a state represented by a graph and a time-step, and uses a
GNV to predict state changes. (c) Our OGN and HOGN models take as input an input state, time-step,
and a function to evaluate the ODE’s time derivatives, fq˙,p˙, and uses an integrator, which queries
fq˙,p˙ at different points, to predict the state after the time-step. (d) The fq˙,p˙ takes as input any state
and outputs its time derivatives. (e) The OGN model uses a GNV as fOGNq˙,p˙ . (f) The HOGN model’s
fHOGNq˙,p˙ uses a GNu to predict the Hamiltonian, which is then differentiated w.r.t. the input state.
Numerical integrators for solving ODEs Given a first-order ODE and initial conditions, numeri-
cal integration can be used to approximate solutions to the initial value problem,
y ≡ y(t) , y˙ ≡ dy
dt
= fy˙(t,y) , y(t0) = y0 . (1)
The family of Runge-Kutta (RK) integrators are fully differentiable and can generate trajectories
via iterations of the form, yn+1 = RK(tn,∆t,yn, fy˙), where ∆t = tn+1 − tn. The lowest order
RK integrator (Euler integrator, RK1) iterates as, yn+1 = yn + ∆t · fy˙(tn,yn). Higher order RK
integrators produce more accurate trajectories by composing multiple queries to the function fy˙.
Here we explore first- through fourth-order RK integrators: RK1, RK2, RK3, and RK4 (See Supp.
Sec. D.1 for results with symplectic integrators).
Hamiltonian mechanics In Hamiltonian mechanics, the Hamiltonian,H(q,p), is a function of the
canonical position, q, and momentum, p, coordinates, and usually corresponds to the energy of the
system 1. The dynamics of the system follow Hamilton’s equations, two first-order ODEs (analogous
to Eq. 1 with y = (q,p)),
q˙ ≡ dq
dt
=
∂H
∂p
, p˙ ≡ dp
dt
= −∂H
∂q
⇒ (q˙, p˙) ≡ d(q,p)
dt
= fq˙,p˙(q,p) . (2)
3 Models
Delta graph network (DeltaGN) Our main baseline, a “delta graph network” (DeltaGN), replicates
previous approaches for learning to simulate [1, 3], and directly predicts changes to q and p,
(q,p)n+1 = (q,p)n + (∆q,∆p)n , where (∆q,∆p)n ← GNV (∆t,qn,pn, c;φ) . (3)
The c are static parameters (masses, spring constants) of the system, and φ are the neural network
parameters. The GN’s signature matches the integrator’s, and so is analogous to learning an integrator.
ODE graph network (OGN) Our “ODE graph network” (OGN) imposes an ODE integrator as an
inductive bias in the GN, by assuming that the dynamics of (q,p) follow a first-order ODE (Eq. 1).
We train a neural network that learns the ODE, that is, learns to produce the time derivatives (q˙, p˙)
1Our methods are also compatible with time-dependent Hamiltonians,H(t,q,p). However, since our dataset
does not require time dependency, for simplicity we will omit t everywhere from here on.
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Figure 2: (a) Predictive accuracy (on 20-step trajectory) across models using RK4 for the ODE based
models. The HOGN is most accurate. (b) Energy accuracy across the same models. (c-g) Last 300
steps of a 500-step trajectory of a 6-particle system, where dots indicate the final position of the
particles (colors fade into the past). (c) Ground truth trajectory for all particles. (d-g) Trajectory for
one of the particles (blue) superimposed by the trajectory obtained (red) when integrating the True
Hamiltonian, or (e-g) using the best seed of the different learned models, at a time step of 0.1. While
errors of all models are very small at the beginning of the trajectory, the HOGN is the only learned
model still indistinguishable from ground truth at the end of the long 500-step trajectory (video link).
(which are independent from ∆t). We again use the node output of a GN to model the per-particle
time derivatives, and provide the GN, together with the initial conditions and ∆t, to an RK integrator,
(q,p)n+1 = RK
(
∆t, (q,p)n, f
OGN
q˙,p˙
)
(4)
fOGNq˙,p˙ (q,p) ≡ GNV (q,p, c;φ) = (q˙, p˙) . (5)
The fq˙,p˙ is a function that the integrator can use to operate on any (q,p) and query more than once.
For fixed ∆t and when using the RK1/Euler integrator (see Sec. 2) this is equivalent (up to a scale
factor) to the DeltaGN.
Hamiltonian ODE graph network (HOGN) Our “Hamiltonian ODE graph network” (HOGN) im-
poses further constraints by using a GNu to compute a single scalar for the system—the Hamiltonian—
via the global output, analytically differentiating it with respect to its inputs, q and p, and, in
accordance with Hamilton’s equations (Eq. 2), treating these gradients as −p˙ and q˙, respectively,
HGN(q,p) = GNu(q,p, c;φ) (6)
fHOGNq˙,p˙ (q,p) ≡
(
∂HGN
∂p
,−∂HGN
∂q
)
= (q˙, p˙) . (7)
The resulting ODE defined by fHOGNq˙,p˙ can be integrated similarly to the OGN by passing those
functions to the integrator (Eq. 4). Crucially, theHGN is not supervised directly, but instead learned
end-to-end through the integrator.
4 Results
We train and test our approach on datasets consisting of particle systems where particle j exerts a
spring force on particle i, as defined by Hooke’s law, Fij = −kij · (qi − qj), where kij is the spring
constant. All systems contained between 4 and 9 particles, and simulations were computed with
time-steps of 0.005. To form the data from the raw simulations, we sub-sampled the trajectories at a
fixed time-step of 0.1, except in the time-step generalization conditions described below. We trained
all models to make next-step predictions of all particles’ positions and momenta, with a loss function
which penalized mean squared error between the true and predicted values.
Fig. 2a shows that for models trained and tested on RK4, the OGN and HOGN have lower rollout
error than the DeltaGN, and even lower than integrating the true Hamiltonian at the same time step.
Fig. 2b shows that the average energy of the system also stays closer to the initial energy for the OGN
and HOGN. The OGN energy seems to preserve energy better than the HOGN, however this is not
surprising: as shown below, the HOGN matches the true Hamiltonian well, and both have imperfect
energy conservation when integrated with RK4, which is not symplectic2. Similar experiments with a
2Symplectic integrators are designed to have more accurate energy conservation.
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Figure 3: (a-b) Time-step size generalization error in 20-step-long trajectories when trained with (a)
a fixed time-step of 0.1 or (b) variable time-steps (0.02-0.2). (c-d) Predictive accuracy and energy
conservation across models and integrators. (e-f) Results when varying the integrator used at test
time, where points that share the same train and test integrator are highlighted with black circles.
third-order symplectic integrator[11] yielded similar rollout errors for the HOGN, with 3 times better
energy conservation than the OGN (See Supp. Sec. D.1). Figs. 2c-g (and video link) illustrate the
rollout accuracy of the different models for a long 500-step trajectory.
Generalizing to untrained time-steps Both the OGN and HOGN exhibit better zero-shot general-
ization than the DeltaGN on time-steps which were never experienced during training. Fig. 3a shows
each model’s performance when trained on a time-step of 0.1 and tested on time-steps between 0.005
and 0.5. We also trained models on multiple time-steps, from 0.02 to 0.2, to study whether that could
improve generalization. We varied the time-steps of the ODE models via the integrator, while for
the DeltaGN we provided the time-step as input to the model. Fig. 3b shows that the DeltaGN is
on par with the other two models within the training range, but becomes worse outside this range.
Note, predictions for long time-steps (> 0.3) become very inaccurate for all learned models, as well
as the true Hamiltonian, which suggests that the models are determining the dynamics on the basis of
features only appropriate for shorter time-steps. Results for other integrators in Supp. Sec. D.2.
Generalization across integrators We varied the integrators used by the model to examine how
the quality of the integrator interacts with our different models. Figs. 3c-d show that for lower order
integrators (RK1-3), the HOGN and true Hamiltonian have higher rollout and energy errors than the
non-Hamiltonian models (DeltaGN and OGN). We speculate the non-Hamiltonian models are more
accurate because they are not obligated to respect the constraint the Hamiltonian imposes between
the q’s and p’s dynamics, and can instead, for instance, learn approximations to the time derivatives
which are not consistent with the q and p gradient vector fields of any Hamiltonian.
However, Fig. 3e shows that when the OGN is tested on integrators different from those on which it
was trained, its performance is always significantly worse. This indicates that the OGN is not learning
accurate (q˙, p˙), but rather some other function, which interfaces with the training-time integrator to
produce accurate trajectories, but is inappropriate for other integrators. By contrast, Fig. 3f shows
that the HOGN model usually generalizes to greater accuracy when used with higher order integrators
at test time, and specifically when trained with RK4 (dark purple line in Fig. 3f), perfectly matches
the behavior of the true Hamiltonian (grey line in Fig. 3c).
Greydanus et al. [9], in their Hamiltonian Neural Networks, use finite differences to approximate the
derivatives of q and p when not available analytically, use those approximated values during training
to supervise the Hamiltonian gradients, and then generate test trajectories with an RK4 integrator. In
our experiments this is analogous to training the HOGN using RK1 and testing on RK4, and indeed,
our findings are generally consistent with theirs, but also indicate that directly learning through higher
order integrators is generally better.
5 Discussion and future work
We incorporated two physically informed inductive biases—ODE integrators and Hamiltonian
mechanics—into graph networks for learning simulation, and found they could improve performance,
energy, and zero-shot time-step generalization. We also analyzed the impact of varying the ODE
integrator independently between training and test, and found that the Hamiltonian approaches benefit
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most from training with an RK4 integrator, while non-Hamiltonian ones can learn more accurate
predictions when trained on lower order integrators. However the HOGN generalizes better across
integrators, and approximates the true Hamiltonian best in terms of performance and energy accuracy.
Similar to the graph network’s inductive bias for representing complex systems as nodes interacting
via edges, the ODE integrator and Hamiltonian inductive biases are informed by physics, but are not
specific to physics. Our approach may be applicable to many complex multi-entity systems which
can be modeled with ODEs or have some notion of canonical position and momentum coordinates.
Moreover, there are other physically informed inductive biases to explore in future work, such as
imposing separable potential and kinetic energy terms, Lagrangian mechanics, time-reversibility, or
entropic constraints.
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A Data generation
A.1 Initial conditions
Each particle i had initial conditions (all in figures in international system of units) drawn from
independent uniform distributions:
• Mass mi ∈ [0.1, 1]
• Spring constant ki ∈ [0.5, 1]
• Initial position qi0 ∈ [−1, 1]2
• Initial velocity vi0 ∈ [−3, 3]2, pi0 = mivi0
A.2 Physics simulator
Our dataset consists of simulations for particle-spring systems where particle j exerts a force on
particle i (Hooke’s force) Fij = −kij · (qi − qj) where kij is the spring constant, calculated as
kij = ki · kj .
Trajectories were generated using RK4 with a generation time step of 0.005s, with trajectories of up
to 4s in length.
A.3 Dataset
The datasets were obtained by subsampling the trajectories generated with the physics simulator at
different time intervals.
We generated data for systems with between 2 and 15 particles, although we only used data with 4, 5,
6, 8 and 9 particles for training.
The training dataset consisted of 10000 one-step pairs of states (for each number of particles)
separated by either a fixed time step of 0.1 s, or by a random time step drawn uniformly from the
[0.02, 0.2] s interval and rounded to the nearest exact multiple of the generation time-step. In the latter
case, to avoid having discrete values of the time step, instead of using a fixed generation time-step
of 0.005 s, we used random values form the interval 0.005 s ± 10%. Each pair was sampled from a
different randomly generated trajectory. Additionally we generated 1000 validation and 1000 test
pairs for each number of particles.
We also stored validation and test trajectories of length 20 sampled at 0.005, 0.01, 0.03, 0.1, 0.15,
0.2, 0.3, 0.4, 0.5 seconds (1000 trajectories for each number of particles and time step). All results
presented in the paper correspond to the full test dataset of 20-step test trajectories for systems with 4,
5, 6, 8 and 9 particles.
B Graph Network
Each of the MLPs used on the edge model, node model and global model of the graph network, have
output sizes of [64, 64], and softplus activations after each layer including the last one. The graph
network always uses sum as the aggregation function for edges and nodes.
The output of the network is obtained by applying an additional non-activated linear layer with the
desired output size to the output globals (HOGN, output size of 1 to represent a single scalar value
per graph) or to the output nodes (OGN and DeltaGN, output size of 4 to represent values associated
to 4 canonical coordinates for each node/particle).
We chose softplus because relu activation did not work well with the Hamiltonian model. We
hypothesize this is a consequence of Eq. 7: a function approximator with relu activation is a
piecewise linear function (linear almost everywhere), so after taking the derivatives of the output of
the network with respect to its inputs, it becomes a function that is constant almost everywhere, and
the gradient-based optimization process struggles to optimize it. This is consistent with [9] where
they find better results for tanh activation than for relu activation. In our case softplus seemed to
produce better results than tanh.
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We always remove the mean position of the objects from the inputs to the GraphNetwork. This does
not prevent the models from predicting correct absolute positions since all dynamics are translation
invariant and models (Including RK integrators) only predict relative differences with respect to
the previous state. This allows the model to produce correct predictions even when particles have
travelled far away from their initial positions.
Also, because the ground truth Hamiltonian in spring systems is time-independent (it is a conservative
system), we omit feeding absolute time to the GraphNetworks to avoid unnecessary dependencies.
C Training details
We used TensorFlow and the DeepMind Graph Nets library to build our neural networks, calculate
the analytic gradients of the Hamiltonian, and train our models. We trained with a batch size of 100,
for a million training steps. We used AdamOptimizer to minimize the loss.
Due to the different nature of the models (which may require different learning rates) we ran each of
the models with 13 initial learning rates uniformly spanning an interval between 10−1 and 10−4 in
log scale. Learning rate was decayed exponentially at a rate of 0.1 every 2 · 105, with a lower limit of
10−7.
For each model, we report median values and min-max range for the 4 learning rates with the smallest
rollout error. In practice the variance across seeds given the same learning rate was negligible (except
on generalization results).
Rollout error is defined as the RMS position error averaged across all examples, dimensions, particles,
and sequence axis. Energy error is calculated as the RMS of the deviation between the mean energy of
a trajectory and the initial energy (normalized by the initial energy, to yield relative errors), averaged
across all examples.
D Additional results
D.1 Symplectic integrators
We attempted using symplectic integrators of first order (Symplectic Euler, S1), second order (Verlet
Integrator, S2) and third order (S3) with coefficients as described in [11]3. It is worth noting that these
integrators are only symplectic for separable HamiltoniansH(q,p) = T (p) + V (q), or equivalently,
for systems for which p˙ = fp˙(q) and q˙ = fq˙(p). However, we do not impose this constraint,
neither to the HOGN (by adding the scalar output of two independent networks, with p and q inputs
respectively) nor the OGN (by only feeding q to the network that outputs p˙ and vice versa), so there
are not any guarantees that the learned models will correctly preserve energy for any Hamiltonian.
Fig. D.1a shows the predictive accuracy including results for models trained with symplectic
integrators. Contrary to the RK integrators, in this case the HOGN seems to be able to produce lower
errors than the true Hamiltonian even for low order integrators (S1 and S2), in a similar way to how
the OGN was able to produce very low errors for low order RK integrators. While this seems like an
advantage of using symplectic integrators it also indicates that the HOGN model is not really learning
something close to the true Hamiltonian in these cases, and, as we will see in the next section, it will
cause worse generalization to unseen test time-steps. Similarly, Fig. D.2d shows that the models
trained with the S1, S2 integrators do not generalize at all to higher order symplectic integrators, and
only the model trained with S3 shows good generalization across all integrators that is comparable to
the generalization across integrators of the model trained with RK4 (Fig. D.2b) and the behavior of
the true Hamiltonian (Fig. D.1a).
We speculate these differences in accuracy between training the HOGN with the RK integrators and
the symplectic integrators are related to fundamental differences between the algorithms behind the
two types of integrators. Firstly while the output of RK integrators is usually a weighted average
of the results obtained across several internal iterations for intermediate time-steps, the symplectic
integrators feed each internal iteration with just the output of the previous internal iteration, and
3We also tried a fourth order symplectic integrator, as described in [11], however it did not improve results,
possibly due to the linear nature of the Hooke’s force[12].
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Figure D.1: (a-b) Predictive accuracy and energy conservation across models and integrators including
symplectic integrators (analogous to Fig. 3c-d).
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Figure D.2: (a-d) Predictive accuracy when varying the integrator used at test time, where points that
share the same train and test integrator are highlighted with black circles (analogous to Fig. 3e-f).
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Figure D.3: (a-d) Energy accuracy when varying the integrator used at test time, where points that
share the same train and test integrator are highlighted with black circles (analogous to Fig. D.2).
output just the result of the very last internal iteration. This means that the trained models can learn
to encode additional information in the outputs of the intermediate internal iterations, which may
allow the neural networks to distinguish whether the gradients are being evaluated for the first, the
second, etc. or the final internal iteration. Secondly, in RK integrators, the derivatives of the position
and momentum are always evaluated at the same point in each internal iteration, but in the symplectic
integrators the derivatives of the position and the momentum are evaluated at different points, in
alternating fashion. This has two consequences, the first consequence is that an n-th order symplectic
integrator performs 2n network evaluations, while a n-th order RK integrator performs only n network
evaluations, as it shares the evaluations of the position and momentum gradients at the same point.
The additional network evaluations may explain why apparently lower order symplectic integrators,
when used with learned models, can produce lower errors (e.g. S2 vs RK2). The second consequence
is that, if as speculated before, the model can identify which calls corresponds to which internal
iterations, it may also identify when it is being evaluated to produce gradients for the momentum
or for the position. This would allow the model to get around the Hamiltonian constraint (that used
to force it to produce a position and momentum vector field of gradients consistent with a common
Hamiltonian), and allow it to start behaving more similarly to the OGN, where the derivatives of the
position and momentum can be fully independent.
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Figure D.4: (a-b) Time generalization for RK1 integrator (analogous to Fig. 3a-b).
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Figure D.5: (a-b) Time generalization for RK2 integrator (analogous to Fig. 3a-b).
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Figure D.6: (a-b) Time generalization for RK3 integrator (analogous to Fig. 3a-b).
With respect to energy conservation, Fig. D.1b, shows that models trained with higher order symplec-
tic integrators (S1 and S2) preserve energy much better than the RK integrators, and, as mentioned in
the main text, allow the HOGN to preserve energy much better than the OGN. It is also worth noting,
that the HOGN trained with RK2, RK3 and RK4 integrators also improves in energy conservation
when integrated with symplectic integrators (Fig. D.3b), confirming that the models trained with
high order RK integrators learn something very similar to to the ground truth Hamiltonian that even
generalizes to a different family of integrators.
D.2 Time generalization for other integrators
Figs. D.4, D.5, and D.6 show that for RK integrators of lower order (RK1-RK3) the OGN overfits
heavily to the time-step used during training, however, the HOGN presents consistent generalization
to time-steps not seen during training, yielding approximately similar errors. This again is evidence
that the HOGN learns something more consistent with a Hamiltonian, and that in fact follows more
closely the true Hamiltonian than the OGN.
In the case of symplectic integrators, we observe that even the HOGN overfits to the time-step used
during training when using first order (S1) and second order (S2) integrators (Figs. D.7 and D.8), and
starts generalizing well only with the third order (S3) integrator (Fig. D.9), although even for S3 the
generalization to longer (> 0.2) time-steps is comparatively worse than with RK4 (Fig. 3a-b). This
is consistent with the previous discussion (Section D.1) in that the HOGN is not really learning an
accurate Hamiltonian when trained with a symplectic integrator.
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Figure D.7: (a-b) Time generalization for S1 integrator (analogous to Fig. 3a-b).
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Figure D.8: (a-b) Time generalization for S2 integrator (analogous to Fig. 3a-b).
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Figure D.9: (a-b) Time generalization for S3 integrator (analogous to Fig. 3a-b).
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