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Abstract
We study the distribution of the supremum of the Airy process with m wanderers
minus a parabola, or equivalently the limit of the rescaled maximal height of a system of
N non-intersecting Brownian bridges as N → ∞, where the first N −m paths start and
end at the origin and the remaining m go between arbitrary positions. The distribution
provides a 2m-parameter deformation of the Tracy–Widom GOE distribution, which is
recovered in the limit corresponding to all Brownian paths starting and ending at the
origin.
We provide several descriptions of this distribution function: (i) A Fredholm determi-
nant formula; (ii) A formula in terms of Painleve´ II functions; (iii) A representation as a
marginal of the KPZ fixed point with initial data given as the top path in a stationary
system of reflected Brownian motions with drift; (iv) A characterization as the solution
of a version of the Bloemendal–Virag PDE [8, 9] for spiked Tracy–Widom distributions;
(v) A representation as a solution of the KdV equation. We also discuss connections with
a model of last passage percolation with boundary sources.
1 Introduction
The Tracy–Widom (TW) GOE, GUE, and GSE distributions describe the rescaled location
of the largest eigenvalue in self-adjoint random matrix ensembles with real, complex, and
quaternion entries, respectively, as the size of the matrix approaches infinity. Each of these
distributions may be described in terms of a certain solution to the Painleve´ II equation, or
equivalently in terms of a Fredholm determinant or determinants of an operator involving
Airy functions. The Painleve´ II equation (PII) is the second order nonlinear ODE
q′′(s) = 2q(s)3 + sq(s), (1)
and we consider the Hastings–McLeod solution to this equation, which behaves as
q(s) ∼ Ai(s), as s→ +∞, (2)
where Ai is the Airy function. Define the functions
v(s) =
∫ ∞
s
q(x)2 dx, E(s) = exp
(
−1
2
∫ ∞
s
q(x) dx
)
, F (s) = exp
(
−1
2
∫ ∞
s
v(x) dx
)
. (3)
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Then the distributions for the Tracy–Widom GOE, GUE, and GSE distribution functions,
denoted as F1, F2, and F4, respectively, are given as
F1(s) = F (s)E(s), F2(s) = F (s)
2, F4(2
−2/3s) =
1
2
(
E(s) +
1
E(s)
)
F (s).
For the description in terms of Fredholm determinant(s), let Bs be the integral operator acting
in L2([0,∞)) with the kernel Bs(x, y) defined by
Bs(x, y) := Ai(x+ y + s). (4)
Then the Tracy–Widom distribution functions are also given as
F1(s) = det(I−Bs), F2(s) = det(I−B2s), F4(2−2/3s) =
1
2
(det(I−Bs) + det(I+Bs)) ,
(5)
with all determinants in L2([0,∞)).
The Tracy–Widom distributions were originally discovered in the context of random matrix
theory [65, 66], but have since become ubiquitous in random systems with a high degree of
correlation. In particular, the Tracy–Widom GUE and GOE distributions appear as one-point
distributions in random growth models in the Kardar–Parisi–Zhang (KPZ) universality class
with narrow-wedge (GUE) and flat (GOE) initial conditions; the GSE case arises similarly in
half-space KPZ models. For narrow-wedge initial data the multi-point fluctuations for KPZ
models are described by the Airy2 process. This coincides with the limiting process at the edge
of Dyson Brownian motion for complex Hermitian matrices, a very natural dynamic version
of the Gaussian Unitary Ensemble (GUE).
Beyond the Tracy–Widom GO/U/SE distributions and the Airy2 process, the relationship
between random matrix theory and KPZ models becomes a bit more tenuous. One might
expect, for instance, that the multi-point fluctuations for KPZ models with flat initial data
coincide with the limiting process at the edge of Dyson Brownian motion for real symmetric
matrices, but this is not so [11]. The former process, known as the Airy1 process, is a central
object in KPZ models, which has TW-GOE marginals but does not seem to appear at all in
random matrix models. Instead, the TW-GOE distribution is connected to the Airy2 process
through the well known formula [24, 36]
P
(
sup
t∈R
(A(t)− t2) ≤ x
)
= F1(2
2/3x), (6)
where A is the Airy2 process, a particular case of a general variational formula satisfied by
KPZ models [23, 25, 45, 56]. This identity implies that the maximum of Dyson’s Brownian
motion minus a parabola, or equivalently an ensemble of non-intersecting Brownian bridges,
is described by the Tracy–Widom GOE distribution in the appropriate scaling limit.
In this paper we introduce a natural deformation of the TW-GOE distribution which
appears both in the setting of random matrices/non-intersecting Brownian motions and as
a scaling limit of KPZ models. On the random matrix side we arrive at our deformation
by deforming the left hand side of (6), replacing the Airy2 process with the Airy process
with wanderers; this is a deformation of the Airy2 process introduced in [2] which arises as
the scaling limit of systems N non-intersecting Brownian bridges in which most particles are
conditioned to return start at and return to a common point, but a few are conditioned to
start and end elsewhere.
On the KPZ side this deformed TW-GOE distribution will arise as a marginal of the KPZ
fixed point (the universal process, constructed in [45], conjectured to govern the asymptotic
fluctuations of all models in the class) with initial data constructed as a certain random
2
deformation of the flat initial conditions; concretely, one may think of it as coming from the
totally asymmetric simple exclusion process, one of the paradigmatic models in the KPZ class,
started from a random perturbation of the periodic initial conditions. The two perspectives
lead to several alternative descriptions of our distribution: as the Fredholm determinant of a
finite rank perturbation of the kernel Bs from (4), as a formula given in terms of a Lax pair
for the Hastings–McLeod solution of PII, and as a solution of two different PDEs.
We remark that the Airy process with wanderers also appears as the scaling limit of the
last passage times in a certain directed last passage percolation (LPP) model with boundary
sources [16]. As a consequence, the supremum of the Airy process with wanderers minus a
parabola, which is the primary object studied in this paper, is related to the point-to-line last
passage time for this model. The LPP perspective is discussed in Section 2.6, where we also
comment on connections with recent results obtained in [31].
2 Main results
2.1 Non-intersecting Brownian bridges and Airy processes with wanderers
Consider N non-intersecting Brownian bridges (B1(t), . . . , BN (t)) on the time interval [−1, 1],
labeled so that B1(t) ≤ B2(t) ≤ · · · ≤ BN (t), such that the first N −m paths start and end
at 0, while the m remaining top outlier paths go from a set of m locations α1 ≥ · · · ≥ αm ≥ 0
to another set of locations β1 ≥ · · · ≥ βm ≥ 0. When αi = βi = 0 for i = 1, . . . ,m, the
system has a limit shape bounded by the ellipse C := {(t,±√2N(1− t2)) : t ∈ [−1, 1]} and
the fluctuations around the top boundary are described by the Airy line ensemble minus a
parabolic shift, the top line of which is precisely the Airy2 process A which we mentioned in
the introduction. In fact, since the top paths reach a maximal height of about
√
2N due to
the conditioning on non-intersection, the same fluctuation process arises whenever the αi’s
and βi’s stay bounded as N →∞.
In [2] it was shown that a new fluctuation process, the Airy process with m wanderers,
arises if one scales the starting and ending locations of the top m non-intersecting Brownian
bridges critically around
√
2N . The correct scaling corresponds to choosing
αi =
√
2N
(
1− ai
N1/3
)
and βi =
√
2N
(
1− bi
N1/3
)
(7)
for fixed choices of a1 ≤ a2 ≤ · · · ≤ am and b1 ≤ b2 ≤ · · · ≤ bm satisfying additionally
−a1 ≤ b1; for later convenience, we have changed the sign of ai in our scaling compared to [2].
The Airy process with wanderers, which we denote as A(~a,~b)m , then occurs at a spatial scale of
order x − √2N = O(N−1/6), which is much smaller than the scaling of the starting/ending
points (7), which is αi −
√
2N = O(N1/6). Thus the condition −a1 < b1 ensures that the top
path, and thus all the m wanderers, interact non-trivially with the cloud of N −m particles,
giving rise to the new fluctuation process; otherwise, the wanderers don’t feel the effect of
the bulk, and the fluctuations become Gaussian, see Figure 1 below as well as Figure 1 in
[2]. The precise statement is the following: under the scaling (7) with a1 ≤ a2 ≤ · · · ≤ am
and b1 ≤ b2 ≤ · · · ≤ bm and −a1 < b1, the top Brownian path (BN (t))t∈[−1,1] in the system
introduced above satisfies
√
2N1/6
(
BN (N
−1/3t)−
√
2N
)
−−−−→
N→∞
A(~a,~b)m (t) (8)
in distribution, uniformly over t in compact subsets of R. The convergence of the finite-
dimensional distributions follows from [2, Thm. 1.2], which in fact proves much more, namely
the joint convergence of the gap probabilities for any fixed number of paths at the top of the
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system to those of a limiting (extended) point process1. The upgrade to uniform convergence
on compact sets, and in fact the existence of a continuous process corresponding to the scaling
limit of the top path, follows from the results of [22].
The limiting process A(~a,~b)m can be defined through its finite dimensional distributions2:
for t1 < t2 < . . . < tn,
P
(
A(~a,~b)m (tj) ≤ rj , j = 1, . . . , n
)
= det
(
I− χrK(a˜,b˜)m χr
)
L2({t1,...,tn}×R)
(9)
where for a fixed vector r ∈ Rn we set
χr(tj , x) = 1x>rj and χ¯r(tj , x) = 1x≤rj ,
which we also regard as multiplication operators acting on the space L2({t1, . . . , tm}×R), and
where the extended kernel K
(a˜,b˜)
m is defined as
K(~a,
~b)
m (s, x; t, y) = − 1√4pi(t−s)e
−(y−x)2/(4(t−s))−(t−s)(x+y)/2+(t−s)3/121s<t (10)
+
1
(2pii)2
∫
Γ〈~b−s
du
∫
Γ−~a−t 〉
dv
eu
3/3−xu
ev3/3−yv
1
(u+ s)− (v + t)
m∏
k=1
u+ ak + s
v + ak + t
v − bk + t
u− bk + s.
The integration contours are as follows: Γ〈~b−s goes from e
−pii/3∞ to epii/3∞ and passes to the
left of each bi− s, Γ~a−t 〉 goes from e−2pii/3∞ to e2pii/3∞ and passes to the right of each ai− t,
and they are such that the shifted contours Γ〈~b−s + s and Γ~a−t 〉 + t do not intersect.
Note finally the kernel K
(a˜,b˜)
m makes perfect sense if some of the ai’s or the bi’s are set to
∞: all that happens is that the corresponding factors in the integrand on the right hand side
of (9) disappear. Physically, in view of the scaling (7), one expects that this should recover
the case where the corresponding αi’s or βi’s equal 0. This is indeed the case, and can be
derived without additional difficulty by repeating the arguments of [2] with the endpoints
of the corresponding Brownian paths tied to the origin. In particular, taking both am and
bm to ∞ in A((a1,...,am),(b1,...,bm))m one simply recovers the Airy process with m − 1 wanderers
A((a1,...,am−1),(b1,...,bm−1))m−1 , while if all ai’s are taken to ∞ and all bi’s are set at a common
location b ∈ (0,∞) one recovers the particular case studied in [1].
The primary object of interest in the current paper is the distribution of the supremum of
the Airy process with wanderers minus a parabola:
F (~a,
~b)
m (r) = P
(
sup
t∈R
(A(~a,~b)m (t)− t2) ≤ r)
= lim
N→∞
P
(√
2N1/6
(
supt∈[−1,1]BN (t)−
√
2N
)
≤ r
)
,
(11)
where the second equality comes from (8) (which only gives convergence over t in compact
sets, but from the arguments of [22], see Corollary 5.2 there, it follows that the probability
that the maximum is attained outside of a given box [−M,M ] goes to 0 as M → ∞)3. In
1While this limiting point process is what [2] calls the Airy process with wanderers, throughout this paper
we use always use this term mean the scaling limit of the top path; this is similar to how the Airy2 process
names both the scaling limit of the top path in Dyson Brownian motion and the determinantal point process
arising from scaling the GUE eigenvalues at the edge.
2Recall we have changed the sign of the ai’s compared to [2].
3Alternatively, our proof of (14) can be repeated for the maximal height of a finite system of non-intersecting
Brownian bridges as in [48], and the resulting Fredholm determinant can be checked to converge to the right
hand side of (14) in the right scaling.
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√
2N −N−1/6a1√
2N −N−1/6a2
√
2N −N−1/6b1√
2N −N−1/6b2
t
t = 1t = −1
C
Figure 1: A system of non-intersecting Brownian bridges with 2 outliers going from (α1, α2) to (β1, β2)
with scalings as in (7). Here the ai’s and bi’s are positive (so the condition −a1 < b1 holds) and thus
the outlier paths enter the region defined by the ellipse C and hence they interact nontrivially with the
paths in the bulk.
terms of LPP with boundary sources as in [16], one expects that F
(~a,~b)
m is the distribution of
the asymptotic fluctuations of the corresponding point-to-line last passage times.
From the preceding discussion one should expect that
lim
a1,b1,...,am,bm→+∞
F (~a,
~b)
m (r) = F1(2
2/3r). (12)
On the other hand, in view of (11) and the scaling introduced above, one should expect that
supt∈R
(A(~a,~b)m (t)− t2) =∞ if any of the ai’s or bi’s are negative, and in particular that
lim
a1→0+ or b1→0+
F (~a,
~b)
m (r) = 0. (13)
In fact, if that is the case then one (or both) of the endpoints of the top path lies at a location
greater than or equal than
√
2N , and the supremum of the path near that endpoint does not
feel the bulk and has fluctuations around
√
2N which are of order 1. In view of this, we will
assume in the sequel that all ai’s and bi’s are positive (which in particular implies the required
condition −a1 < b1).
We will prove in Section 5.5 that both limits (12) and (13) hold.
2.2 Fredholm determinant formula for the maximal height
Our first result is an explicit Fredholm determinant formula for F
(~a,~b)
m .
Theorem 1. Consider the Airy process with m wanderers A(~a,~b)m with parameters satisfying
0 < a1 ≤ · · · ≤ am and 0 < b1 ≤ · · · ≤ bm. Then
F (~a,
~b)
m (r) = det(I− χ0B˜(~a,
~b)
22/3r
χ0)L2(R), (14)
where we recall, χ0(x) = 1x>0, and where B˜
(~a,~b)
22/3r
is the integral operator with kernel
B˜
(~a,~b)
22/3r
(x, y) =
1
2pii
∫
〈
dw e2w
3/3−(x+y+2r)w
m∏
k=1
ak + w
ak − w
bk + w
bk − w. (15)
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Here the contour 〈 goes from e−pii/3∞ to epii/3∞ and passes to the left of all ai’s and all bi’s.
The result is proved in Section 3. The right hand side of (14) can also be written as the
Fredholm determinant of a finite rank perturbation of a scaled version of the kernel B22/3r
from (4), see Proposition 1 in Section 4 below.
From the symmetry of the kernel in (15) it follows directly that the supremum of the Airy
process with m wanderers with parameters 0 < a1 ≤ · · · ≤ am and 0 < b1 ≤ · · · ≤ bm has the
same distribution as the one with 2m wanderers, with starting points set to ∞ and the new
endpoints given by the ai’s and the bi’s:
Corollary 1. For any 0 < a1 ≤ · · · ≤ am and 0 < b1 ≤ · · · ≤ bm,
F (~a,
~b)
m (r) = F
(∞,〈~a,~b〉)
2m (r) (16)
with 〈~a,~b〉 representing the non-decreasing ordering of the 2m parameters.
While immediate from Theorem 1, this fact is far from obvious from the perspective of its
physical motivation in terms of non-intersecting Brownian bridges (or in terms of LPP with
boundary sources, see Section 2.6).
As expected, when all the ai or bi parameters are set to ∞ we recover the case where all
Brownian bridges start and end at the origin. In fact, the kernel in (15) becomes
B˜22/3r(x, y) := B˜
(∞,∞)
22/3r
(x, y) = 2−1/3
1
2pii
∫
〈
dw e2w
3/3−(x+y+2r)w (17)
= 2−1/3 Ai(2−1/3(x+ y + 2r)) = 2−1/3B22/3r(2
−1/3x, 2−1/3y),
where we used the contour integral formula for the Airy function
Ai(x) =
1
2pii
∫
〈
dw ew
3/3−xw.
After rescaling the kernel the right hand side of (14) becomes det(I − χ0B22/3rχ0), which in
view of (5), matches (6).
Taking the parameters to 0 in the Fredholm determinant formula is much subtler. For
simplicity, consider the case m = 1 with a1 =∞ and b1 = b. The kernel in this case becomes
B˜
(∞,b)
22/3r
(x, y) =
1
2pii
∫
〈
dw e2w
3/3−(x+y+2r)w b+ w
b− w
where we recall the contour passes to the left of b. One may be tempted to simply take
b → 0 inside the kernel, but this leads to −2−1/3 Ai(2−1/3(x + y + 2r)) which does not give
the right answer4. The problem is that the convergence of the kernel holds pointwise, but
not in trace norm. To get the right answer we proceed formally as follows. First we deform
the contour 〈 to the imaginary axis and rescale x 7−→ x/b and y 7−→ y/b in the Fredholm
determinant and w 7−→ bw in the contour integral appearing inside the kernel to get the
formula F
(∞,b)
1 (r) = det(I − χ0B̂bχ0) with B̂b(x, y) = 12pii
∫
iR dw e
2b3w3/3−(x+y)w 1+w
1−w . Taking
b → 0 inside the kernel we get B̂0(x, y) = 12pii
∫
iR dw e
−(x+y)w 1+w
1−w . Now let f(z) = e
−z.
An easy computation shows that B̂0f(z) =
1
2pii
∫
iR dw e
−zw 1
1−w , and a Fourier transform
calculation shows that the right hand side equals e−z1z≥0. Hence f is an eigenfunction of B̂0
with eigenvalue 1, so that that F
(∞,0)
1 (r) = det(I− χ0B̂0χ0) = 0, matching (13).
4In fact, it leads to det(I+ χ0B22/3rχ0) = F2(2
2/3r)/F1(2
2/3r), which is not even a distribution function!
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2.3 Painleve´ II formula
We turn next to the PII expression for F
(~a,~b)
m . In addition to the Hastings–McLeod solution to
PII denoted q and defined in (1) and (2), we need to introduce two special functions, f(x,w)
and g(x,w), defined as certain solutions to the following linear differential equations:
∂
∂w
(
f
g
)
=
(
q(x)2 −wq(x)− q′(x)
−wq(x) + q′(x) w2 − x− q(x)2
)(
f
g
)
, (18)
∂
∂x
(
f
g
)
=
(
0 q(x)
q(x) −w
)(
f
g
)
. (19)
These equations comprise a Lax pair for PII, meaning that the compatibility of the above
equations implies that q(x) satisfies PII. We let f(x,w) and g(x,w) be the solution to (18)
satisfying the initial condition (where F (x) was defined in (3))(
f(x, 0)
g(x, 0)
)
= F (x)
(
1
1
)
. (20)
We present the PII formulas for F
(~a,~b)
m only for the case a1 = · · · = am = ∞; the formula
for arbitrary ai’s is identical in light of the symmetry (16) between the ai’s and the bi’s.
Theorem 2. Consider the Airy process with m wanderers A(∞,~b)m with 0 < b1 < · · · < bm.
We have the formulas
F (∞,~b)m (r) =
F1(2
2/3r)∏
1≤j<k≤m(bk − bj)
det
[
(bj +Dr)
k−1
(
f(22/3r, 21/3bj)− g(22/3r, 21/3bj)
)]m
j,k=1
(21)
=
F1(2
2/3r)∏
1≤j<k≤m(bk − bj)
det
[
bk−1j
(
f(22/3r, 21/3bj) + (−1)kg(22/3r, 21/3bj)
)]m
j,k=1
,(22)
where Dr denotes partial derivative with respect to r. When some of the bi’s coincide the two
formulas still hold after using l’Hoˆpital’s rule to compute the right hand side as a limit.
Our proof of formula (21) will be based on direct manipulations of the Fredholm deter-
minant formula from Theorem 1, and is presented in Section 4. Then (22) follows from (21)
by using (19) and elementary row operations. For m = 1 and m = 2, there is an alternative
derivation based on using the Karlin–McGregor formula for non-intersecting Brownian ex-
cursions and discrete orthogonal polynomials to derive an explicit formula for their maximal
height. This second approach is the one that originally led us to these formulas; we sketch it
in Appendix A.
For the special case m = 1 (21) becomes
F (∞,b)m (r) = F1(2
2/3r)(f(22/3r, 21/3b)− g(22/3r, 21/3b)). (23)
Since f(x,w) → 1 and g(x,w) → 0 as w → ∞ [6, 7], it is clear that the right hand side of
(23) approaches F1(2
2/3r) as b → ∞ for fixed r ∈ R while, since f(x, 0) = g(x, 0), the right
hand side of (23) vanishes for b = 0. This recovers the expected behavior stated in (12) and
(13). While one could attempt to generalize the argument to m > 1, we will generalize the
proof instead using the connection with the KPZ fixed point discussed next (see Section 5.5).
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2.4 Connection with KPZ fluctuations
The one dimensional KPZ universality class consists of a broad collection of random growth
models, last passage percolation and directed polymers, and random stirred fluids. The name
of the class comes from the Kardar–Parisi–Zhang SPDE ∂th = λ(∂xh)
2 + ν∂2xh + σξ with ξ
a space-time white noise, a canonical continuum equation for random growth introduced in
[39]. An analogue of a height function h(t, x) can be associated to every model in the class,
and the main goal of the subject is to study the long time, large scale fluctuations of h. The
conjecture is that for every model in the KPZ universality class the height function converges
to a universal limit h(t, x) under the 1:2:3 scaling corresponding to letting ε→ 0 in
c1ε
1/2h(c2ε
−3/2t, c3ε−1x)− Cεt,
for some model-dependent constants c1, c2, c3 and Cε. This universal process h(t, x) is known
as the KPZ fixed point, and was constructed in [45] as the limit of the 1:2:3 rescaled height
function for a specific model in the class, the totally asymmetric simple exclusion process
(TASEP); later work shows that it arises too from other models related to TASEP [25, 44, 49,
50] as well as from the KPZ equation itself [59, 67]. The Airy2 and Airy1 processes mentioned
in the introduction correspond to the KPZ fixed point at time t = 1 in the case of two special
choices of initial data: narrow-wedge (meaning h(0, x) equal to 0 for x = 0 and −∞ for all
other x) for Airy2; and flat (meaning h(0, x) = 0 for all x) for Airy1, see [45].
To be more precise, and since it will play a role in our proofs, let us introduce briefly the
TASEP height function (ht(x))x∈Z and its convergence to the KPZ fixed point. For each fixed
t the height function ht is a simple random walk path, i.e. ht(x) − ht(x − 1) ∈ {−1, 1} for
each x ∈ Z; the global height is fixed by imposing h0(0) = 0. The dynamics of the TASEP
height function is that local maxima become local minima independently at rate 1; i.e. if
ht(x) = ht(x ± 1) + 1 then the transition ht(x) 7→ ht(x) − 2 occurs at rate 1 independently
for different x’s, the rest of the height function remaining unchanged. The TASEP particle
system is simply the discrete derivative of the height function: letting ηˆt(x) = ht(x+1)−ht(x)
and thinking of ηˆt(x) = 1 as there being a particle at x at time t and ηˆt(x) = −1 as the site
being empty, the above dynamics correspond to particles jumping to the right at rate 1
independently but subject to the exclusion rule that jumps onto occupied sites are forbidden.
Introduce the space UC of upper semi-continuous functions h : R −→ R∪{−∞} satisfying
h(x) ≤ A|x| + B for some A,B < ∞, with the topology of local Hausdorff convergence
of hypographs. It was proved in [45] that if h0 is a possibly random element of UC and
ε1/2h0(2ε
−1x) −→ h0(x) as ε→ 0, then for the TASEP height function it holds that
ε1/2
(
h2ε−3/2t(2ε
−1x) + ε−3/2t
) −−−→
ε→0
h(t, x; h0), (24)
all in distribution in UC. The limit
(
h(t, ·; h0)
)
t≥0 evolves as a Markov process taking values
in UC, and h(t, x; h0) denotes the state of the process at time t given its initial state h0.
The transition probabilities for this Markov process can be expressed through a Fredholm
determinant formula, see [45, Defn. 3.12].
The main result presented in this section relates the maximal height of the Airy process
with wanderers minus a parabola with the distribution of the KPZ fixed point at time t = 1
for a particular choice of initial data, which we describe next. In view of (16) again, we state
everything in terms of the case where all ai’s equal infinity. Fix m ≥ 1 and 0 < b1 ≤ · · · ≤ bm,
and introduce a system of m reflected Brownian motions with drift with a wall at the origin
0 ≤ Z01 (t) ≤ Z02 (t) ≤ · · · ≤ Z0m(t) (which we will simply refer to as RBMs) as follows. Write
Z00 (t) = 0 for all t. The m paths start from an ordered initial condition Z
0
1 (0) ≤ Z02 (0) ≤ · · · ≤
Z0m(0) and perform Brownian motions with drifts −2bk, k = 1, . . . ,m, and diffusivity 2, and
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interact with each other by one-sided reflections: Z0k(t) is reflected to the right off Z
0
t (k − 1),
k = 1, . . . ,m, so that the particles always remain ordered. In other words, Z01 (t) is a Brownian
motion with drift −2b1 reflected off the origin and, recursively, Z0k(t) is a Brownian motion
with drift −2bk reflected off the lower path Z0k−1(t), with all the Brownian motions used to
run the system being independent. The system can be constructed explicitly through the
Skorokhod reflection mapping, see Section 5.
It is known [32] that the system (Z0k)k=1,...,m has a unique stationary distribution pi
(~b).
When m = 1, in which case the system reduces to a Brownian motion reflected off the origin,
the stationary distribution is well known to be an exponential with parameter −2b1. In
the general case [31] showed that, remarkably, pi(
~b) can be written in terms of point-to-line
(exponential) LPP with boundary sources, see Section 2.6. When all drifts are different there
is also a characterization for the density as a sum of exponentials [26].
Let then
(
(Zeqk (t))t∈R
)
k=1,...,m
be a (double-sided) stationary version of our RBMs, having
pi(
~b) as its fixed time marginals.
Theorem 3. Consider the Airy process with m wanderers A(∞,~b)m with 0 < b1 ≤ · · · ≤ bm and
let Z(~b)eq be the top path Zeqm of the (double-sided) stationary version of the system of reflected
Brownian motions with drift with a wall at the origin introduced above. Then
F (∞,~b)m (r) = P
(
h(1, 0;Z(~b)eq ) ≤ r
)
. (25)
Since Z(~b)eq is stationary and the KPZ fixed point is invariant under spatial shifts, h(1, x;Z(~b)eq )
is stationary in x, so (25) also holds if we replace h(1, x;Z(~b)eq ) on the right hand side. Note
that if we take all bk’s to infinity then each path Z
eq
k in the stationary system of RBMs, and
in particular Z(~b)eq , converges to 0 (see Section 5.5). Therefore Z(~b)eq can be thought of as a
random, m-parameter deformation of the flat initial data h(0, ·) ≡ 0.
The proof of Theorem 3 is contained in Section 5. As a by-product of the proof we get in
particular that A(∞,~b)m is itself the KPZ fixed point at time 1 with initial data obtained from a
similar one-sided system of RBMs (Znwm (t))t≥0 where the lower one is free (instead of reflected
off the origin): for Z(~b)nw(t) = Znwm (−t) for t ≤ 0 and −∞ for t > 0, one has
A(∞,~b)m (x)− x2
(d)
= h(1, x;Z(~b)nw) (26)
as processes in x. Versions of this result are known in the context of TASEP and LPP, where
Z(~b)nw is usually expressed equivalently as an initial condition constructed from Brownian LPP
(see e.g. [15, 16, 21, 23, 34], and also Section 2.6 below). The identity
h(1, 0;Z(~b)eq )
(d)
= sup
x∈R
h(1, x;Z(~b)nw) (27)
which follows from (25) and (26) is an instance of the general variational formula satisfied by
the KPZ fixed point [45, Thm. 4.18].
2.5 Relation to the Bloemendal–Virag and Korteweg–de Vries PDEs
The spiked Tracy–Widom distributions describe the distribution of the largest eigenvalue in
self-adjoint random matrix models with a deterministic finite-rank perturbation chosen in
such a way that the largest eigenvalue (or several eigenvalues) begin to separate from the
bulk. They have attracted a lot of interest, in part because they characterize the asymptotic
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fluctuations of the top eigenvalues of Gaussian sample covariance matrices, i.e. the Wishart
ensembles. For the case of complex Hermitian matrices a Fredholm determinant formula
for the spiked Tracy–Widom distribution was obtained initially by Baik, Ben Arous, and
Peche´; the distribution is therefore known in the literature as the BBP distribution. The Airy
process with wanderers A(∞,~b)m provides a dynamic version of the BBP distribution: its one-
point marginal distributions coincide exactly with the BBP distribution with spike parameters
given by ~b shifted according to the time where one is focusing.
The most complete description of the spiked TW distributions is due to Bloemendal and
Virag [8, 9], who showed (among other descriptions) that they are characterized as solutions
to a certain boundary value problem for a linear PDE. Their results hold for a much more
general family of spiked TW distributions which is indexed by a real parameter β > 0, where
β = 1, 2, 4 correspond to real, complex, and quaternionic random matrix ensembles, respec-
tively, and other values of β may be understood in terms of tridiagonal matrix ensembles as
described by Dumitriu and Edelman [28]. As in [9], we denote the distribution function for
the rank-m spiked TW distribution as Fβ(x;w1, w2, . . . , wm), where w1, . . . wm are parame-
ters which describe the strength of the perturbation. When any of the wi → −∞, the largest
eigenvalue becomes separated from the bulk and its fluctuations take place on a larger scale,
thus Fβ(x;w1, w2, . . . , wm) −→ 0. When w1, w2, . . . wm → +∞, the perturbation becomes neg-
ligible and Fβ(x;w1, w2, . . . , wm) approaches the usual (un-spiked) Tracy–Widom distribution
Fβ. The Bloemendal–Virag PDE is
m
∂F
∂x
+
m∑
j=1
(
2
β
∂2F
∂w2j
+ (x− w2j )
∂F
∂wj
)
+
∑
1≤j<k≤m
2
wk − wj
(
∂F
∂wk
− ∂F
∂wj
)
= 0, (28)
(x;w1, . . . , wm) ∈ Rm+1, and they showed that Fβ(x;w1, w2, . . . , wm) is the unique bounded
solution of (28) which satisfies the boundary conditions
F −→ 1 as x→ +∞ with w1, w2, . . . , wm bounded below,
F −→ 0 as any wi → −∞ with x bounded above.
For the case β = 2, Baik [4] obtained the following formula, very similar to (21), for the
spiked TW distribution in terms of the Hastings–McLeod solution to PII and the functions f
and g defined in (18)–(20):
F2(x;w1, . . . wm) =
F2(x)∏
1≤j<k≤m(wk − wj)
det
[
(wj +Dx)
k−1f(x,wj)
]m
j,k=1
. (29)
For β = 4 a similar formula is available in the case m = 1 [8]:
F4(2
−2/3x; 2−1/3w) = 12
(
(f(x,w) + g(x,w))E(x)−1 + (f(x,w)− g(x,w))E(x)
)
F (x); (30)
in the case w = 0 this was first proved by Wang [68], who also obtained a Fredholm determinant
formula. For β = 1 there is a rather complicated formula related to PII for the case m = 1
due to Mo [46], while no Fredholm determinant formula is known.
In light of (6) and given that F
(∞,~b)
m represents a deformation of the Tracy–Widom GOE
distribution, and it arises via the Airy process with wanderers, whose marginals are given by
the BBP distribution, one might hope that F
(∞,~b)
m is related to the spiked TW distribution
with β = 1. This hope is perhaps reinforced by the striking formal similarity between (21) and
the formula (29) for the BBP distribution, as well as by the fact that the supremum of finitely
many non-intersecting Brownian bridges without outliers coincides with largest singular value
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of a real Wishart matrix [48]. We were, however, unable to find such a connection (note
in particular that F
(∞,~b)
m goes to 0 as the bi’s go to 0, while F1(x;w1, . . . , wm) does so as
the wi’s go to −∞). Nevertheless, for the case m = 1, one immediately sees that the right
hand side of (21) is exactly twice the second term on the right hand side of (30) (recall that
F1(x) = F (x)E(x) in (3)). The PDE (28) is linear and is in fact satisfied by each term of
(30), so the following corollary is immediate. It can be checked using formula (21) along with
(18) and (19), together with the general identity
v + q4 − (q′)2 + xq2 = 0,
which follows from the PII equation satisfied by q(x) (recall v(x) defined in (3)); uniqueness
follows from the same arguments in [8]5.
Corollary 2 (Corollary to the PII formula for F
(∞,b)
1 ). The distribution function F
(∞,b)
1 (r) is
the unique bounded solution of the Bloemendal–Virag PDE (28) with m = 1, x = r, w = b > 0,
and β = 4, in the domain r ∈ R, b > 0, subject to the boundary conditions
F −→ 1 as r → +∞ with b bounded below,
F −→ 0 as b→ 0+ with r bounded above.
The appearance of the PDE (28) with β = 4 in this context is quite unexpected from a
physical point of view, and one might hope that it indicates some relation between the β = 1
and the β = 4 versions of (28). We were, again, unable to find such a connection.
For m > 1, the distribution function F
(∞,~b)
m (r) appears to satisfy a PDE which is nearly
identical to (28), but has a different coefficient in front of the interaction term.
Conjecture 1. The distribution function F
(∞,~b)
m (r) is the unique bounded solution of the PDE
m
∂F
∂r
+
m∑
j=1
(
2
β
∂2F
∂b2j
+ (r − b2j )
∂F
∂bj
)
+
∑
1≤j<k≤m
1
bk − bj
(
∂F
∂bk
− ∂F
∂bj
)
= 0
with β = 4, in the domain r ∈ R and bj > 0 for each j, subject to the boundary conditions
F −→ 1 as r → +∞ with b1, b2, . . . , bm bounded below,
F −→ 0 as any bi → 0+ with r bounded above.
Using (22) together with the equations (18) and (19) for f and g, it is straightforward
to check Conjecture 1 using a computer algebra system for small values of m. We did so
for m = 2, 3, 4, so in that sense this conjecture can be considered a theorem for m < 5. A
proof for general m is surely possible based on these indentities, but it appears not to be
straightforward, and is left for future work.
A connection to a different (nonlinear) PDE is arises from the Fredholm determinant
formula for F
(∞,~b)
1 (r).
Corollary 3 (Corollary to the determinantal formula for F
(~a,~b)
m ). Introduce a rescaling pa-
rameter t > 0, and for fixed ~a,~b > 0 consider the second logarithmic derivative of rescaled
distribution function F
(t1/3~a,t1/3~b)
m (t−1/3r),
φ(t, r) :=
∂2
∂r2
logF (t
1/3~a,t1/3~b)
m (t
−1/3r).
5In [8] the argument for uniqueness is based on representing the solution of (28) as the probability that a
certain diffusion explodes to −∞; in our case due to the change in the boundary condition this becomes the
probability that the diffusion hits the origin, but the rest of the argument remains valid.
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Then φ(t, r) satisfies the Korteweg–de Vries (KdV) equation
∂φ
∂t
+ φ
∂φ
∂r
+
1
12
∂3φ
∂r3
= 0. (31)
This corollary follows directly from the results of [58] and the Fredholm determinant
formula (14). A short proof is presented at the end of Section 3. The question of uniqueness
for this equation remains open, see [58].
The result is related to the KPZ fixed point characterization of F
(∞,b)
1 (r), whose one-point
distributions were shown in [58] to satisfy an integrable PDE which is a two-dimensional
extension of KdV: for fixed, deterministic initial data h0 ∈ UC, one has that φ(t, x, r) =
∂2r logP(h(t, x; h0) ≤ r) solves the Kadomtsev-Petviashvili (KP) equation
∂
∂r
(
∂φ
∂t
+
1
2
∂φ2
∂r
+
1
12
∂3φ
∂r3
)
+
1
4
∂2φ
∂x2
= 0. (32)
In fact, by the 1:2:3 scaling invariance of the KPZ fixed point (or rather as a direct consequence
of our method of proof), (31) together with Theorem 3 imply directly the following:
Corollary 4. Let
φ(
~b)(t, r) = ∂2r logP(h(t, 0;Z(~b)eq ) ≤ r),
where Z(~b)eq is the top path in the system of RBMs introduced in Theorem 3. Then φ(~b) solves
the KdV equation (31).
We stress that in general (32) does not hold for random initial data; it is expected to hold
only in very special initial conditions such as half-Brownian (see [58, Ex. 2.7]). If φ(t, x, r)
does not depend on x then (32) reduces to the KdV equation (31), but for deterministic initial
data, h(t, x, r) can be stationary in space only if h0 is constant. Corollary 4 provides the first
known example beyond flat initial data for which the distribution of the KPZ fixed point is
connected to KdV.
Corollaries 2 and 3 together provide a link between the Bloemendal–Virag PDE and the
KdV equation, although it does not appear to be straightforward to turn one equation di-
rectly into the other. The KdV equation is one of the most important nonlinear equations in
integrable PDE, and one could hope that this connection could help shed light on any further
integrable structure of the Bloemendal–Virag PDE. We note that an analogous statement
holds for the KP equation and the BBP distribution with β = 2 (see [58, Ex. 2.4]).
2.6 Connection to LPP with boundary sources
In this section we briefly discuss connections with a model of last passage percolation with
boundary sources introduced in [16]. Let {αˆj}j∈N and {βˆj}j∈N be two sequences of real
numbers satisfying αˆi+ βˆj > 0 for all i, j ∈ N, and consider a family {wi,j}i,j∈N of independent
exponential random variables with means E(wi,j) = 1/(αˆi+βˆj). The point-to-point last passage
times are defined as
L((i, j)→ (i′, j′)) = max
pi∈Π:(i,j)→(i′,j′)
∑
`wpi`
for i ≤ i′, j ≤ j′, where the maximum is taken over the set of all directed paths (i.e. taking
up and right steps) connecting (i, j) to (i′, j′).
In [16] the authors consider the special case that there exists a fixed m ∈ N such that αˆi = 0
and βˆi = 1 for i > m. In this case they prove that the process of last passage times from (1, 1)
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to points on an horizontal line {(k,N)}k≥1 converges as N → ∞, under the right scaling,
to the Airy process with wanderers. In our setting it is more convenient to look at the last
passage times to points on the anti-diagonal line {(k, `) : k, ` ≥ 1, k+ ` = N}, but one expects
that this leads to the same limit process. This is actually known for several related models;
in particular it is known for a version of LPP without boundary sources (i.e. m = 0, where
the limit is the Airy2 process; see also [33, 21]) and should follow from the slow decorrelation
arguments of [30]. We will only state roughly the expected result: for fixed κ ∈ (0, 1) there
are constants γ, c1, c2, c3 such that if αˆi = κ+ γN
−1/3ai and βˆi = −κ+ γN−1/3bi for i ≤ m,
with ai + b
′
i > 0 for all i, i
′ ≥ 1, then
c1N
−1/3(L((1, 1)→ (12N + c3N2/3u, 12N − c3N2/3u))− c2N) −−−−→N→∞ A(~a,~b)m (u)− u2 (33)
in the sense of finite dimensional distributions (here, and below, we implicitly take integer
part in non-integer positions when necessary).
Now consider point-to-line last passage times, defined for i, j ≥ 1 with i+ j ≤ N as
LlineN (i, j) = max
k,`≥1: k+`=N
L((i, j)→ (k, `)).
The validity of (33) would suggest that c1N
−1/3(LlineN (1, 1) − c2N) converges in distribution
as N →∞ to the random variable supu∈R
(A(~a,~b)m (u)− u2) or, in other words, that
lim
N→∞
P
(
c1N
−1/3(LlineN (1, 1)− c2N) ≤ r) = F (~a,~b)m (r).
This can be regarded as another version of the variational formula (27).
A slightly different version of the above last passage times has been related to RBMs in
the recent paper [31]. For a finite N ∈ N, they consider the case βˆj = αˆN+1−j and prove the
following: if (ζeqk )k=1,...,N is a vector chosen from the stationary distribution pi
(~b) of the system
of RBMs (Z0k)k=1,...,N introduced in Section 2.4, then taking αˆi = βˆN+1−i = bi, i = 1, . . . , N ,
one has
(ζeq1 , . . . , ζ
eq
N )
dist
= (LlineN+1(1, N), . . . , L
line
N+1(1, 1)).
The distribution of LlineN+1(1, 1) is related in [31] to that of the singular values of a certain
symmetric complex Gaussian random matrix.
The parameters used in [31] are not quite compatible with those used in [16], but they
can be chosen so that the difference between the two models is small. Thus it is reason-
able to expect that, with a suitable scaling and choice of parameters, the distribution of
LlineN+1(1, 1) should converge to F
(∞,~b)
m . Along these lines, we mention that in [31] it is also
shown that the distribution of LlineN+1(1, 1) (i.e. that of the top RBM in equilibrium) equals
that of supt≥0 λmax
(
H(t)− tD), where H(t) is an N ×N Hermitian Brownian motion, D is a
diagonal matrix with entries Dii = bi and λmax(A) denotes the largest eigenvalue of A. The
evolution of the eigenvalues of H(t)−tD can be mapped, under the space-time transformation
(t, λ) 7−→ ((1+ t)/(1− t), (1− t)λ/2), to the system of non-intersecting Brownian bridges from
Section 2.1 with αi = 0 and βi = bi (see [3]), but while in the case when all bi’s equal 0
this supremum has the same distribution as the maximal height of non-intersecting Brownian
motions without outliers (see [31, Sec. 2]), one can check that this does not hold in general.
The relation between our results and those of [31] is intriguing, and is left for future work.
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3 Fredholm determinant formula
In this section we prove Theorem 1. We follow the approach introduced in [24], which is based
on turning the extended kernel formula (9) for the finite dimensional distributions of A(~a,~b)m
into the Fredholm determinant of a certain “path-integral” kernel computed in L2(R). This
idea was used in [24] in the setting of the Airy2 process, and later generalized to a large class
of kernels in [12].
Let H denote the Airy Hamiltonian H = −∆ + x and consider its associated semigroup
e−tH , which is well defined as an integral operator acting on L2(R) for every t ≥ 0, with
integral kernel given by (see [24])
e−tH(x, y) =
1√
4pit
e−(y−x)
2/(4t)−t(x+y)/2+t3/12. (34)
Define also two integral operators, A
(~a,~b)
m,s and B
(~a,~b)
m,t , s, t ∈ R, acting on L2(R) via the kernels
A
(~a,~b)
m,t (x, y) =
1
2pii
∫
Γ−~a−t 〉
dve−v
3/3+(x+y)v
m∏
k=1
v − bk + t
v + ak + t
, (35)
B(~a,
~b)
m,s (x, y) = −
1
2pii
∫
Γ〈~b−s
dueu
3/3−(x+y)u
m∏
k=1
u+ ak + s
u− bk + s (36)
(with the contours as in (10)). Then choosing the contours so that Re(u+ s− v − t) > 0 for
u ∈ Γ〈~b−s and v ∈ Γ~a−t 〉, the kernel in (10) can be rewritten as
K(~a,
~b)
m (s, x; t, y) = −e−(t−s)H(x, y)1s<t +
∫ ∞
0
dλe−(s−t)λB(~a,~b)m,s (x, λ)A
(~a,~b)
m,t (y, λ). (37)
A straightforward computation using (34)–(36) gives, for t ≥ 0 and s ∈ R,
A(~a,
~b)
m,s e
−tH(x, y) = etxA(~a,
~b)
m,s+t(x, y), e
−tHB(~a,~b)m,s (x, y) = e
tyB
(~a,~b)
m,s−t(x, y),
and as a consequence we may define A
(a˜,b˜)
m,s etH(x, y) = e−txA
(~a,~b)
m,s−t(x, y) and etHB
(a˜,b˜)
m,s (x, y) =
e−tyB(~a,
~b)
m,s+t(x, y) for all t ∈ R, and moreover the property et1Het2HB(a˜,b˜)m,s = e(t1+t2)HB(a˜,b˜)m,s
and A
(a˜,b˜)
m,s et1Het2H = A
(a˜,b˜)
m,s e(t1+t2)H is satisfied (see e.g. [54, Prop. 1.2]). Based on this
it is straightforward to check that the hypotheses of [12, Thm. 3.3] are satisfied by the
extended kernel K
(~a,~b)
m , taking (in the notation of that paper) X = R, µ the Lebesgue measure,
Wti,tj (x, y) = e
−(tj−ti)H(x, y), and Kti(x, y) = K
(~a,~b)
m (ti, x; ti, y); the key fact is that
K
(~a,~b)
ti
(x, y) := K(~a,
~b)
m (ti, x; ti, y) = e
tiHB
(~a,~b)
m,0 χ0A
(~a,~b)
m,0 e
−tiH(x, y), (38)
which follows from (37) and the above definitions. From this and (10) we conclude that
P
(
A(~a,~b)m (tj) ≤ rj , j = 1, . . . , n
)
= det
(
I−K(~a,~b)t1 + χ¯r1e(t1−t2)H χ¯r2 . . . χ¯rne(tn−t1)HK
(~a,~b)
t1
)
L2(R)
.
(39)
Consider next a function g ∈ H1([`1, `2]) and take t1, . . . , tn to be a mesh of [`1, `2] and
rj = g(tj). The limit of the right hand side of (39) as the mesh size goes to 0 can be obtained
from the same argument as in the case of Airy2 process, see [24, Thm. 2], and leads to
P
(
A(~a,~b)m ≤ g(t) ∀ t ∈ [`1, `2]
)
= det
(
I−K(~a,~b)`1 + Θ
g
[`1,`2]
e(`2−`1)HK(~a,
~b)
`1
)
L2(R)
, (40)
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where the operator Θg[`1,`2] is defined as follows: for f ∈ L2(R), Θ
g
[`1,`2]
f(x) = u(`2, x), where
u(`2, ·) is the solution at time `2 of the boundary value problem
∂tu+Hu = 0 for x < g(t), t ∈ (`1, `2)
u(`1, x) = f(x)1x<g(`1)
u(t, x) = 0 for x ≥ g(t).
(41)
We will use now this formula to prove (14).
Proof of Theorem 1. The proof follows closely the argument used for the Airy2 process, so we
only sketch it. Set −`1 = `2 = L in (40). By employing the Feynman-Kac and the Cameron-
Martin-Girsanov formulas (or, alternatively, changing variables in Θg[−L,L]) the solution of the
PDE (41) can be expressed in terms of the probability that a Brownian motion hits the curve
g(t)−t2, and since we are interested in the case g(t) = t2 +r, this probability can be computed
easily by the refection principle; the result [24, Eqn. (1.4)] is that
Θ
(r)
[−L,L] := Θ
g(t)=t2+r
[−L,L] = χ¯r+L2e
−2LH χ¯r+L2 − χ¯r+L2R(r)[−L,L]χ¯r+L2 ,
where R
(r)
[−L,L](x, y) =
1√
8piL
e−(x+y−2r−2L2)2/8L−(x+y)L+2L3/3. Using this and the factorization
(38) in (40) together with the cyclic property of the Fredholm determinant we get
P
(
A(~a,~b)m ≤ t2 + r ∀ t ∈ R
)
= lim
L→∞
det
(
I− (e−2LH −Θ(r)[−L,L])e2LHK
(~a,~b)
−L
)
L2(R)
= lim
L→∞
det
(
I− χ0A(~a,
~b)
m,0 e
LH(e−2LH −Θ(r)[−L,L])eLHB
(~a,~b)
m,0 χ0
)
L2(R)
, (42)
since e2LHK
(~a,~b)
−L = e
LHB
(~a,~b)
m,0 χ0A
(~a,~b)
m,0 e
LH . Next we write e−2LH − Θ(r)[−L,L] = R
(r)
[−L,L] − ΩL
with ΩL =
(
R
(r)
[−L,L]− χ¯r+L2R
(r)
[−L,L]χ¯r+L2
)− (e−2LH − χ¯r+L2e−2LH χ¯r+L2). This last operator
is to be regarded as an error term, and we have in fact
χ0A
(~a,~b)
m,0 e
LHΩLe
LHB
(~a,~b)
m,0 χ0 −−−−→
L→∞
0
in trace norm. The proof of this is the same as that of [24, Lem. 1.2]; the argument in that
paper uses estimates based on a steepest descent analysis of the contour integrals defining
ΩL, and the only difference in our case is that the Airy functions there are replaced here
by A
(~a,~b)
m,0 and B
(~a,~b)
m,0 , but it can be readily checked that the additional rational factors in the
integrands in (35) and (36) do not introduce any difficulty, see also (71) below6. By continuity
of the Fredholm determinant with respect to the trace class topology, it follows then from this
and (42) that, if the limit Λ
(~a,~b)
m = limL→∞A
(~a,~b)
m,0 e
LHR
(r)
[−L,L]e
LHB
(~a,~b)
m,0 exists in trace class in
L2([0,∞)), then
P
(
A(~a,~b)m ≤ t2 + r ∀ t ∈ R
)
= det
(
I− χ0Λ(~a,~b)m χ0
)
L2(R)
. (43)
But in fact one has R
(r)
[−L,L] = e
−LH%re−LH , where %r denotes the reflection operator %rf(x) =
f(2r− x) (as can be checked directly by integration using (34) and the formula for the kernel
of R
(r)
[−L,L]), so e
LHR
(r)
[−L,L]e
LH does not depend on L and we get directly that
Λ(~a,
~b)
m = A
(~a,~b)
m,0 %rB
(~a,~b)
m,0 . (44)
6The only possible source of trouble is the possibility that in repeating the arguments in [24] one may not be
able to move to the steepest descent contours without crossing the poles of the rational parts, but the rescaling
of the variables in the Airy functions used in that proof implies that those poles end up close to 0 for large L,
which precludes any issues.
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Therefore, to get (14) we need to show that the right hand side of (44) coincides with the
kernel B˜
(~a,~b)
22/3r
from (15). To prove this we note that at this stage, and just as in the contour
integral formula for the Airy function, we may replace the contours Γ−~a 〉 and Γ〈~b in the
integrals defining A
(~a,~b)
m,0 and B
(~a,~b)
m,0 by iR (recall all ai’s and all bi’s are positive). Then
Λ(~a,
~b)
m (x, y) =
∫ ∞
−∞
dλ
1
(2pii)2
∫∫
(iR)2
du dv
eu
3/3−(2r−λ+y)u
ev3/3−(x+λ)v
m∏
k=1
v − bk
v + ak
u+ ak
u− bk
=
1
2pii
∫
iR
du e2u
3/3−(2r+x+y)u
m∏
k=1
−u− bk
−u+ ak
u+ ak
u− bk ,
since the λ integral yields simply δ0(u+ v). This yields the desired formula.
Proof of Corollary 3. Our distribution function F
(t1/3~a,t1/3~b)
m (t−1/3r) equals the Fredholm de-
terminant of the kernel 12pii
∫
〈 dw e
2w3/3−(x+y+2t−1/3r)w∏m
k=1
t1/3ak+w
t1/3ak−w
t1/3bk+w
t1/3bk−w . Changing vari-
ables (x, y) 7−→ (t−1/3x, t−1/3y) in the Fredholm determinant and w 7−→ t1/3w in the integral
we get that F
(t1/3~a,t1/3~b)
m (t−1/3r) also equals the Fredholm determinant of
B̂(x, y) =
1
2pii
∫
〈
dw e2w
3t/3−(x+y+2r)w
m∏
k=1
ak + w
ak − w
bk + w
bk − w.
This is a Hankel kernel, and it satisfies the differential relations ∂∂r B̂(x, y) = (
∂
∂x +
∂
∂y )B̂(x, y)
and ∂∂tB̂(x, y) = −13( ∂
3
∂x3
+ ∂
3
∂y3
)B̂(x, y). The argument in Section 3 of [58] (see in particular
Remark 3.1 there) implies then that φ satisfies the KdV equation.
4 Painleve´ II formula
The aim of this section is to prove Theorem 2. The first step is to rewrite the right hand side
of (14) as the Fredholm determinant of a finite rank perturbation of the kernel
B˜22/3r(x, y) =
1
2pii
∫
〈
du e2u
3/3−(x+y)u,
see (17). Define the functions
ψb1···bkb1···bm(x) =
1
2pii
∫
〈
du e2u
3/3−(x+2r)u
∏k
j=1(bj + u)∏m
j=1(bj − u)
,
and introduce the notation
Bb1···bkb1···bm(x, y) = ψ
b1···bk
b1···bm(x+ y),
which we will use to denote both the kernel and the integral operator associated to it (note
that we have omitted from the notation the dependence of these functions and kernels on r).
Observe that B11 = B˜22/3r. For simplicity we will also write ψb1···bm ≡ ψ1b1···bm and B = B11.
Denote also by D the differentiation operator Df = f ′.
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Proposition 1. For 0 < b1 ≤ · · · ≤ bm we have
F (∞,~b)m (r) = det
I− B˜22/3r − m∑
j=1
ψb1···bj ⊗
j−1∏
i=1
δ0(bi −D)

L2([0,∞))
= F1(2
2/3r) det
(
1j=k −
(
j∏
i=1
(bi −D)
)
(I− B˜22/3r)−1ψb1···bk(0)
)m
j,k=1
. (45)
Proof. Throughout the proof all Fredholm determinants are computed in L2([0,∞)). Note
B
b1···bk+1
b1···bj = (bk+1 −D)B
b1···bk
b1···bj , B
b1···bk
b1···bj−1 = (bj +D)B
b1···bk
b1···bj .
From this and the cyclic property of the Fredholm determinant we get
F (∞,~b)m (r) = det
(
I−Bb1···bmb1···bm
)
= det
(
I− (bm −D)Bb1···bm−1b1···bm
)
= det
(
I−Bb1···bm−1b1···bm (bm −D)
)
= det
(
I−Bb1···bm−1b1···bm−1 + (bm +D)B
b1···bm−1
b1···bm −B
b1···bm−1
b1···bm (bm −D)
)
= det
(
I−Bb1···bm−1b1···bm−1 −B
b1···bm−1
b1···bm δ0 ⊗ δ0
)
,
where in the last equality we have used integration by parts to get B
b1···bm−1
b1···bm D+DB
b1···bm−1
b1···bm =
−Bb1···bm−1b1···bm δ0 ⊗ δ0. Thus we have reduced the determinant arising in the case of m wanderers
to the one for the case of m− 1 wanderers plus a rank-1 operator. We now repeat to reduce
to the determinant of the operator for m− 2 wanderers plus a rank-2 operator:
det
(
I− (bm−1 −D)Bb1···bm−2b1···bm−1 − (bm−1 −D)(B
b1···bm−2
b1···bm δ0)⊗ δ0
)
= det
(
I−Bb1···bm−2b1···bm−1(bm−1 −D)− (B
b1···bm−2
b1···bm δ0)⊗ δ0(bm−1 −D)
)
= det
(
I−Bb1···bm−2b1···bm−2 + (bm−1 −D)B
b1···bm−2
b1···bm−1 −B
b1···bm−2
b1···bm−1(bm−1 −D)
−(Bb1···bm−2b1···bm δ0)⊗ δ0(bm−1 −D)
)
= det
(
I−Bb1···bm−2b1···bm−2 − (B
b1···bm−2
b1···bm−1δ0)⊗ δ0 − (B
b1···bm−2
b1···bm δ0)⊗ δ0(bm−1 −D)
)
,
and repeating this m times we arrive at
det
(
I−B−∑mj=1 (Bb1···bjδ0 ⊗ δ0)∏j−1i=1 (bi −D)) ,
which gives the first formula. The second one follows from the first one and the matrix
determinant lemma together with (5), which gives det(I− B˜22/3r) = F1(22/3r).
The next step is to turn (45) into a formula involving only the functions ψbi .
Proposition 2. For 0 < b1 ≤ · · · ≤ bm we have
F (∞,~b)m (r) =
1∏
1≤j<k≤m(bk − bj)
F1(2
2/3r) det
(
bj−1k −Dj−1(I−B)−1ψbk(0)
)m
j,k=1
.
Proof. For a given ~a = (a1, . . . , am) introduce the Vandermonde determinant
∆m(~a) = det
(
aj−1k
)m
j,k=1
=
∏
1≤j<k≤m(ak − aj).
We will use repeatedly the formula
ψa1···a` =
1
a`−a`−1
(
ψa1···a`−1 − ψa1···a`−2a`
)
, (46)
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valid for any ~a = (a1, . . . , a`) with a`−1 6= a`, to manipulate the determinant on the right
hand side of (45) (where for ` = 2 the quantity ψa1···a`−2a` is interpreted as ψa2). Applying
the formula with ~a = (b1, . . . , bm), the last column of the determinant becomes(
1j=m − 1bm−bm−1
(∏j−1
`=1(b` −D)
)
(I−B)−1(ψb1···bm−1 − ψb1···bm−2bm)(0)
)
j=1,...,m
.
Now we take the factor 1bm−bm−1 outside the determinant and then subtract the (m − 1)-th
column in order to remove the term involving ψb1···bm−1 . The result is the same determinant
which we started with, multiplied by 1bm−bm−1 , but with the last column replaced by(
(bm − bm−1)1j=m − 1j=m−1 +
(∏j−1
`=1(b` −D)
)
(I−B)−1ψb1···bm−2bm(0)
)
j=1,...,m
.
Note that we have managed to remove the factor involving bm−1 from ψb1···bm . We repeat
now the same procedure inductively, using (46) with ~a = (b1, . . . , bm−`, bm), from ` = 2 up to
` = m− 1. The result is a determinant which is now premultiplied by ∏m−1`=1 1bm−b` and where
the last column is replaced by(
(−1)m+j∏j−1`=1(bm − b`) + (−1)m (∏j−1`=1(b` −D)) (I−B)−1ψbm(0))
j=1,...,m
.
We may repeat now the whole procedure in each of the columns m−`, from ` = 2 to ` = m−2.
As we do this we keep pulling factors outside the determinant, and once everything is done the
resulting prefactor is clearly
∏
1≤`<`′≤m
1
b`′−b` =
1
∆m(~b)
. The end result is that the determinant
on the right hand side of (45) has been replaced by
1
∆m(~b)
det
(
(−1)j+kUj,k + (−1)k
(∏j−1
`=1(b` −D)
)
(I−B)−1ψbk(0)
)m
j,k=1
= 1
∆m(~b)
det
(
Uj,k + (−1)j
(∏j−1
`=1(b` −D)
)
(I−B)−1ψbk(0)
)m
j,k=1
, (47)
with
Uj,k =
j−1∏
`=1
(bk − b`)1j≤k.
Let us now denote by e
(n)
k the k-th elementary symmetric polynomial on the n variables
(b1, . . . , bn), i.e.
e
(n)
k = ek(b1, . . . , bn) =
∑
1≤i1<i2<ik≤n
bi1 . . . bik .
Then we may expand
j−1∏
`=1
(b` −D) =
j−1∑
`=0
(−1)`e(j−1)j−1−`D`.
Note that the coefficient of Dj−1 is (−1)j−1e(j−1)0 = (−1)j−1. We then proceed using row
operations to eliminate all terms involving the factor D` with ` < j − 1 from the j-th row on
the determinant on the right hand side of (47). This is equivalent to multiplication on the left
by a lower triangular matrix L, defined as the product
L = Lm−1Lm−2 · · ·L1,
where Lk consists of 1’s along the diagonal and 0’s elsewhere except in the k-th column below
the main diagonal; those entries are
(Lk)k+`,k = (−1)`−1e(k+`−1)` , ` = 1, . . . ,m− k.
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The right hand side of (47) then equals
1
∆m(~b)
det
(
(LU)jk −Dj−1(I−B)−1ψbk(0)
)m
j,k=1
. (48)
All that remains is to compute LU . But it turns out that this is just the LU decomposition
of the Vandermonde matrix in ~b:
(LU)jk = b
j−1
k .
In fact, it is known [52] that7
bj−1k = (L¯U¯)jk
for
U¯jk =
j−1∏
`=1
(bk − b`), j ≤ k, and L¯jk = τk−j(b1, . . . bk), j ≥ k,
where τn(b1, . . . bk)
τn(b1, . . . bk) :=
∑
1≤i1≤i2≤···≤in≤k
bi1bi2 · · · bin (49)
is the complete homogeneous symmetric polynomial of order n in k variables. U¯ is exactly
the matrix U which we obtained above. For the lower triangular part recall that the diagonal
entries of L equal 1 and note that, from its definition, its entries below the diagonal satisfy
the recursion
Lk+`,k = −
`−1∑
`′=0
(−1)`+`′Lk+`′,ke(k+`−1)`−`′
=
∑`
j=1
(−1)j+1Lk+`−j,ke(k+`−1)j
for ` = 1, . . . ,m − k. We claim that the complete homogeneous symmetric polynomials (49)
satisfy the same recursion, i.e.
τ`(b1, . . . , bk) =
∑`
j=1(−1)j+1τ`−j(b1, . . . , bk)e(k+`−1)j , ` = 1, . . . ,m− k. (50)
When the number of variables for τj and ej are the same, this is a well known identity relating
the elementary and complete symmetric polynomials, see e.g, [43, Eqn. 2.6’], which is easily
proven using generating functions. Here the same proof works. The two families of polyno-
mials have generating functions
∑∞
j=0(−t)jek+`−1j =
∏k+`−1
i=1 (1− bit),
∑∞
j=0 t
jτj(b1, . . . , bk) =∏k
i=1(1− bit)−1. Taking their product, we find( ∞∑
j=0
(−t)jek+`−1j
)( ∞∑
j=0
tjτj(b1, . . . , bk)
)
=
k+`−1∏
i=k+1
(1− bit).
The t` term on the left hand side of the above equation is exactly the difference between the
left and right hand sides of (50) and the t` term on the right side is zero, so (50) follows.
Since the sequences (Lk+`,k)
m−k
`=0 and (L¯k+`,k)
m−k
`=0 satisfy the same recursion and have
the same initial condition Lkk = L¯kk = 1, it follows that L = L¯. We deduce then that
(LU)jk = (L¯U¯)jk = b
j−1
k which, along with (48), proves the proposition.
7The formulas presented here differ from the ones in [52, Thm. 2.2] by transpose and moving the diagonal
part of the decomposition from L¯ to U¯ .
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In order to compare the formula given in the previous result with our PII formula for
F
(∞,~b)
m we will use the following formulas for the functions f and g, given in [4]
f(22/3r, 21/3b) = 1− (I−B2)−1Bψb(0),
g(22/3r, 21/3b) = (I−B2)−1ψb(0).
We note here that the PII solution u presented in [4] differs from the function q we defined in
(2) by sign. Comparing the Lax pair (18) and (19) with the one presented in [4], we find that
our function f is the same as the function f from [4], whereas our g differs from the one in [4]
by sign. The above formulas then follow from Theorem 1.1 and the remark following Lemma
1.4 in that paper. Then since (I−B2)−1(I+B) = (I−B)−1 we get
f(22/3s, 21/3b)− g(22/3s, 21/3b) = 1− (I−B)−1ψb(0). (51)
Proof of Theorem 2. In view of the formula in Proposition 2 and (51), we need to prove that
det
(
bj−1k −Dj−1(I−B)−1ψbk(0)
)m
j,k=1
= det
(
(bk +Dr)
j−1 (1− (I−B)−1ψbk(0)))mj,k=1 .
(52)
The key will be to prove that for any b and any j = 1, 2, . . . ,m− 1,
αj
(
1−(I−B)−1ψb(0)
)
+bj−Dj(I−B)−1ψb(0) = (b+Dr)
(
bj−1 −Dj−1(I−B)−1ψb(0)
)
, (53)
where αj is a constant which does not depend on b. To see why, denote by G and H the
matrices appearing in left and right hand sides of (52), and note first that their first rows
are trivially equal, while (53) with j = 1 states exactly that the second row of H equals the
second row of G plus a multiple of the first row of G. We claim that in fact, for j = 2, . . . ,m,
the j-th row of H equals the j-th row of G plus a linear combination of the first j − 1 rows of
G, which we can prove by induction. Assume this is true for the (j − 1)th row, i.e.,
Hj−1,k = Gj−1,k +
j−2∑
`=1
β`G`k,
where the coefficients β` do not depend on k. Applying (bk +Dr) to the left hand side of the
above equation transforms Hj−1,k into Hjk. Applying it to the right hand side, we can use
(53), which implies that (bk +Dr)G`k = G`+1,k + α`G1k. The result is
Hjk = Gjk + αjG1k +
j−2∑
`=1
β`(G`+1,k + α`+1G1k) = Gjk + (α2 + · · ·+ αj)G1k +
j−1∑
`=2
β`−1G`k,
which completes the induction step. This implies that G and H differ from one another by
elementary row operations, and thus det(G) = det(H).
Let us then prove (53). The argument will be reminiscent of some of the computations in
[65]. The identity is equivalent to
αj
(
1− (I−B)−1ψb(0)
)
= Dj−1
(
D(I−B)−1ψb(0)− b(I−B)−1ψb(0)
− (Dr(I−B)−1)ψb(0)− (I−B)−1Drψb(0)). (54)
Now we use the formulas Dr(I−B)−1 = (I−B)−1DrB(I−B)−1, DrB = 2B′ (here B′ = DB)
and Drψb = 2ψ
′
b to get that the RHS of (54) equals
Dj−1
(
D(I−B)−1ψb(0)−b(I−B)−1ψb(0)−2(I−B)−1B′(I−B)−1ψb(0)−2(I−B)−1ψ′b(0)
)
.
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Next we use the general formula [D, (I−B)−1] = (I−B)−1[D,B](I−B)−1, where [·, ·] denotes
the commutator, together with integration by parts, which gives [D,B] = 2B′ +Bδ0 ⊗ δ0, to
see that the above equals
Dj−1
(
(I−B)−1B(0, 0) (I−B)−1ψb(0)− b(I−B)−1ψb(0)− (I−B)−1ψ′b(0)
)
.
But ψ′b = Bδ0 − bψb, so the last expression equals
Dj−1
(
(I−B)−1B(0, 0) (I−B)−1ψb(0)− (I−B)−1B(0, 0)
)
= −Dj−1(I−B)−1B(0, 0) (1− (I−B)−1ψb(0)) .
Thus (53) holds with αj = −Dj−1(I−B)−1B(0, 0).
5 KPZ fixed point characterization
The aim of this section is to prove Theorem 3. The proof has several steps, and we start by
describing them briefly. Our first task will be to construct an initial condition for TASEP
which approximates Z(~b)eq and for which exact formulas can be obtained. However, these exact
methods work best for TASEP initial data which is one-sided (meaning that in the particle
system there is a rightmost particle), so we will actually first approximate an initial condition
h
(~b)
0 which corresponds essentially to the top path (Zm(t))t≥0 of the one-sided system of RBMs,
all started at the origin. The next step will be to compute the asymptotics of the TASEP
height function with this choice of initial data, which gives a Fredholm determinant formula
for the KPZ fixed point with initial condition given by h
(~b)
0 . Finally we will focus on a location
far from the origin and take a limit in the formula to recover, on one side, the KPZ fixed point
with initial condition given by Z(~b)eq , and on the other the Fredholm determinant appearing in
(14).
Remark 1. In order to not overload notation, throughout the section we will only write for-
mulas for the one-point distribution of TASEP and the KPZ fixed point. However, everything
we will do can be extended to the multi-point distributions as in [45] without any issues.
Throughout this section all Fredholm determinants are computed in either `2(Z) (for
discrete kernels) or L2(R) (for continuous ones).
5.1 TASEP formulas
We begin with a brief description of the TASEP formulas derived in [45]. Recall the particle
system description of the process, given in Section 2.4. We will only be interested in the case
where the initial data (and thus the process at all times) has a rightmost particle (i.e. a
rightmost occupied site). The process may be represented by specifying the locations X1(t) >
X2(t) > · · · of the particles at each given time t. The transition probabilities for TASEP with
N particles were found in [63] using the coordinate Bethe ansatz. They are given by
PX0(Xt(1) = x1, . . . , Xt(N) = xN ) = det(Fi−j(t, xN+1−i −X0(N + 1− j)))1≤i,j≤N (55)
with
Fn(t, x) =
(−1)n
2pii
∮
Γ0,1
dw
(1− w)−n
wx−n+1
ψt(w), (56)
where ψt(w) = e
t(w−1) and Γ0,1 is any positively oriented simple loop which includes w = 0 and
w = 1. However, when computing the scaling limit (24) one actually needs a usable formula
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for the distribution function PX0(Xt(n) > a). In [13, 62], (55) was turned into a Fredholm
determinant formula for this distribution function, which depends on a kernel which can be
computed based on solving a certain biorthogonalization problem for a family of functions
constructed out of Fn and the specific initial data under consideration. In those papers the
biorthogonalization problem was solved for half-periodic initial data (X0(i) = −2i, i ≥ 1),
which ultimately allowed them to prove convergence to the Airy1 process in the case of fully
periodic initial data (X0(i) = −2i, i ∈ Z). The solution for general (one-sided) initial data was
obtained much later in [45], and it involves transition probabilities of a random walk forced to
hit a curve defined by the initial data. After postprocessing, it leads to the following. Define
S−t,−n(z1, z2) = 1
2pii
∮
Γ0
dw
(1− w)n
2z2−z1wn+1+z2−z1
etw/2ψt(w), (57)
S¯−t,n(z1, z2) = 1
2pii
∮
Γ0
dw
(1− w)z2−z1+n−1
2z1−z2wn
e−tw/2
1
ψt(1− w) , (58)
where Γ0 is now a positively oriented simple loop which includes the pole at w = 0 but
not the one at w = 1. Let also τ be the hitting time of the strict epigraph of the discrete
curve
(
(k,X0(k+ 1))
)
k=0,...,n−1 by a discrete time random walk (Vn)n≥0 with Geom[
1
2 ] jumps
supported on the strictly negative integers, and define
S¯epi(X0)−t,n (z1, z2) = EB0=z1
[S¯−t,n−τ (Vτ , z2)1τ<n] . (59)
Then for any n ≥ 1, t > 0 and a ∈ Z,
PX0
(
Xt(n) > a
)
= det
(
I − χ¯a(S−t,−n)∗S¯epi(X0)−t,n χ¯a
)
. (60)
Next we introduce a related particle system: discrete time PushTASEP with left geometric
jumps. As before, we have a one-sided system of particles evolving on Z, which we label as
X◦t (1) > X◦0 (2) > · · · . Each (discrete time) step of the process is run as follows: particles
are updated from right to left; each particle makes a Geom[q] jump to the left (supported in
{0,−1,−2, . . . }, this means that a jump to the left of size k has probability (1 − q)kq), and
then pushes all the particles it finds in its way in order to keep the ordering. The transition
probabilities for the N -particle system can be expressed just like for TASEP: for ` ∈ N,
PX◦0 (X
◦
` (1) = x1, . . . , X
◦
` (N) = xN ) = det(F
◦
i−j(`, xN+1−i −X0(N + 1− j)))1≤i,j≤N , (61)
where F ◦n is the same function as in (56) except that ψt is replaced by ψ◦` (w) =
(
q
1−(1−q)w−1
)`
and the contour needs to encircle 1− q as well as 0 and 1 including the pole at 1− q, see [27].
The TASEP initial data which we want to consider corresponds to the one obtained by
starting with some given, one-sided initial condition X◦0 and applying m discrete time Push-
TASEP steps, where we allow the parameter q = qk in the k-th PushTASEP step to depend
on k. We will denote this choice as X◦m(i), the dependence on the parameters qk, k = 1, . . . ,m,
remaining implicit. The transition probabilities for TASEP with N particles can be obtained
directly by convolving (55) and (61) (m times with ` = 1) and it follows from an argument
based on [27, 37] that the result is given once again by a formula like those two, where the
function ψ appearing in the contour integral formula (56) is now replaced by
ψ◦m,t(w) = ψ
◦(w)ψt(w) = et(w−1)
m∏
j=1
q
1−(1−qj)w−1 ; (62)
the argument is provided in [44]. Moreover, the same paper shows that the whole (long)
derivation which goes from (55) to (60) is valid when ψt is replaced by ψ
◦
m,t. As a consequence,
we have:
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Proposition 3. Consider continuous time TASEP with initial data X◦m as described above.
Then for any n ≥ 1, t > 0 and a ∈ Z,
PX◦m
(
Xt(n) > a
)
= det
(
I − χ¯a(S◦−t,−n)∗S¯◦,epi(X
◦
0 )−t,n χ¯a
)
, (63)
where S¯◦,epi(X0)−t,n (z1, z2) = EB0=z1
[S¯◦−t,n−τ (Vτ , z2)1τ<n] with Vn and τ defined as in (59) and
S◦−t,−n and S¯◦,epi(X
◦
0 )−t,n are defined like (57) and (58) with ψt replaced by ψ◦m,t and the contour
Γ0 encircling 0 and 1− qk for each k = 1, . . . ,m, but not 1.
In our application to the proof of Theorem 3 we will be interested in the case where the
initial configuration from which the m discrete time PushTASEP steps are run is the half-
periodic one, i.e. X◦0 (i) = −2i, i ≥ 1. However, since it introduces no additional difficulty,
throughout the next two sections we work with a general choice of X◦0 , under the assumption
that it converges under diffusive scaling.
5.2 Limit of the initial data
We need to compute the limit of X◦m as initial data under the scaling which takes TASEP to
the KPZ fixed point. From [45, Eqn. (3.4)], what we need is to compute the limit as ε→ 0 of
Xεm(x) := −ε1/2(X◦m(ε−1x) + 2ε−1x− 1); (64)
the corresponding initial condition for the KPZ fixed point will then be given by limε→0 Xεm(−x)
if x ≤ 0 and −∞ otherwise.
The evolution of the discrete time PushTASEP particle system can be constructed recur-
sively as follows: for k ≥ 1, and given the state of the process at time k − 1, let
X◦k(i) = min{X◦k(i− 1)− 1, X◦k−1(i)} − ξki , i ≥ 1,
where we set with X◦k(0) =∞ for all k (so that X◦k(1) = X◦k−1(1)−ξk1 ), and where the (ξki )i,k≥1
are i.i.d. Geom[qk] random variables. Recentering around −2i + 1 and reflecting, we define
X̂◦k(i) = −(X◦k(i) + 2i− 1), so that the above recursion becomes
X̂◦k(i) = max{X̂◦k(i− 1), X̂◦k−1(i) + 1}+ (ξki − 1), i ≥ 1.
Now we fix k ≥ 1 and analyze (X̂◦k(i))i≥1 as a Markov chain in i. From the above recursion,
this Markov chain can be thought of as a (time-inhomogeneous) random walk with Geom[qk]
steps (at time k) supported on {−1, 0, 1, . . . }, except that every time it hits the shifted curve
(X̂◦k−1(i+ 1))i≥1 it receives an extra push up by 1 on the next time step (note that from the
dynamics and the initial ordering of the particles, X̂◦k(i − 1) is always greater than or equal
to X̂◦k−1(i)). With this in mind, defining
Sk(i) =
i∑
`=1
(ξki − 1) and Ak(i) = sup
`=1,...,i
(
Sk(`− 1)− X̂◦k−1(`)− 1
)−
(here x− = −x1x<0), one checks that
X̂◦k(i) = Sk(i) +Ak(i), i ≥ 2. (65)
Defining Xεk(x) as in (64), (65) yields
Xεk(x) = S
ε
k(x) +A
ε
k(x),
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with
Sεk(x) = ε
1/2Sk(ε
−1x) and Aεk(x) = sup
`=1,...,ε−1x
(
Sεk(x− ε)− Xεk−1(x)− 1
)−
for x ∈ εN. We extend these functions linearly to all x ≥ 0 and then define recursively
A˜εk(x) = supy∈[0,x]
(
Sεk(y)− Xεk−1(x)− 1
)−
and
X˜εk(x) = S
ε
k(x) + A˜
ε
k(x). (66)
It is easy to see that |Xεk(x)− X˜εk(x)| ≤ 2ε1/2, so we may just compute the limit of X˜εk.
Recall Skorokhod’s reflection mapping (see e.g. [60, Lem. VI.2.1]) which, given two
continuous functions f, z : [0,∞) −→ R, f(0) ≥ z(0), constructs the reflection of f off z as
Rzf(t) = f(t) + sup
s∈[0,t]
(
f(s)− z(s))−.
This provides, in particular, one of the standard constructions of the reflection of a (drifted)
Brownian motion off a continuous function. On the other hand, it is not hard to see that
for fixed z the mapping f 7−→ Rzf is continuous with respect to the topology of uniform
convergence in compact subsets of [0,∞). And we have, from (66), that X˜εk = RX˜εk−1S
ε
k.
Choosing the qk parameters as qk =
1
2(1 + ε
1/2bk), Donsker’s invariance principle implies that
each of the scaled random walks Sεk converges to a Brownian motion with diffusivity 2 and
drift −2bk (all Brownian motions below will implicitly have diffusivity 2). Suppose, on the
other hand, that X◦0 is chosen in such a way that Xε0 −→ f0 in distribution, uniformly on
compact sets, for some continuous (possibly random) function f0 : [0,∞) −→ R. We deduce
that Xε1(x) converges in distribution to a Brownian motion with drift −2b1 reflected off f0
and, inductively, that Xεk(x) converges in distribution to a Brownian motion with drift −2bk,
started at the origin, and reflected off the (k − 1)-th path. This is the system of RBMs
(Zk)k=1,...,m introduced in Section 2.4, except that now the first path Z1 is reflected off f0
instead of the origin; we will denote it as (Z f0k )k=1,...,m. We have proved:
Proposition 4. Assume that Xε0 −→ f0 in distribution, uniformly on compact sets. Then
(Xεk)k=1,...,m converges in distribution, in the topology of uniform convergence on compact
sets, to the system of reflected Brownian motions with drift with a wall at f0, (Z
f0
k )k=1,...,m.
5.3 Scaling limit
Our next task is to compute the scaling limit of the TASEP formula (60) with initial data as
specified in the last section. We fix r, x ∈ R and choose
n = 12ε
−3/2t− ε−1x− 12ε−1/2a+ 1, a = 2ε−1x− 2.
In view of Proposition 4, and since uniform convergence implies convergence in the Hausdorff
topology, from Proposition 3.6 or Theorem 3.13 in [45] we deduce that the left hand side of
(63) converges to PZf0 (h(t, x) ≤ r), where the initial data is chosen as
Z f0(x) =
{
Z f0m(−x) if x ≤ 0
−∞ if x > 0. (67)
The limit of the Fredholm determinant on the right hand side of (63) also follows from the
arguments [45]. Note that the Fredholm determinant only depends directly on X◦0 , and not
on X◦k for k = 1, . . . ,m. The Fredholm determinant considered in [45] is exactly the same
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one with m = 0, so it is enough to explain how to hanlde the extra rational factors in the
integrand coming from the PushTASEP part. We do this next.
In taking the limit of (57) and (58), [45] uses the change of variables w 7−→ 12(1− ε1/2w˜).
Recall from Proposition 3 that the contour Γ0 encircles 0 and 1 − qk for each k, but not 1.
Given our choice qk =
1
2(1 + ε
1/2bk), the new contour after scaling has to encircle ε
−1/2 and
all bk’s, but not −ε1/2, and hence (for small ε) we may choose it to be a circle Cε of radius
ε−1/2 centered at ε−1/2, as in [45]. After this change of variables, the pointwise limit of the
integrand in (57) and (58) is the same as in [45] except for the additional factors coming
from the rational perturbation in (62). Moreover, it can be checked that the steepest descent
arguments used in Appendix B of that paper to upgrade this to trace class convergence of
the whole operator are not affected by these additional factors; the argument is lengthy but
the adaptation is straightforward, so we omit it (the crucial points being, first, that since the
additional poles at w˜ = bk lie inside the contour Cε and all the necessary deformations of it,
and second, that the required estimates depend on terms of order ε−3/2 in the exponent after
writing the integrand as eFε(w), whereas the rational perturbation is of order 1). The upshot is
that it is enough to compute the limit of the rational perturbations in ψt(w) and 1/ψt(1−w)
after scaling. To this end we multiply (S−t,−n)∗ by (2ε)m/2 and S¯epi(X
◦
0 )−t,n by (2ε)−m/2 and note
that, as ε→ 0,
2ε1/2
q
1− (1− q)w−1 −→
1
b− w˜ ,
ε−1/2
2
1− (1− q)(1− w)−1
q
−→ w˜ + b.
In view of this and [45, Lem. 3.5] we define the operators
S
~b,−
t,x (z) =
1
2pii
∫
〈
dw e
t
3
w3+xw2+zw
m∏
k=1
1
bk − w, S
~b,+
t,x (z) =
1
2pii
∫
〈
dw e
t
3
w3+xw2+zw
m∏
k=1
(bk +w),
where the contours start at the origin and go off in rays at angles ±pi/3 with the first one
crossing the real axis to the left of all bi’s. Define also S
~b,±
−t,x(z) = S
~b,±
t,x (−z), and let
S
hypo(f0),~b,+
t,x (v, u) = EB(0)=v
[
S
~b,+
t,x−τ (B(τ), u)1τ<∞
]
(68)
where τ is the hitting time of the hypograph of f0 by a Brownian motion B(x). These operators
coincide with those defined in [45, Sec. 3] in the case m = 0, and all the arguments there
apply to our case without difference (see [44]). The result is then that, under this scaling,
det
(
I − χ¯a(S−t,−n)∗S¯epi(X
◦
0 )−t,n χ¯a
)
converges, as ε→ 0, to det
(
I− χr(S~b,−t,x )∗Shypo(f0),
~b,+
t,−x χr
)
. We
deduce:
Proposition 5. For any t > 0 and x, r ∈ R we have
P
(
h(t, x;Z f0) ≤ r
)
= det
(
I− χr(S~b,−t,x )∗Shypo(f0),
~b,+
t,−x χr
)
. (69)
As we mentioned in Remark 1, everything we have done can be extended without any
difficulty to multi-point distributions for h(t, ·;Z f0), leading to a Fredholm determinant for-
mula involving an extended version of the kernel on the right hand side of (69), in the same
way as in [45]. The distributional identity (26) which we stated for the Airy process with
wanderers follows directly from this: we need to take f0 to be the UC function which is equal
to 0 at 0 and −∞ everywhere else, and in that case the hitting time τ in (68) equals 0 if v ≤ 0
and ∞ otherwise, so Shypo(f0),~b,+t,x = χ¯0S
~b,+
1,x , and using this in (69) gives the result (for the
multi-point distribution an additional, simple change of variables is needed to turn the heat
kernels appearing in the KPZ fixed point formulas into the semigroup e−tH).
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Finally we consider our case of interest, namely half-periodic initial data for the Push-
TASEP dynamics X◦0 (i) = −2i, i ≥ 1, which in the scaling (64) means that Xε0(x) −→ 0 for
x ≤ 0 (and −∞ for x > 0). We wish then to compute Shypo(0),~b,+t,−x , and this can be done
explicitly by the reflection principle, since it only involves the passage time below the ori-
gin for the Brownian motion B. This was done in [57, Prop. 3.7] (see also [45, Sec. 4.4])
in the case m = 0, and the argument extends to general m without difficulty. It yields
S
hypo(0),~b,+
t,−x = χ¯0(I+ %0)S
~b,+
t,−x, and thus we get
P
(
h(t, x;Z0) ≤ r) = det(I− χr(S~b,−t,x )∗χ¯0(I+ %0)S~b,+t,−xχr) . (70)
5.4 Stationary limit
The last step in the proof of Theorem 3 consists in taking x → −∞ in (70). We do this in
two separate results:
Proposition 6.
lim
x→−∞det
(
I− χr(S~b,−t,x )∗χ¯0(I+ %0)S
~b,+
t,−xχr
)
= det
(
I− χ0B˜(∞,
~b)
t,22/3r
χ0
)
where
B˜
(∞,~b)
t,22/3r
(z1, z2) =
1
2pii
∫
〈
dw e2tw
3/3−(z1+z2+2r)w
m∏
k=1
bk + w
bk − w,
with the contour 〈 passing to the left of all the bi’s.
Proposition 7. Let
(
Z0k(t)t≥0
)
k=1,...,m
be the system of RBMs introduced in Section 5.2 (with
the first path being reflected off the origin). Fix T > 0 and define shifted processes (Z˜Tk (t))t∈R
by Z˜Tk (t) = Z
0(t + T )1t+T≥0. Then the system (Z˜Tk )k=1,...,m converges in distribution, uni-
formly on compact sets, to the stationary system of RBMs (Zeqk )k=1,...,m introduced in Section
2.4.
We will actually prove the convergence in a stronger sense (total variation).
By shift invariance of the KPZ fixed point we have h(t, x;Z0) dist= h(t, 0;Z0(x + ·)). The
second result and (67) imply that the shifted process Z0(x + ·) converges in distribution in
UC as x→ −∞ to the (reversed) process %0Z(
~b)
eq (recall %0f(x) = f(−x). By continuity of the
KPZ fixed point transition probabilities with respect to the initial data (in UC, see [45, Thm.
4.1]), we deduce that
h(t, x;Z0) −−−−→
x→−∞ h
(
t, 0; %0Z(~b)eq
)
in distribution. But the KPZ fixed point is reflection invariant, h(t, x; %0h0)
dist
= h(t,−x, h0)
(see [45, Thm. 4.5]), so this together with (70) and Proposition 6 yields
P
(
h(t, 0;Z(~b)eq ) ≤ r
)
= det
(
I− χ0B˜(∞,
~b)
t,22/3r
χ0
)
.
Setting t = 1, and in view of Theorem 1, this yields Theorem 3.
We turn then to the proof of the two propositions.
Proof of Proposition 6. In order to prove convergence of the Fredholm determinant on the
right hand side of (70) we need to show that the kernel inside it converges in trace norm in
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L2([r,∞)). The arguments which achieve this are relatively standard, so we will skip some
details. For simplicity we set t = 1; the general case follows by scaling.
We may multiply the kernel by e(z1−z2)x without changing the value the Fredholm deter-
minant, since this is just a conjugation. The resulting kernel then equals L1 + L2 with
L1(z1, z2) = e
(z1−z2)x(S
~b,+
1,−x)
∗χ¯0S
~b,−
1,x (z1, z2), L2(z1, z2) = e
(z1−z2)x(S
~b,+
1,−x)
∗χ¯0%0S
~b,−
1,x (z1, z2).
When m = 0, L1 + L2 is the kernel whose Fredholm determinant computes the one-point
distribution (at x) of the Airy2→1 process, see [45, Sec. 4.4]. In that case it is known that, as
x→ −∞, and in trace norm in L2([r,∞)), L1 goes to 0 and L2 goes to B22/3r (see [14, 55]).
In order to generalize this to our case we need to handle the rational perturbations in our
kernels. The proof for the Airy2→1 case is based on the bound |Ai(z)| ≤ Ce− 23 (z∨0)3/2 for
the Airy function. The key to the extension is the following estimate: for z > 0 and any
b1, . . . , bm ∈ R, if 〈′ denotes the usual Airy contour 〈 but shifted so that it crosses the real
axis at
√
z, we have∣∣∣∣∣ 12pii
∫
〈′
dw ew
3/3−zw
m∏
k=1
(bk ± w)±1
∣∣∣∣∣ ≤ Ce− 23 z3/2
m∏
k=1
(bk +
√
z)±1 (71)
for some C > 0; this can be proved using Laplace’s method and the method of steepest descent
in exactly the same way as in the classical estimate for the Airy function (see e.g. [64]), which
corresponds to m = 0.
Consider first L1. We want to prove that this operator goes to 0 in trace norm (in
L2([r,∞))) as x→ −∞. We have
L1(z1, z2) =
1
(2pii)2
∫ 0
−∞
dη
∫
〈
dw
∫
〈
dv e
1
3
w3−xw2−(z1−η)w+ 13v3+xv2−(z2−η)v+(z1−z2)x
m∏
k=1
bk + w
bk − v .
(72)
The v contour passes to the left of all bi’s (the w contour does not really have a restriction
since the integrand is analytic in w), but in taking x → −∞ it will be convenient to have it
lie to the right of these points. So we shift the contour in this way, collecting the residues
coming from the poles in the rational factor in the integrand. If all bi’s are different then we
pick up m residues, the i-th one being (here we choose 〈 so that Re(w + bi) > 0 for each i)
1
2pii
∫ 0
−∞
dη
∫
〈
dw e
1
3
w3−xw2−(z1−η)w+ 13 b3i+xb2i−(z2−η)bi+(z1−z2)x
∏
k(bk + w)∏
k 6=i(bk − bi)
=
1
2pii
∫
〈
dw e
1
3
w3−xw2−z1w+ 13 b3i+xb2i−z2bi+(z1−z2)x
∏
k 6=i
bk + w
bk − bi ,
and now changing variables w 7−→ w + x we get
e−
2
3
x3+ 1
3
b3i+xb
2
i−z2(bi+x)
2pii
∫
〈
dw e
1
3
w3−(z1+x2)w
∏
k 6=i
bk + w + x
bk − bi .
This is a rank-1 kernel, and thus its trace norm is just the product of the L2 norms in z1
and z2 (over [r,∞)), which goes to 0 as x → −∞ thanks to (71) (note that 〈 can be shifted
to cross the real axis at
√
z1 + x2 as needed without trouble, and that the prefactor e
−2x3/3
gets canceled precisely by the asymptotics coming from (71)). If some of the bi’s coincide
then we have higher order poles, but the residues look the same as the ones we just analyzed
except with an extra polynomial in the bi’s, x and z2 as a prefactor, which does not affect the
27
argument. We are thus left with estimating the right hand side of (72) after having moved
the v contour. Changing variables w 7−→ w + x, v 7−→ v − x, we get
1
(2pii)2
∫ 0
−∞
dη
∫
〈
dw
∫
〈
dv e
1
3
w3−(z1−η+x2)w+ 13v3−(z2−η+x2)v
m∏
k=1
bk + x+ w
bk + x− v ,
where the v contour now passes to the right of bi + x for all i, and can thus remain fixed as
x→ −∞. We express this as the product of two kernels,
R1(z1, η) =
1
2pii
∫
〈
dw e
1
3
w3−(z1−η+x2)w
m∏
k=1
(bk + x+ w)1η≤0,
R2(η, z2) =
1
2pii
∫
〈
dv e
1
3
v3−(z2−η+x2)v
m∏
k=1
1
bk + x− v1η≤0,
so that the trace norm which we are interested is bounded by the product of Hilbert-Schmidt
norms ‖χrR1‖2‖R2χr‖2; both norms can be estimated using (71) for large enough x, yielding
a bound which decays like e−c|x|3/2 times a polynomial in x.
We have shown then that χrL1χr goes to 0 in trace norm as x→ −∞. Consider now the
kernel L2, which we decompose as L2,1 − L2,2 with
L2,1(z1, z2) = e
(z1−z2)x(S
~b,+
1,−x)
∗%0S
~b,−
1,x (z1, z2), L2,2(z1, z2) = e
(z1−z2)x(S
~b,+
1,−x)
∗χ0%0S
~b,−
1,x (z1, z2).
In the case m = 0 the term L2,2 goes to 0 in trace class in L
2([r,∞)); although it is a bit
more complicated, the argument can be adapted to handle the rational perturbations in the
case m ≥ 1 in a similar way as we did above for L1 (see the comment after [55, Eqn. (2.16)]).
We are then only left with L2,1, which equals
1
(2pii)2
∫ ∞
−∞
dη
∫
〈
dw
∫
〈
dv e
1
3
w3−xw2−(z1−η)w+ 13v3+xv2−(z2+η)v+(z1−z2)x
m∏
k=1
bk + w
bk − v .
Recall that the v contour lies to the left of all bi’s, but the w contour is free. Then, proceeding
similarly to (43)–(44), we may deform both contours to iR− c for some large c, so that the η
integral yields δ0(u− v) and, deforming back the contour, we get
L1(z1, z2) =
1
2pii
∫ ∞
−∞
dη
∫
〈
dw e
2
3
w3−(z1+z2)w+(z1−z2)x
m∏
k=1
bk + w
bk − w.
Note that this kernel does not depend on x except for the conjugation e(z1−z2)x; removing it
and shifting variables z1 7−→ z1 + r, z2 7−→ z2 + r in the Fredholm determinant yields the
result.
Proof of Proposition 7. Consider the gap process Yk = Z
0
k −Z0k−1 associated to our system of
RBMs (Z0k)k=1,...,m. From [32] (see also [69]) it is known that Y = (Y1, . . . , Ym), has a unique
invariant distribution, call it pi. Moreover, if Lt denotes the law of Y (t) then one has∥∥Lt − pi∥∥TV −−−→t→∞ 0
where ‖ · ‖TV denotes the total variation norm, see [29] (even stronger results are proved in
[19, 61]). The rest of the proof follows from abstract arguments, which we describe next.
For T > 0 define the shifted gap process (Y T (t))t∈R as Y T (t) = Y (t+T )1t+T≥0, and define
also Y eq to be the double-sided stationary version of Y (with pi as its marginal). We will
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prove that, for fixed L > 0, Y T −→ Y eq in [−L,L] as T →∞ in distribution in total variation
distance as random variables in C([−L,L],Rm), the space of continuous m-dimensional paths
on [−L,L] with the supremum norm. To this end we may define a measurable function G
from R × [0, 1] to C([−L,L],Rm) so that if U is a uniform random variable on [0, 1] then
G(y, U) has the distribution of the gap process Y on [0, 2L], started from y (see e.g. [38,
Lem. 3.22]). Consider, on the other hand, the optimal coupling between LT and pi (which
realizes their total variation distance) and use it to draw a random pair (Γ1,Γ2). Define,
additionally, a uniform random variable U on [0, 1], which is also independent of (Γ1,Γ2), and
let Y(i) = G(Γi, U). Then Y(1)
dist
= Y T and Y(2)
dist
= Y eq (on [−L,L]) and the total variation
distance between the laws of Y(1) and Y(2) on [−L,L] is bounded by ‖LT−L − pi‖TV, which
goes to 0 as T →∞.
From this we get directly the convergence of Z˜T to Zeq on [−L,L] in total variation norm,
which implies the result.
5.5 Proof of the limit transitions
Our goal here is to prove (12) and (13). By (16) it is enough to consider the case where all
ai’s equal ∞.
Consider first the second limit. It is easy to couple Z(~b)eq (with general m) and Z(b1)eq (with
m = 1), e.g. using the Skorokhod construction, in such a way that Z(b1)eq (x) ≤ Z(~b)eq (x) for all
x (after all, Z(b1)eq is essentially the lower path in the stationary system with drifts ~b). This
implies by [45, Prop. 4.5] that h(1, x;Z(b1)eq ) is stochastically dominated by h(1, x;Z(~b)eq ), and
thus the statement for m = 1, Z(b1)eq −→∞ in distribution as b1 → 0, yields (13).
Consider next (12). We can construct the stationary system Zeq on any interval [−L,L]
using the Skorokhod construction with initial data Zeq(−L) distributed according to the
stationary distribution of the system. Recall that Zeq1 (−L) is an exponential random variable
with parameter −2b1, and it thus converges to 0 in distribution as b1 →∞. Using the recursive
construction one checks now that the remaining components of the initial data Zeq(−L) also
go to 0 in distribution. In the same way, from the Skorokhod construction it is easy to show
that the lower path Zeq1 goes to 0 in distribution in [−L,L] as b1 →∞, and then recursively
that each path Zeqk , k = 1, · · · ,m satisfies the same as all drifts go to∞. This shows that Z(
~b)
eq
goes to 0 in distribution, uniformly on compact sets, when b1, . . . , bm → ∞. Since the KPZ
fixed point transition probabilities are continuous in the initial data under this convergence,
we get h(1, 0;Z(~b)eq ) −→ h(1, 0; 0) in distribution as all drifts go to infinity, and the result
follows since P(h(1, 0; 0) ≤ r) = F1(22/3r).
A Brownian Excursions and discrete orthogonal polynomials
In this appendix we sketch an alternative proof of Theorem 2 which leads rather directly to
(21) in the cases m = 1, 2, but becomes increasingly difficult for larger values of m. The
model we consider is as follows. We consider N Brownian excursions X1(t), . . . , XN (t), i.e.,
Brownian bridges on R+ with an absorbing wall at zero, which are conditioned to begin at
position 0 at time t = 0. We also condition on the particles ending points at time t = 1 to
be X1(1) = X2(1) = · · · = XN−m(1) = 0, and XN (1) = β1, . . . , XN−m+1(1) = βm, where
β1 ≥ β2 ≥ · · · ≥ βm ≥ 0. The particles are conditioned not to intersect at times 0 < t < 1,
and are ordered as X1(t) < X2(t) < · · · < XN (t). Introduce the notation
MN := max
t∈(0,1)
XN (t)
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and consider the limit
lim
N→∞
P (MN < h)
with the scalings
βj =
√
2N−(2N)1/6bj for 1 ≤ j ≤ r, h =
√
2N+
r
2(2N)1/6
, r ∈ R, bj > 0. (73)
For the case m = 0, i.e. for non-intersecting Brownian excursions without outliers, a
similar scaling limit was proven in [41] using the asymptotic analysis of a system discrete
orthogonal polynomials via the Riemann–Hilbert method. Here we use the same approach,
although the presence of outliers makes the analysis somewhat more involved.
Using the Karlin–McGregor formula for non-intersecting paths [40] along with the formulas
relating expected values of products of characteristic polynomials in random matrix models
to orthogonal polynomials, see [5, Thm. 2.3], [17, Eqn. (14)], we arrive at the following exact
formula for the distribution function of MN :
P (MN < h) = (−1)
m(N−m)2mpiN2+(N−m)2+N/2
2N/2hN2+(N−m)2+N∆m(β2)
m∏
j=1
e
1
2
β2j (2N − 2j + 1)!
β
2(N−m)+1
j
N−1∏
j=0
h˜2j+1
(2j + 1)!
× det
 ∞∑
xk=1
sin
(
xkpiβk
h
)
e−
pi2
2h2
x2k
P2(N−m+j)+1(xk)
h˜2(N−m+j)−1
m
j,k=1
,
(74)
where ∆(β2) =
∏
1≤j<k≤m(β
2
k − β2j ) and where Pk(x) are the monic polynomials of degree k,
defined via the orthogonality condition
∞∑
x=−∞
Pk(x)Pj(x)e
− pi2
2h2
x2 = hkδjk. (75)
With the scalings (73), in which case it is known that
lim
N→∞
pi2N
2+N/2
2N/2hN(2N+1)
N−1∏
j=0
h2j+1
(2j + 1)!
= F1(2
2/3r)
(see [41, Eqn. (1.20) and Thm. 1.1]), we get from (74) that, for large N ,
P (MN < h) ∼ (−1)m(N−m)+1F1(2
2/3r)
∆m(β2)
(
h
pi
)m(2N−m)
(76)
× det
[
e
1
2
β2k(2N − 2j + 1)!
β
2(N−m)+1
k
∞∑
xk=−∞
sin
(
xkpiβk
h
)
e−
pi2
2h2
x2k
P2N−2j+1(xk)
h2N−2j+1
]m
j,k=1
.
The sums in the determinant of (76) can then be computed entrywise as N → ∞. To do so
one can use the asymptotic formulas for the orthogonal polynomials which follow from the
Riemann–Hilbert analysis in [41] (see also [18, 42]), rewrite the sum as a contour integral, and
perform classical steepest descent analysis following the approach of [42, Sec. 5.2]. Since each
row of the matrix in (76) has the same leading-order behavior as N → ∞, one needs to use
the subleading terms which are the difference between two rows to compute the limit. For
m = 1, 2, this leads to the RHS of (21). For m > 2 a similar approach would work, but would
require knowledge of more terms in the asymptotic expansion of the orthogonal polynomials
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(75) than we were willing to compute. If there are m wanderers, the computation would
require knowledge of m− 1 subleading terms in the large N asymptotic expansion of the the
orthogonal polynomials. For any fixed m, this is doable by the Riemann–Hilbert method, but
becomes increasingly difficult as m becomes larger.
We also remark that the choice to use Brownian excursions rather than standard Brownian
bridges like [2] is only to match the similar analysis in [41]. We could have taken a similar
approach starting from non-intersecting Brownian bridges with wanderers. In this case the
relevant orthogonal polynomials are continuous ones defined on a half-line (−∞, z0), and
the critical phenomenon occurs when the edge of the oscillatory region for the orthogonal
polynomials is close to the “hard edge” at z0. This phenomenon has been studied in several
places, and is also related to the Painleve´ II (and the Painleve´ XXXIV) equation [20, 35, 47,
53, 70].
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