This paper establishes easy to verify necessary and sufficient conditions for global asymptotic stability of a class of continuous time planar systems which are subject to state saturation nonlinearities on both its state variables.
INTRODUCTION
Recently there has been a surge of interest in a class of nonlinear systems -dynamical systems with saturation type nonlinearities [l] . Examples of systems involving saturation nonlinearities are actuators and sensors in control designs, digital filters implemented in finite word-length format [l] , electric power systems with hard-limits on power inputs, field voltages, and currents [2, 31, mechanical systems with limits on position and speed, control systems having saturation on states, neural networks defined on hypercubes etc. In such cases, a linear model cannot describe the global dynamics of the overall system. Our objective in this paper is to deal with a specific type of saturation problem namely the state saturation nonlinearities.
In most physical systems, the states are constrained to stay within a bounded set due to physical limitations of the devices or by protection equipment. The effects of saturation nonlinearities or system hard-limits are always significant in modeling physical systems and need to be considered for a better analysis. The qualitative behavior of large nonlinear systems subject to state saturation (under the name of state limits) was investigated in [2, 31 motivated by the phenomena in power system models. In this paper, we have adopted the model developed in [2, 31 for the case of a continuous time planar linear system subject to hard-limits on its states.
A set of sufficient conditions for the asymptotic 0-7803-3073-0/96/$5 .OO O1996 IEEE 60 stability of a general linear system with certain types of state saturations has been proposed in [l] . As observed in [l] , these conditions are quite conservative. The purpose of this paper is to establish both necessary and sufficient conditions for the global asymptotic stability of a planar linear system subject to state saturation nonlinearities. That is, we have developed conditions for characterizing the global asymptotic stability of the state constrained nonlinear system explicitly in terms of the parameters of the system matrix. The most interesting aspect of these results is the fact that they are easily verifiable necessary and sufficient conditions.
The results in this paper provide insight into when a system with state limits can encounter global stability problems and what kind of problems are to be expected. For the continuous time second order planar system, we show that there can be no stable limit cycles (induced by state saturation) when the state matrix is Hurwitzian and the only global instability that arises is from the presence of multiple stable equilibria induced by the state limits. The main result is presented in Section 3 following a brief technical formulation in Section 2 of the system under consideration. The proofs are omitted in this short paper to save space and detailed proofs are available in [4, 51 for interested readers.
PROBLEM FORMULATION
Consider planar systems of the form E : k 1 = 6x1 ( U l l Z 1 + a 1 2 x 2 ) (1) 52 = uxz ( a 2 1 2 1 + a 2 2 x 2 ) (2) where the states xi are restricted to be within the state limits respectively at all times and this can be justified as follows. Note that when a state x i reaches the lower limit E ; = %,in; along a trajectory, as long as the state derivative x i is negative, the trajectory is trying to move past the lower limit. Since the state is restricted to be within zmini by (3), the trajectory is prohibited from moving past zmini by the saturation operator 6 , ; by nullifying the derivative to be zero under these conditions (see (4)). On the other hand, once the state derivative x; is such that the trajectory comes off the limit by increasing above xmini, the saturation operator returns the state derivative to be its normal value so that there is no longer a limiting action. Therefore along a trajectory of (1)-(2), a state x i "gets stuck" at the limiting value zmini as long as the trajectory is trying to move z i below zmini. In the power engineering context, such a limiting action is called "a non-windup limit" while in control community, the term state saturation appears to be more common.
A similar argument follows for the upper limit E , , ,~ where the derivative x; would be reset to zero by the saturation nonlinearity whenever the system tries to move above the state limit z m U Z i . Therefore the saturation operator U,; effectively prevents the system from moving past the state limits z,ini and zmQXi along any trajectory of (1)-(2).
For convenience we will denote our restricted state space to be 12 where
Dynamically the ODE (1)-(2) is rich because the functions U , ; ( . ) are not local Lipschitzian in the state space 12; in fact typically uxi(q) is not continuous at some points on the boundary of the hypercube 12. The discontinuities result from the fact that saturation operators U,; abruptly reset the state velocities to be zero when the state limits are reached (see (4) ). Therefore the first task in analyzing the dynamics of (1)-(2) would be to establish the solution structure of (1)-(2) such as whether solutions exist from all initial conditions in the state space and whether they are unique. (2) is sufficient since we want to characterize the global attractivity properties of the origin in positive time.
Precisely we want to state conditions on the matrix elements a;j in (1)-(2) which are both necessary and sufficient for the global attractivity of the origin in positive time. Note that since the dynamics C corresponds to a linear flow in the interior of our hypercube state space 12, global attractivity of the origin is equivalent to global asymptotic stability (say GAS in short) of the origin for C. Moreover we observe a trivial necessary condition for GAS (from the property of the linear flow in the interior of 12) that the matrix say A defined by the elements ( a i j , i = 1,2; j = 1,2) must be a Hurwitzian matrix so that the origin is locally attractive for the linear dynamics. However we want to point out that the derivation of the conditions which are both necessary and sufficient for C is a difficult problem owing to the highly nonlinear nature of C (in fact solutions are not even guaranteed to exist in negative time).
The main result is presented in the next section which establishes the necessary and sufficient conditions for GAS of E. TO simplify the presentation of results, we will assume from here-onwards that the upper and lower state limits zmQXi and z,ini are +1 and -1 respectively for both states 21 and x2. The results in the next section can be easily generalized to arbitrary choice of xmaxi and zmini even though the proofs are far more technical.
NECESSARY AND SUFFICIENT

CONDITIONS FOR GLOBAL ASYMPTOTIC STABILITY
The Theorem stated below identifies the parametric conditions on aij when GAS is guaranteed. More interestingly the proof of the Theorem establishes that these algebraic conditions are also necessary. By inspection below, it is seen that the conditions for GAS of C as stated in the Theorem are quite straightforward hence are easy to verify. The simplicity of the Theorem is somewhat misleading in this context since the conditions in the Theorem relate to the necessary and sufficient conditions for GAS of a complicated nonlinear system C and the result is hence highly nontrivial. The proof proceeds by exploiting the structure of the dynamics C established in In other words, along with the trivial necessary condition that A is Hurwitz, by imposing an additional set of conditions on a;j (see (l)), Theorem 1 establishes the GAS property in E.
Moreover, it follows from the proof of Theorem 1 that the dynamics C admits multiple equilibrium points (recall that C is a nonlinear system) when the parameters a;j satisfy any of the conditions (1) even when the matrix A is a Hurwtiz matrix. In other words, even when the origin of the linear dynamics restricted to the interior of the hypercube I2 is exponentially stable (when A is Hurwitz), some trajectories of C can get trapped into "other" equilibrium points on the boundary of the hypercube 12 and these additional equilibrium points induced by the state saturation nonlinearity U,, then violate the GAS of the origin for C.
Recall from classical control system theory that a very common stability problem encountered with saturation nonlinearity is that of the saturation induced oscillations or the existence of saturation related limit cycles. Interestingly the proof of the Theorem 1 provides a powerful negative result in this direction. We can prove that as long as the matrix A is Hurwitzian, the dynamics C does not possess any limit cycles. Proposition 1 There exist no limit cycles for C whenever the matrix A is a Hurwitz matrix.
U
Note that when the matrix A is a not a Hurwitz matrix, it can indeed be proved that there exist state saturation related stable limit cycles as well as more complicated limit sets such as homoclinic orbits for the nonlinear dynamics C [3] . However the Proposition above proves a very useful result that the planar nonlinear system C contains no limit cycles (stable or unstable) whenever the matrix A is a Hurwitz matrix.
As a final remark, we note that results in this paper have been derived for the planar system by exploiting certain simplicity of the dynamics of C in the planar case. Accordingly stability analysis of state saturation in higher dimensional systems can be expected to be a much richer and a more complicated problem.
CONCLUSIONS
This paper has established straightforward necessary and sufficient conditions for the global asymptotic stability of a class of continuous time planar linear systems which are subject to state saturation nonlinearities. These results provide insight into what types of stability phenomena can be induced by state saturation problems. Stability analysis of state saturation phenomena in higher dimensional systems promises to be an interesting and a challenging research problem.
