Thermo-acoustic velocity coupling in a swirl stabilized gas turbine model combustor Combustion and Flame 161 (2014) Abstract Limit-cycle thermo-acoustic velocity coupling mechanisms are studied in a perfectly-premixed swirlstabilized combustor using data from 10 kHz repetition-rate stereoscopic particle image velocimetry (S-PIV) and OH planar laser induced fluorescence (PLIF). Five cases over a range of thermal powers and equivalence ratios are investigated, each of which underwent different amplitude limit-cycle oscillations.
a Doubly-phase-resolved oscillation relative to mean over the acoustic cycle (Eq. 5)
Introduction
This paper presents an analysis of the fluid mechanical mechanisms driving self-excited limit-cycle thermo-acoustic oscillations in a gas turbine model combustor (GTMC) burning swirl-stabilized leanpremixed (LP) flames. Natural excitation of thermo-acoustic oscillations is a major problem in modern gas turbine combustors, which often employ LP combustion in order to reduce NO x emissions [1] [2] [3] .
The local volumetric heat release rate (q) from such flames is highly sensitive to various perturbations, particularly fluctuations in the flow field and reactant mixture composition [4] . The former, often referred to as velocity-coupling, leads to changes in the amount and distribution of reactive surface area through flame wrinkling, stretch, ignition, and extinction, whereas the latter changes the heat release rate per unit flame area. Periodic oscillations in both the flow field and reactant mixture can be generated by pressure oscillations, which results in coupling between combustion and pressure (p).
Local pressure-combustion coupling is described by the Rayleigh integral
where θ represents the local rate of energy transfer from heat release oscillations to pressure oscillations and (·) is the local fluctuation relative to the mean( ·). Positive values of θ indicate that the local coupling drives the oscillations (in-phase pressure and heat-release oscillations), whereas negative θ indicates local damping (out-of-phase oscillations).
Steady-state limit-cycle amplitudes are reached when the net energy transfer in the combustor volume equals the rate at which acoustic energy is transmitted and dissipated by the system [5] . Practical LP gas turbine combustors can exhibit limit-cycle amplitudes at particular conditions that are sufficient to cause major hardware damage, reduced combustion efficiency, increased emissions, and/or global flame extinction through blow-off or flash-back. Several control strategies have been devised to mitigate thermoacoustic instabilities [5] [6] [7] [8] , though these generally are applied as retrofits to specific combustor models when instabilities are encountered, and are not broadly robust to changes in configuration or operating pa-rameters. The complexity of the driving acoustic/flow/combustion interactions currently makes prediction and efficient control of unstable conditions extremely challenging, particularly in engine-relevant combustors. Doing so requires better understanding of the flow-flame-acoustic interactions driving practical oscillations.
Many investigations have been performed of thermo-acoustic coupling in LP combustion systems, ranging from simple laminar flames to complex gas turbine combustors [9] [10] [11] [12] [13] [14] [15] [16] [17] . The response of a flame to perturbations often is represented by a flame transfer function (FTF), which describes the linear response of the system to low-amplitude forcing. Non-linear flame describing functions (FDF) also have been investigated that allow consideration of higher amplitude disturbances [18, 19] . FTFs (and FDFs) can be experimentally determined in a combustor geometry of interest by operating the combustor over a range of conditions and, at each condition, forcing the system at a variety of frequencies (and amplitudes). The resulting transfer functions can then be used to determine the unstable modes of the combustor through a dispersion relationship and, in the case of an FDF, may allow estimation of the limit cycle amplitude.
However, this approach requires experimental testing of the combustor over a wide set of conditions and forcing parameters, making their application to the design process challenging. Moreover, it is unclear whether the coupling mechanisms initiating instabilities at low perturbation amplitudes persist in highamplitude limit cycle oscillations.
It therefore is desirable to have a better mechanistic understanding of finite-amplitude thermo-acoustic velocity coupling mechanisms. For simple flames, such as laminar V-flames and conical flames, analytical methods exist that can predict linear FTFs with reasonable accuracy using a flame-sheet approach [20] [21] [22] [23] [24] [25] [26] [27] . In these methods, acoustically generated velocity disturbances affect the local heat release oscillations by altering the kinematic balance between flame propagation and the surface-normal flow velocity [28] .
Different types of disturbance convect at different velocities, e.g. shed-vortex induced flame wrinkling or bulk flow oscillations, resulting in a spatially distributed phase relationship between the heat release oscillations and acoustics that depends on the flame geometry and disturbance convective-velocities.
In more complex swirl-stabilized flames, models for the FTF in systems undergoing low-amplitude forcing have recently been investigated. Palies et al. [19, 29] studied a swirl-stabilized premixed flame using the G-equation and found that the FTF had a similar form to that for an inverted conical V-flame, with some alterations due to differences in convective velocities of axial and azimuthal disturbances. Jones et al. [30] experimentally studied a premixed swirl flame undergoing velocity forcing at an amplitude of 5%. They found two flame perturbation mechanisms, one driven by shed-vortices that propagated along the flame from the anchoring point, and the other generated in the outer-shear layer.
However, the velocity coupling mechanisms that occur during high-amplitude self-excited oscillations may be considerably different. For example, a commonly reported low-amplitude convective disturbance is associated with periodic vortex shedding from the combustor dump-plane causing flame winkles that propagate up the flame [31] [32] [33] . However, it has been shown that intense swirl flames often do not exhibit such shedding, but may instead contain three-dimensional helical vortex cores (HVC) that rotate around the burner at a frequency that is different than the acoustics [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] . While the conditions leading to the formation of HVCs remain unclear, parameters such an the mass flow rate, combustor geometry, and mode of premixing are known to be of importance [40, 44] . Results from the burner studied here have demonstrated that conditions with high-amplitude self-excited oscillations often exhibit such HVCs, whereas conditions with low-amplitude oscillations generally exhibit periodic vortex shedding [31] . It also has been shown that rapid transition between low-and high-amplitude self-excited oscillations can be associated with rapid transition from periodic vortex shedding to an HVC [45] . Hence, the fundamental velocity coupling mechanism for high-amplitude self-excited oscillations would be very different than those found using low amplitude forcing.
In this paper, such self-excited velocity coupling mechanisms are investigated using high-repetitionrate (10 kHz) OH planar laser induced fluorescence (PLIF) and stereoscopic particle image velocimetry (S-PIV), along with acoustics measurements. The diagnostics are applied in a swirl-stabilized combustor burning perfectly premixed methane-air flames. The combustor studied is geometrically identical to a commonly studied configuration that typically is operated in a 'technically premixed' mode e.g. Ref.
[37, [45] [46] [47] [48] [49] [50] [51] . In the technically premixed mode, temporal and spatial fuel/air stratification occurs due to interaction of the acoustic waves with the non-stiff fuel injector. However, for the current work, a spatially and temporally constant equivalence ratio was achieved by premixing the reactants well upstream of a choked orifice, thereby isolating the thermo-acoustic velocity coupling from effects of combustion chemistry.
Previous work with other swirl-flames has shown that considerable insight into thermo-acoustic velocity coupling can be gained by resolving data from high-repetition-rate laser diagnostics with respect to both the phase in the acoustic cycle and the azimuthal position of the HVC relative to the measurement plane [31, 32] . With such a 'doubly-phase-resolved' analysis, highly repeatable flow-flame interactions were found to occur over the acoustic cycle at each HVC azimuthal position; the nature and phase (relative to the acoustics) of the interactions depended on the position at which the HVC was being observed. It also was shown that such analysis can be used to solve a statistical analogue to the Rayleigh integral of Eq. 1.
In this work, these analysis techniques are applied to a variety of perfectly-premixed methane-air flames. The data are analysed to provide new insight into thermo-acoustic velocity coupling in swirlstabilized flames, including critical phase delays. The paper is organised as follows. In Section 2, the experimental apparatus, test conditions, and diagnostics are described. Section 3 provides an overview and demonstration of the analysis techniques employed. The thermo-acoustic energy transfer fields are presented in Section 4, along with the underlying velocity coupling mechanisms and phase relationships
Experiment and Diagnostics

Combustor and Test Conditions
The basic GTMC geometry employed for this work, shown in Fig. 1 , has been the subject of numerous previous experimental and computational studies. However, with exception of Ref. [33] , the experimental studies have been conducted with fuel injected directly into the swirler, resulting in 'technical premixing'
and interactions between the acoustics and fuel supply system. Conversely, with the exception of Ref.
[51], the computational studies have employed perfect premixing of the fuel and air.
The studies conducted here aim to isolate velocity-coupling and therefore were performed with perfect premixing. Fuel (CH 4 ) and air were combined in a commercial premixer located approximately 2 m upstream of the plenum. The mixture then passed through a plate with a choked orifice, located in a 25 mm diameter tube 0.15 m upstream of the combustor plenum entrance. The diameter of the orifice was changed, depending on the operating conditions, to ensure choked flow over the plate. This configuration isolated the fuel and air supply from the combustor acoustics and provided known upstream boundary conditions.
The CH 4 /air mixture was fed from the 25 mm diameter tube into the combustor plenum (78 mm diameter, 100 mm length), through a radial swirler (12 swirl vanes), to the burner nozzle (27.85 mm exit on the combustor geometry can be found in Ref. [46] .
The overall experimental program consisted of nine conditions, covering a range of thermal powers (10-35 kW) and equivalence ratios (ϕ = 0.65−0.80). However, it was shown in Ref. [33] that the cases with the largest amplitude thermo-acoustic oscillations were those that contained HVCs. These cases therefore are the subject of the current work and are summarized in Table 1 . The labeling scheme for the cases is chosen to be consistent with previous work [33] . Also shown in this table are the mass flow rates (ṁ) of air and fuel, root-mean-squared pressure fluctuation amplitude (p ), dominant thermo-acoustic frequency ( f ac ), and rotation frequency of the HVC ( f h ). The integral length scale is set by the nozzle exit radius and the resultant characteristics place these flames in the corrugated flamelet regime of turbulent premixed combustion. All flow rates were controlled using electromechanical mass flow controllers (Brooks) and monitored using Coriolis mass flow meters (Siemens Sitrans F C) with an uncertainty of 1.5%. During a data acquisition run, approximately 5% of the air mass flow was diverted through a fluidized bed particle seeder containing TiO 2 particles with a diameter of approximately 1 µm to enable the S-PIV velocity measurements described below. The system was equipped with multiple ports for pressure and temperature measurements. Pressures were measured using calibrated microphone probes (Brüel & Kjaer, Type 4939), sampled at a rate of 50 kHz. The combustion-chamber pressure was measured using two probes in a corner post, and the plenum pressure was measured using a probe flush with the plenum wall. Detailed acoustic characterization using multiple acoustic measurement ports and Comsol simulations have shown that the system operates as a Helmholtz resonator [52] . Hence, the pressure oscillations were essentially spatially uniform throughout each of the combustion and plenum chambers, with significant spatial pressure gradients only within the swirler/nozzle assembly and exhaust tube. It is noted that this Helmholtz mode is somewhat different than the longitudinal mode often studied e.g. when determining FTFs. Data on the burner temperature boundary conditions and atmospheric conditions during data acquisition are available from the authors for simulation development.
Diagnostics
Simultaneous 10 kHz S-PIV and OH PLIF measurements were obtained using the high-repetition-rate laser diagnostics system at the German Aerospace Center Institute for Combustion Technology. The S-PIV system consisted of a high-repetition-rate, dual-cavity, diode-pumped solid-state (DPSS) Nd:YAG Fluorescence of the OH radical in the range of 310 nm was acquired with a CMOS camera (LaVision HSS5) equipped with an external, two-stage, lens-coupled intensifier (LaVision HS-IRO) and a 45 mm f/1.8 UV lens (Cerco). The field-of-view of the PLIF system covered the entire width of the combustion chamber (85 mm) and extended from the nozzle exit to a height of 50 mm. Background luminosity and elastic scattering were reduced by using a short intensifier gate (100 ns) and a high-transmission (greater than 80% at 310 nm) bandpass interference filter (Laser Components GmbH). The OH images were cor-rected for the mean laser sheet intensity profile, which was determined based on 1000 images of the fluorescence from a uniform acetone vapor that was doped into the test area, as well as the whitefield response. The PLIF images were filtered with a 0.4 mm Gaussian filter (same width as the sheet thickness)
prior to further analysis to reduce high-frequency pixel noise. This sheet thickness and filter width set the effective spatial resolution of the PLIF images.
A minimum of two independent data acquisitions were conducted at each condition, resulting in over 15000 individual measurements of a given flame. This quantity of data allowed for convergence of the doubly-phase-resolved statistical analysis described in Section 3.2.
Data Analysis
The objective of this work is to understand the mechanisms controlling self-excited thermo-acoustic coupling in swirl-stabilized GTMC systems, viz. Eq. 1. However, doing so is complicated by the dynamic A mathematical framework for performing such an analysis was described in Ref. [31, 32] and is summarized below. The analysis consists of three major steps; Subsequently, the doubly-phase-resolved statistical flow and flame data will be used to elucidate the mechanisms setting the thermo-acoustic energy transfer fields.
Proper Orthogonal Decomposition
POD is becoming an increasingly popular method of analysing coherent structures in turbulent flow and turbulent combustion [31] [32] [33] . In POD, a sequence of individual measurements is used to construct an orthogonal basis for the data, such that the measurement at any given time can be expressed as a linear combination of the basis modes. While numerous orthogonal bases can be derived, the POD basis is chosen to be the eigenmodes of the original data (i.e. from the singular value decomposition). This basis has the particular property of providing optimal convergence of the system energy; the energy contained in the most energetic eigenmode is the most energetic mode of any basis, and similarly for the subsequent modes. As a consequence, the energetic modes of the POD basis can be used to represent the most energetic flow features. In systems with coherent structures, the most energetic POD modes tend to represent these structures and their behaviour can be isolated from stochastic processes by appropriately summing the energetic modes. In the full POD, the number of eigenmodes equals the number of instantaneous measurements used to construct the POD. However, performing such an analysis is very computationally expensive and unnecessary when only the most energetic modes are needed. Here, a block-Lancsoz method was used to generate the only the most energetic modes of the POD [53] .
Mathematically, POD analysis from a sequence of n temporally resolved 2D measurements taken at t i |1 ≤ i ≤ n provides a set of m ≤ n spatial eigenmodes (M j (x, y)), coefficients (a j (t i )), and eigenvalues 
It previously has been shown that the most energetic POD modes in the studied flames represent the structure and dynamics of the HVC. This is demonstrated in Figs. 3 and 4 , which show the POD reconstruction of the flow field for Case 6. The POD modes used to construct these images contained over 65% of the total turbulent kinetic energy of the flow. For the image sequence of Fig. 3 , the velocity field was reconstructed from the ten most energetic POD modes (i.e. u 10 (x, y)), from which the 2D swirling strength field was calculated. The swirling strength is a robust means of visualizing flow regions in which the local velocity field is rotating in a frame moving with the flow. Mathematically, it is defined as the magnitude of the complex components of the eigenvalues of the velocity gradient tensor. Unlike vorticity, the swirling strength field does not include regions of high shear and hence produces clearer images of the HVC. It is noted that the intersection of a helical vortex in a 2D measurement results in the staggered pattern of vortices, which appear as nearly circular regions of high swirling strength in the figure. Figure 4 shows the temporal coefficient of the first two POD modes, a 1 (t) and a 2 (t), over the time period of Fig. 3 . As can be seen, the POD coefficients represent the azimuthal location of the HVC with respect to the measurement plane. Over half an oscillation of the POD coefficient, the HVC rotated half way around the burner, resulting in the mirrored images between t = 0 and t = 0.7 s. As the coefficients completed their oscillation, the HVC returned to its original azimuthal position. Hence, the POD coefficients can be used to identify the azimuthal position of the HVC with respect to the measurement plane. It is noted that usage of the POD coefficient results in a somewhat arbitrary zero-point for the azimuthal HVC position;
for this work, the beginning of the HVC cycle will correspond to local maxima of a 1 (t) [31, 33, 54] . Table 1 shows the frequencies of the HVC motion around the burner and the dominant thermo-acoustic oscillation, which were calculated by fast Fourier transformation of a 1 (t) and the microphone signal, respectively. Examples of the power spectra for these signals, along with the overall heat release as characterized by the total OH* chemiluminescence, are provided in Figure 5 . As can be seen, the pressure and heat release oscillations had similar power spectra, while the HVC and pressure oscillations had considerably different frequencies for each case; it was shown in Ref. [33] that the HVC frequency increased linearly with flow rate corresponding to a constant Strouhal number, as expected for the precession of a vortex core.
Doubly Phase Resolved Analysis
In order to understand the thermo-acoustically coupled flame and flow oscillations over the acoustic cycle, it therefore is necessary to resolve the measurements with respect to both the phase in the thermoacoustic cycle and the HVC azimuthal position with respect to the measurement plane, i.e. through a doubly-phase-resolved analysis. That is, at each HVC azimuthal position, repeatable oscillatory flowflame interactions occur over the thermo-acoustic cycle [31, 33] . These interactions are critical in setting the oscillatory flame dynamics, and hence the thermo-acoustic energy transfer fields.
Mathematically, it is useful to define several quantities related to the doubly-phase-resolved analysis.
Any instantaneous measurement (ζ) can be decomposed into its long-time average (ζ), a mean doublyphase-resolved component in excess of the long-time average (ζ ah ), and a stochastic (turbulent) fluctuation
(a) PSD of the first POD swirl mode (a 1 (t)).
(b) PSD of the chamber acoustic signal.
(c) PSD of the chemiluminescence signal. Figure 5 : Power spectra of the a 1 (t), the chamber acoustics, and the heat release oscillations for Case 6. While the heat release oscillated near the thermo-acoustic frequency, the HVC circumscribed the burner at a much higher rate.
where φ a and φ h are the phases in the thermo-acoustic and HVC cycles at the measurement time t, respectively. For this work, the φ a and φ h at a particular time were determined by dividing their respective oscillatory signals into N p = 12 discreet phase numbers, as shown in Fig. 6 , resulting in 144 phase combination pairs. Each measurement was then associated with the closest combination of discreet phases. A typical measurement sequence consisted of approximately 8000 images, resulting in between 50-60 images at each phase angle combination. Two measurements sequences were used at each condition (100-120 Figure 6 : Definition of phase numbers used for doubly phase resolved analysis.
images per phase combination), which was sufficient to obtain well converged statistics.
An important quantity is the doubly-phase-resolved mean, which represents the average value of ζ at a particular phase angle combination, viz.
Additionally, it is useful to define the local oscillation at a given location and φ h , relative to the average over the acoustic cycle at that location and φ h , viz.
In addition to velocity field analysis, doubly-phase-resolved analysis also can be used to quantify the oscillatory behaviour of the flame. To do so, a statistical representation of the flame is required. To calculate Σ, the instantaneous reaction layer topology was calculated from the magnitude and gradi-ent of the OH PLIF images using the algorithm described in Ref. [32] 
Statistical Solution of the Rayleigh Integral
Direct solution of Eq. 1 requires knowledge of the 3D pressure and heat release dynamics throughout the combustor volume. For the burner studied here, the pressure oscillations were essentially spatially uniform throughout the combustion chamber volume due to the Helmholtz resonation of the system. The volumetric heat release rate was taken to be proportional to the flame surface density. The thermo-acoustic energy transfer distribution is then characterized by:
For configurations where heat release oscillations occur in radially symmetric patterns (i.e. with periodic shedding of toroidal vortices), planar measurements and Eq. 6 can be used to gain insignt into the thermo- . These instantaneous fields resemble the statistical flame surface density fields of (c) and (d), taken at the same phase combination, respectively. In each figure, the HVC is shown by black iso-contours of swirl strength at 30% of the maximum swirl strength value.
acoustic velocity coupling. However, for systems with HVCs, wherein heat release oscillations occur in complex 3D patterns that depend on the HVC azimuthal position, Eq. 6 cannot directly reveal the velocity coupling.
It was shown in Ref. [31] that doubly-phase-resolved analysis can be used to better understand the velocity coupling in such systems. In this case, the Rayleigh integral is taken over the thermo-acoustic cycle (i.e. over the φ a oscillation) at each azimuthal position along the HVC (i.e. φ h ). The resultant coupling distribution is given by: 
The relationship between the total thermo-acoustic energy transfer computed using Eq. 8 and the measured pressure oscillation amplitude is shown in Fig. 8 . Louder cases are associated with greater thermo-acoustic energy transfer, clearly demonstrating that Ψ is a good representation of thermo-acoustic coupling. Moreover, Fig. 9 shows the evolution of the total FSD fluctuation
over the thermo-acoustic cycle for a quite case (Case 3), an intermediate case (Case 5b), and the loudest case (Case 6). Also shown is a representative pressure signal that indicates the phase in the acoustic cycle. As can be seen, the phase-shift between the acoustics and FSD oscillations decreased with increasing pressure amplitude. For example, {Σ a } for Case 3 reached a minimum at φ a = 4, whereas the pressure reached a minimum at φ a = 7 (by definition, see Sec. 3.2). Hence, for the 12-segment phase decomposition performed in this analysis, {Σ a } of Case 3 was approximately 90
• out-of-phase with the pressure.
Conversely, {Σ a } for Case 6 was perfectly in-phase with the acoustic cycle. These phase relationships will be discussed more in Sec. 4.3. However, it can be seen that the thermo-acoustic energy-transfer analysis produces results that are consistent with the observed oscillation amplitudes.
However, neither Ψ nor {Σ a } provide insight into the underlying processes responsible for the thermoacoustic energy transfer, let alone where along the HVC is the energy transfer more prominent. To this end, it is more useful to look at the distribution of the volumetric thermo-acoustic energy transfer, ψ. The remainder of this paper focuses on understanding the distribution ψ and the controlling velocity-coupling mechanisms. Figure 10 shows ψ for the three characteristic cases in Fig. 9 (Cases 3, 5b, and 6). Regions of high positive and negative ψ are shown by green and blue isosurfaces respectively, while the helical vortex is displayed with a red vorticity isosurface. These figures can be thought of as being in a frame that is rotating
Results and Analysis
Thermo-acoustic energy transfer (ψ) distributions
with the HVC and demonstrate that each case exhibits some similar ψ features with different distributions, namely
1. An inner coupling region (ICR) composed of negative and positive ψ zones, denoted by 1 and 2
respectively, that are bound by the HVC.
2. An outer coupling region (OCR), denoted by 3, that surrounds the HVC.
For the quieter cases, the ICR contained mostly positive ψ, whereas the OCR contained mostly negative ψ. For the louder cases, the net ψ in the ICR became approximately zero, whereas the OCR changed from negative to positive ψ. Hence, the OCR is responsible for most of the positive-thermo acoustic coupling Firstly, it can be seen that the heat release distribution moved around the combustor over the thermoacoustic cycle. Starting from φ a = 1, the region of positive Σ a moved counter-clockwise. As it did so, the total flame surface density initially decreased until φ a = 8, after which it increased again until φ a = 11. The heat-release decrease was associated with contraction of the flame towards the nozzle (the ICR), whereas the heat-release increase was associated with combustion towards the periphery of the burner (the OCR). The region of high heat-release then moved towards the axis at φ a = 1, after which the process repeated. Essentially, the heat release oscillations are associated with periodic transport of the flame and/or hot products to ignite fresh reactants in the OCR, followed by flame transport towards the ICR and contraction.
The flame motion is associated with oscillations in the velocity field, as shown by the vector arrows.
It was found that these oscillations are well visualized by the vorticity field associated with the velocity fluctuations, shown in the flyouts of Fig. 11 . Essentially, over the thermo-acoustic cycle, the flow-field oscillated in a manner that transported flame surface around the combustor. For example, at φ a = 11, the velocity oscillations were such that reactants were transported towards the combustor periphery. oscillations are associated with some dynamics of the HVC.
Quietest case -Case 3
The general behaviour of the flow-flame interactions in the quietest case (Case 3) were very similar to those of the loudest case; the phase shift relative to the acoustics was the primary difference. To highlight these similarities and differences, the analogous image sequence to Fig. 11 is shown in Fig. 13 for Case 3. For a representative comparison, φ h was chosen so that the HVC was at the same axial location as the one in Fig. 11 ; φ h = 2 is shown instead of φ h = 1. and Case 6 was a notable shift in the orientation of the velocity oscillations at a given φ a . For example, the ω a z structures for Case 3 had the same orientation at φ a = 1 as occurred at φ a = 11 for Case 6. Hence, the mechanism setting the flame dynamics was shifted in phase and so were the resultant heat release oscillations.
From the above discussion, it is apparent that the mechanisms and dynamics of heat release oscillations were the same in the quietest and loudest cases. The increase in thermo-acoustic energy transfer from the quietest to the loudest case therefore does not result from a change in the fundamental nature of the flow-flame interactions, but rather from a change in the phase (relative to the acoustics) at which these interactions occur. Since the heat release dynamics were associated with velocity fluctuations in the vicinity of the HVC, a thorough understanding of the flow-field in this region is required.
Origin of the velocity fluctuation pattern
The origin of the velocity field fluctuations was found to be largely driven by changes in the shape of the HVC over the thermo-acoutic cycle.That is, at each HVC phase, the position at which the HVC intersected the measurement plane changed over the thermo-acoustic cycle. This is illustrated in the cartoon of Fig. 14, which To understand how the HVC deformation resulted in the observed fluctuations in the velocity field, it is useful to consider a simple unidirectional deformation of the HVC. As the HVC moves, for example, from left to right, the region of high vorticity also is displaced. Hence, negative and positive ω z oscillations would occur to the left and right of the mean HVC position, respectively. The previously noted rotation of the ω a z structures therefore was a result of the elliptical trajectory of the HVC intersection, observed as a phase lag between the axial and radial displacements in Fig. 15 .
The presence of the HVC therefore affects the flame in two main ways. Firstly, it affects the 'zeromode' of the flame, i.e. the mean heat release distribution. Secondly, the flow-flame interactions associated with deformation of the HVC at the thermo-acoustic frequency couples the mean heat release distribution with the acoustic oscillations (the mechanism of this deformation will be discussed below). The change in total heat release over the thermo-acoustic cycle was not due to the HVC's precession around the burner, which occurred at a different frequency, but rather by its axial deformation at the thermo-acoustic frequency.
Origin of the HVC deformation
The formation and geometry of the HVC is linked to the swirl-number, S , which is defined as the ratio of azimuthal to axial momentum flux. It previously has been observed that S -waves in thermo-acoustically oscillating swirl-flames can be linked to periodic axial velocity waves, which are caused by the changing pressure difference between the combustion chamber and plenum over the thermo-acoustic cycle [55] .
Axial velocity and swirl number fluctuations can be related by performing a Reynold's decomposition, which yields
From this relationship, it is clear that S and u y should be negatively correlated.
The propagation of any wave can be observed by integrating the property of interest across the burner width at every axial position, viz.
The cross-section integrated axial velocity fluctuations u a y are shown in Fig. 16 for different acoustic by Palies et al. [55, 56] , and are thought to affect the shape of the HVC through a displacement of the central recirculation zone.
Palies et al. also observed that the swirl wave was convected by the mean flow. To verify this in the present data set, S a was plotted versus y and φ a . This is shown in Fig. 18 for Case 6, with the colormap indicating S a , and a black line showing a linear fit to the maxima. The convective speed of the wave was calculated from
where the N p f ac is included to convert from phase-space to time. This speed is compared to the mean inlet Table 2 , from which it can be seen that the swirl wave did indeed propagate at the mean flow velocity, with a maximum disagreement of 9%.
Phase relationships
From the discussion above, it is clear that the velocity coupling mechanism was similar for all cases, while the phase at which the particular flow and combustion dynamics occurred (relative to the acoustics) was a function of the combustor conditions and φ h . This phase depends on the feedback mechanism that couples the acoustics and heat release, which can be summarized as follows:
1. A pressure oscillation in the combustion chamber results in a S -wave (associated with an axial velocity wave), that convects from the combustor nozzle at the axial flow speed.
2. The S wave causes changes in the shape of the vortex-breakdown-related HVC, which is associated with velocity oscillations that can be visualized by rotating ω a z structures.
3. These velocity oscillations cause periodic motion of the flame between the periphery (OCR) and centerline (ICR), resulting in periodic consumption of reactants and heat release oscillations.
Hence, the phase of the heat release oscillations relative to the acoustics (φ {Σ a }−a ) can be expressed as a function of three distinct phase lags, one associated with each process:
1. The phase lag between the swirl-wave reaching the nozzle dump-plane and the combustion chamber acoustics φ S a −a . It is noted that the swirl-wave actually initiates in the swirl-nozzle itself and propagates to the dump plane. However, the analysis below is based on the phase of the velocity (and hence swirl) oscillations at the nozzle/chamber interface.
2. The phase lag between the wave production and its interaction with the HVC.
3. The phase lag between the HVC-related flow oscillations and the flame response.
The latter two processes are actually continuous processes involving the swirl number wave interacting with the spatially distributed HVC and the HVC interacting with the spatially distributed flame. As a consequence, the quantity of interest is the net phase lag between the generation of the swirl number wave and the mean FSD oscillation. Hence, this study will treat the latter two as a single phase lag, denoted φ {Σ a }− S a . This quantity accounts for the global effect of the spatially variant swirl number oscillations and the heat release rate. The phase of {Σ a } relative to the acoustic cycle therefore may be expressed as
The overall phase lag between the heat release and pressure oscillations φ {Σ a }−a can be assessed from curves such as those in Fig. 9 . Similar curves were constructed for all cases, as well as for the phase lag between the swirl wave and acoustics ( S a (y = 0, φ a )). Quantification of the phases then was performed by fitting a cosinusoid to these curves. The results are plotted versus the RMS pressure amplitude in Fig.   19a . Changes in the phase of the heat release oscillations were well correlated with changes in the phase of the swirl-number wave, highlighting the importance of the swirl-number wave on setting the heat release oscillations. It is noted that the point that deviates slightly from the trend was a high-power case, which resulted in relatively high oscillation amplitudes despite a moderate φ {Σ a }−a .
It now remains to explain the mechanisms setting φ S a (y=0,φ a ) and the relative phase between the swirl wave and the flame response φ {Σ a }− S a . The former will be treated in Sec. 4.3.1 below. The phase relationship between the generation of the swirl wave and {Σ a } was computed from Eq. 13, and is shown versus the RMS pressure amplitude in Fig. 19b . As indicated above, this relationship encompasses both the time required for the swirl wave to affect the flow and for the flow to affect the flame. Hence, it accounts for both the convection of the wave to the spatially distributed HVC and flame, as well as the flame response. Table 2 showed that wave convected at the mean axial flow speed. Figure 19c shows φ {Σ a }− S a and clearly indicates that, as this speed increased, it took less time for the swirl number oscillations at the nozzle exit We now seek an analytic description of the phase between the generation of the swirl number wave at y = 0 and the combustor acoustics. The S wave is related to the axial velocity wave by Eq. 10, which in doubly-phase resolved notation is
The mean swirl number (S ) and flow speed (ū y ) may be estimated from the mass flow rate of reactants and the geometry of the burner. Determining the phase of the S -wave therefore requires determining the phase of the axial velocity wave. Recalling that the system behaved like a multi-chamber Helmholtz resonator, the acoustically-coupled bulk-flow dynamics can be modelled as a spring-mass-damper system [57] .
In such a model the burner geometry is represented as a sequence of cylindrical chambers that preserve the length, cross-sectional area, and volume of the different burner components, as illustrated in Fig. 20 .
The response of this simplified geometry can then be expressed analytically as a function of the chamber pressure oscillation amplitude and frequency viz. where
In the above equations, U y is the axial velocity wave, A s is the cross section area of the swirler, m s is the mass of fluid in the swirler, ω and p are the angular frequency and amplitude of the chamber pressure fluctuations, b is a damping constant, and k is a stiffness constant. While the stiffness (k), damping (c), and inertial (m s ) constants are based on physical quantities, and can potentially be derived from information about the combustor geometry, here they were computed by non-linear least squares curve fitting of acoustics simulations by Im [52] . To validate the computed values, φ <S >−a was calculated from Eq. 15 and compared to the experimental values of Figure 19a . This comparison is shown in Fig. 21 , in which good agreement between the model and the experimental data shows that Helmoltz resonator modelling of the combustor is a useful tool for accurate prediction of the phase lag between the swirl number wave and the chamber acoustics.
Conclusion
Thermo-acoustic coupling in a swirl-stabilized gas turbine combustor burning lean premixed methaneair flames was investigated through analysis of high-repetition-rate laser diagnostics. Five different operating conditions are discussed, all of which contained a helical vortex core as a dominant flow feature.
The flow features were resolved as a function of both the acoustic phase, and the azimuthal position along the helical vortex core, allowing 3-D reconstruction of statistical measurements.
In all cases, thermo-acoustic energy transfer was caused by a deformation of the helical vortex, which The phase relationship between the pressure oscillations, heat release oscillations, deformation of the HVC, and swirl number waves were further investigated, and it was shown that the phase between the heat release oscillations could be expressed as the sum of two independent phases:
1. The phase between the acoustic cycle and the swirl number oscillations, and 2. the phase between the swirl number oscillations and the heat release oscillations.
The former was then quantified using a simplified acoustic model making use of Helmholtz resonator theory, and was found to agree well with experimental results. In this initial study, data from numerical experiments was used to fit the model parameters, though it is theoretically possible to derive these parameters from the combustor geometry and properties of the mixture gases. This will be treated in future work.
The phase between the swirl number oscillations and the heat release oscillations was shown to be related to the speed at which the swirl wave convected from the burner nozzle. An increase in this speed meant that it took less time for the swirl number wave to convect downstream from the nozzle exit plane to any given point along the helical vortex, thereby reducing the time and phase delay between the swirl number fluctuations at the nozzle, the HVC's deformation, and the associated heat release oscillations.
Quantitative prediction of these phase relationships are left for future work.
Future work will also concentrate on developing predictive models for the heat release oscillation amplitudes. Combined with predictive capabilities for the phase relationships, these models could be used conjointly to elaborate flame describing functions, from which the limit cycle amplitude would be derived. 
