Asymptotic distributions for a family of time varying symmetric statistics formed from an infinite particle system are derived and a representation for the limit is obtained in terms of multiple stochastic integrals. This family arises from a system of Brownian particles diffusing in R whose initial configuration is given via a Poisson point process on R. It is shown that a symmetric statistic of order p in this family can be considered as an element of C{[0, T ], S (R p )} and as the rate of the Poisson process approaches infinity these symmetric statistics converge in distribution as random elements of the above mentioned function space. A stochastic partial differential equation satisfied by the limit is obtained. Finally, a representation for the limit as a mixed multiple stochastic integral with respect to a space-time white noise and a white noise on R, is derived.
Introduction
where {ξ i } is an independent Rademacher sequence (which is also independent of {X j } and {B j }), measurable with respect to F 0 . It has been shown by Walsh (cf. [12] ) that U
λ,t defines a distribution on S(R) (the space of rapidly decreasing C ∞ functions on R) and in fact that U
λ,· is almost surely an element of C{[0, T ], S (R)}. Moreover, it can be shown that as λ → ∞, U 
where V 0 and W 0 are independent white noises on R and R × [0, T ] respectively. This limiting process U
(1) t which gives the density of a Poissonian number of Brownian particles diffusing in R, as the rate of the Poisson process goes to ∞, is referred to as the Brownian density process.
Complete information regarding the one dimensional asymptotic behavior of the particle system can be obtained from Equation (1.3) . However, the above result fails to capture the information on higher order interactions within the particle system. For example in order to study the second order interactions one is interested in the asymptotic behavior of:
λ,t (φ) = 1 λ i =j ξ i ξ j φ(X i (t), X j (t)), (1.4) where φ ∈ S(R 2 ). Consider the case t = 0. Define a set functionΠ λ on sets of B(R) with finite Lebesgue measure asΠ λ (A) := i ξ i I A (X i (0)). For φ with bounded supports which vanish on the diagonals one can rewrite the right side of (1.4) as:
φ(x, y)dΠ λ (x)dΠ λ (y).
(1.5)
The set functionΠ λ which is a signed random measure on B(K) for every compact subset K of R has been called the symmetric Poisson measure on R of intensity λ, cf. [6] . It can be shown using the techniques of [4] that under fairly general conditions, the weak limit of appropriately normalized multiple integrals with respect to a symmetric Poisson process can be expressed in terms of multiple Wiener integrals(MWI) as the rate of the Poisson measure approaches infinity. In the present work we study the more delicate problem of the weak convergence of U (p) λ,· (•) as function space (C{[0, T ], S (R p )}) valued objects. The additional complexity coming from the time evolution of the Brownian particles will lead us to multiple stochastic integrals with respect to a space-time white noise.
Another closely related problem is that of weak limits of symmetric statistics. Asymptotic distributions of U-statistics have been studied in a great detail in the literature. In the works of Rubin-Vitale [11] Dynkin-Mandelbaum [4] , Arcones-Giné [1] asymptotic distributions of degenerate U-statistics and Uprocesses of an arbitrary order have been studied. The asymptotic distributions of V-statistics and von-Mises functionals have been addressed in BudhirajaKallianpur [3] . In all the above stated works it is seen that for higher order symmetric statistics the limit behavior on appropriate normalization is not necessarily Gaussian and in general the limiting random variable for, for example, a k-th degree degenerate U-statistic of order p with an appropriate normalization lies in the k-th Wiener chaos. The result in Equation (1.3) which gives a Gaussian random field as the limiting distribution of the particle system can be seen as an analog of a limit theorem for U-statistics of order one. The present work provides limit theorems for such time varying U-statistics of an arbitrary order.
To further understand the structure of the limiting distribution of (1.3), consider the integrated form of equation (1.3) as follows: 6) where φ ∈ S(R), G t (φ)(y) := R G t (x, y)φ(x)dx and G t (x, y) is the fundamental solution for the partial differential equation:
, for φ, ψ ∈ S(R) and C{[0, t], S(R)} respectively, (1.6) can be rewritten as:
with an obvious understanding of notation. Hence the above mentioned result of Walsh in this notation now reads as:
Analysis of U (2) λ,• also appears in a great detail in [12] . It is shown there that U (2) λ,t converges in distribution as an element of C{[0, T ], S (R 2 )} to a random element U (2) t which satisfies the following SPDE:
where V ⊗2 0 is a multiple Wiener integral of order 2. It is important to note that the argument used in the derivation of the weak limit of U (2) λ,• cannot be used for p > 2. The proof of the above result which is based on the convergence of stochastic integrals when both the integrand and the integrator converge to appropriate limits, relies on certain canonical representations for the integrand. Such canonical representations fail to hold for p > 2. To illustrate the key problem consider a sequence {M n (t) :
of continuous L 2 martingales. Let P n be the measure induced by M n on C[0, T ]. Then clearly the stochastic integrals I n (t) := t 0 1dM n (s) can be defined canonically, i.e. there exists g : [0, T ] × C[0, T ] → R such that under P n , g has the same distribution as I n . However, the same is not true for the stochastic integrals:
, since the quadratic variations of different martingales may differ. This forces us to use different techniques for p > 2. A possible approach is the one due to Kurtz-Protter [9] [10] which requires the verification of a uniform tightness condition. In fact the referee has observed that Corollary 3.11 can be proved directly using the results of [10] , once Lemmas 3.1,3.3 and 3.8 are available. Furthermore, using in addition Lemma 3.5 one can obtain Theorem 3.10. In other words, Lemmas 3.4, 3.6 and 3.7 are not essential for the proof of the result in this paper. However, the proof we present makes transparent the connections between symmetric processes, Hermite polynomials and multiple stochastic integrals and we believe should be of independent interest.
In order to motivate our result, we begin by the disentangling of the limit object U (2) t . Writing the integrated form of the SPDE (1.9), we have for φ ∈ S (R 2 ):
Using (1.6), the right side in the above equality is seen to be equal to:
Using the semi-group property of G t , the above expression can be symbolically written as:
Therefore we have formally, the following interesting equality(compare with
The above observation is the key to this work. We will show that the above formal equality can be made rigorous and in fact leads to an extension for p > 2. We will give a rigorous meaning to (
2). There, we will construct multiple Wiener integrals with respect to V 0 and W 0 and will see that (
⊗p can be represented as a mixed multiple stochastic integral with respect to V 0 and W 0 . Multiple Wiener integrals with respect to space-time white noise are not readily available in literature, in view of which we derive some elementary properties of these integrals. In particular see Proposition 2.1, in which we derive a relation between iterated integrals and multiple integrals with respect to a space-time white noise .
The central result of our work appears in Section 3, Theorem 3.10, in which we show that U (p) λ,· , appropriately defined, converges in distribution to
⊗p . The proof is divided into several steps. we begin
λ,• is asymptotically equivalent to an object of the form
⊗p (see Equation (3.18) ). This is done in Lemma 3.4. The analysis gets considerably simplified on replacing the former by the latter. In particular, for φ ∈ S(R p ) of the form
⊗p (φ) can be written as a linear combination of products of Hermite polynomials of certain martingales and multiple stochastic integrals with respect to a symmetric Poisson process.. This is noted in Lemma 3.6. The above simplification splits the problem into two parts, namely the asymptotic distribution of the martingale and that of the multiple stochastic integrals. The weak convergence of these two components is obtained in Lemmas 3.7 and 3.9. The final task is to derive the weak convergence in the function space from that of
. This is done in Theorem 3.10. As a corollary to Theorem 3.10 we obtain the SPDE satisfied by the limit. This is recorded in Corollary 3.11.
In the rest of the paper, ||.|| will denote the L 2 − norm on an appropriate measure space.
Martingale Measures and Stochastic Integrals
Let (Ω, F, P, {F t }) be as in Section 1. Also, let B(R p ) be the Borel σ-field on R p , A p the algebra formed by cubes of finite volume and I the class of subintervals of [0, T ]. 
We refer the reader to [12] for a detailed treatment of stochastic integration with respect to a martingale measure. In the remainder of this section, we will consider multiple stochastic integrals with respect to the white noise W 0 . Denote the Hilbert space L 2 (R × [0, T ], dxds) by E, its p-th tensor product by E ⊗p and its p -th symmetric (in the time variable) tensor product by E p . We refer the reader to Chapter 6, Section 4 of [7] for precise definitions of tensor and symmetric tensor products of Hilbert spaces. Note that
, where σ is the symmetrization projection operator. We will denote the inner product in E and E ⊗p , both by the same symbol < ., . >.
The definition of MWI is extended to all of E ⊗p by the usual denseness arguments.
The following proposition gives a relation between MWI and the stochastic integral defined earlier in the section. 
where the right side of the above equality converges in L 2 (P ).
Define,
. By p successive applications of Itô's formula to the expression on the right side above and recalling that ||φ|| = 1, we have
The proposition now follows on equating the right sides of (2.2), (2.3) and differentiating both sides w.r.t. u, p -times at u = 0. 2 We next present some Schwartz distributions associated with multiple Wiener integrals. These distributions will play a central role in the next section, in the derivation of limiting distributions for U-statistics.
Let W 0 be a white noise martingale measure as above. We will denote by W ⊗p 0,t the multiple Wiener integral of order p computed over ([0, t] × R) p . Let V 0 be a white noise on R, independent of W 0 , starting at origin. The m − th order multiple integral with respect to V 0 will be denoted by
The above iterated integral is well defined in view of independence of V 0 and W 0 . The MWI is extended to E ⊗m 0 E ⊗n by the usual symmetrization argument. Also it is easy to see that
where ||.|| denotes the norm in E ⊗m 0
and for s :
We define for 0 ≤ t ≤ T and symmetric f ∈ S(R m+n ), (G ⊗m t
⊗n f ) is well defined. All the above definitions are extended to non symmetric f by an appropriate symmetrization. We will write the above expression, henceforth, as:
, and show that it defines a distribution on the Schwartz space ∀m, n ≥ 0, where for m, n = 0 the above operators by convention are taken to be -multiplication by 1. We will see in Section 3 that these distributions arise in a natural fashion when considering the limiting distributions of higher powers of the Brownian density process.
We begin by stating the following two lemmas the proofs of which are left to the reader.
Let {|||.||| p,m } be a family of Hilbertian norms on S(R m ), defined as follows:
where f ∈ S(R m ). It can be shown, (cf. [5] ) that the Schwartz topology is determined by the above family of norms. Henceforth for notational simplicity we will suppress the subscript m in the symbol |||.||| p,m . Lemma 2.3 Let f ∈ S(R m+n ) and G t be as above. There exists p 0 > 0 such that ∀0 ≤ s ≤ t ≤ T ,the following inequality holds. 8) where the norm on the left side of the above inequality is in
⊗m has a continuous modification.
Proof: Observe initially that, for the first part of the theorem, in view of Theorem 2.3.3 of [5] it suffices to show that the above random linear functional is continuous in probability on S(R m+n ). This follows immediately from the L 2 continuity property of multiple Wiener integrals (see Equation (2.5)) and Lemma 2.2. Finally to prove the second part of the theorem observe that in view of Lemma 2.3 and Burkholder-Gundy inequalities, we have that there exists a p 0 > 0, s.t.
p0 . The result now follows from Kolmogorov's criterion. 2 We close this section with the following definition which will be used in Section 3.
Definition 2.2 Define for
9) where on the right side of the above definition we have taken the smooth versions of the random linear functionals.
Brownian Density Process
In this section we will present our main result which shows that the weak limit of the p-th order U-statistic, as λ → ∞, formed from the Brownian particles evolving in time can be given in terms of multiple stochastic integrals with respect to white noises on R × [0, T ] and R. Let the set up be as in Section 1. We will assume without loss of generality that λ > 1. The central object of our study will be the map U (p) t,λ from S(R p ) × [0, T ] to the space of real valued random variables which is defined for φ ∈ S(R p ) and t ∈ [0, T ] as follows:
Hereafter we will suppress λ in our notation, unless it is essential. In rest of this work C will denote a generic constant. The quantities on which C depends will be written either as subscripts to C or next to C in parenthesis. Our first result shows that for fixed t ∈ [0, T ], U (p) t (.) has a version in S (R p ) and that in fact the function t → U (p) .
has a modification in
| by ||f || * ,∞ ,where we have used the notation x i for the i-th coordinate of a point x in R p . It can be easily verified(cf. Excercise 8.1 of [12] ) that ∀p > 0 and ∀ twice differentiable φ which are integrable and have their first derivative integrable:
where ||.|| 1 is the norm in L 1 (R). A direct consequence of (3.2) in view of the observation that ∀f ∈ S(R p ),
3) a.s., is that for all such f and ∀m > 0:
The following lemma is crucial in establishing the existence of a smooth version of 
Moreover, defining µ(·) := E[K(.)], we have,
whereφ is the symmetrization of φ.
Remark 3.1 Condition (3.7) is required in order for M t (φ) to be well defined for φ ∈ S(R p ).
Proof: To prove that M t is a martingale measure, we need to check the following three conditions:
The first condition is obviously true. In order to see (b) observe that utilizing the independence of {ξ i } and {X i } one has that
A straightforward conditioning and a coupling argument yields that the expression on the right side of above equality is bounded by:
where, (W 1 (s), · · · , W p (s)) are independent Brownian motions starting at origin. The above expression clearly equals:
The proof is completed on checking as above that for every t > 0, the sum on the right side of (3.5) converges in L 2 (Ω). Next to obtain a dominating measure, observe that for A, B ∈ A p ,
Finally the proof of (3.7) follows on noting that
where the last step follows from ( 3.2). For the second part of the lemma consider without loss of generality, φ ∈ S(R p ) which is symmetric. Applying Itô's formula to, φ(X i1 (t), · · · , X ip (t)) for distinct indices, i 1 , · · · , i p , we have,
Multiplying the above equality by ξ i1 · · · ξ ip and summing over all distinct i 1 , · · · , i p , we have the result. 2
Proof: First part is seen easily on observing from (3.3) that for φ, ψ ∈ S(R p ) and 11) and that there exists p 0 > 0 such that ||.|| * ,∞ ≤ |||.||| p0 . To see the second part fix 0 ≤ s ≤ t ≤ T and φ ∈ S(R p ). Without loss of generality we can take φ to be symmetric. Then
This equality yields on using Burkholder-Gundy inequality and Lemma 3.1 (i) that the fourth moment of the first term on the right side of the above equality is bounded by:
This expression in turn, utilizing the fact that
is at most C(p)(t − s) 2 |||φ||| p0 for some p 0 > 0. Hence using Equation (3.3) we have that:
where p 0 is chosen appropriately. The result now follows on using the Kolmogorov criterion. 2 Our first step for our weak convergence result for U (p) is a recursive relation connecting U
It is easy to see that:
Lemma 3.3 For every φ ∈ S(R p ) which is symmetric the following equality holds:
where
} valued random variable converging to zero in probability, as λ → ∞.
Proof:
We begin by noting that we can rewrite (3.8) as
The second term on the right side of the above equation can be rewritten by using the form of M (s, A) as:
Breaking down the above summation into two parts, we can write it as:
The first term in the above pair clearly equals
and denoting the second term by R (p) λ (t, φ), we have (3.14). Note that though we have defined R λ (t, φ) only for symmetric φ, the definition is easily extended to all of S(R p ) by the usual arguments. Henceforth we will assume that this extension has been done. Next we will show that R (p) has a version in C{[0, T ], S (R p )} and that as λ → ∞, R (p) converges to zero in probability. Observe initially that for fixed t ∈ [0, T ] and symmetric φ ∈ S(R p ), we have, in view of independence of ξ i and X i :
It now follows from (3.2) and the observation that sup t |(G
The above inequality proves two things at once. First being that R λ (t, .) has a version in S (R p ) and secondly that for fixed t and φ, R 
Using Kolmogorov's criterion the existence of a continuous version is immediately established. To show that R (p) converges to 0, we need to show in view of (3.16) that R (p) (·, φ) is tight in C[0, T ] for then the result follows from Mitoma's theorem(see Theorem 2.5.1 of [8] ). Finally, tightness follows from (3.17) and (3.16) using the well known criterion given, for example, in Billingsley(see Theorem 12.3, [2] ). 2
Define for p ≥ 1 a sequence of elements {Ũ
The proof of the fact thatŨ (p) is an element of C{[0, T ], S (R p )} is contained in the next lemma. In what follows it will be seen that the analysis gets greatly simplified if one works withŨ (p) instead of U (p) . The following lemma shows that ifŨ (p) converges weakly then so does U (p) and then both have the same weak limit.
λ has a version in C{[0, T ], S (R p )} and it converges to zero in probability as λ → ∞.
Let (V 0 , W 0 ) be as in Section 1. Then define the sequence {Ũ
where φ ∈ S(R). For p > 1,
where V ⊗p 0 denotes a multiple Wiener integral of order p (see Section 2), φ ∈ S(R p ) andφ is the symmetrization of φ. It is a simple verification thatŨ
In the following lemma we show thatŨ (p) defined as above is precisely the random element defined at the end of Section 2.
Proof: The proof will be by induction on p. Clearly the result holds for p = 1. Now let p > 1 and assume that the result holds for p − 1. Let t ∈ [0, T ] and φ ∈ S(R p ). Assume without loss of generality that φ is symmetric, then:
The proof of the lemma is now completed by using the induction hypothesis in the second term on the right side of the above equation, the semi-group property of G and a straightforward application of the Binomial formula. 2
Define, for λ ≥ 0, (Ũ λ (0), W λ ) canonically on (S (R), C{[0, T ], S (R))}, where the case λ = 0 corresponds to the pair (V 0 , W 0 ). Let P λ denote the corresponding probability measure and E λ the expectation on this space. We will suppress the subscript λ if it is clear from the context. From Proposition 8.17 of [12] it is known that as λ → ∞:
In the rest of the section we prove that this fact yields that, indeed, as n → ∞,
0 . We will begin by showing that:
0 . In view of Mitoma's theorem it suffices to show that for every ψ ∈ S(R p ),Ũ
0 (ψ), as elements in C[0, T ]. We will first consider ψ ∈ S(R p ) of the form φ ⊗p , φ ∈ S(R). The following three lemmas and the theorem following it show that for such ψ the above assertion follows on using the relation between multiple stochastic integrals and Hermite polynomials. Lemma 3.6 Let φ ∈ S(R), then for λ ≥ 0:
where by conventionŨ (0) λ = 1, H j is the j-th Hermite polynomial, and {M φ λ (u), 0 ≤ u ≤ t} is a martingale defined as:
Sketch of the Proof: We begin by recalling that
Iterating the same equality in the second term of the above expression, with p replaced by p − 1, we have:
Continuing in a similar fashion and utilizing the well known relation between iterated integrals with respect to continuous L 2 martingales and Hermite polynomials, we have the result. 2
The following lemma is a consequence of classical results on U-statistics of a fixed sequence of random variables.
Proof: The following argument is adapted from [4] . We will merely show that:
The proof of the more general assertion in the lemma is left to the reader. Define for φ ∈ S(R):
It is a simple verification that for φ, ψ ∈ S(R):
On the other hand, defining (φ) := exp(V 0 (φ) − R φ 2 (x)dx), it is easy to see that E (φ) (ψ) = exp( R φψ(x)dx). Hence the mapping Z λ (h φ ) → (φ) gives a L 2 -isometry. To complete the proof we will show that for φ 1 · · · φ m ∈ S(R),
converges in distribution to:
for then the rest of the proof is identical to Theorem 2 of [4] . Using Taylor's expansion for ln(1 + x), we have that as λ → ∞
The conclusion now follows from Theorem 8.9 and Proposition 8.16 of [12] . 2 Lemma 3.8 For every ψ ∈ S(R p ) the family of probability measures {U Proof: The proof uses Aldous' criterion for tightness(cf. Theorem 6.8 of [12] ) which says that it suffices to show that for each fixed t ∈ [0, T ] {U E|ψ(X i1 (t), · · · X ip (t))ψ(X j1 (t), · · · X jp (t))|.
Note that inside the summation on the right side, the first expectation is zero unless to each i k ; 1 ≤ k ≤ p there corresponds exactly one j l ; 1 ≤ l ≤ m such that i k = j l . Using this observation we see that the right side is at most:
Eψ 2 (X i1 , · · · , X ip ), which is bounded above by C p ||ψ 2 || * ,∞ E( This shows tightness for each fixed t. Finally let {T λ , δ λ } be as stated in the beginning of the proof. From (3.8) we have that
The first term in the above inequality is seen to converge to zero as λ → ∞ on an application of Caucy-Schwartz inequality and (3.24). Also, using arguments as in the proof of Theorem 3.2 we have that the second term is bounded by:
which in turn can be at most δ λ ||( . The proof is complete on using (3.2). 2
