Silicon microcantilevers are widely used in scanning-probe microscopy and in cantilever-sensing applications. However, the cantilever thickness is not well controlled in conventional lithography and, since it is also difficult to measure, it is the most important undefined factor in mechanical variability. An accurate method to measure this parameter is thus essential. We demonstrate the capability to measure microcantilever thicknesses rapidly (>1 Hz) and accurately ( ± 2 nm) by optical interferometry. This is achieved with standard microscopy equipment and so can be implemented as a standard technique in both research and in batch control for commercial microfabrication. In addition, we show how spatial variations in the thickness of individual microcantilevers can be mapped, which has applications in the precise mechanical calibration of cantilevers for force spectroscopy.
(Some figures may appear in colour only in the online journal) It is typical for commercial (silicon) microcantilevers to have a stated thickness (t) variability of 0.5-1 μm. This is a significant proportion of total microcantilever thicknesses (usually a few μm), and the mechanical properties, such as the force constant (∝ t 3 ) and resonant frequency (∝ t), are highly dependent on this parameter. Consequently these mechanical quantities are often poorly defined [1] . This is true even within a typical batch of cantilevers, originating from a single silicon wafer [2] , and these thickness variations are the main source of mechanical variability in microcantilevers and microcantilever arrays [3] .
This variation is a result of the manufacturing process which, in the case of silicon cantilevers, commonly involves lithographic processing of silicon-on-insulator (SOI) wafers [4] . The thickness of the silicon layer of SOI wafers, which defines the cantilever thicknesses, can vary substantially across a wafer [5] . Alternatively, silicon cantilevers can be fabricated using standard silicon wafers. In this case, the cantilever thickness is defined by a wet etch from one side of the wafer and is subject to thickness variations in the initial wafer.
Therefore either production method results in cantileverthickness variations that are dependent on the original position of the cantilever on the source wafer.
Many ways have been developed to overcome these manufacturing limitations for applications in scanningprobe microscopy (SPM). In the case of standard atomicforce microscopy (AFM), it is routine to account for this variability by determining the resonant frequency of each individual cantilever. For some SPM techniques, such as force spectroscopy, more complex microcantilever calibration procedures are required and these need to be rapid, effective and efficient [6] . In this case, it is highly desirable to be able routinely to determine microcantilever thicknesses [7] . However, cantilever thicknesses are almost always determined using scanning electron microscopy (SEM) of edge-on sections, which is a slow process and is not accurate enough for resonant-frequency prediction [8] .
In addition, there are applications for microcantilevers in fields other than SPM. In particular, the use of functionalized cantilevers as 'chemical noses' has been extensively reviewed [4, 9, 10] . The basis of this application is that microcantilevers can be mechanically modified by analyte-binding-induced changes in surface stress. A wide variety of analytes can be studied in this manner including biologically relevant molecular structures, such as antibodies, enzymes and other proteins [11, 12] . Although the mechanical properties of the cantilevers are equally crucial for this application, the infrastructure generally used to account for cantilever variability in SPM (such as piezoelectric actuators) is not normally built into equipment. In special cases, where this infrastructure is built in, substantial variability has been found that necessitates calibration [13] .
Because a wide variety of microcantilevers are used in microcantilever sensing, with different geometries and material properties [4] , the cantilever responses cannot usually be directly compared. A standard way to interpret results for cantilever deflections is thus in terms of changes in the surface stress using Stoney's formula [14] :
where δ is the cantilever-tip deflection, σ is the change in surface stress, ν is Poisson's ratio, L is the beam length and E is Young's modulus. This approach requires an accurate measurement of the cantilever thickness, t, because of the inverse quadratic dependence in equation (1) [3] . It is also common, particularly in biosensing experiments, to use a reference cantilever to take into account parasitic effects that can also cause the microcantilever to bend [15] . These include changes in temperature [16] , changes in analyte medium refractive index [17] and non-specific binding [18] . By taking a differential signal between responses from measurement and reference cantilevers, these parasitic signals can be significantly reduced, but only provided the cantilevers are mechanically similar. Assessing the mechanical variability becomes even more important when using large microcantilever arrays made up of individual chips, as is becoming common in statistical cantilever biosensing [3, 19] , where the variability between cantilevers on different chips can be much greater compared to that using a single cantilever on an array as a reference.
Here, we report a rapid, easy and precise method for determining the thicknesses of large numbers of microcantilevers using optical interferometry. While alternative interferometric approaches for determining cantilever thicknesses have been reported before [20, 21] , to the best of our knowledge this is the first report both on cantilevers typical of SPM and cantilever sensing and with the large datasets increasingly integral to cantilever sensing. As a result, for the first time we are able to assess directly, and so potentially control for, the impact of thickness variability on the mechanical properties of microcantilevers. This quantification is achieved with standard optical-microscopy equipment and so can be readily and widely implemented as a standard technique.
The principle of the interferometry technique is that two reflections, in this case from the top and bottom interfaces of a microcantilever with the air, which are offset in phase by the difference in optical path length, are combined. When 
where n 1 and n 0 are the refractive indices of the cantilever at the wavelengths λ 1 and λ 0 , respectively, which correspond to neighbouring intensity minima in the spectra. This principle is widely exploited to determine film thicknesses, and here is used to determine the thicknesses of commercially acquired silicon-based cantilevers. Both uncoated and gold-coated silicon cantilevers (Nanoworld Arrow TL2/TL2Au) were used. These are tipless, rectangular microcantilevers with a triangular end and have the nominal parameters shown in table 1.
According to the manufacturer, each batch of 50 cantilever chips studied (corresponding to 100 cantilevers, as there are two cantilevers per chip) originates from the same wafer. The gold-coating of these TL2Au cantilevers consists of 30 nm of gold with a 5 nm titanium adhesion layer (manufacturer's data), deposited by evaporation. For brevity, the uncoated silicon and gold-coated silicon cantilevers will be referred to as Si and Au-Si cantilevers, respectively.
In order to apply equation (2) to determine the cantilever thicknesses, it is first necessary to establish a reliable model taking account of the refractive-index dispersion. This is done by simulating the spectra of Si and Au-Si cantilevers, with thicknesses in the range 1100-1400 nm, using a standard transfer-matrix method using the full complex dispersion of Si, Au and Ti. Having simulated the spectra, software was developed to find automatically all the spectral minima and to determine the cantilever thicknesses according to equation (2) . For Si cantilevers, this analysis returned the simulated cantilever thicknesses from the spectra with an error of ± 1 nm.
For Au-Si cantilevers, it was necessary to adjust the refractive index used in order to determine correctly the cantilever thicknesses from the simulated spectra. To account for the full multilayer, equation (2) is rearranged to d di
Therefore, the derivatives of the n i λ
terms track the thickness and, as the values of the λ i minima are also known, an 'effective' Au-Si cantilever refractive index can be extracted (up to a background constant that is not needed for equation (2)). The dispersion of this refractive index is slightly modified compared to literature values for silicon (figure 1). Using this calibration, Au-Si cantilever thicknesses can be rapidly determined from the simulated spectra within an error of ± 2 nm.
Having calibrated the analysis with simulated data, interferometric measurements were performed by optical microscopy and spectroscopy on cantilevers using an Olympus BX51 optical microscope coupled to an Ocean Optics QE65000 spectrometer through an optical fibre (Ocean Optics QP200-2-VIS-NIR), such that spectra could be taken selectively from well-defined spatial regions on each given cantilever (figure 2(a)). Illuminating with light from the same optical fibre as used for spectral collection allowed the collection spot (marked in figure 2(b)) to be centred and aligned with the image focal plane. Areas of approximately the same spatial scale as the cantilever width were analysed, although spot sizes down to ∼1 μm are easily achievable. As a result, in principle any cantilevers with length and width dimensions greater than this size are measurable.
Spectroscopy was performed using a 5 × objective in bright-field mode, with a tungsten-halogen lamp as the incident light source. The geometry of this illumination allowed for analysis of cantilever chips without removal from their protective packaging, which is advantageous to minimize both sample contamination and damage. The signal from the cantilever-chip body was used as a reference to normalize the spectra, and resulted in clearly defined interference spectra ( figure 2(c) ). Gold-coated cantilevers were probed with the cantilevers being free hanging from the packaging, i.e. with the gold-coated side facing the microscope objective. Interferometic measurement in this geometry requires that the gold layer is thin enough to allow sufficient light to pass through it. Although this was not a restriction in this work, it is not unusual for microcantilevers to have relatively (a) A schematic of the instrumentation used for optical interferometry. As described in the text, this is based upon a commercial reflected light microscope (Olympus BX51) with the addition of a spectrometry arm (boxed). (b) Bright-field microscope image of a Nanoworld Arrow TL2Au cantilever chip. The bright spot on one cantilever results from illumination by light from the same optical fibre as used for coupling to the spectrometer, and shows the 'collection spot' used for interferometric spectroscopy. (c) Normalized experimental interference spectrum from a Si cantilever.
thick (>50 nm) gold coatings. In these cases, it is possible to perform interferometric measurements with the silicon side facing the microscope objective. For convenience, the spectra can be recorded through transparent packaging, and data from 400 microcantilevers measured in this manner are included in the supplementary information (available from stacks.iop.org/MST/25/015202/mmedia).
Transfer-matrix calculations show that, with the instrumentation described, Si cantilevers could be measured in the thickness range 300 nm-20 μm. The limitation is the fringe spacing, which at low cantilever thickness becomes too wide for the spectral range. At high thickness, the fringe spacing is increasingly comparable to the experimental spectral resolution (1 nm), and so it would not be possible to resolve the fringes.
Commercial microcantilevers vary not only in thickness but also in length, width, shape and cross section. It has already been noted that provided the length and width are greater than 1 μm, the surface dimensions do not limit the applicability of the method described here. For cantilevers with a trapezoidal cross section, small spot sizes relative to the cantilever width could be used to ensure that, as equation (2) assumes, only areas with top and bottom faces perpendicular to the incident light are probed.
Preliminary results suggest that the interferometric thickness measurement also works for polymer-based cantilevers and, given the widespread use of interferometry in the determination of the thickness of spin-coated polymer layers, it should be widely applicable in this case also.
The interferometric analysis was automated using custom software, using the calibrated refractive indices and equation (2) , and could be performed at rates of hundreds of spectra analysed per second on a standard PC. The limiting factor was the spectral data-collection rate, and thus this technique is very rapid compared to competitors such as SEM or resonance-frequency testing.
Manually collecting interference data for all 100 cantilevers in a batch takes 40 min. Thicknesses recorded in this way show excellent reproducibility ( ± 2 nm) between measurements taken over different days and with different spectrometers. The data-collection rate could be significantly increased to more than 100 cantilevers per minute if the cantilevers were at precisely defined locations or image recognition is used to identify cantilevers, allowing for automated stage-movement to be used. This could be easily achievable during the manufacturing process for batch-control purposes, for instance.
Comparison of the interferometric thickness with the fundamental resonance frequency (obtained using a VEECO Dimension 3100 Atomic Force Microscope) for Si and Au-Si cantilevers showed the expected linear trend ( figure 3(a) ), indicating that the thickness variation is the dominant factor affecting the microcantilever mechanical properties. Similarly, comparison with SEM-derived thickness data (Philips FEI FEG XL30) showed a good fit to the expected 1:1 thickness relationship ( figure 3(b) ).
The substantial errors ( ± 3%) associated with the SEM thickness determination ( figure 3(b) ) are similar to those found in the literature [8] and are a consequence of the difficulty of accurately aligning cantilever edges with respect to the SEM image plane. The interferometry approach demonstrated here has clear advantages over SEM in terms of accuracy, expense and speed. Despite the substantial errors in the SEM-obtained thicknesses, the best-fit line matches well the interferencederived thickness determination.
The small deviations from the linear trend observed in the resonant-frequency data ( figure 3(a) ) are likely due to cantilever-length variations. The cantilever-length variation of 495-505 μm corresponds to a maximum variability in resonance frequency of 4%, which accounts for the deviations from the ideal thickness trend in these data. While cantileverthickness variations are suggested to be the main cause of mechanical variability in applications such as cantilever The 'intrinsic' free-end displacement of Au-Si cantilevers compared to the interferometric thicknesses. The free-end displacement is as a result of the surface stress from the Au-Ti layer applied to the silicon cantilevers by the manufacturer. This stress is assumed to be the same for all cantilevers. The measurement errors shown in the free-end displacement (i.e. the error bars) are a consequence of the uncertainty in determining the position of the cantilever end (red line is an inverse quadratic fit).
sensing [3] , this does not appear to be have been directly tested previously (although it is expected from the cantilever geometry). Presumably this is because accurate thickness data for statistically significant samples sizes were not previously available.
In order to address the issue of mechanical variability in cantilever sensing, we analysed the displacement profiles of a Au-Si cantilever batch (100 cantilevers) using phaseshifting interferometric microscopy [22] . The addition of gold-titanium layers onto the silicon cantilever surface induces a surface stress that results in a free-end displacement of these cantilevers, relative to the plane defined by the cantilever base. We make use of this 'intrinsic' displacement to examine the factors that affect the cantilever response variability.
Due to the different thermal-expansion coefficients of the Au and Si layers, the cantilever displacement is temperature dependent (a typical bimetallic effect) [23] . Here, the cantilevers were studied under ambient conditions (temperature 22.2 ± 0.8
• C, relative humidity 33.0% ± 3.2%).
From equation (1), the displacement of a cantilever due to an applied stress is proportional to the inverse square of the cantilever thickness, as is consistent with our displacement data (figure 4). The trend of the measured freeend displacement against the interferometric thickness also confirms that a significant cause of displacement variability is the cantilever thickness.
The relative importance of the thickness variation can be judged by comparing the standard deviation of the displacement values to the standard deviation of the displacement offset from the line of best fit (figure 4). By this method, it is found here that the thickness variation accounts for 48% of the overall variability. The measurement error in displacement, assuming a normal distribution, accounts for another ∼15%. Using the manufacturer's stated values, length variation can account for at most ∼8%, leaving ∼29% of the overall variation to be accounted for.
Obvious contributory factors to the variation in displacement (figure 4) include variations in the temperature and humidity under the ambient conditions of measurement. However, both temperature and humidity were recorded for each data point and found to have no correlation with the deviation from the line of best fit. This indicates that neither temperature nor humidity are significant factors in the observed displacement variability. Similarly, there is no correlation between the fringe visibility and the deviation, and so variations in the thickness of the gold layer are also unlikely to be an important factor.
It has been previously reported that the 'intrinsic' displacement discussed here (in response to an applied gold layer) is highly sensitive to the conditions of deposition [24] . This is due to the local variations in surface nanostructure and chemical preparation, which we do not control here. Although the manufacturer would not reveal details of their evaporation procedure, except to say their method was consistent between cantilever batches, it is possible this could account for a degree of variation.
It is notable that the deviations from the line of best fit in figure 4 are much more significant than those observed in the resonance-frequency data ( figure 3(a) ). This would indeed be expected if the surface stress varied between samples, since the displacement (∝ σ ) is more sensitive than the resonance frequency (∝ √ σ ) [25] . So far, all the cantilever thicknesses discussed have been for individual cantilevers, determined using a large collection spot relative to the cantilever width ( figure 2(b) ). It is also possible, using a smaller spot size, to analyse smaller areas within the width of a cantilever. Then, using an automated stage control, the collection spot can be moved relative to the sample, and cantilever 'thickness images' can be constructed (figure 5). The smaller spot size is achieved simply by using a collection fibre with a smaller (50 μm) core (Ocean Optics QP50-2-VIS-NIR) to give a spot size of ∼15 μm diameter, appreciably smaller than the cantilever width of 100 μm ( figure 5(a) ).
The data for figure 5 were collected in the form of a hyper-spectral cube, that is with two spatial dimensions and a third spectral dimension. The images then simply consist of a thickness value for each spatial pixel, derived from its associated spectrum.
These thickness images showed significant thickness variations within individual cantilevers (figures 5(b), (c)). Both Si and Au-Si cantilevers were measured to be ∼100 nm thicker near the cantilever base than toward the free end, presumably due to etching inhomogeneities. Such spatial variations may help to explain the measurement error in SEM thickness determination ( figure 3(b) ) as well as the variations in Au-Si cantilever intrinsic displacements (figure 4).
As has already been discussed, the Au-Si cantilevers are intrinsically displaced downwards (for Au surfaces being uppermost) and they are therefore angled relative to the incident light. This is increasingly true towards the free end of the cantilevers where the displacement is a maximum. Equation (2) , upon which the thickness measurement is based, assumes that the light is incident along the normal to the reflecting surfaces. Therefore, the possibility that this assumption is invalid, and that this angular-misalignment effect is responsible for the thickness trends shown in figures 5(b), (c), has to be addressed.
The possibility of the thickness variations in figure 5 being angle-related artefacts can be ruled out for two reasons. Firstly, the measured displacements of the Au-Si cantilevers only result in very small angular offsets relative to the cantilever bases, even at the cantilever free ends (∼0.5
• ). Our transfer-matrix calculations show that this has a negligible impact on the thickness measured by the interferometric method. Secondly, uncoated Si cantilevers show the same thickness-map trends as for Au-Si cantilevers (figures 5(b), (c)), presumably due to variations in the processing of the Si cantilevers. We found that uncoated Si cantilevers have negligible intrinsic displacements relative to Au-Si cantilevers. Therefore, the observed thickness trends conclusively cannot be displacement-related.
Thickness imaging of cantilevers is clearly more time consuming than performing a single thickness measurement, with the imaging data for a single cantilever taking ∼30 min to collect, depending on the resolution. For this reason, it is probably not suited to the measurement of large arrays for cantilever sensing. However, it may have applications in precise single-cantilever work, such as force spectroscopy. Current calibration methods, such as the Sader method [26] , often avoid requiring thickness as a parameter because accurate cantilever-thickness data have not previously been available. We have shown that it is not only possible to determine routinely the thicknesses of cantilevers, but also to determine the thickness-map profiles. This should greatly improve the accuracy of the geometric-calibration method, which is known to depend critically on the thickness determination [7] . In particular, thickness variations along cantilevers are known to have an effect on the cantilever static stiffness and dynamics [27, 28] . To the best of our knowledge, no other method of precisely characterizing such thickness variations has been reported.
With the greatly improved cantilever-thickness determination that we demonstrate, it is predicted that geometric calibration would be at least comparable to current force-constant calibration methods, which generally have uncertainties in the range 5-20% [6, 8] . By the geometric-calibration method, the uncertainty in the spring constant is reported to be 11% on account of the difficulty of determining the thickness and Young's modulus of a cantilever [8] . The stiffness uncertainty from thickness measurement error is reduced from ∼10% to ∼1% using the thickness determination we present here instead of using SEM. In addition, given the strong correlations we find between cantilever thickness and resonance frequency ( figure 3(a) ), it is clear that the variation in the Young's modulus is small. Consequently, given the convenience of the thickness determination method which we describe, geometric force-constant calibration requires reevaluation.
In summary, a rapid, reliable and non-contact interferometric method of establishing the thickness (with an accuracy of ± 2 nm) across whole microcantilever batches on a silicon wafer has been developed. Such a method would be useful for manufacturing batch control for the production of MEMS devices, as well as for cantileversensing research groups. On the basis of this work, it is predicted that the deflection of the cantilevers used here to an applied force will vary intrinsically by a factor of ∼2 due to the measured thickness variations. This method is equally applicable to the measurements of large arrays of cantilevers designed for multiplexed sensing. In addition, we show that it is possible to construct thickness-image maps of cantilevers by this interferometric method. This could have significant implications in SPM applications that require precise mechanical calibration.
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