Nonlinear registration of brain MRI scans is often used to quantify morphological differences associated with disease or genetic factors. Recently, surface-guided fully 3D volumetric registrations have been developed that combine intensity-guided volume registrations with cortical surface constraints. In this paper, we compare one such algorithm to two popular high-dimensional volumetric registration methods: large-deformation viscous fluid registration, formulated in a Riemannian framework, and the diffeomorphic "Demons" algorithm. We performed an objective morphometric comparison, by using a large MRI dataset from 340 young adult twin subjects to examine 3D patterns of correlations in anatomical volumes. Surfaceconstrained volume registration gave greater effect sizes for detecting morphometric associations near the cortex, while the other two approaches gave greater effects sizes subcortically. These findings suggest novel ways to combine the advantages of multiple methods in the future.
INTRODUCTION
Voxel-based analyses of anatomical changes over time or of differences between healthy and diseased populations require that the data be first transformed to a common coordinate system in which anatomical structures are aligned. Similarly, multi-subject longitudinal studies or group analyses of functional data also require anatomical alignment of all datasets. Alignment is commonly performed by deforming the entire brain volume in 3D, or using special methods that align features on the cortical surface [2] [5] [8] [12] .
While volumetric approaches perform well at aligning the deep subcortical structures of the brain, they often fail to correctly align the sulcal folding patterns of the cortex. By contrast, surface-based registration techniques align the sulcal folds [6] [12], but they do not always define a volumetric correspondence between points in the interior of the brain. To overcome the shortcomings of some recent efforts have combined volume registration with surface constraints in the same algorithm [11] [14] . In these methods surface registration is performed first and then used to constrain the full volumetric registration. Early attempts to do this merely interpolated the surface-based transform to the rest of the brain [17] , but more recent approaches apply an intensity-driven registration of the interior that is consistent with the surface correspondences. By measuring the overlap of the labeled anatomy, combined surface and volume registration methods have been shown to perform better alignment of cortical anatomy [10] [11] . They have not yet been widely evaluated in large population studies, as we do in this paper.
Recently, a large-scale comparison of registration methods was performed using volumetric overlap measures, such as Dice and Jaccard coefficients [12] . Registration performance has been commonly assessed, by ourselves and others, by measuring the volumetric overlap between labeled anatomy [2] , but it is not always clear if better alignment accuracy is also reflected in the power of subsequent morphometric studies using the same registration algorithms. This is because volumetric overlap measures do not take into account the complexity of the deformation field or of its spatial gradients. The ability to capture distributed patterns of morphometric differences in disease often depends on the ability to pick up truly distributed signals with a variety of high or low frequencies in the data.
In this paper we compare the performance of three different volumetric registration methods for morphometric analysis in a twin study. We admit that a more comprehensive analysis would also consider volumetric overlap of labeled data, but we took advantage of a very large twin MRI dataset (N=340) to perform a different type of evaluation. Because twins resemble each other anatomically, a fair test of registration methods is to see how powerful registrations detect the similarities (correlations). This analysis would be biased if the registrations aligned members of each twin pair to each other, but instead we aligned all twins independently to a subject unrelated to those in the study. As such, a reasonable index of volumetric quantification accuracy is whether such a scheme can pick up the known morphometric similarities between twins, relative to the differences computed between random pairings of unrelated subjects. To do this, we computed the intra-class correlation (ICC) between registered images for sets of monozygotic and dizygotic twins using three alternative registration methods: (1) surface-constrained volumetric registration [11] , (2) large-deformation viscous fluid registration, implemented in a Riemannian framework [1] and (3) the diffeomorphic demons [18] algorithm. We set out to determine whether the surface-constrained volumetric registration method would detect effects with higher effect sizes as well as capture more anatomically detailed maps of statistical significance compared to other volumetric registration techniques. We hypothesized that the surfaceguided method would be more sensitive to statistical effects near the cortex. In a study of disease, the effect size cannot be used as a metric of success as it is not known a priori, and a method giving a greater effect may in fact be incorrect. However, due to the known genetic influences on brain structure [1] , there are genetically mediated correlations in regional brain volumes between twins. In general, any errors in registering subjects to a template will tend to deplete the measured correlations, suggesting that the twin intraclass correlation is a plausible surrogate for a metric of registration accuracy that is also relevant to assessing power in morphometry studies [2] . It is not the only important metric, and we admit that this metric alone is not sufficient to validate a specific algorithm for use in morphometric studies. Even so, we focus on it here as a means to understand registration effects in neuroanatomical studies.
MATERIALS AND METHODS
In this section, we briefly describe the three registration algorithms. Then we discuss the statistical analyses.
Fluid Registration
Large-deformation viscous fluid registration method assumes that the 3D image is embedded in a viscous fluid and deforms according to the laws of continuum mechanics. There have been many formulations of this approach since the pioneering work of Christensen et al. [3] . The specific algorithm we used is based on a Riemannian formulation of the regularization term in the deformation equation [1] . The algorithm proceeds in a series of time steps, dt. At each time t and at each voxel x, the deformation velocity, v, is found from:
(1)
Here, the Cost term denotes the data-dependent intensitybased cost function and Reg is the regularizer. Once the registration is completed, v is integrated over time to obtain the final displacement field
As there is no explicit regularization penalty on the displacement field, velocitybased regularizers allow deformations with large magnitudes, without becoming non-invertible (i.e., they retain a positive Jacobian determinant everywhere).
In particular, for the Riemannian fluid registration, the regularization is applied to the matrix logarithm of the rate of strain:
Fluid registration algorithms -in the standard viscous formulation or the more recent Riemannian formulationare among the most popular registration algorithms due to their ability to perform large-magnitude deformations, without causing holes or folding in the deforming image (i.e., smooth diffeomorphisms) [3] .
Demons Registration
Demons-based image registration considers non-parametric non-rigid registration as a diffusion process [18] , and was first developed in early work by Thirion in the 1990s [15] . The forces are inspired by the optical flow equations and the method alternates between computation of the forces and regularization by a Gaussian smoothing of the deformation field. In order to re-cast the Demons algorithm into a minimization of a well-posed criterion, a hidden variable, i.e. correspondences, is introduced in the registration cost function. The idea is to consider the regularization criterion as a prior on the smoothness of the transformation. Instead of requiring point correspondences between image pixels, a non-parametric spatial transformation c, to be exact realizations of the spatial transformation s, one allows some error at each image point. Considering a Gaussian noise on displacements, we end up with the global energy:
Reg(s)
where σ x accounts for a spatial uncertainty on the correspondences and dist(s, c) = c − s and (4) Reg(s) = ∇s
The Demons algorithm and its variants have been increasingly popular due to their speed, relative to standard fluid registration methods [7] .
Surface-Constrained Volume Registration
Our combined surface and volume registration method [11] creates a one-to-one mapping between two brain volumes that aligns both the subcortical structures and the cortical surfaces. Formally, let M and N represent the cerebrum in the subject and target volumes and let S and T denote the volumetric images such that S(x), x ∈ M, is the image intensity value at point x in the subjects volume M and T(x), x ∈ N, is the image intensity value at point x in the target volume N. The cortical surface ∂M for subject M is the boundary of the subject white matter volume M and the cortical surface ∂N of the subject N is the boundary of the target brain's white matter volume N. Here white matter surfaces are used, although other choices are possible (including using both inner and outer cortical surfaces).
There are two mains steps in our algorithm. First, we extend the surface-based registration to the enclosed 3D volume by using a 3D harmonic mapping. Second, we align subcortical regions by elastic intensity-based registration.
More precisely, we perform the following steps:
1. Surface matching: A map is computed between ∂M and ∂N, the cortical surfaces (gray/white matter interfaces) of the subject and target brains, respectively. The registrations are done from each of the subjects' cortices to that of one randomly selected target brain (in this paper, we do not consider the issue of mean target creation for populations of surfaces and volumes).
2. Extrapolation of the surface map to the entire enclosed cerebral volume, such that the cortical surfaces remain aligned: This is done by computing a 3D harmonic map u from M to N while prescribing the deformation field defined on the cortices as a boundary condition, as in [11] . The map is computed as follows (see [11] for more details). First, M and N are both mapped to the surface of the unit sphere using FreeSurfer [4] .
Let g αβ and h αβ denote the metrics associated with the mapping of M and N to the unit sphere, respectively. The harmonic map u: M → N can be computed by minimizing the mapping energy:
As a result of these two steps, we get a diffeomorphism between the two brain volumetric manifolds M and N. The map aligns the folding patterns of the sulci but does not align the subcortical structures because the intensity values are not used in this step. This map is later refined using an elastic intensity registration.
While this method requires an additional input, the cortical surface -in addition to the volumetric intensity image -it performs accurate alignment of cortical as well as subcortical anatomy. A similar method is now distributed with the widely-used FreeSurfer software and we expect a similar performance to their method [14] Sample registration results with all three registration methods are shown in Figure 1 . Figure 1 . Registration of one subject to a common template using all three methods. The source image (bottom left) is deformed onto the template (here a randomly selected subject). The 3 insets on the right (zoomed in) suggest that the cortical region is more accurately aligned as its geometry is reconfigured to match that of the target scan. This allows finer scale alignment of the cortical surface than is possible with methods that do not make use of a surface model.
Data Collection
We analyzed 3D structural brain MRI scans from 84 monozygotic (MZ) and 86 dizygotic (DZ) twin pairs (age range: 22−25 years), as well as one of an identically scanned healthy subject used as the common target for the fluid registration. Although the creation of mean anatomical templates for group studies is an active area of work, for simplicity we do not consider that in this paper, preferring to align data to one randomly selected representative subject. Our images were collected using a 4 Tesla Bruker Medspec whole body scanner (Bruker Medical, Ettingen, Germany) at the Center for Magnetic Resonance (University of Queensland, Australia).
Three-dimensional T1-weighted images were acquired with a magnetization prepared rapid gradient echo (MP-RAGE) sequence to resolve anatomy at high resolution. Acquisition parameters were: TI / TR / TE = 1500 / 2500 / 3.83 msec; flip angle = 15°; slice thickness = 0.9 mm with a 256x256x256 acquisition matrix. Extracerebral (non-brain) tissues were manually removed from the MRI images using the 3D interactive program Display (Montreal Neurological Institute, McGill University, Canada). All scans were then aligned to the ICBM53 template using 9-parameter registration (i.e., translational and rotational alignment, allowing scaling in 3 independent directions) found in the FMRIB's Linear Image Registration Toolbox, FLIRT [9] .
After this preprocessing, we aligned all the brain images to one particular subject image designated as an atlas image, for the purposes of this study, using all three registrations.
Computation of mean and variance images
In order to make an initial comparison across the different registration methods, we took the resulting 340 registered images from each method and calculated voxel-wise statistics on registered images. Specifically, we calculated the arithmetic mean as well as the variance of intensities at each voxel across all 340 registered images. This helped us to make an initial judgment on how accurate the registrations were, near to the cortex and in subcortical structures. 
Twin Statistics
For each subject, at each voxel, the 3D displacement vector field u was computed, as well as the deformation matrix Σ and the determinant of the Jacobian matrix J = (Id+∇u). det(J) measures local volume expansions, where det(J) > 1, and shrinkage when det(J) < 1. In the full set of monozygotic and dizygotic twins, a measure of the resemblance in regional brain volumes between twin pairs at each voxel in the template may be computed from det(J).
We assessed the intraclass correlation: ICC = σ w are the pooled variance between pairs and within pairs, respectively. We did not assume that the data on volumetric differences (here det(J)) were normally distributed, so we computed p values at each voxel based on a voxelwise permutation test (with 5000 permutations), to establish a null distribution for the ICC statistics at each voxel (the null hypothesis was ICC = 0; no correlation). A higher ICC indicates more agreement in the regional volumes within a group than in across population. This calculation is performed using all three registration methods. It is fair to assume that registration errors deplete rather than boost this correlation, as all the twin images are independently registered to a template.
RESULTS

Mean and Variance Images
The top row of Figure 2 shows the results of averaging the intensities of all 340 registered images. For the results using the surface-constrained volume registration, features at the cortical boundary and the ventricles are clearly defined after averaging. This is in marked contrast with those from the fluid and the demons registration algorithms, where many key anatomical features are blurred away by the averaging. We can see that alignment of the surface gives sharper images near the surface boundary. We also observed less blurring for the subcortical structures such as the ventricles. The second row shows the variance in intensity at each voxel for the registered images in our dataset. The variance is much lower for the surface-constrained volume registration algorithm. Again this is true even in subcortical areas, except within the ventricles. This indicates that registered images are much more similar after using surfaceconstrained volume registration than using fluid or demons registration.
Intra-Class Correlation Images
The ICC analysis yielded maps of p-values for MZ and DZ twins for each of the registrations. The MZ map for the surface-volume registration showed areas of higher correlations in the subcortical structures including basal ganglia and almost all of the white matter (Figure 3, left  column) . As compared to the other two methods, these areas of greater significance (lower p-values or higher ICC values) across MZ twins extended to the cortex bilaterally in the temporal lobes and to pre-central and superior parietal regions. This pattern was not seen for the demons-based registration maps were the cortical extensions were more random and not bilaterally distributed. The fluid registration showed significantly correlated areas in the subcortical structures, but not including broad regions of subcortical white matter. Interestingly, the fluid method did identify correlations in a thin cortical rim separated from the rest of the subcortical significant area, which deserves further analysis; it may represent a true signal, but it is unexpected and was not reproduced in the surface-constrained maps. The combined surface-volume registration showed a more extensive pattern of significant areas that extended to include several gyral white matter regions in the MZ maps. The surface-volume registration shows more broadly distributed significant regions and a bilateral extension towards the temporal cortex. The maps also show the expected pattern of stronger correlations in MZ than DZ pairs, which suggests a genetic effect on brain structure.
CDF plot of p-values
The cumulative distribution function (CDF) plot of the P values shows the proportion of voxels exceeding any fixed threshold in each of the statistical maps [19] [20] . Under the null hypothesis of no group difference, the plot is approximately diagonal (dashed line). However, MZ intraclass correlation maps were significant, after multiple comparisons correction, for all 3 algorithms. As expected, where the curves increased rapidly to the [0,α] interval and then leveled off. The curve corresponding to the fluid algorithm gave greatest effect sizes, followed closely by the demons and surface-guided methods. The demons registration algorithm may have performed well due to the overall smoother boundaries of it's statistically significant areas.
Fig 4:
CDF plot showing that the three evaluated methods passed FDR for the MZ-correlation statistical maps. In this plot, the fluid method gave better effect sizes, followed closely by demons and surface based methods. In a conventional FDR analysis, all of these curves cross the y=20x line at a point other than the origin, and so all analyses would be considered significant, i.e., there is some threshold that can be applied to the maps that keeps the false positive rate below 5%.
DISCUSSION AND CONCLUSION
We performed a comparison of three recent registration algorithms. In contrast to conventional comparisons that mainly focus on anatomical alignment as a criterion of registration quality, we assessed morphometric statistics in a large sample study comprising 340 healthy adult twins. As anticipated, intra-class correlation statistics were significantly improved in regions close to the cortex by the surface-guided method. The premise of using twin data to help validate registration is that any errors in registration will tend to be uncorrelated between twins, and will tend to deplete the natural correlation in brain anatomy that is due to genetic factors. This takes into account the quality of the deformation field. As seen in the mean and variance maps (Figure 2 ) and in the individual registrations (Figure 1) , the additional constraint of the extracted cortical surface leads to more accurate registration and sharper morphometric alignment near the cortical folds. Based on the variance maps, it is possible that in some regions, the surfaceconstrained volume registration not only aligned cortical folds better, but also aligned subcortical structures more accurately. This may be due to the fact that on the medial side, the cortical surface comes close to the interior subcortical structures. The CDF plot of the p-values in Figure 4 indicates that all three algorithms satisfy multiple comparisons correction, via the false discovery rate method (FDR). The results are significant overall for monozygotic but not for dizygotic twins. The effect size was largest for fluid registration, followed by the demons algorithm and then surface-constrained volumetric registration. However, the maps of significant effects shown in Figure 3 are somewhat different in all three cases. For fluid registration, effects are mostly subcortical (and the cortical rim) while for demons, the effects are considerably smoother. For surface-constrained volumetric registration, significant effect maps were detailed and spread throughout the volume. This paper studied three registration algorithms for morphometry in twins. Surface-constrained volumetric registration produced more accurate alignment of intensities (Fig. 1, 2 ) and more detailed maps of morphometric significance (Fig. 3) , but not necessarily greater effect sizes subcortically.
Two confounds also deserved attention. The volumetric alignment used in the surface-guided algorithm is an intensity-based elastic registration, initialized using a 3D harmonic mapping. As such the other two methods use different regularizers, and so some of the differences seen here may be due to the performance of different volumetric registration cost functions. A more detailed analysis would pair up the fluid and demons methods with surface constraints, to home in on the sources of the differences.
A second confound is that although the higher effect sizes most likely denote better morphometric quantification, it is conceivable that the finest scale morphometric differences by not be so highly heritable (genetically influenced) while the larger scale differences are more heritable. If that were true, then algorithms able to register the data successfully at a finer anatomically scale may in fact perform more poorly in an assessment based on twin correspondences, despite having high spatial frequencies in the registration maps. This is a theoretical as well as a practical question, as the most heritable signals are most likely to be useful for genome-wise scanning analyses. Such analyses aim to identify genetic variants that influence brain structure. Further study is therefore needed to assess the frequency content of the maps and how it affects the power to detect genetically mediated variance.
