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Summary
Dengue is a vector-borne disease. Around 2.5 billion people are thought to be at
risk of infection. It is spread primarily through the Aedes aegypti mosquito, and is
endemic in tropical and subtropical regions. There are four distinct serotypes which
co-circulate. Whilst infection from one serotype provides homologous immunity it does
not provide heterologous immunity.
In this thesis we use a range of modelling techniques to examine how the epidemio-
logical dynamics of dengue are aected by immunological interaction between serotypes
and age{dependent variation in the extent to which people are exposed to the mosquito
population. We initially consider transmission dynamics for multi{serotype dengue in-
fections and present a new framework for how secondary infections are modelled. We
move on to consider age{structure and introduce a method to quantify dierences be-
tween seroprevalence proles when age{independent and age{dependent transmission
rates are implemented. We combine these ideas and nd that parameters associated
with transmission of secondary infections can interact with age{structure and aect
how easy it is to detect age{dependence in seroprevalence proles. Finally we consider
how age{dependent variation in the exposure people have to mosquitoes aects the
probability of an epidemic and the optimal prevention strategy that should be imple-
mented to ensure that the introduction of isolated infections does not lead to large
epidemics.
Our results show it is necessary to understand the underlying dynamics of dengue
and implement the correct model, as dynamics can dier substantially. They also show
the importance of public health strategies to ensure that all age{groups exposure to
mosquitoes is as minimal as possible to decrease the risk of an epidemic. Therefore we
have found relevant results that help to further understand the dynamics of dengue.
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4-1 Comparison of type I error under the host model (black circles) and
host-vector model (red squares) when the age{group with the maximum
contact rate is varied in the age{dependent model. In (a) we consider
the endemic equilibrium and (b) the peak of the initial epidemic. For
the host model parameters are given in Table 3.1 and for the host{vector
model parameters are given in Table 4.1. . . . . . . . . . . . . . . . . . . 109
4-2 Comparison of type I error under the host model (black circles) and
host-vector model (red squares) when the age{group with the maximum
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the host model parameters are given in Table 3.1 and for the host{vector
model parameters are given in Table 4.1. . . . . . . . . . . . . . . . . . . 110
4-3 (a) Type I error at the endemic equilibrium as the age{group with the
maximum contact/exposure rate is increased. (b) Type I error at the
endemic equilibrium as the intensity of contacts/exposure around  = 15
is decreased ( increased). (c) Type I error at the peak of the initial
epidemic as the age{groups with the maximum contact/exposure rate is
increased. (d) Type I error at the peak of the epidemic as the intensity
of contacts/exposure around  = 15 is decreased ( increased). In all
gures the type I error for the host model is shown by squares and for
the host{vector model by circles. For the host model parameters are
given in Table 3.1 with (a) given in equation 3.70 in Chapter 3. For
the host{vector model parameters are given in Table 4.1 with p(a) given
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4-4 (a) Flow diagram showing the new framework (presented in Chapter 2)
acting on a compartmentalized SIR model for the host population for
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protection  acts on susceptibility of the other (1   ) proportion. (b)
Flow diagram showing the vector dynamics. In both graphs for clarity
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4-5 (a) Seroprevalence proles at the peak of the initial epidemic under
the age{independent transmission rate (solid lines) and age{dependent
transmission rate (dashed lines) when the enhancement intensity is  = 2
(black lines),  = 3 (red lines) and  = 5 (blue lines). (b) The probabil-
ity of type I error at the peak of the initial epidemic as the age{group
with the greatest transmission rate is increased for dierent enhance-
ment intensities. (c) Seroprevalence proles at the peak of the initial
epidemic under the age{independent transmission rate (solid lines) and
age{dependent transmission rate (dashed lines) when the enhancement
prevalence is  = 0 (black lines),  = 0:5 (red lines) and  = 1 (blue
lines). (d) The probability of type I error at the peak of the initial epi-
demic as the age{group with the greatest transmission rate is increased
for dierent enhancement prevalences. In (a)  = 15,  = 0:5 and  = 1,
in (b)  = 0:5 and  = 1, in (d)  = 15,  = 3 and  = 1, in (d)  = 3
and  = 1. All other parameters are given in Table 4.1. . . . . . . . . . 125
4-6 (a) Seroprevalence proles at the peak of the initial epidemic under
the age{independent transmission rate (solid lines) and age{dependent
transmission rate (dashed lines) when the level of cross{protection is
 = 0 (black lines),  = 0:5 (red lines) and  = 1 (blue lines). (b)
The probability of type I error at the peak of the initial epidemic as the
age{group with the greatest transmission rate is increased for dierent
levels of cross{protection. In (a)  = 15,  = 0:5 and  = 3 and in (b)
 = 0:5 and  = 3. All other parameters are given in Table 4.1. . . . . . 127
4-7 Probability of type I error at the peak of the initial epidemic as the en-
hancement prevalence and the age{group with the greatest transmission
rate are varied. (a) (b) and (c) shows the probability of type I error
for serotype 1. In (a)  = 0, in (b)  = 0:5 and in (c)  = 1. (d) (e)
and (f) shows the probability of type I error for both serotypes. In (d)
 = 0, in (e)  = 0:5 and in (f)  = 1. In all gures  = 3 and all other
parameters are given in Table 4.1. . . . . . . . . . . . . . . . . . . . . . 128
4-8 The number of individuals infected with serotype 1 which was initially
endemic in the population (green line), the newly introduced serotype
2 (blue line) and total infections (red line). In (a) the enhancement
prevalence is  = 0:05 and in (b) the enhancement prevalence is  = 0:95.
The enhancement intensity is  = 3 and the level of cross{protection is
 = 1. All other parameters are given in Table 4.1. . . . . . . . . . . . . 130
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4-9 (a) Seroprevalence proles at the peak of the initial epidemic under
the age{independent transmission rate (solid lines) and age{dependent
transmission rate (dashed lines) when the enhancement intensity is  = 2
(black lines),  = 3 (red lines) and  = 5 (blue lines). (b) The probabil-
ity of type I error at the peak of the initial epidemic as the age{group
with the greatest transmission rate is increased for dierent enhance-
ment intensities. In (a)  = 15,  = 0:5 and  = 1, in (b)  = 0:5 and
 = 1. All other parameters are given in Table 4.1. . . . . . . . . . . . . 131
4-10 (a) Seroprevalence proles for total seroprevalence at the peak of the ini-
tial epidemic under the age{independent transmission rate (solid lines)
and age{dependent transmission rate (dashed lines) when the enhance-
ment intensity is  = 2 (black lines),  = 3 (red lines) and  = 5 (blue
lines). (b) The probability of type I error at the peak of the initial epi-
demic as the age{group with the greatest transmission rate is increased
for dierent enhancement intensities. In (a)  = 15,  = 0:5 and  = 1,
in (b)  = 0:5 and  = 1. All other parameters are given in Table 4.1. . 132
4-11 (a) Seroprevalence proles at the peak of the initial epidemic under
the age{independent transmission rate (solid lines) and age{dependent
transmission rate (dashed lines) when the level of cross{protection is
 = 0 (black lines),  = 0:5 (red lines) and  = 1 (blue lines). (b)
The probability of type I error at the peak of the initial epidemic as the
age{group with the greatest transmission rate is increased for dierent
levels of cross{protection. In (a)  = 15,  = 0:5 and  = 3 and in (b)
 = 0:5 and  = 3. All other parameters are given in Table 4.1. . . . . . 133
4-12 Probability of type I error at the peak of the initial epidemic as the en-
hancement prevalence and the age{group with the greatest transmission
rate are varied for serotype 1. In (a)  = 0, in (b)  = 0:5 and in (c)
 = 1. In all gures  = 3 and all other parameters are given in Table 4.1.134
4-13 (a) Seroprevalence pro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independent transmission rate (solid lines) and age{dependent transmis-
sion rate (dashed lines) when the enhancement intensity is  = 2 (black
lines),  = 3 (red lines) and  = 5 (blue lines). (b) The probability of
type I error at the endemic equilibrium as the age{group with the great-
est transmission rate is increased for dierent enhancement intensities.
In (a)  = 15,  = 0:2 and  = 1, in (b)  = 0:2 and  = 1. All other
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4-14 Probability of type I error at the endemic equilibrium as the enhance-
ment prevalence and the age{group with the greatest transmission rate
are varied for serotype 1. In (a)  = 2, in (b)  = 3 and in (c)  = 5.
In all gures  = 1 and all other parameters are given in Table 4.1. . . . 137
4-15 (a) Bifurcation diagram showing the total number of individuals who
are infected with or have previously been infected with serotype 1 as the
enhancement prevalence is varied for dierent enhancement intensities
when the age{dependent transmission rate is implemented. (b) The
area which the bifurcation point falls for the age{independent and age{
dependent transmission rates. Red represents when  = 3 and blue
represents when  = 5. In all graphs  = 1 and all other parameters are
given in Table 4.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
4-16 (a) Seroprevalence proles at the peak of the initial epidemic under
the age{independent transmission rate (solid lines) and age{dependent
transmission rate (dashed lines) when the level of cross{protection is
 = 0 (black lines),  = 0:5 (red lines) and  = 1 (blue lines). (b)
The probability of type I error at the peak of the initial epidemic as the
age{group with the greatest transmission rate is increased for dierent
levels of cross{protection. In (a)  = 15,  = 0:2 and  = 3 and in (b)
 = 0:2 and  = 3. All other parameters are given in Table 4.1. . . . . . 139
4-17 Bifurcation diagram showing the total number of individuals who are
infected with or have previously been infected with serotype 1 as the
enhancement prevalence is varied for dierent levels of cross protec-
tion when the age{dependent transmission rate is implemented. The
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mission rate is  = 15 and the intensity of contacts around  is  = 10.
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4-18 (a) Time series showing the number of individuals in the SP1 (red line)
and SP2 (black line) compartments when the age{independent transmis-
sion rate is implemented. (b) Time series showing the number of indi-
viduals in the SP1 (red line) and S
P
2 (black line) compartments when the
age{dependent transmission rate is implemented with  = 30. (c) Time
series showing the number of individuals in the SP1 (red line) and S
P
2
(black line) compartments when the age{dependent transmission rate is
implemented with  = 15 (d) 200 year time series showing the number
of individuals in the SP1 (black line) and S
P
2 (red line) compartments
when the age{dependent transmission rate is implemented with  = 15
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rst 2,400 years have been
discarded. In all 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the forward{time backward{space scheme (black line) and the splitting
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been discarded when the forward{time back{ward space scheme (black
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k = h = 0:05,  = 0,  = 3,  = 0:5 and the age{dependent transmission
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Table 4.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
4-20 (   ) parameter space showing whether the endemic equilibrium is
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5-1 (a) Flow diagram showing the compartmentalized SIR model for three
age groups (b) Flow diagram showing the vector dynamics. In both ow
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5-2 (a) The population{type reproduction numbers for the children's age
group (solid line), working age group (dashed line), retired age group
(dotted line) and vectors (dot-dashed line) as the exposure weighting of
the working age group is increased. (b) The probability of an epidemic
using the PGFs (equations (5.26){(5.29)) as the exposure weighting of
the working age-group is varied. The initial conditions are I1(0) = 1
(solid line), I2(0) = 1 (dashed line), I3(0) = 1 (dotted line) and IV (0) = 1
(dot{dashed line). In both gures the exposure weighting of the chil-
dren's and retired age-groups are 1 = 1 and 3 = 0:5 respectively. All
other parameters are given in Table 5.1. . . . . . . . . . . . . . . . . . . 162
5-3 The probability of an epidemic found using the PGFs (equations (5.26){
(5.29)). In (a) the initial condition is I1(0) = 1, in (b) is I2(0) = 1, in (c)
is I3(0) = 1 and in (d) is IV (0) = 1. The children's exposure weighting
is 1 = 1. All other parameters are given in Table 5.1. . . . . . . . . . . 164
5-4 The probability of an epidemic found using stochastic simulations. In
the stochastic model 1000 simulations have been run. An epidemic is
said to have occurred if 5% of the total population (host and vector) are
infected at any time. In (a) the initial condition is I1(0) = 1, in (b) is
I2(0) = 1, in (c) is I3(0) = 1 and in (d) is IV (0) = 1. The children's
exposure weighting is 1 = 1. All other parameters are given in Table 5.1.165
5-5 The probability of an epidemic under the PGFs (equations (5.26){(5.29)).
In (a) I1(0) = 1, in (b) I2(0) = 1, in (c) I3(0) = 1 and in (d) IV (0) = 1.
In each graph solid, dashed and dotted lines are the children's exposure
weighting 1 = 0:2, 1 = 0:5 1 = 1 respectively. The retired age groups
exposure weighting is 3 = 0:5. All other parameters are given in Table 5.1.167
5-6 The probability of an epidemic under the PGFs (equations (5.26){(5.29)).
In (a), (b) and (c) the initial condition is I1(0) = 1, with 1 = 0:2, 0:5,
and 1 respectively. In (d), (e) and (f) the initial condition is I2(0) = 1,
with 1 = 0:2, 0:5, and 1 respectively. In (g), (h) and (i) the initial
condition is I3(0) = 1, with 1 = 0:2, 0:5, and 1 respectively. All other
parameters are given in Table 5.1. . . . . . . . . . . . . . . . . . . . . . 168
5-7 The probability of an epidemic under the PGFs (equations (5.26){(5.29)).
In (a), (b) and (c) the initial condition is IV (0) = 1, with 1 = 0:2, 0:5,
and 1 respectively. All other parameters are given in Table 5.1. . . . . . 169
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5-8 The probability of an epidemic using the PGFs (equations (5.26){(5.29))
as the average number of vectors per host is varied. In (a) the initial
condition is I1(0) = 1, in (b) I2(0) = 1, in (c) I3(0) = 1 and in (d)
I4(0) = 1. (e) Shows the legend for each of the graphs. Solid, dashed
and dotted lines represent 1 = 0:2, 1 = 0:5 and 1 = 1 respectively.
Black, red and blue lines represent 2 = 0:2, 2 = 0:5 and 2 = 1
respectively. The retired age groups exposure weighting is 3 = 0:5. All
other parameters are given in Table 5.1. . . . . . . . . . . . . . . . . . . 170
5-9 The probability of an epidemic as the number of vectors per host ()
is varied. The solid line represents the result under the PGFs (equa-
tions (5.26){(5.29)) and the circles are the stochastic approximation for
the given  value. In the stochastic model 200 simulations have been
run. The black, blue, cyan and red colours correspond to the initial
conditions I1(0) = 1, I2(0) = 1, I3(0) = 1 and IV (0) = 1 respectively.
The exposure weightings for the children's, working age and retired age
groups are 1 = 0:2, 2 = 1, 3 = 0:5 respectively. The vector popula-
tion is NV = N . All other parameters are given in Table 5.1. . . . . . . 172
5-10 The vector population size over the course of one year at the DF state.
The vector population is given by equation (5.32b). All other parameters
given in Table 5.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
5-11 (a) The probability of an epidemic throughout one year as the vec-
tor population size at the DF state changes. (b) The instantaneous
population{type reproduction numbers of the host population as the
vector population size at the DF state changes. The solid, dashed and
dotted lines represent the initial conditions I1(0) = 1, I2(0) = 1 and
I3(0) = 1 respectively. (c) The instantaneous population{type repro-
duction number of the vector population as the vector population size
at the DF state changes. (d) The instantaneous estimate of transmis-
sion potential for the host{vector system as the vector population size
at the DF state changes. In all graphs the exposure weightings for the
children's, working{age and retired age groups are 1 = 0:5, 2 = 1 and
3 = 0:2 respectively. All other parameters are given in Table 5.1. . . . 178
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5-12 The probability of an epidemic as the vector population size at the DF
state changes. The solid line represents the numerical model approach
(equations 5.36) and the circles represent the stochastic approximation
using 1000 simulations. In (a) the initial condition is I1(0) = 1, in (b)
I2(0) = 1, in (c) I3(0) = 1 and in (d) IV (0) = 1. The children's, working
ages and retired age groups are given by 1 = 0:5, 2 = 1 and 3 = 0:2
respectively. All other parameters are given in Table 5.1. . . . . . . . . . 179
5-13 The probability of an epidemic as the vector population size at the DF
state changes alongside the exposure weighting of the working age group
to the vector. In (a) the initial condition is I1(0) = 1, in (b) I2(0) = 1,
in (c) I3(0) = 1 and in (d) IV (0) = 1. The exposure weighting of the
children's and retired age groups are 1 = 0:5 and 3 = 0:2 respectively.
All other parameters are given in Table 5.1. . . . . . . . . . . . . . . . . 180
5-14 Probability of an epidemic as the exposure weightings of the working and
retired age-groups are varied. (a), (d), (g) and (j) show the probability
for SV (0), (b), (e), (h) and (k) for SV (120) and (c), (f), (i) and (l) for
SV (240). In (a), (b) and (c) the initial condition is given by I1(0) = 1, in
(d), (e) and (f) I2(0) = 1, (g), (h) and (i) I3(0) = 1 and (j), (k) and (l)
IV (0) = 1. The exposure weighting of the children's age group is 1 = 1.
All other parameters are given in Table 5.1. . . . . . . . . . . . . . . . . 181
5-15 The probability of en epidemic at time  as a function of  (in days,
  t0). In (a) the initial condition is I1(0) = 1, in (b) I2(0) = 1, in
(c) I3(0) = 1 and in (d) IV (0) = 1. In each gure the solid, dashed
and dot-dashed lines are for t0 = 0, t0 = 120 and t0 = 240 respectively.
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6-1 The eort needed over one year for optimal prevention, where the control
intensity on two of the controls is held constant. In (a) s1 = s3 = 2 with
initial conditions u1(t) = 0:3, u2(t) = 0:2, u3(t) = 0:3 8 t and in (b)
s1 = 2 6= s3 = 1 with initial conditions as u1(t) = 0:3, u2(t) = 0:2,
u3(t) = 0:3 8 t. In both graphs the eort over time is shown for the
control on the children's age group (solid line), the working age group
(dashed line) and the retired age group (dot-dashed line). The vector
population at the DF state is shown in grey. The exposure weightings
of the children's, working and retired age groups are 1 = 0:5, 2 = 1
and 3 = 0:2 respectively. All other parameters are given in Table 6.1. . 203
6-2 The total eort needed over one year for optimal prevention, where the
control intensity on two of the controls are varied but xed in each sim-
ulation. (a) The total eort required for prevention in the children's
age group, (b) the total eort required for prevention in the working
age group, (c) the total eort required for prevention in the retired age
group and (d) the total eort required for prevention across the whole
population. The exposure weightings of the children's, working and re-
tired age groups are 1 = 0:5, 2 = 1 and 3 = 0:2 respectively. All
parameters are given in Table 6.1. . . . . . . . . . . . . . . . . . . . . . 205
6-3 The eort needed over one year for optimal prevention, where the control
intensity on one of the controls is xed. In (a) s3 = 1 and in (b) s3 =
2. In both graphs the eort over time is shown for the control on the
children's age group (solid line), the working age group (dashed line) and
the retired age group (dot{dashed line). The vector population at the
DF state is shown in grey. The exposure weightings of the children's,
working and retired age groups are 1 = 0:2, 2 = 1 and 3 = 0:2
respectively. All parameters are given in Table 6.1. . . . . . . . . . . . . 206
6-4 The eort needed over one year for optimal prevention. In (a) the ex-
posure weightings are given by 1 = 0:5; 2 = 1; 3 = 0:2 and in (b) the
exposure weightings are given by 1 = 1; 2 = 0:5; 3 = 0:2. The ef-
fort over time is shown for the control on the children's age group (solid
line), the working age group (dashed line) and the retired age group
(dot{dashed line). The vector population at the DF state is shown in
grey. All parameters are given in Table 6.1. . . . . . . . . . . . . . . . . 207
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6-5 Boxplots showing the range of values for eort and the control intensity
over 500 runs which start with random initial conditions on each of the
dierent age groups. (a) is the eort for the children's age group, (b)
is the eort for the working age group, (c) is the eort for the retired
age group, (d) is the eort for the total population and (e) is the control
intensity required for optimal control. The exposure weightings of the
children's, working and retired age groups are 1 = 0:5, 2 = 1 and
3 = 0:2 respectively. All other parameters are given in Table 6.1. . . . 210
6-6 The eort needed for optimal prevention as the exposure weighting of the
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Dengue is a viral mosquito-borne infection which is widespread across Africa, the Amer-
icas and Southeast Asia (Gubler and Kuno, 2004; World Health Organisation, 2014a).
It is primarily transmitted by the Aedes aegypti mosquito, however other mosquitoes
can also transmit it (Gubler and Kuno, 2004). There are four antigenetically distinct
co-existing serotypes of dengue, DENV-1, DENV-2, DENV-3 and DENV-4. Infection
from one serotype results in homologous immunity, however subsequent infection from a
second serotype can increase the risk of a more severe infection leading to dengue hem-
orrhagic fever (DHF, also called severe dengue) (Gubler and Kuno, 2004). DHF can
cause complications leading to a patient contracting dengue shock syndrome (DSS).
Estimates from the World Health Organisation (2014a) state that over two fths of
the world's population is at risk from dengue, with 50{100 million infections per year.
Other estimates range to 390 million dengue infections per year of which 96 million
are symptomatic in some way (Bhatt et al., 2013). The World Health Organisation
(2014a) estimate that 500,000 people are hospitalized with DHF each year, of which
around 2.5% die.
If a susceptible mosquito bites an infectious person, the infection may be passed to
that mosquito. Then, after an incubation period of 4{10 days, if the mosquito bites
a susceptible person infection can be transmitted to the human host. The mosquito
remains infected for the duration of its life. Once a person is infected there is an incu-
bation period which usually lasts 4{5 days, followed by an infectious period where the
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person can transmit the infection if bitten by a susceptible mosquito. This usually lasts
4{5 days, with a maximum of 12, after symptoms appear. Once a person has recovered,
they have homologous immunity to the serotype for life. However, there is only partial
and temporary cross-immunity to the other serotypes (Sabin, 1952; Reich et al., 2013).
After this period of temporary cross{immunity it is thought that individuals are more
susceptible to a severe secondary infection due to antibody{dependent enhancement
(ADE). It is thought that the primary infection leaves cross{reactive, non{neutralizing
antibodies which interact with the virus. This leads to increased viral production, in-
creased viraemia and hence a more severe secondary infection (Gubler and Kuno, 2004;
Guzman and Vazquez, 2010).
It is interesting to note that in recent years a secondary vector, Aedes albopictus,
has been more prominent in spreading infection. Increased trade between Asia and
North America and Europe of items such as used tyres means that the the mosquito
has reached new areas. This, combined with the fact that Aedes albopictus is high
adaptive and able to survive in these cooler regions, means that dengue has spread
further aeld (World Health Organisation, 2014a).
Dengue is endemic in more than 100 countries (Gubler, 2002). In countries where
dengue is endemic the prevalence of each serotype oscillates with an 8{10 year cycle
(Nisalak et al., 2003; Recker et al., 2009). Dengue epidemics can also occur in popula-
tions which have not previously seen given serotypes, such as in Cuba in 1997 (Guzman
et al., 2000), on Easter Island, Chile in 2002 (Chowell et al., 2013) and in Madeira in
2012 (Lourenco and Recker, 2014). Dengue is therefore a threat not only in endemic
areas, but also those where the disease has not been seen before.
Dengue fever can be symptomatic or asymptomatic; symptoms can include high
fever, headaches, rash, loss of appetite, nausea and muscle pain (Guzman and Kouri,
2002; Gubler and Kuno, 2004). Symptoms usually last for 2{7 days (World Health
Organisation, 2014a). The symptoms associated with DHF are more severe and can
include vomiting, abdominal pain and bleeding alongside the fever (Halstead, 1976).
In order for survival it is necessary for early diagnosis so that appropriate treatment
can be given.
There is no specic treatment for dengue and there are also no vaccines. At present,
the vaccine in the most clinically advanced state is a tetravalent vaccine (World Health
Organisation, 2014b). Results of the study showed that the vaccine was eective against
only three of the four serotypes (Sabchareon et al. (2012), cited in Rodriguez{Barraquer
et al. (2014); World Health Organisation (2014b)). While models for expected dynamics
should a vaccine become available can be found (WHO{VMI Dengue Vaccine Modelling
Group, 2012; Rodriguez{Barraquer et al., 2014), in the interim it is also necessary to
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focus on control and prevention strategies. Most control strategies prioritise attempts
to decrease the interaction between humans and mosquitoes. This can include the use
of insecticides on both adult and larval mosquitoes, and altering human behaviour to
reduce the possibility of mosquitoes laying eggs. Examples of this are the emptying
and cleaning of water storage containers (World Health Organisation, 2014a).
1.2 Mathematical modelling
Mathematical modelling is used as a way to analyse infectious diseases. The conven-
tional method involves separating the population into dierent compartments according
to their immune{status, such as susceptible to, infected with and recovered from an
infectious disease. This modelling approach was initially proposed by Kermack and
McKendrick (1927), and forms the base of mathematical modelling of infectious dis-
eases. Use of SIR type models is now frequently seen, with extensions including adding
an exposed class to model latency, adding compartments to account for vaccinations,
or including multiple strains of a disease, among others (Schenzle, 1984; Anderson and
May, 1991; Hethcote, 2000; Keeling and Rohani, 2008; Aparicio and Castillo-Chavez,
2009). The history of mathematical models is discussed further in Anderson and May
(1991); Hethcote (2000).
As well as including extensions increasing the number of host compartments, the
basic SIR model can be extended to incorporate vectors and the interaction that the
host and vector have to model transmission. For dengue this is important as the disease
is spread between humans by an intermediary, the mosquito. The framework of includ-
ing the vector was rst established by MacDonald (1957), cited in Keeling and Rohani
(2008). This built on work by Ross (1908, 1911), cited in Reiner et al. (2013). Since
then host{vector models have been used to study many infectious diseases including
dengue, malaria and yellow fever among others (Anderson and May, 1991). Reiner
et al. (2013) give a comprehensive review of models for mosquito{borne transmission,
comparing and contrasting them with the initial Ross{MacDonald model. We therefore
use these ideas when modelling the spread of dengue in a population.
The SIR{type model can be, and has been previously, used in numerous forms
to model the spread of infectious diseases. Ordinary dierential equations (ODEs),
partial dierential equations (PDEs), and stochastic models have all been used to model
dynamics of dierent infectious diseases. There are many reviews and books which give
examples of these which have been used previously, for example Dietz (1967); Anderson
and May (1991); Hethcote (2000); Keeling and Rohani (2008).
Mathematical models can be used for analysis regarding prevalence of disease and
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thresholds for epidemic potential (Diekmann and Heesterbeek, 2000; van den Driess-
che and Watmough, 2008), thresholds for epidemic probability (Allen and Lahodny Jr,
2012; Bacaer and Ait Dads, 2012), and can be adapted to implement controls to de-
crease the prevalence of a disease (Lenhart and Workman, 2007). The tools needed for
analysis depend on the model being implemented.
1.3 Thesis outline
In this thesis we implement and add to existing models for dengue, alongside applying
new methodologies to contrast and compare dierent aspects of the models. The chap-
ters of the thesis are closely connected, but also self{contained. Each chapter has an
introduction that provides background and context for the research that is discussed.
Models are then built up from this starting point. Chapter 2 introduces ideas relating
to partial and temporary immunity which can occur after a primary dengue infection.
We implement a new framework for a two{serotype ODE model for dengue and analyse
it. In Chapters 3 and 4 we develop an age structured model using PDEs. In Chapter 3
we initially implement a single serotype model and study numerical schemes to solve
the system. We then implement a methodology to see if we can quantiably determine
dierences in seroprevalence proles when an age{dependent and age{independent con-
tact rate are implemented. This is developed further in Chapter 4 for a two serotype
model where vectors are implicitly included in the model. In Chapter 5 we develop
the age structure model into a stochastic model to determine the probability of an
epidemic. We assume that age groups have varying exposure to the mosquitoes and
determine how this aects the probability of an epidemic. In Chapter 6 we study op-
timal prevention for the age structured single serotype model to nd the most ecient
way to ensure that when an infection enters the population it does not lead to an epi-
demic. Finally, in Chapter 7 we discuss our results and bring the conclusions for each






In this chapter we start by introducing antibody{dependent enhancement (ADE); the
idea that due to cross{reactive antibodies secondary dengue infections are more severe
than primary infections. We initially analyse an existing, well{known model which
includes ADE and extend it, introducing a new framework which incorporates the
idea that not all secondary infections are enhanced. Instead, we implement a model
where a proportion of secondary infections are enhanced while the rest are subjected
to cross{protection, providing research which gives credence to this idea. We then
implement temporary cross{immunity in the model; this is the period after a primary
infection where it is thought an individual has complete immunity to the serotype
previously infected with, but only temporary heterologous immunity to other serotypes.
We analyse an existing model which includes both these mechanisms, and extend it to
apply our new framework. We analyse both models implementing our new approach,
compare them with the conventional framework, and discuss the merits of using this
methodology for modelling dengue.1
1Parts of the work from Chapter 2 have been published (Woodall and Adams, 2014).
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2.1 Introduction
As stated in Chapter 1, there are four antigenetically distinct serotypes of dengue
virus. Whilst infection from one serotype provides complete homologous immunity, it
potentially provides only partial and temporary heterologous immunity against other
serotypes (Sabin, 1952; Reich et al., 2013), although this is not fully known. It is
thought that as any heterologous immunity wanes there is then a period of time when
enhanced secondary infections can occur, caused by antibody-dependent enhancement
(ADE). During a primary infection cross{reactive antibodies are produced. Upon sec-
ondary infection these bind to the new virus, leading to increased viral production.
This then leads to higher viraemia within an individual and consequently a more se-
vere secondary infection (Guzman and Vazquez, 2010).
There are dierent modelling approaches which have been undertaken, with many
studies considering two-serotype models (Ferguson et al., 1999a; Kawaguchi et al., 2003;
Adams et al., 2006; Aguiar et al., 2011a), four-serotype models (Wearing and Rohani,
2006; Chikaki and Ishikawa, 2009; Recker et al., 2009) and even n{serotype models
(Bianco et al., 2009). Some of these models include both temporary cross{immunity
and ADE (for example Wearing and Rohani (2006); Aguiar et al. (2011a)), whilst others
only include enhancement (for example Ferguson et al. (1999a); Recker et al. (2009)).
The rst paper which included ADE for a dengue model was Ferguson et al. (1999a).
The results show that including ADE in the model can cause either cyclical behaviour
in the seroprevalence of two dengue serotypes or can cause chaotic dynamics. Several
papers have implemented this idea and used compartmentalized models to work further
on this (for example Schwartz et al. (2005); Bianco et al. (2009)). Wearing and Rohani
(2006) include temporary cross{protection as well as ADE in their model. They show
that temporary cross{immunity alone is enough to allow for periodic dynamics that
can be seen in empirical data for dengue.
The standard framework for incorporating ADE into models assumes that all sec-
ondary infections are subject to enhancement. This has been modelled by an increased
susceptibility to infection (for example Wearing and Rohani (2006)) or through an
increased transmission probability of those with a secondary infection (for example
Ferguson et al. (1999a)). It has been shown that the impact on the dynamics is similar
whether ADE acts through either mechanism (Ferguson and Andreasen, 2002; Adams
and Boots, 2006). ADE has also been modelled through a decreased susceptibility as
if enhanced infections result in hospitalization this ultimately decreases infectivity in
the general population (Aguiar et al., 2008).
A common feature of all these models is that they assume all secondary infections
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are enhanced. However, only 2{4 % of individuals with a secondary infection had
DHF in an outbreak in Cuba in 1997 (Guzman et al., 2000; Guzman and Kouri, 2002).
This was only the second serotype to enter the population, after a previous epidemic
between 1977{1979. Further to this, a cohort study of children in Thailand from 2006{
2009 found that in the majority of cases were secondary secondary infection; 95% of
DHF cases and 88.7% of dengue fever cases (Sabchareon et al., 2012). This indicates
that many secondary infections were not enhanced. The question then arises as to
where the model should be separated into those that suer an enhanced infection and
those that do not. It could be straight after a primary infection or after the second
period of susceptibility. The former suggests that there is some form of predisposition
(possibly genetic) as to why some people are aected by ADE and have an enhanced
secondary infection. The latter assumes that ADE is based on chance, depending on
chemical reactions in the body which randomly occur.
Research has shown that it is likely that certain individuals have a predisposition to
an enhanced secondary infection via ADE. This could be related to factors such as age,
ethnicity, genetic composition including FCRIIa receptors2, human leukocyte antigen
(HLA) alleles3 and prior T and B cell immunity, and pre-existing medical conditions
(Mathew and Rothman, 2008; Guzman and Vazquez, 2010; Whitehorn and Simmons,
2011).
Guzman et al. (2002) conducted a study of a population that had been exposed to
DENV-1 in an initial epidemic and were then exposed to DENV-2 in a second outbreak
in 1981. They calculated the age{specic rates at which people had been hospitalized
from DHF/DSS or had died. Their results, considering secondary infections only, show
that children are more susceptible to DHF/DSS as secondary infections than adults;
the death rate for 3{4 year olds was 25.4 per 10,000 secondary DENV-2 infections which
is nearly ve{fold more than the rate for 10{14 year olds. It is worth noting that there
may also be other factors such as dierent immune histories which also aect the rate of
susceptibility and therefore infection as well as age. Anders et al. (2011) also show that
age is an important factor for infection; for their study of three Vietnamese hospitals,
children aged 6{10 had the highest percentage of case fatality rate associated with
DSS when considering children aged 0{15. They also believe that gender may impact
on ADE through a higher mortality due to DSS in girls than in boys. However, the
authors note that further investigation may be needed to determine factors inuencing
behaviours around seeking care for girls and boys and any potential eects this may
have on their results. These studies give credence to the idea that some individuals
2FC receptors contribute to protective functions of the immune system
3related to immune system function
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have a predisposition to ADE, for example due to their age or gender.
Halstead et al. (2001) use data from Haiti to speculate there is a dengue resistant
gene in black populations. This is due to the lack in the number of cases of DHF/DSS
in Haitian children compared to the number that would be expected due to the annual
infection rate. The arrival of US military who quickly contracted the disease also
argues for a dengue resistant gene in black populations. Halstead et al. (2001) also
cite examples of the outbreaks in Cuba where blacks were hosptizalised at a lower
rates than whites with no preferential hosptitalizaition to argue their case for a dengue
resistant gene in black populations. la C. Sierra et al. (2007) produce a review which
provides results indicating that ethnicity can be a risk factor for DHF. By comparing
the number of white, mixed race and black individuals who contracted DHF for dierent
outbreaks in Cuba, they are able to show that a greater proportion of the population
who contracted and died from DHF were white or mixed race. These studies also
support the idea that some individuals may have a predisposition to ADE, in this case
due to their ethnicity.
There has been much research into dengue outbreaks that have occurred in Cuba.
This is because due to its location any epidemics have to be brought in from other
places. Therefore it is possible to clearly map infections and use the information for
genetic studies regarding dengue. Garcia et al. (2010) discuss the role of the RR
variant of the FCRIIa receptor, showing evidence for the polymorphism to provide an
inherited risk factor for DHF/DSS in Cubans. This has also been seen in Vietnamese
individuals (Loke et al., 2002). Polymorphisms at some HLA loci may also be important
factors with some HLA alleles associated with protection while others are pathogenic
genetic variants (Sierra et al., 2007; Mathew and Rothman, 2008).
The above studies indicate some individuals may have a predisposition to an en-
hanced secondary infection, rather than these being a product of chance. Therefore for
our modelling the population will be separated into two groups at the point of suscep-
tibility to secondary infections. The rst compartment will be the proportion of the
population who are susceptible to an enhanced secondary infection (and therefore have
a greater chance of contracting DHF or DSS), whilst the second compartment will have
either the same force of infection as a primary infection, or a decreased susceptibility
to secondary infection.
To investigate these ideas further we will initially set up the model used in Ferguson
et al. (1999a) and simulate the dynamics for this model. We will then extend this model
to include our new framework and determine the eect that this has on the system.
We will then also do this for the Wearing and Rohani (2006) model and investigate
how the dierent parameters within the model aect the dynamics we see.
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2.2 Model I: Two serotype SIR model with ADE
2.2.1 Model Ia: Two serotype SIR overlapping compartmental model
with ADE (Ferguson et al., 1999a)
Ferguson et al. (1999a) present a model which includes ADE, exploring the dynamics
surrounding when previous exposure to a serotype may increase the probability of
transmission of a second serotype. The model is described as a set of seven dierential
equations, where some compartments overlap. Let the serotype be dened by subscript
i; j, where i; j = 1; 2, i 6= j. Let xi be the fraction of the population already exposed to
serotype i, s be the proportion of the population susceptible to both serotypes, yi be
the proportion of the population with primary infection of serotype i, and yji be the
proportion of the population with a secondary infection of serotype i having previously
had primary infection of serotype j. Therefore the system is described by
dxi
dt






k   s (2.1b)
dyi
dt
= si   yi (2.1c)
dyji
dt
= (1  xi   s)i   yji (2.1d)
where  is the mortality rate of the host, i is the force of infection of serotype i and 
is the rate of recovery. Table 2.1 gives the parameter denitions and values used in the
simulations. It is worth noting that the equation for yji is slightly dierent to Ferguson
et al. (1999a) where the rst term is given as (1   xj   s). The term represents the
fraction of the population that are not susceptible or have not been previously exposed
to serotype j. Two reasons are now given as to why this expression should be given by
(1  xi   s) instead. Firstly, individuals enter the class xi by becoming infectious with
a primary or secondary infection of serotype i. Using the notation from the paper this
is at rate si for a primary infection and at rate (1 xj s)i for a secondary infection.
Adding these together would give (1   xj)i which is not the equation given for xi.
Secondly, we are interested in those who have not been exposed to serotype i. We know
that (1  xi) is the proportion of the population not exposed to serotype i. Therefore
(1  xi   s) is the proportion of the population not susceptible to both infections and
that have not been exposed to serotype i. Therefore this is the expression which we
give in the equations above.
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Parameter Denition Value
 Host mortality rate 0.02
i Host recovery rate 99.98
 Transmission rate 200
i Enhancement/cross{protection of
serotype i (Model 1a) 2 = 2
 Enhancement prevalence (Model 1c)
 Enhancement intensity (Model 1c)
 Cross{protection (Model 1c)
Table 2.1: Parameter denitions and values used where kept constant for Models Ia,
Ib and Ic. All rates are given per year.
Ferguson et al. (1999a) assume that ADE acts to increase (or decrease) the trans-
mission probability of an individual with a secondary infection. Therefore the force of
infection is given by
i = i (yi + iyji) (2.2)
where i is the transmission rate of serotype i and i is the level of enhancement (i > 1)
or cross{protection (0 < i < 1) acting on the model due to antibody interaction in
secondary infections. This can be combined with equations (2.1c){(2.1d) to give
di
dt
= ii(s+ i(1  xi   s))  i: (2.3)
We can recreate the bifurcation diagram shown in Figure 1(c) in Ferguson et al.
(1999a). Our results show that for x1 the shape of the gure is similar to that seen
in Ferguson et al. (1999a), however translated downwards by around 0.2. Plotting
the cross{protection parameter (1) against the proportion of the population already
exposed to serotype 2 (x2) yields a graph which, when plotting the local maxima and
minima, looks very similar to Figure 1(c) of the paper. The maxima and minima can
be seen in Figure 2-2 as the black dots.
As previously stated this model is formed of overlapping compartments. How-
ever, to implement our new framework where only a proportion of the population
has an enhanced secondary infection, it will be easier to work with non-overlapping
compartments. This will also make it easier to interpret results. Therefore we now
compartmentalize Model Ia.
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Figure 2-1: Flow diagram showing the compartmentalized Ferguson et al. (1999a) SIR
model with enhancement or cross{protection of serotype i (i) acting on transmission.
For clarity demography has not been included.
2.2.2 Model Ib: Two serotype SIR model with ADE
To compartmentalize the model in Ferguson et al. (1999a) it is necessary to dierentiate
between primary and secondary infections. This is because of their importance within
the force of infection term as enhancement is acting on transmission. Figure 2-1 shows
a owchart of how individuals move between the dierent compartments. Note that
some compartments may initially seem superuous but after consideration of this model
we are able to simplify it. The hosts can be dened by the states susceptible to both
serotypes (S0), actively infected with primary infection serotype i (I

i ), recovered from
infection with serotype i and susceptible to serotype j (Si), actively infected with
secondary infection serotype j having previously been infected with serotype i (Ii;j),
co-infected with serotypes i and j where serotype i was the primary infection (Ji;j),
actively infected with primary infection of serotype j and recovered from serotype i
(Ii;j) and recovered from both serotypes (R). The asterix (
) keeps track of which have
not recovered from their primary infections. The system is then given by
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dS0
dt
=   (1 + 2)S0   S0; (2.4a)
dI1
dt
= 1S0   (2 +  + )I1 ; (2.4b)
dI2
dt










2   (2 + )J2;1; (2.4e)
dS1
dt
= I1   (2 + )S1; (2.4f)
dS2
dt
= I2   (2 + )S2; (2.4g)
dI1;2
dt
= 2S1 + J

1;2   ( + )I1;2; (2.4h)
dI2;1
dt
= J1;2   ( + )I2;1; (2.4i)
dI1;2
dt
= J2;1   ( + )I1;2; (2.4j)
dI2;1
dt
= 1S2 + J

2;1   ( + )I2;1; (2.4k)
dR
dt




1;2 + I1;2)  R; (2.4l)
where ,  and i have the same meaning as in Model Ia and are given in Table 2.1.
However, we need to adapt the equation for the force of infection. We initially describe
the state variables used in the force of infection in Model Ia by the state variables in
Model Ib. In Model Ia the force of infection was made by terms describing the primary

















2;1 + I2;1; (2.5c)
y12 = J

1;2 + I1;2: (2.5d)
Hence the forces of infection of serotypes one and two are given by
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respectively, where i is the transmission co-ecient of serotype i and i is the degree
of enhancement (i > 1) or cross{protection (0 < i < 1), i = 1; 2.
The state variables not used in the force of infection in Model Ia can also be written
in terms of the new variables for Model Ib. For example, x1 is the fraction of the
population exposed to serotype 1, which can be written in terms of all compartments
which involve being infected by or recovered from serotype 1. Therefore, in terms of











1;2 + I2;1 +R: (2.7a)











1;2 + I2;1 +R; (2.7b)
s = S0: (2.7c)
Using equations (2.4) we plot the maxima and minima of x2 for various values of
cross{protection parameter 1. These can be seen as the red dots overlaying the original
bifurcation diagram for Model Ia (Ferguson et al., 1999a) in gure 2-2(a). For 1 > 0:5
there is good agreement, which clearly follows the trend of the bifurcation diagram for
the overlapping model. For smaller values of 1 there is a dierence, however in this
region there are chaotic dynamics. Therefore, as the overall trend of the graphs are
followed we are happy with this model.
Although providing an acceptable t to the overlapping model (Model Ia, equa-
tions (2.1)), the non-overlapping model (equations (2.4)) is quite cumbersome to use.
Co-infection alongside keeping track of primary and secondary infections means there
are several compartments. Due to the short duration of infection, a good assumption
is that an individual cannot be infected with two serotypes at once. This is an as-
sumption which is widely implemented for dengue (Bianco et al., 2009; Recker et al.,
2009; Aguiar et al., 2011a). Therefore, a simpler model can be seen in gure 2-3, and
described by the system of equations
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Figure 2-2: (a) Bifurcation diagram plotting the local maxima and minima of x2 against
1 for the full compartmentalized model (equations (2.4)) as red circles overlaying the
maxima and minima for Model Ia. (b) Bifurcation diagram plotting the local maxima
and minima of x2 against 1 for the simpler compartmentalized model (equations (2.8))
as red circles overlaying the maxima and minima for Model Ia. The rst 900 years were
discarded from the time series to allow convergence to any equilibrium point or limit
cycle. All parameters are given in Table 2.1.
Figure 2-3: Flow diagram showing the simplied compartmentalized Ferguson et al.
(1999a) SIR model (no co-infection) with enhancement or cross{protection i acting
on transmission. For clarity demography has not been included.
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dS0
dt
=   (1 + 2)S0   S0; (2.8a)
dI1
dt
= 1S0   ( + )I1; (2.8b)
dI2
dt
= 2S0   ( + )I2; (2.8c)
dS1
dt
= I1   (2 + )S1; (2.8d)
dS2
dt
= I2   (1 + )S2; (2.8e)
dI1;2
dt
= 2S1   ( + )I1;2; (2.8f)
dI2;1
dt
= 1S2   ( + )I2;1; (2.8g)
dR
dt
= (I1;2 + I2;1)  R; (2.8h)
where ,  and i have the same meaning as in the previous models. We again have
to redene the forces of infection for each of the serotypes as
1 = 1 (I1 + 1I2;1) ; (2.9a)
2 = 2 (I2 + 2I1;2) ; (2.9b)
and in this case the original state variable x2 can be written as
x2 = I2 + S2 + I1;2 + I2;1 +R: (2.10)
All other states from Model Ia can be calculated in a similar manner. Figure 2-2(b)
shows the maxima and minima of x2 for various values of cross{protection parameter
1 under system (2.8) in red overlaying the initial bifurcation diagram. We can see
a good agreement across the dierent parameter values implemented, meaning that
the simpler model is an acceptable approximation to use for Model Ia. Therefore,
for further analysis and the extension of the model using our new framework, we are
going to implement the simpler compartmentalized version (equations (2.8)) as our
base model.
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2.2.3 Model Ic: Two serotype SIR model with ADE and partial cross{
enhancement
We now implement our new framework into the simplied two serotype SIR compart-
mentalized model (Model Ib). As stated previously, we separate the population into
those who are predisposed to an enhanced secondary infection and those that are not
immediately after primary infection, shown in Figure 2-4. As before, an individual can
be susceptible to both serotypes (S0), be actively infected with primary infection of
serotype i (Ii) or recovered from both serotypes (R). The state of homologous immu-
nity to serotype i and susceptible to serotype j (Si) is now composed of those who
are susceptible to an enhanced secondary infection and those who are not (SEi , S
P
i
respectively). This carries on to the active secondary infection with serotype j having
previously been infected with serotype i (IEi;j , I
P
i;j).
Figure 2-4: Flow diagram showing our new framework acting on the compartmental-
ized Ferguson et al. (1999a) SIR model. Enhancement intensity  acts on transmis-
sion of the  proportion of the population with an enhanced secondary infection and
cross{protection  acts on transmission of the other (1   ) proportion. For clarity
demography has not been included.
The system can be modelled by
43
Chapter 2. Partial cross{enhancement for dengue transmission
dS0
dt
=   (1 + 2 + )S0; (2.11a)
dI1
dt
= 1S0   ( + )I1; (2.11b)
dI2
dt
= 2S0   ( + )I2; (2.11c)
dSE1
dt
= I1   (2 + )SE1 ; (2.11d)
dSP1
dt
= (1  )I1   (2 + )SP1 ; (2.11e)
dSE2
dt
= I2   (1 + )SE2 ; (2.11f)
dSP2
dt

















































For consistency with Ferguson et al. (1999a) ADE is included in the model through
increased transmission. Under the new framework a proportion  of the population have
a predisposition to ADE, and suer an enhanced infection with enhancement intensity
. The other (1  ) of the population have an infection which exhibits no infectivity
( = 0), has infectivity with the same intensity as a primary infection ( = 1) or has
a level of cross{protection (0 <  < 1). Therefore we have 0    1. We term  the
degree of enhancement prevalence and  the level of cross{protection.
This model can be analysed and results compared with Ferguson et al. (1999a). As
in Ferguson et al. (1999a) we assume the recovery rates of each serotype are identical.
However, we also set the enhancement intensities and cross{protection for each serotype
to be identical, as we are not assuming that one serotypes has a greater eect than
another.
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2.2.4 Results
There are three variables which can be varied in the analysis; the enhancement preva-
lence (), the enhancement intensity () and the cross{protection (). It is worth
noting that if  = 1 all individuals suer an enhanced secondary infection and the
model can be reduced to Model Ib with  = i and  being irrelevant. Similarly if
 = 0 no individuals suer an enhanced secondary infection and the model can be
reduced to Model Ib with  = i and  being irrelevant.
To begin with we vary the enhancement prevalence from 1 (everyone has an en-
hanced secondary infection) to 0 (no one has an enhanced secondary infection). We
initially assume that  = 1 (all secondary infections which are not enhanced have the
same infectivity as a primary infection) and vary the enhancement intensity acting on
enhanced secondary infections (gure 2-5(a)). For all of the enhancement intensities
as the enhancement prevalence increases so too does the proportion of the population
infected with serotype 1 (shown in gure 2-5, consider right to left). This is to be
expected as when  is increased, the proportion of the population aected by ADE
increases. This means there is greater proportion of the population that the higher
transmission probability acts on in the force of infection, and therefore more individ-
uals can become infected. As  increases the proportion of the population infected
with serotype 1 also increases. Again this is intuitive; when the enhancement intensity
increases the transmission probability also increases within those that ADE aects, and
therefore the proportion of the population infected with serotype 1 increases.
As the enhancement intensity  increases the dynamics of the system change. When
 = 2 (low levels of enhancement) the system is stable for all enhancement prevalences.
However, as  is increased the system becomes unstable and exhibits chaotic dynamics
when the enhancement prevalence () is large. As  decreases this is replaced by
periodic oscillations which then return to a stable endemic equilibrium. We can see
that as  increases the point of the Hopf bifurcation where the system changes from
stable to periodic behaviour decreases. This means that the chaotic behaviour occurs
for smaller enhancement prevalences. This behaviour can be seen for both of the
dierent levels of cross{protection in Figure 2-5.
Figure 2-5(b) shows that there is qualitatively similar behaviour as  and  are
varied when  = 0. Note that in this case for the proportion of the population that do
not suer an enhanced secondary infection there is no eect on transmission. Whilst
qualitatively the behaviour is the same as in gure 2-5(a), quantitatively there is a
dierence. As the cross{protection decreases ( increases) for a given enhancement
intensity the chaotic behaviour occurs for lower enhancement prevalences. For example
when  = 1 and  = 5 the Hopf bifurcation occurs when 0:7 <  < 0:8 and when  = 0
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Figure 2-5: Bifurcation diagrams for the two serotype SIR model with enhancement and
cross{protection acting on transmission. The graphs show the proportion of individuals




2;1) at equilibrium as the enhancement prevalence
is varied. In (a)  = 1; those who do not suer an enhanced secondary infection have
the same transmissibility as those with a primary infection. In (b)  = 0; those who do
not suer an enhanced secondary infection have complete protection. In both graphs
the enhancement intensity is increased, showing  = 2 (light grey),  = 3 (dark grey)
and  = 5 (black). All other parameters are given in Table 2.1.
between 0:8 <  < 0:9.
We are also interested in the dynamical changes to the system as the enhancement
intensity is varied. Figure 2-5 shows us that for low enhancement prevalences the
system remains stable as the enhancement intensity increases. For larger enhancement
prevalences, where chaotic behaviour can occur, it is interesting to understand the
range of enhancement intensity parameters for which the oscillations start. To do this
we consider two-parameter bifurcation diagrams where both the enhancement intensity
and the enhancement prevalence are varied.
Figure 2-6(a) shows the two parameter bifurcation diagram as the enhancement
prevalence () and the enhancement intensity () are varied. Therefore it is showing
the location of the Hopf bifurcation in the (, ) parameter space. We can see that
as the degree of cross{protection decreases ( increases, line colours become lighter)
that the position of the Hopf bifurcation decreases with respect to both enhancement
prevalence and enhancement intensity. Above the lines there is unstable behaviour
while below the lines the endemic equilibrium is stable. This means that as the cross{
protection increases a lower enhancement intensity is required for chaotic dynamics to
start. This behaviour occurs because when  = 1 there is a larger force of infection
and this drives the oscillations at lower enhancement prevalences.
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Figure 2-6: Two parameter bifurcation diagrams showing the point of the Hopf bifur-
cation for the two serotype SIR model with enhancement and cross{protection acting
on transmission. In (a) the focus is on smaller enhancement intensities whilst (b) shows
the rapid increase in enhancement intensities needed as the enhancement prevalence
decreases. (c) Shows the increase on a log scale. In all graphs the cross{protection
is varied from  = 0 (black) to  = 0:5 (dark grey) to  = 1 (light grey). All other
parameters are given in Table 2.1.
Figure 2-6(b) shows the bifurcation diagram for smaller enhancement prevalences.
As the enhancement prevalence decreases, the enhancement intensity needed for oscil-
lations to occur increases rapidly. The rapid increase leads to potentially unrealistic
levels of enhancement intensities for small enhancement parameters. This is further
exemplied by the log plot (gure 2-6(c)) where there is still not a linear relationship
between the enhancement prevalence and the enhancement intensity. We can also see
that for small enhancement prevalences, the level of cross{protection acting on the
model has little eect on the position of the Hopf bifurcation.
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2.2.5 Summary
The results show there are a range of dynamic behaviours that can be seen as the
enhancement prevalence, enhancement intensity and cross{protection parameters are
varied. Our new framework shows that oscillations will only occur if either the enhance-
ment intensity is very high or if the enhancement prevalence is large. When including
ADE in a model, through either increased infectivity or increased susceptibility, there
are varied estimates used. However, to obtain oscillatory behaviour in this model the
eect of ADE needs to be much higher than those seen in other literature. It is also
thought that whilst secondary infections are seen, not all of these cause DHF, and many
individuals with secondary infections have the same symptoms as a primary infection.
This would also indicate that the value of  needed to obtain oscillatory behaviour that
can be seen in empirical data is also too high in this model; in these cases an endemic
equilibrium is found. Therefore the combination of a low enhancement prevalence and
a high enhancement intensity to obtain oscillatory dynamics is unlikely. Overall this
indicates that ADE alone is unlikely to drive the oscillations that are seen in data for
dengue. What is needed to drive this may be the period of temporary cross{immunity
which occurs after a primary infection, which we consider in Section 2.3.
2.3 Model II: Two serotype SIR host{vector model with
temporary cross{immunity and ADE
2.3.1 Model IIa: Two serotype SIR host{vector model with tempo-
rary cross{immunity and ADE (Wearing and Rohani, 2006)
The model implemented in Wearing and Rohani (2006) includes temporary cross{
immunity after a primary infection and ADE acting on secondary infections. The
model given in the Supplementary Material is the two serotype host{vector model.
For the host and vector dynamics they implement a non-standard method, where the
forces of latency and infection are modelled rather than, in the case of the host, all
secondary latent and active infections. As in Section 2.2 for the host model we will
implement a SIR type set-up. However, we keep their notation for the vector where
over-lapping compartments are allowed. Unlike Ferguson et al. (1999a), Wearing and
Rohani (2006) include ADE in the model through increased susceptibility to infection.
Therefore, we now incorporate ADE in this way (see changes in host equations and the
force of infection). We also include a period of latency in the model, to allow the new
framework to be directly comparable with that of Wearing and Rohani (2006).
Let the dierent serotypes be represented by subscripts i; j = 1; 2, i 6= j. The host
48
Chapter 2. Partial cross{enhancement for dengue transmission
(a)
(b)
Figure 2-7: Flow diagram showing the compartmentalized Wearing and Rohani (2006)
SIR host{vector model with enhancement  acting on susceptibility of hosts. (a) The
host population. (b) The vector population, formed of overlapping compartments. A
vector can be in any one of nine states, where the mosquito is in one immune{status
compartment for each serotype. Therefore, for example, a vector susceptible to serotype
1 is also either susceptible to, latently infected with, or actively infected with serotype
two. For clarity demography has not been included in either diagram.
model is therefore shown in gure 2-7(a) with compartments representing the states
susceptible to both serotypes (S0), latent primary infection with serotype i (Ei), active
primary infection with serotype i (Ii), permanent homologous immunity to serotype
i and temporary cross{protection against serotype j (Ci), permanent homologous im-
munity to serotype i and susceptible to serotype j (Si), latent secondary infection with
serotype j (Ei;j), active secondary infection with serotype j (Ii;j) and recovered from
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both serotypes (R). The model equations for the host population are therefore
dS0
dt








  ( + )Ei; (2.13b)
dIi
dt
= Ei   ( + )Ii; (2.13c)
dCi
dt
= Ii   ( + )Ci; (2.13d)
dSi
dt
= Ci   V j Si
NH






  ( + )Ei;j ; (2.13f)
dIi;j
dt






Ii;j   R; (2.13h)
where the natural mortality rate is  and individuals who are susceptible to all
serotypes are born at rate NH meaning a constant population. The force of infection
of the vector acting on the host is given by V i = bpiVIi where b is the biting rate of
mosquitoes, pi is the probability that a bite results in infection, and VIi is the total
number of vectors infected with serotype i. Assuming that pi = p 8 i this reduces
to V i = VIi, where  is the probability of infection given a bite by an infectious
mosquito. We assume this to be equal for all serotypes. The average length of the
latent period is 1=, the average length of the active infectious period is 1= and the
average length of time with temporary cross{immunity is 1=.
In Wearing and Rohani (2006) parameters are included which allow for asymmetry
in virulence of the dierent serotypes, therefore incorporating disease induced mortality.
We assume that asymmetry in virulence is the same for both serotypes, and that this
is equal to zero; therefore this is not included in the model equations. As stated
previously we assume that ADE acts to increase susceptibility to infections, modelled
by the parameter  ( > 1), and is the same for all serotypes.
Alongside the host dynamics we need the vector dynamics, shown in gure 2-7(b).
The model allows for seasonality in the vector population and, unlike the host popula-
tion, does not allow for recovery after infection. For the vector we implement a system
of dierential equations which includes susceptible vectors and denes the dynamics of
the forces of latency and infection as given in Wearing and Rohani (2006). This is for
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two reasons; rstly unlike the host the vector can acquire multiple infections making
this model easier to track. In Thailand which is where the data in Wearing and Ro-
hani (2006) is from, it has been shown that mosquitoes can have multipled infections
(Thavara et al., 2006). Secondly, the ADE parameters only act on the host popula-
tion meaning that we are able to easily work with the overlapping model. This means
the states the vector population can take are susceptible to serotype i (VSi), and we
also mode the dynamics of the force of latency (V i) and the force of infection (V i).
Therefore the model equations for the vector population are
dVSi
dt









  (V + V )V i; (2.14b)
dV i
dt
= iV V i   V V i; (2.14c)
where the natural mortality rate of the mosquito is V and k is the average number
of female mosquitoes per person. If a = 0 there is no seasonality in the model and
the vector population is constant over time. The average length of time a vector is
latently infected is 1=V . The force of infection exerted by the host on the vector is
given by Hi = bqiHIi where b is the biting rate of mosquitoes, qi is the probability that
a bite results in infection, and HIi is the total number of hosts infected with serotype
i. Assuming that qi = q 8 i this reduces to Hi = HIi, where  is the probability
of infection given a bite by an infectious mosquito. We assume that the transmission
probability is the same for host to vector transmission as vector to host transmission
(Wearing and Rohani, 2006; Newton and Reiter, 1992). In equation (2.14) the force
of infection is divided by the total host population to give the proportion of bites on
infected hosts. In Wearing and Rohani (2006) the force of infection is found explicitly
using the host equations. As the model has been written in a dierent form it is not
possible to directly use Hi in the same way. We therefore need to dene HIi, which
can easily be found from the compartments already introduced. As stated, HIi is the
total number of individuals infected with serotype i. Therefore
HIi = Ii + Ij;i; (2.15)
which we can use in equations (2.14) for the vector dynamics. All parameter values
used in modelling for the host and vector are given in Table 2.2.
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Parameter Denition Value
Host
NH Host population size 10
6
 Host mortality rate 0.02
 Latency rate 73
 Recovery rate 60.8





k Average number female vectors per host 2
V Vector mortality rate 26.1
V Vector latency rate 36.5
a Seasonality 0.05
Table 2.2: Parameter denitions and values used where kept constant for Models IIa
and IIb. All rates are given per year.
2.3.2 Model IIb: Two serotype SIR host{vector model with ADE,
temporary cross{immunity and partial cross{enhancement
We now implement our new framework into the Wearing and Rohani (2006) model,
where the host equation framework is shown in gure 2-8. The state variables are
similar to in Model Ic, however it is after the period of temporary cross{immunity
following a primary infection that individuals enter either the permanent homologous
immunity to serotype i and susceptible to serotype j with a predisposition to an en-
hanced secondary infection (SEi ) or the permanent homologous immunity to serotype i
and susceptible to serotype j without a predisposition to an enhanced secondary infec-
tion (SPi ). These splits carry through to the latent secondary infection with serotype
j (EEi;j ; E
P





Therefore the model equations for the host population are
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Figure 2-8: Flow diagram showing our new framework in the host population acting on
the compartmentalized Wearing and Rohani (2006) SIR host{vector model. Enhance-
ment intensity  acts on susceptibility of the  proportion of the population with an
enhanced secondary infection and cross{protection  acts on susceptibility of the other
(1  ) proportion. For clarity demography has not been included.
dS0
dt









  ( + )Ei; (2.16b)
dIi
dt
= Ei   ( + )Ii; (2.16c)
dCi
dt
= Ii   ( + )Ci; (2.16d)
dSEi
dt
= Ci   Vj
SEi
N
  SEi ; (2.16e)
dSPi
dt
= (1  )Ci   Vj
SPi
N












  ( + )EPi;j ; (2.16h)
dIEi;j
dt
= EEi;j   ( + )IEi;j ; (2.16i)
dIPi;j
dt
= EPi;j   ( + )IPi;j ; (2.16j)
dR
dt
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The two serotype model for the vector population is identical to that of Model IIa
(equation (2.14)) with





All parameters in the model have the same meaning as in Wearing and Rohani
(2006), given in Table 2.2. As in Section 2.2.3  is the enhancement prevalence,  is
the enhancement intensity (the strength of ADE), and  is the cross{protection for the
(1  ) proportion of the population that do not suer an enhanced infection.
The models applying the new framework based on Wearing and Rohani (2006)
(Model IIb) and Ferguson et al. (1999a) (Model Ic) are dierent for a number of reasons.
Firstly the base model itself is extended and now includes a period of temporary cross{
immunity after a primary infection. Secondly, ADE is included in the model through
increased susceptibility to infection rather than through increased transmission. This is
due to the dierences in the base models which we are comparing the new frameworks
to. Finally, due to the model now including temporary cross{immunity, rather than
the separation of compartments due to only a proportion of the population suering
an enhanced secondary infection occurring immediately after a primary infection, it
occurs after the period of temporary cross{immunity. From the literature previously
studied the split in the model comes after the period of temporary cross{immunity, as
we believe there to be a predisposition as to whether an individual suers an enhanced
secondary infection. The model has been kept as similar to that of Wearing and Rohani
(2006) in all other aspects so that comparisons between the models can be made as
accurately as possible.
2.3.3 Results
The results that we wish to compare with Wearing and Rohani (2006) are those where
both the length of temporary cross{immunity and the enhancement intensity of sec-
ondary infections (the strength of ADE) are varied to determine the eect on the
dominant period of any multi{annual oscillations. We also have two new variables
which can be changed; the enhancement prevalence () and the cross{protection ().
We therefore wish to understand how the parameters from our new framework can
aect the dynamics of the system.
As in Section 2.2.3 if  = 1 then all secondary infections are enhanced,  is ir-
relevant and in this case the model reduces to that of Wearing and Rohani (2006).
If  = 0 then no secondary infections are enhanced,  is irrelevant and the model
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reduces to that of Wearing and Rohani (2006) where  in our model framework (equa-
tions (2.16)) equals  in the original model (equations (2.13)). This can be seen more
clearly in gure 2-9 where  = 1. The whole population suers an enhanced secondary
infection and gures 2-9(b) and (d) resemble those presented in Wearing and Rohani
(2006). Figure 2-9(a) shows the time series of the host population of those infected with




2;1) under a moderate enhancement intensity ( = 2). When
temporary cross{immunity lasts for a short period of time (5 weeks) there are annual
oscillations. However, as the length of temporary cross{immunity increases (15 weeks)
so too do the period of the multi{annual oscillations, showing a dominant period of
7.4 years. We see that as the period of temporary cross{immunity increases further to
22 weeks the dynamics can change and there can be multi{annual oscillations which
occur more frequently (dominant period 4 years). Figure 2-9(b) shows the generalities
of these ndings for a single serotype as the duration of temporary cross{immunity
and the enhancement intensity are varied. We see that for short periods of temporary
cross{immunity there are annual oscillations, however as the enhancement intensity
increases there are `enhancement{induced' oscillations. As the period of temporary
cross{immunity increases to between around 8-15 weeks we start to see multi{annual
oscillations of around 6{8 years. Increasing the length of cross{immunity further can
cause the system to show dierences in the dominant period of the oscillations as the
enhancement intensity increases, where for a single serotype the multi{annual oscilla-
tions range between 4{10 years. For durations of cross{immunity lasting between 6{15
weeks we see, in general, that increasing the enhancement intensity serves to decrease
the period of the multi{annual oscillations.
Figures 2-9(c) and (d) show similar results for the aggregate dynamics. Figure 2-
9(c) shows the time series for three durations of temporary cross{immunity. Whilst in-
creasing the duration of cross{immunity aects the periodicity, the change in dominant
period is not as great as for the single serotype; for 5 weeks there are annual oscillations,
for 15 weeks the dominant period is 3.6 years and for 22 weeks the dominant period is
4 years. This is generalized in gure 2-9(d), where there is smoother gradation on the
changes in the duration of the dominant period than for the single serotype. As in the
case of the single serotype there are annual oscillations when the duration of temporary
cross{immunity is short which can give rise to `enhancement{induced' oscillations as
the enhancement intensity increases. As the duration of temporary cross{immunity in-
creases the multi{annual oscillations that occur for the aggregate dynamics are shorter
than those of the single serotype, with periods of 2{5 years for a wide range of param-
eters in the enhancement intensity{duration of cross{immunity parameter space.
Figure 2-10 shows the time series of individuals infected with serotype 1 for given
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Figure 2-9: (a) Time series showing the total number of hosts infected with serotype
1 when the length of cross{immunity is 5 weeks (black line), 15 weeks (red line) and
22 weeks (blue line) when the enhancement intensity is  = 2. (b) The dominant
period in serotype 1 dynamics for increasing enhancement intensity () and period of
temporary cross{immunity (). (c) Time series showing the aggregate infections when
the length of cross{immunity is 5 weeks (black line), 15 weeks (red line) and 22 weeks
(blue line) when the enhancement intensity is  = 2. (d) The dominant period in the
aggregate dynamics for increasing enhancement intensity () and period of temporary
cross{immunity (). All parameters are given in Table 2.2 with  = 1. This means the
model is the same as Wearing and Rohani (2006) where  can take any value.
enhancement intensity  = 2 as the level of cross{protection is varied (dierent colours)
and the enhancement prevalence is decreased (dierent subgures). If we decrease the
enhancement prevalence from  = 1 (Wearing and Rohani (2006) model) to  = 0:75
this means that 75% of the population are predisposed to an enhanced secondary infec-
tion. Figure 2-10(a) shows the time series after any transient behaviour has settled. We
see that as the value of  increases (cross{protection decreases) the number of individu-
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Figure 2-10: Time series showing the total number of hosts infected with serotype 1.
In (a) the enhancement prevalence is  = 0:75, in (b) the enhancement prevalence is
 = 0:5 and in (c) the enhancement prevalence is  = 0:25. In all graphs the cross{
protection levels are  = 0 (black line),  = 0:5 (red line) and  = 1 (blue line), the
duration of cross{immunity is 15 weeks and the enhancement intensity is  = 2. All
other parameters are given in Table 2.2.
als infected with serotype 1 increases slightly. This is to be expected; if cross{protection
is decreasing then a greater number of individuals can become infected. We also see
that the increase in cross{protection has little eect on the period of the oscillations,
with all time series showing oscillations of around 7-8 years. Decreasing the enhance-
ment prevalence further ( = 0:5, gure 2-10(b)) shows a greater change in the number
of individuals infected with serotype 1 as the level of cross{protection decreases. This is
again to be expected; a lower enhancement prevalence means a greater proportion of the
population experience secondary infections which cross{protection acts on. Therefore
this parameter becomes more important in the model. Decreasing the cross{protection
(increasing ) again has little eect on the period of the multi{annual oscillations, which
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is 8{9 years. However, it is worth noting that the period is slightly longer than when
the enhancement prevalence was higher. Finally, gure 2-10(c) shows the time series
when only 25% of the population suer an enhanced secondary infection. In this case if
an individual with a non-enhanced secondary infection has complete immunity ( = 0)
there are annual dynamics. Decreasing cross{protection then causes an increase in the
period, to between 8{10 years.
The time series show that if the enhancement prevalence is large enough, for a
given enhancement intensity and duration of cross{protection if the system exhibits
multi{annual oscillations then varying the level of cross{protection has little eect on
the period of the oscillations (gures 2-10(a) and (b)). However, as the enhancement
prevalence decreases the period of the multi{annual oscillations increases as the cross{
protection decreases (gure 2-10(c)). We can consider the generalities of these ndings
by nding the dominant period in oscillation as the enhancement intensity and the
duration of cross{immunity are increased, shown in gure 2-11.
Initially 75% of the population suer an enhanced secondary infection ( = 0:75,
gures 2-11(a), (b) and (c)). The dynamics are similar to when the whole population
suers an enhanced secondary infection, where for short durations of temporary cross{
immunity there are annual oscillations. As the duration of temporary cross{immunity
increases multi-annual oscillations can then be seen, which in general last between 6{10
years. Further increases can cause more dierences in the period as the enhancement
intensity increases, with oscillations ranging from 4{10 years. When all secondary
infections were subject to enhancement ( = 1) for short durations of temporary cross{
immunity and high enhancement intensities there were `enhancement{induced' oscilla-
tions. However, decreasing the enhancement prevalence causes these to no longer be
seen for the parameter range studied here. Decreasing the level of cross{protection
(increasing , moving through gures 2-11(a) to (c)) shows that a lower duration of
cross{immunity is needed for mutli-annual oscillations to be seen. The lower level of
cross{protection also enables greater variation in the periodicity of the multi{annual
oscillations for longer durations of temporary cross{immunity and enhancement inten-
sities. Figures 2-11(d){(f) and (g){(i) show similar qualitative behaviours when the
enhancement prevalence is set to  = 0:5 and  = 0:25 respectively.
It is interesting to note what happens for a given level of cross{protection as the
enhancement prevalence is decreased, and less people suer an enhanced secondary
infection. When those who do not suer an enhanced secondary infection have com-
plete immunity ( = 0, gures 2-11(a), (d) and (g)) as the enhancement prevalence
is decreased the system exhibits annual oscillations for a greater range of durations of
cross{immunity and enhancement intensities. When only 25% of the population suer
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Figure 2-11: The dominant period of a single serotype for the two serotype SIR type
model for increasing enhancement intensity and duration of temporary cross-immunity.
In (a), (b) and (c)  = 0:75, in (d), (e) and (f)  = 0:5, in (g), (h) and (i)  = 0:25.
In (a), (d) and (g)  = 0, in (b), (c) and (h)  = 0:5 and in (c), (f) and (i)  = 1. All
other parameters are given in Table 2.2.
an enhanced secondary infection (gure 2-11(g)) multi-annual oscillations can only be
seen for long durations of cross{immunity and high enhancement intensities. We see
that as the cross{protection decreases (gure 2-11(h)) this behaviour is not seen to
the same extent, and multi{annual oscillations are seen for a much greater range of
durations of temporary cross{protection. It is also interesting to note that under the
new model framework there are longer mutli-annual oscillations, up to 12 years, than
for the initial model implemented (compare gure 2-9 with gure 2-11).
In gure 2-11(g) where there is a low enhancement prevalence and high cross{
protection there are dierent dynamics to the rest of the parameter combinations that
we have shown. The annual oscillations occur for a far greater range of parameters
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in the enhancement prevalence{enhancement intensity parameter space. Figure 2-12
looks at this in more detail, showing the transitionary period between this behaviour
and the more `standard' behaviour by considering cross{protection of between  = 0:1
and  = 0:2.
































































































































































































































































Figure 2-12: The dominant period of a single serotype for the two serotype SIR type
model for increasing enhancement intensity and duration of temporary cross-immunity.
In (a), (b) and (c)  = 0:75, in (d), (e) and (f)  = 0:5, in (g), (h) and (i)  = 0:25. In
(a), (d) and (g)  = 0:1, in (b), (c) and (h)  = 0:15 and in (c), (f) and (i)  = 0:2. All
other parameters are given in Table 2.2.
When  = 0:75 (gures 2-12 (a){(c)) the behaviour for all cross{protection param-
eters is similar to that seen for the larger cross{protection values. Small durations
of partial immunity lead to annual oscillations, which give rise to multi{annual oscil-
lations as the duration of partial immunity increases. However, as the enhancement
prevalence decreases the dynamics of the system changes for small values of  (high
cross{protection). When  = 0:5 for low enhancement intensities there is a greater area
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where annual oscillations can be seen (gure 2-12 (d)) and the changes in period of
multi{annual oscillations for longer durations of partial immunity are rarely seen. This
is again true for all the cross{protection values (gures 2-12 (d){(f)). Decreasing the
enhancement prevalence further to  = 0:25 shows the change in dynamics (gures 2-
12 (g){(l)). Only a very small subset of parameter combinations produce multi{annual
oscillations, needing both a long duration of cross{immunity and high enhancement
intensity for them to be produced. Decreasing cross{protection (increasing ) increases
the parameter range where multi{annual oscillations occur.
We also consider the aggregate dynamics. We would expect the results to be similar
to those seen for the single serotype, but with a dierent periodicity. Figure 2-13 shows
this to be the case; in general multi-annual oscillations last between 4{6 years if there
are not annual dynamics. It is interesting to note that the dierences in period of
multi{annual oscillations that can be seen in the single serotype dynamics for large
durations of cross{immunity are not seen as readily in the aggregate dynamics. This
is due to the interaction of the two serotypes.
It is noteworthy that for both the single serotype and aggregate dynamics for some
combinations of enhancement prevalence and duration of cross{immunity the direction
of slope where the annual dynamics change to multi{annual oscillations changes (e.g.
gures 2-13(g){(i)). We have found no immediate cause for this, however a high cross{
protection (low ) appears to facilitate this change. As this was not the focus of this
research and the number of interactions in the model is great, we have not focussed on
this. However, if looking in more detail at the interactions within the model, this is an
area which would be interesting to consider.
2.3.4 Summary
The results show that for some parameter combinations the multi{annual cycles that
can be seen are similar to those found under the more traditional framework. How-
ever, the inclusion of the enhancement prevalence and cross{protection parameters do
interact with the enhancement intensity and duration of cross{immunity. This shows
that the new framework provides an alternative approach to modelling dengue which
shows a greater range of dynamics than previous models. Data show that only a small
proportion of the population have an enhanced secondary infection. For the single
serotype dynamics using a lower value of  sees less jumps in the lengths of period in
the simulations. However, for some values of  there needs to be low cross{protection
(high ) to ensure multi{annual oscillations for a range of enhancement intensities and
durations of cross{immunity. A low cross{protection value is likely; serological testing
regularly shows secondary infections, many of which are not not enhanced (Sabchareon
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Figure 2-13: The dominant period of the aggregate dynamics for the two serotype
SIR type model for increasing enhancement intensity and duration of temporary cross-
immunity. In (a), (b) and (c)  = 0:75, in (d), (e) and (f)  = 0:5, in (g), (h) and (i)
 = 0:25. In (a), (d) and (g)  = 0, in (b), (c) and (h)  = 0:5 and in (c), (f) and (i)
 = 1. All other parameters are given in Table 2.2.
et al., 2012). This means it is likely that the cross{protection is not complete.
2.4 Discussion
Conventional two{serotype SIR type models for dengue may include periods of tempo-
rary cross{immunity (Wearing and Rohani, 2006; Aguiar et al., 2011b) and/or mecha-
nisms such as antibody{dependent enhancement (ADE) (Ferguson et al., 1999a; Recker
et al., 2009). After recovery from a primary infection these models assume that the
whole population is subject to an enhanced secondary infection. However, we have
reviewed literature which suggests that not all secondary infections are enhanced. We
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have therefore presented a new framework which accounts for this, and compared the
results of existing models to our new framework.
Standard two{serotype SIR models which implement enhancement on secondary
infections (e.g. Ferguson et al. (1999a)) show that a small amount of enhancement
acting on the transmission term can cause oscillatory dynamics. Our new framework
has shown that splitting the population into those who suer an enhanced secondary
infection and those that do not aects the point at which the multi-annual oscillations
start. For multi{annual oscillations to occur there needs to be either a high proportion
of the population that suer an enhanced secondary infection, or a high enhancement
intensity. This is true no matter what the level of cross{protection in the model.
The original model and new framework imply that ADE alone is not the sole driver
of multi{annual oscillations that can be seen in empirical data for dengue. We there-
fore then examined the new framework in a model that incorporated both ADE and
temporary cross{immunity. At this point, to maintain consistency with the model
being tested against we changed enhancement to act on susceptibility rather than
transmission. Previous work analysing enhancement of transmission and susceptibility
has shown the impact on the dynamics to be similar (Ferguson and Andreasen, 2002;
Adams and Boots, 2006).
In a standard two serotype SIR model which implements temporary cross{protection
and ADE (e.g. Wearing and Rohani (2006)) it has been shown that a period of tem-
porary cross{immunity to all serotypes after a primary infection can allow for multi{
annual oscillations which coincide with empirical data. However, the duration of the
epidemic cycle is inuenced by the level of enhancement (Wearing and Rohani, 2006)
or cross{protection (Aguiar et al., 2011b) that subsequently act on susceptibility to
or transmission of secondary infections. By implementing our new framework and
separating the population into those who suer an enhanced secondary infection and
those who do not we can see multi{annual oscillations that are driven by temporary
cross{immunity. However, the strength of enhancement intensity and, perhaps more
importantly, the level of cross{protection on infections that are not enhanced, can have
a large impact on what enhancement prevalence the multi{annual oscillations can start.
Our results help to compound the ndings that temporary cross{immunity is likely to
have a large inuence on the period of oscillations in models. However, we also indicate
there is a complex interaction between the dierent mechanisms which occur during
the course of primary and secondary dengue infections.
This work therefore points to the fact that separating the population into those
that suer an enhanced secondary infection and those that do not aects the dynamics
that can be seen. Changes to the dynamics are especially apparent if the level of
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enhancement prevalence is low, which studies indicate that it may be. Therefore the
implementation of this framework may prove benecial in future modelling approaches,






In this chapter we will examine an age structured SIR partial dierential equation
(PDE) model which includes dierent functional forms of the contact rate. We wish to
study the seroprevalence proles produced by dierent contact rates, and determine a
way to quantify the dierence between them. Therefore, we initially examine dierent
numerical schemes that can be used to solve non{linear PDEs. We then use existing
literature to determine the basic reproductive number for a PDE model. We imple-
ment age{independent and age{dependent contact rates and use these to determine the
probability an individual in a given age group is seroprevalent. We then use likelihood
ratios to determine which of the contact rates a seroprevalence prole sampled from
an age{independent contact rate is likely to have come from. We also consider which
age groups are the main source and recipients of infection under the age{dependent
contact rates implemented. Finally, we discuss the advantages of modelling using an
age structured model and how changes in the contact rate aect the seroprevalence of
infection in a population.
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3.1 Introduction
In many epidemiological models age structure is not explicitly included. Contacts are
assumed to be homogeneous across the population, with the law of mass action being
used to model contacts between hosts. However, contacts are rarely identical between
all age groups. Theory tells us that age{dependent variation in the contact rate aects
the dynamics of infectious disease, whether this is the epidemic trajectory, equilibria or
stability properties (Schenzle, 1984; Greenhalgh, 1987; Inaba, 1990; Anderson and May,
1991). Simulations have shown that some of these changes, for example to the epidemic
trajectory, can be used to better explain the dynamics of certain childhood illnesses
such as measles (Schenzle, 1984). Inclusion of age structure can also be benecial when
it is known that dierent ages play an important role in the dynamics of the disease,
such as tuberculosis (Aparicio and Castillo-Chavez, 2009). Therefore understanding
how dierent aged individuals aect transmission dynamics is vital.
Understanding that dierent age groups have varied interactions is important to be
able to implement age{dependent transmission in an epidemiological model. Edmunds
et al. (1997) undertook one of the rst studies attempting to quantify contacts between
human hosts. They sampled 92 individuals and found that the degree of mixing de-
pended not only on age but on the number of contacts made. Since then other studies
have been performed, including Mossong et al. (2008), who studied 7290 individuals
over 8 countries. Their results, similar for each country, showed that contact rates are
assortative with age, and that those aged between 5{19 years old are expected to suer
highest incidence at the start of an epidemic. Del Valle et al. (2007) nd that chil-
dren interact mostly with other children, whilst adults interact with individuals over
a greater age{range. Therefore mixing patterns and the number of contacts individ-
uals have are relevant to consider when modelling transmission of infectious diseases.
The eective reproduction number, R, can also give an indication of transmission in
dierent age groups. Glass et al. (2012) study the 2009 inuenza A pandemic (H1N1)
and determine that the eective reproduction numbers are dierent for adults and
children. This indicates a dierence in contact patterns for the ages. Variable mix-
ing patterns therefore provide credibility for the use of age{dependent contact rates in
epidemiological models.
Several methods for including age structure in a model have been explored. The
population can be split into discrete age groups and modelled by a series of ODEs
(Mello and Castilho, 2014). Individuals move through distinct age groups, as well as
dierent immune status compartments. Examples of where this is appropriate can
include grouping children by school years as individuals are generally of a similar age,
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or considering high risk and low risk groups when studying transmission of sexually
transmitted diseases (Keeling and Rohani, 2008). An alternative approach is to use a
continuous age{time PDE model (Anderson and May, 1991; Hethcote, 2000; Thieme,
2001). The system is usually formed of hyperbolic PDEs, however these are more
complex to solve than a corresponding system of ODEs with distinct age classes. PDEs
have been used to study epidemics of measles (Schenzle, 1984), cholera (Alexanderian
et al., 2011) and tuberculosis (Aparicio and Castillo-Chavez, 2009) among others.
Serological studies from around the world for dengue indicate the possibility of
age{dependent transmission. In a cohort of schoolchildren in Nicaragua Balmaseda
et al. (2006) found that the seroprevalence for DENV antibodies increased from 75%
to 100% from children aged 4{16 over a two year period, indicating that children have
been highly exposed to dengue. Thai et al. (2011) used age{specic seroprevalence data
and a community longitudinal study and found the median age of dengue fever patients
changed between primary (12 years) and secondary (20 years) infections. Braga et al.
(2010) performed a population based household survey in Brazil. Whilst primarily
considering dierent socio{economic groups for control, they found that in deprived
areas the force of infection increased with age. These results suggest that inclusion
of age structure in an epidemiological model for dengue may help to understand how
dengue aects dierent age groups and the resulting seroprevalence.
Previous models involving age structure in populations for dengue have included
ODE modelling. This has included structured two age{class modelling considering sta-
bility analysis (Pongsumpun and Tang, 2003) and the inclusion of vaccination (Supri-
atna et al., 2008). Time discrete age structure models have also been implemented
(Mello and Castilho, 2014) and their analytical properties studied. This model was
also used to analyse age structured data and provide an estimate for the basic re-
productive number. Statistical models to t simulations to age proles have also been
implemented for dengue (Cummings et al., 2009). Statistical analysis has also been used
on PDE models (Ferguson et al., 1999b), however in the analysis of the serotype specic
force of infection age structure was ignored. Cochran and Xu (2014) implement an age
structured PDE model in both the host and vector population and simulate dierent
scenarios, yielding a range of dierent behaviours depending on parameter choice.
Although there is analysis on models with age structure (both for dengue and other
diseases), there is little comparing models that do and do not implement age structure
in the contact rate. Laverty and Adler (2010) examine how age{dependence aects the
survivorship function in a model of Sin Nombre virus in deer mice, showing a change
in the baseline model without age{dependence. However, they do not quantify the
dierence that they see. In this chapter we aim to address this quantication for a
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single serotype age structure model for dengue, and determine how strong the imprint
of age{dependence is likely to be in seroprevalence data.
To this end we initially examine a simple PDE model and numerical schemes
which can be used to solve it. We then consider the basic reproductive number for
a PDE model. Using these structures we implement a PDE model including an age{
independent and two age{dependent contact rates. After nding seroprevalence pro-
les under these contact rates, we implement likelihood analysis to determine whether
a sampled seroprevalence prole is likely to have come from an age{independent or
age{dependent contact rate as a way to quantify the dierence between them. We im-
plement this analysis at the endemic equilibrium and the peak of the initial epidemic.
Finally, we consider the main sources and recipients of infection over the initial epidemic
to determine which age groups are more important over the course of infection.
3.2 Numerical schemes
3.2.1 A simple SIR PDE model
Initially we study a simple compartmentalized SIR system composed of PDEs. An
individual aged a at time t can be susceptible (S(a; t)), infected (I(a; t)) or recovered


















= I   (a)R; (3.1c)
with initial conditions





b(a)N(a; t)da; I(0; t) = 0; R(0; t) = 0; (3.3)
where (a) is the natural morality rate of an individual aged a,  is the recovery rate
(which is independent of age) and (a; t) is the force of infection of an individual aged
a at time t. The boundary conditions assume that all individuals are born susceptible,
where b(a) is the reproductive rate of an individual aged a. The total population aged
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c(a; )I(; t)d (3.4)
where c(a; ) is the contact rate of an individual aged a with individuals aged  per
unit time. We assume random and proportionate mixing, meaning the contact rate
can be written in the separable form c(a; ) = f(a)f() (Hethcote, 1996). Let (a)
be the average number of people contacted per unit time by an individual aged a and
N(a) be the steady age distribution of the population. Therefore the total number of


























Hethcote (1996, 2000). In this case the spread of infection is solely dependent on the
number of contacts that individuals have.
3.2.2 Methods of solving PDEs
There is a lot of literature surrounding age structured PDE systems. Greenhalgh (1987)
examined the equilibrium and stability properties of an SIR model under dierent
transmission functions and death rates, while Iannelli (1995) nds the endemic steady
state and determines its asymptotic behaviour for a generalized SIS model. There are
dierent methods for solving age structured PDE systems, however these often depend
on the complexity of the system such as the number of dierential equations being
solved. For example, an age structured model of the whole population (dened by
one PDE with corresponding initial and boundary conditions) can be analysed using
the method of characteristics (Li and Brauer, 2008). However, this can only be used
in specic cases, and with the non{linear terms in equation (3.1) this is not feasible.
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Therefore, we need a numerical scheme to solve the system of PDEs.
There are dierent numerical schemes which can be used to solve the hyperbolic
system of PDEs given in equation (3.1). For single populations the Lax{Wendro
Scheme has been implemented (Sulsky, 1993), whilst Abia et al. (2005) provide a review
of characteristic curves and numerical solutions for solving age structured models for
a single population. Numerical schemes can also be implemented to solve models with
more than one compartment. Alexanderian et al. (2011) use a forward-time backward-
space nite dierence scheme to solve an age structured hyperbolic system of PDEs
and ODEs for the spread of cholera, whilst Iannelli et al. (1997) discuss convergence,
stability and non-negativity of a splitting scheme for an SI model.
As the forward{time backward-space method and the splitting scheme have both
previously been implemented for systems of hyperbolic dierential equations, we focus
on these two methods. We introduce the two dierent nite dierence schemes and then
test them using error analysis to determine which of the schemes we should implement
for our analysis.
Forward-time backward-space (upwind) scheme
The upwind scheme uses a forward dierence approximation for the time derivative
and a backward dierence approximation for the age derivative. It is fully explained
in Strikwerda (1989), while as previously stated Alexanderian et al. (2011) successfully
implement the scheme in an age structured model for cholera.
Let us dene a grid of points in the age{time (a; t) plane. Let h; k > 0, meaning
a point in the grid (am; tn) = (mh; nk) for arbitrary m;n 2 Z. The approximation to
S(am; tn) will be given using the numerical scheme as S
n
m, and similarly for I(am; tn),
R(am; tn) and N(am; tn). We assume that age and time are both progressing at the
same rate and therefore h = k, which allows for a vast simplication of the upwind
scheme. Hence, the scheme to solve system (3.1) is given by
Sn+1m =







m 1   k( +m 1)Inm 1; (3.8b)
Rn+1m =
Rnm 1 + k I
n
m 1  m 1 Rnm 1; (3.8c)
with initial conditions
S0m = S0(am); I
0
m = I0(am); R
0
m = R0(am); (3.9)
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Rn0 = 0; (3.10)
where j are the discretized mortality rates of age group j, bj are the discretized birth
rates of age group j and !j are the weights associated with the composite trapezoidal
rule (!0 = !J = 1=2 and !j = 1 for 1  j  J   1). We assume that the recovery rate
 is identical for all age groups and therefore no discretization is needed. In contrast
to this the force of infection depends on both age and time. As for the boundary
condition on the susceptible population, we implement the composite trapezoidal rule.








where ^j is the discretized contact rate and !j are as given in equation (3.10)
Splitting scheme
The splitting scheme has been successfully implemented and analysed by Iannelli et al.



















m = 0 (3.12c)
Inm   In 1=2m
k
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m = 0 (3.12e)
Rnm   Rn 1=2m
k
=  Inm: (3.12f)
The initial and boundary conditions are as for the upwind scheme (equations (3.9){
(3.10)), the force of infection is given in equation (3.11) and the weights in the boundary
condition and the force of infection are the same as those previously given for the com-
posite trapezoidal rule. Taking the susceptible compartment equations as an example,
we can eliminate the Sn 1m term. Rearranging equation (3.12a) we get
Sn 1=2m   Sn 1m 1 + km Sn 1=2m = 0 (3.13a)








This can then be substituted into equation (3.12b). Repeating this for the infected and
recovered compartments then yields one equation for each compartment, given by
Snm =
1




(1 + k)(1 + km)

















which can be combined with the initial and boundary conditions and force of infection
previously given to solve the system of equations (3.1).
3.2.3 Analytic results for testing numerical schemes
We next analyse both the upwind and splitting schemes to determine which is the most
ecient and gives the most accurate results when being used to nd an approximation
to the system of equations (3.1). To achieve this we need an empirical value to test the
schemes against. Following the work of Greenhalgh (1987) we calculate the age{proles
at the equilibrium by initially factoring out the death rate in equations (3.1). We will
then be able to run the numerical scheme to equilibrium and test for errors between
the analytic solution and the schemes.
Starting with equations (3.1) we initially divide each of the population densities by
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; y(a; t) =
I(a; t)
N(a; t)















































We can follow the same process for the infected and recovered compartments, giving a



















As the death rate has been factored out we need an upper bound on the age of the
population as individuals do not live forever. Therefore equation (3.19) is valid for ages
0  a  L, where L is the maximum age of an individual in the population.
To test the numerical schemes we assume a constant transmission rate ((a) =  8
a). This allows for easier manipulation of the force of infection term, which is given by
(t) = 
R L
0 y(a; t)N(a; t)daR L
0 N(a; t)da
: (3.20)
The associated boundary conditions for the system are are
x(0; t) = 1; y(0; t) = 0; z(0; t) = 0: (3.21)
The age{equilibrium solutions can then be calculated by setting the time derivatives
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to zero in equations (3.19) and solving them simultaneously, yielding

















1  e a : (3.22c)
This can be done because  is constant and hence  is no longer dependent on age. We





















We use this result to determine the equilibria for the system of equations (3.1).
To do this in our model system, equation (3.1), we assume a type I mortality rate
(Anderson and May, 1991). This assumes everyone survives until age L and then dies,
and is given by the function
(a) =
8<:0 if 0  a  L;1 if a  L. (3.24)
We assume that the population is at equilibrium and that the birth rate (b(a)) is
constant for all ages. Then the per capita birth rate is given by L 1, where L is the










R(a; t)da = P ; (3.25a)
the boundary condition for the susceptible population is S(0; t) = P=L. In order to















; 0  a  L: (3.26)
This is because if a < L then  = 0 meaning the exponential equals 1. If a > L then
 = 1 and the exponential tends to zero. We know S(a) = x(a)N(a), and similarly
for the infected and recovered classes, meaning for type I mortality (equation (3.24))
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(1  e a) 0  a  L: (3.27c)
The last element to calculate is the force of infection. Substituting N(a) into equa-











































We are then able to use a MATLAB function, such as fzero, to solve equation (3.28).
We therefore establish the age{proles for each of the immune status compartments
when the system is at the endemic equilibrium, as well as the total number of individuals
in each compartment at this time. We can use this to determine which of the numerical
schemes produce a better approximation at the endemic equilibrium to the system of
PDEs (3.1).
3.2.4 Error analysis: L2 norm
One method to estimate the error of numerical schemes is the L2 norm (Strikwerda,
1989). Let unm be the solution at the endemic equilibrium using the numerical scheme
and U(am; t
n) be the accurate solution at the endemic equilibrium found using equa-
tions (3.27){(3.28). The L2 norm is then dened by











Using this denition we determine the relative error across the age{prole for the
susceptible, infected and recovered compartments. For this analysis we will use t = 1000
years in the numerical schemes.
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We can determine the L2 norm in dierent ways for the compartments in the system.
For each step size k we can either sum the error at each age interval to nd the overall
error or use the trapezoidal rule to determine the total number of individuals in each
compartment and calculate the error based on this. Figure 3-1 shows the error for the
former of these. Results for the latter were very similar and are shown in Appendix A.
The error is calculated separately for each of the compartments as they all have their
own endemic equilibrium age{proles. For all compartments (gures 3-1(a){(c)) we
can see that for larger step sizes the error is smaller for the splitting scheme than the
upwind scheme. As the step size is reduced to less than k = 0:004 the error is either
very similar for both schemes or slightly smaller using the splitting scheme. It is worth
noting that the error for both schemes is much larger for the infected compartment
than the susceptible or recovered compartments.
Figure 3-1 shows that the decrease in error as the step size decreases is approx-
imately linear for the splitting method and exponentially decreasing for the upwind
scheme. This means that increasing the step size initially has less of an eect on the
accuracy of the splitting method than it does on the upwind scheme.
It is also important to consider how long each of the schemes takes to approximate
the system at the endemic equilibrium. We calculate this using the tic function in
MATLAB. Figure 3-2(a) shows that the upwind scheme takes longer to solve to equi-
librium for all step sizes. As the times for both schemes follow a negative exponential
curve this means that as the step size decreases the dierence in time taken to solve
to equilibrium under the two schemes will increase. This can be seen further in the
log log plot, gure 3-2(b), where there is a linear relationship between the terms. This
indicates that the time taken to solve the system as the step size is reduced increases
according to power laws under both schemes.
From this we conclude that it is better to use the splitting scheme than the upwind
scheme. The former reaches equilibrium quicker than the latter and for small step sizes
has a similar (and in many cases better) error approximation to the analytic solution.
We will choose a step size of k = 0:005; the splitting scheme has good accuracy whilst
only taking around four minutes to solve to equilibrium.
3.3 Basic reproductive number for PDE models
The basic reproductive number is the number of secondary infections in a population
when one infected individual is placed in a nave population (Diekmann and Heester-
beek, 2000; Keeling and Rohani, 2008). For an age structured PDE model it is given
by the expected number of new infections produced by a typical individual in a nave
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Figure 3-1: The relative error (equation (3.29)) for the upwind scheme (circles) and the
splitting scheme (squares) when t = 1000 years as the step size is reduced. The error is
calculated at each of the points on the age prole. (a) Shows the error in the schemes
for the susceptible compartment, (b) shows the error in the schemes for the infected
compartment and (c) shows the error in the schemes for the recovered compartment.
The parameters are given by N = 10000,  = 60,  = 2 and b = 1=60.
population. The infected individual is distributed across all infection types in a given
way, according to the eigenvector which corresponds to the basic reproductive number
R0 (Diekmann and Heesterbeek, 2000). When studying dierent contact rates it is
important that the basic reproductive number is kept constant to ensure homogene-
ity when performing later analysis. For a system of PDEs nding R0 is substantially
dierent than for a system of ODEs, as it is dependent on the age structure of the in-
fected population. We therefore follow the work of Diekmann and Heesterbeek (2000)
in nding R0 for a PDE system.
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Figure 3-2: Time taken to reach the endemic equilibrium under the upwind scheme
(solid line) and splitting scheme (dashed line) when T = 1000 years. The parameters
are given by N = 10000,  = 60,  = 2 and b = 1=60.













where h(; ) is the probability of transmission time  after infection, c(a; + ) is the
rate of contact per unit time an individual aged ( + ) has with individuals aged a
and Fd(+)Fd() is the probability an individual survives to age ( + ) given they have
survived until age . By integrating over time  , the kernel gives the expected number
of infections from one individual infected at age .
We assume a short{disease approximation, which allows for simplications to the
kernel and subsequently the next{generation operator. The short{disease approxima-
tion means the disease has an infectious period which is much shorter than the average
human lifespan. Therefore we assume that due to the short infectious period the prob-




Secondly, we assume that the contact rate does not change over the course of infection,
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meaning
c(a; + ) = c(a; ): (3.33)
To construct R0 we discretize the system and allow for age intervals to be able to
calculate the contact rate. Let us introduce age{intervals i, i = 1; 2; : : : ; n. Then the
contact rate can be dened as
c(a; ) = cij for a 2 i and  2 j: (3.34)
For this to be used in our kernel function we introduce the characteristic function i,
dened as
i(a) =
8<:1 if a 2 i;0 otherwise:












We know that the rate of recovery is . Therefore the probability of transmission time



































Note the change in the integral bounds in the next{generation operator due to the
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R0 is the dominant eigenvalue of the matrix M with elements mij . We can explicitly
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Having found an expression to calculate the basic reproductive number, we now
need to determine the elements in the contact rate. An individual aged  makes ()
contacts per unit time. Again, we discretize the populations into dierent age groups,




and the total contacts made by individuals of age (a; a+ a) per unit time isZ a+a
a
()N(; t)d: (3.48)
Therefore the rate of contact an individual aged  has with individuals in the interval
(a+ a) is given by
()
R a+a
a ()N(; t)dR L
0 ()N(; t)d
: (3.49)
Therefore we nd that the discretized contact rate of an individual aged  with indi-




for  2 i and a 2 j; (3.50)







We need to compare the PDE model above with the corresponding ODE model with
discrete age classes. This allows us to relate the contact rate found in equation (3.50)
to the force of infection in the PDE model (equation 3.7) to ensure consistency. To do
this we implement an ODE system with distinct age classes at the start of an epidemic
and nd the contact rate. Letting a! 0 we can then obtain a continuous expression
for the force of infection in the PDE model. We assume individuals are separated into
age groups i, i = 1; : : : ; n. When infection is introduced into a nave population we can






= iSi   Ii; (3.52b)
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where
i = i
1I1 + 2I2 + :::+ nIn
1N1 + 2N2 + :::+ nNn
: (3.53)
The force of infection term has the denominator weighted by the contacts of each age
group due to the assumption of frequency dependence in the transmission term. We
can approximate the susceptible population by the total population and therefore
dIi
dt
= iNi   Ii; (3.54)
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where T is the transmission matrix and  is the transition matrix. The next{generation


































and R0 is the dominant eigenvalue of this matrix, corresponding to the PDE model.
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This conrms that the force of infection we used in the PDE model is correct. In
the discrete model this was given by equation (3.53) where an individual is in age group
i if in the age{interval (a+ a). Letting a! 0 we nd the continuous form as
(a; t) = (a)
R L
0 ()I(; t)dR L
0 ()N(; t)d
: (3.58)
Therefore we have shown that for the PDE model with a force of infection given by
equation (3.7) we can use the discretized contact rate c(a; ) (equation (3.50)) to nd
the basic reproductive number.
3.4 The model and methodologies
3.4.1 The model
Recapping the model from Section 3.2, we have a compartmentalized SIR system com-
posed of PDEs. An individual aged a at time t can be susceptible (S(a; t)), infected


















= I   (a)R; (3.59c)
with initial conditions





bN(a; t)da; I(0; t) = 0; R(0; t) = 0; (3.61)
where (a) is the natural morality rate of an individual aged a,  is the recovery rate,
(a; t) is the force of infection of an individual age a at time t and b is the reproductive
rate. The force of an infection, in its simple form, is given by
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where (a) is the average number of people contacted per unit time by an individual
aged a. We assume type I mortality, given in equation (3.24). All parameters are given
in Table 3.1.





































































Figure 3-3: (a) Examples of dierent functions which can be used to model the average
number of people contacted by an individual aged a ((a)). The functions are an age{
independent function (red line), a step function (black line) and a transposed normal
function (blue line). (b) The corresponding seroprevalence proles at the endemic
equilibrium under the dierent contact rate functions. In both gures  = 15,  = 10,
c5 = 2000 and a
 = 0. All parameters are given in Table 3.1.
If we set (a) to be dierent functions this will aect the way that the disease
progresses in the population, both in time and across the dierent age groups. Fig-
ure 3-3(a) gives examples of an age{independent and two age{dependent contact rates.
Implementing these in model (3.59){(3.62) yields dierent age proles at the endemic
equilibrium when considering seroprevalence in the population, shown in gure 3-3(b).
Although seroprevalence increases with age under each of the dierent contact rates,
the proles are dierent. When the age{independent contact rate is implemented there
is a smooth increase in seroprevalence which has a decreasing gradient as age increases.
In contrast to this, under the step function there is a smooth increase until age 15, at
which point the gradient of the curve substantially changes and there is again a smooth
increase at a dierent rate. It is ages 0{15 which have a higher contact rate and this
is why the change in gradient occurs at this point. Under the normal function there is
again a smooth increase in seroprevalence with age, however seroprevalence is higher in
the population under this contact rate than under the age{independent contact rate.
In all cases we have found the basic reproductive ratio using Section 3.3 and set R0  2.
84
Chapter 3. Age structured epidemiological models
3.4.2 Quantication
We can qualitatively see dierences in the seroprevalence proles in gure 3-3(b). How-
ever, we wish to quantify these dierences. To do this we implement likelihood analysis.
At the endemic equilibrium and peak of the initial epidemic we will test the null hy-
pothesis
H0: the host population has an age{independent contact rate
against the alternative hypothesis
H1: the host population has an age{dependent contact rate.
To do this we sample a population from the age{independent seroprevalence prole
and calculate the likelihood that this sample came from a model simulated using an
age{independent or an age{dependent contact rate. Repeating this process several
thousand times we can nd the type I error - the probability of rejecting the null when
it is true. A high type I error indicates similarities between the seroprevalence proles
while a low type I error indicates that the seroprevalence proles are dierent. To do
this we implement the following algorithm:
1. Using seroprevalence proles generated at the time point being investigated cal-
culate the seroprevalence density under the null (pN ) and alternative (pA) hy-
potheses, i.e. 0 < pN < 1 and 0 < pA < 1.
2. Choose the number of individuals P in each age group. This is the same for all
age groups.
3. For each age group generate P random numbers (ri, i = 1; : : : P ) between 0 and
1. If ri < pN an individual is seropositive. If ri > pN an individual is susceptible.
Store the number of seroprevalent individuals in each age group, x.
4. Calculate the likelihood there are 0; 1; : : : ; P individuals seroprevalent (either in-
fected or recovered) in each age group using the probabilities found in 1.
(a) We are nding the likelihood there are x seroprevalent individuals of age a
out of a possible P in each age group. Therefore, for each age group the







5. Using 4 nd the likelihood of there being x individuals in each age group under
the null and alternative hypothesis.
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7. We dene age groups i, i = 1; : : :m. Multiply the likelihood ratios for each age








where xi is the number of seroprevalent individuals generated in age group i in
3.
(a) If l > 1 the null hypothesis is accepted and if l < 1 the alternative hypothesis
is accepted.
8. Repeat steps 3{7 50,000 times. Keep track of the number of times the alternative
hypothesis is accepted.
9. Calculate the proportion of times the alternative is chosen - this is the type I
error.
It is also possible to calculate type II errors in a similar way. However, the results
are qualitatively and quantitatively similar to those for type I error and therefore we
concentrate on these results.
3.4.3 Source and recipients of infection
As well as quantifying the dierence in the seroprevalence proles, we are also interested
in which age groups are the main source and recipients of infection over the course of
the initial epidemic. The source of infection are those age groups which are causing
the most infections, while the recipients are those that are getting the most infections.
If we consider the discretized system, the total infections caused by age group j at












where ^j is the average number of contacts made by individuals in age group j, j =
1; 2; : : : ; n. The assumption of random and proportionate mixing means we sum over
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the contacts with all susceptible individuals. This is then divided by the total number of
contacts, leaving the total infections which are caused by age group j. The recipients
of infection in age group j at time t are given by the discretized force of infection
experienced by age group j, given by
nj
Snj ; (3.67)
where nj is the discretized force of infection, given in equation (3.11).
After calculating the source and the recipients of infection, we rank the dierent age
groups in ascending order from least important to most important. We can then plot
these ranks to determine which aged individuals are the most and the least important
when considering the source and recipients of infection.
3.4.4 Contact rates
We now formally introduce the dierent contact rates which we implement. In all cases
the contact rates are implemented to ensure that R0  2, maintaining heterogeneity
within the model. As we have numerical approximations we allow for a 2.5% error,
meaning 1:95 < R0 < 2:05. The basic reproductive number for each contact rate is
found using the methodology in Section 3.3. All parameters are given in Table 3.1.
Parameter Denition Value
N Total population 104
L Maximum age of host 60
 Recovery rate 60
h; k Step size 0.005
c1 Constant (age{independent function) 120
c2 Constant (age{dependent step function) 100
c3 Constant (age{dependent step function) 160
a Age higher contact rate starts
 Number of age groups with higher contact rate 15
c4 Constant (age{dependent normal function) 80
c5 Constant (age{dependent normal function)
 Age{group with maximum contact rate
(age{dependent normal function)
 Intensity of contacts around 
(age{dependent normal function)
Table 3.1: Parameter denitions and values used where kept constant. All rates are
given per year.
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Age{independent contact rate
The rst function we implement is an age{independent contact rate, given by
(a) = c1 8a: (3.68)
Therefore, no matter the age of an individual the average number of contacts they have
is identical. The constant c1 can be altered accordingly to ensure that R0  2.
Age{dependent contact rate: Step function
For our rst age{dependent contact rate we implement a step function. This allows
for two contact rates in the population; a higher one for a certain range of ages and a
lower contact rate for the rest of the population. We assume that the higher contact
rate starts for individuals aged a (0  a  L   1), and continues for  age groups
following this, where a +   L. Therefore the step contact rate is given by
(a) =
8>>><>>>:
c2 if 0  a < a;
c3 if a
  a < a + ;
c2 if a
 +   a;
(3.69)
where the constants c2 and c3 are altered such that R0  2. It is worth noting that
there are dierent combinations of (c2; c3) that can be implemented for a given .
Age{dependent contact rate: Normal function
The second age{dependent contact rate we implement is based on a normal function.
This allows for a greater range of contacts between dierent age groups. We assume
that the contacts are centered around an age group, , and are distributed with a given
intensity , which are both known. Therefore the normal contact rate is given by












and the constants c4 and c5 are chosen such that R0  2. A multiple c5 of the normal
function is added to a constant rate c4. This allows for a base level in the contact rate,
meaning no age group is exempt from transmitting infection. Again, it is worth noting
that there are dierent combinations of (c4; c5) which can be implemented to ensure
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R0  2.












































Figure 3-4: Example of how varying the parameters in the age{dependent normal
function (equation (3.70)) aects the average number of contacts of an individual aged
a ((a)). Increasing  translates the curve to the right. Increasing  makes the curve
less focussed around a given age group.
Figure 3-4 shows examples of how the average number of contacts changes as the
age group which makes most contacts () and the intensity of contacts around  ()
change. As the age group with the maximum contact rate increases the peak of the
average number of contacts made by an individual aged a moves to the right. Changes
to the intensity of contacts alter the concentration of contacts at the peak and how the
contacts are distributed amongst the dierent age groups.
3.5 Results I: Step function
3.5.1 At the endemic equilibrium
We initially consider the dierences in dynamics at the endemic equilibrium when
the constant contact rate (equation (3.68)) and the step function contact rate (equa-
tion (3.69)) are implemented. Figure 3-5(a) shows the seroprevalence proles at the
endemic equilibrium for the constant function (equation (3.68)) and several examples
of step function (equation (3.69)) where the initial age group which has the highest con-
tact rate (a) is changed. The seroprevalence proles are a similar shape, however for
the step function we see a change in gradient for those ages which have a higher contact
rate. This is due to the higher transmission among these individuals, which results in
fewer susceptible individuals in these age groups, and hence a higher seroprevalence. At
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the outset increasing the age group which initially has the highest contact rate pushes
the seroprevalence prole towards that of the constant, age{independent function. In-
creasing further causes seroprevalence for the majority of age groups to be less than
when the constant, age{independent function is implemented.








































Figure 3-5: (a) Seroprevalence proles at the endemic equilibrium for the age{
independent contact rate (red line, equation (3.68)) and the age{dependent contact
rate (equation (3.69)) where a = 0 (blue line), a = 10 (yellow line), a = 20 (purple
line) and a = 30 (brown line). (b) The probability of type I error at the endemic
equilibrium across the seroprevalence prole as the initial age group which has the
highest contact rate (a) is increased. The colours represent the probability of type I
error for the seroprevalence proles given in gure 3-5 (a). All parameters are given in
Table 3.1.
Figure 3-5(b) shows the probability of type I error across the seroprevalence proles
as a is increased in the step function (equation (3.69)). If the higher contact rate is
among the young or old then the error is small, however if 11 < a < 34 the probability
of type I error is above 0.02. This means that it is harder to dierentiate between
the age{independent and age{dependent seroprevalence proles than when the higher
contact rates were in the younger or older age groups. If the highest contact rate
starts at age a = 15 then over 10% of the time the seroprevalence proles sampled by
the constant contact rate can be better explained by the age{dependent step function.
This increases to nearly 18% of the time if the maximum contact rate is among the
middle ages. Therefore in these cases the seroprevalence proles are more similar,
and it is harder to determine the impact of the age{dependent contact in the model.
However, if the maximum contact rate is among the younger or older age groups then
the probability of a type I error is less than 2 in 100. This means that the seroprevalence
proles are suciently dierent to notice the impact that the age{dependent contact
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is having in the model.
3.5.2 At the initial epidemic peak
When an age{dependent contact rate is introduced, the dynamics over the initial epi-
demic also change. Figure 3-6(a) shows the seroprevalence proles at the peak of the
initial epidemic for the constant function (equation (3.68)) and several examples of step
function (equation (3.69)) where the initial age group which has the highest contact
rate (a) is changed. For the constant contact rate the peak of the initial epidemic is at
t = 0:21 years (approximately 77 days), while for all the step contact rates in gure 3-
6(a) the peak of the epidemic is at t = 0:205 years (approximately 75 days). Under the
age{independent contact rate seroprevalence is identical across all age groups. This is
because the initial condition assumes one infected individual spread equally across all
age groups. Therefore all the age groups are progressing in the same way and demog-
raphy has not yet had a chance to make a large impact on the system dynamics. The
gure shows that when the age{dependent function is implemented the age range with
the higher contact rate (a; a + ) have one seroprevalence level and the other age
groups have a second seroprevalence level. However, as in the constant case, there is
no variability in these.












































Figure 3-6: (a) Seroprevalence proles at the peak of the initial epidemic for the age{
independent contact rate (red line, equation (3.68)) and the age{dependent contact
rate (equation (3.69)) where a = 0 (blue line), a = 10 (yellow line), a = 20 (purple
line) and a = 30 (brown line). (b) The probability of type I error at the peak of the
initial epidemic across the seroprevalence prole as the initial age group which has the
highest contact rate (a) is increased. The colours represent the probability of type I
error for the seroprevalence proles given in gure 3-6(a). All parameters are given in
Table 3.1.
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Figure 3-6(b) shows the type I error across the seroprevalence proles as a is in-
creased in the step function (equation (3.69)). We see that the probability of type I
error is relatively uniform across all ages. Therefore the probability of rejecting the null
when it is true does not overly change when dierent age groups have a higher contact
rate. This is because the step function causes there to be a large jump in the seropreva-
lence for certain age groups. Considering the seroprevalence proles themselves, the
lack of variability in the probability of type I error is to be expected; the same trends
are seen in each of the seroprevalence proles, just transposed to the right. Therefore,
as the age{independent contact rate produces constant seroprevalence across all age
groups it is intuitive that the probability of a type I error is similar as a is increased.
As well as being similar across all ages the probability of type I error is very small (less
than 1210 4). This indicates that the seroprevalence proles at the peak of the initial
epidemic are quite dierent for the age{independent and age{dependent contact rates.
Therefore the age{dependent contact rate is having an eect on the system dynamics.
3.5.3 Source and sink of infection
Figure 3-7(a) shows the source of infection (dened by equation (3.66)) when the step
function (equation (3.69)) is implemented with a = 0. As groups of individuals have
the same contact rate, we have groups of individuals who have the same weighting as
the source of infection. The boundary at age 0 and then between the two contact rates
causes dierences in the rankings at these ages. We can see that when 1 < a < 15 the
rank of the source of infection is always higher than 15 < a < 60. Therefore those with
the highest contact rate are the main source of infection. The boundaries cause some
variability, however, looking at the two main groups these trends hold.
Figure 3-7(b) shows the recipients of infection (dened by equation (3.67)) when
the step function (equation (3.69)) is implemented with a = 0. We see that at the
start of the epidemic the force of infection experienced is greatest amongst those that
have a higher contact rate. However, after the initial peak of the epidemic, the force of
infection experienced is greater amongst those who have the lower contact rate. This is
because those with a higher contact rate have had the infection and recovered. As the
epidemic progresses the pool of individuals recovered is mainly those who are younger,
and therefore it is those who are older becoming infected. It is important to note that
after the initial epidemic it is not that the same number of individuals become infected
as before. Instead, those with lower contact rates are becoming more prominent in
the population, and thus are receiving more infections than those who have the higher
contact rate.
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Figure 3-7: (a) Ranking of those that provide the greatest source of infection over the
initial epidemic (equation (3.66)), where one is the least important and four is the most
important. (b) Ranking of those that receive the greatest amount of infection over the
initial epidemic (equation (3.67)), where one is the least important and four is the most
important. The initial age group of highest contact is a = 0. All other parameters are
given in Table 3.1.
3.5.4 Summary
Implementing a step function as the contact rate has provided some interesting results.
We have seen that at the endemic equilibrium there are potentially some age{dependent
contact rates which produce similar seroprevalence proles to the age{independent con-
tact rate. However, if contacts are greatest amongst children or the older population
then the seroprevalence proles are dierent, with the wrong prole being chosen less
than 2% of the time. At the peak of the initial epidemic we have seen that the probabil-
ity of type I error is very small, indicating the seroprevalence proles are quantiably
dierent under the age{dependent contact rate.
3.6 Results II: Normal function
3.6.1 At the endemic equilibrium
We again look at the probability of the type I error at the endemic equilibrium, this time
with the contact rate modelled using the normal function (equation (3.70)). Figure 3-
8(a) shows the seroprevalence proles of the constant contact rate and three dierent
age{dependent contact rates where the intensity of contacts () is kept the same,
but the age group with the maximum number of contacts is changed. All of the
seroprevalence proles increase with age, however the gradient of the curve is dependent
on the varied parameter . For example, when  = 15 there is initially a steep increase
in the seroprevalence which becomes shallower with age. In contrast to this, when
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 = 45 the gradient of the curve appears to be fairly constant until it tails o for
older age groups. The proportion of the population seroprevalent also varies, with a
greater proportion of the population seroprevalent when the the highest contact rate
is amongst the younger population. As before, we have ensured R0  2 in each case.
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Figure 3-8: (a) Seroprevalence proles at the endemic equilibrium for the age{
independent contact rate (red line, equation (3.68)) and the age{dependent normal
function contact rate (equation (3.70)) where  = 15 (blue line),  = 30 (brown line)
and  = 45 (light blue line). The intensity of contacts around  is  = 10 and c5 = 2000.
(b) The probability of type I error at the endemic equilibrium across the seropreva-
lence proles as the age group which has the highest contact rate is increased. The
colours represent the probability of type I error for the seroprevalence proles given in
gure 3-8(a). The intensity of contacts around  is  = 10, and c5 is varied such that
R0  2. All other parameters are given in Table 3.1.
Figure 3-8(b) shows the probability of type I error as the age group who have the
most contacts () is increased. The intensity of contacts around  is kept constant
throughout, however c5 is varied to ensure the basic reproductive number is 2. We
see that when the maximum contact rate is highest amongst the younger or older
population there is a very low chance of type I error. This means that the seroprevalence
proles at the endemic equilibrium are suciently dierent and hence it is easy to
distinguish between them. The gure shows that the probability of type I error greatly
increases when the maximum contact rate is between those aged 20{35, rising to nearly
10%. When considering the seroprevalence proles it is unsurprising that it is for these
ages that the probability of type I error increases, as the proles look more similar
(see  = 30 in gure 3-8(a)). However, looking at the contact rates themselves (see
gure 3-4) we see it is for these age groups that the age{independent and age{dependent
contact rates are more similar; the distribution of contacts in the age{dependent case
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Figure 3-9: (a) Seroprevalence proles at the endemic equilibrium for the age{
independent contact rate (red line, equation (3.68)) and the age{dependent normal
function contact rate (equation (3.70)) where  = 2 (yellow line),  = 10 (blue line)
and  = 20 (purple line). The age group with the most contacts is  = 15. When  = 2
c5 = 1000,  = 10 c5 = 2000 and when  = 20 c5 = 3000. (b) The probability of type
I error at the endemic equilibrium across the seroprevalence proles as the intensity of
contacts around  is decreased ( is increased). The colours represent the probability
of type I error for the seroprevalence proles given in gure 3-9(a). The age group with
the most contacts is  = 15 and c5 is varied such that R0  2. All other parameters
are given in Table 3.1.
above and below the constant contact rate is more even. It is interesting to note that
the greatest  value is when  = 26. Due to the symmetry in the normal function
and the maximum age being 60 we may expect to see the greatest type I error around
30, however this is not the case. The gure shows that when the age group with the
highest contacts is between 20{40 it is harder to distinguish between the constant and
age{dependent normal function seroprevalence proles than for the other ages.
When considering the normal function there are two variables which we can change,
and therefore we also examine the probability of type I error when the intensity of
contacts around  is varied. Figure 3-9(a) shows the seroprevalence proles for the
constant contact rate and three examples where the intensity of contacts around  in
the age{dependent contact rate changes. When the intensity of contacts is high ( low)
this produces many contacts around a given age group, and we can see that this causes a
change to the seroprevalence prole. The seroprevalence prole resembles those for the
step function (compare with gure 3-5); between the ages of 10 and 20 there is a greater
increase in seroprevalence than for other age groups. This is because it is for these age
groups where contacts are intensied, and for the other age groups the contact rate
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is quite similar. The intense contacts mean seroprevalence is greater than otherwise
would be seen. However, as the intensity of contacts decreases ( increases), the normal
function becomes atter. Therefore contacts become more evenly distributed and hence
the shape of the seroprevalence proles tends to that of the constant function.
Figure 3-9(b) shows the probability of type I error at the endemic equilibrium as
the intensity of contacts around  is decreased ( is increased). As the intensity of
contacts is decreased there is initially a small decrease in the probability of type I
error. As  increases from 3 to 15 the probability of type I error stays relatively con-
stant, after which time it increases more dramatically. Considering the scale, we can
see that frequently the correct seroprevalence prole is chosen, and hence including
age structure in the population aects the seroprevalence proles. However, over-
all, as the intensity of contacts around  decreases the distribution of the number of
contacts of individuals increases, and hence the function attens and starts to tend to-
wards the constant, age{independent contact rate. Therefore the age{independent and
age{dependent seroprevalence proles become slightly harder to dierentiate between.
Decreasing the intensity of contacts further continues to increase the probability of
type I error.
3.6.2 At the initial epidemic peak
Again it is possible to perform a similar analysis at the initial epidemic peak. Fig-
ure 3-10(a) shows the seroprevalence for dierent values of  at the peak of the initial
epidemic. As for the step function, the seroprevalence proles are highly governed by
the contact rate at the peak of the epidemic, as the time period to the peak is much
shorter than the demographic dynamics.
Figure 3-10(b) shows the probability of type I error at the peak of the initial epi-
demic as the age group with the greatest average number of contacts () is increased.
We see that there is a similar shape to at the endemic equilibrium (compare with g-
ure 3-8(b)), however there is more variability in the type I error. Whilst there is an
increase and then decrease as  increases, it is not as ordered as at the endemic equi-
librium. The probability of type I error at the peak of the initial epidemic is also much
smaller than at the endemic equilibrium. This indicates that it is easier to distinguish
between the seroprevalence proles at the peak of the initial epidemic than it is at the
endemic equilibrium.
Again we also consider how the intensity of contacts around a given age aects
seroprevalence at the peak of the initial epidemic (gure 3-11(a)) and the corresponding
type I error (gure 3-11(b)). As in the previous case the seroprevalence curves at the
initial epidemic peak are highly inuenced by the contact rate. We immediately see
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Figure 3-10: (a) Seroprevalence proles at the peak of the initial epidemic for the age{
independent contact rate (red line, equation (3.68)) and the age{dependent normal
function contact rate (equation (3.70)) where  = 15 (blue line),  = 30 (brown line)
and  = 45 (light blue line). The intensity of contacts around  is  = 10 and
c5 = 2000. (b) The probability of type I error at the peak of the initial epidemic
across the seroprevalence proles as the age group which has the highest contact rate is
increased. The colours represent the probability of type I error for the seroprevalence
proles given in gure 3-8(a). The intensity of contacts around  is  = 10 and c5 is
varied such that R0  2. All other parameters are given in Table 3.1.
the eect this has on seroprevalence; when the intensity of contacts is high ( low),
seroprevalence is highly concentrated amongst certain ages. Decreasing the intensity
of contacts causes the seroprevalence to become more uniform across the population.
When examining the probability of type I error we see similar qualitative behaviour to
at the endemic equilibrium (compare gure 3-11(b) with gure 3-9(b)). However, this
time we only see an increase in the probability of type I error as the intensity of contacts
around  decreases. This is because as  increases the shape of the seroprevalence
prole becomes more similar to when the constant contact rate is implemented, making
the proles harder to dierentiate between.
3.6.3 Source and recipients of infection
As when studying the step function, we are able to examine the source and recipients of
infection over the course of the initial epidemic. For this we consider the age{dependent
normal contact rate (equation (3.70)) with  = 15 and  = 10. Figure 3-12(a) shows
the rankings of the source of infection (calculated using equation (3.66)). We see that
throughout the epidemic it is those with the higher contact rate who are the greatest
source of infection. After the peak of the epidemic there is a minimal change and those
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Figure 3-11: (a) Seroprevalence proles at the peak of the initial epidemic for the age{
independent contact rate (red line, equation (3.68)) and the age{dependent normal
function contact rate (equation (3.70)) where  = 2 (yellow line),  = 10 (blue line)
and  = 20 (purple line). The age group with the most contacts is  = 15. When
 = 2 c5 = 1000,  = 10 c5 = 2000 and when  = 20 c5 = 3000. (b) The probability of
type I error at the peak of the initial epidemic across the seroprevalence proles as the
intensity of contacts around  is decreased ( is increased). The colours represent the
probability of type I error for the seroprevalence proles given in gure 3-9(a). The age
group with the most contacts is  = 15 and c5 is varied such that R0  2. All other
parameters are given in Table 3.1.
aged around ten become the main source of infection. However, the main and least
sources of infection do not change signicantly over the course of the epidemic.
In contrast to this, the main recipients of infection (calculated using equation (3.67),
gure 3-12(b)) do change over the course of the epidemic. Initially it is those with the
highest contact rate who are the main recipients of infection. After the epidemic peak
there is a wave and the main recipients of infection change. As time continues those
with slightly lower contact rates become the main recipients of infection, as those with
the highest contact rates are now immune. This is because the duration of infection is
small in comparison to life expectancy. Therefore, shortly after the peak of the epidemic
those aged 15 become the individuals who are experiencing the least infection. As the
epidemic draws to a close those aged 59{60 are receiving the most infections; importance
decreases with age until 15{16, and then begins to increase again. It is important to
remember in gures 3-12(a) and (b) that it is the rank we are considering. Therefore
although at the end of the epidemic it is those aged 59{60 who are receiving the most
infection, there are not as many infected individuals as at the start of the epidemic
when those aged 15{16 are the most important.
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Figure 3-12: (a) Ranking of those that provide the greatest source of infection over the
initial epidemic (equation (3.66)), where one is the least important and 60 is the most
important. (b) Ranking of those that receive the greatest amount of infection over the
initial epidemic (equation (3.67)), where one is the least important and 60 is the most
important. The age group with the maximum contacts is  = 15 and the intensity
of contacts around  is  = 10 with c5 = 2000. All other parameters are given in
Table 3.1.
3.6.4 Summary
Implementing the normal function as the age{dependent contact rate has provided
dierent results depending on which parameter in the contact rate we have changed.
Increasing the average age of the individuals with most contacts has the same eect at
both the endemic equilibrium and the peak of the initial epidemic. There is initially
an increase in the probability of type I error, followed by a decrease. However, we
nd that the probability is much smaller at the peak of the initial epidemic than at
the endemic equilibrium. This means that the seroprevalence proles are easier to
dierentiate between at the peak of the initial epidemic than the endemic equilibrium,
indicating that it is initially important to know whether there is age{dependent contact
in the population.
Decreasing the intensity of contacts around a given age group also produced similar
results at the endemic equilibrium and at the peak of the initial epidemic, with the
probability of type I error increasing as the intensity of contacts around  decreases.
However, in contrast to the previous case, the probability of type I error is higher at the
peak of the initial epidemic than at the endemic equilibrium. This indicates that it is
easier to dierentiate between the seroprevalence proles at the endemic equilibrium as
the intensity of contacts decreases. These results together indicate that the distribution
of contacts is highly relevant in determining any dierences in seroprevalence proles
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if implementing an age{dependent contact rate.
Throughout the epidemic it is those that have the majority of contacts who are the
main source of infection. What is interesting to note is that this is the case even when,
after the initial epidemic peak, they are no longer the main recipients of infection. After
the peak of the initial epidemic, those who have less contacts become more important,
becoming the main recipients of infection.
3.7 Discussion
Age structure has been included in the transmission term when modelling infectious
diseases such as cholera (Alexanderian et al., 2011), tuberculosis (Aparicio and Castillo-
Chavez, 2009), measles (Schenzle, 1984) and dengue (Cochran and Xu, 2014; Mello and
Castilho, 2014). There is much theory on how age structure can be included in models
(Anderson and May, 1991; Hethcote, 2000; Thieme, 2001). However, there is little, if
any, literature on quantifying the dierences that we can see in dynamics when age{
independent and age{dependent contact rates are included in models. Therefore we
have focussed on implementing methods to quantify the dierences in age structured
models with age{independent and age{dependent contact rates. We have considered
the endemic equilibrium and the peak of the initial epidemic, however the methods
could be implemented at any reasonable time point.
When a step contact rate is implemented we see qualitatively and quantitatively
dierent results at the peak of the initial epidemic and at the endemic equilibrium. At
the peak of the initial epidemic there is a relatively constant probability of type I error
for all ages, which is very low. This means that the seroprevalence proles are easier
to dierentiate between and therefore more dierent from each other. In contrast, at
the endemic equilibrium as the age group which initially has the highest contact rate is
increased the probability of type I error increases and then decreases. Although at the
tails the probability of type I error is low, for medium ages the type I error can reach
nearly 18%. This means that it is easier to distinguish between the seroprevalence
proles at the initial epidemic than at the endemic equilibrium.
We see dierent results when implementing the normal contact rate, particularly
at the peak of the initial epidemic where we no longer see linearity in the probability
of type I error. Instead, the qualitative behaviour of the type I error is more similar
to at the endemic equilibrium where there is an increase and then decrease in the
probability of type I error as the age group with the maximum number of contacts
varies. However, quantitatively the results dier, showing that where in the course
of infection we are interested in aects how readily we can dierentiate between age{
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independent and age{dependent contact rates. A small type I error indicates that
the seroprevalence proles are dissimilar and therefore easier to dierentiate between.
At both the endemic equilibrium and the peak of the initial epidemic it is easier to
dierentiate the seroprevalence proles if younger or older individuals have the most
contacts. At the endemic equilibrium the probability of type I error is much higher than
at the peak of the initial epidemic meaning the seroprevalence proles are more similar.
Therefore inclusion of an age{dependent contact rate in a model may be inuenced by
whether we are interested in short{ or long{term dynamics.
We also see qualitatively similar behaviour at the endemic equilibrium and peak of
the initial epidemic when the intensity of contacts around a given age group is changed.
In contrast to varying the age group with the most contacts, the seroprevalence proles
are more similar at the initial epidemic peak than at the endemic equilibrium. In this
case it is therefore not only the short{term dynamics that are aected by an age{
dependent contact rate, but the long{term dynamics too.
The results for both age{dependent contact rates indicate the importance of which
age groups have the highest contact rate. When the intensity of contacts around a
given age group is kept constant, we see that at the endemic equilibrium the type I
error is correlated with the age group(s) with the most contacts. This is also true at
the peak of the initial epidemic where type I error is very low and hence seroprevalence
has been highly aected by the contact rates.
When considering the main sources and recipients of infections we see similar results
for both the step and normal functions. The trends can be seen more readily in the
normal function results as the discrete step function creates boundaries which have
slightly dierent conditions. The main source of infection is the age group with the
highest number of contacts. This helps to explain why measures such as closing schools
can be eective (Hens et al., 2009) for certain infectious diseases. The main recipients
of infection change throughout the epidemic. Initially the age group with the highest
number of contacts are the main recipients. However, as individuals start to recover
from infection other age groups become more dominant in receiving infection. Therefore
the main recipients of infection become those who have less contacts as the epidemic
progresses. This means that any control programmes may need to take this into account
as the optimal age group to target over time may vary.
For a simple SIR PDE model we have shown that it is possible to dierentiate
between given seroprevalence proles at the peak of the initial epidemic and at the
endemic equilibrium. The same analysis could also be used at other times during the
course of infection. The results show that we can see a dierence in the seroprevalence
proles when age{independent and age{dependent contact rates are implemented. The
101
Chapter 3. Age structured epidemiological models
amount of dierence we can see can change in the short{ and long{term, potentially
impacting on any control strategies.
We have reviewed literature showing indicators of age structure in the contact rate
for dengue. In this chapter we have implemented a single serotype model to investigate
the methodology we wish to use to determine dierences in seroprevalence proles. In
Chapter 4 we will extend the model for dengue by implementing two serotypes. We
quantify the dierences in the seroprevalence proles for one serotype and total sero-




AGE STRUCTURE IN THE
TWO{SEROTYPE DENGUE MODEL
Summary
In this chapter we extend and combine ideas from Chapters 2 and 3. We implement our
new framework for the two{serotype model for dengue where certain individuals are
predisposed to an enhanced secondary infection while others are not (see Chapter 2)
in a partial dierential equation setting for age. We then use the preliminary work in
Chapter 3 to study age structure in this two{serotype model for dengue. To do this
we initially consider how best to include vectors in our age structured model. We then
implement likelihood analysis at the endemic equilibrium and under two sets of initial
conditions at the peak of the initial epidemic. We conclude that age{dependent trans-
mission can have a signicant impact on seroprevalence proles seen and can interact
with the enhancement parameters associated with secondary infections. The initial
composition of the population also aects the probability of type I error. Therefore
age{dependence is important to include in a model if we wish to understand the impact
of age structure on transmission and subsequent seroprevalence in the population.
4.1 Introduction
We now extend the likelihood work introduced in Chapter 3 by incorporating two
serotypes of dengue in the model. As stated in Chapter 2, secondary dengue infections
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can give rise to antibody{dependent enhancement (ADE) (Sabin, 1952; Wearing and
Rohani, 2006; Guzman and Vazquez, 2010), where secondary infections can be more
severe. Therefore by modelling two serotypes we can include mechanisms such as this
which are applicable to dengue. We use the model framework described in Chapter 2 to
separate the population into those that have a predisposition to an enhanced secondary
infection and those that do not.
There is growing evidence to suggest that incorporating age structure into models
for dengue is applicable. Pongsumpun and Tang (2001) show incidence reports for
dierent age{groups during the 1998 DHF epidemic for three dierent provinces in
Thailand. These all indicate the need for age structure as incidence increases and then
decreases as age increases. Kongsomboon et al. (2004) studied age, time and birth
cohorts and determined that the age{group at greatest risk in Bangkok, Thailand
was 5{9 year olds. In contrast to this in other areas of Thailand, Thai et al. (2011)
found that the median age of dengue fever patients in primary infection was 12 years
and secondary infections was 20 years. This was using age{specic seroprevalence
data and a community longitudinal study. This is complemented by epidemiological
data for Thailand which shows that the mean age of DHF patients has steadily risen
between 1980 and 2004 (Nagao and Koelle, 2008). Balmaseda et al. (2006) found that
in a cohort of schoolchildren from Nicaragua, over two years seroprevalence for DENV
antibodies increased from 75% to 100% in children aged from 4 to 16. Dengue can also
aect infants; a study in Thailand considering data from 1988{1995 showed that out
of 995 0{15 year olds diagnosed with dengue, 7:7% were aged 0{2 (Pancharoen and
Thisyakorn, 2001). Halstead et al. (2002) found infant DHF/DSS accounted for 4.6{
5% of infants and children hospitalized in Thai, Vietnamese, Myanmar and Indonesian
children and infants. They also found dierences in observed age{distribution curves
for hospitalization of DHF/DSS cases in children; in Yangon the modal age was 4 whilst
in Bangkok this was 8.
The above indicates that a model which includes age structure will allow us to
incorporate observed epidemiological patterns. This can then help to indicate dier-
ences that may occur in the epidemic trajectory and at the equilibrium due to the
age{dependence in the model, helping to further understand the disease dynamics for
dengue. Although there are many dierent models for dengue which include attributes
associated with the virus, there is less modelling which includes age structure. Pong-
sumpun and Tang (2001) separate the population into dierent age{groups and use N
ODEs for each immune status compartment to model age structure. They determine
that age{dependence should be implemented for predicted incidence rates to be simi-
lar to DHF incidence seen in empirical data during the epidemic in Thailand in 1998.
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Following on from this, Pongsumpun and Tang (2003) use only two ODEs for each
immune status compartment, separating the population into juveniles and adults, and
perform stability analysis of the model. Using numerical simulations they show that
age structure can aect the underlying dynamics of the model including periodicity
and stability analysis. Supriatna et al. (2008) also use a two age{class model and ex-
amine the eect of vaccination. By including dierent eects of the vaccine depending
on whether an individual is healthy or is asymptomatic they nd that including age
structure aects standard results regarding how vaccination should be implemented.
A further approach, used by Ferguson et al. (1999b), is implementing PDEs to model
age structure. They use parameter estimation to evaluate their model, using age as
an indicator of serological patterns. More recently Mello and Castilho (2014) used a
time discrete age structured model to show how an estimate for the basic reproduc-
tive number (R0) can be found using age{distributions for the dierent immune status
compartments. They implement the model to nd R0 for an area in Brazil where they
had access to dengue serological data. Similarly, work on age structure PDE mod-
els has recently been implemented for dengue. Cochran and Xu (2014) include age
structure in both the host and vector populations, and nd four scenarios which they
analyse; the vector dies out, the vector population ourishes and disease is rife, both
host and vector survive but disease dies out, and an equilibrium solution where disease
is present. Their work shows how changes to parameters can aect the dynamics of
the model. Therefore knowledge of age structure and the disease dynamics are vital to
understanding and correctly interpreting results. These show some of the ways that age
structure has been included in models for dengue already, and the subsequent impact
it can have.
As in Chapter 3 whilst we can nd examples of age structure for dengue, there
is little research examining the dierences in models which include age{independent
and age{dependent contact rates. Whilst in the previous chapter a host{only model
was implemented and therefore contacts themselves can be measured, in this case the
mosquito becomes more important as the transmitter of infection. There are, however,
areas where vectors are more likely to ourish such as by stagnant water (World Health
Organisation, 2014a). If these are, for example, near schools or oces then certain
age{groups may be more likely to be bitten by a mosquito, and hence there is greater
chance of infection. Therefore understanding age structure in vector borne diseases
is also important. We therefore implement a continuous time{age partial dierential
equation (PDE) system to model the dynamics of a two{serotype model for dengue. We
perform a similar analysis to that of Chapter 3 on the model to attempt to determine if
we can easily dierentiate between age{independent and age{dependent transmission.
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This will allow us to understand its importance in aecting seroprevalence and hence
its eect on the model. We will also consider how the age{dependence interacts with
other parameters in the model which are vital to modelling the attributes associated
with dengue, such as ADE. This will allow us to understand not only the importance
of age{dependence, but also of the mechanisms of dengue and their interactions.
4.2 Preliminary work I: Single serotype host{vector model
4.2.1 The model
In the previous chapter we implemented ideas to dierentiate between age{independent
and age{dependent contact rates in seroprevalence proles. However dengue is not
spread via person to person contact. Therefore, we initially extend the model to include
the vector population and determine any dierences this may make. The host and
vector populations can be dened by the states susceptible hosts (S), actively infected
hosts (I), recovered hosts (R), susceptible vectors (SV ) and actively infected vectors
(IV ). We include age structure in the host population only. Therefore the model


















= I(a; t)  (a)R(a; t) (4.1c)
with initial conditions





 (a)N(a; t); I(0; t) = 0; R(0; t) = 0; (4.3)
where (a) is the natural mortality rate of a host aged a,  is the recovery rate of the
hosts and V (a; t) is the force of infection exerted by the vector on a host aged a at
time t. As in the previous chapter we assume the total population aged a at time t is
N(a; t) and we assume type I mortality (equation (3.24)). The model for the vector
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population is given by
dSV
dt
= (P (t)  SV (t))V   H(t)SV (t); (4.4a)
dIV
dt
= H(t)SV (t)  V IV (t); (4.4b)
with initial conditions
SV (0) = SV0 ; IV (0) = IV0 ; (4.5)
where V is the mortality rate of the vector, P (t) =
R
aN(; t)d =
P is the total
number of hosts at time t,  is the average number of mosquitoes per person and H(t)
is the force of infection exerted by the hosts on the vector at time t.
We note that the main dierence in contact structure between the host{only model
and host{vector model is down to the way that transmission occurs. In the host{
only model transmission occurs through person to person contacts, and the number of
contacts that dierent age groups have. In the host{vector model there is a transmission
probability which depends on the bite rate of the mosquito and the probability of
transmission given a bite between a host of a given age and the vector. Therefore, the
force of infection exerted by the host population on the vectors (H(t)) is given by
H(t) = qb
R L
0 p(a)I(a; t)daR L
0 p(a)N(a; t)da
; (4.6)
where b is the biting rate of mosquitoes, q is the transmission probability given a bite,
and the fraction term represents the probability a vector bites an infected host. This
term is weighted by p(a) which accounts for the fact that some age{groups are more
attractive or exposed to mosquitoes than others. We call this the exposure weighting.
The force of infection exerted by the vectors on hosts aged a (V (a; t)) is the total
number of infectious bites per unit time multiplied by the probability of being bitten
at age a. We assume that the biting rate of susceptible mosquitoes is the same as those
that are infected (Wearing and Rohani, 2006), and that the transmission probability
from vector to host is the same as from host to vector (Newton and Reiter, 1992).
Therefore if an individual is in age{group (a+ a) we have
V (a; t) = qbIV (t)
R a+a
a p()S(; t)dR L
0 p()N(; t)d
: (4.7)
As a! 0 the integral in the numerator tends to zero, and hence to solve the system
numerically we cannot use the continuous form. However, we can discretize the system
as in the previous chapter, and let an individual be in age{group i, i = 1; 2; : : : ; n.
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Then the force of infection for age{group i is





where q and b are as in equation (4.6), and pi is the exposure weighting of individuals
in age{group i.
We use a splitting method to solve the PDE system for the host (see Chapter 3,
Section 3.2.2), combined with a simple Euler scheme to solve the ODE system for the
vector. As in Chapter 3 it is possible to solve the system at equilibrium. We use
the next generation matrix and the dynamics close to the disease free equilibrium to
nd R0 (see Appendix B.1). We ensure that R0 is consistent when implementing the
dierent forces of infection in the model to ensure the results are comparable.
For our tests we implement an age{independent and age{dependent exposure weight-
ing. The age{independent exposure weighting is given by
p(a) = c1 8a; (4.9)
and the age{dependent exposure weighting is given by












where c1, c2 and c3 are varied to ensure that R0  2. We set c2 = 0:67 to allow a
base level of transmission for all age{groups in the age{dependent case. We can then
calculate the probability of type I error at the endemic equilibrium and peak of the
initial epidemic. For the host model parameters are given in Table 3.1 in Chapter 3
and for the host{vector model the parameters are the same as those used later in the
Chapter, given in Table 4.1.
4.2.2 Results
We compare the probability of type I error at the endemic equilibrium and peak of the
initial epidemic under the host model with the normal function contact rate introduced
in Chapter 3 and the host{vector model (equations (4.1){(4.4)) above. It is important
to note that although R0  2 for both models, there is no attempt at this point to
link the contact rate in the host model and the exposure weighting in the host{vector
model. Rather, we are interested to see if the qualitative behaviour in the probability
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of type I error is the same under both models.
Figure 4-1(a) shows the the probability of type I error at the endemic equilibrium
as the age{group with the maximum contact/exposure rate is increased. We see that
the qualitative behaviour in the probability of type I error is dierent; in the host
model there is an increase and decrease in the type I error as the age{group with the
maximum contact rate is increased. In contrast to this under the host{vector model
the probability of type I error decreases, then increases to a peak before decreasing
and then nally increasing again. At the peak of the initial epidemic (gure 4-1(b))
we again see dierent behaviour under the two models. When the host{vector model
is implemented we see the inverse results to the host model; as the age{group which
the maximum exposure rate is increased the type I error initially decreases and then
increases for older ages.
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Figure 4-1: Comparison of type I error under the host model (black circles) and host-
vector model (red squares) when the age{group with the maximum contact rate is varied
in the age{dependent model. In (a) we consider the endemic equilibrium and (b) the
peak of the initial epidemic. For the host model parameters are given in Table 3.1 and
for the host{vector model parameters are given in Table 4.1.
As when implementing the host model in Chapter 3 there are two variables which we
can change. Figure 4-2(a) therefore shows the type I error at the endemic equilibrium
as the intensity of contacts/exposure around  is increased. Again, we see qualitatively
dierent results at the endemic equilibrium under the two models. Whilst in the host{
model as the intensity decreases ( increases) the probability of type I error increases,
under the host{vector model as the intensity decreases so too does the probability of
type I error. At the peak of the initial epidemic the host{vector model shows a decrease
in the probability of type I error followed by an increase. In contrast the host model
simply shows an increase in the probability of type I error as intensity decreases.
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Figure 4-2: Comparison of type I error under the host model (black circles) and host-
vector model (red squares) when the age{group with the maximum contact rate is varied
in the age{dependent model. In (a) we consider the endemic equilibrium and (b) the
peak of the initial epidemic. For the host model parameters are given in Table 3.1 and
for the host{vector model parameters are given in Table 4.1.
4.2.3 Summary
The results show that there is a qualitative dierence in the probability of type I
error brought about by the inclusion of vectors in the model. Therefore, the vector
plays an important role in the transmission of dengue. Although there are quantitative
dierences in the type I error, these have not been adjusted for in this Section. It is
the qualitative dierences which are important, and which indicate that vectors should
be included in the analysis.
4.3 Preliminary work II: Comparison of R0 in the host
and host{vector model
As inclusion of the vector produced dierent probabilities of type I error at both the
endemic equilibrium and the peak of the initial epidemic we need to include them in
the model. However, the combined ODE{PDE host{vector model is more complex
to implement than its PDE counterpart. In Section 4.2 we ensure R0  2 in each
model and considered the qualitative results. We now try to establish a relationship
between the contact rate in the host model and the exposure weighting in the host{
vector model so that vectors can implicitly be included in the model. As we have
previously introduced both the host and host{vector models we will not do so again
here. For reference see equations (3.59) in Section 3.4.1 of Chapter 3 for the host model
and equations (4.1) and (4.4) in Section 4.2 for the host{vector model.
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4.3.1 Next{generation matrix
Host model
In the age structured host model the force of infection is given by
(a; t) = (a)
R L
0 ()I(; t)dR L
0 ()N(; t)d
; (4.12)
where (a) is the average number of people contacted per unit time by an individual
aged a. We can discretize the PDE system to calculate the next{generation matrix

























   nNnnP
k kNk
1CCCCCA ; (4.13)
where i is the discretized contact rate of age{group i. To nd the basic reproductive
number we then nd the spectral radius of Ghost.
Host{vector model
In the age structured host{vector model there are two force of infection terms; the force
of infection exerted by the host on the vector (H(t)) and the force of infection exerted
by the vector on a host aged a (V (a; t)). These are given by
H(t) = b
R L
0 p()I(; t)dR L
0 p()N(; t)d
; (4.14a)
V (a; t) = bIV (t)
R a+a
a p()S(; t)dR L
0 p()N(; t)d
; (4.14b)
where b is the transmission probability given an infected bite (we have combined terms
q and b from equation (4.8) for ease) and p(a) is the exposure weighting of an individual
aged a. Using the discretization discussed in Section 4.2 and Appendix B.1 the next{
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generation matrix for the associated discrete model is given by
Ghost-vector =
0BBBBBBBB@
0 0    0 bp1N1V Pk pkNk















   bpnNVPk pkNk 0
1CCCCCCCCA
; (4.15)
where pi is the discretized exposure weighting of age{group i. In this case we implement
spectral analysis and R20 is the dominant eigenvalue of the next{generation matrix.
4.3.2 The 2 2 case
We are trying to nd a link between the basic reproductive number of the host and host{
vector models so that the vector population can be included in the model implicitly.
Therefore we need to nd the dominant eigenvalue of each of the next generation
matrices, and equate these to determine (a) in terms of p(a). We will then test the
models to ensure the results of the host and host{vector models are similar. We will
start by assuming that the population is split into two age{groups (k = 1; 2).
Host model
Let 1, 2 be eigenvalues of Ghost with 1 > j2j, 1 > 0 with associated eigenvectors
v1, v2. We consider det(Ghost   I) which is given by
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Host{vector model
We perform similar analysis on the host{vector model. In this case we have
det(Ghost{vector   I) =

  0 bp1N1V Pk pkNk















The elements in the numerators in the third row are found using the fact that NV (t) =
P (t) = 
P2
k=1Nk where P (t) is the total host population size as previously dened.
We perform elementary row and column operations on matrix (4.18) to move the bot-
tom row to the top and the right most column to the left meaning



















































































































As the dominant eigenvalue is
p









V (p1N1 + p2N2)2
: (4.21)
113
Chapter 4. Age structure in the two{serotype dengue model
Equating R0
In both the host and host{vector models we want R0 to be equal. By nding a constant
c which links the basic reproductive number for the host{only and host{vector model,
then we can potentially include vectors implicitly in the host{only model. This will
make the model simpler and therefore easier to work with in the following analysis.
However, the vector dynamics will still be included in the model which we have shown
to be important in Section 4.2. Therefore we let 1 = cbp1 and 2 = cbp2 where c 2 R+.





































V (p1N1 + p2N2)
: (4.23)
Therefore if the population is split into two age{groups we have found a constant c
needed to equate the host and host{vector models in terms of their R0 values. We now
extend this to when the population is separated into n age{groups.
4.3.3 The n n case
Host model





































1CCA1 2    n = cb|: (4.24)
To nd the basic reproductive number we again need to nd the dominant eigenvalue.
When nding the eigenvalues we know that
cb|v = v (4.25)
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ivic = v (4.26)













Therefore the basic reproductive number is given by R0 = .
Host{vector model
For the host{vector model the rst n rows of the next generation matrix have one















det(Ghost{vector   I) =

  0    0 r1






0 0      rn
s1 s2    sn  

: (4.29)
We initially make two row/column operations meaning that the determinants of the
matrices are still identical; we move the bottom row of the matrix to the top and the
right most column of the matrix to the left. Therefore the determinant is equivalent
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to
  s1 s2    sn
r1   0    0
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rn 0     

+   + ( 1)n+2sn

r1      0





rn 0    0

= ( 1)2( )()n + ( 1)3s1( 1)2r1( )n 1 + ( 1)3s2( 1)2r2( )n 1



























Following the same procedure as for the 22 example, we let i = cbpi (i = 1; 2; : : : ; n,
c 2 R+). Equating equations (4.27) and (4.31) we nd that the constant is formed of









We now test this result to ensure that we get similar results when implementing p(a)
into the host{vector model and (a) = cbp(a) in the host model.
4.3.4 Results
Figure 4-3 shows the probability of type I error at the endemic equilibrium (gures 4-
3(a) and (b)) and at the peak of the initial epidemic (gures 4-3(c) and (d)) when
varying parameters within the exposure weighting term p(a) (equation (4.10)). At
the endemic equilibrium the two models provide results which are both qualitatively
and quantitatively similar. As the age{group which has the maximum exposure to
mosquitoes is increased (gure 4-3(a)) the maximum absolute value between any two
corresponding points is 0.0207. However, for some ages the dierence is much smaller.
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When decreasing the intensity of contacts around  = 15 (increasing , gure 4-3(b)) we
nd that the maximum absolute value between any two corresponding points is 0.0069.
Therefore at the endemic equilibrium the host model with the adjusted contact rate is
a good approximation to the host{vector model.


















































































Figure 4-3: (a) Type I error at the endemic equilibrium as the age{group with the max-
imum contact/exposure rate is increased. (b) Type I error at the endemic equilibrium
as the intensity of contacts/exposure around  = 15 is decreased ( increased). (c)
Type I error at the peak of the initial epidemic as the age{groups with the maximum
contact/exposure rate is increased. (d) Type I error at the peak of the epidemic as
the intensity of contacts/exposure around  = 15 is decreased ( increased). In all
gures the type I error for the host model is shown by squares and for the host{vector
model by circles. For the host model parameters are given in Table 3.1 with (a) given
in equation 3.70 in Chapter 3. For the host{vector model parameters are given in
Table 4.1 with p(a) given in equation (4.10).
At the peak of the initial epidemic the probability of type I error for the host{model
is slightly less than it is for the host{vector model. This is true both as the age{group
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with the maximum exposure weighting is increased (gure 4-3(c)) and the intensity of
contacts around  = 15 is decreased ( increased, gure 4-3(d)). In the former the
maximum absolute value between any two corresponding points is 0.0350, and in the
latter the maximum absolute value between any two corresponding points is 0.0191.
4.3.5 Summary
Overall, the dierence between the host and host{vector models is greater at the initial
epidemic peak than at the endemic equilibrium. This is likely to be because although
the force of infections are now equal, the inclusion of vectors in the model will mean
that the composition of the population is slightly dierent. This will have more of an
eect at the peak of the initial epidemic than at the endemic equilibrium. However,
these results indicate that by adjusting the contact rate in the host{only model to
implicitly include the vector population we can obtain similar results to when the
vector is modelled explicitly. This helps to simplify the model we are dealing with and
our subsequent analysis.
4.4 The model and methodologies
4.4.1 Two serotype host{vector model
We now consider the two{serotype host{vector model, shown in gure 4-4. An individ-
ual can be susceptible to both serotypes (S0), actively infected with primary infection
of serotype i (Ii), have homologous immunity to serotype i and susceptible to serotype
j with an enhanced or protected secondary infection (SEi ; S
P
i ), be actively infected
with serotype j having previously been infected with serotype i with an enhanced or
protected secondary infection (IEi;j ; I
P
i;j) or recovered from both serotypes (R). A vector
can be susceptible to both serotypes (SV ) or actively infected with serotype i (IV i).
We assume no co-infection in either the host or vector populations.
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(a)
(b)
Figure 4-4: (a) Flow diagram showing the new framework (presented in Chapter 2)
acting on a compartmentalized SIR model for the host population for dengue. En-
hancement intensity  acts on susceptibility of  proportion of the population with an
enhanced secondary infection and cross{protection  acts on susceptibility of the other
(1 ) proportion. (b) Flow diagram showing the vector dynamics. In both graphs for
clarity demography has not been included.
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= VNV   (H1(t) + H2(t) + V )SV (t); (4.33h)
dIV i
dt
= Hi(t)SV (t)  V Ii(t); (4.33i)






where (a) is the natural mortality rate of the host, V i(a; t) is the force of infection of
serotype i exerted by the vector on the host aged a at time t,  is the recovery rate of
the host,  is the enhancement prevalence,  is the enhancement intensity,  is the level
of cross{protection,  (a) is the birth rate of an individual aged a, V is the natural
mortality rate of the vector and Hi(t) is the force of infection of serotype i exerted by
the host on the vector.





Ii(; t) + I
E







and the force of infection of serotype i exerted by the vector on a host aged a is given
by
V i(a; t) = bIV i(t)
R a+a
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where as in the single serotype model b is the probability of becoming infected given
an infected bite and p(a) is the exposure weighting of a host aged a to the vectors.
4.4.2 Host{only model
The host{only model is a simplied version of the host{vector model, where trans-
mission from host to vector to host is approximated by direct transmission between
hosts. It can be seen in gure 4-4(a). It is formed of equations (4.33a){(4.33g) where
transmission via the vector is replaced by direct transmission. So, the force of infection
V i(a; t) is replaced by




Ii(; t) + I
E







where (a) is the \eective contact" (implicitly mediated by the vector) per unit time
of an individual aged a.
As for the single serotype model we wish to link the eective contact mediated by
the vector ((a)) in the host{only model and the exposure weighting (p(a)) in the host{
vector model. The basic reproductive number for multiple serotypes is the same as for
single serotypes (van den Driessche and Watmough, 2008). Therefore the constant c
implemented for the single serotype model (equation 4.32) can be implemented and we
nd that in discretized form
k = cbpk; (4.38)
where we have k age{groups, k = 1; : : : ; n. We therefore implement the host{only model
which implicitly includes vectors in the model via the constant c. When implementing
the PDE model we will need this in the continuous form, given by







where P (t) is the total population size at time t and p(a) is the exposure weighting of
hosts to vectors. It is worth noting that the constant c relates the vector population
size, the biting rate and the death rate of the vector to the force of infection i.e. the
elements we would usually expect to the associated with the basic reproductive number
for a host{vector model. It is also necessary to note that c itself depends on p(a).
As in Chapter 3 we implement an age{independent and an age{dependent trans-
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Parameter Denition Value
N Total population 104
b(a) Birth rate 160
L Maximum age of host 60
 Recovery rate 60.8
V Mortality rate of vector 26.1




 Average number females vectors per host 2
h; k Step size 0.005
c2 Constant (age{dependent model) 0.67
c3 Constant (age{dependent model)
 Age{group with maximum transmission rate
 Intensity of contacts around  10
Table 4.1: Parameter denitions and values used where kept constant. All rates given
per year.
mission rate. The age{independent exposure rate is given by
p(a) = c1 8a: (4.40)











The age{dependent exposure rate is given by













(a) = c(; ) (c2 + c3f(a;; )) : (4.44)
Parameters are given in Table 4.1.
To solve the PDE system we implement a splitting scheme in the same way as in
Chapter 3.
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4.4.3 Quantication
As in Chapter 3 we use the likelihood method to determine how easy it is to dierentiate
between seroprevalence proles with an age{independent and an age{dependent force
of infection. We will consider this both at the peak of the initial epidemic and at the
endemic equilibrium. The method is given in full in Chapter 3, Section 3.4.2, but we
will briey recap the main points.
1. Determine the seroprevalence prole under the age{independent and age{dependent
force of infection.
2. Sample the population according to the seroprevalence prole under the age{
independent force of infection.
3. Using likelihood methods determine whether the sample is more likely to have
come from the age{independent or age{dependent seroprevalence prole.
4. Repeat steps (1){(3) and count the number of times the sample is more likely to
have come from the age{dependent seroprevalence prole. Use this to determine
the probability of type I error.
In this chapter the model has become more complex than in Chapter 3. Therefore,
at the peak of the initial epidemic we have to implement interpolation to determine
more accurately the time of the peak of the epidemic. In doing so we gain greater
precision regarding the time of the peak of the epidemic, improving the accuracy of
our results.
4.4.4 Initial conditions
We wish to determine how the type I error changes as we vary dierent parameters
within the model. However, the results at the initial epidemic peak may dier de-
pending on the initial conditions that we use, as these aect the subsequent dynamics.
Therefore we will consider the type I error under two sets of initial conditions. Under
the rst set of initial conditions we introduce one individual infected with serotype 1
and two individuals infected with serotype 2 into an otherwise susceptible population.
The dierence in the initial number infected means that the serotypes do not behave
in an identical way. Under the second set of initial conditions we assume serotype 1
is endemic in the population and introduce one individual infected with the second
serotype.
For the dierent initial conditions we determine the type I error at the peak of
the initial epidemic for dierent cases. We need to know seroprevalence of serotype 1,
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seroprevalence of serotype 2 and total seroprevalence, given by
Serotype 1: N(a; t)  S0(a; t)  I2(a; t)  SE2 (a; t)  SP2 (a; t);
Serotype 2: N(a; t)  S0(a; t)  I1(a; t)  SE1 (a; t)  SP1 (a; t);
Serotypes 1 & 2: N(a; t)  S0(a; t):
4.5 Results I: At the peak of the initial epidemic
IC1: S0(0) = 9997, I1(0) = 1; I2(0) = 2
4.5.1 Varying the enhancement intensity 
We are now interested in whether we can dierentiate between the age{independent
and age{dependent seroprevalence proles and how the parameters in the two{serotype
model aect the results that we see. Figure 4-5(a) shows the seroprevalence of serotype
1 at the peak of the initial epidemic under the age{independent and age{dependent
transmission rates (equations (4.41) and (4.44) respectively) as the enhancement inten-
sity is varied. We set  = 0:5 meaning 50% of infections are enhanced. Susceptibility
on infections that are not enhanced is the same as for primary infections ( = 1).
As the enhancement intensity increases the seroprevalence of serotype 1 increases, as
susceptibility to infection has increased. Although quantitatively having an eect on
the seroprevalence, increasing the enhancement intensity does not qualitatively have
a great eect on the seroprevalence proles under either transmission rate. This is
exemplied in gure 4-5(b) where the probability of type I error is given as the age{
group which has the maximum transmission is increased. For each of the enhancement
intensities the qualitative shape is similar and varying the enhancement intensity has
little quantitative eect on the probability of type I error.
We also consider how varying the enhancement prevalence aects the seroprevalence
proles and the probability of type I error (gures 4-5(c) and (d)). As the enhancement
prevalence decreases seroprevalence decreases, as less individuals suer an enhanced
secondary infection meaning there is less infection in the population as a whole. This
is true under both transmission rates. Although minimal, there is a change in the area
between the two curves as the enhancement prevalence decreases. This then has an
eect on the probability of type I error for each age{group with the highest transmission
rate, shown in gure 4-5(d). The higher the enhancement prevalence, the smaller the
type I error and therefore the easier it is to dierentiate between the seroprevalence
proles. We see qualitatively that for each enhancement prevalence as the age{group
with the maximum transmission rate increases the probability of type I error initially
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Figure 4-5: (a) Seroprevalence proles at the peak of the initial epidemic under the
age{independent transmission rate (solid lines) and age{dependent transmission rate
(dashed lines) when the enhancement intensity is  = 2 (black lines),  = 3 (red
lines) and  = 5 (blue lines). (b) The probability of type I error at the peak of the
initial epidemic as the age{group with the greatest transmission rate is increased for
dierent enhancement intensities. (c) Seroprevalence proles at the peak of the initial
epidemic under the age{independent transmission rate (solid lines) and age{dependent
transmission rate (dashed lines) when the enhancement prevalence is  = 0 (black
lines),  = 0:5 (red lines) and  = 1 (blue lines). (d) The probability of type I error at
the peak of the initial epidemic as the age{group with the greatest transmission rate
is increased for dierent enhancement prevalences. In (a)  = 15,  = 0:5 and  = 1,
in (b)  = 0:5 and  = 1, in (d)  = 15,  = 3 and  = 1, in (d)  = 3 and  = 1. All
other parameters are given in Table 4.1.
decreases. For several age{groups which have the greatest transmission there is then a
similar probability of type I error, after which the probability of type I error increases
again. This means that when the highest transmission rate is among the middle ages it
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is easiest to dierentiate between seroprevalence proles, indicating that they are more
dierent from each other under the age{independent and age{dependent transmission
rates.
These ndings hold true as we increase the enhancement intensity and vary both
the enhancement prevalence and the age{group with the maximum transmission rate.
For both the single serotypes and total seroprevalence there is little dierence in the
probability of type I error as the enhancement intensity is increased. Overall, we nd
that it is harder to dierentiate between seroprevalence proles for individual serotypes
than for total seroprevalence (see Appendix B.2.1).
4.5.2 Varying the cross{protection 
Figure 4-6(a) shows the seroprevalence of serotype 1 at the peak of the initial epidemic
under the age{independent and age{dependent transmission rates (equations (4.41)
and (4.44) respectively) as the level of cross{protection is varied. As the level of cross{
protection decreases ( increases) seroprevalence increases. This is to be expected, as
a greater proportion of individuals can be infected with secondary infections which are
not enhanced. Although increasing the cross{protection causes a quantitative change
in the seroprevalence prole, there is only a small qualitative dierence in the age{
independent and age{dependent seroprevalence proles. However, the small dierence
aects the probability of type I error (and hence how readily we can dierentiate
between the transmission rates) as the age{group with the greatest transmission rate
is increased (gure 4-6(b)). If all secondary infections which are not enhanced have
complete protection ( = 0) then the probability of type I error is higher than when
they do not. This indicates that the seroprevalence proles are more similar when there
is total protection and thus harder to dierentiate between. Although this may seem
surprising considering the proles themselves, we can calculate the area of dierence
between the age{independent and age{dependent seroprevalence proles. We nd that
this area is increasing as cross{protection decreases, thus the proles are becoming
more dierent and causing the decrease in the probability of type I error. The gure
also shows that when the greatest transmission rate is among the middle ages, the
dierence in the probability of type I error as the level of cross{protection is varied
is greater than when the greatest transmission rate is among the young or the older
population.
We show the generalities of these ndings in gure 4-6, where we decrease the level
of cross{protection (increase ) as both the enhancement prevalence and the age{group
with the greatest transmission rate are varied. Figures 4-6(a), (b) and (c) show the
type I error for serotype 1 as the level of cross{protection is decreased from everyone
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Figure 4-6: (a) Seroprevalence proles at the peak of the initial epidemic under the
age{independent transmission rate (solid lines) and age{dependent transmission rate
(dashed lines) when the level of cross{protection is  = 0 (black lines),  = 0:5 (red
lines) and  = 1 (blue lines). (b) The probability of type I error at the peak of the
initial epidemic as the age{group with the greatest transmission rate is increased for
dierent levels of cross{protection. In (a)  = 15,  = 0:5 and  = 3 and in (b)  = 0:5
and  = 3. All other parameters are given in Table 4.1.
is protected if they do not have an enhanced secondary infection ( = 0) to no one is
protected ( = 1). If the greatest transmission rate is in younger or older age{groups
the dierence in seroprevalence proles is relatively uniform across all enhancement
prevalences. However, for the ages in between as the enhancement prevalence decreases
the probability of type I error increases. This happens at a quicker rate as the age{
group with the greatest transmission increases, and then slows again after  = 30.
This means that it is easier to dierentiate between the seroprevalence proles when
a greater proportion of the population suer an enhanced secondary infection. As
the level of cross{protection decreases ( increases) we see that the dierences in the
probability of type I error across the enhancement prevalences decrease. This means
that as a greater proportion of the population suer infections it becomes comparatively
easier to dierentiate between the age{independent and age{dependent seroprevalence
proles. We see similar behaviour for the serotype 2 dynamics (see Appendix B.2.2).
Unlike the single serotype, there is far more uniformity in the dierences in the sero-
prevalence proles across the enhancement prevalences for all cross{protection values
for total seroprevalence (gures 4-7(d), (e) and (f)). This indicates that the enhance-
ment prevalence is not a large factor in determining dierences in the seroprevalence
proles. As when increasing the enhancement intensity, it is easier to dierentiate the
127









































































































































































































Figure 4-7: Probability of type I error at the peak of the initial epidemic as the en-
hancement prevalence and the age{group with the greatest transmission rate are varied.
(a) (b) and (c) shows the probability of type I error for serotype 1. In (a)  = 0, in (b)
 = 0:5 and in (c)  = 1. (d) (e) and (f) shows the probability of type I error for both
serotypes. In (d)  = 0, in (e)  = 0:5 and in (f)  = 1. In all gures  = 3 and all
other parameters are given in Table 4.1.
seroprevalence proles when taking account of all infection in the population than for
an individual serotype.
4.5.3 Summary
We have examined the probability of type I error at the peak of the initial epidemic
when one individual infected with serotype 1 and two individuals infected with serotype
2 are introduced into a susceptible population. The results show that increasing the
enhancement intensity acting on the serotypes has little eect on how easy it is to
dierentiate between seroprevalence proles, both of a single serotype and total sero-
prevalence. For the individual serotypes decreasing the level of cross{protection has a
larger eect on the probability of type I error than for total seroprevalence, particularly
if the greatest transmission rate is among the middle ages. In both cases we nd that
decreasing the enhancement prevalence causes an increase in the probability of type
I error, making it harder to dierentiate between the seroprevalence proles. In con-
trast to this, for total seroprevalence the ease of dierentiating seroprevalence proles
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does not change with enhancement prevalence. When varying both the enhancement
intensity and the level of cross{protection we nd that it is easier to dierentiate be-
tween age{independent and age{dependent transmission in the total seroprevalence
age{proles than in age{proles for the individual serotypes.
4.6 Results II: At the peak of the initial epidemic
IC2: Serotype 1 at endemic equilibrium, I2(0) = 1
4.6.1 Preliminaries
We now start with the population at the endemic equilibrium for serotype 1, mean-




1 compartments. Although we can
calculate the endemic equilibrium analytically for the age{independent case we cannot
for the age{dependent case. Therefore we numerically nd the endemic equilibrium
age{proles for these compartments to use as the initial condition, at which point one
individual infected with serotype 2 is introduced into the population.
When serotype 1 is at the endemic equilibrium and an individual with serotype 2 is
introduced into the population the ensuing dynamics vary according to the parameters.
Over the initial period the dynamics of those infected with the endemic serotype range
from there being a small initial decrease, followed by an increase (gure 4-8(a)), to
there being an increase in the number infected, but at a slower rate to the increase
seen in serotype 2 (gure 4-8(b)). In both of these cases the initial epidemic peaks for
the two serotypes are not at a similar time. We are interested in the initial epidemic
peak, and therefore we restrict our analysis to the serotype which is introduced into the
population and the total seroprevalence. We study the total seroprevalence as although
it is dominated by the serotype introduced into the population (and so analysis can be
done at the initial epidemic peak), it allows us to gain an insight of how the endemic
serotype aects the probability of type I error.
4.6.2 Varying the enhancement intensity, 
Figure 4-9(a) shows the seroprevalence of serotype 2 at the peak of the initial epidemic
under the age{independent and age{dependent transmission rates (equations (4.41)
and (4.44) respectively) as the enhancement intensity is varied. As in the previous case
when varying the enhancement intensity, we assume no cross{protection acting on all
other secondary infections ( = 1). It is immediately clear that the initial conditions
have drastically changed the seroprevalence proles. Rather than constant seropreva-
lence across all age{groups under the age{independent contact rate, seroprevalence
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Figure 4-8: The number of individuals infected with serotype 1 which was initially
endemic in the population (green line), the newly introduced serotype 2 (blue line) and
total infections (red line). In (a) the enhancement prevalence is  = 0:05 and in (b)
the enhancement prevalence is  = 0:95. The enhancement intensity is  = 3 and the
level of cross{protection is  = 1. All other parameters are given in Table 4.1.
increases with age (compare with gure 4-5(a)). In Section 4.5 the quantitative be-
haviour of the seroprevalence changed under dierent enhancement intensities but the
qualitative behaviour did not. Under the new initial conditions the qualitative be-
haviour also changes under both the age{independent and age{dependent transmission
rates; for each enhancement intensity the seroprevalence increases with age, however
the gradient of the increase depends on the enhancement intensity. Comparing the
age{independent and age{dependent seroprevalence proles themselves, we see that
seroprevalence starts at approximately the same level. Under the age{dependent con-
tact rate the seroprevalence then substantially increases; this is because in this example
the age{group with the greatest transmission rate is  = 15. However, the gradient
of the proles then reduces and hence at age 60 the seroprevalence under the age{
independent and age{dependent transmission rates is again very similar.
Figure 4-9(b) shows the probability of type I error as the age{group with the greatest
transmission rate is increased for dierent enhancement intensities. Unlike under the
previous initial condition, varying the enhancement intensity has an eect on the prob-
ability of type I error; the greater the enhancement intensity the larger the probability
of type I error. This means that the seroprevalence proles under the age{independent
and age{dependent transmission rates are more similar than for lower enhancement
intensities, and thus more dicult to dierentiate between. Although quantitatively
dierent, varying the enhancement intensity has little qualitative eect on the type I
error, which is the same behaviour seen at the peak of the initial epidemic under the
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Figure 4-9: (a) Seroprevalence proles at the peak of the initial epidemic under the
age{independent transmission rate (solid lines) and age{dependent transmission rate
(dashed lines) when the enhancement intensity is  = 2 (black lines),  = 3 (red lines)
and  = 5 (blue lines). (b) The probability of type I error at the peak of the initial
epidemic as the age{group with the greatest transmission rate is increased for dierent
enhancement intensities. In (a)  = 15,  = 0:5 and  = 1, in (b)  = 0:5 and  = 1.
All other parameters are given in Table 4.1.
rst initial conditions (compare with gure 4-5(b)).
Figure 4-10(a) shows the total seroprevalence at the peak of the initial epidemic
under the age{independent and age{dependent transmission rates (equations (4.41) and
(4.44) respectively). The seroprevalence proles are much smoother than for the single
serotype (compare with gure 4-9(a)). For younger ages the seroprevalence prole is
dominated by the serotype 2 dynamics, however for the older age{groups seroprevalence
is much higher; this is dominated by the serotype which was initially endemic in the
population.
The probability of type I error as the enhancement intensity is increased is shown
in gure 4-10(b). The qualitative behaviour in the type I error is dierent to that for
the single serotype, and therefore the endemic serotype is playing a role in how easy
it is to dierentiate between the age{independent and age{dependent seroprevalence
proles. The qualitative behaviour as the enhancement intensity increases is similar in
each graph, however the error does increase minimally as enhancement increases. For
the enhancement prevalence, as the age{group with the maximum transmission rates
increases there is an initial decrease in the probability of type I error until a minimum
is reached. Unlike for the single serotype, this then increases for middle ages, before
decreasing again and nally increasing as the older age{groups have the maximum
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Figure 4-10: (a) Seroprevalence proles for total seroprevalence at the peak of the initial
epidemic under the age{independent transmission rate (solid lines) and age{dependent
transmission rate (dashed lines) when the enhancement intensity is  = 2 (black lines),
 = 3 (red lines) and  = 5 (blue lines). (b) The probability of type I error at the peak
of the initial epidemic as the age{group with the greatest transmission rate is increased
for dierent enhancement intensities. In (a)  = 15,  = 0:5 and  = 1, in (b)  = 0:5
and  = 1. All other parameters are given in Table 4.1.
transmission rate.
The generalities of these ndings for both the single serotype and total seropreva-
lence are the same as the enhancement prevalence and age{group with maximum trans-
mission rate are varied. It is, however, interesting to note that for nearly all parameter
combinations the probability of type I error is greater for the total seroprevalence than
for the individual serotype. This is in contrast to when the previous set of initial
conditions was implemented (see Appendix B.3.1).
4.6.3 Varying the cross{protection, 
Figure 4-11(a) shows the seroprevalence of serotype 2 at the peak of the initial epidemic
under the age{independent and age{dependent transmission rates (equations (4.41)
and (4.44) respectively) as the level of cross protection is varied. As the level of cross{
protection decreases ( increases) the seroprevalence increases, which we also saw under
the rst set of initial conditions. However, unlike under the rst set of initial condi-
tions, the seroprevalence proles qualitatively change as the level of cross{protection
decreases. Under the age{independent transmission rate the gradient of the prole
increases with age and gets steeper as cross{protection decreases. The same is true un-
der the age{dependent transmission rate, however there is also an increase in gradient
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around the age{groups which have the greatest transmission rate. Figure 4-11(b) shows
the probability of type I error of the seroprevalence proles as the age{group with the
highest transmission rate is varied. We see very similar qualitative and quantitative
behaviour as to under the rst set of initial conditions (compare with gure 4-6(b)).
As the cross{protection decreases ( increases) it becomes easier to dierentiate the
seroprevalence proles at the peak of the initial epidemic.













































Figure 4-11: (a) Seroprevalence proles at the peak of the initial epidemic under the
age{independent transmission rate (solid lines) and age{dependent transmission rate
(dashed lines) when the level of cross{protection is  = 0 (black lines),  = 0:5 (red
lines) and  = 1 (blue lines). (b) The probability of type I error at the peak of the
initial epidemic as the age{group with the greatest transmission rate is increased for
dierent levels of cross{protection. In (a)  = 15,  = 0:5 and  = 3 and in (b)  = 0:5
and  = 3. All other parameters are given in Table 4.1.
We show the generalities of these ndings in gure 4-12, where we decrease the
level of cross{protection (increase ) as both the enhancement prevalence and the
age{group with the greatest transmission rate are varied. For the case where  = 3,
 = 0,  = 0 the dynamics do not lend themselves to an initial epidemic peak, and
therefore in this case we have started the analysis at  = 0:05. This is because the
initial conditions mean there is a decrease in the number of infected individuals before
damped oscillations occur.
Figures 4-12(a), (b) and (c) show the probability of type I error for the serotype
introduced into the population. As the level of cross{protection decreases the type I
error decreases across all parameter combinations in the ( ) parameter space. This
means that as cross{protection decreases it becomes easier to dierentiate between the
seroprevalence proles. This is especially true when the greatest transmission rate is
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among the middle ages. The graphs also change qualitatively as the level of cross{
protection decreases. When cross{protection acts on secondary infections that are not
enhanced (gures 4-12(a) and (b)), as the enhancement prevalence decreases the type
I error increases. This means that the greater the proportion of the population with
enhanced secondary infections, the harder it is to dierentiate between age{independent
and age{dependent seroprevalence proles. However, as the level of cross{protection
decreases ( increases, gure 4-12(c)), the probability of type I error becomes more




































































































Figure 4-12: Probability of type I error at the peak of the initial epidemic as the
enhancement prevalence and the age{group with the greatest transmission rate are
varied for serotype 1. In (a)  = 0, in (b)  = 0:5 and in (c)  = 1. In all gures  = 3
and all other parameters are given in Table 4.1.
For total seroprevalence we see the same qualitative behaviour as when varying
the enhancement intensity. Therefore we again have a dierent qualitative behaviour
between the single serotype and the total seroprevalence. This indicates that although
serotype 1 does not peak at the same time as the introduced serotype, the dynamics
still inuence total seroprevalence.
4.6.4 Summary
We have considered the probability of type I error at the peak of the initial epidemic
when serotype 1 is at equilibrium and one individual infected with serotype 2 is intro-
duced into the population. The results show that increasing the level of enhancement
has a small eect on how easy it is to dierentiate seroprevalence proles at the peak of
the initial epidemic. As the enhancement intensity increases there is less uniformity in
the probability of type I error across enhancement prevalences. We nd that decreasing
the level of cross{protection makes it easier to dierentiate between age{independent
and age{dependent seroprevalence proles at the peak of the initial epidemic for the
serotype which is introduced into the population. This is also true for total seropreva-
134
Chapter 4. Age structure in the two{serotype dengue model
lence. We also see that there is dierent qualitative behaviour in how easy it is to
dierentiate seroprevalence proles when examining the single serotype and total sero-
prevalence. This is due to one serotype being at the endemic equilibrium when infection
with the other serotype is introduced into the population.
4.7 Results III: At the endemic equilibrium
Running the system to the endemic equilibrium means that the initial conditions are
unimportant as we are no longer interested in the initial transient behaviour. We
therefore proceed using the rst set of initial conditions. We also increase the step size
in the numerical scheme to k; h = 0:01 so that the system is able to reach equilibrium
faster. As before, we want to determine how the probability of type I error changes
as we vary the enhancement prevalence and the age{group which has the maximum
transmission rate. We follow the same algorithmic steps as for nding the probability
of type I error at the peak of the initial epidemic. However, in some cases a stable
endemic equilibrium is not reached and there are periodic dynamics. In these cases we
are unable to perform the likelihood analysis and hence nd the probability of type I
error. This is because we need a specic point where the time proles are comparable
which we will not be able to nd if the system is unstable.
4.7.1 Varying the enhancement intensity, 
Figure 4-13(a) shows the seroprevalence of serotype 1 at the endemic equilibrium under
the age{independent and age{dependent transmission rates (equations (4.41) and (4.44)
respectively) as the enhancement intensity is varied. As the enhancement intensity
increases so too does seroprevalence under both transmission rates. We can see that the
proles themselves follow a similar trajectory under both the age{independent and age{
dependent transmission rates. Figure 4-13(b) shows the probability of type I error as the
age{group with the greatest transmission is increased. The dierences in seroprevalence
proles are fairly similar for each of the enhancement intensities. As the age{group with
the greatest transmission rate increases there is initially a decrease in the probability of
type I error, followed by an increase for the middle ages, followed by a second decrease
before nally increasing as the age{group with the maximum transmission is in the
older ages. These results indicate that the age{group with the maximum transmission
rate is highly important in determining how similar the seroprevalence proles are
at the endemic equilibrium, and thus how easy it is to determine the importance of
age{dependence in the model.
The generalities of these ndings are the same as the enhancement prevalence and
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Figure 4-13: (a) Seroprevalence proles at the endemic equilibrium under the age{
independent transmission rate (solid lines) and age{dependent transmission rate
(dashed lines) when the enhancement intensity is  = 2 (black lines),  = 3 (red
lines) and  = 5 (blue lines). (b) The probability of type I error at the endemic equi-
librium as the age{group with the greatest transmission rate is increased for dierent
enhancement intensities. In (a)  = 15,  = 0:2 and  = 1, in (b)  = 0:2 and  = 1.
All other parameters are given in Table 4.1.
age{group with the maximum transmission rate are varied. This is true for the single
serotype (gure 4-14) and total seroprevalence. The dynamics do however change as
the enhancement intensity increases for certain enhancement prevalences. In gure 4-
14(a) we see that when  = 2 the system always has a stable endemic equilibrium
in the (   ) parameter space, however this is not the case when the enhancement
intensity is increased to  = 3 (gures 4-14(b)). The white area represents where
there is oscillatory behaviour under one or both of the transmission rates. Therefore,
the type I error cannot be calculated. Increasing the enhancement intensity further
to  = 5 (gures 4-14 (c)) moves the point at which the oscillatory behaviour occurs
to the right, meaning that the system is unstable for a greater region of the (   )
parameter space. This is also seen for total seroprevalence.
These graphs show that an endemic equilibrium is not always attained. Therefore
we consider the bifurcation points as the enhancement prevalence is varied. Figure 4-
15(a) shows the maximum and minimum number of individuals seroprevalent with
serotype 1, either once the endemic equilibrium has been reached, or in the last 50
years if the endemic equilibrium has not been reached by t = 2; 500 years, when the
age{dependent contact rate is implemented. When  = 2 the system is stable for
all ages, however as  is increased we see that for larger enhancement prevalences
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Figure 4-14: Probability of type I error at the endemic equilibrium as the enhancement
prevalence and the age{group with the greatest transmission rate are varied for serotype
1. In (a)  = 2, in (b)  = 3 and in (c)  = 5. In all gures  = 1 and all other
parameters are given in Table 4.1.
the system is no longer stable. Decreasing the enhancement prevalence changes the
behaviour and allows for stability. Increasing  again pushes the bifurcation point to












































Age−group with maximum transmission rate, µ
(b)
Figure 4-15: (a) Bifurcation diagram showing the total number of individuals who
are infected with or have previously been infected with serotype 1 as the enhance-
ment prevalence is varied for dierent enhancement intensities when the age{dependent
transmission rate is implemented. (b) The area which the bifurcation point falls for the
age{independent and age{dependent transmission rates. Red represents when  = 3
and blue represents when  = 5. In all graphs  = 1 and all other parameters are given
in Table 4.1.
It is interesting to note that the bifurcation point does not occur for the same
enhancement prevalence when dierent age{dependent transmission rates are imple-
mented. This indicates that the transmission function has an impact on the point of
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bifurcation. Figure 4-15(b) shows the region where the bifurcation point occurs for
each of the dierent transmission rates; the empty blocks are the case for the age{
independent transmission rate, whilst the age{dependent transmission rates are shown
by the coloured blocks. As we only increase the enhancement prevalence by  = 0:1 in
each case we are only able to estimate where the actual bifurcation occurs. As would be
expected from the previous graphs, as the enhancement intensity increases, the point
of bifurcation decreases - this is seen for all cases. For each enhancement intensity
there is a similar shape; as the age{group which has the maximum transmission rate
increases the enhancement prevalence at which the bifurcation occurs increases and
then decreases. This does not happen in synchrony for all enhancement intensities.
We see when  = 3 if the age{group with the maximum transmission rate is those
aged 35 an endemic equilibrium can still be reached, whilst for the other age{groups
it cannot. It is also worth noting that when the age{independent transmission rate is
implemented the bifurcation points occur in similar places to those seen in Chapter 2,
when the extended Ferguson et al. (1999a) model was implemented.
4.7.2 Varying the level of cross{protection, 
Figure 4-16(a) shows the seroprevalence proles of serotype 1 at the endemic equilib-
rium under the age{independent and age{dependent transmission rates (equations (4.41)
and (4.44) respectively) as the level of cross{protection is varied. Under both transmis-
sion rates as the level of cross{protection decreases the seroprevalence increases. This is
to be expected; a decrease in cross{protection allows for greater infectivity in the pop-
ulation. As when varying the enhancement intensity, the seroprevalence proles under
the two transmission rates are qualitatively similar for each level of cross{protection.
However, in contrast, varying the cross{protection has a greater impact on seropreva-
lence in the population (compare with gure 4-13(a)). The probability of type I error
at the endemic equilibrium is qualitatively the same as when the enhancement inten-
sity was varied. However, as the level of cross{protection decreases ( increases) the
seroprevalence proles are more dierent and therefore easier to dierentiate between.
The generalities of theses ndings are the same as the enhancement prevalence and
age{group with the maximum transmission rate are varied. As the cross{protection
decreases for individual serotypes it becomes easier to dierentiate between seropreva-
lence proles (see Appendix B.4). In contrast, for total seroprevalence there is no
change as cross{protection decreases. The qualitative behaviour for each enhancement
prevalence is similar to that found when varying the enhancement intensity.
As when varying the enhancement intensity, we nd that for large enhancement
prevalences there is not a stable endemic equilibrium and hence we cannot implement
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Figure 4-16: (a) Seroprevalence proles at the peak of the initial epidemic under the
age{independent transmission rate (solid lines) and age{dependent transmission rate
(dashed lines) when the level of cross{protection is  = 0 (black lines),  = 0:5 (red
lines) and  = 1 (blue lines). (b) The probability of type I error at the peak of the
initial epidemic as the age{group with the greatest transmission rate is increased for
dierent levels of cross{protection. In (a)  = 15,  = 0:2 and  = 3 and in (b)  = 0:2
and  = 3. All other parameters are given in Table 4.1.
the likelihood analysis to nd the type I error; this behaviour is expected. However,
when  = 0:25 and  = 0:5 we also see oscillatory behaviour when  = 0 (see gure 4-17
for an example when  = 15). When  = 0 no infections are enhanced. If alongside
this  = 0 then there are no secondary infections and an endemic equilibrium is quickly
reached. If  = 1 there is no protection against infections which are not enhanced
and the endemic equilibrium can be reached in a timely manner. However, for levels of
cross{protection between, we see that if there is no enhancement of secondary infections
( = 0) and a high level of cross{protection ( small), this causes the system to be
unable to reach a stable endemic equilibrium.
4.7.3 Oscillations when  = 0
We need to determine whether the oscillations seen when  = 0 are due to numerical
error or because of the interaction of the parameters which is in some way causing
the behaviour. In the simulations above we incremented time and age in steps sizes
of k; h = 0:01. Therefore the rst measure to test is if rening the step size has
an eect at  = 0. Figure 4-18 shows examples where rening the step size means
the system reaches the endemic equilibrium, for example under the age{independent
transmission rate (gure 4-18(a)) and under the age{dependent transmission rate with
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Figure 4-17: Bifurcation diagram showing the total number of individuals who are
infected with or have previously been infected with serotype 1 as the enhancement
prevalence is varied for dierent levels of cross protection when the age{dependent
transmission rate is implemented. The enhancement intensity is  = 3, the age{group
with maximum transmission rate is  = 15 and the intensity of contacts around  is
 = 10. All other parameters are given in Table 4.1.
 = 30 (gure 4-18(b)). However, there are examples when under the age{dependent
transmission rate oscillations still occur, for example when  = 15 (gures 4-18(c) and
(d)). The regular oscillations that can be seen after a long transitional period would
indicate that they may be a part of the system. If the oscillations were a numerical
error we may expect them to propagate and worsen, however this does not happen.
We can use an alternative numerical scheme to see if this provides dierent re-
sults. Figure 4-19(a) shows the trajectory using both the forward{time backward{
space (upwind) scheme and the splitting scheme. For details on the upwind scheme
see Chapter 3. The gure shows that the oscillations are of a greater magnitude when
the upwind scheme is implemented, however as with the splitting scheme there are
still regular oscillations. The greater magnitude in oscillation is to be expected; the
splitting scheme was shown to be more accurate than the upwind scheme (see Chap-
ter 3). Figure 4-19(b) shows the oscillations over 100 years once transient behaviour
has been removed. It appears that the period of the oscillations is dierent under the
two schemes, and therefore we consider this in more detail.
Table 4.2 shows the dominant period for each of the immune status compartments
using the two dierent schemes. The dominant periods in the oscillations are simi-
lar for the two schemes, and we see that in both cases the susceptible and recovered
populations oscillate just over twice as quickly as the other compartments. We would
also expect there to be a slight dierence in the period as the magnitude of the oscil-
lations is dierent. This is interesting to see, and again adds to the possibility that
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Figure 4-18: (a) Time series showing the number of individuals in the SP1 (red line) and
SP2 (black line) compartments when the age{independent transmission rate is imple-
mented. (b) Time series showing the number of individuals in the SP1 (red line) and S
P
2
(black line) compartments when the age{dependent transmission rate is implemented
with  = 30. (c) Time series showing the number of individuals in the SP1 (red line)
and SP2 (black line) compartments when the age{dependent transmission rate is imple-
mented with  = 15 (d) 200 year time series showing the number of individuals in the
SP1 (black line) and S
P
2 (red line) compartments when the age{dependent transmission
rate is implemented with  = 15 once the transient behaviour has settled. The rst
2,400 years have been discarded. In all gures  = 0,  = 3 and  = 0:5. All parameters
are given in Table 4.1.
the oscillations being seen are not numerical error, but due to the interactions of the
parameters.
Finally we consider the region the oscillations occur for when  = 0. If there is
a continuous area in the (   ) parameter space that the oscillations occur for this
would again indicate that the oscillations are not simply due to numerical error. We
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Figure 4-19: (a) Time series showing the number of individuals in the SP1 using the
forward{time backward{space scheme (black line) and the splitting scheme (red line).
(b) Time series for 200 years showing the number of individuals in the SP2 compartments
after the transient behaviour has been discarded when the forward{time back{ward
space scheme (black line) and splitting scheme (red line) are implemented. In both
graphs k = h = 0:05,  = 0,  = 3,  = 0:5 and the age{dependent transmission rate
is implemented with  = 15. All other parameters are given in Table 4.1.
can see that for varying levels of cross{protection between  = 0:1 and  = 0:5 there
is a continuous region where a stable endemic steady state is not reached (gure 4-
20). This would indicate some interplay between the age{groups with the maximum
transmission rate and the nature of the serotype cross{protection which is causing the
oscillations.
4.7.4 Summary
When varying both the enhancement intensity and the cross{protection we see that
this is little dierence in the qualitative behaviour of the type I error at the endemic
equilibrium. There can be some changes across enhancement prevalences (especially
for high cross{protection), however there are not the scale of changes seen at the peak
of the initial epidemic.
The main dierences that can be seen when increasing the enhancement intensity
and the cross{protection is that the solution is not always stable and oscillations can
occur. Increasing the enhancement intensity causes the bifurcation point to exist for
reducing enhancement prevalences. We have been able to give an estimate of where
the bifurcation point may fall in the case of the age{independent and age{dependent
transmission cases. This allows us to see that age{dependent transmission can greatly
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Table 4.2: The dominant period for each of the compartments when implementing the
forward-time backward-space scheme with step size k; h = 0:05. The system is left to
























Figure 4-20: (   ) parameter space showing whether the endemic equilibrium is
reached (black) or whether oscillations persist (white). The time series is incremented
in steps of 0.005 to a time of 5,500 years.
aect the dynamics, stabilizing an unstable system in some cases. Finally, we have
shown that if there is only cross{protection acting on the model then for high levels of
cross{protection there can be oscillatory behaviour, i.e. age structure and immunity
generate oscillations without any enhancement.
4.8 Discussion
In this chapter we have found the probability of type I error at the endemic equilibrium
and at the peak of the initial epidemic under two sets of initial conditions. Considering
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the size of the type I error has allowed us to examine how prominent age{dependence
is in the two{serotype model for dengue by determining how similar seroprevalence
proles are under models which do and do not include age{dependent contact rates.
We found that if we introduce both serotypes into a nave population the results
dier from those obtained if one serotype is already endemic in the area. If infection is
introduced into a nave population at the peak of the initial epidemic the enhancement
intensity does not aect the type I error. This implies that age{dependence in the
transmission rate and the enhancement intensity do not interact that much. In contrast
to this, varying the level of cross{protection has a greater eect; the lower the cross{
protection the easier it is to dierentiate seroprevalence proles. It is also interesting
to note that qualitatively the probability of type I error across age{groups with the
greatest transmission rate does not change when both the enhancement intensity and
cross{protection are varied.
When one serotype is endemic in the population the qualitative behaviour in the
probability of type I error is aected, particularly in total seroprevalence. The be-
haviour then mimics what is seen at the endemic equilibrium rather than what has
previously been seen at the peak of the initial epidemic.
A second dierence that can be seen between the rst set of initial conditions and
the second set is in the values that the type I error takes. Under the rst initial condi-
tions it is harder to dierentiate the seroprevalence proles in the individual serotypes
than total seroprevalence for (nearly all) parameter combinations. However, when one
serotype is endemic in the population the opposite is true, meaning that it is harder
to distinguish between the age-dependent and age-independent proles when consider-
ing the total seroprevalence than that of serotype 2. This therefore has implications
regarding population structure and whether one serotype is already endemic in the pop-
ulation or not. The results indicate that this could cause a dierence in how readily
age{dependence aects the ensuing dynamics.
For many of the results there is a similar probability of type I error across en-
hancement prevalences for a given age{group which have the maximum number of
contacts. Studies showing the proportion of DHF in secondary infections (Guzman
et al., 2000, 2002; Sabchareon et al., 2012) indicate that not all secondary infections
are enhanced. The result therefore suggests that as there is little change in how easy
it is to dierentiate seroprevalence proles as the enhancement prevalence decreases,
analysis for dengue may potentially be able to focus on the age{group which has the
greatest number of infections, and hence nding an appropriate transmission rate to use
in models. In contrast, when considering cross-protection it is important to know the
enhancement prevalence in the population. If the enhancement prevalence is small this
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makes it harder to dierentiate seroprevalence proles for children and young adults,
particularly if there is cross-protection acting on secondary infections which are not
enhanced.
The results indicate that, especially in a completely susceptible population, age-
structure has an eect at the initial epidemic peak, as there is a dierence in how easy
it is to dierentiate between seroprevalence proles. The initial conditions also have
an eect on the results. If a serotype is introduced into a nave population, as it was
in the 2002 epidemic in Chile (Chowell et al., 2013) and the 2012 epidemic in Madeira
(Lourenco and Recker, 2014), the probability of type I error is dierent from that
obtained if a serotype is introduced into a population where there has previously been
an outbreak of a dierent serotype, such as the 1997 epidemic in Cuba (Guzman et al.,
2000). Therefore the make{up of the population when infection enters the population
is also vital to know when studying age structure.
At the endemic equilibrium varying the enhancement level and the cross{protection
did not have a great eect on the probability of type I error as the enhancement preva-
lence was varied. In contrast to this at the peak of the initial epidemic the probability of
type I error changes with enhancement prevalence, particularly as the cross-protection
is varied. However, what is seen when varying the enhancement intensity and cross{
protection at the endemic equilibrium is a change in the dynamics of the system and
a stable endemic steady state cannot always be achieved for dierent enhancement
prevalences. Instead a bifurcation occurs, leading to oscillatory dynamics.
The probability of type I error at the endemic equilibrium follows similar qualitative
behaviour for the individual serotypes and total seroprevalence as both the enhance-
ment level and cross{protection are varied. This is similar to the behaviour for total
seroprevalence at the initial epidemic peak when one serotype was endemic. It is not
surprising that it is under these conditions that there are similarities; serotype 1 was
already at an endemic equilibrium and therefore inuencing the dynamics.
The results show that both at the peak of the initial epidemic and at the endemic
equilibrium age-dependent transmission can have a large eect on the seroprevalence
proles, and therefore make it easier to dierentiate between age-dependent and age-
independent transmission. Research would indicate that it is the younger age groups
who are most at risk of primary and secondary dengue infections (Kongsomboon et al.,
2004; Balmaseda et al., 2006; Thai et al., 2011), and the type I error does vary in
these categories. In most cases, particularly at the endemic equilibrium, increasing the
age-group which has the maximum number of contacts initially decreases the type I
error, meaning that it is easier to dierentiate between the age-dependent and age-
independent seroprevalence proles. This in turn means that age-dependent transmis-
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sion is having an eect on the seroprevalence proles that are obtained. Therefore,
if we are interested in how age structure aects seroprevalence, for example how it
inuences the epidemic trajectory and subsequent dynamics, then it is important to be
included in a model for dengue.
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CHAPTER 5
THE PROBABILITY OF AN
EPIDEMIC FOR STOCHASTIC AGE
STRUCTURED MODELS
Summary
In this chapter we introduce stochastic age structured models. We split the population
into three age groups and assume that each can have a dierent exposure to mosquitoes.
We initially consider a non{seasonal model and use ospring probability generating
functions and stochastic simulations to determine the probability of an epidemic as the
exposure weightings are varied. We then implement seasonality in the vector population
and determine the probability of an epidemic. As the exposure of dierent age groups
to the mosquito is varied we nd that if infection starts in the host population the
probability of an epidemic changes more dramatically than if infection starts in the
vector population. This indicates that transmission from host to vector has a greater
eect on the probability of an epidemic than transmission from vector to host. We also
determine that as the mosquito population size increases the gradient of increase in the
probability of an epidemic depends on which age group the outbreak starts in.
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5.1 Introduction
Deterministic models such as those used in the previous chapters provide an excellent
way of modelling epidemiological systems. However, due to their nature they do not
allow for the variation that is often seen in the real world. In a deterministic model if
the basic reproductive number (R0) is large enough one person will always allow for an
epidemic to occur, yet in reality this is not always the case (Diekmann and Heesterbeek,
2000). Therefore, we will now consider stochastic models, where variability within the
model means that an epidemic may not always occur.
There are several dierent ways that stochastic models can be implemented, ranging
from including noise in dierential equations to event-driven approaches (Keeling and
Rohani, 2008). Each of these has advantages and disadvantages, and can be used in
dierent ways. For an event{driven epidemiological model, an event occurs when an
individual moves in or out of a compartment in the model in each small time step.
Gillespie's algorithm is often used in stochastic modelling when using an event-driven
approach (Keeling and Rohani, 2008). In this case the probability that each event will
happen is calculated, and in each time-step (which is not uniformly distributed) one of
the events will occur. In this way the dynamics of the model vary with each simulation.
Event{driven approaches dier from including noise in deterministic models as there
has to be a whole number of individuals in a given state. This means we no longer
have proportions of individuals in a compartment, which is also more realistic than the
deterministic counterpart.
Epidemic stochastic models can be used for a number of dierent reasons. Due
to their inclusion of probabilistic events and chance, they can be applied to model
interventions and potentially how eective dierent controls will be (Gibson et al., 1999;
Chowell et al., 2013). They can also be used to examine disease extinction (Keeling
and Grenfell, 1997; Allen and van den Driessche, 2013), and hence the probability of
whether an epidemic will in fact occur. There are several examples where dengue has
been introduced into a nave population. For example, there was a dengue epidemic in
Madeira in 2012 (Lourenco and Recker, 2014), on Easter Island, Chile in 2002 (Chowell
et al., 2013), and in 1997 a small outbreak in Cuba, where the previous epidemic (of
a dierent serotype) had been between 1977{1979 (Guzman et al., 2000). For a given
population distribution knowing the probability of an epidemic in these circumstances
is benecial. Whilst the basic reproductive number is used for deterministic models
and can give an indication of the severity of an epidemic, understanding the probability
that an epidemic will occur if infection enters an entirely susceptible population is also
important.
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Stochastic models have previously been implemented for dengue. Aguiar et al.
(2011b) use a stochastic model to show a realistic pattern for a two{serotype dengue
model. Otero and Solari (2010) use an event{driven approach to show that in a seasonal
dengue model the time at which an infected host enters the population aects the
distribution of the nal epidemic size. Christoerson et al. (2014) use a single serotype
stochastic model which focuses on viraemia in the host. They nd that understanding
the contact relationship between hosts and vectors is vital to predict the likelihood and
magnitude of an epidemic. We will use the stochastic model to focus on a dierent
aspect relating to dengue; age structure.
In Chapters 3 and 4 we introduced age structure for single and two{serotype dengue
models and explained the importance of age structure modelling for dengue. We now
implement these ideas for a single{serotype stochastic model. Therefore, in this chapter
we will use existing theory regarding the basic reproductive number and extinction
thresholds for stochastic models to determine these for an age structured model. We
will nd the basic reproductive number for the deterministic ODE model, and then
analyse the corresponding stochastic model. We follow existing theory to numerically
nd the probability of extinction by using ospring probability generating functions.
We determine how varying the exposure weighting of dierent age groups and changing
the initial conditions aects the probability of an epidemic. Finally, we examine the
probability of an epidemic in a seasonal model, and also nd how the time at which
infection enters the population aects the probability of an epidemic. The rst section
of work uses theory on extinction thresholds given by Allen and Lahodny Jr (2012).
When implementing the seasonal model we use the work of Bacaer and Ait Dads (2012)
to determine the probability of an epidemic.
5.2 Methods of analysis
When studying the dynamics of infection there are dierent methods which can be
used to analyse the system. These are dependent on the type of model which is imple-
mented. For the deterministic ODE model we can use the basic reproductive number,
R0, which gives the expected number of secondary cases which are generated from one
infected individual in a nave population (Diekmann and Heesterbeek, 2000; Keeling
and Rohani, 2008). If R0 is less than 1 the disease will die out, whereas if R0 is greater
than 1 an epidemic will ensue. In contrast, when dealing with stochastic models we
consider ospring probability generating functions and implement analysis using these
to nd the probability that extinction will occur (Allen and Lahodny Jr, 2012). Taking
the complement of this we can nd the probability of an epidemic.
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We use these methods for a non-seasonal model, however seasonality adds to the
complexity of the problem. It is necessary to consider the time infection enters the
population, as the probability an epidemic will occur depends on both the periodicity
in the population and when in the cycle infection starts. We therefore follow the work
of Bacaer and Ait Dads (2012) to determine the probability of an epidemic in the
seasonal model.
5.2.1 Non-seasonal deterministic model
For the non-seasonal deterministic ODE model we need to consider the next generation
matrix to determine the basic reproductive number of the system. Further information
can be found, for example, in van den Driessche and Watmough (2008). To nd the
basic reproductive number let I = (I1; I2; :::In)
0 be the vector of infected individuals.




= (F   V )I; (5.1)
where F   V is the Jacobian matrix at the DFE. F is termed the transmission matrix
and V the transition matrix. There are ve assumptions which matrices F and V have
to satisfy to ensure the model is well posed (van den Driessche and Watmough, 2008).
The basic reproductive number is the spectral radius of the next generation matrix, G,
found by
G = FV  1: (5.2)
The basic reproductive number will give us information about the deterministic ODE
model which corresponds to the stochastic model that we will study.
As well as examining the basic reproductive number for the whole population we
can consider the reproductive number of dierent age groups. The type reproductive
number is the number of secondary cases of a given type arising in a future generation
from one infected individual of the same type (Diekmann et al., 2013). However, we
are interested in the total number of infections generated by an individual of a given
type, not just those infections of the same type. We will call this the \population{type"
reproduction number. We can use the next{generation matrix to nd this. Taking I
as above we have
It+1 = GIt; (5.3)
where G is the next generation matrix (equation (5.2)). The number of new infections
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caused by an individual in Ii is given by





where gi;j is an element in G (i; j = 1; : : : ; n). Therefore to nd the population{type
reproduction number for type i ( Ti) we sum the elements in column i of the next{
generation matrix.
5.2.2 Non-seasonal stochastic model
For the non-seasonal stochastic model we create a continuous-time Markov chain model
which is analogous to the deterministic model. We need a quantity similar to the basic
reproductive number which can be used to determine the probability of an epidemic
in a stochastic model. Then we can use the model to derive thresholds for disease
extinction (and consequently epidemic thresholds).
To derive the stochastic threshold for disease extinction using the Markov chain pro-
cess we again approximate the system near the DFE. We then implement the following
steps to determine the probability of an epidemic.
1. Find the transitions in the model and list the probability with which they occur.
2. Calculate the ospring probability generating function (PGF) for the dier-
ent initial conditions that can arise from the model. The PGFs are given by
fi(u1; u2; : : : ; un) where i is a given group of individuals and ui is a number,
ui  1 associated with infectious group Ii.
3. Calculate the expectation matrix, M . The elements mji correspond to the ex-
pected number of ospring of type j which an individual of type i produces. Note
that the denition is similar to that of the next generation matrix, however, the
next generation matrix looks at secondary infections which are new. In contrast
the expectation matrix considers the number of ospring which could, for ex-
ample, be a primary infection but an individual has aged and so moved into a







The spectral radius of the expectation matrix gives information regarding the
probability of extinction (Athreya and Ney, 1972) when infection is rst intro-
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duced into the population:
(a) if (M) < 1 the probability of extinction is 1.
(b) if (M) > 1 the probability of extinction is less than 1.
As t ! 1 the probability of an epidemic is 1, however we are interested in the
probability of an epidemic when infection rst enters a population.
4. If the probability of extinction is less than 1 there exists a unique xed point
of the PGF which is the probability of extinction given an initial condition. To
nd this let 0 < qi < 1 and for each i set fi(q1; : : : ; qn) = qi. If Ij(0) = kj the
probability of extinction is given by
lim
t!1Prob fI(t) = 0g = q
k1
1 : : : q
kn
n < 1: (5.5)
5.2.3 Seasonal stochastic model
Seasonality can be included in a model in dierent ways, for example to represent
changes in environmental factors such as the weather which may aect birth rates in
mosquito driven diseases. For the seasonal stochastic model we have to implement a
dierent methodology as the periodicity aects the underlying dynamics. If there is
time dependence in the model the probability of an epidemic depends on at what point
infection enters the population. We follow the work of Bacaer and Ait Dads (2012) to
nd the probability of an epidemic in our seasonal stochastic model.
We consider the analogous ODE model to the stochastic problem being solved. Let
I = (I1; I2; :::; In)
0 denote the infected populations in the model linearised at the disease




where A(t) is a non-negative matrix, and AI represents the number of new infectious
individuals created in a given time step t. The matrix B(t) is formed using the other
parameters and transition rates between the dierent compartments. Let bll(t) be the
exit rates of compartments and bkl(t), k 6= l be the transfer rates from compartment l
into compartment k. Then Bkl(t) =  bkl(t) (k 6= l), and Bll(t) = bll(t) +
P
k 6=l bkl(t).
Bacaer and Ait Dads (2012) gives the theoretical analysis (including the necessary
assumptions to be made on matrices A(t) and B(t)) of how to nd the probability
of extinction for a periodic system. Assuming that we wish to nd the probability
of extinction at time  , given that at time t0 there are (I1(t0); I2(t0); ::::; In(t0)) 6=
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l (0) = 1: (5.9)
This yields the probability of disease extinction. We therefore nd the complement
to calculate the probability that extinction does not occur (equally the probability of
an epidemic).
5.2.4 General model information
We implement a single serotype age structured model for dengue. As we are considering
the probability of an epidemic near the DFE (or the DF state in the seasonal model)
we are only interested in the invasion of a single serotype. The hosts can be in one
of three age-groups; children (i = 1), working age (i = 2) and retired (i = 3). We
return to a model for dengue similar to Ferguson et al. (1999a), where individuals are
susceptible, infected with or recovered. However, as we are considering the probability
of an epidemic we are only interested in a single serotype. Therefore, in each of the age
groups an individual can be susceptible (Si), infected (Ii) or recovered (Ri) (i = 1; 2; 3).
A vector can be susceptible (SV ) or infected (IV ) at any given time t. The dynamics
are shown in gure 5-1. There is a constant host population, with birth and mortality
rate . Individuals become infected through an infectious bite at rate V i, where i
corresponds to the age-group (i = 1; 2; 3) and infectious hosts recover at a rate . We
assume that the recovery rate is the same for all age groups. Progression from child to
adult occurs at rate 1 and from adult to retired at rate 2. The vector population is
also constant, with birth and mortality rate V . Mosquitoes become infectious upon
biting an infectious host at rate H(t), however due to their short lifespan there is no
recovered compartment for the infected vector.
The model being implemented determines whether the dierent rates act concur-
rently or sequentially. This is explained further in Section 5.3. The parameters used
in each of the models, where kept identical, are given in Table 5.1.
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(a)
(b)
Figure 5-1: (a) Flow diagram showing the compartmentalized SIR model for three
age groups (b) Flow diagram showing the vector dynamics. In both ow diagrams for
clarity births and mortality have not been included.
Parameter Denition Value
 Host mortality rate 0.0167
N Host population size 500
 Average number of vectors per host 5
1 Rate of change child to working age 0.0667
2 Rate of change working age to retired 0.0222
 Transmission rate 70
 Host recovery rate 52
i, i = 1; 2; 3 Exposure weighting of age-group i
NV = N Vector population size 2500
V Vector mortality rate 26
a
Amplitude of oscillation in vector
0.25
birth rate - seasonal model
Table 5.1: Parameter denitions and values where kept constant. All rates are given
per year.
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5.3 Model I: Non{seasonal model
5.3.1 Non{seasonal deterministic model




= N   (V 1 + 1 + )S1; (5.10a)
dS2
dt
= 1S1   (V 2 + 2 + )S2; (5.10b)
dS3
dt
= 2S2   (V 3 + )S3; (5.10c)
dI1
dt
= V 1S1   ( + 1 + )I1; (5.10d)
dI2
dt
= V 2S2 + 1I1   ( + 2 + )I2; (5.10e)
dI3
dt
= V 3S3 + 2I2   ( + )I3; (5.10f)
dR1
dt
= I1   (1 + )R1; (5.10g)
dR2
dt
= I2 + 1R1   (2 + )R2; (5.10h)
dR3
dt
= I3 + 2R2   R3; (5.10i)
dSV
dt
= VNV   (H + V )SV ; (5.10j)
dIV
dt
= HSV   V IV : (5.10k)





where  is the transmission rate. This is the number of bites per vector per unit time
multiplied by the per bite vector to host transmission probability. i is the exposure
weighting of host age group i to the vectors. The force of infection exerted by the host
on the vector is
H =
(1I1 + 2I2 + 3I3)P
i iNi
; (5.12)
where i is as in equation (5.11). We assume that the per bite host to vector trans-
mission probability is equal to the per bite vector to host transmission probability,
meaning that  is commutable between the two forces of infection.
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To nd the basic reproductive number we need to calculate the spectral radius of
the next generation matrix at the DFE. At the DFE all infected and recovered com-
partments have no individuals in them. The stable population sizes in the susceptible










(1 + )(2 + )
; SV = NV : (5.13b)






write the transmission and transition matrices from equation (5.1) as
F =
0BBBB@



















 + 1 +  0 0 0
0  + 2 +  0 0
0 0  +  0
0 0 0 V
1CCCCA (5.16)
respectively. Therefore, the next generation matrix is given by,
G =
0BBBB@


















and R0 is the largest real eigenvalue of G.
The population{type reproduction numbers are therefore given by
T1 =
1 + 1 SV
( + 1 + )
; T2 =
2 + 2 SV
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where  is as given in equation (5.14).
5.3.2 Non{seasonal stochastic model
We now create the continuous-time Markov chain model which is analogous to the
deterministic model in Section 5.3.1. As stated previously, the methodology follows
Allen and Lahodny Jr (2012).
Transitions in the model
We initially need to list the transitions that can occur in the model and the frequency
with which they happen. This is shown in Table 5.2. Each event changes the population
from one state to another in one of three ways; one compartment decreases in population
size by one (for example an individual dies), one compartment increases in population
size by one (for example a birth), or both of these things happen at the same time (for
example if someone recovers from infection). Hosts and vectors move from initial state
a given by
a = (S1; S2; S3; I1; I2; I3; R1; R2; R3; SV ; IV ) (5.19)
to state b which is given in Table 5.2. State a is therefore the population state which
changes due to individual transitions.
Ospring PGFs
Figure 5-1 and Table 5.2 show that there are 11 discrete random variables and 26
possible transitions that can occur. We assume the population is at the DFE and let
the initial conditions for the susceptible and recovered compartments be given by
S1(0) = S1; S2(0) = S2; S3(0) = S3; SV (0) = SV
R1(0) = 0; R2(0) = 0; R3(0) = 0;
where S1, S2, S3 and SV are given in equation (5.13). We let the initial conditions for
the infected compartments be
(I1(0); I2(0); I3(0); IV (0)) = (i1; i2; i3; i4); (5.20)
where ij is Kronecker delta (ij = 0 if i 6= j, ii = 1). We then generate the ospring
probability generating functions (PGFs) for the system.
Let us initially make some new denitions for simplication purposes. As stated
previously we are considering the system near the DFE. Therefore we let the infection
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Description State transition b Rate P (a;b)
Host birth (S1 + 1; S2; S3; I1; I2; I3; R1; R2; R3; SV ; IV ) N
Ageing S1 (S1   1; S2 + 1; S3; I1; I2; I3; R1; R2; R3; SV ; IV ) 1S1
Infection S1 (S1   1; S2; S3; I1 + 1; I2; I3; R1; R2; R3; SV ; IV ) V 1S1
Mortality S1 (S1   1; S2; S3; I1; I2; I3; R1; R2; R3; SV ; IV ) S1
Ageing S2 (S1; S2   1; S3 + 1; I1; I2; I3; R1; R2; R3; SV ; IV ) 2S2
Infection S2 (S1; S2   1; S3; I1; I2 + 1; I3; R1; R2; R3; SV ; IV ) V 2S2
Mortality S2 (S1; S2   1; S3; I1; I2; I3; R1; R2; R3; SV ; IV ) S2
Infection S3 (S1; S2; S3   1; I1; I2; I3 + 1; R1; R2; R3; SV ; IV ) V 3S3
Mortality S3 (S1; S2; S3   1; I1; I2; I3; R1; R2; R3; SV ; IV ) S3
Ageing I1 (S1; S2; S3; I1   1; I2 + 1; I3; R1; R2; R3; SV ; IV ) 1I1
Recovery I1 (S1; S2; S3; I1   1; I2; I3; R1 + 1; R2; R3; SV ; IV ) I1
Mortality I1 (S1; S2; S3; I1   1; I2; I3; R1; R2; R3; SV ; IV ) I1
Ageing I2 (S1; S2; S3; I1; I2   1; I3 + 1; R1; R2; R3; SV ; IV ) 2I2
Recovery I2 (S1; S2; S3; I1; I2   1; I3; R1; R2 + 1; R3; SV ; IV ) I2
Mortality I2 (S1; S2; S3; I1; I2   1; I3; R1; R2; R3; SV ; IV ) I2
Recovery I3 (S1; S2; S3; I1; I2; I3   1; R1; R2; R3 + 1; SV ; IV ) I3
Mortality I3 (S1; S2; S3; I1; I2; I3   1; R1; R2; R3; SV ; IV ) I3
Ageing R1 (S1; S2; S3; I1; I2; I3; R1   1; R2 + 1; R3; SV ; IV ) 1R1
Mortality R1 (S1; S2; S3; I1; I2; I3; R1   1; R2; R3; SV ; IV ) R1
Ageing R2 (S1; S2; S3; I1; I2; I3; R1; R2   1; R3 + 1; SV ; IV ) 2R2
Mortality R2 (S1; S2; S3; I1; I2; I3; R1; R2   1; R3; SV ; IV ) R2
Mortality R3 (S1; S2; S3; I1; I2; I3; R1; R2; R3   1; SV ; IV ) R3
Vector birth (S1; S2; S3; I1; I2; I3; R1; R2; R3; SV + 1; IV ) VNV
Infection SV (S1; S2; S3; I1; I2; I3; R1; R2; R3; SV   1; IV + 1) HSV
Mortality SV (S1; S2; S3; I1; I2; I3; R1; R2; R3; SV   1; IV ) V SV
Mortality IV (S1; S2; S3; I1; I2; I3; R1; R2; R3; SV ; IV   1) V IV
Table 5.2: Table showing transitions probabilities for the non-seasonal stochastic model
when the initial state a is given by equation (5.19), where V iSi is given in equa-
tions (5.21){(5.22) and HSV is given in equations (5.23){(5.24)
from vector to host transition be given by











and  is given in equation (5.14). Similarly, the infection from host to vector transition
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can be given by
HSV = H SV (5.23a)
=
1I1 + 2I2 + 3I3

SV (5.23b)






There are four ospring PGFs for the system as infection can start in any one of
the host age groups or in the vector compartment. To demonstrate the ospring PGFs
we will use the example where i = 1 in equation (5.20) so
(I1(0); I2(0); I3(0); IV (0)) = (1; 0; 0; 0): (5.25)
The infected child can either infect a vector at rate H1, age at rate 1, recover at rate
 or die at rate . The probability of recovery or mortality is given by
p0 =
 + 
H1 + 1 +  + 
;
the probability of ageing is given by
p1 =
1
H1 + 1 +  + 
;
and the probability of infecting a vector is given by
p3 =
H1
H1 + 1 +  + 
:
When the child ages there is no longer anyone in the I1 compartment, as they have
moved into the I2 compartment. However, when infection of the vector occurs there
is a birth, which is dened as a successful transmission of infection. When successful
transmission occurs and the vector becomes infected there are two infectious agents;
the child in the I1 compartment and an infected vector in the IV compartment. In the
PGFs we use ui to represent each of the dierent infected groups (with 4 representing
the vectors). Therefore the ospring PGF when there is initially an infected child is
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f : [0; 1]! [0; 1]
f1(u1; u2; u3; u4) = p3u1u4 + p1u2 + p0 (5.26a)
=
H1u1u4 + 1u2 +  + 
H1 + 1 +  + 
: (5.26b)
The rst term in the numerator is the probability of infecting a vector, which leaves
the initially infected child (u1) and produces the infected vector (u4). The second term
is the probability of ageing which leaves us with the infected working{age person (u2),
and the third term is the probability of recovering or dying, neither of which leaves
an infected individual in any compartment. The ospring PGFs can be generated for
the second, third and fourth initial conditions. For i = 2 ((I1(0); I2(0); I3(0); IV (0)) =
(0; 1; 0; 0)) we have
f2(u1; u2; u3; u4) =
H2u2u4 + 2u3 +  + 
H2 + 2 +  + 
; (5.27)
for i = 3 ((I1(0); I2(0); I3(0); IV (0)) = (0; 0; 1; 0)) we have
f3(u1; u2; u3; u4) =
H3u3u4 +  + 
H3 +  + 
; (5.28)
and for i = 4 ((I1(0); I2(0); I3(0); IV (0)) = (0; 0; 0; 1))
f4(u1; u2; u3; u4) =
V 1u1u4 + V 2u2u4 + V 3u3u4 + V
V 1 + V 2 + V 3 + V
: (5.29)
The ospring PGFs can now be used to nd the expectation matrix and the xed
points associated with epidemic probability for the stochastic model.
Expectation matrix
As stated previously, the elements mji in the expectation matrix correspond to the ex-
pected number of ospring of type j which an individual of type i produces. Therefore,
for example, m34 is the expected number of infectious retired hosts which an infected
vector produces. For the three-age stochastic model being implemented the expectation






















V 1+V 2+V 3
V 1+V 2+V 3+V
1CCCCA : (5.30)
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The largest real eigenvalue of M subsequently determines the extinction threshold of
the non-seasonal stochastic model.
Fixed points
Due to the complexity of our system it is not possible to give analytical expressions for
the xed points. However they can be calculated numerically using MATLAB.
5.3.3 Results I: Varying the exposure weightings
It is important to note that the exposure weightings in the model are relative to each
other. Therefore, the probability of an epidemic if 1 = 2 = 3 = 0:1 is the same as
if 1 = 2 = 3 = 1. This is because the exposure weighting aects the whole age-
group, not just infected individuals. The transmission term for each age-group does not
change; it is the frequency that all hosts come into contact with vectors that is being
varied. Therefore we consider how the exposure weightings of the age groups compare
to each other. For example, if 1 = 3 = 0:5 and 2 = 1 the working age group are
exposed to vectors twice as much as the other ages. Once exposed the probability of a
transmission event is the same for all age-groups.
We initially consider the non{seasonal deterministic model. Figure 5-2(a) shows the
population{type reproduction numbers ( Ti) for infected compartments Ii (i = 1; 2; 3; V )
as the exposure weighting of the working age group is varied. As the exposure weighting
of the working age group increases the population{type reproduction number decreases
for the children's and retired age groups. This is because the exposure of the work-
ing age group is increasing, meaning that the distribution of bites changes across the
population. As previously stated the exposure weightings are relative to each other.
Therefore, as the exposure weighting of the working age group increases, the relative
exposure that the children and the retired age groups have to vectors becomes less
important. This means the population{type reproduction number decreases as more
vectors are biting the working age group instead. In contrast, the population type
reproduction number for the working age group increases. This is to be expected; the
working age group are having a greater impact, thereby increasing the expected number
of infections that they can make. Varying the exposure weighting has no eect on the
population{type reproduction number of the vectors; the vectors bite at the same rate,
it is just the composition of the population that they bite that changes. Therefore,
the population{type reproduction number itself is identical as the exposure weighting
is varied.
We then consider the corresponding non{seasonal stochastic model. Figure 5-2(b)
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Figure 5-2: (a) The population{type reproduction numbers for the children's age group
(solid line), working age group (dashed line), retired age group (dotted line) and vectors
(dot-dashed line) as the exposure weighting of the working age group is increased. (b)
The probability of an epidemic using the PGFs (equations (5.26){(5.29)) as the expo-
sure weighting of the working age-group is varied. The initial conditions are I1(0) = 1
(solid line), I2(0) = 1 (dashed line), I3(0) = 1 (dotted line) and IV (0) = 1 (dot{dashed
line). In both gures the exposure weighting of the children's and retired age-groups
are 1 = 1 and 3 = 0:5 respectively. All other parameters are given in Table 5.1.
gives an example of how the probability of an epidemic changes when the exposure
weighting of the working age group is varied and the exposure weightings of the other
age groups are kept constant, calculated using the PGFs (equations (5.26) { (5.29)).
The qualitative behaviour in the gure is similar to that of the population{type re-
production numbers (compare with gure 5-2(a)). If infection starts in the youngest
or oldest age group then as the exposure weighting of the working age group increases
the probability of an epidemic decreases. The reasoning for this is the same as in the
deterministic case; the exposure of the population changes and therefore the vectors are
distracted by the working{age group. If infection starts in the working age group there
is initially a steep increase in the probability of an epidemic as the exposure weighting
increases. This is unsurprising; the more exposure the group has to mosquitoes, the
more likely the vector is to bite in that group (i.e. where the infected host is) rather
than bite an individual in a dierent age group. The host exposure weighting is im-
portant to the overall probability of an epidemic. For example, the probability of an
epidemic is smaller if infection starts in the oldest age-group rather than the youngest
age group, as the exposure weighting for the older age-group is half that of children.
Similarly, the probability of an epidemic if infection starts in the working age-group is
always less than (or equal to in the case of 2 = 1) the probability of an epidemic if
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infection starts in the children's age-group.
In contrast to when infection starts in the host population, the probability of an
epidemic is relatively constant when infection starts in the vector population as the
exposure of the working age group is increased. Once the exposure weighting of the
working age group is greater than 2 = 0:3 the probability of an epidemic is always
smaller if infection starts in the vector population than any host age group. This implies
that it is only the rst two generations of transmission (vector to host to vector) which
are important in determining the probability of an epidemic if infection starts in the
vector population. This is because one infected vector has to bite and pass on infection
to hosts, whereas one infected host can be bitten by many susceptible mosquitoes. This
is also an indication of where prevention strategies should be implemented. We now
extend this to consider how the probability of an epidemic changes as the exposure
weighting of another age-group varies as well.
Figure 5-3 shows the probability of an epidemic found using the PGFs (equa-
tions (5.26){(5.29)) as the exposure weighting of the working and retired age groups
are varied. The children's exposure weighting is xed at 1 = 1 meaning that in these
simulations the exposure weightings being varied are always less than or equal to that
of the children. When infection initially starts in the children's age-group (gure 5-
3 (a)) as the exposure weighting of the other age-groups increases the probability of
an epidemic decreases. This is because the distribution of bites changes; the increase
in exposure weighting decreases the importance of the exposure weighting of the chil-
dren. Therefore the probability of a vector biting an infected child relative to the other
age groups decreases. If infection starts in the working age-group the dynamics dier
(gure 5-3(b)). For each exposure weighting for the working ages, as the exposure
weighting for the retired age group increases the probability of an epidemic decreases.
This is again due to the distribution of bites changing and the retired age group receiv-
ing a greater proportion of bites. Therefore the probability a vector bites an infected
adult host before recovery or death decreases. As the exposure weighting for the work-
ing age group increases (the group initially infected), the probability of an epidemic
increases as the age-group is more exposed to the vectors relative to other ages. This
increase in the probability of an epidemic is faster than the decrease that occurs as
the exposure weighting for the retired age-group increases. If infection starts in the
retired age-group (gure 5-3 (c)) then we see similar results to when infection starts in
the working age-group but reected along the diagonal (compare with gure 5-3(b)).
However, the graphs are not symmetric; this is because, on average, individuals remain
in the working age-group for longer than the retired age-group. This aects the num-
ber of individuals infected and therefore the probability that an epidemic will occur.
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Figure 5-3(d) shows that if infection starts in the vector population there are dierent
dynamics to any previous case. As the exposure weightings increase the probability
of an epidemic decreases by a very small amount (note the scale). The variation in
the probability of an epidemic is very small in comparison to when infection starts in
any of the host age-groups and the probability itself lies between the maximum and
minimum if infection starts in any other compartment.
















































































































































Figure 5-3: The probability of an epidemic found using the PGFs (equations (5.26){
(5.29)). In (a) the initial condition is I1(0) = 1, in (b) is I2(0) = 1, in (c) is I3(0) = 1
and in (d) is IV (0) = 1. The children's exposure weighting is 1 = 1. All other
parameters are given in Table 5.1.
We can compare the results found using the PGFs (equations (5.26){(5.29), gure 5-
3) with the corresponding stochastic simulations (gure 5-4). When infection starts in
the host population (gures 5-4(a){(c)) using 1000 simulations of the stochastic model
produces results which match well to those found using the PGFs. We see that as well
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as matching qualitatively, quantitatively the ranges in the probability of an epidemic
are similar (see Table 5.3). Figure 5-4 (d) shows the stochastic model when infection
starts in the vector population. Although the probability of an epidemic has a greater
range of values than when considering the result using the PGF, we can start to see
the pattern of a lower probability of an epidemic for higher exposure weightings of the
the working and retired age groups.


















































































































































Figure 5-4: The probability of an epidemic found using stochastic simulations. In the
stochastic model 1000 simulations have been run. An epidemic is said to have occurred
if 5% of the total population (host and vector) are infected at any time. In (a) the
initial condition is I1(0) = 1, in (b) is I2(0) = 1, in (c) is I3(0) = 1 and in (d) is
IV (0) = 1. The children's exposure weighting is 1 = 1. All other parameters are given
in Table 5.1.
As well as varying the exposure weightings of the working and retired age-groups,
we can also see how changing the exposure weighting of the children's age-group aects
the probability of an epidemic. We initially consider this for a single exposure weighting
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Initial condition
Range - PGFs Range - stochastic simulations
(Figure 5-3) (Figure 5-4)
I1(0) = 1 0:7976  0:9286 0:744  0:944
I2(0) = 1 0:3650  0:8900 0:266  0:888
I3(0) = 1 0:3983  0:8501 0:341  0:853
IV (0) = 1 0:6568  0:6679 0:531  0:698
Table 5.3: The range that the probability of an epidemic takes using the PGFs and
stochastic simulations under each of the dierent initial conditions.
for the retired age-groups, shown in gure 5-5. The underlying qualitative dynamics
if infection starts in the host are the same as seen previously (compare with gure 5-
2(b)). The results show that it makes a dierence which population group should be
targeted with prevention measures as decreasing the exposure weighting of one age
group can increase the probability of an epidemic if infection starts in another. When
infection starts in the vector compartment (gure 5-5 (d)) we nd some interesting
dynamics. Unlike when infection starts in any host age-group, the probability of an
epidemic is qualitatively dierent as the child's exposure weighting is varied. The scale
of the variation in epidemic probability is minimal when infection starts in the vector
population and so we check this is not the results of numerical error (see Appendix C).
Figures 5-6 and 5-7 show the generalisation of this result. The exposure weightings
of the working and retired age-groups are varied when the children's weightings are
1 = 0:2, 1 = 0:5 and 1 = 1 for comparison. If infection starts in the children's
age-group (gures 5-6(a), (b) and (c)) then as the exposure weighting of the children's
age-group increases so too does the epidemic probability. In contrast to this, if infection
starts in the working age-group (gures 5-6(d), (e) and (f)) or the retired age-group
(gures 5-6(g), (h) and (i)), then as the exposure weighting of the children increases
the probability of an epidemic decreases. However, the change in the probability as
the exposure weighting of the children is increased is far less than when infection starts
in the children's age group. This exemplies the importance of understanding how
the exposure weightings, and where infection initially enters the population, are linked
together. The overall qualitative behaviours of the graphs are to be expected from
gures 5-3 and 5-5.
Figure 5-7 shows the probability of an epidemic when infection starts in the vector
population as the exposure weightings are varied. The probability of an epidemic is
fairly uniform across all exposure weightings. When infection starts in the host, as ex-
posure weightings vary the qualitative behaviour of the graphs showing the probability
of extinction is the same; it is the quantitative behaviour which is dierent. In con-
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Figure 5-5: The probability of an epidemic under the PGFs (equations (5.26){(5.29)).
In (a) I1(0) = 1, in (b) I2(0) = 1, in (c) I3(0) = 1 and in (d) IV (0) = 1. In each graph
solid, dashed and dotted lines are the children's exposure weighting 1 = 0:2, 1 = 0:5
1 = 1 respectively. The retired age groups exposure weighting is 3 = 0:5. All other
parameters are given in Table 5.1.
trast, when infection starts in the vector population the qualitative behaviour changes.
When the exposure weighting of the children's age-group is 1 = 0:2 (gure 5-7(a))
the probability of an epidemic is least when all three exposure weightings are similar,
and increases as the exposure weighting of the working and retired age-groups increase.
When the exposure weighting of the children's age-group is 1 = 0:5 (gure 5-7(b)), the
probability of an epidemic is again least when the other age-groups' exposure weightings
are similar. However, as the exposure weightings of the working and retired age-groups
decrease the probability of an epidemic increases. This is because any asymmetry in the
weighting increases the epidemic probability as infection dynamics are more focussed
on one age group, in this case the children's age group. Therefore if infection starts
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Figure 5-6: The probability of an epidemic under the PGFs (equations (5.26){(5.29)).
In (a), (b) and (c) the initial condition is I1(0) = 1, with 1 = 0:2, 0:5, and 1 respec-
tively. In (d), (e) and (f) the initial condition is I2(0) = 1, with 1 = 0:2, 0:5, and 1
respectively. In (g), (h) and (i) the initial condition is I3(0) = 1, with 1 = 0:2, 0:5,
and 1 respectively. All other parameters are given in Table 5.1.
in the vector population to limit the probability of an epidemic we want the exposure
weightings of all host age groups to be identical.
5.3.4 Results II: Varying the number of vectors to hosts
As well as varying the exposure weightings of the hosts, we can also vary the average
number of vectors per host. This helps to determine thresholds that can be associated
with epidemics if it is known the number of vectors to hosts that exist. We let the
vector population size be NV = N and vary . We keep the exposure weighting of
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Figure 5-7: The probability of an epidemic under the PGFs (equations (5.26){(5.29)).
In (a), (b) and (c) the initial condition is IV (0) = 1, with 1 = 0:2, 0:5, and 1 respec-
tively. All other parameters are given in Table 5.1.
the retired age group constant and vary the exposure weightings of the children's and
working age groups; we allow the children's and working age-groups to have exposure
less than, equal to, and greater than that of the retired age-group.
When considering the probability of an epidemic as the average number of vectors
per host increases there is the same qualitative behaviour whether infection starts in the
host (gures 5-8(a), (b) and (c)) or in the vector (gure 5-8(d)); the probability of an
epidemic increases. The probability tends towards an asymptote which is dependent on
the exposure weightings of the dierent age-groups. If infection starts in the children's
age-group (gure 5-8(a)) as the exposure weighting of the working age group increases
the probability of an epidemic decreases (consider the solid lines), as the distribution
of vector bites changes and hence the probability of an infected child being bitten
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Figure 5-8: The probability of an epidemic using the PGFs (equations (5.26){(5.29))
as the average number of vectors per host is varied. In (a) the initial condition is
I1(0) = 1, in (b) I2(0) = 1, in (c) I3(0) = 1 and in (d) I4(0) = 1. (e) Shows the legend
for each of the graphs. Solid, dashed and dotted lines represent 1 = 0:2, 1 = 0:5
and 1 = 1 respectively. Black, red and blue lines represent 2 = 0:2, 2 = 0:5 and
2 = 1 respectively. The retired age groups exposure weighting is 3 = 0:5. All other
parameters are given in Table 5.1.
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decreases. This is also true when infection starts in the retired age-group (gure 5-
8(c)). In contrast, and as expected, when infection starts in the working age-group
(gure 5-8(b)) when the exposure weighting of the working age-group increases the
probability of an epidemic increases. These results mirror the qualitative behaviours
which have already been established. The results as the exposure weighting of the
children's age group is increased (consider the dierent coloured lines) are analogous
to these results.
Figure 5-8(d) shows the probability of an epidemic when an infected vector is placed
in a completely susceptible population. In contrast to when infection starts in the host,
the probability of an epidemic as the number of vectors to hosts increases is nearly
identical no matter the exposure weighting of the dierent age-groups. We also see
that the probability of an epidemic if infection starts with a vector is less than when
infection starts in the host population. When there are 20 times the number of vectors
to hosts, the probability of an epidemic if infection starts in any host population is over
80%. However, if infection starts in the vector population it is just under 70%. This is
a marked dierence, and gives an indication of how the dynamics of infection may be
dierent if initially started by a vector rather than a host. This is because one vector
can make  bites per day, however one person may be bitten by many vectors in a day,
and therefore infection is spread more easily.
Figure 5-9 shows the stochastic simulations and corresponding result using the
PGFs under the dierent initial conditions. For this example we have chosen specic
exposure weightings, however, as in this example, the stochastic model is a good ap-
proximation in all cases. We have also only run the stochastic model for 200 simulations,
meaning that increasing this should increase the reliability of any results.
It is interesting to notice the dierent shapes of the curves depending on which age
group infection originated. The initial gradient if infection starts in the host population
is dependent on the exposure weighting of the age-group to vectors. The smaller the
exposure weighting relative to other age-groups the shallower the gradient and hence
the longer it takes to reach an asymptote for the maximum probability of an epidemic.
When infection starts in the vector population we can see that the number of vectors
to hosts is much smaller for the asymptote to be reached. This again indicates that
the exposure weightings have a smaller impact on the probability of an epidemic if
infection starts in the vector population rather than the host population.
5.3.5 Summary
We have shown that as the exposure weighting of dierent aged hosts to vectors are
varied the probability of an epidemic is highly dependent on the initial conditions
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Figure 5-9: The probability of an epidemic as the number of vectors per host () is
varied. The solid line represents the result under the PGFs (equations (5.26){(5.29))
and the circles are the stochastic approximation for the given  value. In the stochastic
model 200 simulations have been run. The black, blue, cyan and red colours correspond
to the initial conditions I1(0) = 1, I2(0) = 1, I3(0) = 1 and IV (0) = 1 respectively.
The exposure weightings for the children's, working age and retired age groups are
1 = 0:2, 2 = 1, 3 = 0:5 respectively. The vector population is NV = N . All other
parameters are given in Table 5.1.
of the system. If infection enters the population through an infected host there is
much greater variability in the probability of an epidemic than if infection enters the
population through a mosquito.
In the host population, if the exposure weighting being varied corresponds to the
age-group where infection originates, an increase in exposure weighting causes a corre-
sponding increase to the probability of an epidemic. Conversely, if infection starts in
any of the other age-groups, the probability of an epidemic decreases. This is because
the distribution of exposure has changed; hence the relative exposure to vectors that
the initially infected age group has decreases.
The results show that there is greater variation in the probability of an epidemic
if infection starts in the host population rather than the vector. The main loss of
epidemic probability occurs when the vector infects a host. This is because a vector
can only make  bites per day, however a host can be bitten multiple times by dierent
mosquitoes. Therefore if infection starts in the vector population, when we have been
through two generations of infection (vector to host to vector) the epidemic is either
extinct or underway. In contrast, if infection starts in the host population we see that
after two generations (host to vector to host) then there can be a greater possibility
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that infection can still be passed on. Therefore imported human cases have a greater
epidemic potential than imported vector cases. This is supported by the population{
type reproduction numbers. These show that unless the exposure weightings are very
small for an age group, the population{type reproduction number is smaller when
infection starts in the vector population. We also see that the probability of an epidemic
does not overly change if infection starts in the vector population. This implies that if
infection does start with a mosquito, management strategies do not necessarily need to
focus on the exposure of dierent aged individuals, but the host population as a whole.
Finally, we have shown that the probability of an epidemic increases as the average
number of vectors to hosts increases. We have shown, for a given infection duration and
set of exposure weightings, the probability of an epidemic quickly reaches 50% with less
than ve times the number of vectors to hosts. This is again important when consid-
ering prevention strategies. Unless the vector population can be signicantly reduced
with management strategies there may not be a marked impact on the reduction of the
probability of an epidemic. Therefore an alternative strategy focusing on a dierent
area may, in fact, be more appropriate.
5.4 Model II: Seasonal model
5.4.1 The model
We include seasonality in the model by introducing a time dependent birth rate for the
vector population. Therefore, the host system is modelled by equations (5.10a){(5.10i),










V   (H + V )SV (5.31a)
dIV
dt
= HSV   V IV ; (5.31b)
where H , V and NV are as in the seasonal model (for parameter values see Table 5.1),
and a describes the amplitude of the oscillation. If a = 0 there is no seasonality, and
the non-seasonal model (equation (5.10)) is recovered.
Due to periodicity in the vector birth rate we no longer reach a DFE. However,
we can nd a disease free (DF) state where the vector population varies with time.
Assuming that at t0 = 0 NV = N , the host and vector populations at the DF state
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(1 + )(2 + )
; (5.32a)











It is only the vector population which varies with time at the DF state; the host
populations remain constant. These population sizes are used to nd A(t) and B(t) in
equation (5.6) and are used to compute the probability of an epidemic for a seasonal
model. We therefore have
A(t) =
0BBBB@

















1 +  +  0 0 0
0 2 +  +  0 0
0 0  +  0
0 0 0 V
1CCCCA ; (5.33b)
where  is as in equation (5.14). Let p(t; i1; i2; i3; iV ) be the probability of having ik
individuals (hosts or vectors) in compartment Ik at time t, then assuming iV = i4
d
dt
p(t; i1; :::; iV ) =
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l 6=k
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(Akl + bkl) ilp(t; i1; :::; i4) (5.34)
174
Chapter 5. The probability of an epidemic for stochastic age structured models
We take an initial condition
p(t0; i1; i2; i3; i4) =
8<:1 if (i1; i2; i3; i4) = (I1(t0); I2(t0); I3(t0); IV (t0));0 otherwise (5.35)
and nd the extinction probability, !, which is the limit of p(t; 0; 0; 0; 0) as t ! 1.
Therefore we nd the probability that the process is not extinct, or as we call it, the
probability of an epidemic, (1   !). To do this we need to nd Y ()l (l = 1; : : : ; 4),
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3 (s)  V Y ()4 (s); (5.36d)
for 0 < s <    t0 where t0 is the initial time infection enters the population, and the
initial conditions on the Y () variables are given by
Y
()
l (0) = 1; l = 1; 2; 3; 4: (5.37)
Solving this system allows us to nd the probability of an epidemic when infection
enters the population at dierent times throughout the year.
5.4.2 Results
To study the seasonal model we need to understand the dynamics of the suscepti-
ble vector population at the DF state. The vector population size at the DF state
(equation (5.32b)) over the course of one year can be seen in gure 5-10. The vector
population size initially decreases before a minimum is reached. Then there is an in-
crease in the population size. Once a maximum is reached between 8 and 9 months
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into the year the population size of vectors again decreases. It is interesting to note
that although we have sinusoidal forcing in the vector population, the population size
itself is not sinusoidal.






















Figure 5-10: The vector population size over the course of one year at the DF state.
The vector population is given by equation (5.32b). All other parameters given in
Table 5.1.
We initially set the exposure weighting of each host age-group to be constant (great-
est for the working age-group and least for the retired age-group) to determine how the
probability of an epidemic is aected when infection is introduced at dierent times
during the year (gure 5-11(a)). No matter which population infection starts in, there
is initially a decrease in the probability of an epidemic; the vector population size has
decreased and hence there is less chance that a transmission event will take place. As
time goes on the probability of an epidemic then increases alongside the vector popu-
lation size. As when studying the non-seasonal model we see that whilst there is large
variation in the probability of an epidemic if infection starts in the host population,
there is much smaller variation if infection starts in the vector population. Interestingly,
when the vector population is at its largest, the probability of an epidemic is smallest
if infection starts in the vector population. This indicates that infection starting in
the host population poses a greater risk than infection starting in the vector popu-
lation. This is exemplied by gures 5-11(b) and (c) which show the instantaneous
population{type reproduction numbers (equation 5.4) throughout the year for the host
and vector populations respectively. This is the population{type reproduction number
if the vector population size at that time was to remain constant. The population{type
reproduction number is always smaller for the vector population than for any host age
group. It is also interesting to note that the gradient of the increase of the probability
of an epidemic is not as steep as the increase in the vector population at the DF state
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(compare gure 5-11(a) with gure 5-10). This means that although an increase in
vectors causes an increase in the probability of an epidemic there may be a maximum
population size, where anything above this does not dramatically change the probabil-
ity of an epidemic. However, this could also be due to the probability of an epidemic
being bound between 0 and 1 whereas the population size is not. Infact, when consid-
ering the estimate of transmission potential (the basic reproductive number at a given
time if the vector population size was to remain constant for all time, gure 5-11(d))
we see that the sinusoidal function produced is more similar to the characteristics seen
in the vector population at the DF state than in the probability of an epidemic.
Although we are mainly considering the method used in Bacaer and Ait Dads
(2012), it is important to check that the stochastic simulation matches these results.
We show this in gure 5-12, where the probability of an epidemic is shown using the
method presented in Bacaer and Ait Dads (2012) and stochastic simulations as the
vector population size changes throughout the year for each of the dierent initial
conditions. No matter which group infection starts when running the stochastic model
for 1000 simulations the results match well, with the sum of squared residuals ranging
between 0.002 and 0.0061.
We have shown how the probability of an epidemic changes when infection is in-
troduced at dierent times throughout the year as the vector population size at the
DF state varies. So far, we have considered this for given exposure weightings. We
now vary the exposure weighting of the working age group as well as the time infec-
tion is introduced into the population. No matter which group infection starts in, the
qualitative behaviour is the same as in gure 5-11(a) for each exposure weighting; the
probability of an epidemic decreases, increases and then decreases throughout the year.
Figures 5-13 (a) and (c) show similar behaviour when infection starts in the children's
or retired age groups. For each time when an infected individual enters the population,
as the exposure weighting of the working age-group increases, the probability of an epi-
demic decreases. This is to be expected from the non-seasonal model. During the rst
half of the year, when the vector population is smaller, the dierence in the probability
of an epidemic is greater as the exposure weighting is varied than during the second
half of the year when the vector population is larger. This implies that management
strategies to control exposure to vectors may have greater implications when the vector
population is smaller.
In contrast, if infection starts in the working age-group (gure 5-13 (b)), for each
time as the exposure weighting increases the probability of an epidemic increases. This
is again to be expected from the non-seasonal model results. When infection starts
in the vector population (gure 5-13 (d)) we see uniformity of the probability of an
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Figure 5-11: (a) The probability of an epidemic throughout one year as the vector
population size at the DF state changes. (b) The instantaneous population{type re-
production numbers of the host population as the vector population size at the DF state
changes. The solid, dashed and dotted lines represent the initial conditions I1(0) = 1,
I2(0) = 1 and I3(0) = 1 respectively. (c) The instantaneous population{type repro-
duction number of the vector population as the vector population size at the DF state
changes. (d) The instantaneous estimate of transmission potential for the host{vector
system as the vector population size at the DF state changes. In all graphs the expo-
sure weightings for the children's, working{age and retired age groups are 1 = 0:5,
2 = 1 and 3 = 0:2 respectively. All other parameters are given in Table 5.1.
epidemic across the dierent exposure weightings. As we found in the non-seasonal
model, the exposure weighting has a milder impact on the probability of an epidemic
when infection starts in the vector population than in the host population. We also see
that whilst for each exposure weighting there is oscillatory behaviour in the probability
of an epidemic (as in the previous cases), the amplitude of oscillation is much smaller
than when infection starts in any of the host age-groups.
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Figure 5-12: The probability of an epidemic as the vector population size at the DF
state changes. The solid line represents the numerical model approach (equations 5.36)
and the circles represent the stochastic approximation using 1000 simulations. In (a)
the initial condition is I1(0) = 1, in (b) I2(0) = 1, in (c) I3(0) = 1 and in (d) IV (0) = 1.
The children's, working ages and retired age groups are given by 1 = 0:5, 2 = 1 and
3 = 0:2 respectively. All other parameters are given in Table 5.1.
Figure 5-14 shows the probability that an epidemic will occur as two of the exposure
weightings are varied, when infection is introduced at dierent points in time at the
DF state. We are therefore studying the probability of an epidemic when infection is
introduced for dierent sizes of vector populations at the start of the year, after four
months and after eight months. This gure reiterates the fact that, no matter what the
exposure weighting of the working and retired age-groups, when the vector population
is smaller the probability of an epidemic is smaller than when the vector population is
larger. For all sizes of vector population the qualitative behaviour is similar to when
there is no seasonality in the model (compare with gures 5-5 and 5-6). Again we see
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Figure 5-13: The probability of an epidemic as the vector population size at the DF
state changes alongside the exposure weighting of the working age group to the vector.
In (a) the initial condition is I1(0) = 1, in (b) I2(0) = 1, in (c) I3(0) = 1 and in (d)
IV (0) = 1. The exposure weighting of the children's and retired age groups are 1 = 0:5
and 3 = 0:2 respectively. All other parameters are given in Table 5.1.
a dierence if infection starts in the vector population; the probability of an epidemic
has a smaller range of values across dierent exposure weightings. This again shows
the transmission bottleneck occurs in vector to host transmission.
The previous graphs show the probability of an epidemic as t ! 1. We can
also look at the probability of an epidemic immediately after infection rst enters the
population (gure 5-15). In all cases as the time from when infection is introduced into
the population increases the probability of an epidemic decreases. The gures show
that it is during the rst 5 days where the main changes in the probability occur, and it
is in this time where there is variability in the probabilities between the dierent initial
conditions. When infection starts in the host population (gures 5-15(a) { (c)) there are
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Figure 5-14: Probability of an epidemic as the exposure weightings of the working and
retired age-groups are varied. (a), (d), (g) and (j) show the probability for SV (0), (b),
(e), (h) and (k) for SV (120) and (c), (f), (i) and (l) for SV (240). In (a), (b) and (c)
the initial condition is given by I1(0) = 1, in (d), (e) and (f) I2(0) = 1, (g), (h) and (i)
I3(0) = 1 and (j), (k) and (l) IV (0) = 1. The exposure weighting of the children's age
group is 1 = 1. All other parameters are given in Table 5.1.
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immediately dierent dynamics depending on the time infection is introduced. Hence
the vector population size is aecting transmission probability. In contrast, if infection
starts in the vector population (gure 5-15(d)) for the rst ve days the probability
of an epidemic is very similar, and after this the vector population size dictates the
probability of an epidemic. This again shows that the main transmission potential is
lost in the vector to host transmission stage rather than host to vector transmission.
This also shows that the time at which infection is introduced into the population
aects which initial condition yields the greatest probability of an epidemic. This is in
agreement to the results shown in gure 5-11(a).










































































Figure 5-15: The probability of en epidemic at time  as a function of  (in days,
  t0). In (a) the initial condition is I1(0) = 1, in (b) I2(0) = 1, in (c) I3(0) = 1 and
in (d) IV (0) = 1. In each gure the solid, dashed and dot-dashed lines are for t0 = 0,
t0 = 120 and t0 = 240 respectively. The exposure weightings for the children's, working
age and retired age groups are 1 = 0:5, 2 = 1 and 3 = 0:2 respectively. All other
parameters are given in Table 5.1.
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Figure 5-15 also complements the result shown in the non-seasonal model. Under
each initial condition the probability of an epidemic is greatest when the vector popu-
lation is greatest, decreasing accordingly. This is expected; a greater vector population
size allows for greater transmission potential. Therefore the time an infected individual
enters the population is important, as this determines the size of the vector population
and therefore the probability of whether an epidemic will ensue.
5.4.3 Summary
In the seasonal model we have conrmed the results of the non-seasonal model; for
each time point during the period we see similar results to the non-seasonal model as
the exposure weightings are varied. This again highlights the insensitivity to exposure
weightings that can be seen when infection starts in the vector population, and hence
where the main transmission potential can be found. We have shown that the time
infection enters the population is important if seasonality is included in the vector
population. The smaller the vector population, the less the probability of an epidemic.
As the vector population size increases the probability of an epidemic also increases.
The results from the seasonal model have additional implications to the non-seasonal
model regarding whether hosts or vectors should be targeted in management strategies.
When the vector population was at its largest and infection was introduced into the
population, the probability of an epidemic was less when infection started in the vector
population rather than the host population. This is true for a range of vector popula-
tion sizes; therefore decreasing the vector population size may not be the most ecient
management strategy. It is instead necessary to consider how infection is transmitted
between the populations and control strategies related to this.
5.5 Discussion
We have shown that if infection starts in the host population the exposure weighting of
the dierent age-groups to the vector can have a large impact on the probability of an
epidemic. When infection starts in a given age-group, if the other age-groups' exposure
weightings are xed, the less exposure that age-group has the smaller the probability
of an epidemic. This is because the exposure of the age-group relative to the others
decreases, and hence there is less chance that a vector will bite the infected individual.
In contrast, if infection starts in a dierent age-group, as the exposure weighting of the
initial age group decreases the probability of an epidemic increases. This is because the
distribution of bites changes and therefore there is a relative increase in the exposure of
the individual initially infected. The results show that for each age-group the dominant
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exposure weighting to focus on is their own; if infection starts in a given age-group then
varying the exposure weighting of that age-group has a greater eect on the probability
of an epidemic than varying the other age-groups exposure weightings.
Focusing on which age-groups have maximum exposure and trying to decrease this is
therefore vital. Hence, management strategies which focus on this are important. The
WHO states that transmission control should target the mosquito. However, they also
state the importance of environmental management to decrease vector propagation
and contact between hosts and vectors (World Health Organisation, 2014a). These
environmental management strategies, including adapting human behaviours to reduce
exposure, are vital; we have shown by decreasing the exposure of dierent age-groups
the probability of an epidemic can be reduced by 30% when infection starts in the host
population. However, the exposure weightings are relative to each other and where
infection starts is important in determining the epidemic probability. An example of a
possible strategy would be to implement a cost{benet analysis to attempt to quantify
the increase in epidemic risk associated to the other age groups if the exposure of one
age group is reduced, for example by use of nets in houses or schools or some type of
behavioural change.
In contrast, when infection starts in the vector population the exposure weightings
have less impact on the probability of an epidemic than when infection starts in the host
population. If infection starts in the vector population, the probability of an epidemic
is least when the exposure weightings are identical for all age groups. Management
strategies should therefore take this into account when being implemented, potentially
prioritising strategies in areas where one age group is more exposed than others, for
example if a school is close to a breeding ground for mosquitoes.
The average number of vectors per host is vitally important in predicting the prob-
ability of an epidemic; a greater number of vectors yields a larger probability of an epi-
demic. This is consistent with an increasing basic reproductive number as the number
of mosquitoes increases (Anderson and May, 1991). However, a maximum probability
of an epidemic will be reached as the mosquito population size increases, and further
input of vectors will not cause a greater probability of an epidemic. This is because
the maximum transmission potential of an area will be reached, and further increase in
the number of vectors can not cause an increase in transmission. Many management
strategies focus on reducing the number of vectors to try and decrease transmission
between host and vector. These often include minimizing areas where free-standing
water can form as these are a breeding ground for Aedes aegypti mosquitoes (World
Health Organisation, 2014a). These strategies are important, however there needs to
be a substantial decrease in vector population size to have a real impact on the prob-
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ability of an epidemic. For given interventions at specic times after infection entered
the population, Chowell et al. (2013) determined that with a high basic reproductive
number decreasing the vector population by less than 30% was not always able to aect
the nal epidemic size of the dengue outbreak on Easter Island, where infection started
in the host population. Their results showed that less eort was needed as the basic
reproductive number decreased. Therefore intervention strategies, whatever form they
take, need to be carefully analysed and adapted to the needs of a given situation.
Finally, we have shown that seasonality can play an additional role to the expo-
sure weighting and number of vectors in whether an epidemic will occur. The results
(combined with non-seasonal results) indicate that continued eorts to decrease the
vector population size in the rst half of the year when the vector population is smaller
will continue to decrease the probability of an epidemic. However, in the second half
of the year when the vector population is larger there is a relatively at peak in the
probability of an epidemic. Therefore, for many vector population sizes, particularly if
infection starts in the vector compartment, a reduction in the number of mosquitoes
may initially have little eect in decreasing the probability of an epidemic. Therefore,
ensuring the host population is aware of, and understands, the importance of envi-
ronmental strategies discussed above alongside individual and household protection, is
vital to help reduce the probability of an epidemic. The results highlight that manage-
ment strategies may need to change throughout the year to help ensure the probability
of an epidemic is as low as possible when an infected individual (host or vector) enters
the population. We consider this further in Chapter 6 where we implement epidemic





In this chapter we implement epidemic prevention for a single serotype host{vector
model, where the prevention strategy acts on both the host and vector populations.
We use both control theory and Floquet theory to nd the optimal prevention strategy
in a seasonal model; that is, the optimal strategy such that the number of infected
individuals at the start and end of a given time period are identical. We initially
assume the exposure weightings of the hosts to vectors are xed and nd the optimal
strategy. We nd that for optimal prevention, whilst the strategies themselves for each
age group dier, the intensity acting on the strategy is identical for each age group. We
then determine how varying the exposure weighting of dierent aged hosts also aects
the optimal prevention strategy. We nd that varying the exposure weightings alters
the total eort needed for optimal prevention.
6.1 Introduction
We have seen in Chapter 5 the importance of understanding epidemic thresholds. A
single person or mosquito can cause an epidemic to occur, or the disease can die out de-
pending on environmental factors or stochasticity. Seasonally forced variation can add
to the complexity of the system and the ensuing dynamics. Therefore understanding
how to minimise the eect of epidemics, or prevent them entirely, is vital.
We rst need to understand how epidemic control and epidemic prevention dier.
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In an epidemiological setting, control problems aim to limit the spread of a disease,
for example by vaccination of a population. It is used, among other things, to make
decisions about the best course of action for dierent epidemiological problems, such
as the number of individuals to vaccinate to minimize both cost and the number of
individuals infected (Lenhart and Workman, 2007). In contrast, epidemic prevention
uses the same ideas as exclusion theory; attempting to exclude or maintain exclusion
of a disease within a population (Greenman and Adams, 2015). We aim to examine
epidemic prevention strategies for dengue in a seasonally forced model.
Epidemic prevention is highly related to the basic reproductive number (R0). As
stated in previous chapters, for a non{seasonal model R0 is the average number of
secondary infections from one infected individual in a nave population (Diekmann and
Heesterbeek, 2000). In a simple SIR model if a constant control u is implemented
(u < 1 decreases the number of infected individuals) then the strategy needed for
optimal prevention is u = 1=R0. This is because if on average an infected individual
generates R0 new infections, of which a proportion 1=R0 survive the control, then there
is approximately only one new infection per infected individual and hence zero growth
in the population (Greenman and Adams, 2015). The denition of R0 changes for
a seasonal model, and Bacaer and Guernaoui (2006) determine a denition for the
basic reproductive number in a periodic environment. This is then extended in Bacaer
(2007) and an approximation of R0 was found for models with periodicity in the vector
population. Wang and Zhao (2008) determine threshold dynamics, giving examples
where R0 for the the time{averaged system is comparable with R0 for the periodic
epidemic model. It is worth noting that Wang and Zhao (2008) determine a simple
model for dengue in which they implement their methodologies for nding R0.
Controlling dengue is of vital importance, as over 40% of the world's population are
at risk (World Health Organisation, 2014a). Most control eorts are aimed at reducing
the number of vectors to decrease transmission probability, including using insecticides
before and during epidemics, and ensuring that water supplies are clean and, where
possible, covered to reduce breeding grounds for mosquitoes. Other controls involve
individuals protecting themselves, for example by using screens or wearing long{sleeve
clothing, to reduce the probability of a transmission event with a mosquito (World
Health Organisation, 2014a). These methods can be modelled to help nd when and
how control measures should be applied. Oki et al. (2011) implement a model which
nds the optimal time to use fogging of insecticide to target adult mosquitoes. They
nd that the optimal time for insecticide fogging is between when the wet season starts
(and the vector density is greater than in the dry season) and when the prevalence is
at its maximum. They also determine that seasonality and the transmission intensity
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greatly inuence the impact of the optimal control. Burattini et al. (2008) implement
a model which simulates a variety of control measures. They nd that as well as using
insecticide fogging on adult mosquito populations, a mixed control measure which
incorporates control strategies on larvae as well is, theoretically, eective. Rodrigues
et al. (2013) study an optimal control problem where the cost of the disease, insecticide
strategies on adults and larvae, and mechanical controls are considered. They nd that
if all controls are weighted identically the insecticide acting on adult mosquitoes is the
best control method, as this is the greatest inuence on the basic reproductive number.
These examples are where optimal control strategies have been implemented for
dengue. However, to our knowledge, there are few examples where optimal prevention
strategies have been modelled. This is especially true for host{vector models, including
those which incorporate age structure. To this end, we nd the optimal prevention
strategy for an age structured host{vector model. We dene a method implemented
as a prevention strategy a control. We initially hold the controls on two age groups
constant and nd the optimal prevention strategy on the third. We gradually increase
the complexity of the model until we nd the optimal prevention strategy for all three
age groups. Once this is found, we determine how the optimal strategy changes as the
exposure weightings of the dierent age groups are varied, and in which age group the
greatest eort needs to placed to ensure that introduction of isolated infections will not
cause a large epidemic.
6.2 Model and methodologies
6.2.1 Terminology
As stated in Section 6.1 we are concerned with epidemic prevention for a three age group
host{vector model. We briey introduce some terminology we will use throughout the
chapter for clarity.
 Prevention strategies: Methods implemented to ensure zero growth of indi-
viduals over a given time period.
 (Optimal) control theory: Theory used for `standard' epidemiological optimal
control problems to limit the spread of disease, which forms the start of the
analysis for optimal prevention.
 A control: A method implemented on one (or more) age groups to nd preven-
tion strategies.
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 Optimal prevention strategies: The best prevention strategy; the most de-
sirable way to implement the controls on the dierent age groups which takes the
least overall eort.
6.2.2 The model
We use a similar host{vector model to that given in Chapter 5. The host population is
split into three age groups; children, working age and retired (i = 1; 2; 3 respectively).
A host in any given age group can be susceptible (Si), infected (Ii) or recovered (Ri). A




= N   ((1  s1)u1V 1 + 1 + )S1; (6.1a)
dS2
dt
= 1S1   ((1  s2)u2V 2 + 2 + )S2; (6.1b)
dS3
dt
= 2S2   ((1  s3)u3V 3 + )S3; (6.1c)
dI1
dt
= s1u1V 1S1   ( + 1 + )I1; (6.1d)
dI2
dt
= s2u2V 2S2 + 1I1   ( + 2 + )I2; (6.1e)
dI3
dt
= s3u3V 3S3 + 2I2   ( + )I3; (6.1f)
dR1
dt
= I1   (1 + )R1; (6.1g)
dR2
dt
= I2 + 1R1   (2 + )R2; (6.1h)
dR3
dt
= I3 + 2R2   R3; (6.1i)
dSV
dt




(s1u11I1 + s2u22I2 + s3u33I3)P
i iNi
SV   V IV ; (6.1k)
where  is the constant birth and mortality rate of the host, i is the rate of ageing
(i = 1 child to working age, i = 2 working age to retired),  is the recovery rate of the
hosts, V i(t) is the force of infection acting on a host in age group i by the vector, i
is the exposure weighting of a host in age group i to the vector, (t) is the seasonal
birth rate of the vectors, V is the mortality rate of the vector and H(t) is the force
of infection acting on the vector by the host. The control is formed of two terms;
the control intensity acting on age group i (si 2 R+) and the control function (ui(t)
where 0 < ui(t)  18t, i = 1; 2; 3). The control function determines the shape of the
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control throughout the time period, while the control intensity adjusts the magnitude
of the control function to ensure zero growth over a period, meaning the introduction
of isolated infections does not lead to large epidemics. An example of the control would
be using nets to avoid individuals being bitten, thus meaning that the individuals stay
susceptible. The seasonal birth rate of the vector is given by
(t) = N(1 + a cos(!t))V ; (6.2)
where  is the average number of vectors per host, N is the total host population size,
a is the amplitude of the oscillations and ! is the phase of the oscillation. We note
that this is dierent to the seasonality included in Chapter 5; the phase is adjusted by
half a year. Therefore to compare with any results from the previous chapter we need
to translate the results accordingly. The force of infection exerted by the vector on the





and when the control is implemented by V i as




The force of infection exerted by the host on the vector (H(t)) is given by
H(t) =
(1I1 + 2I2 + 3I3)P
i iNi
(6.5)
and when the control is implemented by H(t) as
H(t) =
(s1u1(t)1I1 + s2u3(t)2I2 + s3u3(t)3I3)P
i iNi
: (6.6)
In all cases  is the transmission rate (the average number of bites of a vector on a
host multiplied by the transmission probability of a bite involving an infectious host
or vector). As in previous chapters we assume that the host to vector transmission
potential is the same as the vector to host transmission potential. Note that if si = 1
(i = 1; 2; 3) and ui(t) = 1 8 t (i = 1; 2; 3) there is no control acting on the system.
6.2.3 Control theory
As stated previously, the control being implemented for optimal prevention acts on
both the host and vector populations. Therefore we assume that the control aects
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the bite rate of the vector for a given age group, and that these bites are not shifted
elsewhere. This is a reasonable assumption due to the short distance Aedes aegypti
mosquitoes travel (a study showed this to be a maximum of 512m in Puerto Rico and
Thailand (Harrington et al., 2005)). Although Aedes aegypti mosquitoes do not travel
far, we also assume that the control is such that the bites are not moved elsewhere
even in a location such as a house, for example by use of personal protection such as
everyone in the location wearing long sleeves. An example of such a control would be
putting up additional nets in schools or work places to decrease the biting rate of the
vectors. For epidemic prevention we want to ensure that at the beginning and end of
a given time period the number of infectious individuals are identical. To do this we
initially nd the rare invader approximation (RIA) (Greenman and Adams, 2015). At
the RIA we assume that the number of infectious individuals entering an otherwise
susceptible population is small (Greenman and Norman, 2007). Therefore we need to






(1 + )(2 + )
; S3 =
12N
(1 + )(2 + )
; (6.7a)






For clarity we now drop the bar in the DF populations. At the RIA we can linearise the
system and determine the optimal prevention problem (Greenman and Adams, 2015).




where u(t) is the control variable, the optimal control problem is to maximize (or










x(t0) = x0 and x(t1) = x1 free; (6.10b)
where x1 free means it can take any value (Lenhart and Workman, 2007). Following
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= g1() = s1u1 1S1P
jNj
IV   (1 +  + )I1; (6.12a)
dI2
dt
= g2() = s2u2 2S2P
jNj
IV + 1I1   (2 +  + ); (6.12b)
dI3
dt
= g3() = s3u3 3S3P
jNj
IV + 2I2   ( + ); (6.12c)
dIV
dt
= g4() = (s1u11I1SV (t) + s2u22I2 + s3u33I3)SV (t)P
jNj
 V IV ; (6.12d)
with conditions
I1(0) = I1(p); I2(0) = I2(p); I3(0) = I3(p); IV (0) = IV (p): (6.13)
The minimum period of the vector population at the DF state (SV (t)) is p, and so
equation (6.13) corresponds to zero growth over a single cycle for each of the sub{
populations. We assume that the cost of the control is the same for each of the age
groups, independent of its population size. Therefore in equation 6.11 the minimisation
problem has been divided into three for consistency; if all the controls are equal (s1u1 =
s2u2 = s3u3 = su) we have the usual optimal prevention problem.
The basic prevention problem looks to nd a constant value u such that the DF
state is stable. When this occurs u = 1=R0, where R0 is the basic reproductive number
for seasonal systems (Bacaer and Guernaoui, 2006; Wang and Zhao, 2008). We wish
to nd an optimal prevention strategy which is variable in time for a multi{variable
problem.
For a multi{variable problem, following Lenhart and Workman (2007), the Hamil-
tonian is given by




where f(t;x;u) is the objective function, i are the adjoint variables corresponding to
Ii and the functions gi() are given in equation (6.12). For the multi{variable problem
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= gi(); Ii(0) = Ii(p) for i = 1; 2; 3; 4 (6.15)
dj
dt =  @H@Ij for j = 1; 2; 3; 4 (6.16)
0 = @H@uk at u

k for k = 1; 2; 3; 4: (6.17)








The Hamilton for system (6.12) is then given by














+ 1 (s1u1x1IV   (1 +  + )I1) +
2 (s2u2x2IV + 1I1   (2 +  + )I2) +
3 (s3u3x3IV + 2I2   ( + )I3) +
4 (s1u1y1I1 + s2u2y2I2 + s3u3y3I3   V IV ) : (6.20)









= 1(1 +  + )  21   4s1u1y1; (6.22a)
d2
dt
= 2(2 +  + )  32   4s2u2y2; (6.22b)
d3
dt
= 3( + )  4s3u3y3; (6.22c)
d4
dt
=  1s1u1x1   2s2u2x2   3s3x3 + 4V : (6.22d)
The optimality condition acts on each of the dierent control elements in the Hamil-
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tonian. Therefore @H@siui = 0. This yields
@H
@s1u1
= 0 =   1
3p(s1u1)2
+ 1x1IV + 4y1I1; (6.23a)
@H
@s2u2
= 0 =   1
3p(s2u2)2
+ 2x2IV + 4y2I2; (6.23b)
@H
@s3u3
= 0 =   1
3p(s3u3)2
+ 3x3IV + 4y3I3: (6.23c)
Therefore
u 11 (t) = s1
p
3p(1x1IV + 4y1I1); (6.24a)
u 12 (t) = s2
p
3p(2x2IV + 4y2I2); (6.24b)
u 13 (t) = s3
p
3p(3x3IV + 4y3I3): (6.24c)
If the intensity parameters si are equal in the system then each si can be replaced
by s in equation (6.24) for the control functions ui. Therefore, if siui is the control
needed for prevention at time t, the eort needed for prevention is dened as 1=siui
(i = 1; 2; 3). The total eort needed for optimal prevention over one time period for



















d = E1 + E2 + E3 (6.26)
In order to scale the ui functions appropriately we need to use Floquet theory
to ensure that we have zero growth over one cycle. This is because whilst the control
functions are found using the Hamiltonian process, there is no guarantee of zero growth
over a period. This is why the control intensity then scales the control function.
6.2.4 Floquet theory
Floquet's theorem states that if P (t) is an n  n matrix with minimal period p, then
the system of n dierential equations
_x = P (t)x (6.27)
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has at least one non{trivial solution x = (t) such that
(t+ p) = (t) (6.28)
where  is a constant (Jordan and Smith, 1999; Agarwal and O'Regan, 2008). The
constant  is called the Floquet multiplier and is instrumental in determining the
dynamics of the solution. If  > 1 the solution shows growing oscillations, if  < 1
the solution shows decaying oscillations and if  = 1 the solution is periodic, with
minimal period p (Jordan and Smith, 1999; Klausmeier, 2008). Therefore, for epidemic
prevention we are interested in when the Floquet multiplier of a system equals 1,
corresponding to zero growth over a period.
The proof of Floquet's theory requires the implementation of a fundamental ma-
trix and the monodromy matrix. If 1(t);2(t); :::;n(t) are n linearly independent
solutions of equation (6.27), then the fundamental matrix (t) is the n n matrix
(t) =

1(t) 2(t) : : : n(t)

(6.29)
(Jordan and Smith, 1999). The monodromy matrix (which is an example of a funda-
mental matrix) is then given by M where (t+ p) = (t)M 8 t and hence
M =  1(t0)(t0 + p) (6.30)
(Agarwal and O'Regan, 2008). The proof of Floquet's theorem is found by exploiting
the characteristics of these matrices (Jordan and Smith, 1999; Agarwal and O'Regan,
2008). Therefore, to solve the optimal prevention problem we also need to use these
structures.
Floquet theory also tells us that if the monodromy matrix for system (6.27) has
a dominant eigenvalue  = 1 (and therefore Floquet multiplier of 1) then for t large
enough the other solutions become negligible and the solution to the system is
(t) = (t)w (6.31)
where w is the eigenvector associated with  = 1 (Jordan and Smith, 1999). This is an
important result in nding the optimal prevention strategy and is explained further in
Section 6.2.5. To nd the controls for optimal prevention (equation 6.24) we also need
to nd the solution to the adjoint system. If the dominant eigenvalue of the monodromy
matrix for the system is equal to one, then so too is the dominant eigenvalue of the
monodromy matrix of the adjoint (Greenman and Adams, 2015) and we check this
numerically. Solving for both the state variables and adjoint allows us to nd the
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control strategies that should be implemented for optimal prevention.
6.2.5 Application of Floquet theory and numerical method
We now show steps for how Floquet theory should be implemented for the optimal
prevention problem, both theoretically (in italic) and the procedure numerically.
1. Choose a value for the control intensity s and a control function u(t).
2. To satisfy the boundary conditions of state equations (6.12) we need to nd a
control which has a Floquet multiplier exactly equal to 1 i.e. the largest eigenvalue
of the monodromy matrix is 1.
The only free parameter available is the control intensity s. We do not attempt
to change the shape of the control function at this stage.
(a) Find the fundamental matrix. One way to construct this is to take linearly
independent initial conditions. Let i be a column vector of length n with all
elements 0 except the the ith element, which is 1. Solving the system with
initial conditions i for i = 1 : : : n we get n linearly independent solutions
i(t). Putting these solutions together as in equation (6.29) creates an n
n fundamental matrix. These particular initial conditions mean that the
monodromy matrix M =  1(t0)(t0 + p) = (p).
Find the monodromy matrix (p) =


















0 0 0 1
T
. Therefore, we solve the state equations from
t = 0 to t = p with initial conditions 1(0), 2(0), 3(0) and 4(0).
(b) Determine the dynamics of the solution.
Find the dominant eigenvalue  of the monodromy matrix M .
(c) If  > 1, increase the control intensity and repeat 2a,b. If  < 1, decrease
the control intensity and repeat 2a,b. If  = 1, or is suciently close, stop.
3. If the monodromy matrix is given by M = (p), the asymptotic solution to the
state equations is (t) = (t)w 8 t. Therefore (0) = (0)w = w where w is
the eigenvector associated with  = 1.
Find the asymptotic solution to the state equations by solving them for one cycle
from t = 0 with an initial condition w where w is the eigenvector corresponding
to the dominant eigenvalue found in 2.
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4. Find the fundamental matrix of the adjoint system in the same way as in 2. These
particular initial conditions mean that the monodromy matrix of the adjoint sys-
tem is M^ = 	(p).
Find the monodromy matrix 	(p) =

 1(p)  2(p)  3(p)  4(p)

where 1(0) =
1 0 0 0

,  2(0) =

0 1 0 0

,  3(0) =

0 0 1 0

and  4(0) =
0 0 0 1

. In other words, solve the adjoint equations from t = 0 to t = p
with initial conditions  1(0),  2(0),  3(0) and  4(0).
5. The dominant eigenvalue of the adjoint monodromy matrix M^ will be 1, because
the state equations already satisfy the zero growth conditions.
This is checked numerically. Find the corresponding eigenvector w^ to the domi-
nant eigenvalue of the adjoint system.
6. Find the asymptotic solution to the adjoint equations by solving backwards in
time for one cycle from t = p with an initial condition w^. This is the same as
solving forwards in time from t = 0 as since there is zero growth the solution
trajectory should be the same.
7. Using Floquet theory we now have all the components necessary to construct a
new approximation for the control.
Construct a new approximation for the shape of the control function u(t) from
the optimality equations (6.24).
8. Repeat 2 - 7 until u has converged suciently.
6.2.6 Pseudo-code
We will explain the methods used in the programming to obtain the results in Sec-
tion 6.3. The code is given for the case where the control intensity on the retired age
group (s3) is held constant and the optimal prevention strategy over s1u1 and s2u2 is
found where s1 = s2 = s. This can easily be simplied or extended for the other cases.
At the end we will highlight the pieces of code which have to be amended for this.
1. Set all global variables (all parameters used in the model other than s1, s2, s3,
u1, u2, u3).
2. Dene global variables and set u3.
3. Call programme which nds the initial guess at the control (which is constant
over time) and returns the control functions u1, u2 and control intensity s which
satises a Floquet multiplier of 1.
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(a) Set u1 and u2 as initial guesses of constant control functions.
(b) Set initial values y1 and y2 as two guesses of control intensity.
(c) Set controls z1 = y1u1 and z2 = y1u2.
i. Solve the system under each of the four initial conditions to nd the
monodromy matrix.
ii. Find the Floquet multiplier of the monodromy matrix.
(d) Set controls z1 = y2u1 and z2 = y2u2.
i. Solve the system under each of the four initial conditions to nd the
monodromy matrix.
ii. Find the Floquet multiplier of the monodromy matrix.
Note: y1 and y2 should be such that the Floquet multiplier in one case is
less than one and in the second case is greater than one.
(e) While the Floquet multiplier is more than 0.001 away from 1
i. Set ynew=(y1 + y2)=2
ii. Set controls z1 = ynewu1 and z2 = ynewu2
iii. Solve the system under each of the four initial conditions to nd the
monodromy matrix.
iv. Find the Floquet multiplier of the monodromy matrix.
v. If the Floquet multiplier is less than 1 set y1 = ynew or if the Floquet
multiplier is greater than 1 set y2 = ynew.
vi. Repeat steps 3(e)i{3(e)v until the condition on the while loops stops
being true.
(f) Return control functions u1 and u2 to the main program and the control
intensity s = ynew.
4. Set the four initial conditions for the forward and adjoint systems.
5. Dene all time spaces, limits etc. needed. Set the initial tolerance as 1 to enter
the while loop.
6. Set s3 as the pre{determined constant value. Discretize su1, su2, s3u3 over the
time period to be used in the Runge{Kutta 4 (RK4) method.
7. While the tolerance between the old and new controls and old and new solutions
has not been met
(a) Set oldu1 = su1, oldu2 = su2 etc. to be used to nd the tolerance.
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(b) Solve the system using the RK4 method under each of the four initial con-
ditions to nd the monodromy matrix.
(c) Find the Floquet multiplier of the monodromy matrix and the associated
eigenvector.
Note: In the rst case due to nding the initial guess the Floquet multiplier
should be 1. In later cases the control intensity to ensure zero growth has
been found so again the Floquet multiplier should be 1.
(d) If the eigenvector found in 7c is negative multiply by ( 1) to make positive.
(e) Run the system forwards using the RK4 method using the eigenvector found
in 7c as the initial condition.
Note: The solution found yields zero growth over the period.
(f) Solve the adjoint system backwards using the RK4 method under each of
the four initial conditions to nd the monodromy matrix.
(g) Find the Floquet multiplier of the monodromy matrix and the associated
eigenvector.
Note: The monodromy matrix of the adjoint automatically has Floquet
multiplier of 1 if the system does.
(h) If the eigenvector found in 7g is negative multiply by ( 1) to make positive.
(i) Run the adjoint system backwards using the RK4 method using the eigen-
vector found in 7g as the initial condition.
(j) Use the solution to the system and adjoint (found in 7e and 7i respectively)
to nd u1, u2, u3 (using equations (6.24a), (6.24b) and (6.24c) respectively).
(k) Set u1 = min(1; u1), u2 = min(1; u2), s3u3 = min(1; s3u3) to adhere to
boundary conditions.
(l) Call programme which takes as input u1, u2, s3u3 and nds the control
intensity s to act on control functions u1, u2 which yields a Floquet multiplier
of 1.
Note: The value of the control functions which have been found give the
correct shape for control but do not necessarily yield a dominant eigenvalue
of one and hence zero growth. We therefore have to nd the control intensity
which the control function is multiplied by to ensure that we have zero
growth.
Note u1 and u2 do not change in this programme; their shape is deter-
mined from the Hamiltonian. It is only the control intensity s which is
being changed in this programme.
199
Chapter 6. Epidemic prevention
i. Set initial values y1 and y2 as initial guesses for the control intensity.
ii. Set controls z1 = y1u1 and z2 = y1u2.
A. Solve the system under each of the four initial conditions to nd the
monodromy matrix.
B. Find the Floquet multiplier of the monodromy matrix.
iii. Set z1 = y2u1 and z2 = y2u2.
A. Solve the system under each of the four initial conditions to nd the
monodromy matrix.
B. Find the Floquet multiplier of the monodromy matrix.
Note: y1 and y2 should be such that the Floquet multiplier in one case
is less than one and in the second case is greater than one.
iv. While the Floquet multiplier is more than 0.001 away from 1
A. Set ynew=(y1 + y2)=2
B. Set controls z1 = ynewu1 and z2 = ynewu2
C. Solve the system under each of the four initial conditions to nd the
monodromy matrix.
D. Find the Floquet multiplier of the monodromy matrix.
E. If the Floquet multiplier is less than 1 set y1 = ynew or if the Floquet
multiplier is greater than 1 set y2 = ynew.
F. Repeat steps 7(l)ivA{7(l)ivE until the condition on the while loops
stops being true.
v. Return the control intensity s = ynew to the main program.
Note: the controls to be implemented in the next iteration are therefore
su1, su2 and s3u3.
(m) Set u1 = su1 and u2 = su2
(n) Find the norm of the new values for su1, su2, s3u3 and the solutions to the
system and adjoint. Find the maximum of all of these. Set as new tolerance.
(o) Repeat steps 7a to 7n until the condition on the while loop stops being true.
8. Plot the eort needed for prevention.
When amended for the simpler or more complex case the input arguments in point
3 change accordingly. Similarly either an extra control intensity is dened in point 6 or
no control intensities are pre{dened for the optimal prevention strategy. Points 7k{7m
change according to which controls are xed or varied and how they subsequently need
to be dened in the programme(s).
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6.2.7 Implementation
In Section 6.3 our aim is to nd the optimal prevention strategy over all three age
groups. To this end we gradually build up to this, and therefore we work through
several steps to calculate the optimal prevention strategy. Initially we optimise over
one age group; we hold two of the control intensities equal and allow the third control
intensity to be varied to nd the solution which yields zero growth. To do this we nd
the control functions (ui(t), i = 1; 2; 3) for each age group by solving the Hamiltonian.
This means that the shape of all control functions is inuenced by the seasonality in
the vector population. For the two age groups that the control intensity is xed, we
multiply the control function by the control intensity to nd the overall control acting
on that age group. We then use a bisection method to nd the control intensity which
is needed to act on the third age group so that epidemic prevention can occur (i.e. the
Floquet multiplier is 1). We repeat this process until the optimal solution over one age
group is found. We then extend this to optimisation over two age groups. After the
control functions have been found, only one control intensity is held xed. We assume
that the control intensities acting on the age groups being optimised are identical and
nd the control intensity needed for zero growth. Repeating this process yields the
optimal solution over two age groups. Finally, we optimise over all three age groups,
thus nding the optimal prevention strategy. All parameters used in the model are
given in Table 6.1.
Parameter Denition Value
 Host mortality rate 0.02
N Host population size 1000
 Average number of vectors per host 5
1 Rate of change child to working age 0.066
2 Rate of change working age to retired 0.022
 Transmission rate 70
 Host recovery rate 60.8
i, i = 1; 2; 3 Exposure weighting of age-group i
V Vector mortality rate 26.2
p Period 1
a
Amplitude of oscillation in vector
0.2
birth rate - seasonal model
Table 6.1: Parameter denitions and values where kept constant. All rates are given
per year.
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6.3 Results
6.3.1 Optimisation over one age group
We initially nd the control needed on the working age group for epidemic prevention
when the control intensities acting on the children's and retired are{groups are held
constant. We set the control intensity acting on the children's and retired age groups to
be identical (s1 = s3 = 2, gure 6-1 (a)), and nd the optimal prevention strategy for
the working age group to ensure zero growth. To do this we use a bisection method with
given initial conditions to determine a constant control to be implemented over time
which yields zero growth over the time period. This is done by xing u1, u2, u3, s1 and
s3 and using the bisection method to nd what value of control intensity s2 is needed
for the dominant eigenvalue of the monodromy matrix to be one. This constant rate is
then implemented and the system and the adjoint solved using the Hamiltonian to nd
updated values for u1(t); u2(t); u3(t) by solving equations (6.24a), (6.24b) and (6.24c)
respectively. u1 and u3 are then multiplied by their control intensities and the new
control intensity for the working age group is found (again using a bisection method)
so that the dominant eigenvalue of the updated monodromy matrix is one. This process
is repeated until the time{dependent optimal prevention strategy is found.
It is important to note that changing the initial condition used for the control
function u2 and changing the initial control functions of u1 and u3 do not greatly
aect the results attained (see Table 6.2). Although the control intensity acting on
the children's and retired age groups is the same, gure 6-1(a) shows that a greater
eort is needed for prevention in the children's age group. This implies that the control
functions are dierent for the two age groups, with the control function acting on the
children's age group being the more dominant of the two. This is likely to be because
the exposure weighting for the children's age group is greater than the retired age group,
hence a greater eort is needed. In this example for optimal epidemic prevention over
one age group, the eort needed for prevention in the working age group needs to be
much higher than the other two age groups.
It is interesting to note that the maximum eort required in each control is found
at t = 0:247 and the minimum eort required is at t = 0:745. Therefore the controls
are in phase with each other. However, this is slightly out of phase with the susceptible
vector population at the DF state, whose maximum and minimum are found at t =
0:25 and t = 0:75 respectively. Therefore the maximum control needs to be applied
approximately one day before the vector population is at its largest. The shape of the
eort and the vector population size at the DF state are slightly dierent; as the year
progresses the minimum eort for prevention needs to be applied approximately two
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Figure 6-1: The eort needed over one year for optimal prevention, where the control
intensity on two of the controls is held constant. In (a) s1 = s3 = 2 with initial
conditions u1(t) = 0:3, u2(t) = 0:2, u3(t) = 0:3 8 t and in (b) s1 = 2 6= s3 = 1 with
initial conditions as u1(t) = 0:3, u2(t) = 0:2, u3(t) = 0:3 8 t. In both graphs the
eort over time is shown for the control on the children's age group (solid line), the
working age group (dashed line) and the retired age group (dot-dashed line). The vector
population at the DF state is shown in grey. The exposure weightings of the children's,
working and retired age groups are 1 = 0:5, 2 = 1 and 3 = 0:2 respectively. All
other parameters are given in Table 6.1.
days before the minimum vector population size. Therefore the progression of the two
does not occur at the same rate.
s1 = s3 = 2 s2 = s3 = 2 s2 = s3 = 2
u1 = u3 = 0:3 u1 = u3 = 0:2 u1 = u3 = 0:2
u2 = 0:5 u2 = 0:5 u2 = 0:3
Control 1 3.4481 3.4446 3.4449
Control 2 5.6494 5.6338 5.6336
Control 3 2.2173 2.2429 2.2431
Total eort 11.3148 11.3213 11.3216
Table 6.2: Table showing the total eort of each of the prevention strategies and their
total eort over the course of one year.
We also consider the eort needed if the control intensities held constant are dif-
ferent (s1 = 2, s3 = 1, gure 6-1 (b)). The decrease in s3 has caused the eort needed
for epidemic prevention on the retired age group to increase. This has a subsequent
eect on the optimal strategy for the working age group; reducing the eort needed
throughout the year. As in the previous case the controls (and therefore eort needed)
on each of the age groups are in phase, however they are out of phase by one or two
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days with the susceptible vector population at the DF state.
We also consider the eort needed for the optimal prevention problem when s1 and
s3 are xed and then increased. We calculate the eort for each individual age group
and the total eort (equations (6.25) and (6.26) respectively, gure 6-2). Figure 6-2(a)
shows the total eort required for prevention in the children's age group decreases as the
control intensity for children increases (1=s1 decreases). This is because as s1 increases
the control intensity needed on the working age group decreases. These changes aect
the controls that are implemented, causing the total eort which is needed on the
children's age group to decrease. At the same time the eort required for prevention
in the working age group (gure 6-2(b)) increases. As we are holding s3 xed the
total eort required for the retired age-group stays fairly similar (see gure 6-2(c)).
Therefore, the increase in eort so that optimal prevention can occur has to come
from the working age group. An analogous argument can be made for the changes as
s3 is increased. Figure 6-2(d) shows the total eort required for prevention over the
whole population. Interestingly, the graph appears symmetric just o the diagonal,
with the minimum eort (therefore the true optimal solution) occurring when s1 and
s3 take similar values. It is worth noting that the least eort required occurs when
s1 = s3 = 2:2. Further, this leads to the control intensity on the working age group
being optimised when s = 2:2128. Therefore, the prevention strategy appears to be
optimised when the control intensities are similar. It is also interesting to note that
for all of the parameter combinations used in gure 6-2 the maximum and minimum
control needed is at the same time (t = 0:247; t = 0:745 respectively) indicating that,
as in the previous case, the controls are in phase.
6.3.2 Optimisation over two age groups
The next step towards nding the optimal prevention strategy involves keeping only
one control intensity constant, and allowing the other two control intensities to vary in
the optimal prevention process. To do this we use a bisection method with given initial
conditions to determine a constant control to be implemented over time which yields
zero growth over the time period. This is done by xing u1, u2, u3 and s3 and using the
bisection method to nd what value of control intensity s is needed for the dominant
eigenvalue of the monodromy matrix to be one (assuming s1 = s2 = s). This constant
rate is then implemented and the system and the adjoint solved using the Hamiltonian
to nd updated values for u1; u2; u3 over time by solving equations (6.24a), (6.24b)
and (6.24c) respectively. u3 is then multiplied by its' control intensity and the new
control intensity for the children's and working age group is found (again using a
bisection method) so that the dominant eigenvalue of the updated monodromy matrix
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Figure 6-2: The total eort needed over one year for optimal prevention, where the
control intensity on two of the controls are varied but xed in each simulation. (a)
The total eort required for prevention in the children's age group, (b) the total eort
required for prevention in the working age group, (c) the total eort required for pre-
vention in the retired age group and (d) the total eort required for prevention across
the whole population. The exposure weightings of the children's, working and retired
age groups are 1 = 0:5, 2 = 1 and 3 = 0:2 respectively. All parameters are given in
Table 6.1.
is one. This process is repeated until the time{dependent optimal prevention strategy
is found.
Figure 6-3 shows the eort needed over the course of a year for prevention when
the control intensity acting on the retired population is held constant. In gure 6-
3(a) the control intensity on the retired population is s3 = 1. The eort needed for
optimal prevention on each age group is in phase, with a greater eort focused on the
working age group. However, by increasing s3 to s3 = 2 (decreasing 1=s3 and hence
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Figure 6-3: The eort needed over one year for optimal prevention, where the control
intensity on one of the controls is xed. In (a) s3 = 1 and in (b) s3 = 2. In both
graphs the eort over time is shown for the control on the children's age group (solid
line), the working age group (dashed line) and the retired age group (dot{dashed line).
The vector population at the DF state is shown in grey. The exposure weightings of
the children's, working and retired age groups are 1 = 0:2, 2 = 1 and 3 = 0:2
respectively. All parameters are given in Table 6.1.
increasing the control intensity acting on the retired{age group), we see that there is a
dierence in the eort required (gure 6-3 (b)). The eort required on the retired age
group for optimal prevention has decreased, whilst the eort required on the children's
and working age groups for zero growth has increased slightly. The increase in control
intensity has therefore aected the positioning of the control functions and hence the
eort required for prevention across all ages. This can be seen further in Table 6.3; the
total eort in the former case is higher than in the latter, meaning the latter choice of
s3 is better.
It is important to note that in each case the optimal solution has been found
given s3. For the dierent parameters used we get contrasting optimal controls to be
implemented. Therefore, to nd the true optimal solution we will have to optimise over
all three controls which are used in the system. It is also noteworthy that, as in the
previous case, the eort for the controls are in phase with each other; the maximum
points are found at t = 0:247 and the minimum at t = 0:745. Therefore we again see
that the time when eort is implemented is slightly out of phase with the susceptible
vector population at the DF state by around 1-2 days.
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s3 = 1 s3 = 2
u3 = 0:3 u3 = 0:3
u1 = u2 = 0:2 u1 = u2 = 0:2
Control 1 3.0014 3.1803
Control 2 5.5466 5.8564
Control 3 3.5451 2.2389
Total eort 12.0931 11.2756
Table 6.3: Table showing the eort of each of the prevention strategies on the dierent
age groups and the total eort over the course of one year. The exposure weightings
of the children's, working and retired age groups are 1 = 0:2, 2 = 1 and 3 = 0:2
respectively.
6.3.3 Optimal prevention strategy
Finally, we use the processes implemented above to nd the optimal prevention strategy
over all the age groups if the control intensity is identical for each age group. To do this
we initially nd the optimised constant control, and then follow the same methodology
previously implemented to nd the control intensities over time to ensure zero growth
over a period.














































































Figure 6-4: The eort needed over one year for optimal prevention. In (a) the exposure
weightings are given by 1 = 0:5; 2 = 1; 3 = 0:2 and in (b) the exposure weightings
are given by 1 = 1; 2 = 0:5; 3 = 0:2. The eort over time is shown for the control
on the children's age group (solid line), the working age group (dashed line) and the
retired age group (dot{dashed line). The vector population at the DF state is shown
in grey. All parameters are given in Table 6.1.
Figure 6-4(a) shows the optimal prevention strategy for zero growth over a cycle
when the exposure weightings for the children's, working and retired age groups are
1 = 0:5; 2 = 1; 3 = 0:2 respectively. We see that the eorts needed on each age
group for optimal prevention are, as in previous cases, in phase with each other. This
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means they are out of phase by one or two days with the susceptible vector population
at the DF state. The age group which takes the most eort to control is the working
age group. The eort is just under twice as much as the children's age group. Indeed,
whilst the exposure weightings of the dierent age groups are relevant, it is important
to note that the eorts needed for prevention on the dierent compartments are not
in the same proportions as the exposure weightings. Therefore the optimal prevention
strategy is not solely determined by the exposure weighting of the dierent age groups.
Figure 6-4(b) shows the optimal prevention strategy when the exposure weightings
for the children's, working and retired age groups are 1 = 0:5; 2 = 1; 3 = 0:2
respectively. As before, the eorts needed for optimal prevention are in phase with
each other. However, due to their increased exposure the maximum eort is now
focussed on the children's age group for optimal prevention. It is interesting to note
that this is not as high as the eort needed to control the working age group when
they had the greatest exposure (compare with gure 6-4(a)). To compensate for this,
we see a small increase in the eort focussed on the retired age group, and the eort
focussed on the working age group for optimal prevention is greater than that of the
children in the previous example.
It is interesting to consider the total eort needed for optimal prevention in each
case. When children have the greatest exposure (gure 6-4(b)) the total eort for
prevention is E = 12:2513. When the working age group have the greatest expo-
sure (gure 6-4(a)) the total eort for prevention is E = 11:2609 (see Table 6.4).
Therefore, simply switching which of the children and working age groups have the
greatest exposure weighting not only aects where the eort for optimal prevention
should lie throughout the year, but also the total eort required for epidemic preven-
tion. Whilst for this combination of parameters the time averaged basic reproductive
numbers (Wang and Zhao, 2008) are within 0.02 of each other, when the exposure
weightings are switched between the two age groups this is not always the case. There-
fore the time{averaged basic reproductive number helps to support the results found
regarding the total eort required for epidemic prevention.
The examples shown have been plotted when the initial conditions for the control
function used were ui(t) = 0:5 8 t, (i = 1; 2; 3). Table 6.4 shows that under two dierent
initial conditions the absolute dierence between the results for total eort over the
period is minimal, indicating that the initial conditions used do not matter in nding
the optimal solution. This is because it is the Hamiltonian procedure which nds the
optimal solution, which is not based on the initial conditions of the controls.
We check this further for a range of initial conditions. We randomly assigned u1,
u2, u3 as values between 0.1 and 0.9 for all time and subsequently followed the process
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u1 = 0:5, u2 = 0:5 u1 = 0:2, u2 = 0:3
u3 = 0:5, 1 = 0:5 u3 = 0:5, 1 = 0:5 Norm
2 = 1, 3 = 0:2 2 = 1, 3 = 0:2
Control 1 3.2204 3.2162 0.0042
Control 2 5.9409 5.9484 0.0075
Control 3 2.0996 2.0980 0.0016
Total eort 11.2609 11.2626 0.0017
u1 = 0:5, u2 = 0:5 u1 = 0:2, u2 = 0:3
u3 = 0:5, 1 = 1 u3 = 0:5, 1 = 1 Norm
2 = 0:5, 3 = 0:2 2 = 0:5, 3 = 0:2
Control 1 5.7287 5.7186 0.0100
Control 2 4.1869 4.1835 0.0034
Control 3 2.3357 2.3469 0.0112
Total eort 12.2513 12.2491 0.0022
Table 6.4: Table showing the total eort of each of the prevention strategies and their
total eort over the course of one year. The table also shows the norm (dened asP jx2j1=2) between the eorts calculated using two dierent sets of initial conditions,
for two dierent exposure weightings.
to determine the eort for optimal prevention required by each of the age groups, the
optimal eort on the total population and the control intensity that was found for 500
simulations. Figure 6-5(a){(c) shows boxplots for the eort for each of the dierent
age groups. We see that in each case the interquartile range is small, however there
are outliers for each of the age groups. When considering the total eort over the
whole population (gure 6-5(d)) there are only three outliers (less than 1% of the
times run) and the dierence between the maximum and minimum whiskers is 0.0235
(maximum at 11.2806, minimum at 11.2572). This shows that under dierent initial
conditions the total eort is very similar and hence the optimal solution is found. We
can also consider the control intensity (gure 6-5(e)). In this case there are no outliers
from the 500 starting initial conditions. The dierence between the whiskers is 0.0257
(maximum at 2.2217, minimum at 2.196), and between the interquartile range 0.0196
(25th percentile at 2.2021, 75th percentile at 2.2217). Again, this dierence is minimal
over the simulations. Furthermore, the value of control intensity s which is found
corresponds to when the optimal problem was found in Section 6.3.1. When varying s1
and s3 and nding the optimal solution using only s2 this was found at s1 = s3 = 2:2,
s2 = 2:2128 whilst nding the optimal solution over all age groups the median is 2.207.
This further justies the results when nding the optimal control strategy over all three
populations.
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Figure 6-5: Boxplots showing the range of values for eort and the control intensity
over 500 runs which start with random initial conditions on each of the dierent age
groups. (a) is the eort for the children's age group, (b) is the eort for the working
age group, (c) is the eort for the retired age group, (d) is the eort for the total
population and (e) is the control intensity required for optimal control. The exposure
weightings of the children's, working and retired age groups are 1 = 0:5, 2 = 1 and
3 = 0:2 respectively. All other parameters are given in Table 6.1.
6.3.4 Varying exposure weightings
We also see how varying the exposure weightings of the dierent age groups aects the
eort required for epidemic prevention. Figure 6-6(a){(c) shows the eort required on
the dierent age groups throughout the year for optimal prevention as the exposure
weighting of the working age group is varied. We see the same oscillatory dynamics
for each of the dierent exposure weightings. However, the change in eort for the
working age group is much greater as the exposure weighting is varied (compare gure 6-
6(b) with gures 6-6(a) and (c)). We also see that as the exposure weighting of the
working age group increases, the eort for optimal prevention decreases in the children's
and retired age groups and increases in the working age group. This is because the
distribution of vector bites is changing, and the vectors are biting more in the working
age group. Therefore, the control (and hence the eort required for optimal prevention)
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Figure 6-6: The eort needed for optimal prevention as the exposure weighting of
the working age group is varied. (a) The eort needed for optimal prevention on the
children's age groups over the course of the year (b) The eort needed for optimal
prevention on the working age group over the course of the year (c) The eort needed
for optimal prevention on the retired age group over the course of the year. In all
graphs the exposure weightings of the children's and retired age groups are i = 0:5,
(i = 1; 2; 3). All other parameters are given in Table 6.1.
Figure 6-7(a) shows the total eort (equations (6.25)) over the course of one period
as the exposure weighting of the working age group is increased for each of the dierent
age groups. There is a large increase in the eort needed for optimal prevention in the
working age group as their exposure weighting increases. For the children's and retired
age groups as the exposure weighting of the working age group increases the total eort
required decreases. This is to be expected; more eort is being focussed on a dierent
age group. It is interesting to note that the eort needed for optimal prevention is
higher in the retired age group than in the children's age group, even though their
exposure weighting is identical. One factor could be that individuals spend longer in
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the children's age group than in the retired age group. Figure 6-7(b) shows the total
eort over the whole population (equation (6.26)). As the exposure weighting of the
working age group increases so too does the total eort required for optimal prevention.
After a maximum is reached the total eort begins to reduce again. This shows the
importance of understanding the exposure dierent age groups have to mosquitoes.



























Figure 6-7: The eort needed for optimal prevention as the exposure weighting of the
working age group is varied. (a) The total eort throughout the year as the exposure
weighting is varied for the children's (solid line), working (dashed line) and retired
(dot-dashed line) age groups (b) The total eort needed for optimal prevention over
the whole population as the exposure weighting of the working age group is increased.
In both graphs 1 = 0:5 and 3 = 0:5. All other parameters are given in Table 6.1.
This is further exemplied in gure 6-8. In this case the exposure weighting of the
children's age group is 1 = 0:5 and the retired age group is 3 = 0:2. Whilst there
are similar patterns in behaviour, the fact that children have a greater exposure than
retired individuals means that a greater eort is needed on the children's age group
for optimal prevention than on the retired age groups as the exposure weighting of
the working age group is increased (gure 6-8 (a)). We again consider the total eort
across the whole population (equations (6.26)) as we vary the exposure weighting of
the working age group (gure 6-8 (b)). As the exposure weighting increases there is
initially an increase in the eort needed for optimal prevention, followed by a decrease.
The eort required decreases as the exposure weighting of the working age group gets
comparatively bigger to the exposure weightings of the other age groups.
We have therefore shown that whilst we can nd the optimal solution for epidemic
prevention over the course of a year, the exposure weighting of dierent age groups is
important. Whilst it may not always be possible to adapt the exposure that dierent
age groups have to the vectors, knowing that dierent eort will have to be implemented
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Figure 6-8: The eort needed for optimal prevention as the exposure weighting of the
working age group is varied. (a) The total eort throughout the year as the exposure
weighting is varied for the children's (solid line), working (dashed line) and retired
(dot-dashed line) age groups (b) The total eort needed for optimal prevention over
the whole population as the exposure weighting of the working age group is increased.
In both graphs 1 = 0:5 and 3 = 0:2. All other parameters are given in Table 6.1.
in each case could help with epidemic prevention and to contain the spread of disease.
6.4 Discussion
In this chapter we have implemented a strategy for optimal prevention in a three age
group host{vector SIR model for dengue. We have used a mixture of control theory
and Floquet theory as seasonality is implemented in the vector population.
We nd the optimal prevention strategy to ensure that the infected population size
is the same at the start and end of a given time period. This is desired rather than
a guaranteed decline, as by controlling throughout the year constantly it means that
a potential epidemic is avoided. If infection is decreased so that control is no longer
needed, then an infected individual introduced into the population could cause a rapid
epidemic, as there is no controls in place. In contrast, by controlling throughout the
year it means that the possibility of this is reduced.
We have found that the optimal prevention strategy to ensure that the infected
population is the same size at the start and end of a given period follows a similar
trajectory to the vector population size at the DF state. When the vector population
size is larger a greater eort is needed for prevention than when the vector population
size is smaller. The eort needed for optimal prevention and the susceptible mosquito
population size are not exactly in phase; there is a dierence of a day or two as to
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when the most and least eort should be implemented and when the vector population
size is at its maximum and minimum. Oki et al. (2011) determined that in an optimal
control problem, the control should be implemented during the wet season, when the
vector population size increases. For our optimal prevention model, we nd that the
maximum eort should be implemented just before the mosquito population reaches
their peak size. Therefore, for optimal prevention and control strategies some results
appear to coincide.
We nd that the exposure weighting of the dierent age groups aects the amount
of eort needed for optimal prevention. However, the exposure weighting interacts
with the controls in dierent ways for the dierent age groups; simply switching the
exposure weightings of two age groups does not mean the eort needed for optimal
prevention switches. Therefore there is an interaction between the controls that the
dierent groups need, perhaps inuenced by the size of the age groups. We also found
that varying the exposure weightings of the dierent age groups aected the total eort
needed for prevention in the population. Therefore, if given age groups have a greater
exposure this can ultimately mean that for prevention to occur a greater eort across
the whole population is needed.
In our model we account for seasonality in the vector population. However we only
split the host population according to age, not the mosquitoes. Therefore to implement
prevention strategies to eradicate dengue which focus on larvae of the vector population
(for control examples see Burattini et al. (2008); Rodrigues et al. (2013)), we would
need to use more complex models.
We found that a high level of eort is needed across all age groups for epidemic
prevention. This was exemplied by the results showing optimal control on all three age
groups; the control was not identical across them, but the intensity on all age groups
was found to be similar. A level of control acting on all groups was necessary, rather
that simply trying to prevent the spread in one age group. Therefore, the results
show that it is important to think, no matter what the exposure weightings of the
dierent age groups, about the host population as a whole rather than simply each of




We have used a combination of ordinary dierential equations, partial dierential equa-
tions and stochastic models to analyse the dynamics of dengue. We have implemented
new frameworks, and determined methodologies to quantify dierences in seropreva-
lence proles which implement contrasting contact rates. We have examined the prob-
ability of an epidemic and optimal prevention strategies that should be implemented
to ensure isolated infections do not lead to large epidemics. In doing so, we have
presented new ideas and added to the growing research area surrounding infectious
diseases, specically dengue.
Transmission dynamics of dengue, particularly with reference to secondary infec-
tions, are not completely understood. After a primary infection a host has complete
immunity to that serotype, but only partial and temporary immunity to heterolo-
gous serotypes (World Health Organisation, 2014a). However, it is not known for
how long temporary immunity lasts, or exactly how subsequent infections are aected
by antibody{dependent enhancement (ADE). Despite this uncertainty, we have im-
plemented a new framework which can help us better understand the dynamics of
dengue. We have used existing empirical data regarding secondary infections and rea-
soned that not all secondary infections are enhanced through ADE (Balmaseda et al.,
2006; Sabchareon et al., 2012). Nevertheless, most existing models assume that all
secondary infections are enhanced (Ferguson et al., 1999a; Wearing and Rohani, 2006;
Recker et al., 2009). We implemented our new framework where only a proportion
of the population suer an enhanced secondary infection, and compared the results
with well{known models in which all secondary infections are enhanced. In doing so
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we have shown that the enhancement parameters associated with the new framework
can interact to cause strikingly dierent dynamics to conventional models where all
secondary infections are enhanced. A low enhancement prevalence and low levels of
cross{protection can cause annual oscillations for longer durations of temporary cross{
immunity than when enhancement acts on all secondary infections. This then has
implications on the spread of infection and the frequency with which multi{annual os-
cillations occur as the duration of temporary cross{immunity increases. Our results,
agreeing with Wearing and Rohani (2006), indicate that it is the duration of cross{
protection after a primary infection which is the greatest determinant in achieving
multi{annual oscillations that are in-line with the 8{10 years seen in empirical data
(Nisalak et al., 2003; Recker et al., 2009). However we show that by separating the
population into those who suer an enhanced secondary infection and those that do not
there are a greater range of dynamics seen as the enhancement and infection parameters
interact.
Our initial results on age structure at the peak of the initial epidemic and en-
demic equilibrium show that it is possible to determine and quantify dierences in
seroprevalence proles when age{independent and age{dependent contact rates are ap-
plied. Whilst there is much theory on age structure in PDE models (for example
Schenzle (1984); Greenhalgh (1987); Iannelli et al. (1997)) we did not nd literature
which directly compared and looked for dierences in models which implemented age
structure in contact rates and those which did not. For a simple SIR model we found
that the age group who have the greatest contact rate is inuential in determining how
easy it is to dierentiate between seroprevalence proles. We found that it is possible
to determine distinct dierences in the seroprevalence proles at the peak of the ini-
tial epidemic and the endemic equilibrium if certain age groups have a higher contact
rate. Therefore dierent contact patterns that age groups have (Edmunds et al., 1997;
Mossong et al., 2008) are important to study and implement in models.
We extended the age structure model and considered a two{serotype model which
is potentially more applicable to dengue in areas where more than one serotype are
present, for example in Thailand (Nisalak et al., 2003; Adams et al., 2006; Bianco
et al., 2009). We initially found that including the mosquito has a great impact on
the results quantifying the dierence between seroprevalence proles which apply age{
independent and age{dependent contact. This indicates that including the mosquito
is important; this is reasonable as dengue is transmitted via a mosquito and so any
changes in dynamics that occur because of this should be accounted for. We found
that varying the proportion of the population with an enhanced secondary infection
can aect how easy it is to quantify dierences between age{independent and age{
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dependent seroprevalence proles. This is especially true when there is high cross
protection in the population that do not suer enhanced infections. Therefore this is
important to consider further, as while sources such as Balmaseda et al. (2006) and
Sabchareon et al. (2012) indicate that not everyone who has a secondary infection has
an enhanced secondary infection, it is not known what proportion of the population
have an enhanced secondary infection. Therefore this could potentially have large
implications on how age{dependence should be included in models for dengue.
Our age structure results are important in a public health setting; if a school or
workplace is near an area with a lot of standing water where mosquitoes ourish the
people there have a greater exposure to mosquitoes than others. Understanding how
this can be included in a model, and how this aects results from a model where
all people have equal exposure is therefore important. Whilst the trajectory of an
epidemic may be similar, the make{up of those infected diers. This could potentially
aect how a new serotype may enter the population, particularly if, as in Cuba, it is
entering a population where one serotype is already endemic (Guzman et al., 2000).
Therefore understanding these dierences and quantifying them is important if we wish
to determine if it signicant for age structure to be included in transmission dynamics.
If it is necessary, it is vital that the age structure of an area and the contact patterns
between dierent age groups and the mosquitoes are known. Exposure to mosquitoes by
dierent age groups can vary, for example through the behaviours that people exhibit
such as using nets, or by location of work places or schools which may be closer to areas
where mosquitoes are. If one age group has a lot more exposure than others to the
mosquito this can greatly inuence how easy it is to dierentiate between seroprevalence
proles, particularly in the early stages of an epidemic.
Our methodology has the potential to be expanded to determine whether sero-
prevalence data from countries where dengue is endemic has been inuenced by age{
dependent contact. By using MCMC methods on data, parameter estimates could be
generated. Likelihood methods could then be applied to determine whether there is
any apparent age{dependence in the population. Data from dierent countries could
then be analysed to see whether, for example, age{dependence varies by country. As
well as examining seroprevalence data it could be possible to extend the model so that
the age distribution of the population is dierent. Determining the eect, if any, that
this has on the inuence of age{dependence in the contact rate, and any interactions
between the population distribution and age groups with the maximum contacts, may
further help to determine how age structure should be included in models for dengue.
Age structure is further examined in a stochastic framework to determine the prob-
ability that an epidemic will occur. We considered a single serotype model; an infected
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human or mosquito enters a population which is completely susceptible, such as the
epidemic on Easter Island in Chile in 2002 (Chowell et al., 2013) or in Madeira in 2012
(Lourenco and Recker, 2014). If infection is brought into the population through an
infected mosquito the probability of an epidemic is lowest when all age groups have
equal exposure to the mosquito. However, the dierences in the probability as the
exposure weightings are varied are marginal. Therefore we found that vector to host
transmission is less important in whether an epidemic may occur than if infection starts
in the host population. From a public health perspective it is important to consider
the exposure of all age groups. If one age group has more exposure to mosquitoes there
is more chance of an epidemic if infection enters the population in that age group than
any other. That is not to say that the probability of an epidemic is low if infection
enters in a dierent age group, and therefore ensuring that all age groups are properly
informed of how best to reduce transmission occurrences is important. Cost{benet
analysis may also be needed to ensure that decreasing the exposure of one age group
is not detrimental to the population as a whole.
Control strategies are often aimed at the vector population, particularly for dengue
where there are no vaccines available (World Health Organisation, 2014a). Optimal
control has previously been implemented to determine the best time to use a method,
such as insecticide fogging, to control the vector population size (Oki et al., 2011).
Conversely, the method we have used considers the eort needed for prevention of
disease. We want to retain the same number of infected hosts and vectors at the
beginning and end of a given period if isolated infections enter a population. For this
to occur, eort has to be implemented throughout the year, with a greater amount of
eort when the susceptible vector population is at its largest.
Understanding both the probability of an epidemic and prevention strategies to
stop large epidemics are therefore important. In this work we have considered a single
serotype entering an entirely susceptible population, however there are many areas in
the world where dengue is endemic such as in South America (World Health Organisa-
tion, 2014a). For public health strategies in these places it would be benecial to know
the probability of an epidemic, both of the endemic serotype and the invading serotype.
With a two{serotype model we could also consider the interactions of the enhancement
parameters which act on secondary infections, and use sensitivity analysis to determine
if the epidemic probability is more aected by certain parameters. By understanding
the probability of an epidemic in these cases, it will then be possible to consider the
optimal prevention strategies if a dierent serotype were to enter a population already
endemic. There may potentially be dierent eort needed throughout the year as there
may be sequential infections of dierent serotypes.
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The eective and accurate modelling of dengue is vital. The emerging infectious
disease is a large threat in areas where it is endemic due to the lack of vaccinations.
Therefore it is imperative that accurate and reliable modelling can be implemented to
help understand the dynamics of the disease. This work shows the importance of this
in many ways. Firstly, we have shown that it is necessary to understand the underlying
dynamics of dengue and secondary infections, as this aects the subsequent dynamics.
Secondly, we have shown that age structure in the transmission term can have a large
impact on the seroprevalence proles, which in turn can have epidemiological eects.
Age structure, and the dierent exposure age groups have, can aect the probability
of an epidemic and the eort needed for optimal prevention. We have explored these
ideas and shown their signicance and how, potentially, new methodologies can be used
to help advance modelling, and therefore understanding, of the dynamics of dengue.
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A.1 Numerical schemes: L2 norm
Figure A-1 shows the error found by implementing the L2 norm (equation (3.29)).
For each compartment the total number of individuals is found and the error then
calculated. Figures A-1(a) and (b) show very similar trends to the previous method
of calculating the L2 norm using each individual age{group for the susceptible and
infected compartments (compare with gure 3-1). For larger step sizes the error is
smaller when the splitting scheme is implemented. As the step size is reduced the
error is very similar for both numerical schemes. The results are slightly more varied
for the recovered compartment (gure A-1(c)). However, in general for larger step
sizes the splitting scheme has a smaller error than the upwind scheme. As when using
the method in Section 3.2.4 we nd that the error is smaller for the susceptible and
recovered compartments than it is for the infected compartment.
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Figure A-1: The relative error (equation (3.29)) for the upwind scheme (circles) and the
splitting scheme (squares) when t = 1000 years as the step size is reduced. The error
is calculated by nding the total number of individuals in each compartment and then
nding the error. (a) Shows the error in the schemes for the susceptible compartment,
(b) shows the error in the schemes for the infected compartment and (c) shows the
error in the schemes for the recovered compartment. The parameters are given by
N = 10000,  = 60,  = 2 and b = 1=60.
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APPENDIX B
AGE{STRUCTURE IN THE TWO
SEROTYPE DENGUE MODEL
B.1 Calculating the basic reproductive number for the
single serotype host{vector model
To nd the basic reproductive number (R0) for the host{vector model we use the next
generation matrix near the disease free equilibrium (DFE). We discretize the population








H   I iH ; (B.1b)
dSV
dt
= NV ; (B.1c)
dIV
dt
= HNV   V IV (B.1d)
where
(V )i(t) = qb
piIV (t)Si(t)P
k pkNk(t)





There is no mortality rate included in the host equations as we are assuming type I
mortality (equation (3.24)). After linearising about the DFE, focusing on the infected
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The next generation matrix is then G =  T 1
G =
0BBBBBBBB@
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: (B.4)
Taking the spectral radius of this matrix then yields the square of the basic repro-
ductive number for the host-vector model.
B.2 Probability of type I error
IC1: S0(0) = 9997, I1(0) = 1, I2(0) = 2
B.2.1 Varying the enhancement intensity 
Figures B-1(a), (b) and (c) show the probability of type I error for serotype one at
the peak of the initial epidemic as the enhancement intensity is increased when the
enhancement prevalence and age{group with maximum transmission rate are varied.
Increasing the enhancement intensity does not overly inuence the probability of type
I error that is seen in the (   ) parameter space. This is also seen for serotype two
(gures B-1(d), (e) and (f)) and the total seroprevalence (gures B-1(g), (h) and (i)).
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Figure B-1: Probability of type I error at the peak of the initial epidemic as the
enhancement prevalence and the age{group with the greatest transmission rate are
varied. (a) (b) and (c) show the probability of type I error for serotype one. In (a)
 = 2, in (b)  = 3 and in (c)  = 5. (d) (e) and (f) show the probability of type I
error for serotype two. In (d)  = 2, in (e)  = 3 and in (c)  = 5. (g) (h) and (i)
show the probability of type I error for total seroprevalence. In (g)  = 2, in (h)  = 3
and in (i)  = 5. In all gures  = 1 and all other parameters are given in Table 4.1.
B.2.2 Varying the cross{protection 
Figure B-2 shows the probability of type I error for serotype two at the peak of the
initial epidemic as the cross{protection is decreased when the enhancement prevalence
and age{group with the maximum transmission rate are varied. We see similar char-
acteristics as for serotype one (compare with gure 4-7(a), (b) and (c)), however the
type I error is smaller across the parameter combinations. This means that it is harder
to dierentiate between the seroprevalence proles for serotype one than serotype two.
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Appendix B. Age{structure in the two serotype dengue model
As the level of cross{protection decreases ( increases) there is a greater uniformity





































































































Figure B-2: Probability of type I error for serotype two at the peak of the initial epi-
demic as the enhancement prevalence and the age{group with the greatest transmission
rate are varied. In (a)  = 0, in (b)  = 0:5 and in (c)  = 1. In all gures  = 3 and
all other parameters are given in Table 4.1.
B.3 Probability of type I error
IC2: Serotype one endemic
B.3.1 Varying the enhancement intensity 
Figures B-3(a), (b) and (c) show the probability of type I error for serotype two for
increasing enhancement intensity as the enhancement prevalence and age{group with
the maximum transmission rate are varied. As the enhancement intensity increases
it becomes more dicult to dierentiate between the seroprevalence proles and con-
sequently age{dependence is having less of an eect in the model. It is easiest to
dierentiate between the seroprevalence proles when the greatest transmission rate is
in the middle ages.
Figures B-3(d), (e) and (f) show the probability of type I error for the total sero-
prevalence at the peak of the initial epidemic. For each enhancement intensity there is
little change in how easy it is to dierentiate seroprevalence proles as the enhancement
prevalence is varied. For each enhancement prevalence the qualitative behaviour is the
same as seen in gure 4-10.
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Figure B-3: Probability of type I error at the peak of the initial epidemic as the
enhancement prevalence and the age{group with the greatest transmission rate are
varied. (a) (b) and (c) show the probability of type I error for serotype one. In (a)
 = 2, in (b)  = 3 and in (c)  = 5. (d) (e) and (f) shows the probability of type I
error for total seroprevalence. In (d)  = 2, in (e)  = 3 and in (f)  = 5. In all gures
 = 1 and all other parameters are given in Table 4.1.
B.4 Probability of type I error at the endemic equilibrium
Figure B-4 shows the probability of type I error at the endemic equilibrium for serotype
one as the enhancement prevalence and age{group with the maximum transmission rate
are varied. As cross protection decreases ( increases) the oscillatory behaviour occurs
for lower enhancement prevalences. When the maximum transmission rate is between
those aged 5 to 45 if the endemic equilibrium can be reached then decreasing the
enhancement prevalence makes it harder to dierentiate between the age{independent
and age{dependent seroprevalence proles.
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Figure B-4: Probability of type I error at the endemic equilibrium as the enhancement
prevalence and the age{group with the greatest transmission rate are varied for serotype
one. In (a)  = 0, in (b)  = 0:5 and in (c)  = 1. In all gures  = 3 and all other
parameters are given in Table 4.1.
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APPENDIX C
THE PROBABILITY OF AN
EPIDEMIC FOR STOCHASTIC
AGE-STRUCTURED MODELS
C.1 Probability of an epidemic when infection starts in
the vector population
To conrm the qualitative variation when infection starts in the vector population is not
the result of numerical error we look at the largest eigenvalues of the expectation matrix,
stochastic simulations, and the expected number of infections after two generations
given a particular initial condition. As previously stated, the largest real eigenvalue
of the expectation matrix determines whether the system is subcritical (an epidemic
will not occur), critical, or supercritical (an epidemic will occur with a probability
determined by the xed points) (Athreya and Ney, 1972; Allen and Lahodny Jr, 2012).
Figure C-1(a) shows the largest real eigenvalue as the exposure weighting of the working
age-group is varied. The qualitative behaviours seen in gure 5-5(d) can be seen, and
hence this complements the result. The stochastic simulations (gure C-1(b)) do not
give us much further insight, however the probability of an epidemic is similar as the
exposure weighting increases. This is to be expected; such small dierences will be
almost impossible to detect by simulation.
Finally, we consider the expected number of infections after two generations if
infection starts in each of the dierent age-groups. To do this we consider a generation
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based approach. Let the initial conditions be given by 0. The number of individuals
in each population in the subsequent two generations are then given by
1 = G0;
2 = G1 = G
20:
where G is the next generation matrix given by equation (5.17) (Diekmann and Heester-
beek, 2000). We consider the sum of the elements of 2 under each of the dierent
initial conditions, shown in gures C-1(c){(f). When infection starts in each of the host
populations the results coincide with the probability of an epidemic as the exposure
weighting of the working and children's age-groups are varied. Similarly when infection
starts in vector population (gure C-1(f)) the expected number of secondary infections
after two generations initially decreases and then increases, showing qualitative changes
for dierent exposure weightings. Although the dynamics are not exactly the same as
for the probability of an epidemic, the two results are not showing the same thing.
Rather, we are showing that there are similar behaviours in the graphs, indicating that
if infection starts in the vector population there is some qualitative behaviour which is
potentially harder to explain.
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Figure C-1: (a) The spectral radius of the expectation matrix as the exposure weighting
of the working age-group is increased. (b) The probability of an epidemic found using
stochastic simulations as the exposure weighting of the working age-group is increased.
(c){(f) The expected number of secondary infections after two generations with initial
conditions I1(0) = 1, I2(0) = 1, I3(0) = 1 and IV (0) = 1 respectively. In all graphs the
solid, dashed and dotted lines represent 1 = 0:2, 1 = 0:5 and 1 = 1. The exposure
weighting of the retired age{group is 3 = 0:5. All other parameters are given in
Table 5.1.
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