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Controllability of Matrix Sylvester System
and Sylvester Integro-differential System
In the present article, Sylvester matrix first order differential system and matrix first order
integro-differential system are studied. A set of sufficient conditions for controllability and com-
plete controllability of the system is presented. As a necessary tool, a variation of parameter for-
mula is developed for the non-linear Sylvester system.
Èññëåäîâàíû äèôôåðåíöèàëüíûå è èíòåãðî-äèôôåðåíöèàëüíûå ìàòðè÷íûå ñèñòåìû
Ñèëüâåñòðà ïåðâîãî ïîðÿäêà. Ïðåäñòàâëåí íàáîð äîñòàòî÷íûõ óñëîâèé óïðàâëÿåìîñòè è
ïîëíîé óïðàâëÿåìîñòè ñèñòåì. Êàê íåîáõîäèìûé èíñòðóìåíò äëÿ íåëèíåéíîé ñèñòåìû
Ñèëüâåñòðà ïîëó÷åíà ðàçíîâèäíîñòü ïàðàìåòðè÷åñêîé ôîðìóëû.
K e y w o r d s: control function, resolvent matrix, sylvester system, integro-differential equa-
tion, Fubini’s theorem, Volterra integro-differential equation, nonlinear systems.
1. Introduction. In this paper, we shall be concerned with the general first order
Sylvester system

  T t A t T t T t B t C t U t D t( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ), (1)
where A, B are continuous (n  n) matrices on J = [t0, t1] and C is an (n m) con-
tinuous matrix, U is an (m  m) continuous matrix on J, and D is an (m  n) ma-
trix. The Sylvester system (1) arises in a number of areas of control engineering,
feedback systems, dynamical systems and its general form solution in terms of
solution of fundamental matrix is given by Murty, Howell and Sivasundaram in
1992 [1]. Most of the results presented on control systems are new and include
general first order vector system as a particular case. More specifically, the pa-
per is organized as follows.
Section 2, presents general solution of (1) in-terms of two fundamental ma-
trix solutions of  T A t T( ) and  T B t T* ( ) and then present a set of sufficient
conditions for the controllability of (1).
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In section 3, we consider the general first order integro-differential equation
of the form

   

T t A t T t T t B t K t s T s T s K t
t
t
( ) ( ) ( ) ( ) ( ) [ ( , ) ( ) ( ) ( ,
0
1 2 s ds F t)] ( ) , (2)
satisfying T t T( )0 0 , where K t s1( , ) and K t s2( , ) are continuous square matrices
of the order (n  n) and( , )t s R

2 and F C R R n n

[ , ]. We first present the varia-
tion of parameters formula for (1) and then present sufficient conditions for the
controllability of the integro-differential system (2). Section 4 deals with nonlin-
ear control system. In this section, we consider the matrix integro-differential
system of the form

  

T t A t T t U t T t T t B t T t U t K
t
t
( ) ( , ( ), ( )) ( ) ( ) ( , ( ), ( ))
0
1( , , ( ), ( )) ( )t s T s U s T s 
 T s K t s T s U s ds C t T t U t U t D t T2 2( ) ( , , ( ), ( )) ( , ( ), ( )) ( ) ( ,
* ( ), ( ))t U t (3)
and present a set of sufficient conditions for its controllability, and then present
sufficient conditions for complete controllability of (3). Note that the matrices
involved are of appropriate dimension and are all continuous (n  n) matrices in
their arguments. Here the nonlinear matrix A is such that the elements aij 
 a t T t V tij ( , ( ), ( )) are scalars. Some remarks are applicable in respect of the
matrices B, K1, K2, C and D [2, 3].
In [1] the general solution of the homogeneous system   T t A t T t( ) ( ) ( )
T t B t( ) ( ) is given by T t Y t CZ t( ) ( ) ( )* , where Y (t) is a fundamental matrix
solution of  T t A t T t( ) ( ) ( ) and Z (t) is a fundamental matrix solution of  T t( )
B t T t* ( ) ( ). In this paper, we seek a particular solution of the nonhomogeneous
system.

  T t A t T t T t B t F t( ) ( ) ( ) ( ) ( ) ( ) (4)
in the form Y t( )C t( ) Z t* ( ). It is easy to verify that
C t Y s F s Z s ds
t
t
( ) ( ) ( ) ( ) .* 	 	

1 1
0
Thus a particular solution of (4) is given by
T t Y t Y s F s Z s ds Z tp
t
t
( ) ( ) ( ) ( ) ( ) ( )* *









	 	

1 1
0
,
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and any solution of (4) is of the form
T t Y t CZ t Y t Y s F s Z s ds
t
t
( ) ( ) ( ) ( ) ( ) ( ) ( )* * 








	 	

1 1
0

Z t* ( ).
Using this general solution, we can at once write the general solution of the con-
trol system (1) as
T t Y t CZ t Y t Y s C s U s D s Z s ds
t
t
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )* *  	 	1 1
0










Z t* ( ).
2. Controllability of the Sylvester system. In this section, we shall be con-
cerned with establishing a necessary and sufficient condition for the controll-
ability and observability of the nonhomogeneous system (1) under smooth con-
ditions. The Sylvester system (1) is said to be time invariant, if all the coefficient
matrices are constant, otherwise it is called time varying.
Definition1. The linear time varying system (1) is said to be controllable on
[ , ]t t0 1 , if for any initial time t0 and any initial state T t T( )0 0 there exists a con-
tinuous input signal U(t) such that the corresponding solution of (1) satisfies
T t T( )1 1 .
The time varying system (1) is said to be completely controllable on [ , ]t t0 1 ,
if it is controllable for all t t t[ , ]0 1 . We use the following notation Y t Y t( ) ( )
	

1
0
 ( , )t t0 and Z t Z t t t( ) ( ) ( , )
	

1
0 0 .
Theorem 1. The system (1) is completely controllable, if, and only if, the
( )n n symmetric matrix
V t t t s C s C s t s dsT T
t
t
( , ) ( , ) ( ) ( ) ( , )0 1 0 0
0
1


  ,
(5)
where  ( , )t t0 is the fundamental matrix solution  T A t T( ) satisfying
 ( , )t t I0 0  is non-singular, and that for some positive constant C, det
( ( , ))UC t t C0 1  . The control function U defined by
U t C t t t V t t T t t T t tT T( ) ( ) ( , ) ( , ) ( , ) ( , 	 		 0
1
0 1 0 1 0 1 1 0

 
) ( , ) t t0 (6)
transfer T (t0) = T0 into T (t1) = T1.
P r o o f. First, we suppose thatV t t( , )0 1 given by (5) is non-singular. Then
U (t) given by (6) is well defined. Further, any solution T (t) of (1) satisfying
T t T( )0 0 is given by
T t t t T t t( ) ( , ) ( , )  0 0 0

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



 ( , ) ( , ) ( ) ( ) ( , ) (t t t s C s U s t s ds t
t
t
0 0 0 0
0
 
  , )t .
Substitute the general form of the control function U(t) given by (6) in the above
equation, we get
T t t t T t t t t t s C s C sT( ) ( , ) ( , ) ( , ) ( , ) ( ) ( )1 1 0 0 0 1 1 0 0 	  


T
t
t
t s( , )0
0


 	 
	V t t T t t T t t ds t t1 0 1 0 1 0 1 1 0 0 1( , )[ ( , ) ( , )] ( , )  
 
 	 
	
  
( , ) ( , ) ( , ) ( , ) ( , )t t T t t t t V t t V t t1 0 0 0 1 0 1 0 1
1
0 1
 
 	 T t t T t t t t0 1 0 1 1 0 0 1  ( , ) ( , ) ( , )
 
 	      
 ( , ) ( , ) ( , ) ( , ) ( , )t t T t t t t T t t t t1 0 0 0 1 1 0 0 0 1 0 1 ( , )t t1 0 
  T t t t t t t T t t T1 1 0 0 1 0 0 1 1 1 1   
 ( , ) ( , ) ( , ) ( , ) .
Thus, the control function U transforms T t T( )0 0 into T t T( )1 1 and hence the
Sylvester system is controllable. This is true for all t t t[ , ]0 1 , it follows that the
Sylvester system is completely controllable.
Conversely, suppose that the system (1) is completely controllable. Let be
an arbitrary constant matrix of the order (n n ). Since V is symmetric, we have
   
* * * *( , ) ( ) ( ) ( , )V t s C s C s t s ds
t
t
 

 0 0
0
1
0 .
Let   * ( , ) ( ) t s C s0 . Then
    
* * ( , ) ( , ) | |V t s t s ds ds
t
t
t
t
  
 
0 0
2
0
1
0
1
0 . (7)
HenceV t t( , )0 1 is positive semi-definite. Suppose that there exists an
~
  0 such
that ~ ~ TV 0. Then in view of (7),
~
( , ) t s ds
t
t
0
2
0
1
0

 ,
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which means
~
 0on [ , ]t t0 1 . Since the system is completely controllable, there
exists a control V such that T t( )1 0 if T t( )
~
0 . Hence
T t t t s C s u s s t ds
t
t
1 0 1 0 0
0
1
 






  ( , ) ~ ( , ) ( , ( ), ( , )) 





 ( , )t t0 1 0,
which implies
~ ( , ) ( , ( ), ( , ))  	

 t s C s u s s t ds
t
t
0 0
0
1
,
and consequently |~| ~ ~    2  V , which is a contradiction. Since ~  implies
|~| 2  . Hence the claim.
3. Integro-differential system. In this section we develop the method of
variation of parameters formula for integro-differential equations of the Volter-
ra type in terms of resolvent kernels and then offer sufficient conditions for the
controllability of the Sylvester matrix integro-differential system [2]. More spe-
cifically, we consider the matrix linear integro-differential equation of the form

  

T t A t T t K t s T s ds F t
t
t
( ) ( ) ( ) ( , ) ( ) ( )1
0
, T t T( )0 0 , (8)
where A (t), K t s1( , ) are (n n ) continuous matrices for t R  and ( , )t s R 
2
and
 
F C R R n n

, and T is a square matrix of the order n. We get for
t s t0    
 ( , ) ( ) ( , )t s A t K t d
s
t
 

1  ,
R t s I R t s d
s
t
1 1( , ) ( , ) ( , ) 

   , (9)
where I is the identity matrix of the order n and K t s t s R t s1 1 0( , ) ( , ) ( , )   for
t t s0   . We shall state the following result relative to the linear integro-differ-
ential equation (8).
Theorem 2. Assume that A (t), K t s1( , ) are (n n ) continuous matrices for
t R

, ( , )t s R

2 and
 
F C R R n n

, . Then the solution of (8) is given by
T t R t t T R t s F s ds
t
t
( ) ( , ) ( , ) ( ) 

1 0 0 1
0
, T t T( )0 0 ,
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where R t s( , ) is the unique solution of the partial differential equation


  
R
s
t s R t s A s R t K s d
s
t
1
1 1 1 0( , ) ( , ) ( ) ( , ) ( , )  

(10)
with R t t I1( , )  .
P r o o f. Since  is continuous, it follows that R1 in (9) exists and subse-
quently


R t s
s
1( , ) exists and satisfies (10). Let T (t) be a solution of (8) for t t 0.
Then, if we set p s R t s T s( ) ( , ) ( ) 1 , we have

  p s
R t s
s
T s R t s A s T s K s u T u du( )
( , )
( ) ( , ) ( ) ( ) ( , ) ( )


1
1 1
t
s
F s
0











( ) .
Integrating in between the limits t0 to t yields,
p t p t
R t s
s
T s R t s A s T s R t
t
t
( ) ( )
( , )
( ) ( , ) ( ) ( ) (	   

0
1
1 1
0


, ) ( )s F s ds

















 
t
t
t
s
R t s K s u T u du ds
0 0
1 1( , ) ( , ) ( ) .
Applying Fubini’s theorem [4], we get
p t R t t T
R t s
s
R t s A s
t
t
( ) ( , )
( , )
( , ) ( )	  





1 0 0
1
1
0








 
s
t
t
t
R t u K s u du T s ds R t s F s ds1 1 1
0
( , ) ( , ) ( ) ( , ) ( ) .
Using (10), we get
p t R t t T R t s F s ds
t
t
( ) ( , ) ( , ) ( ) 

1 0 0 1
0
.
Since p t R t t T t( ) ( , ) ( ) 1 and R t t I1( , )  , we have
T t R t t T R t s F s ds
t
t
( ) ( , ) ( , ) ( ) 

1 0 0 1
0
.
Now, to prove that T is a solution of (8), let T (t) be the solution of (10) satis-
fying T t T( )0 0 existing for t t0   . Then
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tt
t
t
R t s T s ds R t t T t R t t T
R
0 0
1 1 1 0 0
1
 

 	 	( , ) ( ) ( , ) ( ) ( , )
( t s
s
T s ds
, )
( )


 	
 
t
t
t
t
R t s F s ds
R t s
s
T s ds
0 0
1
1( , ) ( )
( , )
( )


.
Using (10) and Fubini’s theorem, we get
t
t
t
s
R t s T s A s T s K s u T u du F s
0 0
1 1
 

	 	 	



( , ) ( ) ( ) ( ) ( , ) ( ) ( )






ds 0 .
Since R t s1( , ) is a non-zero continuous matrix for t s t0    , we have

	 	 	 

T s A s T s K s u T u du F s
t
s
( ) ( ) ( ) ( , ) ( ) ( )1
0
0 .
Therefore, T is a solution of

 

T t A t T t K s u F u du
t
s
( ) ( ) ( ) ( , ) ( )1
0
.
Thus the proof of the theorem is complete.
Theorem 3. The matrix integro-differential system

  

T t A t T t K t s T s ds C t U t
t
t
( ) ( ) ( ) ( , ) ( ) ( ) ( )1
0
, t J , (11)
T t T( )0 0
is completely controllable, if, and only if, the controllability matrix
 ( , ) ( , ) ( ) ( ) ( , )* *t t R t C s C s R t s ds
t
t
0 1 1 0 1 0
0
1



is non-singular, where R t s1( , ) is the resolvent matrix. The control function
U t C t R t t t t T R t t T( ) ( ) ( , ) ( , )[ ( , ) ]* 	 		1 0
1
0 1 0 0 1 1
defined for t t t0 1  transfers T t T( )0 0 to T t T( )1 1 .
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P r o o f. Any solution T (t) of (11) is given by
T t R t t T R t C U d
t
t
( ) ( , ) ( , ) ( ) ( )* 

0 0 1
0
   
and hence
T t R t t T R t C U d
t
t
( ) ( , ) ( , ) ( ) ( )*1 1 0 0 1 0
0
1
 











    R t t1 1 0( , )
  	 	
	T R t C C R t t t T R t0 0 0
1
0 1 0 1 0( , ) ( )( ( ) ( , ) ( , ))( (
* *
     , ) )t T d
t
t
1 1
0
1












 	 	 
	R t t T t t t t T R t t T T1 1 0 0 0 1
1
0 1 0 0 1 1( , )[ ( , ) ( , )( ( , ) )]  1.
Converse is similar to the proof of Theorem 1.
Theorem 4. Assume that B (t) and K t s2( , ) are continuous (n n ) matrices
for t R

, ( , )t s R

2 and
 
F C R R n n

, . Then the solution of

  

T t T t B t T s K t s ds F t
t
t
( ) ( ) ( ) ( ) ( , ) ( )2
0
, (12)
T t T( )0 0
is given by
T t T R t t F R t d
t
t
( ) ( , ) ( ) ( , )* * 

0 2 0 2
0
  ,
where R2 (t, s) is the resolvent kernel and is the unique solution of


  
s
R t s B s R t s K s R t d
s
t
2 2 2 2 0
* * *( , ) ( ) ( , ) ( , ) ( , )  

(13)
with R t t I2( , )  .
P r o o f. The proof is similar to the proof of Theorem 2.
Theorem 5. The matrix integro-differential system (12) is completely con-
trollable, if, and only if, the controllability matrix
     ( , ) ( , ) ( ) ( ) ( , )* *t t R t D D R t d
t
t
0 1 2 0 2 0
0
1


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is non-singular, where R t s2( , ) is the resolvent matrix. The control function
U (t) given by
 
U t D T R t t t t T R t t T( ) ( ) ( , ) ( , ) ( , )* * * 	 		2 0
1
0 0 2 0 1 1

defined for t t t0 1  transfers T t T( )0 0 to T t T( )1 1 .
P r o o f. The proof is similar to Theorem 1.
We shall now consider the superposition of these two systems and present a
set of sufficient conditions for the complete controllability of the Sylvester
integro-differential system

   

T t A t T t T t B t K t s T s
t
t
( ) ( ) ( ) ( ) ( ) [ ( , ) ( )1
0
 T s K t s ds C t U t D t( ) ( , )] ( ) ( ) ( )*2 , (14)
T t T( )0 0 .
Theorem 6. The matrix Sylvester integro-differential system (14) satisfy-
ing T t T( )0 0 has a unique solution given by
T t R t t T R t t R t C U D t R( ) ( , ) ( , ) ( , ) ( ) ( ) ( , )* * * 
1 0 0 2 0 1 2
    ( )t d
t
t

0

,
where R1 and R2 are the solutions of the partial differential equations (10) and
(13), respectively.
P r o o f. The proof is similar to Theorem 2.
Theorem 7. The matrix integro-differential system (13) is completely con-
trollable, if, and only if, the
 ( , ) ( , ) ( ) ( ) ( , )* *t t R t s C s C s R t s ds
t
t
0 1 1 0 1 0
0
1


and
 ( , ) ( , ) ( ) ( ) ( , )* *t t R t s D s D s R t s ds
t
t
0 1 2 0 2 0
0
1


are non-singular, where R1(t, s) and R2(t, s) are resolvent matrices. The control
function U (t) given by
U t C t R t t t t T R t t T R t( ) ( ) ( , ) ( , ) ( , ) ( ,* * 	 		1 0
1
0 1 0 1 0 1 1 2 1

 
t0 ) 

	

1
0 1 2 0 1( , ) ( , ) ( )
*t t R t t D t
is defined for t t t0 1  transfers T t T( )0 0 to T t T( )1 1 .
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P r o o f. Any solution T of the matrix Sylvester integro-differential system
is given by
T t R t t T R t t R t C U D R t( ) ( , ) ( , ) ( , ) ( ) ( ) ( ) (* * * 
1 0 0 2 0 1 2
    , ) d
t
t
0

. (15)
Substituting the general form of the control U (t) in (15), we get
T t R t t T R t t( ) ( , ) ( , )*1 1 1 0 0 2 1 0 


R t t R t C
t
t
1 1 0 1 0
0
1
( , ) ( , ) ( )  	 		C R t t t T( ) ( , ) ( , )[* 1 0
1
0 1 0
	
	R t t T R t t t t R t t D1 0 1 1 2 1 0
1
0 1 2 1( , ) ( , )] ( , ) ( , ) ( )
*
   D R t d* *( ) ( , )   2 0
 	
	R t t T R t t R t t t t t t
1 1 0 0 2 1 0 1 1 0 0 1
1
0 1( , ) ( , ) ( , ) ( , ) ( , )
*
  [T0 	
	
	R t t T R t t t t t t R t t1 0 1 1 2 1 0 0 1
1
0 1 2 0 1( , ) ( , )] ( , ) ( , ) ( , )
*
  
 	 R t t T R t t R t t T R t t
1 1 0 0 2 1 0 1 1 0 0 2 0 1
( , ) ( , ) ( , ) ( , )* *
 R t t R t t T R t t R t t R t t1 1 0 0 1 1 2 1 0 2 0 1 1 1 1( , ) ( , ) ( , ) ( , ) ( , )
* * T R t t T1 2 1 1 1
* ( , )  .
Conversely, suppose the system (14) is completely controllable. Then it can
easily be proved as in Theorem 1, that ( , )t t0 1 and ( , )t t0 1 are positive definite
matrices.
4. Nonlinear control system. Observe that the system (4) is nonlinear. We
aim at finding the existence of controllability conditions so that it be completely
controllable. For this purpose, let
~
( )T t and
~
( )U t be two given n n matrices con-
tinuous in t J . The associated linear matrix integro-differential equation with
(4) is given by

  T t A t T t U t T t T t B t T t U t( ) ( ,
~
( ),
~
( )) ( ) ( ) ( ,
~
( ),
~
( ))
 K t s T s U s T s T s K t s T s U s ds1 2( , ,
~
( ),
~
( )) ( ) ( ) ( , ,
~
( ),
~
( ))
t
t
0


C t T t U t U t D t T t U t( ,
~
( ),
~
( )) ( ) ( ,
~
( ),
~
( ))* , (16)
T t T( )0 0 ,
where T0 is a given (n n ) matrix. Note that (16) is similar to the system (13).
Since (16) is linear, Theorems 2 and 4 are applicable. Hence the resolvent matri-
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ces R t s T s U s1( , ,
~
( ),
~
( )), R t s T s U s2( , ,
~
( ),
~
( )) exist for t J and yield the solution
of the initial value problem (16) and is given by
T t R t t T t U t T R t t T t U t R( ) ( , ,
~
( ),
~
( )) ( , ,
~
( ),
~
( ))* 0 0 2 0 1 ( , ,
~
( ),
~
( ))t s T s U s
t
t


0
C s T s U s U s D t s T s U s R t s T* * *( ,
~
( ),
~
( )) ( ) ( , ,
~
( ),
~
( ) ( , ,
~
2 ( ),
~
( )))s U s ds. (17)
The representation of the solution given in (17) is a consequence of the su-
perposition of conclusions obtained in Theorems 2, 4 and 7. Hence we have the
following theorem.
Theorem 8. The matrix integro-differential system (17) is completely con-
trollable, if, and only if, the control matrices
 ( , ,
~
( ),
~
( )) ( , ,
~
( ),
~
( ))t t T t U t R t s T s U s
t
t
0 1 1 1 1 0
0
1
 

C s T s U s C s T s U s R t s T s* *( ,
~
( ),
~
( )) ( ,
~
( ),
~
( )) ( , ,
~
( ),
~
1 0 U s ds( )) (18)
and
 ( , ,
~
( ),
~
( )) ( , ,
~
( ),
~
( ))*t t T t U t R t s T s U s
t
t
0 1 1 1 2 0
0
1
 

D s T s U s D s T s U s R t s T s* *( ,
~
( ),
~
( )) ( ,
~
( ),
~
( )) ( , ,
~
( ),
~
2 0
U s ds( )) (19)
are non-singular. The control function U (t) is given by
U t C t T t U t R t t T t U t t( ) ( ,
~
( ),
~
( )) ( , ,
~
( ),
~
( )) ( ,* 	 	1 0
1
0 t T t U t,
~
( ),
~
( ))1 1 
 	[ ( , ,
~
( ),
~
( )), ( , ,
~
( ),
~*T R t t T t U t T R t t T t U0 1 0 1 1 1 1 2 1 0 1 ( ))]t1 

	

1
0 1 1 1 2 1 1 1( , ,
~
( ),
~
( )) ( , ,
~
( ),
~
( )) (*t t T t U t R t t T t U t D t T t U t,
~
( ),
~
( ))1 . (20)
Here the matrices and as given in (18), (19) are assumed to be non-singular.
P r o o f. Substitute (20) in (17) and prove that T (t1) = T1. Conversely, as-
sume that the Sylvester system (16) is completely controllable. Then by follow-
ing the proof of Theorem 1, we show that the control matrices and  are posi-
tively definite. The details are omitted.
We now turn our attention to the nonlinear system given in (4). Taking the
relations (17) and (20) in consideration, we let
F C J C J C J C Jn n n n n n n n: ( ) ( ) ( ) ( )     
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such that
F T t U t T t U t(
~
( ),
~
( )) ( ( ), ( )) .
The operator F is continuous on C J C Jn n n n ( ) ( ). Let there exist a closed
bounded, convex set! in C J C Jn n n n ( ) ( ) such that (T, U) = F T U(
~
,
~
) for any
~
,
~
T U in !, then from the relations (17), (20), F (!) is bounded. We apply
Schauder’s fixed point theorem and conclude that there exists at least one fixed
point of F. Hence, we have the Theorem 8.
We consider a more complicated system and using Kronecker product of
matrices, we obtain sufficient conditions for the system controllability.

  

T t A t T t B t K t s T s K t s ds F t
t
t
( ) ( ) ( ) ( ) ( , ) ( ) ( , ) ( )1 2
0
is equivalent to
V T t A B V T t( ( )) ( ) ( ( ))*  " 
 "  "

[ ( , ) ( , )] ( ( )) ( ( ) )*K t s K t s V T s ds F t I
t
t
n1 2
0
, (21)
whereV T t( ( )) is an n2 1 vector, ( )*A B" is an ( )n n2 2 matrix and K t s1( , )"
"K t s2
* ( , ) are ( )n n2 2 continuous matrices and" denotes the Kronecker product.
The following theorem is a simple consequence of Theorem 1 in [5].
Theorem 9. Assume that ( )*A B" and K K1 2"
* are continuous ( )n n2 2
matrices for t R

and ( , )t s R

2 and F t I n( )" is an ( )n n
2 2
 continuous ma-
trix. Then the solution of (21) is given by
V T t R t t T R t s F s I dsn
t
t
( ( )) ( , ) ( , )( ( ) )  "

1 0 0 1
0
, T t T( )0 0 ,
where R t s1( , ) is the unique solution of

s
R t s R t s A s B s1 1( , ) ( , )( ( ) ( ))
*
 " 
 " "

R t K s K s F s I d
s
t
n1 1 2
( , )( ( , ) ( , ))( ( ) )*   
R1 being ( )n n
2 2
 matrix and the symbol " means Kronecker product.
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The other results like Theorem 3, 4 and 5 follow. We can consider more
general systems like

 T t F A t T t g B t f K t s T s g K t s d( ) ( ( )) ( ) ( ( )) ( ( , )) ( ) ( ( , ))1 2 s F t
t
t
0

 ( ),
which can be converted into a vector system by using Kroneker product of matri-
ces as
V T t f A t g B t V T t( ( )) [ ( ( )) ( ( ))] ( ( ))*  " 
 "  "

[ ( ( , )) ( ( , ))] ( ( )) ( ( ) )*f K t s g K t s V T s ds F t I
t
t
n1 2
0
.
The results on controllability and observability criteria can be discussed for
the above system as in linear systems [5]. In order to avoid monotony, we even
omit starting those results.
Äîñë³äæåíî äèôåðåíö³àëüí³ òà ³íòåãðî-äèôåðåíö³àëüí³ ìàòðè÷í³ ñèñòåìè Ñèëüâåñòðà ïåð-
øîãî ïîðÿäêó. Íàâåäåíî íàá³ð äîñòàòí³õ óìîâ êåðîâàíîñò³ òà ïîâíî¿ êåðîâàíîñò³ ñèñòåì.
ßê íåîáõ³äíèé ³íñòðóìåíò äëÿ íåë³í³éíî¿ ñèñòåìè Ñèëüâåñòðà îòðèìàíî ð³çíîâèä ïàðà-
ìåòðè÷íî¿ ôîðìóëè.
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