Abstract
Introduction
The high turnover rate among managers in the English Football League is well documented in Audas, Dobson and Goddard (1999) . Scully (1994) used a long time series of United States data to examine the relationship between managerial efficiency and managerial survival rates in basketball, (American) football and baseball. In spite of this, there has been a modest literature that attempts to explain the employment survival of football managers. Audas, Dobson and Goddard (op.cit.) and Hope (2003) provide rare examples. The former authors use continuous time duration modelling and exploit match-level data over a 25-year period to explain involuntary separations of football managers. On the other hand, Hope (2003) uses Operations Research techniques to determine the optimal time to sack a manager. The purpose of this paper is to add to this modest literature through an examination of managerial exit patterns in three recent league seasons. This allows us to examine whether the effects of important covariates are relatively stable over a short time period. Our empirical approach emphasizes the role of intra-season performance indicators as determinants of involuntary exit.
In contrast to the existing empirical work on this issue, we exploit a discrete-time approach in the hazard modelling. The calendar month within the season provides the measure for the spell at risk. This facilitates use of a standard logistic model and allows an easier introduction of time-varying covariates. In addition, we endeavour to capture neglected heterogeneity through exploiting the panel nature of the spell at risk data. This paper is structured as follows. The next section contains a description of the empirical methodology used and is followed by a section describing the data. The penultimate section discusses the empirical results and a final section offers some conclusions.
Methodology
Hazard modelling has traditionally been undertaken within a continuous-time framework (see Lancaster (1992) ). More recently, however, situating the analysis within a discretetime context has become popular as it allows for a degree of simplification in the modelling. Jenkins (1995) , exploiting the work of Allison (1982) , suggests a useful way for the estimation of discrete-time hazard models using a binary logistic regression model. The approach requires re-organization of the data away from the individual as the unit of observation to the spell at risk of event occurrence. The individual-level data are thus replaced by spell at risk data stacked by individual. Each individual unit contributes multiple observations to an expanded likelihood function. In the first period an individual unit either stays or exits the state occupied. Those that survive into the second period either remain or exit in that period and so forth into subsequent periods with the numbers surviving, and hence contributing to the likelihood function, diminishing as individuals leave the state in question. The dependent variable in this type of setting could be denoted y i,t and defined as 1 if the i th individual exits the state at time period t, and zero otherwise.
The re-organization of the data allows construction of an unbalanced panel dataset where a maximum of N individuals are observed over T discrete time periods. This could be developed a little further by introducing covariates and separate intercepts for each failure period to capture the baseline hazard. The logistic is a computationally straight-forward transformation and possesses an added advantage of providing a non-proportional hazard.
This may be formulated as follows:
The dependent variable represents the probability of individual i exiting in a small interval after period t conditional on having survived to period t, where x i,t is a vector of covariates, which may or may not vary over time. The vector D i,t denotes the baseline hazard, which can be specified by a set of dummy variables for each failure time period (see Sueyoshi (1995) ). This provides another advantage in that the estimates for the baseline hazard are derived directly as part of the estimation procedure. This approach has the merit of simplicity and also allows an easier introduction of time-varying covariates than parametric continuous-time hazard models. This latter advantage has some relevance in the current application given the potential for a strong correlation between the hazard of interest and time-varying performance indicators.
The discrete approach, though computationally straightforward, is not free of criticism.
The first relates to the inflation of the sample size through the re-organization of the data.
Though a legitimate concern, the estimates obtained are still maximum likelihood and retain the asymptotic properties of this class of estimator. The second relates to the treatment of the repeated observations as if they were independent of each other. This is clearly not the case given the data re-organization with correlation across observations allowing the potential for some degree of inefficiency in the estimates and a downward bias in the sampling variance. However, as Robinson (1982) demonstrates with a probit model, ignoring the correlation across time does not affect the consistency of the maximum likelihood estimates. Following Allison (1982) , we exploit an approach within the discrete-time framework that provides a solution to this particular problem (see below).
Neglected heterogeneity, a potentially important issue in hazard modelling, could also be addressed by exploiting the panel nature of the data. In particular, the binary logistic model could be re-specified to allow for individual-specific fixed effects as follows:
The construction of the relevant likelihood for this logistic model and its maximization with respect to the β vector and α i terms yields consistent estimators only if the number of time periods goes to infinity. In empirical applications this is impractical and, with a fixed T, estimates of the fixed effects and the parameter vector are inconsistent. The
Monte Carlo experiments reported by Katz (2001) As in the case of the fixed effects linear regression model, only time-varying covariates are permissible with this procedure. The groups of data points used to construct the estimator for β are confined to those that exhibit a change in status. The groups that exhibit no change in status are discarded as they provide no information about the vector β. The use of this procedure requires belief that all the information required for β is contained in the non-discarded data. This is a fairly stringent requirement and may not be appropriate for all applications. A further limitation with this approach is that the fixed effects cannot be retrieved for further interrogation or analysis. A crude way of overcoming this problem would be to estimate a Linear Probability Model (LPM) with fixed effects. However, this procedure is inherently heteroscedastic and will have a strong tendency to predict outside the lower end of the [0,1] boundary given the low hazard rates generally encountered in these applications. This particular approach is thus not pursued here.
The neglected heterogeneity could alternatively be captured through treating the omitted factors as random. This sits more comfortably within the hazard modelling tradition than the fixed effects approach. The random effects specification is expressed as: The use of the discrete-time approach outlined earlier allows for a very simple introduction of time-varying monthly covariates in our analysis. A variety of different measures were initially explored to determine their use as covariates in the hazard function. These included an extensive set of time-varying performance measures and time-invariant personal and club-level characteristics (see below). However, only a small sub-set of these exerted any independent influence on the hazard and for brevity, the reported analysis is restricted to those that recorded some effect in one or other of the models estimated. These comprise two time-varying covariates and one time-invariant covariate described in table 2. The role of other covariates is discussed later.
The position (15 th or lower) used to determine whether a team is in the relegation zone or not is broader than conventionally understood. Although this cut-off point is arbitrary it is felt that it adequately captures league under-performance. It is anticipated that this covariate will exert a positive effect on the hazard. In work not reported here we also used separately continuous measures relating to actual league position of the club at the start of the risk month and the number of wins in the previous month. The estimated effects for both were as anticipated and registered well determined effects in all cases but offered little enhancement to the regression models in terms of an improvement in the maximised log-likelihood values. Thus, for the analysis undertaken here, we report estimates based on the binary measure capturing whether the club is in the relegation zone or not at the start of the risk month.
The attendance measure used is defined as attendance expressed as a percentage of a club's ground capacity averaged over the home league games in the month prior to the risk month. We believe that this percentage rate measure is more meaningful in this particular context given the wide variation in absolute attendance figures across all four leagues. It is arguable that what is important to a league club is not absolute attendance but the distance it reflects from capacity. This measure could be taken to provide a barometer of fan support for the manager. More importantly, however, the attendance rate provides the club board the financial incentive to either retain or dispense with the services of the current incumbent. Given this interpretation, we anticipate that the greater the attendance rate, the lower the hazard is likely to be.
As noted above, these two measures are based on realizations at the start of the risk month. In the case of the August spell at risk the realisations for the two time-varying covariates relate to the league position at the end of the last season and the attendance figure is averaged over the month of April from the previous season. Finally, one timeinvariant characteristic found to contain some explanatory power in a number of the estimated logistic regression models is a binary measure that captures whether a manager was capped at senior international level during his professional playing career or not.
Our empirical approach also allows for the introduction of factors that capture unobservables. These unobservable effects could be taken to reflect individual heterogeneity that capture coaching ability, man-management skills or other motivational attributes that are assumed to vary across individuals. These omitted factors might also be club-specific in nature and reflect the attitude, patience, indulgence or otherwise of those that have the responsibility for running the football club. The omitted factors are separately treated as either fixed (see [2] above) or random (see [3] above) in the estimated specifications. The importance of these latter factors is tested empirically.
Empirical Results
The absence of exits in three of the nine months for the middle season (see table 1) implies that a flexible baseline hazard based on intercepts for individual months does not provide a complete replacement for the constant term in the empirical specification.
Therefore, the baseline hazard used in this study conflates the months into pairs for the first six months and allows a final intercept to capture the February to April risk period.
This treatment allows for a reasonably flexible baseline hazard that fully replaces the constant term.
The maximum likelihood estimates for the hazard rate models for the three separate league seasons are reported in tables 3 to 5. The first column of each table reports estimates using the above-defined baseline hazard specification but excluding any covariates. The estimates give the effect on the log odds ratio of exit. Once transformed into probability effects these provide Kaplan-Meier estimates but, given the conflation The introduction of the three covariates (see column two in tables 3 to 5) predictably alters the baseline hazard estimates. However, the October/November period remains the one containing the highest exit risk for the two earlier seasons and the estimated ceteris paribus effect for this particular period in the final season is rendered statistically insignificant.
The most important covariate determining the hazard, in terms of both statistical significance and magnitude, is reserved for being in the relegation zone at the start of the risk month. The estimated effects for this covariate are positive and well determined in all three cases but, on the basis of asymptotic t-tests (not reported here), there is no evidence of a statistical change in this effect over the three seasons to which our analysis relates. The estimated effect for the attendance rate, the other time-varying covariate in the specification, is poorly determined in the 2002/3 season with an asymptotic t-value close to unity but comfortably achieves statistical significance at a conventional level in the specifications corresponding to the earliest and latest seasons. There is again no evidence, on the basis of an asymptotic t-test, of a statistical difference in the effects of Given the nature of the estimator only time-varying covariates are permissible. The estimator only exploits information for those cases where the status changed -hence the reduced sample sizes reported for this column in these tables. Once the fixed effects are introduced, the model estimates suggest a role for attendance that is confined to the fixed effects specifications for the first two seasons. However, the fact that a large volume of information is discarded in the construction of this estimator provides pause for some interpretational caution here.
The estimates reported in the final column of tables 3 to 5 are based on a random effects logistic model with a constant term. The estimated coefficients for σ u and hence ρ are both negligible and poorly determined in a statistical sense in all cases. This suggests no cross-period correlation and thus, implicitly, no evidence of random effects (or neglected heterogeneity) in the estimated regression models. The estimated effects for the covariates are thus identical to those reported for the pooled logit specification containing a constant term (see column three of these tables). It should be noted that replacing the constant term by the flexible baseline hazard in this final specification does not alter the finding in regard to neglected heterogeneity for any of the three seasons.
The role of a set of other variables on the hazard of exit is now briefly investigated. All but one is time-varying in nature. Given the absence of any evidence of random effects, our preferred model for this exercise is the pooled logit with the flexible baseline hazard.
The variables of interest are introduced separately into this model to assess their statistical significance using either an asymptotic t-test or a likelihood ratio test, and then subject to a joint statistical test overall. The results are reported in table 6. There is no variation in the hazard rates across the division a league club plays. The age of the manager at the start of the season, his length of managerial service at the club, the number of clubs he has managed prior to the current one, and whether or not he is English exert no independent influence on the hazard. In addition, a good FA cup run is unlikely to provide respite to a manager under-performing in the league, though the evidence for the 2001/2 season could be construed as marginal. And managers who once played for the club they currently manage are not subject to any degree of favouritism in regard to their employment status. The null hypothesis of no joint effects for these variables overall is also upheld by the data for all three seasons.
Conclusions
This paper used data drawn from the English League to model hazard rates for club managers in three separate seasons: 2001/2, 2002/3 and 2003/4. Over one-third of managers involuntarily exited their employment status within these three seasons. We used a suggestion by Allison (1982) and Jenkins (1995) to model the hazard on the basis of the spell at risk, rather than the individual, using a standard logistic model. We defined the spell of risk in terms of months of the football season. We also examined the role of neglected heterogeneity exploiting both random and fixed effects logistic models in this setting.
The raw data suggest that October was generally a high risk month for involuntary departures. There was no evidence that controlling for neglected heterogeneity through random effects was important to understanding the determinants of involuntary exit. Our preferred specification was a pooled logistic model with a flexible baseline hazard, though this was not found to dominate unambiguously in all three seasons. In using this model, we found that the hazard rates were affected by a small set of covariates with the most important a time-varying measure defined around success on the field of play. In this regard, our findings resonate with those of Audas, Dobson and Goddard (op.cit.). In particular, league position was the most important determinant of an individual manager's exit. A measure for home attendance designed to proxy for, inter alia, the financial well-being of the club also exerted a role over the three seasons reviewed here.
It should come as little surprise to English Football League mangers that the key to survival is avoiding a lowly position in the league within which they ply their trade. No independent role for managerial age, experience, length of service or ethnicity was detected. The fact that a manager had a playing relationship with the club in the past also counted for little. Those that run English League football clubs appear understandably to be characterised by a distinct lack of sentiment.
On a more general note, we believe that the discrete-time approach adopted in this study appears eminently suitable to modelling hazard rates in applications where fast-changing performance indicators are potentially important determinants of managerial survival. This would generally be the case in most professional sports labour market applications.
In addition, the use of random effects within the discrete-time framework to capture neglected heterogeneity provides an added dimension that is relatively easy to implement with available software (e.g., STATA). However, we are not entirely convinced that the use of Chamberlain's fixed effects estimator to model neglected heterogeneity was all that informative in our application given the amount of information the procedure discarded. Finally, the arbitrary choice of a month to represent the spell at risk could also be relaxed by the interested investigator to allow for a much finer discrete unit based on weeks or even days at risk. The extent to which the foregoing enhances empirical analysis is likely to be application dependent. 
