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For a singular integral equation arising in a modified approach to boundary 
integral equations for exterior boundary-value problems from the theory of elec- 
tromagnetic reflection an existence proof is given. 
1. INTR~OUCTI~N 
Using the classical boundary layer potential approach, the exterior 
boundary-value problem for the vector Helmholtz equation 
AE+dE=O 
under electric boundary conditions arising from the mathematical theory of 
stationary electromagnetic reflection can be reduced to a system of two 
Fredholm integral equation of the second kind. This system is uniquely 
solvable for all frequencies K with the exception of a countable set of positive 
frequencies which are the eigenvalues of a certain interior boundary-value 
problem. In [3] Knauff and Kress suggested a modilication of the boundary 
layer potential approach which extends the method introduced by Brakhage 
and Werner [ 11, by Leis [4], and by Panich [5] for the exterior boundary- 
value problems for the scalar Helmholtz equation to the case of the vector 
Helmholti equation. This modification leads to a system of two singular 
integral equations of the second kind containing a positive parameter II. For 
this system uniqueness for all K and for all q and existence of a solution for 
small 9 was shown in [3]. The main aim of this paper is to prove existence 
of a solution to the system of singular integral equations for all K and for all 
q without using the theory of two-dimensional singular integral equations. 
Furthermore, an alternative boundary integral equation is presented by use 
of a representation theorem for solutions to the vector Helmholtz equation 
which is the extension of the approach used by Burton and Miller [2] for the 
scalar Helmholtz equation. The system of singular integral equations 
obtained by this method is seen to be the adjoint of the system derived from 
the boundary layer potential approach. 
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2. EXISTENCE OF A SOLUTION TO THE SINGULAR INTEGRAL EQUATION 
Let D be an unbounded connected domain in R3. The boundary of D, 
denoted by S, is assumed to consist of a finite number of disjoint, closed, 
bounded surfaces belonging to the class C*. The complement of D in R3 is 
designated by Di. By n we denote the unit normal to S directed into D. 
To simply notations, for any domain G c R3 we introduce the linear space 
of vector fields 
V(G): = {E: c+ C31EE C*(G)n C(c), div E, rot E E C(G)}. 
We shall consider the following exterior boundary-value problem from the 
theory of electromagnetic reflection at perfect electrical conductors. 
PROBLEM (H). Find a vector field E E V(D) satisfying the vector 
Helmholtz equation 
AE + K*E = 0 in D, K # 0, Im(lc> > 0, (2.1) 
the electric boundary conditions 
[n, E] = c, div E = y on S, (2.2) 
and the radiation condition 
[rotE,&] +&divE-kE=o(b). Ixl-+03, (2.3) 
uniformly for all directions x/1x1. Here, y E C’**(S), 0 < a < 1, is a given 
function and c E C”@(S) is a given tangential j?eld with the additional 
property that the surface divergence exists and is of class C’@(S). 
As described in [3] we try to find the solution to problem (H) in the form 
E(x) = rot 
I 
a(y) @P(x, Y) ds(y) 
S 
+ iv 1 [NY), a(v)1 @(x9 Y) ds(y) s 
- I 4~) n(v) @(x9 Y) ds(y) S 
+ iv grad I A(Y) @(A Y) My), 
xED, (2.4) 
S 
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where 
1 $Klx-YI 
aqx, y) := - ___ 
4x IX-Y1 
(2.5) 
denotes the fundamental solution to the Helmholtz equation in IR3. The 
unknown tangential field a and the function 1 are assumed to belong to 
C’*“(S), 7 is a positive constant, and 
I 
1 
5 := 
if Re(K) > 0, 
-1 if Re(fc) < 0. 
Define for 0 < a < 1 the Banach spaces 
xy := {a: s -+ C31 (n, a) = 0, a E CO-(s)}, 
x; := {A: s + c I A E C”~yS)} 
endowed with the usual Holder norms, and introduce the product space 
X” :=Xy x X7 with product norm. Define integral operators Kj,, 
Lj,:Xp+Xy,j,l= 1,2 by 
(K, I a)(x) := -2 j [n(x), rot,My) @G-G ~111 WY), 
S 
(K,,A)(x) := 2 1 A(Y) [n(x), n(y)] @(x> J’) ds(Y), 
(Kzl u)(x) := 0, ’ 
(K&)(x) := -2 1 KY) “;;;;’ US, 
S 
CL, I a)(x) := -2 1 [n(x), In(v), U(Y)1 1 @(x3 Y>4Y), 
S 
(L,,A)(x) := -21 [n(x), grad,My) @(x7 ~111 US, 
S 
(L,,a)(x) := -21 div,{[4y), a(v)1 @(x9 Y>I~Y), 
S 
(L22ANx) := q k(Y) @(XT Y) %Y)Y XE s. 
S 
In an obvious notation finally we introduce operators K, L: X” +X” by 
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In [3, Theorem 4.11 it was shown that the field E defined by (2.4) solves 
problem (H) provided the densities a and A are a solution of the integral 
equation 
(f;) -K(i) -irnL(J =2(F). (2.6 1 
As also shown in [3] the integral operators K,, , Klz, Kz2, L,, , and L,, are 
compact because of their weak singularities. However, the operators L,, and 
L2, are singular operators with Cauchy-type singularities. In [3, 
Theorem 5.21 it was proved that the integral equation (2.6) has at most one 
solution for all r > 0 and that a solution exists for q sufficiently small. The 
aim of this section is to verify 
THEOREM 2.1. To all K with K # 0, Im(rc) > 0 and all n > 0 the integral 
equation (2.6) has a unique solution. 
In order to establish this result we first consider the following interior 
boundary-value 
PROBLEM (Hi,,). Find a vector field E E V(Di) satisfying the vector 
Helmholtz equation 
AE+K’E=O in Di (2.7) 
and the boundary condition 
[n, [n, rot E]] + itn[n, E] = d, 
on S. 
(n, E) + isn div E = 6 
(2.8) 
Here, 6 E Co3=(S), 0 < a < 1, is a given function and d E C’,“(S) a given 
tangential field. 
THEOREM 2.2. The problem (Hi,,) has not more than one solution. 
ProojI Let E be a solution to problem (H,,,) with homogeneous 
boundary condition 
[n, [n, rot E]] + irn[n, E] = 0, 
on S 
(n, E) + irn div E = 0 
(2.9) 
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Then by the first vector Green’s theorem we obtain 
I {]rotE]*+/divE]*-K*]E]*}dx Di 
= {(n, E, rot E) + (n, E) div E} ds 
= izq 
J^ 
{I[n, E]l’ + ]div El*} ds. s 
The imaginary part of this equation reads 
- 2t Re(rc) Im(lc) i ]Ei2 dx 
Di 
=qj {][n,E]]*+]divE]*}ds. 
s 
From this, since v > 0 and r Re(K) Im(lc) > 0, we obtain 
In, El = 0, div E = 0 on S. 
Then from (2.9) we conclude 
(n, E) = 0, [n, rot E] = 0 on S. 
Hence, from the corresponding form of the representation theorem 2.1 of [3] 
for the interior~D, we deduce E = 0 in Di. 
In order to prove existence for problem (Hi,,) we try to find the solution 
in the form 
E(x) = j In(y), O)l @(x7 Y> NY) s 
- grad 
i 
P(Y) @(x2 Y) WY) 
s 
+ iv I P(Y) n(y) @(x2 v) ds(y), xE Di. (2.10) s 
with densities b E X7 and p E X7. By the regularity properties of single-layer 
potentials with uniformly Holder continuous densities the field E belongs to 
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V(Di). Using the jump relations we find that E satisfies the boundary 
conditions provided b and p solve the system of integral equations 
b-M,,b-M,+=2d, 
-(l + $),LJ -M,, b - M,,p = 26, 
(2.11) 
where the integral operators Mj, : X7 --f Xy, j, I = 1, 2, are defined by 
M,,b:=[n,K,,[n,b]]+irl?L,,b, 
P12~1)(x) :=-2iv 1 [4x>, [n(x), rot,My> 4~) @(x7 ~)I11 ds(y) 
S 
--icG,*P)(X) + V2K24W~ 
W,, b)(x) := -2 j (n(x), n(y), b(y)) @(x, Y> d0) 
S 
- itW,,Pu)(x) + v2W22PM), x E s. 
By the familiar potential theoretic argument the integral operators M,, and 
M,, have weakly singular kernel and are compact. In addition, from 
[n(x), [n(x), rot, {cl(Y) n(y) @(x9 Y)Ill 
- [n(x), grad, My) @(xv ~111 
= [n(x), [n(x), [grad, {,+I @(x7 v)I, n(v) - WI11 
we observe that M,, also has a weakly singular kernel and therefore is 
compact. Finally, M,, is a singular integral operator which is bounded (see 
also [3, Theorem 5.11). Hence, we can decompose the integral equations 
(2.11) into the form 
s(j) -M(Z) =2(i) (2.12) 
where 
s= -; 
( 
0 
21 ) -(l + s’)I 
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is bounded and clearly has a bounded inverse and where 
is compact. Therefore, by the Riesz theory to establish the existence of a 
solution to the inhomogeneous equation (2.12) it suffices to show that the 
homogeneous equation only has the trivial solution. 
Let b and iu be a solution to the homogeneous equation and define the 
vector field E by (2.10) in IR3\S. Then in Di the field E solves the 
homogeneous problem (Hi,,) and thus by the uniqueness Theorem 2.2 we 
have E = 0 in Di. Now from the jump relations we obtain’ 
Therefore, 
[O,] - [n,E-] =O, 
(n,E+)-(~,E-)=P, 
div E + - div E- = -iq,u, 
[n, rot E,] - [n, rot E-1 = [n, b] on S. 
[n, E,] = 0, 
divE+ +iq(n,E+)=O on S. 
From this we derive 
(2.13) 
(2.14) 
((n,E+,rotE+)+(n,E+)divE+)ds 1 
= rlr Re(K) 
i 
I(n, E+)[* ds > 0. (2.15) 
S 
On the other hand, since E satisfies the radiation condition we can apply 
formula (2.10) from [3] which reads 
(I[rot E, n] + n div El* + IX\* /El*) ds 
+ 2 Im(K) 
I 
DR (I~l’lEl* + lrot El* + (div E(*)dx 
=-21m K 
[, 
{(n,E+,rotE+)+(n,E+)divg+}ds . 
I 
(2.16) 
s 
’ We distinguish by indices + and -the limits obtained by approaching 3D from inside D 
and Di, respectively. 
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Here’KR := {xE R3( ]x( =R} and D, := {xE DI 1x1 <R}. Combining (2.15) 
and (2.16), in the case Im(K) > 0 we immediately find 
i 
lEl*dx=O 
D 
from which E = 0 in D follows. In the case Im(lc) = 0 from (2.15) and (2.16) 
we obtain 
(n,E+)=O on S 
since K # 0. Now from (2.14) we see that 
div E, = 0 on S. 
Therefore, E solves the homogeneous problem (H) in D and the uniqueness 
for this problem [3, Theorem 3.21 implies E = 0 in D. Then, finally, from 
(2.13) we find b = 0 and ,U = 0. Thus, we have proved 
THEOREM 2.3. The problem (Hi,,) has a unique solution. 
Now we are in the position to prove the main Theorem 2.1. Let E be the 
solution to problem (H) in D. The existence of this solution is ensured by the 
fact that Theorem 2.1 was shown to be true for q sufficiently small [3, 
Theorem 5.21. Then consider problem (H,,,) in Di with boundary data 
d := [n, [n, rot Et]] + irvc, 
6 := (n, E,) + izry on S. 
A solution to this problem exists by Theorem 2.3. Define 
a := [n, E,] - [n, K], 
I := div E, - div E_ on 
(2.17) 
(2.18) 
By the regularity properties of the form in which we obtained the solutions to 
problems (H) and (Hi,,) we have a, 1 E C’,“(S). From boundary conditions 
(2.2) and (2.8) combined with (2.18) we calculate 
[n,rotE+]-[[n,rotE_]=iry[n,a), 
(n, E,) - (n, E-) = - iz$ on S. 
(2.19) 
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Combining the representation Theorem 2.1 from [3] and its corresponding 
form for the interior Di we obtain 
E(x) = rot f [n(~), E+(Y) -E-(Y)] @(x9 Y) NY) s 
- grad s (n(y), E, 0) - E- 0)) @(x3 V) ds(Y) s 
- B 1 [rot E+(Y) - rot E-(..v), Q>l S 
+ NY> (div E+(Y) - div E-(Y))/ @(x, Y) WY), x E D. 
Inserting (2.18) and (2.19) we find 
E(x) = rot .c a(~> @(x, Y)4y) s 
+ iv i [n(y), 4Y)l @(x3 Y> WY) s 
+ iv grad i A(Y) @(x7 Y> WY), x E D. s 
Since E solves problem (H) the densities a and A solve the integral equation 
(2.6). 
3. ADJOINT INTEGRAL EQUATION 
Define a bilinear form on the product space X” by 
Then, the integral operators 
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where 
K:, b := [n, K,, [n, b]], 
VT, b)(x) := -2 j (n(x), KY), b(y)) @CT Y) WY), 
s 
are the adjoints of the operators K and L with respect o this bilinear form. 
This is readily verified by interchanging the orders of integration. 
Now let E be the solution to problem (H) and define 
b := [n, [n, rot El], 
p := (n, E) on S. 
Then, by the representation Theorem 2.1 from [3] there holds 
(3.1) 
where 
E(x) = F(x) - j [KY), b(y)1 @CT Y) WJ) 
S (3.2) 
- grad I KY> @(x9 Y) MY), 
xED, 
S 
F(x) := rot 
I 
c(v) @(x, y) ds(y) 
s 
- I s Y(Y) n(v) @(XT Y> MY), x E D. (3.3) 
From the assumptions on c and y we deduce F, div F, rot FE Co@(~). In 
particular, rot FE C’*=(D) is obtained from the transformation 
rot rot 
c C(Y) @(A Y) WY) S 
=K 2 i c(y) @(x, Y) US + grad i Div C(Y) @(x7 Y) MY), 
xeD. 
S S 
Letting x tend to the boundary S with the help of the jump relations and the 
boundary data (2.2) and (3.1) from (3.2) we obtain 
b - KT, b = 2[n, [n, rot F]], 
-L$ b - Lf,p = 2[n, F] - 2c, 
(3.4) 
(3.5) 
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,u -K&b-K&p = 2(n, F), (3.6) 
-Lf, b -L&p = 2 div F - 2~. (3.7) 
If we multiply (3.5) and (3.7) by irq and add them to (3.4) and (3.6), respec- 
tively, we arrive at the integral equation 
(i) -K* (3 -iW* (3 =(i), (3.8) 
where 
d := 2[n, [n, rot F]] + 2irq{ [n, F] -c), 
6 := 2(n, F) + 2irq{div F - y}. 
Obviously, this integral equation obtained from the representation theorem is 
the adjoint of the integral equation (2.6) obtained by the boundary layer 
potential approach. 
Since the integral equations are singular we cannot conclude uniqueness 
for the adjoint equation from the uniqueness for the original equation. Hence, 
we explicitly prove 
THEOREM 3.1. For all K with K # 0, Im(rc) > 0 and all q > 0 the integral 
equation (3.8) has a unique solution. 
Proof: Existence of a solution follows from the existence of a solution to 
problem (H). To establish uniqueness let b and P be a solution to the 
homogeneous equation and define 
E(x) := -J’ [n(y), 011 @(x3 Y)WY) 
S 
(3.9) 
- grad I P(Y) @(x3 Y> W4 
x E lR3\s. 
s 
Then E is a solution to the Helmholtz equation and satisfies the radiation 
condition at infinity. From the jump relations and the homogeneous form of 
the integral equation (3.8) we deduce the boundary condition 
[n, [n, rot E-1 + irrl[n, E-1 = 0, 
(n,Ep)+isvdivE- =0 on S. 
From the uniqueness Theorem 2.2 for the interior problem (Hi,,) we get 
E = 0 in Di. Then the jump relations yield 
[n, E, ] = 0, div E, = 0 on S. 
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Hence, by the uniqueness Theorem 3.2 from [3] for the exterior problem (H) 
we find E = 0 in D. But then, again from the jump relations we finally obtain 
P = (n, E,) - (n, E-) = 0, 
b = [n, [n, rot E,]] - [n, [n, rot E-11 = 0 on S. 
This approach to solve problem (H) by an integral equation which is 
uniquely solvable for all frequencies rc is an extension of the approach used 
by Burton and Miller [2] for the scalar Helmholtz equation. 
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