"catégorie k-tensorielle" has the same meaning as our k-tensorielle category. Moreover, a category satisfying the axioms of [Del02, 1.2], is a k-linear tensor category. In [DM82] , Deligne and Mumford write "tensor category" for our symmetric monoidal category (see also [DM82, 1.4 
]).
Example 1.3. Let G be a group. Then the category Rep(G) of finite dimensional representations of G is a k-tensorielle category. This is the subject of the next section. Exercise 1.4. Let C be a Q-linear tensor category. Then we write C ± for the super-category, i.e., the objects of C ± are the pairs (V,W ) of objects. We will write1 C for the object (0, 1 C ) of C ± .
The tensor product is defined as usual, and recall that the switch acts as (−1) times the product of the degrees. With this definition, C ± is a Q-linear tensor category. Note that1 C ⊗1 C ∼ = 1 C .
Representation theory and Schur functors
The main reference for this introductory part on representation theory will be [FH91] . In this section, k will be a field of characteristic zero.
Let G be a finite group. A (left) representation of G on a finite dimensional k-vector space V is a homomorphism ρ : G → End(V ). We will often confuse g ∈ G with its image ρ(g) and if v ∈ V we will often write g · v for (ρ(g)) ( 
v). If V and W are two representations of G, then both V ⊕W and V ⊗W are representations of G (G acts on V ⊗W by g(v ⊗ w) = g(v) ⊗ g(w)).
It will be convenient to introduce the character of a representation in order to formulate Frobenius reciprocity. Let ρ be a representation of G on V . We define the character of ρ by χ V (g) = trace(ρ(g)).
This is a complex valued function. The character is a class function and respects both the direct sum and the tensor product of representations.
Let V be a representation of G and let us suppose that V decomposes as V a 1 1 ⊕ . . . ⊕ V a n n , where the V i 's are distinct and irreducible representations of G. Then each a i is the inner product (χ V , χ V i ). (If α and β are two class functions on G, we define the inner product (α, β ) to be 1 |G| ∑ g∈G α(g)β (g).)
Let V and W be two representations of G, with W irreducible. Then we define [V : W ] to be the multiplicity (χ V , χ W ) of W inside V . In particular, V = ⊕ i [V : W i ]W i , where W i runs over all irreducible representations of G.
Let H be a subgroup of G. Let V be a representation of G and W a representation of H. We will write res(V ) for V considered as a representation for H. Moreover, we define Ind G H W = Z[G]⊗ H W .
Lemma 1.5. (Frobenius reciprocity) Consider a representation W of H and V of G. Then
(χ Ind G H W , χ V ) G = (χ W , χ res(V ) ) H .
In particular, if both V and W are irreducible representations, then we have that [Ind G H W : V ] = [resV : W ].
In particular, we are interested in studying the representations of the symmetric group on n elements, Σ n . Example 1.6. Let V be a 1-dimensional vector space. There are only two representations of Σ n on V : the trivial representation (where g ∈ G acts as g · v = v) and the alternating one (where g · v = sgn(g)v, where sgn(g) is the sign of the permutation g). Now let V be an n-dimensional vector space, with a basis e 1 , . . . , e n . Let Σ n act on V by g · e i = e g (i) . The subspace V generated by e 1 + . . . + e n is invariant; let U be the complement. We say that U is the standard representation for Σ n . It is always an irreducible representation of Σ n .
Let us fix an integer n. Then a partition λ = (n 1 , . . . , n r ) of n is a sequence on numbers n 1 ≥ n 2 ≥ . . . ≥ n r such that n 1 + . . . + n r = n and we will write |λ | = n. We will represent such a partition with a particular kind of boxes diagram which is called Young diagram. For example the three partitions of the number 3 are represented as the following diagrams. (2, 1) :
(1, 1, 1) :
We will often write (p q ) for the partition (p, . . . , p) of pq, which is represented by the rectangle with q rows and p columns. For example, the partitions of n = 4 are: (4), (3, 1), (2 2 ), (2, 1 2 ), (1 4 ). If λ is a partition of n, then we write λ t for the transpose of λ , i.e., the partition whose Young diagram is the transpose of the Young diagram of λ (e.g., (n) t = (1 n ), (p, 1 q ) t = (q, 1 p ), (3, 2) t = (2 2 , 1)). Let λ be a partition of n. Then a tableau of the Young diagram corresponding to the partition λ is a numbering of the boxes by the integers 1, . . . , |λ | = n. For example if λ = (4, 2, 1), then some tableau are the following. Choosing a different tableau for λ gives a different, but isomorphic, representation. Example 1.8. From [FH91] , we can list the correspondences between partitions and irreducible representations for low n. For n = 2:
trivial alternating
For n = 3: trivial standard alternating
Let n i be integers so that n 1 +. . .+n r = n and consider Σ n 1 ×. . .×Σ n r ⊆ Σ n . Let µ i be a partition of n i , and let V µ i be the corresponding irreducible representation. Note that V µ 1 ⊗ . . . ⊗ V µ r is an irreducible representation of Σ n 1 × . . . × Σ n r . For every λ partition of n, let V λ be the corresponding representation. We define
where the last equality holds by Frobenius reciprocity. Note that [λ : µ 1 , . . . , µ r ] = 0 whenever |λ | = ∑ i |µ i |.
Now let λ be a partition of n and let c λ be the corresponding Young symmetrizer, or, better yet, e λ = (dimV λ /n!)c λ which is an idempotent by 1.7. The element e λ can be also be expressed in the group ring Q[Σ n ] as
where V λ is the irreducible representation of Σ n corresponding to λ . For every partition λ of n, the assignment V → Im(e λ | V ) is a functor from the category of representations of Σ n to vector spaces. If W is any k-vector space, then Σ n acts on W ⊗n by exchanging the factors of the tensor product. For any partition λ of any n, the assignment W → S λ (W ) = Im(e λ | W ⊗n ) is a functor from vector spaces to itself and it is called the Schur functor (see [FH91, 6 .1]). We have that W ⊗n ∼ = ⊕ |λ |=n r λ S λ (W ), where r λ = dimV λ . Note that S (n) (W ) is the usual n th symmetric product Sym n W and S (1,...,1) (W ) is the usual n th exterior product Λ n W .
The same construction holds in a more general context. Definition 1.9. Let A be a Q-linear tensor category. The symmetric group Σ n acts on X ⊗n for every X. For every partition λ of n, we define S λ (X) = Im(e λ | X ⊗n ). This assignment makes S λ (−) into a functor, which we call the Schur functor of λ . In particular, we define Sym n (X) = S (n) (X) and ∧ n X = S (1,...,1) (X). Note that X ⊗n ∼ = ⊕ |λ |=n r λ S λ (X), where r λ = dimV λ . 
Example 1.13. In Vect k , it follows from 1.10(3) and an induction argument that if dimV = d, then S λ (V ) = 0 if and only if λ ⊃ (1 d+1 ).
The Kronecker coefficients
Let us write
, where |λ | = |µ| = |ν|. These numbers are called Kronecker coefficients because they are the coefficients of the Kronecker product of two Schur polynomials.
We know very few properties of these coefficients. They are symmetric in all 3 partitions and
We conclude this section with a technical result, which will be useful later.
Lemma 1.14. Let λ be a partition of n. Then χ V λ ((1 . . . n)) = 0 if and only if λ = (n − s, 1, . . . , 1) for some 0 ≤ s ≤ n − 1.
Tannakian categories
Let us now recall a few basic facts from the theory of Tannakian categories. The main reference for the definitions will be [DM82] .
Definition 1.15. Let C be a symmetric monoidal category. An object L of C is called invertible, if the functor X → L ⊗ X is an equivalence of categories, i.e., if there exists an object L −1 , the inverse
If the functor X → Hom C (X ⊗ A, B) is representable, we write Hom(A, B) for the representing object and call it the internal hom. In particular there is an isomorphism Hom(X, Hom(A, B)) ∼ = Hom(X ⊗ A, B) natural in X, and hence
If the internal hom Hom(X, 1 C ) exists, we say that X is dualizable and we will write X ∨ for Hom(X, 1 C ), and say that X ∨ is the dual of X. If X is dualizable, we will write ev X for the induced map X ⊗ X ∨ → 1 C . An object X is reflexive if the map X → (X ∨ ) ∨ is an isomorphism. If X is invertible, in particular it is reflexive and X −1 ∼ = X ∨ . Moreover, if both X and Y are reflexive, we have an isomorphism X ∨ ⊗Y → Hom(X,Y ). Definition 1.16. A symmetric monoidal category C is rigid if it admits internal homs for all pairs of objects and all objects are reflexive.
Note that a k-tensorielle category is rigid by [Del90, 2.5]. The category of finite sets with X ⊗Y = X ×Y is also rigid. Definition 1.17. Let X be a reflexive object in a symmetric monoidal category C and consider the composition Hom(X, X) ∼ = X ⊗ X ∨ ev X E 1 Applying Hom(1, −), we have maps trace X : End(X) → End(1) and we define rank(X) = trace X (id X ).
In the category of finite dimensional vector spaces, the trace of an endomorphism has its usual meaning. The rank of V is its dimension. .) Let C be an abelian k-linear tensor category over k and let S be a scheme over k. Then a fibre functor over S is an exact k-linear tensor functor from C to the category of quasi-coherent sheaves over S. If C is rigid, the functor must take values in the vector bundles over S. If S = Spec(B), then the target category is the category of finite type projective B-modules and we will say the the fibre functor is over B.
(See [Del90, 2.8].) A tensor category C is Tannakian if it admits a fibre functor over a nonempty k-scheme S.
Note that if C is Tannakian, the structure map S → Spec k yields a fibre functor C → Vect k . And now the main theorem of [Del90] . Deligne developed a generalization of theorem 1.20 in [Del02] . Definition 1.22. Let G be an affine super group-scheme, i.e., the spectrum of a commutative super Hopf-algebra O(G). Consider an involution ε ∈ G(k) such that the automorphism int(ε) is the parity automorphism on O(G). Then we write Rep(G, ε) for the category of finite-dimensional super-representations (i.e., representations which are also super-vector spaces) such that ε induces the parity automorphism.
If G is a classical affine group scheme, and ε = 1, then we recover the usual Rep(G). Thus, the category Rep(G, ε) is a generalization of the classical representation category Rep(G).
• If O(G) is even, then ε must be central. Then the category Rep(G, ε) is just the the category Rep(G) with a different symmetry constraint for the tensor product given by ε.
• Let H be an affine super group-scheme. Then µ 2 acts on H as the parity, and Rep(µ 2 H, (−1, e)) is the category of super-representations of H. 2. for all objects X there is a λ such that S λ (X) = 0.
Classical motives
Let us now recall some basic geometric constructions and notations. Let k be a field; SmPro j/k will be the category of smooth and projective schemes over k, and Sm/k will be the category of smooth schemes over k. Notational Warning. The main references for this section will be [Sch94] and [Kle68] . However, we want the functor SmPro j/k → M r to be a covariant functor, and therefore our category M r is actually the category opposite to the one defined in loc.cit..
If X is a smooth scheme, a cycle on X is an element of the free abelian group generated by the irreducible subvarieties of X. We will write Z i (X) for the free abelian group generated by the codimension i irreducible subvarieties, and Z (X) = Z * (X) = ⊕ i Z i (X) for the group of cycles. If ∼ is any adequate equivalence relation (see [Kle68, p. 362] ), then Z (X)/ ∼ is a ring. Examples of adequate equivalence relations are rational equivalence ∼ r (the corresponding ring Z * (X)/ ∼ r = CH * (X) is the Chow ring), algebraic equivalence ∼ a , and numerical equivalence ∼ n .
The category of classical motives will be constructed in two steps. The fist step is creating the category of correspondences Pro jCor k . The objects of Pro jCor k are the same as the objects of the category SmPro j k . If X and Y are two smooth projective varieties and if X is equidimensional, then we define
If X, Y and Z are all smooth projective varieties, and consider two morphisms Γ ∈ Hom Pro jCor k (X,Y ) and Θ ∈ Hom Pro jCor k (Y, Z). We define their composition as follows. Let p i j be the projection from X ×Y ×Z to the product of the i-th and the j-th factor. Then
, where · is the intersection product of cycles in X ×Y × Z. It is easy to see that this composition is associative, and therefore Pro jCor k is a category. 
The second and final step required to obtain the category of classical motives is idempotent completion. The category of classical motives M r is (Pro jCor k ) # .
Let f : X → Y be a morphism of smooth projective schemes. Then the graph Γ f is an element of Z dimY (X ×Y ) and we define a covariant functor M :
We now introduce another classical notion. Definition 1.27. A contravariant functor H from the category of smooth projective schemes to the category of anti-commutative graded k-algebras (k-alg) ± is a Weil cohomology if it satisfies Poincaré duality, the Künneth formula holds, and it admits a cycle map cl :
. The equivalence relation induced by H on cycles is adequate and we will call it homological equivalence (and write ∼ h ).
Homological equivalence is finer than numerical equivalence, but it is coarser than rational and algebraic equivalence. Therefore the cycle map yields a map CH i (X) → H 2i (X) for all i and every smooth and projective X. This induces a contravariant functor M r → Vect ± k . Examples of Weil cohomologies are singular cohomology,étale cohomology, and l-adic cohomology.
If we change the equivalence relation in (1.24.1) from rational equivalence to algebraic, homological or numerical, then we get different categories: M a , M h and M n , respectively. Lemma 1.28. All the categories M r , M a , M h and M n are additive rigid tensor categories. By [Jan92] , the only one of these categories which is abelian and semi-simple is M n .
We have tensor functors M r → M a → M h → M n and we will still write M(X) for the motive of X in any of these categories.
In order to make these categories k-linear it suffices to tensor the groups of (1.24.1) with the field k. We will write M 
Remark 1.29. Since the category M
Q n is Q-tensorielle, it is quite natural to ask whether or not it is Tannakian in the sense of 1.20. If H is any Weil cohomology, the rank of the motive of a scheme X is the rank of the associated algebra H * (X), i.e., the Euler-Poincaré characteristic, which might be negative (see [DM82, p. 203] ). Therefore M Q n is not Tannakian and this is the reason why M n is also called the "fake category of motives".
In order to better understand the category of motives, it is useful to study particular decompositions of motives.
Let X is a smooth projective scheme over k of dimension d, and let x be a k-point of X. Then we have two idempotents π 0 = X × x and π 2d = x × X in End M (M(X)). We will write h 0 (X) for (X, π 0 ) and h 2d (X) for (X, π 2d ). The Lefschetz motive is L = h 2 (P 1 ). It can be shown that
, all the components of the diagonal come from algebraic cycles and we have a canonical decomposition of M(X) (see [Mur93] ). Remark 1.30. If we assume that for all X the components of the diagonal are images of some algebraic cycle, then Deligne and Milne showed in [DM82, p. 203 ] that changing the commutativity constraint yields a new category of motives which will be Tannakian. We will show in 3.1 that M Q n is actually super-Tannakian (in the sense of 1.24).
Voevodsky's categories
The main reference for this section is [MVW] .
Again we proceed in steps. The first step will be constructing the category of correspondences for all smooth schemes. Definition 1.31. Let X and Y be smooth schemes over k. We say that a closed and integral subscheme W of X × Y is an elementary correspondence from X to Y if W is finite and surjective over an irreducible component of X. We now define the category of correspondences, and we will write Cor k . The objects of Cor k are the smooth schemes. The maps between X and Y in Cor k are the finite correspondences from X to Y , i.e., the elements of the free abelian group Cor(X,Y ) generated by the elementary correspondences from X to Y .
We define the composition of two correspondences as follows. Let X, Y and Z be three smooth varieties, and V ∈ Cor(X,Y ) and W ∈ Cor(Y, Z). Let p 1 , p 2 and p 3 be the projections from X × Y × Z to X × Y , Y × Z and X × Z, respectively. We may assume that V and W are elementary correspondences, and we will extend the definition of W •V by linearity. Lemma 1.32. In the situation described above, the intersection product of p * 1 V and p * 2 W is defined, and
is a finite correspondence from X to Y . This composition is associative and therefore Cor k is a category.
As before, if X and Y are two smooth schemes, the graph Γ f of any morphism f : X → Y is an elementary correspondence from X to Y . Hence there is a functor Sm/k → Cor k .
The second step is going to the category PreSh(Cor k ) of presheaves of abelian groups. We will call the objects of PreSh(Cor k ) presheaves with transfers. This category is abelian and we write Z tr (X) for the representable presheaf associated to the smooth scheme X. in particular, Z tr (X)(Y ) = Cor(Y, X) and if F is a presheaf with transfers, then
In order to define a tensor product on PreSh(Cor k ) we need the following lemma.
Lemma 1.33. For every presheaf with transfers F there is a surjection of the form
Let F and G be two presheaves with transfers. It would be natural to define a tensor product by
, but the resulting presheaf F ⊗ G would not be a presheaf of additive groups. Therefore we proceed as follows. Definition 1.34. Consider two representable resolutions A and B of F and G, respectively, as in 1.33 and define
It can be shown that this is independent of the choice of the resolutions and that this makes PreSh(Cor k ) a tensor category. The same construction can be be done with the category PreSh(Cor k , Q) of presheaves of Qvector spaces.
Lemma 1.36. PreSh(Cor k , Q) is a Q-linear tensor category.
Once we have presheaves, it is natural to sheafify them. It so happens that the most effective topology in this setting is the Nisnevich topology. But most of the same constructions can be extended to other topologies as well, such as theétale topology (but not the Zariski topology). If F is a presheaf, then we will write F Nis (Fé t ) for its sheafification with respect to the Nisnevich (étale) topology.
Lemma 1.37. If F is a presheaf with transfers, then F Nis admits a unique structure of presheaf with transfer such that F → F Nis is a map of presheaves with transfers and it is universal for maps to sheaves with respect to the Nisnevich topology. (The same holds for theétale cohomology.)
We will write Sh Nis (Cor k ) and Shé t (Cor k ) for the categories of sheaves with transfers. These are monoidal categories defining F ⊗ Nis G = (F ⊗ PST G) Nis (and similarly for theétale topology). These categories are abelian, and therefore we are allowed to talk about chain complexes and the derived category.
Note that lemma 1.37 does not hold for the Zariski topology. In fact, if F is a presheaf with transfers, its Zariski sheafification need not have transfers. It is also not easy to prove that if F is a homotopy invariant presheaf with transfers, then its Zariski sheafification admits a structure of transfers.
Let Ch = Ch − (Sh Nis (Cor k )) be the category of bounded above cochain complexes of sheaves with transfers. The most important construction in this setting is the C * -construction, which we now explain.
Let F be a presheaf with transfers. We say that F is homotopy invariant if the morphism F(X) → F(X × A 1 ) is an isomorphism for all X. Let us write ∆ * for the algebraic cosimplicial complex defined by ∆
For every presheaf with transfers F we define
As noted above, C * F is a simplicial presheaf, and therefore it has an associated complex which we still write as C * F. Note that the complex C * F has homotopy invariant cohomology. Now we need to define the tensor structure on Ch. The main technical problem is that we don't have enough flat objects, in particular, we don't know whether the representables sheaves Z tr (X) are flat or not. Therefore, if C * and D * are two objects of C, let A * and B * be two resolutions by projectives. Then we define
This satisfies the usual axioms and makes Ch an abelian tensor category. Remark 1.38. If C is a complex of representable sheaves, then by 1.35 tensoring with C is an exact functor on the subcategory of complexes of representables sheaves.
Next we move to the derived category D of Ch in the usual way and we only need to verify that the tensor products respect quasi-isomorphisms, which it does.
In order to proceed to the next step, we need to introduce a technical notion first.
Definition 1.39. Let A be a triangulated category. A full additive subcategory E of A is thick if:
If two of A, B,C are in E , then so is the third.
2. If A ⊕ B is in E , then both A and B are in E .
If E is a thick subcategory of A , then the set W E of maps whose cone is in E is a saturated multiplicative system of morphisms. Thus we may construct the localization A /E (or A [W −1 E ]) using the calculus of fractions (see [Wei94, 10.3.7] ). Then a morphism in A becomes an isomorphism in A /E if and only if it is in W E .
The next and final step to construct Voevodsky's category of motives is inverting some particular classes of maps. 
Chapter 2

Schur-finiteness
In this chapter we introduce the crucial notion of Schur-finiteness and study its properties in general.
Definitions and basic properties
The following definitions are extracts from [Del02] and [Kim] . In this section A will be a Q-linear tensor category.
Definition 2.1. An object X of A is called Schur-finite if there is an integer n and a partition λ of n such that X is annihilated by the Schur functor of λ , i.e., S λ (X) = 0. It follows from 2.3 below that S µ (X) = 0 for all λ ⊆ µ.
An object X of A is called even (respectively, odd) if there is an n so that Λ n X = 0 (respectively, Sym n X = 0). An object X is called Kimura-finite if there is a decomposition X = X + ⊕ X − such that X + is even and X − is odd. Note that every Kimura-finite object is Schur-finite by 2.4.
We will say that the category A is Schur-finite (respectively, Kimura-finite) if all objects of A are Schur-finite (respectively, Kimura-finite).
Example 2.2. The category Vect ± k of finite-dimensional super-vector spaces over a field k of characteristic zero is a Q-linear tensor category. Every vector space is (non-canonically) isomorphic to 1 p ⊕1 q , and therefore it is Kimura-finite. Moreover, S λ (1 p ⊕1 q ) = 0 if and only if λ ⊃ ((q + 1) p+1 ) (see [Del02, 1.9]). The case q = 0 is example 1.13.
Let us now study the basic properties of these objects. Proof. Let us assume that S λ (X) = 0. Then by 1.10(1),
The left hand side is zero, and therefore S µ (X) is zero, for every µ obtained by adding a box to λ . This proves the first assertion.
Let X and Y be such that S µ (X) = S ν (Y ) = 0. We need to prove that there is a bigger partition λ so that S λ (X ⊕ Y ) = 0. By 1.10(2), we may assume that µ = (n n ) and ν = (m m ). Now let λ = ((n + m − 1) n+m−1 ). By 1.10(3)
We will distinguish two cases. If α contains µ, then S α (X) = 0 and there is nothing to prove. If α does not contain µ, we apply 1.11 with p = q = n and p + i = q + j = n + m − 1, and therefore β must contain (m m ); therefore S β (Y ) = 0. Since either one factor or the other is zero, and the result is proven. The proof for the tensor product proceeds similarly, using 1.10(4) and Kronecker coefficients.
For Kimura-finiteness the proof is similar and this was already proven in [Kim, 5 .11].
Corollary 2.4. Every Kimura-finite object is Schur-finite.
Proof. Let X ∼ = X 0 ⊕ X 1 and suppose that Λ a X 0 = Sym b X 1 = 0. Since X 0 and X 1 are Schur-finite, 2.3 implies that X is Schur-finite.
Recall from 1.4 that if A is a Q-linear tensor category, then so is the category A ± of superobjects of A and that we write1 for (0, 1).
Lemma 2.5. Let A be a Q-linear tensor category, and let A ± be the category of super-objects.
Proof. An object of A ± is a pair (V,W ). Let λ be a partition of n. Then
where ν t is the transpose of ν. Since |ν t | = |ν|, the formula (2.5.1) now follows. Proof. The result follows from the fact that F(S λ (X)) = S λ (F(X)) for all objects X of A .
Example 2.10. Lemma 2.9 fails for Kimura-finiteness. Let A be the category of graded modules over the graded algebra
which is Kimura-finite, but A is not Kimura-finite. However, A is Schur-finite as S (2,2) (A) = 0 (by 2.2 and 2.9).
Example 2.11. Let A be the category of finitely generated R-modules, where R is a commutative Q-algebra. Then A is a Q-linear tensor category. Moreover, let M be an object of A . Since M is finitely generated, we have a surjection R i E E M. But R is even and therefore by 1.10 and 2.8 the module M is even. Now consider the category Ch b (A ) of bounded chain complexes of finitely generated Rmodules. We have a forgetful functor from Ch b (A ) to the category A ± of super-objects of A defined as
This forgetful functor is a faithful Q-linear tensor functor. Since A ± is Schur-finite by 2. 
Combinatorial dimension
The main ingredient of the proof of 1.24 is a construction by Deligne which we now describe. Let A be an abelian Q-linear tensor category. Then we will write Ind(A ) for the category of inductive objects of A . In A and Ind(A ) it makes sense to talk of object algebras and modules (see [Del02, 2.2-2.4]).
Definition 2.14. We will say that two objects X and Y of A are locally isomorphic if there is an algebra A such that X ⊗ A ∼ = Y ⊗ A as A-modules.
Example 2.15. Let A be the category of Z-graded vector spaces. If n is even, then the module k[n] is locally isomorphic to k in degree zero. The algebra A is the graded algebra k[t,t −1 ] where the degree of t is n. Proof. The proof of [Del02, 2.9] goes through with the appropriate modifications. Note that since T is invertible, it is also reflexive and T ∨ ∼ = T −1 .
Example 2.17. If A contains an object1 such that the switch acts as −1 on1 ⊗1 and such that1 ⊗1 ∼ = 1, then we can define a new dimension as follows. Let X be a dualizable object. Then by 2.16 with T =1, X is Schur-finite if and only if X is locally isomorphic to 1 p ⊕1 q for some pair of natural numbers p and q. We define the combinatorial dimension of X relative to A to be that pair of numbers, and we will write cdim(X) = (p, q). It is immediate to verify that cdim(X ⊕Y ) = cdim(X) ⊕ cdim(Y ). The combinatorial dimension relative to A is well-defined by 2.13
The next lemma is the main ingredient of the proof of 2.16.
Lemma 2.18. ([Del02, 2.8].) Let M be a dualizable object which is an A-module, for some algebra A in Ind(A ). Then there is an A-algebra B such that 1 B is a summand of M ⊗ A B if and only if
Sym n A (M) = 0 for all n.
The algebra B constructed in the proof is the universal one and can be described as the graded algebra B = ⊕ i∈Z B i , where
Equivalently,
where δ is the map 1 → M ⊗ M ∨ and δ induces the structure maps of the colimit (see 2.33 below).
In example 2.15, B is k[t,t −1 ].
Example 2.19. In Vect
. This is a special case of 2.33 below.
Remark 2.20. It is possible to generalize 2.16 more without assuming T to be invertible. The crucial step in the proof is that if Λ n M = 0, then all Sym n (T ⊗ M) do not vanish, and therefore 1 is (locally) a direct summand of T ⊗ M. Forgetting the locally part, hence we have
Therefore it suffices to assume that the functor F(−) = T ⊗ − is invertible, i.e., there is another functor G such that G(F(X)) = X. However to make things work this functor G needs have the property that G(A ⊗ B) ∼ = G(A) ⊗ B. Typical functors of this kind are T ⊗ − and the translation functor in a tensor triangulated category.
Abelian categories
In this section we assume that the Q-linear tensor category A is abelian and study how Schurfiniteness behaves with respect to extensions.
The following construction is adapted from [Del02, 1.19] and will be useful to prove that Schur-finiteness is closed under extension of flat objects.
Let A be an abelian tensor category and let X be the extension
where P and Q are flat objects. Then we define a Σ n -equivariant filtration of X ⊗n as follows. The filtration F i (X ⊗n ) will be the subobject generated by all n-fold tensor products where n − i factors are copies of P and the remaining i are copies of X. To make this precise, we establish some notations.
Definition 2.21. Let X be the extension
For every pair of numbers i and j so that i + j = n, we define
In particular F 0 (X ⊗n ) = f 0 (T n,0 (P, X)) = P ⊗n , F n (X ⊗n ) = f n (T 0,n (P, X)) = X ⊗n and
Since the maps f i are Σ n -equivariant, so are the F i (X ⊗n ). Since the map P j+1 ⊗X i−1 → X ⊗n factors through P j ⊗ X i , then the Σ n -equivariant map f i−1 factors through f i , and hence
Proposition 2.22. Let X be an extension of two flat objects P and Q and let F
Proof. We are going to proceed by induction on n = i + j. For n = 1 it is clear. Let us suppose that the statement is true for n − 1 and consider the filtration F * (X n−1 ) on X n−1 and the given filtration F * (X) on X. The tensor product of the two filtrations yields the filtration F * (X ⊗n ) on X ⊗n . Set gr i (X ⊗n ) = F i (X ⊗n )/F i−1 (X ⊗n ). Since X is flat, gr * (X i−1 ) ⊗ gr * (X) = gr * (F * (X n−1 )) ⊗ gr * (F * (X)) ∼ = gr * (F * (X ⊗n )) = gr * (X ⊗n ) by [Bou89, Ex. III.2.6]. But gr i (X) is P when i = 0, Q when i = 1, and 0 otherwise. Therefore
Before we proceed we need a technical lemma.
Lemma 2.23. Let A be an abelian Q-linear category, and consider a short exact sequence
of Σ n -objects and Σ n -equivariant maps. Then we have a short exact sequence
Proof. Since the Young symmetrizer is idempotent, c λ (A) is a natural summand of A. A diagram chase on the following diagram yields the result.
Extensions and derived categories
In this section we will always assume that A is an abelian Q-linear tensor category. Consider the category C = Ch − (A ) of bounded below chain complexes. If M and N are two objects, then we define M ⊗ C N = Tot ⊕ (M ⊗ N). Using this tensor product, C is an abelian Q-linear tensor category.
Example 2.26. It will be useful to understand better how the tensor product works in C. Let M be an object of A and let M[n] be the complex concentrated in (homological) degree n. Then
If we have a two degree complex
where the first line is the (homological) degree.
Corollary 2.27. A complex M in C is Schur-finite if and only if all its terms M i are Schur-finite in A , i.e., it does not depend on the maps. In particular a complex M is Schur-finite if and only if M[i] is Schur-finite for every i.
Remark 2.28. It is worth noticing that 2.27 is not true for Kimura-finiteness, since changing the map may render the complex reducible (see 2.30).
It is easy to see that all Schur-finite complexes in Ch − (A ) are bounded. Therefore we will be interested in bounded complexes.
Lemma 2.29. If A is abelian and Schur-finite, then Ch
Proof. Consider the faithful forgetful Q-linear tensor functor Ch b (A ) → A ± . Since A is Schurfinite, then so is A ± by 2.6. Then 2.9 yields the result.
The category of chain complexes provides us with another example of an object which is Schurfinite but not Kimura-finite, beside 2.10. 
. This is clearly a Q-linear tensor category. Let M be the complex R x E R. This complex is irreducible, and is not Kimura-finite because Sym n M ∼ = M and ∧ n M ∼ = M[n − 1]. By 2.29, M is Schur-finite. In order to simplify the calculations, let us do the calculations in the case n = 2. As in example 2.26 the complex M ⊗2 is
where M 0 = M 1 = R, but it is necessary to make the distinction between the different degrees since the switch acts as the identity on all terms, except M 1 ⊗ M 1 where it acts as the identity times −1.
Consider the submodule P of (M 0 ⊗ M 1 ) ⊕ (M 1 ⊗ M 0 ) ∼ = R ⊕ R generated by 1 ⊕ 1. This is mapped to M 0 ⊗ M 0 ∼ = R by being multiplied by x. The switch acts as the identity on P and the map P → R is invariant, therefore P → R is isomorphic to M. Hence we proved that
This contains the image of M 1 ⊗M 1 ∼ = R under multiplication by x. If we apply the switch, every element is sent to its (additive) opposite and the subcomplex R → N is isomorphic to
. The generalization to every n is straightforward. E R in cohomological degrees 0 and 1. By the calculations in 2.30 Sym n M ∼ = M and it is easy to verify that Sym n M ∨ ∼ = M ∨ . We will write ε (δ ) for the generator of M (M ∨ ) in degree −1 (1). We first investigate the bonding maps for the colimits in B. First note that the co-evaluation map 1 E M ⊗ M ∨ sends 1 to 1 ⊗ 1 + ε ⊗ δ .
For n = 1 and a = 0, the bonding map
and the second map symmetrizes M 2 and (M ∨ ) 2 with respect to the switch. So on the elements of a basis, the composition is:
Now the colimit fits into a diagram
and we just described the diagonal arrows. When n is large enough (n ≥ 1 and n + a ≥ 1) the diagonal maps are actually isomorphisms. Now let us consider the multiplication structure of this algebra as well. Clearly Sym * M = ⊕ n Sym n M ∼ = ⊕ n M and will will write
Since t has degree 1 and s has degree −1, their product is in degree 0 and it is easy to see that
where A is another algebra. It can be shown that A = M ⊗ M ∨ is the exterior R-algebra generated by δ and ε as in example 2.19, considered as a differential graded algebra with |ε| = −1, |δ
This shows that M has combinatorial dimension (1, 1) and therefore the exercise is complete.
Let D = D − (A ) be the bounded below derived category and consider the localization functor q : C → D. For simplicity, let us assume that A has enough projectives to avoid some technical difficulties. In the derived category we define the tensor product of two objects M and N as Proof. We will prove the statement using a technique called Eilenberg's swindle. Let A be an object and let p ∈ End(A) an idempotent. Then we define T (p) as tot of the bicomplex . . .
Hence D is a Q-linear tensor category.
Lemma 2.35. If P is a complex of projectives, then q(S
Proof. Clear from the fact that if P is a complex of projectives, then q(P ⊗ C P) = P ⊗ D P.
Lemma 2.36. Let A be Schur-finite and let X be a bounded complex with a finite projective resolution. Then X is Schur-finite in D b (A ).
Proof. Let P be a finite projective resolution. By 2.29, there is a λ so that S λ (P) = 0 in C. By 2.35, S λ (P) is zero in D as well.
Lemma 2.37. Let D be the derived category of an abelian Q-linear tensor category A . Then Schur-finiteness has the two out of three property.
Proof. Let us consider the triangle
Without loss of generality, we may assume that A and B are Schur-finite, and we need to prove that C is such. We may replace A by a projective resolution P, and similarly we replace B with Q. If f : P → Q, we may assume that C is just cone( f ) and we have a short exact sequence
We will show that cone( f ) is Schur-finite in D, i.e., S λ (cone( f )) is acyclic for some λ . Choose a partition λ of n such that the complexes S λ (P[1]), S λ (Q), and S λ (Q ⊕ P[1]) are all acyclic. Since A is an abelian Q-linear tensor category, so is C. Therefore we may use 2.21 to define a Σ n -equivariant filtration F i of (cone( f )) ⊗n coming from the short exact sequence (2.37.1). By 2.23, we have short exact sequences
Since the sequence (2.37.1) splits in every degree, it still splits degree-wise when we tensor with any other object. Therefore the proof of 2.22 goes through to give that
, which is acyclic. This forces all c λ (F i /F i−1 ) to be acyclic. By hypothesis c λ (F 0 ) = S λ (P) is acyclic, and therefore it follows by recursion that each c λ ( 
but Q is not Kimura-finite by 2.30.
Example 2.40. Consider the category of coherent sheaves on a quasi-projective scheme X over a field containing Q. Replacing "projective" by "locally free", the proofs of 2.35-2.38 go through.
Example 2.41. Let A = Sh Nis (Cor k , Q) be the category of Nisnevich sheaves of Q-modules with transfers on Sm/k. By [MVW] or [Voe00, p. 206] , this is a Q-linear tensor category, and so is D − (A ). Replacing "projective" by "representable", we again see that the proofs of 2.35-2.38 go through using 1.38.
Chapter 3 Motives
In this chapter we will apply the results obtained in the previous chapter to the setting we are interested in: motives.
Classical motives
Recall from 1.3 the definitions of the categories of classical motives. In this chapter we will always work with the Q-linearized categories, which we will write M r , M a , M h and M n . All these categories are Q-linear tensor categories and therefore the notions of Schur-finiteness and Kimura-finiteness make sense. Kimura-finiteness has been studied in [Kim] , [AK02] , [GP02] , and [GP] .
For homological and numerical equivalence the situation is clear. Proof. By the Künneth formula, cohomology yields a faithful contravariant Q-linear tensor functor
Q is Schur-finite by 2.2, M h is Schur-finite by 2.9. Since we have a Q-linear tensor functor from M h to M n and M h is Schur-finite, M n is Schurfinite by 2.9. The category M n is abelian and semi-simple by [Jan92] . This in particular implies that the tensor product is exact. This category is also rigid by [Jan00, p. 232] . Therefore the result comes from 1.24. Kimura conjectured in [Kim, 7 .1] that the category M r is Kimura-finite. This conjecture combined with 2.9 implies that M h is Kimura-finite.
For rational equivalence, the situation is much more complicated. Let us start with an example. Example 3.3. It is well known that M(P 1 ) = 1 ⊕ L. Clearly, the switch acts as the identity on both 1 ⊗ 1 and L ⊗ L, and therefore Λ 2 1 = Λ 2 L = 0. Thus,
A similar argument shows that the motive of P n is Kimura-finite.
The case where X is a smooth projective curve is more complex. The motive M(X) admits 
Proof. By 1.10,
where
which is 1 if λ = ν and it is zero otherwise. The result is proved. Proof. Just recall from [Man68] that if X Y is the blowup of a variety X along a pure codimension r subvariety Y , we have that:
Corollary 3.8. Schur-finiteness is a birational invariant for smooth projective surfaces.
Proof. If two surfaces are birationally equivalent, then there is a sequence of blow-ups and blowdowns along points which connects them.
The Kimura-finite analogues of 3.6, 3.7 and 3.8 were established in [Kim] .
The category DM
Nis (k, Q) be the tensor triangulated category of Q-linear motives as defined in 1.43. Recall from 1.43 that we have a faithful Q-linear tensor functor from the category of classical Chow motives M r to DM. Therefore, proving that a motive is Schur-finite in DM is equivalent to proving it in the category M r of Chow motives. Proof. Since we are working with Q coefficients, the proof of [MVW, 1.12 ] goes through in this setting and we have Q-linear adjoint functors
where M K = φ (M) and M is a direct summand of ψ(M K ). Since ψ is a Q-linear tensor functor, the result follows from Lemma 2.9.
Note that q : D − (Sh Nis (Cor k , Q) → DM is a Q-linear tensor functor, but it is not faithful. Therefore if S λ (qA) = 0 in DM, then S λ (A) need only be A 1 -weak equivalent to 0 in D − . Note also that i is not a Q-linear tensor functor. 
Proof. Consider the triangle
We may assume that A and B are Schurfinite, and we need to prove that C is such. Choose an integer n and a partition λ of n such that
Applying i to the triangle above yields a triangle in D − , but S λ (iA[1] ⊕ iB) may only be A 1 -weakly equivalent to 0 in D − . Let us replace A and B by quasi-isomorphic complexes P and Q, respectively, which are sums of representables of the form Z tr (X) in each degree. If f : P → Q, we may assume that C is just cone( f ) and we have a short exact sequence in
By 2.41, C is an abelian Q-linear tensor category. Consider the filtration F * of cone( f ) ⊗n given by 2.21. By 2.23, we have short exact sequences in C
We know by hypothesis that c λ (F 0 ) = c λ ((P[1]) ⊗n ) is A 1 -weakly equivalent to zero. By 2.22, all c λ (F i /F i−1 ) are A 1 -weak equivalent to zero. Hence we use induction to conclude that S λ (cone( f )) = c λ (F n ) is A 1 -weakly equivalent to zero. But then S λ (cone( f )) = 0 in DM. Proof. Combine the proofs of 3.10 and 2.25.
With these results available, we can prove that the motive of every curve is Kimura-finite.
Lemma 3.13. Let P be a smooth rational point on a projective curve X. Then the following is a split triangle:
Proof. Let π : X → X be the normalization of X. Since P is a smooth point, the preimage of P along π will be a point P of X . Let Z be the singular locus of X. We will write Z for π −1 (Z). We have two cartesian squares
From the triangles on p. 196 in [Voe00] we have that each square generates a triangle which fits into the following diagram
From the diagram, it is easy to see that M ∼ = L and since L splits the middle row, L splits the bottom row as well.
Proposition 3.14. The motive of a smooth curve is Kimura-finite.
Proof. Let X be a smooth curve. There exists a smooth projective curveX and an open embedding X ⊂ EX , such that the complement is a collection of smooth points P 0 , . . . , P n . By base change 3.9 we may assume that all the points P i are rational and that X contains a smooth rational point Q.
First consider X =X − P 0 . By 3.13, we have a triangle
from which we can split off the motive of the rational point Q and, writing M(X) for the reduced
SinceX is a smooth projective curve, the reduced motive decomposes as
where M 1 (X) is odd. By 3.13, we may split off the copy of L, and get that
Splitting off the motive of the point Q, we get Proof. The smooth case was established in 3.14. Suppose that X is a singular affine curve. Let Z be the singular locus of X, and let X be the normalization. Then we have the cartesian diagram
By [Voe00, Prop. 4.1.3], we have a triangle
By base change 3.9, we may assume that both Z and Z consist of rational points. Let K be the kernel of the map
By base change 3.9, we may assume that X contains a smooth rational point which we can split off, and get a triangle
By the proof of 3.14, M(X ) is odd. But K[1] is also odd, because M(Z ) is even, and therefore M(X) is odd by 3.12. Now let X be a projective singular curve. By base change 3.9 we may assume that X has a rational point P. By 3.13, M(X) = M(X − P) ⊕ L. But X − P is an affine curve, and we have seen above that it is Kimura-finite. Therefore M(X) is Kimura-finite.
Remark 3.16. V. Guletskiȋ has independently obtained this result (and also 3.12) in his recent preprint [Gul] . Before we state our results, let us investigate further the structure of the categories d ≤i . We will write D ≤n for the thick subcategory of DM gm generated by the motives of all smooth projective varieties of dimension at most n. If the ground field admits resolution of singularities, then we have the following facts. Dualizing and tensoring with L n we have the following triangle 2. is equal to D ≤n , i.e., it is generated by the motives of smooth projective varieties of dimension ≤ n.
Proof. We will proceed by induction. The case n = 0 is clear; let us assume that the statement holds for n − 1. Let us prove the first statement. Let X be an n-dimensional variety and let Z be a divisor containing its singular locus. Using resolution of singularities, we know that there exist a smooth X and a proper map p : X → X which is an isomorphism outside Z. 
A non Kimura-finite motive
This section is based on a private communication from O'Sullivan. We will show that there is a smooth surface U whose motive is Schur-finite but not Kimura-finite.
Theorem 3.26. Let X be a connected, smooth, and projective surface such that q = 0 and p g > 0. Kimura-finite. 
Then there is an open subset U, the complement of n points, such that M(U) is not
