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A HIGHER DIMENSIONAL BOURGAIN-DYATLOV FRACTAL
UNCERTAINTY PRINCIPLE
RUI HAN AND WILHELM SCHLAG
Abstract. We establish a version of the fractal uncertainty principle, ob-
tained by Bourgain and Dyatlov in 2016, in higher dimensions. The Fourier
support is limited to sets Y Ă Rd which can be covered by finitely many prod-
ucts of δ-regular sets in one dimension, but relative to arbitrary axes. Our
results remain true if Y is distorted by diffeomorphisms. Our method com-
bines the original approach by Bourgain and Dyatlov, in the more quantitative
2017 rendition by Jin and Zhang, with Cartan set techniques.
1. Introduction
Bourgain-Dyatlov [BouDya] proved the following result.
Theorem 1.1. Let X,Y Ă R and N ě 1 be such that (i) X Ă r´1, 1s is δ-regular
with constant CR on scales N
´1 and 1, (ii) Y Ă r´N,N s, is δ-regular with constant
CR on scales 1 and N . Then there exist constants β ą 0, and C depending on δ, CR
so that
}f}L2pXq ď CN´β}f}L2pRq
for all f P L2pRq with supppfˆq Ă Y .
The δ-regularity condition is akin to asking for a Frostman measure at dimen-
sion δ, see Definition 6.1 below for the precise statement. Theorem 1.1 is most
interesting for δ close to 1. For δ ă 12 , Cauchy-Schwarz and measure estimates in
phase space suffice. The β was made effective later by Jin and Zhang [JinZha].
Combining this fractal uncertainty principle with earlier results by Dyatlov and
Zahl [DyaZah] led to a breakthrough on the existence for an essential spectral gap
for convex co-compact hyperbolic surfaces. This refers to a strip to the left of the
1{2 line in the complex plane in which the Selberg zeta function has only finitely
many zeros. This result can be reformulated in terms of strips below the real axis in
which the meromorphic continuation of the resolvent of the Laplacian of the hyper-
bolic surface exhibits only finitely many resonances. This in turn can be rephrased
as a decay rate of the resolvent for large energies within such a strip.
For other applications see [BouDya2, DyaJin, DyaJin2], and for a survey [Dya].
It remained an open problem to establish an analogue of Theorem 1.1 in higher
dimensions. This is main goal of this paper. Here we focus entirely on this problem
in harmonic analysis, and plan to present applications elsewhere.
The authors thank Jean Bourgain for his interest in this paper, and thank Semyon Dyatlov
for his comments on a preliminary version which improved our presentation. We thank the IAS,
Princeton, for its hospitality during the 2017-18 academic year. This material is based upon work
supported by the National Science Foundation under Grant No. DMS-1638352.
The second author was partially supported by NSF grant DMS-1500696 during the preparation
of this work.
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2 RUI HAN AND WILHELM SCHLAG
We now present our main results. Let X Ă r´1, 1sd be a δ-regular set in the
sense of Bourgain-Dyatlov with δ P p0, dq and constant CR, on scales N´1 to 1.
In [BouDya] this concept is defined only on the line, but the definition, together
with its main properties, carries over to higher dimensions. Strictly speaking, we
do not need the regularity condition per se, but rather the porosity property of
such sets as stated precisely in Definition 5.1 below. Second, let Y Ă r´N,N sd be
of the form
Y “
! dÿ
i“1
ξi~ei | ξi P Yi
)
, (1.1)
where ~ei are unit vectors with |detp~e1, . . . , ~edq| ě ε0, a positive constant (possibly
small), and Yi Ă r´2N, 2N s is a δ1-regular set with δ1 P p0, 1q and constant CR, on
scales 1 to N .
Theorem 1.2. Let X,Y be as in the previous paragraph in dimension d ě 2. Then
there exists constant C “ Cpd, ε0, δ, δ1, CRq ą 0 such that for
β “ exp
!
´ exp
”´ C2R
ιδ1p1´ δ1q
¯ 6´2δp1´δ1qp2´δq ı)
,
where ι ą 0 is a small constant depending on d and ε0, and for any f P L2pRdq
with suppp pfq Ă Y one has
}f}L2pXq ď CN´β}f}L2pRdq (1.2)
for sufficiently large N ě N0pd, ε0, δ, δ1, CRq.
As a corollary of our main theorem, we allow Y to be covered by the union of a
finite number of Yj ’s, each satisfying (1.1) but with a uniform ε0.
Y Ă
mď
j“1
Yj
Yj “
! dÿ
i“1
ξj,i~ej,i | ξj,i P Yj,i
)
.
(1.3)
Furthermore, the number m of covers can grow in N . To be specific, we prove
Corollary 1.3. Let X be as above and Y be as in (1.3). Suppose m grows with N
as follows
m “ tNγu,
in which 0 ď γ ă β. Then for any f P L2pRdq with suppp pfq Ă Y , and constants
C, β in Theorem 1.2, one has
}f}L2pXq ď CNγ´β}f}2, (1.4)
for sufficiently large N ě N0pd, ε0, δ, δ1, CRq.
Theorem 1.2 and Corollary 1.3 require that the Fourier support Y may be covered
by products of regular sets in one dimension along lines, cf. (1.3). Our third result
asserts that one may distort these lines by means of diffeomorphisms which are
obtained as follows. Let Ψ0 : r´1, 1sd Ñ r´1, 1sd by a smooth map with a smooth
inverse so that
}DΨ0}8 ` }DΨ´10 }8 ` }D2Ψ0}8 ď D0. (1.5)
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where the supremum norm is taken over the cube. For N ě 1 we consider the
diffeomorphisms ΦN pxq “ NΨ0px{Nq from the cube r´N,N sd Ñ r´N,N sd. Then
}DΦN }8 ` }DΦ´1N }8 `N}D2ΦN }8 ď Cpd,D0q, (1.6)
where the supremum norm is taken over the cube r´N,N sd.
Theorem 1.4. Theorem 1.2 remains correct with ΦN pY q in place of Y . Constants
depend on D0, but not on Ψ0.
In the following section we demonstrate the Cartan techniques by reproving a
certain step in [BouDya] which was proved there by means of harmonic measure
of the strip with a real line-segment removed. In Section 3 we go beyond the one-
dimensional setting via these Cartan methods. The subsequent sections implement
the argument in analogy with [BouDya] albeit in dimensions two and higher. We
haven striven to present the argument in a modular fashion. In particular, the
delicate Beurling-Malliavin step appears only in Section 6 in order to prove the
existence of damping functions. We do not use a higher-dimensional version of
the Beurling-Malliavin theorem which appears to be unknown. Rather, we reduce
ourselves in that step to the aforementioned product structure of Y (or covers
of finitely many of such products) precisely so as to be able to still use the one-
dimensional construction of such damping functions. Moreover, as in [JinZha] it is
important for us to use the weaker form of the Beurling-Malliavin theorem obtained
via outer functions, see [KhaMasNaz]. Any other construction of damping functions
in Section 6 would lead to different formulations of our main theorems in terms of
the conditions on Y without needing to change anything in the other sections.
Theorem 1.4 is proved in Section 6.4.
2. L2 localization in one dimension
Throughout, we let Rpqq be the rectangle with vertices ˘iq, 1˘iq. We begin with
quantitative bounds on the Schwarz-Christoffel map from the disk onto a rectangle.
The goal is to control this conformal mapping as the eccentricity of Rpqq tends to 0.
Lemma 2.1. Let 0 ă q ď 1 and define Φq to be the unique conformal map,
continuous up to the boundary, which takes the unit disk D onto the rectangle Rpqq
and so that Φqp´1q “ 0, Φqp˘iq “ ˘iq. Then Φqp1q “ 1, Φqpe˘iθpqqq “ 1 ˘ iq
where
θpqq “ 8 exp `´ pi
2q
˘p1`Opqqq, q Ñ 0
Moreover,
Φqpra1pqq, a2pqqsq “
“1
4
,
3
4
‰
, ajpqq “ 1´ δjpqq
with
δ1pqq “ 4 exp
`´ pi
8q
˘p1`Opqqq, δ2pqq “ 4 exp `´ 3pi
8q
˘p1`Opqqq
as q Ñ 0. Let E Ă ra1pqq, a2pqqs be a measurable set. Then for sufficiently small q
one has |ΦqpEq| ď 2δ2pqq´2|E|, where | ¨ | denotes Lebesgue measure.
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Φq
Φqpiq “ iq
Φqp´1q “ 0
Φqp´iq “ ´iq Φqpe´iθpqqq “ 1´ iq
Φqp1q “ 1
Φqpeiθpqqq “ 1` iqeiθpqq
e´iθpqq
a1 a2 1{4 3{4
D
Rpqq
Figure 1. Conformal map Φq
Proof. Let 0 ă k ă 1 and consider the elliptic integral of the first kind
arcsnpz, kq “
ż z
0
dtap1´ t2qp1´ k2t2q , Im z ą 0
which maps the upper half-plane onto the rectangle with vertices ˘Lpkq,˘Lpkq `
iHpkq. Here 2Lpkq and iHpkq are the periods of the elliptic function snpz, kq and
satisfy, as k Ñ 0,
Lpkq “
ż 1
0
dtap1´ t2qp1´ k2t2q “ pi2 `Opk2q,
Hpkq “
ż k´1
1
dtapt2 ´ 1qp1´ k2t2q “
ż 8
0
dsap1` s2qp1` k2s2q
“ log 4´ log k `Opkq
The latter expansion is a standard fact, see for example [AbrSte, Section 17.3.26].
Let q :“ LpkqHpkq and set
Fqpzq “ ´ i
Hpkqarcsnpz, kq (2.1)
which maps the upper half-plane onto the rectangle with vertices ˘iq, 1˘ iq. With
k “ e´pi2 `,
q “
pi
2 `Opk2q
log 4` pi2 ``Opkq
“ `´1`1´ log 16
pi`
`Opkq˘
and thus
` “ q´1`1´ 2 log 4
pi
q `Opq2q˘
k “ 4 exp `´ pi
2q
˘p1`Opqqq
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gkp¨q :“ arcsnp¨, kq
Upper half plane
gkp´1q “ ´Lpkq
gkp0q “ 0
gkp1q “ Lpkq
gkp´k´1q “
´Lpkq ` iHpkq
gkpk´1q “
Lpkq ` iHpkq
gkp8q
´k´1 ´1 0 1 k´1
iApqq
iBpqq
iHpkq
4
3iHpkq
4
Figure 2. Elliptic integral arcsnpz, kq
Define Apqq, Bpqq by FqpiApqqq “ 14 , FqpiBpqqq “ 34 . Thus,ż Apqq
0
dsap1` s2qp1` k2s2q “ 14Hpkqż Bpqq
0
dsap1` s2qp1` k2s2q “ 34Hpkq
We make the ansatz Apqq “ ck´ 14 p1` εpqqq. Thenż Apqq
0
dsap1` s2qp1` k2s2q “ p1`Opk 32 qq
ż Apqq
0
ds?
1` s2
“ arcsinhpck´ 14 p1` εpqqqp1`Opk 32 qq
“ logp2ck´ 14 p1` εpqqqp1`Opk 32 qq
“ 1
4
plog 4´ log k `Opkqq
Hence,
logp2cq ´ 1
4
log k ` logp1` εpqqq “ 1
4
plog 4´ log k `Opkqq
c “ 1
2
?
2, εpqq “ Opkq
Apqq “ 1
2
?
2 k´
1
4 p1`Opkqq
Similarly, with Bpqq “ c˜k´ 34 p1` ε˜pqqq
logp2c˜q ´ 3
4
log k ` logp1` ε˜pqqq “ 3
4
plog 4´ log k `Opkqqp1`Opk 12 qq
c˜ “ ?2, ε˜pqq “ Opk 12 log kq
and so
Bpqq “ ?2 k´ 34 p1`Opk 12 log kqq
Expressing k in terms of q we obtain
Apqq “ 1
2
exp
` pi
8q
˘p1`Opqqq, Bpqq “ 1
2
exp
`3pi
8q
˘p1`Opqqq
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Next, we conformally map the upper half plane Im z ą 0 onto the unit disk |w| ă 1
via z “ ϕpwq “ iw`11´w , w “ z´iz`i . One has ϕp´1q “ 0, ϕp˘iq “ ¯1, ϕpeiθq “ ´k´1
with θ “ 2k `Opk3q. Furthermore, ϕpra1pqq, a2pqqsq “ irApqq, Bpqqs where
a1pqq “ Apqq ´ 1
Apqq ` 1 “ 1´ 2Apqq
´1 `OpApqq´2q,
a2pqq “ Bpqq ´ 1
Bpqq ` 1 “ 1´ 2Bpqq
´1 `OpBpqq´2q
Setting ajpqq “ 1´ δjpqq we have
δ1pqq “ 4 exp
`´ pi
8q
˘p1`Opqqq, δ2pqq “ 4 exp `´ 3pi
8q
˘p1`Opqqq
as claimed. The final claim of the lemma follows from
|pFq ˝ ϕq1pwq| ď |F 1qpzq||ϕ1pwq| ď 2p1´ |w|q´2
where ϕpwq “ z, w P p0, 1q. We used here that for z “ is, s ą 0,
|F 1qpzq| “ Hpkq´1p1` |z|2q´ 12 p1` k2|z|2q´ 12
ď Hpkq´1p1` |z|2q´ 12 ď 1
for small q. 
By a subharmonic function v on a domain Ω Ă C we mean a function v :
Ω Ñ r´8,8q, which is upper semi-continuous and satisfies the sub mean-value
property. We recall the basic Riesz representation of subharmonic function on the
disk, albeit with precise quantitative control on the Riesz mass and the harmonic
part. In view of Lemma 2.1 we need to consider the case where the lower bound on
the subharmonic function is attained arbitrarily close to the boundary of the unit
disk.
Lemma 2.2. Let v be subharmonic on a neighborhood of D, with v ďM on D, and
assume supρD v ě m for some 0 ă ρ ă 1. Let ρ ă r1 ă r ă 1. Then there exist a
nonnegative measure µ on D, called the Riesz measure, with the property that for
all w P rD
vpwq “
ż
rD
log |z ´ w|µpdzq ` hpwq (2.2)
with h harmonic on rD. We have the quantitative bounds on the Riesz mass
µprDq ď M ´m
log
´
1`ρr
ρ`r
¯ (2.3)
and on the deviations of the harmonic function
min
cPR max|w|ďr1
|hpwq ´ c| ď 1
2
pM ´mqr ` r1
r ´ r1
log
´
1`ρr
1´r2
¯
log
´
1`ρr
ρ`r
¯ “: ε (2.4)
The constant c which minimizes the left-hand side satisfies
c ě m´ ε´ logpr ` ρqµprDq (2.5)
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Proof. We will assume that v is smooth, the general case following by approxima-
tion. The Green function G : Dˆ DÑ R given by
Gpz, wq :“ 1
2pi
log
ˇˇˇ z ´ w
1´ zw
ˇˇˇ
satisfies ∆zGpz, wq “ δw and Gpz, wq “ 0 when |z| “ 1.
Let w P D. By Green’s second identity for the domain D, we have
vpwq ´
ż
D
Gpz, wq∆vpzqVolpdzq “
ż
BD
vpzq BGBnz pz, wqσpdzq,
where Vol is the standard volume measure and σ is the (unnormalized) arc length
measure on the circle BD. Since v is smooth and subharmonic, ∆v is a non-negative,
continuous function, call it 2piµ. Therefore
vpwq “
ż
D
2piGpz, wqµpdzq ` h0pwq, (2.6)
where
h0pwq :“
ż
BD
vpzq BGBnz pz, wqσpdzq. (2.7)
Let 0 ă r ă 1. On the disk rD we have the Riesz representation
vpwq “
ż
rD
log |z ´ w|µpdzq ` hpwq, (2.8)
where
hpwq :“
ż
DzrD
log
ˇˇˇ z ´ w
1´ zw
ˇˇˇ
µpdzq ´
ż
rD
log |1´ zw|µpdzq ` h0pwq (2.9)
is harmonic in rD. Note that BGBnz pz, wq is the Poisson kernel whence
h0pwq “
ż 1
0
vpepθqqP|w|pϕ´ θq dθ, w “ |w|epϕq. (2.10)
We now set out to bound the Riesz measure µ. Without loss of generality, assume
m “ vpρq. Then setting w “ ρ in (2.6) yieldsż
D
log
|1´ ρz|
|z ´ ρ| µpdzq “ h0pρq ´ vpρq ďM ´m, (2.11)
in which we used
h0pρq ďM. (2.12)
This follows from the maximum principle and the fact that h0 is the harmonic
function on D with boundary values v by (2.10). By an elementary calculation,
min
|z|ďρ˜
|1´ ρz|
|z ´ ρ| “
1` ρρ˜
ρ` ρ˜ ą 1
for all 0 ă ρ, ρ˜ ă 1. Inserting this bound into (2.11) implies that
µpρ˜Dq ď M ´m
log
´
1`ρρ˜
ρ`ρ˜
¯ . (2.13)
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In particular, this bound holds with ρ˜ “ r as above. Let ρ ă r1 ă r ă 1. For all
w P rD we have
hpwq “
ż
DzrD
2piGpw, zqµpdzq ´
ż
rD
log |1´ zw¯|µpdzq ` h0pwq
ď ´ logp1´ r2qµprDq `M “: h˚
(2.14)
By Harnack’s inequality on r1D we conclude from this that for any w P r1D,
ph˚ ´ hpwqq ď r ` r1
r ´ r1 ph
˚ ´ hpρqq
whence
hpwq ě r ` r1
r ´ r1hpρq ´
2r1
r ´ r1h
˚
By (2.8),
hpρq “ vpρq ´
ż
rD
log |z ´ ρ|µpdzq ě m´ logpr ` ρqµprDq (2.15)
and thus
hpwq ě r ` r1
r ´ r1
`
m´ logpr ` ρqµprDq˘´ 2r1
r ´ r1h
˚ “: h˚
In summary,
min
cPR max|w|ďr1
|hpwq ´ c| ď 1
2
ph˚ ´ h˚q
“ 1
2
r ` r1
r ´ r1
´
h˚ ´m` logpr ` ρqµprDq
¯
“ 1
2
r ` r1
r ´ r1
´
M ´m` log ` r ` ρ
1´ r2
˘
µprDq
¯ (2.16)
Finally, bounded the µ-mass by (2.13) finally implies that
min
cPR max|w|ďr1
|hpwq ´ c| ď 1
2
pM ´mqr ` r1
r ´ r1
log
´
1`ρr
1´r2
¯
log
´
1`ρr
ρ`r
¯ “: ε
as claimed. Finally, to establish (2.5), we return to (2.15) and note that the left-
hand side at most c` ε for c the minimizer in the previous line. Then
c ě m´ logpr ` ρqµprDq ´ ε
Note that one may insert (2.13) on the right-hand side to control the mass. 
We now apply the Cartan estimate for logarithmic potentials to the Riesz rep-
resentation (2.2) in order to derive lower bounds on v up to a small measure of
exceptions.
Corollary 2.3. Let v be as in Lemma 2.2 with ρ “ 1 ´ 3δ, 0 ă δ ă 13 . Then for
all 0 ă H ď 1 there exist disks Dpzj , sjq so that
vpzq ě m´ pM ´mq“2δ´3 logp2{δq ` δ´2 logp2e{Hq‰
for all z P r1DzŤj Dpzj , sjq with řj sj ď 5H and r1 “ 1´ 2δ.
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Proof. By Cartan’s estimate for any H ą 0 there exist disks Dpzj , sjq such thatř
j sj ď 5H andż
rD
log |w ´ z|µpdwq ě µprDq logpH{eq, @ z P r1Dz
ď
j
Dpzj , sjq (2.17)
See [Lev], Theorem 3, Section 11.2. To invoke the measure bound (2.3) we estimate
log
´1` ρr
ρ` r
¯
“ log
´2´ 4δ ` 3δ2
2´ 4δ
¯
“ log
´
1` 3δ
2
2´ 4δ
¯
ě logp1` 3
2
δ2q ě δ2
since δ2 ď 12 and log p1` 32xq ě x for 0 ď x ď 12 . Consequently,
µprDq ď δ´2pM ´mq
Next,
1` ρr
1´ r2 ď
2
2δ ´ δ2 ď δ
´1p1` δq
as well as
r ` r1
r ´ r1 “
2´ 3δ
δ
ď 2δ´1
whence (2.4) implies
min
cPR max|w|ďr1
|hpwq ´ c| ď ε ď pM ´mqδ´3 logp2{δq “: ε˜.
Finally, by (2.5), one has
c ě m´ ε´ logpr ` ρqµprDq ě m´ ε´ logp2qµprDq
In view of (2.2) and the preceding estimates we obtain
vpzq ě c` µprDq logpH{eq ´ ε ě m´ 2ε` logpH{p2eqqµprDq
ě m´ pM ´mq“2δ´3 logp2{δq ´ δ´2 logpH{p2eqq‰ (2.18)
for all z as in (2.17). 
By means of the conformal transformation Φq from Lemma 2.1 we can obtain a
version of the Riesz representation theorem on thin rectangles Rpqq.
Corollary 2.4. There exists q˚ P p0, 1s with the following property: let u be sub-
harmonic on Rpqq for some 0 ă q ď q˚, continuous up to the boundary. Assume
that u ďM on Rpqq and max
xPr1{4,3{4s
upxq ě m. Then
upxq ě m´ pM ´mq exp `9pi
8q
˘“
logp4q ` 9pi
4q
` exp `´ 3pi
8q
˘
logp2e{Hq‰ (2.19)
for all x P r1{4, 3{4szŤj Ij where řj |Ij | ď 3H exp ` 3pi4q ˘.
Proof. Let v “ u ˝ Φq, with Φq as in Lemma 2.1. Then v satisfies the assumptions
of Corollary 2.3 with ρ ě 1´ δ2pqq, and
δ2pqq “ 4 exp
`´ 3pi
8q
˘p1`Opqqq ě 3δ
δ :“ exp `´ 3pi
8q
˘ă 1
3
,
(2.20)
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provided q˚ is small enough. By Corollary 2.3 we have
vpzq ě m´ pM ´mq exp `9pi
8q
˘“
2 logp2{δq ` δ logp2e{Hq‰
“ m´ pM ´mq exp `9pi
8q
˘“
logp4q ` 9pi
4q
` exp `´ 3pi
8q
˘
logp2e{Hq‰
for all z P r1DzŤj Dpzj , sjq, řj sj ď 5H, where r1 “ 1´ 2δ. The inverse image of
r1{4, 3{4s under Φq is ra1pqq, a2pqqs. Define I˜j :“ RŞDpzj , sjq, Ij “ ΦqpI˜jq, and
E :“ Ťj I˜j so that řj |I˜j | ď 10H. By Lemma 2.1 we have
|ΦqpEq| ď 20Hδ2pqq´2ă 3H exp
`3pi
4q
˘
as claimed. 
Next, we apply the previous results on subharmonic functions to log |F |, where
F is analytic.
Corollary 2.5. Let F be an analytic function on a neighborhood of Rpqq with
0 ă q ď q˚, and F not identically equal to zero. Denote
B1 :“ }F }L2pr1{4,3{4sq, B2 :“ }F }L2pBRpqqq.
Then for some absolute constant C0, and all H ą 0,
BK`11 ď e
C0K
q BK2 |F pxq|,
holds for any Kě exp `9pi
8q
˘“
logp4q ` 9pi
4q
` exp `´ 3pi
8q
˘
logp2e{Hq‰ (2.21)
for all x P r1{4, 3{4szŤj Ij where řj |Ij | ď 3H exp ` 3pi4q ˘.
Proof. We apply our previous results to upzq :“ log |F pzq|, which is subharmonic
on a neighborhood of Rpqq. However, Corollary 2.4 does not apply directly since
we do not have a point wise upper bound on u. Returning to the subharmonic
function v “ u ˝ Φq on the unit disk D, we note that the point wise upper bound
M on v only entered through the estimate h0 ďM , see (2.12), (2.14). The analytic
function F˜ “ F ˝ Φq satisfies log |F˜ | “ v. Denoting by
Pwpdθq “ P|w|pdpθ ´ φqq“ 1´ |w|
2
1´ 2|w| cos p2pipθ ´ φqq ` |w|2
the Poisson kernel centered at w “ |w|epφq, we estimate h0 from (2.11) as follows:
h0pwq “
ż 1
0
vpepθqqPwpdθq “
ż 1
0
log |F˜ pepθqq|Pwpdθq
ď log
´ż 1
0
|F˜ pepθqq|Pwpdθq
¯
ď log
´ż 1
0
|F˜ pepθqq| dθ ››Pwpdθq
dθ
››8¯
ď logpB2q ` log
`} dθ
dσ
}L2pBRpqqq
˘` log ››Pwpdθq
dθ
››8
(2.22)
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where dσ denotes arc length measure on BRpqq, and the correspondence between
BD and BRpqq is given by ξ ÞÑ Φqpepξqq. On the one hand,››Pwpdθq
dθ
››8 ď 2p1´ |w|q´1
and on the other hand,
} dθ
dσ
}2L2pBRpqqq “
ż
BRpqq
ˇˇˇ dθ
dσ
ˇˇˇ2
dσ “
ż 1
0
ˇˇˇdσ
dθ
pξq
ˇˇˇ´1
dξ (2.23)
Using the notations of Lemma 2.1, the boundary map BDÑ BRpqq induced by Φq
is
ξ ÞÑ ζpξq :“ iHpkq´1arcsnpxpξq, kq,
xpξq :“ ϕpepξqq “ ´ cotppiξq, x1pξq “ pip1` xpξq2q
where ϕpwq “ iw`11´w takes the disk to the upper half-plane. If 0 ă 2piξ ă θpqq, then
ζpξq “ 1` iypξq where
dy
dξ
“ pi
Hpkq
1` x2apx2 ´ 1qpk2x2 ´ 1q ě pikHpkq , xpξq ă ´k´1.
Therefore, this region contributes
ď 1
2
kHpkqθpqq . 1 uniformly in q
to the integral in (2.23). Next, if θpqq ă 2piξ ă pi{2, then ζ “ u` iq withˇˇˇdu
dξ
ˇˇˇ
“ pi
Hpkq
1` x2apx2 ´ 1qp1´ k2x2q ě piHpkq , ´k´1 ă xpξq ă ´1
and so this case contributes . Hpkq to (2.23). Finally, the region pi{2 ă 2piξ ă 2pi
similarly adds at most . Hpkq to (2.23).
Combining these estimates with (2.22) yields
h0pwq ď logpB2q ` log
`
CHpkqq ` logp2{ppip1´ rqq
ď logpB2q ` C0q´1 “: M
(2.24)
for all |w| ă r “ 1 ´ δ with some absolute constant C0, cf. (2.20). This bound
replaces (2.12) and (2.14) above.
As for the lower bound m on u, one has m ě logpB1q and thus (2.19) holds with
M ´m ď logpB2{B1q ` C0q´1
Finally, (2.21) follows from (2.19) by exponentiating. 
Integrating the previous result over a small set of x yields the following localiza-
tion estimate for the L2 norm of F .
Proposition 2.6. There exists an absolute constant C1 ą 0 with the following
property: Let F be an analytic function on a neighborhood of Rpqq with 0 ă q ď q˚,
and F not identically equal to zero. Denote
B1 :“ }F }L2pr1{4,3{4sq, B2 :“ }F }L2pBRpqqq.
For any J Ă r1{4, 3{4s some Borel set of positive measure,
B1 ď e
C1
q B1´κ2 }F }κL2pJq
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with 0 ă κ ď e´C1q ` logp1{|J |q˘´1.
Proof. We apply Corollary 2.5 with 3H exp
`
3pi
4q
˘ “ 12 |J |. Thus,
BK`11 p|J |{2q
1
2 ď eC0Kq BK2 }F }L2pJq
K :“ exp `9pi
8q
˘“
logp4q ` 9pi
4q
` exp `´ 3pi
8q
˘`
logp12e{|J |q ` 3pi
4q
˘‰
(2.25)
or
B1 ď e
C0
q p|J |{2q´κ2B1´κ2 }F }κL2pJq, κ ď p1`Kq´1. (2.26)
We write κ ď p1`Kq´1 instead of κ “ p1`Kq´1, since we may increase the value
of K. One checks that
log pp|J |{2q´κ2 q ď log p2{|J |q
exp
`
9pi
8q
˘“
logp4q ` 9pi4q ` exp
`´ 3pi8q ˘` logp12e{|J |q ` 3pi4q ˘‰
ď exp `´ 3pi
4
˘ ă 0.1, (2.27)
uniformly in 0 ă q ă 1 and in |J |. Note that
K ď
#
exp
`
9pi
8q
˘“
logp4q ` 9pi4q ` exp
`´ 3pi8q ˘` log p12eq ` 3pi2q ˘‰, if log 2 ď logp1{|J |q ă 3pi4q
8 exp
`
9pi
8q
˘“
1` exp `´ 3pi8q ˘‰ logp1{|J |q, if max ` log 2, 3pi4q ˘ ď logp1{|J |q
ďeC2q logp1{|J |q ´ 1,
for some absolute constant C2 ą 0. Taking C1 :“ max p2C0, C2q and
K0 :“ e
C1
q logp1{|J |q.
We conclude from (2.25), (2.26) and (2.27) with the estimate K ď K0 ´ 1 that
B1 ď e
C0
q `0.1B1´κ2 }F }κL2pJq ď e
C1
q B1´κ2 }F }κL2pJq, κ ď K´10
as claimed. 
We next apply Proposition 2.6 to a band limited L2 function in order to obtain
the main result of this section.
Proposition 2.7. Fix λ P p0, 12 s and for each integer n let In Ă rn, n` 1s be some
Borel set with |In| “ λ. Let f P L2pRq be band-limited, i.e., fˆ is of compact support.
Then for each 0 ă q ď q˚
}f}2L2pRq ď 12 e
10C1
q
´ÿ
n
}f}2L2pInq
¯κ}e2piq|ξ|fˆpξq}2p1´κqL2pRq (2.28)
with 0 ă κ ď e´ 5C1q p´ log λq´1, and C1, q˚ are as in Proposition 2.6.
Proof. Let F be the entire function with F “ f on the real line. Fix 0 ď t ď 1 and
define Rn,tpqq to be the rectangle with vertices n ´ 1 ´ t ˘ iq, n ` 2 ` t ˘ iq. We
claim that by Proposition 2.6 we have
}f}L2prn,n`1sq ď e
5C1
q }F }1´κL2pBRn,tpqqq}f}κL2pInq (2.29)
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with κ ď e´ 5C1q ` logpp3 ` 2tq{|In|q˘´1. To see this, we set n “ 0 without loss of
generality, translate Rn,tpqq Ñ Rn,tpqq ` 1 ` t, and dilate z ÞÑ z{p3 ` 2tq. After
these operations, the transformed interval I0 lies in
rp1` tq{p3` 2tq, p2` tq{p3` 2tqs Ă r1{4, 3{4s,
and the height q becomes q{p3` 2tq ě q{5, whence the claim.
Squaring, summing, and applying Ho¨lder’s inequality yields
}f}2L2pRq ď e
10C1
q
´ÿ
n
}F }2L2pBRn,tpqqq
¯1´κ´ÿ
n
}f}2L2pInq
¯κ
Let E denote the expected value with respect to 0 ď t ď 1, uniformly distributed.
On the one hand, taking expectations of the previous line yields
}f}2L2pRq ď e
10C1
q
´ÿ
n
E}F }2L2pBRn,tpqqq
¯1´κ´ÿ
n
}f}2L2pInq
¯κ
(2.30)
On the other hand, since
sup
0ďtď1
ÿ
n
1rn´1´t,n`2`tq ď 5 (2.31)
we have ÿ
n
E}F }2L2pBRn,tpqqq ď 5}F p¨ ` iqq}2L2pRq ` 5}F p¨ ´ iqq}2L2pRq
` 2
ÿ
n
ż 1
0
ż q
´q
|F pn´ t` isq|2 dsdt
(2.32)
Since }F p¨ ˘ iqq}L2pRq “ }e˘2piqξ fˆpξq}L2pRq, andÿ
n
ż 1
0
ż q
´q
|F pn´ t` isq|2 dsdt “
ż
R
ż q
´q
|F px` isq|2 dsdx
“
ż q
´q
ż
R
e4pisξ|fˆpξq|2 dξds ď 2q}e2piq|ξ|fˆpξq}2L2pRq
Assuming as we may that q˚ ď 12 we infer from (2.32) thatÿ
n
E}F }2L2pBRn,tpqqq ď 12}e2piq|ξ|fˆpξq}2L2pRq
Inserting this into (2.30) concludes the proof. 
3. L2 localization in higher dimensions
Our goal is to prove a version of Proposition 2.7 for band-limited functions
f P L2pRdq, d ě 2. For the sake of simplicity, we first limit ourselves to d “ 2 and
begin with a Cartan-type estimate for functions on D ˆ D which are subharmonic
relative to each variable.
We begin with the definition of a Cartan-2 set, cf. [GolSch1, Definition 8.1]
and [GolSch2, Definition 2.12].
Definition 3.1. We say that B Ă C2 is a Cartan-2 set with parameter H ą 0 if for
all pz1, z2q P B one has either
‚ z1 P Ťj Dpζj , sjq with řj sj ď 5H or for all other z1 one has
‚ z2 P ŤkDpwt, tkq with řk tk ď 5H and pwk, tkq depend on z1.
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Of particular relevance to us with be the fact that a Cartan-2 set has a real
“trace” of small measure.
Lemma 3.1. Let B Ă ś2j“1Dpzj,0, 1q be a Cartan-2 set with parameter H ą 0.
Then
|B X R2| ď 40H
Proof. Follows from Fubini and |Dpζ, sq X R| ď 2s for all ζ P C. 
We can now formulate a Cartan-type bound for pluri-subharmonic functions.
Lemma 3.2. Let v : Dˆ D Ñ r´8,8q be continuous so that v “ vpz1, z2q is
separately subharmonic in each variable. Suppose for 0 ă ρ ă r ă 1
max
|z1|ďr,|z2|ďr
ż
S1ˆS1
vpepθ1q, epθ2qqPz1pdθ1qPz2pdθ2q ďM (3.1)
and
max
|z1|ďρ,|z2|ďρ
vpz1, z2q ě m (3.2)
Let ρ “ rp1´ 3δq with 0 ă δ ă 13 . Then for any 0 ă H ď 1 one has
vpz1, z2q ě m´ pM ´mqpL` 1q2
L :“ 2δ´3 logp2{δq ` δ´2 logp2e{Hq (3.3)
for all pz1, z2q P r1D ˆ r1DzB where B is a Cartan-2 set with parameter rH, and
r1 “ rp1´ 2δq.
Proof. The function
hpz1, z2q :“
ż
S1ˆS1
vpepθ1q, epθ2qqPz1pdθ1qPz2pdθ2q (3.4)
is separately harmonic in each variable, is continuous up to BpDˆ Dq, and satisfies
v ď h pointwise. This latter property follows from the pointwise inequalities
vpz1, z2q ď
ż
S1
vpz1, epθ2qqPz2pdθ2q
which holds due to harmonicity of the right-hand side in z2, whence
vpz1, z2q ď
ż
S1
vpepθ1q, z2qPz1pdθ1q
ď
ż
S1ˆS1
vpepθ1q, epθ2qqPz1pdθ1qPz2pdθ2q “ hpz1, z2q
(3.5)
as claimed. Define
v˜pz1q :“ max|z2|ďρ vpz1, z2q (3.6)
Then v˜ is continuous (by uniform continuity), and subharmonic (as the supremum
of a family of subharmonic functions). It satisfies v˜pz1q ďM for all |z1| ď r by (3.1)
and (3.5), and max|z1|ďρ v˜pz1q ě m. The latter follows from
vpz1, z2q ď v˜pz1q @ |z1| ď r, |z2| ď ρ
and (3.2).
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We apply Corollary 2.3 to v˜, which requires rescaling from D to rD. Thus, with
ρ “ rp1´ 3δq, and r1 “ rp1´ 2δq,
v˜pz1q ě m´ pM ´mqL “: m˚ (3.7)
for all z1 P r1DzŤj Dpζj , sjq with řj sj ď 5rH. Fix such a good z1. By definition,
there exists z2˚ with |z2˚ | ď ρ and vpz1, z2˚ q ě m˚. On the other hand, vpz1, z2q ďM
for all |z2| ď r.
Once again, by Corollary 2.3 rescaled from D to rD, it follows that
vpz1, z2q ě m˚ ´ pM ´m˚qL
ě m´ pM ´mqLp2` Lq (3.8)
for all z2 P r1DzŤj Dpwj , tjq with řj tj ď 5rH. These disks depend on z1. 
By means of Lemma 3.2 we establish a two-dimensional analogue of Proposi-
tion 2.6.
Proposition 3.3. There exists an absolute constant C1 ą 0 with the following
property: Let F be an analytic function of two variables on a neighborhood of Rpqqˆ
Rpqq with 0 ă q ď q˚, and F not identically equal to zero. Denote
B1 :“ }F }L2pr1{4,3{4sˆr1{4,3{4sq, B2 :“ }F }L2pBRpqqˆBRpqqq.
For any J Ă r1{4, 3{4s ˆ r1{4, 3{4s some Borel set of positive measure,
B1 ď eCq B1´κ2 }F }κL2pJq
with 0 ă κ ď e´Cq ` logp1{|J |q˘´2 with some absolute constant C.
Proof. Set upz1, z2q :“ log |F pz1, z2q|, which is pluri-subharmonic on a neighbor-
hood of Rpqq ˆRpqq. We pull u back to the polydisk Dˆ D, and define
vpz1, z2q “ upΦqpz1q,Φqpz2qq “ log |F˜ pz1, z2q|, F˜ pz1, z2q “ F pΦqpz1q,Φqpz2qq.
With h defined as in (3.4), for all |z1|, |z2| ď r,
hpz1, z2q “
ż 1
0
ż 1
0
vpepθ1q, epθ2qqPz1pdθ1qPz2pdθ2q
“
ż 1
0
ż 1
0
log |F˜ pepθ1q, epθ2qq|Pz1pdθ1qPz2pdθ2q
ď log
´ ż 1
0
ż 1
0
|F˜ pepθ1q, epθ2qq|Pz1pdθ1qPz2pdθ2q
¯
ď log
´ ż 1
0
ż 1
0
|F˜ pepθ1q, epθ2qq| dθ1dθ2
››Pz1pdθq
dθ
››8››Pz2pdθqdθ ››8¯
ď logpB2q ` 2 log
`} dθ
dσ
}L2pBRpqqq
˘` 2 sup
|w|ďr
log
››Pwpdθq
dθ
››8
ď logpB2q ` log
`
Cq´1q ` 2 logp2{p1´ rqq
(3.9)
where dσ denotes arc length measure on BRpqq, see (2.24). By Lemma 2.1, we can
apply Lemma 3.2 to v with ρ “ 1´ expp´A{qq with some absolute constant A,
m “ logB1, M “ logpB2q ` 3Aq´1, δ “ expp´2A{qq, r “ ρp1´ 3δq´1,
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and 0 ă q ď q˚ ! 1. Thus, for any H ą 0 there exists a Cartan-2 set B with
parameter H such that for
r1 “ 1´ expp´A{qq ă rp1´ 2δq,
and any pz1, z2q P r1Dˆ r1DzB, we have
vpz1, z2q ě m´ pM ´mqpL` 1q2,
where
L “ 2e 6Aq logp2e 2Aq q`e 4Aq log p2e{Hq ă e 8Aq ` e 4Aq log p2e{Hq ´ 1.
Returning to the original geometry, and analytic function F , we conclude the fol-
lowing via Lemmas 2.1 and 3.1: with K :“ pe 8Aq ` e 4Aq logp2e{Hqq2,
BK`11 ď e
3AK
q |F px1, x2q|BK2 ,
for all px1, x2q P r1{4, 3{4s ˆ r1{4, 3{4szE , where E Ă R2 and |E | ď e 5Aq H.
We now pick H so that e
5A
q H “ 12 |J |, and integrate over J , we obtain
BK`11 p|J |{2q
1
2 ď e 3AKq BK2 }F }L2pJq
or
B1 ď e 3Aq p|J |{2q´κ2B1´κ2 }F }κL2pJq, κ ď p1`Kq´1. (3.10)
We write κ ď p1`Kq´1 instead of κ “ p1`Kq´1 since we could increase K. One
easily checks that p|J |{2q´κ2 . 1, and
K ď eC1q plogp1{|J |qq2 ´ 1,
with some absolute constant C1. Taking C :“ max p4A,C1q, and
K0 :“ eCq plogp1{|J |qq2.
We conclude from (3.10) with the estimate K ď K0 ´ 1 that
B1 ď eCq B1´κ2 }F }κL2pJq, κ ď K´10 ,
as claimed. 
In analogy with the one-dimensional case in Proposition 2.7, we can deduce the
following L2 localization result.
Proposition 3.4. Fix λ P p0, 12 s and for each integers n1, n2 let
In1,n2 Ă rn1, n1 ` 1s ˆ rn2, n2 ` 1s
be some Borel set with |In1,n2 | “ λ. Let f P L2pR2q be band-limited, i.e., fˆ is of
compact support. Then for each 0 ă q ď q˚
}f}2L2pR2q ď e
2C
q
´ ÿ
pn1,n2qPZ2
}f}2L2pIn1,n2 q
¯κ}e2piqp|ξ1|`|ξ2|qfˆpξq}2p1´κqL2pR2q (3.11)
with 0 ă κ ď e´Cq p´ log λq´2, and C some absolute constant.
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Proof. Let F be the entire function with F “ f on R2. Fix 0 ď t1, t2 ď 1 and for
j “ 1, 2 denote Rn,tj pqq be the rectangle with vertices n´1´ tj˘ iq, n`2` tj˘ iq.
We obtain from Proposition 3.3 that for any n1, n2 P Z:
}f}L2prn1,n1`1sˆrn2,n2`1sq ď e
5C
q }F }1´κL2pBRn1,t1 pqqˆBRn2,t2 pqqq}f}
κ
L2pIn1,n2 q,
with κ ď e´ 5Cq plogpp3`2t1qp3`2t2q{|In1,n2 |qq´2, and C being the absolute constant
in Proposition 3.3. Squaring, summing, and applying Ho¨lder’s inequality, we have
}f}2L2pR2q ď e
10C
q
´ ÿ
pn1,n2qPZ2
}F }2L2pBRn1,t1 pqqˆBRn2,t2 pqqq
¯1´κ
´ ÿ
pn1,n2qPZ2
}f}2L2pIn1,n2 q
¯κ
.
Taking expectation of the previous line with respect to 0 ď t1, t2 ď 1, we obtain
}f}2L2pR2q
ďe 10Cq
´ ÿ
pn1,n2qPZ2
Et1Et2}F }2L2pBRn1,t1 pqqˆBRn2,t2 pqqq
¯1´κ´ ÿ
pn1,n2qPZ2
}f}2L2pIn1,n2 q
¯κ
.
(3.12)
By decomposing each BRn,tpqq into its four sides, we decomposeÿ
pn1,n2qPZ2
Et1Et2}F }2L2pBRn1,t1 pqqˆBRn2,t2 pqqq (3.13)
into the following three parts:
Part 1. Vertical and Horizontal mixed terms. This part contains eight terms, each
can be bounded in the same way. Taking the left vertical side of Rn1,t1pqq and
upper horizontal side of Rn2,t2pqq for example, we haveÿ
pn1,n2qPZ2
Et2
ż
R
1rn2´1´t2,n2`2`t2qEt1
ż q
´q
|F pn1 ´ 1´ t1 ` is, x2 ` iqq|2 dsdx2
ď5
ÿ
n1PZ
Et1
ż
R
ż q
´q
|F pn1 ´ 1´ t1 ` is, x2 ` iqq|2 dsdx2
“5
ż q
´q
ż
R2
|F px1 ` is, x2 ` iqq|2 dx1dx2ds
ď5
ż q
´q
ż
R2
e4pipsξ1`qξ2q|fˆpξ1, ξ2q|2 dξ1dξ2ds
ď10q}e2piqp|ξ1|`|ξ2|qfˆpξq}2L2pR2q,
in which we used (2.31) in the first step. Hence, part 1 contributes in total at most
80q}e2piqp|ξ1|`|ξ2|qfˆpξq}2L2pR2q. (3.14)
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Part 2. Vertical+Vertical sides. This part contains four terms. Taking the left
vertical sides of Rn1,t1pqq and Rn2,t2pqq for example, we haveÿ
pn1,n2qPZ2
Et1Et2
ż q
´q
ż q
´q
|F pn1 ´ 1´ t1 ` is1, n2 ´ 1´ t2 ` is2q|2 ds1ds2
“
ż q
´q
ż q
´q
ż
R2
|F px1 ` is1, x2 ` is2q|2 dx1dx2ds1ds2
ď4q2}e2piqp|ξ1|`|ξ2|qfˆpξq}2L2pR2q.
Hence, part 2 contributes in total at most
16q2}e2piqp|ξ1|`|ξ2|qfˆpξq}2L2pR2q. (3.15)
Part 3. Horizontal+Horizontal sides. This part also contains four terms. Taking
the upper horizontal sides of Rn1,t1pqq and Rn2,t2pqq for example, we haveÿ
pn1,n2qPZ2
Et1Et2
ż
R2
1rn1´1´t1,n1`2`t1q1rn2´1´t2,n2`2`t2q|F px1 ` iq, x2 ` iqq|2dx1dx2
ď25
ż
R2
|F px1 ` iq, x2 ` iqq|2dx1dx2
ď25}e2piqp|ξ1|`|ξ2|qfˆpξq}2L2pR2q,
in which we used (2.31) in the first step. Hence, the contribution of part (3) is at
most
100}e2piqp|ξ1|`|ξ2|qfˆpξq}2L2pR2q. (3.16)
Plugging the estimates in (3.14), (3.15) and (3.16) into (3.13), we obtainÿ
pn1,n2qPZ2
Et1Et2}F }2L2pBRn1,t1 pqqˆBRn2,t2 pqqq ďp4q ` 10q2}e2piqp|ξ1|`|ξ2|qfˆpξq}2L2pR2q
ď 144}e2piqp|ξ1|`|ξ2|qfˆpξq}2L2pR2q,
(3.17)
for q ď 1{2. Plugging (3.17) into (3.12) yields
}f}2L2pR2q ď 144e
10C
q
´ ÿ
pn1,n2qPZ2
}f}2L2pIn1,n2 q
¯κ}e2piqp|ξ1|`|ξ2|qfˆpξq}2p1´κqL2pR2q ,
as claimed. 
In general dimensions one can proceed similarly. First, we inductively define
Cartan sets in higher dimensions.
Definition 3.2. We say that B Ă C2 is a Cartan-d set with parameter H ą 0 if for
all pz1, z2, . . . , zdq P B one has either
‚ z1 P Ťj Dpζj , sjq with řj sj ď 5H or for all other z1 one has
‚ pz2, . . . , zdq belongs to a Cartan-pd´1q set with parameter H ą 0 depending
on z1.
By arguments analogous to those used above for d “ 2, one can exploit these
Cartan sets in higher dimensions to obtain the following result. We leave the details
to the reader. Throughout, we let Cpdq ě 1 be a constant depending only on the
dimension d. It is allowed to change its values from line to line.
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Proposition 3.5. Fix λ P p0, 12 s and for each integer vector n “ pn1, . . . , ndq P Zd,
d ě 2, let
In Ă
dź
j“1
rnj , nj ` 1q
be some Borel set with |In| “ λ. Let f P L2pRdq be band-limited, i.e., fˆ is of
compact support. Then for each 0 ă q ď q˚ “ q˚pdq ! 1
}f}2L2pRdq ď e
2Cpdq
q
´ ÿ
nPZd
}f}2L2pInq
¯κ}e2piq|ξ|1 fˆpξq}2p1´κq
L2pRdq (3.18)
with 0 ă κ ď e´Cpdqq p´ log λq´d, Cpdq ě 1 some absolute constant depending on d,
and |ξ|1 “ řj |ξj |.
As a precursor to the results of the next section, which involve L2 functions with
Fourier support in thin sets, we now establish an uncertainty principle for L2pRdq
functions under a quantitative decay assumption on their Fourier transforms.
Corollary 3.6. Let Θpξq “ Θp|ξ|1q “ plogp2 ` |ξ|1qq´α, 0 ă α ă 1. Let S :“Ť
nPZd In be as in Proposition 3.5. Then
}f}2 ď Cpd, α,A, λq}f}L2pSq (3.19)
for all f P L2pRdq with }eΘpξq|ξ|1 fˆ}L2pRdq ď A}f}L2pRdq.
Proof. With 0 ă q small to be determined, we fix R ě 1 so that 2piq “ ΘpRq.
Split f “ f1 ` f2, fˆ1pξq “ fˆpξq1r|ξ|1ďRs. Then by (3.18), and since 2piq ď Θpξq for|ξ|1 ď R,
}f1}22 ď e
2Cpdq
q }f1}2κL2pSq}eΘpξq|ξ|1 fˆ1}2p1´κq2
ď e 2Cpdqq }f1}2κL2pSqpA}f}2q2p1´κq
with
κ “ e´Cpdqq p´ log λq´d “ e´ 2piCpdqΘpRq p´ log λq´d
Moreover, since
}f}22 “ }f1}22 ` }f2}22
ď e 2Cpdqq p}f}L2pSq ` }f2}2q2κpA}f}2q2p1´κq ` }f2}22
and
}f2}2 ď e´ΘpRqR}eΘpξq|ξ|1 fˆ}2 ď Ae´ΘpRqR}f}2 ď 1
2
}f}2
where we chose R large enough depending on A ě 1. It follows that
}f}22 ď 2e
2Cpdq
q p}f}L2pSq `Ae´ΘpRqR}f}2q2κpA}f}2q2p1´κq
whence
}f}2 ď 2 12κA 1´κκ e
Cpdq
κq p}f}L2pSq `Ae´ΘpRqR}f}2q
“ 2 12κA 1´κκ eCpdqκq }f}L2pSq ` exp
`´ T pRq˘}f}2
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with
T pRq “ ΘpRqR´ Cpdq
κq
´ κ´1 logp?2Aq
“ ΘpRqR´
´2piCpdq
ΘpRq ` logp
?
2Aq
¯
e
2piCpdq
ΘpRq p´ log λqd
In addition to 2A ď eΘpRqR we require that T pRq ě 1. These conditions hold for
sufficiently large R. 
The proof of the corollary gives an explicit and effective dependence of the con-
stant Cpd, α,A, λq onA, λ, but we have no need for it. Corollary 3.6 follows (perhaps
with a different dependence on the constants) from a quantitative version of the
Logvinenko-Sereda theorem. The results in the next section, however, do not.
4. Uncertainty principle with thin Fourier support
We begin with the concept of a damping function.
Definition 4.1. Let Θ be as in Corollary 3.6, with α P p0, 1q fixed. Let Y Ă Rd. We
say that Y admits a damping function with parameters c1, c2, c3, all falling into the
interval p0, 1q, if there exists a function ψ P L2pRdq satisfying
‚ supppψq Ă r´c1, c1sd
‚ } pψ}L2pr´1,1sdq ě c2
‚ | pψpξq| ď xξy´d for all ξ P Rd
‚ | pψpξq| ď exp `´ c3Θp|ξ|1q|ξ|1q for all ξ P Y
Here xξy “ p1` |ξ|22q 12 , |ξ|22 :“
řd
j“1 ξ2j .
Lemma 4.1. Fix c1 P p0, 12 s and for each integer vector n “ pn1, . . . , ndq P Zd,
d ě 2, let
In Ă
dź
j“1
rnj , nj ` 1q
be a square with side length 2c1. Define S :“ ŤnPZd In. Suppose Y Ă Rd is such
that Y `r´2, 2sd admits a damping function with parameters c1, and c2, c3 P p0, 1q.
Then every f P L2pRdq with supppfˆq Ă Y satisfies
}fˆ}2L2pr´1,1sdq ď Cpdqc´22 xRy2d e
4piCpdq
c3ΘpRq
`}1Sf}2κH´d}f}2p1´κqH´d
` expp´2c3κΘpRqRq }f}2H´d
˘ (4.1)
and κ “ e´ 2piCpdqc3ΘpRq p´d log c1q´d, provided R ě p2d{c3q2 and 0 ă c3 ď c3˚ pdq :“2piq˚
where q˚ is as in Proposition 3.5.
Proof. Let η P r´2, 2sd. Set fηpxq :“ e2piix¨ηfpxq, and gη :“ fη ˚ ψ where ψ is the
damping function as in Definition 4.1 associated with Y ` r´2, 2sd. Split
gη “ g1 ` g2,
suppp pg1q Ă tξ P Rd : |ξ|1 ď Ru
suppp pg2q Ă tξ P Rd : |ξ|1 ą Ru (4.2)
where 2piq “ c3ΘpRq. Note that our assumption c3 ď 2piq˚ guarantees that q ď
q˚ holds for any R ě 1. Note also that since supppψq Ă r´c1, c1sd, we have
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1S1gη “ 1S1p1Sfη ˚ψq where S 1 :“ ŤnPZd I 1n with I 1n a square with the same center
as In, but half the side length. By Proposition 3.5 with λ “ cd1 one has
}gη}22 “ }g1}22 ` }g2}22
ď expp2C{qq`}gη}L2pS1q ` }g2}2˘2κ}e2piq|ξ|1 pg1}2p1´κq2 ` }g2}22 (4.3)
with
0 ă κ ď e´Cpdqq p´d log c1q´d “ e´
2piCpdq
c3ΘpRq p´d log c1q´d,
Cpdq some absolute constant. By construction, suppp pfηq Ă Y ` η Ă Y ` r´2, 2sd,
hence
| pgηpξq| ď | pfηpξq| exp `´ c3Θp|ξ|1q|ξ|1q @ ξ P Rd
whence
}e2piq|ξ|1 pg1}2 “ }ec3ΘpRq|ξ|1 pg1}2 ď sup
|ξ|1ďR
xξyd }fη}H´d ď xRyd }fη}H´d
}g2}2 ď sup
|ξ|1ěR
expp´c3Θp|ξ|1q|ξ|1qxξyd }fη}H´d
ď expp´c3ΘpRqRqxRyd }fη}H´d
where we used that |ξ|2 ď |ξ|1, and that r ÞÑ expp´c3Θprqrqxryd is decreasing for
large r. To be specific,
expp´c3Θprqrqxryd “ expp´hprqq
hprq “ c3 plogp2` rqq´α r ´ d
2
logp1` r2q
Differentiating, we obtain
h1prq “ c3 plogp2` rqq´α
“
1´ αr
2` r plogp2` rqq
´1‰´ dr
1` r2
ě c3
2
plogp2` rqq´α ´ dr´1 ě c3
2
plogp2` rqq´1 ´ dr´1
where we used that αr2`r plogp2 ` rqq´1 ď 12 for all r ě 0. One has u ą logp2 ` u2q
for u ě 2, say. Hence, if r ě p2d{c3q2, then
c3
2
plogp2` rqq´1 ´ dr´1 ą 0
and thus h1prq ą 0. So it suffices to assume that R ě p2d{c3q2.
Inserting these bounds into (4.3) yields
}gη}22 ď e
2Cpdq
q
`}1Sfη}H´d ` expp´c3ΘpRqRqxRyd }fη}H´d˘2κ`xRyd }fη}H´d˘2p1´κq
` expp´2c3ΘpRqRqxRy2d }fη}2H´d
Since supηPr´2,2sd }fη}H´d ď Cpdq}f}H´d , we can simplify this further:
}gη}22 ď CpdqxRy2d e
4piCpdq
c3ΘpRq
`}1Sf}2κH´d}f}2p1´κqH´d ` expp´2c3κΘpRqRq }f}2H´d˘.
(4.4)
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Finally,
} pf}2L2pr´1,1sdq ď c´22 żr´1,1sd | pfpζq|2 dζ
ż
r´1,1sd
| pψpξq|2 dξ
ď c´22
ż
r´1,1sd
ż
r´2,2sd
| pfpξ ´ ηq|2| pψpξq|2 dηdξ
ď c´22
ż
r´2,2sd
ż
Rd
| pfpξ ´ ηq|2| pψpξq|2 dξdη
“ c´22
ż
r´2,2sd
}gη}22 dη
and we are done. 
We now remove the localization in Fourier space on the left-hand side of (4.1)
in order to obtain the main result of this section.
Corollary 4.2. Fix c1 P p0, 12 s and for each integer vector n “ pn1, . . . , ndq P Zd,
d ě 2, let
In Ă
dź
j“1
rnj , nj ` 1q
be a square with side length 2c1. Define S :“ ŤnPZd In. Suppose Y Ă r´α1, α1sd Ă
Rd with α1 ě 1 is such that Y ` r´2, 2sd ` η admits a damping function with
parameters c1, and c2, c3 P p0, 1q for each η P r´α1 ´ 1, α1 ` 1sd. Assume further
that 0 ă c3 ă c3˚ pdq ! 1, with c3˚ pdq be as in Lemma 4.1. Then every f P L2pRdq
with supppfˆq Ă Y satisfies
}f}2 ď C˚}f}L2pSq (4.5)
with constant C˚ depending only on d, c1, c2, c3, α explicitly as in (4.15).
Proof. Let ` P p2Zqd be such that ``r´1, 1sdXr´α1, α1sd ‰ H and define f`pxq :“
e2piix¨`fpxq so that pf`pξq “ pfpξ ´ `q and suppppf`q Ă Y ` `. In order to apply
Lemma 4.1, we also need to ensure that Y `r´2, 2sd`` admits a damping function.
This, however, follows from our assumptions. Hence, for each such `,
}fˆ}2L2pr´1,1sd``q ď Cpdqc´22 xRy2d e
4piCpdq
c3ΘpRq
`}1Sf`}2κH´d}f`}2p1´κqH´d
` expp´2c3κΘpRqRq }f`}2H´d
˘ (4.6)
and κ “ e´ 2piCpdqc3ΘpRq p´d log c1q´d, provided R ě p2d{c3q2. Summing over ` P p2Zqd,
and using Ho¨lder’s inequality yields
}f}22 ď Cpdqc´22 xRy2d e
4piCpdq
c3ΘpRq
`}1Sf}2κ2 }f}2p1´κq2 ` expp´2c3κΘpRqRq }f}22˘
“ Cpdqc´22 xRy2d e
4piCpdq
c3ΘpRq }1Sf}2κ2 }f}2p1´κq2
` Cpdqc´22 xRy2d e
4piCpdq
c3ΘpRq e´2c3κΘpRqR}f}22.
(4.7)
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Suppose further that R satisfies,
R ě R0pd, c1, c2, c3, αq :“ max
$’’’’’’’’’&’’’’’’’’’%
piq. exp
”´
16piCpdq
c3
¯ 1
1´α ı
,
piiq. exp
´
4
1
1´α
¯
,
piiiq.
´ p´d log c1qd
c3
¯8
,
pivq.
´
4 log 2Cpdq
c22
¯2
,
pvq. p8dq4.
(4.8)
Note that (i), (ii), (iii) of (4.8) imply
e
´ 2piCpdqc3ΘpRq pR` 2q 14 ě 1,
ΘpRqpR` 2q 18 ě 1, and
c3
p´d log c1qd pR` 2q
1
8 ě 1,
(4.9)
respectively. Hence multiplying the three inequalities of (4.9) yields
c3κΘpRqpR` 2q ě
?
R` 2, or
κ ě pc3ΘpRq
?
R` 2q´1, (4.10)
and thus
e2c3κθpRqR ě ec3κθpRqpR`2q ě e
?
R`2. (4.11)
One also derives from (iv), (v) and (i) that
1
4
?
R` 2 ě log 2Cpdq
c22
,
1
2
?
R` 2 ě 2d logpR` 2q ě log xRy2d, and,
1
4
?
R` 2 ě 4piCpdq
c3ΘpRq ,
(4.12)
respectively. Hence by summing up the three inequalities of (4.12), and exponen-
tiating, we obtain
e
?
R`2 ě 2Cpdqc´22 xRy2d e
4piCpdq
c3ΘpRq . (4.13)
Combining (4.11) with (4.13), we arrive at
Cpdqc´22 xRy2d e
4piCpdq
c3ΘpRq e´2c3κΘpRqR ď 1
2
.
Thus (4.7) yields
}f}2 ď
´
2Cpdqc´22 xRy2d e
4piCpdq
c3ΘpRq
¯ 1
2κ }1Sf}2.
Combining the estimate of κ in (4.10) with (4.13), we obtain´
2Cpdqc´22 xRy2d e
4piCpdq
c3ΘpRq
¯ 1
2κ ď e c3ΘpRqpR`2q2 .
Now we take R0 as in (4.9) and define R1 as follows
R1pd, c1, c2, c3, αq :“ max
`p2d{c3q2, R0pd, c1, c2, c3, αq˘. (4.14)
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Then
}f}2 ď C˚pd, c1, c2, c3, αq}1Sf}2,
with
C˚pd, c1, c2, c3, αq “ e c3ΘpR1qpR1`2q2 , (4.15)
as claimed. 
5. FUP assuming damping functions on Y
In section we prove, by the same iteration as in [BouDya], the fractal uncertainty
principle for sets X Ă r´1, 1sd and Y Ă r´N,N sd. On Y we do not impose a
geometric condition. Rather, in this section we still restrict ourselves to assuming
the existence of damping functions living on Y , as well as on sets derived from Y
through translations and dilations, see Definition 4.1. On X we impose a certain
tree structure “with gaps”, cf. [BouDya, Lemma 2.10].
Definition 5.1. We say that X Ă r´1, 1sd Ă Rd is porous at scale L ě 3 with depth
n, where L is an integer, if the following holds: denote by Cn the cubes obtained
from r´1, 1sd by partitioning it into congruent cubes of side length L´n. Thus,
# Cn “ 2dLnd. The condition on X is that for all Q P Cn with Q XX ‰ H, there
exists Q1 P Cn`1 so that Q1 Ă Q and Q1 XX “ H.
It is shown in [BouDya] that sets X Ă R obeying the δ-regularity condition on
scales N´1 to 1 (see Definition 6.1) satisfy this porosity property at depth n for
all n ě 0 with Ln`1 ď N . We include a d-dimensional analogy in Appendix A, see
Lemma A.5. We can now formulate the Fractal Uncertainty Principle, conditionally
on the existence of damping functions in Y . As in [BouDya] the argument is based
on an induction on scales, where at each step a small gain is achieved by means of
Corollary 4.2. Recall that α P p0, 1q is the parameter from the damping function.
Theorem 5.1. Let X Ă r´1, 1sd Ă Rd be porous at scale L ě 3 with depth n, for
all n ě 0 with Ln`1 ď N . Suppose Y Ă r´N,N sd is such that for all n ě 0 with
Ln`1 ď N one has that for all
η P r´NL´n ´ 3, NL´n ` 3sd
the set
L´nY ` r´4, 4sd ` η (5.1)
admits a damping function with parameters c1 “ p2Lq´1 P p0, 12 s, and c2, c3 Pp0, 1q. Assume 0 ă c3 ă c3˚ pdq as in Corollary 4.2. Then there exists β “
βpL, c2, c3, d, αq ą 0 and C˜ “ C˜pL, c2, c3, d, αq ą 0 so that any f P L2pRdq with
suppp pf q Ă Y satisfies
}f}L2pXq ď C˜N´β}f}L2pRdq (5.2)
for all N ě N0pL, c2, c3, d, αq.
Proof. We pick a nonnegative Schwarz function φ in Rd with suppppφq Ă r´1, 1sd
and pφp0q “ 1. With T P N to be determined, we set ψpxq :“ LTdφpLTxq so that
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suppp pψq Ă r´LT , LT sd. Let
Sn :“
ď
QPCn
QXX‰H
Q
Sn˚ :“ Sn ` r´L´n{10, L´n{10sd
(5.3)
and define Ψn :“ ψn ˚ 1S˚n`1 where ψkpxq :“ LkdψpLkxq. There exists a constant
Cφ depending only on φ such that for any n ě 0,
Ψn ě
´
1´ Cφ
LT´1
¯
1X .
Thus, for all m ě 1,
m´1ź
n“0
Ψn ě
´
1´ Cφ
LT´1
¯m
1X . (5.4)
Moreover, if Q P Cn`1 with n ě 0 satisfies Q X X “ H, denote by Q˚ the cube
with the same center as Q, but half the side length, i.e., of side length L´pn`1q{2.
Denote the collection of all such cubes Q˚ by Un`1. By the definitions of Sn˚`1 and
Q˚, we clearly have
Sn˚`1 X
´
Un`1 ` r´L´pn`1q{10, L´pn`1q{10sd
¯
“ H.
Then for x P Un`1, and a constant cφ that depends on φ only, we have
Ψnpxq “
ż
Rd
φn`T pxq1S˚n`1px´ yq dy
“
ż
Rd
φpyq1S˚n`1px´ L´pn`T qyq dy
ď
ż
Rdzr´LT´1{10, LT´1{10sd
φpyq dy ď cφ
LT´1
,
(5.5)
uniformly in n.
Let f P L2pRdq with suppp pf q Ă Y . Then for m ě 1,
fm :“
m´1ź
n“0
ΨnT ¨ f
satisfies
supppxfmq Ă Y ` m´1ÿ
n“0
supppyψnT q
Ă Y `
m´1ÿ
n“0
r´Lpn`1qT , Lpn`1qT sd “ Y ` `mr´1, 1sd
(5.6)
where
`m :“ LT L
mT ´ 1
LT ´ 1 .
One has fm`1 “ ΨmT fm for all m ě 0 with f0 “ f . We claim that there exists
γ0 “ γ0pL, d, c1, c2, c3q P p0, 1q with
}fm`1}L2pr´1,1sdq ď p1´ γ0q}fm}L2pr´1,1sdq (5.7)
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Define gmpxq :“ fmpLmT xq. Then
supppxgmq Ă L´mTY ` `mL´mT r´1, 1sd
Ă L´mTY ` r´2, 2sd, (5.8)
where we used
`mL
´mT ď L
T
LT ´ 1 ď 2.
In particular, assuming also that LmT ď N ,
supppxgmq Ă r´NL´mT , NL´mT sd ` r´2, 2sd “ r´NL´mT ´ 2, NL´mT ` 2sd,
where NL´mT ` 2 will be our parameter α1 in Corollary 4.2.
Under this rescaling, the cubes in CmT turn into unit cubes. Assuming further
LmT`1 ď N , the porosity condition at scale L with depth mT ensures that we
always have a “missing cube” of side length L´1 inside. In view of our definition
of Q˚, we only use the concentric cube of half that side length. In view of the
conditions on Y in the theorem we can apply Corollary 4.2 to gm to obtain the
following: with all norms being taken locally on r´1, 1sd, and with UmT`1, the
missing cubes of the next generation as above,
}ΨmT fm}22 ď }ΨmT }28}fm}2L2pr´1,1sdzUmT`1q ` }ΨmT }2L8pUmT`1q}fm}2L2pUmT`1q
“ }ΨmT }28}fm}2L2pr´1,1sdq ´ p1´ }ΨmT }2L8pUmT`1qq}fm}2L2pUmT`1q
ď
´
1´ C´2˚
`
1´ c2φ{L2pT´1q
˘¯}fm}22
(5.9)
To obtain this estimate, we used that
}ΨmT }8 ď 1, }ΨmT }L8pUmT`1q ď
cφ
LT´1
,
and
}fm}L2pUmT`1q ě C´1˚ }fm}22,
with C˚ “ C˚pd, L, c2, c3, αq by Corollary 4.2. Choosing
γ0pT q :“
1´ c2φ{L2pT´1q
2C2˚
, (5.10)
and using p1´ xq1{2 ď 1´ x{2 for 0 ď x ď 1, we have´
1´ C´2˚
`
1´ c2φ{L2pT´1q
˘¯ 12 ď 1´ γ0pT q.
This establishes the claim (5.7).
Applying (5.7) iteratively and using (5.4), we obtain
}f}L2pXq ď
´
1´ Cφ
LT´1
¯´pm`1q} mź
n“0
Ψnf}L2pXq
ď
”´
1´ Cφ
LT´1
¯´1p1´ γ0pT qqım`1}f}2
ď
´
1´ γ0pT q
2
¯m`1}f}2.
(5.11)
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In the last inequality we used
1´ γ0pT q ď 1´ γ0pT q
2
´ Cφ
LT´1
ď
´
1´ γ0pT q
2
¯´
1´ Cφ
LT´1
¯
,
which requires
LT´1 ´ c
2
φ
LT´1
ě 4CφC2˚, or
T ě T0pd, L, c2, c3, αq :“
S
logp2CφC2˚ `
b
4C2φC
4˚ ` c2φq
logL
W
.
(5.12)
Finally, for any T ě T0, taking m P N be such that LmT`1 ď N ă Lpm`1qT`1,
(5.11) yields (5.2) with
β “ ´ log p1´ γ0pT q{2q
T logL
, (5.13)
and
C˜ “
´
1´ γ0pT q
2
¯´1{T
. (5.14)
as claimed. In the current theorem, we could simply choose T “ T0. The flexibility
of choosing T will simplify our computations in our proof of Theorem 1.2. 
6. Geometry of Y and damping functions
6.1. Regular sets. We will call a set I “ ra1, b1s ˆ ra2, b2s ˆ ¨ ¨ ¨ ˆ rad, bds of equal
side length a d-dimensional cube in Rd, we denote its side length by rI .
Recall the notion of δ-regularity from [BouDya, Definition 1.1], below is a d-
dimensional analogy.
Definition 6.1. Suppose X Ă Rd, X ‰ H is closed, and 0 ă δ ă d, CR ě 1,
0 ď α0 ď α1 ď 8. Then X is δ-regular on scales α0 to α1, with constant CR, if
there exists a Borel measure µX with the following properties:
‚ µX is supported on X
‚ µXpIq ď CRrδI for each d-dimensional cube I of side length α0 ď rI ď α1
‚ µXpIq ě C´1R rδI for each d-dimensional cube I Ă Rd, centered at a point in
X and of side length α0 ď rI ď α1
See [BouDya, Section 2.2] for the geometry of such sets in R. Loosely speaking,
they behave like δ-dimensional fractal sets. The properties of δ-regular sets carry
over to higher dimensions. We include some properties in Appendix A.
6.2. Geometry of Y and damping functions. Bourgain and Dyatlov observed
that δ-regular sets on R admit damping functions as in Definition 4.1 above with
α “ p1 ` δq{2. They obtained these functions as a consequence of the Beurling-
Malliavin theorem [BeuMal]. However, one does not need the full strength of this
theorem. To be more precise, in place of the original Beurling-Malliavin condition
}plogωq1}8 ă 8, with ω the weight, a much easier proof is possible (via outer
functions) if we assume instead that }pH logωq1}8 ! 1 where H is the Hilbert
transform on R, see [KhaMasNaz, Section 1.14, Theorem 1]. By means of this
technique, Jin and Zhang [JinZha, Lemma 4.1] proved the following quantitative
result on damping functions.
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Lemma 6.1. Let Y Ă r´N,N s be δ1-regular on scales 2 to N , with constant CR,
0 ă δ1 ă 1. For any 0 ă c1 ă 1, Y admits a damping function with α “ p1` δ1q{2
and parameters c1,
c2 “ ι c61, c3 “ ι c1C´2R δ1p1´ δ1q, (6.1)
where ι ą 0 is some small absolute constant. Instead of the pointwise global decay
of xξy´1 in Definition 4.1, we have
| pψpξq| ď expp´c3 xξy 12 q @ ξ P R (6.2)
In this paper we need a slightly different version, where we have pointwise lower
bound of | pψpξq| on r´3{4, 3{4s. The advantage of a pointwise lower bound over a
L2 bound is that it leads to a lower bound of the product of several pψ’s.
Lemma 6.2. Assume that Y Ă r´N,N s is a δ1-regular set with constant CR on
scales 2 to N and δ1 P p0, 1q. Fix 0 ă c1 ă 1, then there exists a function ψ P L2pRq
such that
suppψ Ă
”
´ c1
10
,
c1
10
ı
,
| pψpξq| ď expp´c3xξy1{2q, @ξ P R,
| pψpξq| ď expp´c3Θp|ξ|q|ξ|q, @ξ P Y, |ξ| ě 10,
and
| pψpξq| ě c2, @ξ P r´3{4, 3{4s, (6.3)
with
α “ p1` δ1q{2, c2 “ ι c101 , c3 “ ι c1C´2R δ1p1´ δ1q,
where ι ą 0 is some small absolute constant.
We include the proof of Lemma 6.2 in Appendix B.
In higher dimensions, we reduce ourselves to this one-dimensional setting by tak-
ing finite unions of products. For simplicity, we restrict ourselves to two dimensions,
although the exact analogue can be done in any finite dimension.
Definition 6.2. Pick some ε0 P p0, 1q and let Y Ă r´N,N s2 with N ě 10 be of the
form
Y Ă
mď
j“1
Yj ,
Yj “ tξ1~ej,1 ` ξ2~ej,2 : ξi P Yj,i, i “ 1, 2u
(6.4)
Here ~ej,i P S1 with |~ej,1 ¨ ~ej,2| ă 1 ´ ε0 for all 1 ď j ď m, and Yj,i Ă r´2N, 2N s
are δ1-regular on scales 2 to N , with constant CR, 0 ă δ1 ă 1. In that case Y is
called admissible at scale N with parameters δ1, CR, ε0,m. In general dimensions,
we require that ~ej,i are unit vectors with |detp~ej,1, . . . , ~ej,dq| ě ε0, cf. (1.3).
Throughout, we will freeze ε0 and constants are allowed to depend on it. These
admissible sets carry damping functions.
We note that for our proof of Theorem 1.2, we only need m “ 1. We give a
construction with arbitrary m ě 1 here, since the construction itself may be of
independent interest.
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Lemma 6.3. Let Y Ă r´N,N s2 be admissible as in Definition 6.2. Then Y admits
a damping function with parameters c1,
c2 “ ι2m`4c20m`41 m´20m C´8R pδ1p1´ δ1qq4
c3 “ ι c1m´1C´2R δ1p1´ δ1q
where ι ą 0 is a small constant that depends on ε0.
Remark 6.4. For general dimension d, we can take
c2 “ ιmcp10m`2qd1 m´10md C´4dR pδ1p1´ δ1qq2d
c3 “ ι c1m´1C´2R δ1p1´ δ1q
where ι ą 0 is a small constant that depends on ε0 and d.
Proof. Let ψj,i be the damping function associated with Yj,i via Lemma 6.2 with
parameters c˜1 :“ ε1c1m´1 where ε1 is a small parameter depending on ε0, and
c2, c3 as given by Lemma 6.2, but in terms of c˜1. I.e.,
c2 “ ι ε101 c101 m´10, c3 “ c1m´1ι ε1 C´2R δ1p1´ δ1q.
We will absorb the constant ε1 into ι, hence ι will depend on ε0. In the following
we will also allow ι to change its value from line to line, as long as it only depends
on ε0.
Denote the coordinates associated with the basis ~ej,1, ~ej,2 by pξj,1, ξj,2q. We set,
with ξ P R2,
pψpξq :“ mź
j“1
xψjpξq, xψjpξq :“ yψj,1pξj,1qyψj,2pξj,2q
Then
| pψjpξq| ď expp´c3 xξj,1y 12 q expp´c3 xξj,2y 12 q
ď expp´c3 xξy 12 q,
(6.5)
where c3, more precisely, ι, can change its value in the last line depending on ε0.
Taking products gives
| pψpξq| ď expp´mc3 xξy 12 q “ expp´c1ν xξy 12 q, ν “ ι C´2R δ1p1´ δ1q (6.6)
In particular, ψ P L2pR2q as well as ψj P L2pR2q. Since ψj are also compactly
supported functions, ψj P L1pR2q. Hence in the sense of L1 functions,
ψ “ ˚mj“1 ψj
whence
supppψq Ă
mÿ
j“1
supppψjq Ă
mÿ
j“1
r´c1m´1, c1m´1s2 Ă r´c1, c1s2,
where we used that each ψj,i is a damping function with c˜1 “ ε1c1m´1. Next, if
ξ P Yj , then
| pψjpξq| ď exp `´ c3Θp|ξj,1|q|ξj,1|q exp `´ c3Θp|ξj,2|q|ξj,2|q
ď exp `´ c3Θp|ξ|1q|ξ|1q
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where again ι is allowed to change in the second line. Since Y is covered by the
union of Yj , we have
| pψpξq| ď exp `´ c3Θp|ξ|1q|ξ|1˘ @ ξ P Y. (6.7)
Finally, from (6.3), for each 1 ď j ď m,
|xψjpξq| ě c22, @ξj,1, ξj,2 P r´3{4, 3{4s.
Hence,
} pψ}L2pr´1,1s2q ě c2m2 |E| 12 ,
where E is the subset of r´1, 1s2 where all conditions ξj,i P r´3{4, 3{4s, i “ 1, 2,
1 ď j ď m, are met. Clearly, |E| 12 is some number depending on ε0. It follows that
} pψ}L2pr´1,1s2q ě ι2m c20m1 m´20m (6.8)
where ι depends on ε0.
We required | pψpξq| ď xξy´2 in our definition of damping function, see Defini-
tion 4.1. Since for any 0 ă ρ ă 1
exp
`´ ρ xξy 12 ˘ ď 5ρ´4xξy´2
It follows from (6.6) that rψ :“ 15 pc1νq4ψ is a damping function in the sense of the
definition. Since 15 pc1νq4 ď 1, the decay (6.7) remains intact, as does the support
condition. However, (6.8) needs to be modified:
} prψ}L2pr´1,1s2q ě 15 pc1νq4ι2m c20m1 m´20m
“ 1
5
ι2m`4c20m`41 m
´20mC´8R pδ1p1´ δ1qq4.
Absorbing the 15 into ι, the lemma is proved. 
Finally, we need to check that Y remains admissible if it is transformed by the
similarities in (5.1).
Lemma 6.5. Let Y Ă r´N,N sd with N ě 10 be admissible at scale N with
parameters δ1, CR, ε0,m. Let L ě 4 be an integer. Then for all integers n ě 0 with
Ln`1 ď N and for all
η P r´NL´n ´ 3, NL´n ` 3sd
the set
L´nY ` r´4, 4sd ` η
is admissible at scale Sp2NL´n ` 7q with parameters δ1, 576S2CR, ε0,m, where
S “ Spε0q ě 1.
Proof. First,
L´nY ` r´4, 4sd ` η Ă r´2NL´n ´ 7, 2NL´n ` 7sd
for all η as above. Second, by (6.4),
L´nY ` r´4, 4sd ` η Ă
mď
j“1
´
L´nYj ` r´4, 4sd ` η
¯
,
L´nYj “
! dÿ
k“1
ξk~ej,k : ξk P L´nYj,k, k “ 1, 2, ..., d.
)
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and
L´nYj`r´4, 4sd`η Ă
! dÿ
k“1
ξk~ej,k : ξk P L´nYj,k`r´4S, 4Ss`ηj,k, k “ 1, 2, ..., d.
)
where S “ Spε0q ě 1 and |ηj,k| ď SpNL´n ` 3q. By Lemmas 2.1, 2.2, 2.3 in
[BouDya], see also Lemmas A.1, A.2, A.3 with d “ 1, the sets
L´nYj,k ` r´4S, 4Ss ` ηj,k Ă r´Sp2NL´n ` 7q, Sp2NL´n ` 7qs
are δ1-regular with constant 576S
2CR on scales 2 to Sp2NL´n ` 7q. Indeed,
for n ě 1, Lemma A.1 implies that L´nYj,k is δ1-regular from scales 2L´n ď 1{2
to L´nN with constant CR. Lemma A.3 implies that
L´nYj,k ` r´4S, 4Ss “ L´nYj,k ` 8Sr´1{2, 1{2s
is δ1-regular from scales 1 to L
´nN with constant 32SCR. Lemma A.2 allows us to
increase the upper scale from L´nN to 9SL´nN ě Sp2L´nN ` 7q, with changing
the constant from 32SCR to 576S
2CR. Note that shifting a set does not change its
δ1-regularity, hence L
´nYj,k`r´4S, 4Ss`ηj,k is δ1-regular with constant 576S2CR.
The proof for n “ 0 is similar.
The lemma now follows from Definition 6.2. 
6.3. Proof of Theorem 1.2.
Proof. The proof of Theorem 1.2 is now a corollary to Theorem 5.1 and the con-
siderations in this section, with m “ 1. We will keep track of various constants in
order to obtain the effective exponent β.
First, let
L :“ rp2?5CRq 22´δ sě 4,
be as in (A.1). Lemma A.5 implies that for all n ě 0 with Ln`1 ď N , X is porous
at scale L with depth n. This verifies the porosity condition on X in Theorem 5.1.
Combining Lemma 6.3, more specifically Remark 6.4, with 6.5, we obtain that
for any n P N such that Ln`1 ď N , and for all η P r´L´nN ´ 3, L´nN ` 3sd, the
set
L´nY ` r´4, 4sd ` η
admits a damping function with parameters c1,
c2 “ ιc12d1 p576S2CRq´4dpδ1p1´ δ1qq2d,
c3 “ ιc1p576S2CRq´2δ1p1´ δ1q,
where ι and S are constants depending on ε0. We absorb the constant S into ι,
and allow ι to depend on d as well. Hence we can simply write
c2 “ ιc12d1 C´4dR pδ1p1´ δ1qq2d,
c3 “ ιc1C´2R δ1p1´ δ1q.
Note that this verifies the condition on Y in Theorem 5.1.
Before applying Theorem 5.1, let us first determine the constant C˚ in
Corollary 4.2 with c1, c2, c3 defined above. Recall that
C˚ “ e c3ΘpR1qpR1`2q2 ,
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with α “ p1` δ1q{2 and
R1 “
$’’’’’’’’’’’’&’’’’’’’’’’’’%
exp
”´
C2R
ιc1δ1p1´δ1q
¯ 2
1´δ1
ı
exp
´
4
2
1´δ1
¯
´
C2Rp´ log c1qd
ιc1δ1p1´δ1q
¯8”
4 log
´
C8dR
ιc24d1 pδ1p1´δ1qq4d
¯ı2
p8dq4
C4R
ιc21pδ1p1´δ1qq2
(6.9)
be as in (4.14), in which we absorb all the d-dependent constants into ι.
Now we can apply Theorem 5.1 with
c1 “ p2Lq´1 “
´
2rp2?5CRq 22´δ s
¯´1
.
We need to trace out the constant β.
Plugging c1 into (6.9), and making ι smaller if necessary (depending only on d
and ε0), we have
R1 ď exp
”´ C2R
ιδ1p1´ δ1q
¯ 6´2δp1´δ1qp2´δq ı “: R2.
This implies
C˚ “ exp
´
c1C
´2
R δ1p1´ δ1qΘpR1qpR1 ` 2q
¯
ď exppR2q.
Recall T0 as in (5.12) and γ0 as in (5.10). We compute that,
T0 “
S
logp2CφC2˚ `
b
4C2φC
4˚ ` c2φq
logL
W
ď2 logC˚ ` log p5Cφq
logL
ď2R2 ` log p5Cφq
logL
“: T1,
(6.10)
and
γ0pT1q “
1´ c2φ{L2pT1´1q
2C2˚
ě 1
4C2˚
ě 1
4
expp´2R2q. (6.11)
In both inequalities above, we used C˚ ď exppR2q.
Recall β as in (5.13). Use that ´ logp1´ xq ě x for x ă 1, we have
β “ ´ logp1´ γ0pT1q{2q
T1 logL
ě γ0pT1q
2T1 logL
.
Combining this with the estimates of T1 and γ0pT1q as in (6.10) and (6.11), we have
β ě exp
!
´ exp
”´ C2R
ιδ1p1´ δ1q
¯ 6´2δp1´δ1qp2´δq ı)
,
with ι being a small constant depending on ε0 and d. This finishes the proof. 
Corollary 1.3 follows from Theorem 1.2 by the triangle inequality.
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Remark 6.6. If we try to combine the construction of a damping function for m
covers as in Lemma 6.3, with Theorem 5.1, we could allow m to grow in N like
log log logN . This is worse than the power law growth obtained via the triangle
inequality.
6.4. Distortion of Y by diffeomorphisms. In this section we prove Theorem 1.4.
We need to show that Theorem 1.2 remains valid if an admissible set Y is distorted
by a diffeomorphism ΦN pxq “ NΨ0px{Nq from the cube r´N,N sd Ñ r´N,N sd,
cf. (1.6). The argument is related to Section 4 of [BouDya]. Thus, let Y “ ΦN prY q
where rY Ă r´N,N sd is admissible at scale N with parameters δ1, CR, ε0,m “ 1
in the sense of Definition 6.2. Suppose f P L2pRdq with suppp pfq Ă Y and setpg :“ pf ˝ ΦN so that suppppgq Ă rY . Furthermore,
fpxq “
ż
r´N,Nsd
e2piix¨ξ pfpξq dξ “ ż
r´N,Nsd
e2piix¨ξ pgpΦ´1N pξqq dξ
“
ż
r´N,Nsd
e2piix¨ΦN pηq pgpηq | detpDΦN pηqq| dη (6.12)
We claim that for some β ą 0 and C ą 0 depending on all the same parameters in
Theorem 1.2 as well as on D0,››› ż
r´N,Nsd
e2piix¨ΦN pηq phpηq dη›››
L2pXq
ď CN´β}h}2 (6.13)
for all h P L2 with supppphq Ă rY Ă r´N,N sd, an admissible set in the sense of
Definition 6.2. Setting phpηq :“ pgpηq | detpDΦN pηqq|, we conclude from (6.13) that
}f}L2pXq ď CN´β}ph}2 ď CN´β} pf}2 “ CN´β}f}2
with possibly a different constant. So it remains to prove the claim (6.13). We will
prove it from another statement, namely››› ż
r´N,Nsd
e2piix¨ΦN pηq 1Y pηqhpηq dη
›››
L2pXq
ď CN´β}h}2 (6.14)
for all h P L2. Notice that by Plancherel we could remove the Fourier transform
from h.
To prove (6.14), divide r´N,N sd “ ŤkQk into congruent cubes of side length
LN with
1
2
?
N ď LN ď
?
N . Let tχkuk be a partition of unity adapted to these
cubes. With ηk being the center of Qk,ż
r´N,Nsd
e2piix¨ΦN pηq 1Y pηqhpηq dη
“
ÿ
k
ż
Rd
e2piix¨ΦN pηq χkpηq1Y pηqhpηq dη
“
ÿ
k
ż
Rd
e2piix¨pΦN pηkq`DΦN pηkqpη´ηkqq akpx, ηq1Y pηqhpηq dη “:
ÿ
k
pTkhqpxq
(6.15)
where
akpx, ηq :“ e2piix¨Rkpηq χkpηq
Rkpηq :“
ż 1
0
p1´ tqxD2ΦN pηk ` tpη ´ ηkqqpη ´ ηkq, η ´ ηky dt
(6.16)
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the latter being the error in the second order Taylor expansion (we are suppressing
the parameter N here). Then
}Rk}L8pQkq ď C “ Cpd,D0q
}Bαx Bγη akpx, ηq}L8pr´1,1sdˆQkq ď Cpd,D0, α, γqN´
|γ|
2
(6.17)
for every multi-indices α, γ. By Ho¨rmander’s variable coefficient Plancherel theo-
rem,
max
k
}Tk}2Ñ2 ď Cpd,D0q (6.18)
This follows by the usual T˚T argument:
}Tkh}22 “ xT˚k Tkh, hy
pT˚k Tkhqpη1q “
ż
Rd
Kkpη1, ηqhpηq dη
Kkpη1, ηq “
ż
Rd
e2piix¨pΦN pηq´ΦN pη
1qq 1Y pηq1Y pη1qχkpηqχkpη1q dx
(6.19)
Since }ΦN pηq ´ΦN pη1q} ě D´10 }η ´ η1} in the sense of Euclidean lengths, repeated
integrations by parts yield the decay
|Kkpη1, ηq| ď Cpd,D0qxη ´ η1y´d´1
whence (6.18) follows by Schur’s test. In particular, }1XTk}2Ñ2 ď C with the same
constant as in (6.18).
Next, we would like to show that 1XTk and 1XT` do not interact much for all
cubes Qk, Q` which are not nearest neighbors. In order to integrate by parts in x,
cf. (6.19), we need to smooth out 1X at the correct scale. Define
XpN´ 12 q :“ X ` r´N´ 12 , N´ 12 sd.
By [DyaZah, Lemma 3.3] there exists a smooth ψ taking values in r0, 1s with ψ “ 1
on X and with supppψq Ă XpN´ 12 q, as well as so that
}Bαxψ}8 ď CpαqN
|α|
2 (6.20)
for all multi-indices. Define Sk :“ ψ Tk. On the one hand, Sk still obeys (6.18). On
the other hand, for any cubes Qk, Q` which are not nearest neighbors one has
}S˚kS`}2Ñ2 ď Cppd,D0qN
p
2 distpQk, Q`q´p (6.21)
for every positive integer p. This follows from the fact that the kernel of S˚kS`
equals
Kk,`pη1, ηq “
ż
Rd
e2piix¨pΦN pηq´ΦN pη
1qq 1Y pηq1Y pη1qχkpηqχ`pη1qψpxq2 dx
Using the differential operator
L “ 1
2pii
ΦN pηq ´ ΦN pη1q
}ΦN pηq ´ ΦN pη1q}2 ¨∇x,
which obeys
L e2piix¨pΦN pηq´ΦN pη1qq “ e2piix¨pΦN pηq´ΦN pη1qq,
repeated integration by parts now yields (6.21). Finally, given any k, only a uni-
formly bounded number of choices of ` will satisfy
SkS
˚
` “ ψ TkT˚` ψ “ 0
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This is due to the fact that χkpηqχ`pηq “ 0 up to a bounded number of choices of
` given k. If we label the cubes by lattice points k P Zd, then ηk “ LNk whence
N
p
2 distpQk, Q`q´p . N p2 pLN |k ´ `|q´p . |k ´ `|´p
which is summable over Zd provided p ą d. On the other hand, we also have
}S˚kS`}2Ñ2 ď }Sk}2Ñ2}S`}2Ñ2 ď B2, B :“ sup
j
}Sj}2Ñ2
Combining these two estimates we infer that for any 0 ă ε ă 1,
}SkS˚` }2Ñ2 ` }S˚kS`}2Ñ2 ď Cpd,D0, εqB2p1´εqxk ´ `y´2pd`1q
for all k, ` P Zd. Note that B ď Cpd,D0q by Ho¨rmander’s bound (6.18). Hence by
Cotlar’s lemma,››› ż
r´N,Nsd
e2piix¨ΦN pηq 1Y pηqhpηq dη
›››
L2pXq
ď Cpε, d,D0q max
k
}Sk}1´ε2Ñ2. (6.22)
The claim (6.14) will now follow from (6.22) by applying the fractal uncertainty
principle of Theorem 1.2 to each Sk. For this we need to linearize the phase as
in (6.15) which in turn makes the localization to scales
?
N necessary.
To be specific, we reduce (6.14) to the following estimate. Let ψ0 be compactly
supported functions satisfying the bounds
}Bαxψ0}8 ď CsNs @ |α| “ s ě 0 (6.23)
where N ě 1 is arbitrary and all constant are independent of N . We assume that
ψ0 is supported in a δ-regular set in r´1, 1sd on scales 1{N to 1, and with 0 ă δ ă d.
Let
Z “ N´1Y1 Ă r´1, 1sd
be a rescaled version of an admissible set Y1 at scale N as in Definition 6.2. Fur-
thermore, suppose that the symbol a is smooth and compactly supported with the
bounds
}Bαx Bγξ apx, ξq}8 ď Cpα, γq @ α, γ (6.24)
Then for some β ą 0 and C as above,›››N d2 ż
Rd
e2piiNx¨ξ ψ0pxqapx, ξq1Zpξqhpξq dξ
›››
2
ď CN´β}h}2 (6.25)
Indeed,››› ż
Rd
e2piix¨pΦN pηkq`DΦN pηkqpη´ηkqq ψpxq akpx, ηq1Y pηqhpηq dη
›››
2
.
››› ż
Rd
e2piix¨ζ ψpxq akpx,DΦN pηkq´1ζq1Y pDΦN pηkq´1ζqhpDΦN pηkq´1ζq dζ
›››
2
“ N d4
››› ż
Rd
e2piiN
1
2 x¨ξ ψpxqrakpx,N 12 ξqN d4 1Y1pN 12 ξqrhpN 12 ξq dξ›››
2
.
Here ra, rh signify the functions on the second line but with the linear isomorphism
DΦN pηkq´1 included, and Y1 “ DΦN pηkqY is an admissible set at scale CpD0qN
with constant CpD0q and parameters that depend on D0. We could cover Y1 by
admissible sets at scale N and use triangle inequalities. Hence without loss of
generality, we assume Y1 is admissible at scale N . Note that all these only affect
36 RUI HAN AND WILHELM SCHLAG
the estimates through D0-dependent constants. Note that 1Y1pN 12 ξq “ 1Zpξq, with
Z “ N´ 12Y1. By (6.20), ψ0pxq :“ ψpxq satisfies the required bound, furthermore ψ0
is supported on a XpN´ 12 q which is a δ regular set at scales N´ 12 to 1, see Lemma
A.3. As for the amplitude, and ignoring the distinction between rak and ak,
akpx,N 12 ξq :“ e2piix¨RkpN
1
2 ξq χkpN 12 ξq
RkpN 12 ξq :“ N
ż 1
0
p1´ tqxD2ΦN pηk ` tpN 12 ξ ´ ηkqqpξ ´ η1kq, ξ ´ η1ky dt
where η1k “ N´ 12 ηk. Setting apx, ξq “ akpx,N 12 ξq, we conclude from (6.17) that all
derivatives of a are bounded, uniformly in N . Finally,
}N d4 rhpN 12 ξq}2 » }h}2.
Thus, we can apply (6.25) with N replaced by N
1
2 to obtain a gain of N´β{2, and
we are done.
It remains to prove (6.25). If a “ 1 on the supppψ0q ˆ Y , then this follows
immediately from Theorem 1.2 by a rescaling. Indeed, one has by that theorem›››N d2 ż
Rd
e2piiNx¨ξ ψ0pxq1Zpξqhpξq dξ
›››
2
“
››› ż
Rd
e2piix¨ξ ψ0pxq1Zpξ{NqN´ d2 hpξ{Nq dξ
›››
2
. N´β}N´ d2 hpξ{Nq}2 “ N´β}h}2.
Let us denote
pAhqpxq :“ N d2
ż
Rd
e2piiNx¨ξ apx, ξqhpξq dξ.
Thus it suffices to show that
}ψ0A1Z}2Ñ2 ď CN´β .
Let ρ P p0, 1q with its valued determined later.
First let us note that by the usual A˚A argument, we have Ho¨rmander’s bound,
}A}2Ñ2 ď C. (6.26)
Next we decompose ψ0A 1Z into the following
ψ0A1Z “ ψ0 F´1N A1 `A2 FN A1Z ,
A1 :“ 1RdzZpN´ρq FN A1Z , A2 :“ψ0 F´1N 1ZpN´ρq,
in which FN is the unitary semiclassical Fourier transform
FNfpξq “ N d2
ż
Rd
e´2piiNx¨ξfpxq dx “ N d2 fˆpNξq.
Clearly, by (6.26), we have
}ψ0A1Z}2Ñ2 . }A1}2Ñ2 ` }A2}2Ñ2. (6.27)
Thus it suffices to bound }A1}2Ñ2 and }A2}2Ñ2.
We compute the integral kernel of A1:
KA1pξ, ηq “ 1RdzZpN´ρqpξq 1Zpηq Nd
ż
Rd
e2piiNx¨pη´ξqapx, ηq dx.
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Note that the Euclidean distance }ξ ´ η} ě N´ρ on the support of KA1 . Hence by
repeated integration by parts in x, we obtain that
|KA1pξ, ηq| ď Cd,ρNd´r
d`10
1´ρ sxη ´ ξy´r d`101´ρ s ď Cd,ρN´10.
By Schur’s test, we arrive at
}A1}2Ñ2 ď CN´10. (6.28)
In view of A2. Note that
ZpN´ρq Ă N´1Y1pN1´ρq,
where Y1pN1´ρq can be covered by the union of Y1,j :“ Y1p1q ` 2j, j P Zd, }j}8 ď
N1´ρ{2. Each Y1,j is a admissible set at scale N . Thus by a rescaling of Theorem
1.2 and triangle inequality, we have for f P L2pRdq,
}A2f} “
ÿ
}j}ďN1´ρ{2
›››N d2ψ0pxq ż
Rd
e2piiNx¨ξ 1N´1Y1,j pξqfpξq dξ
›››
2
.
ÿ
}j}ďN1´ρ{2
›››N´ d2ψ0pxq ż
Rd
e2piix¨η 1Y1,j pηqfpη{Nq dη
›››
2
.N´β`dp1´ρq}N´ d2 fpη{Nq}2 “ CN´β`dp1´ρq}f}2.
Hence for ρ “ 1´ β{2d,
}A2}2Ñ2 ď CN´ β2 . (6.29)
Combining (6.27), (6.28) with (6.29), we obtain (6.25). This concludes the proof of
Theorem 1.4.
Appendix A. Regular sets
We show that certain operations preserve the class of δ-regular sets if we allow
to increase the regularity constant and shrink the scales.
Lemma A.1. Let X be a δ-regular set with δ P p0, dq and constant CR, on scales
α0 to α1. Fix λ ą 0 and y P Rd. Then the set X˜ :“ y ` λX is a δ-regular set with
constant CR on scales λα0 to λα1.
Proof. Taking the measure
µX˜pAq :“ λδµXpλ´1pA´ yqq,
it is easy to verify. 
Lemma A.2. Let X be a δ-regular set with constant CR on scales α0 to α1. Fix
T ą 1. Then X is δ-regular with constant C˜R :“ 2T dCR on scales α0 to Tα1.
Proof. Let I be a cube such that α0 ď rI ď Tα1. For α0 ď rI ď α1, the upper
bound is immediate. For α1 ă rI ď Tα1, I can be covered by rT sd ď 2T d cubes of
side length α1 each, therefore
µXpIq ď 2T dCRαδ1 ď C˜RrδI .
In view of the lower bound estimate, we assume I is centered at a point in X.
As before, we may assume α1 ă rI ď Tα1. Let I 1 Ă I be the cube with the same
center and rI1 “ α1. Then
µXpIq ě µXpI 1q ě C´1R αδ1 ě C˜´1R rδI ,
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as claimed. 
Lemma A.3. Let X be a δ-regular set with constant CR on scales α0 to α1. Fix
T ě 1.
(1) Suppose α1 ě 2α0, the neighborhood X ` r´Tα0, Tα0sd is δ-regular with
constant C˜R :“ 4dT dCR on scales 2α0 to α1.
(2) Suppose that α1 ě Tα0, then X ` r´Tα0, Tα0sd is δ-regular with constant
C 1R “ 4dCR on scales Tα0 to α1.
Proof. Let X˜ :“ X ` r´Tα0, Tα0sd and define µX˜ supported on X˜ by convolution
µX˜pAq :“
1
pTα0qd
ż
r´Tα0,Tα0sd
µXpA` yq dy.
Let I be a cube such that Mα0 ď rI ď α1 with M ě 1. Then
µX˜pIq ď 2dCRrδI ,
which proves the upper bound estimates for both cases.
Now assume that I is centered at a point x1 P X˜. Take x0 P X such that x0 P
x1 ` r´Tα0, Tα0sd, and I 1 be the cube centered at x0 with side length rI1 “ rI{2.
Then
µXpI 1q ě C´1R prI{2qδ ě 2´dC´1R rδI .
Let J “ x0 ´ x1 ` r´α0{2, α0{2sd, then J X r´Tα0, Tα0sd contains a cube with
side length at least α0{2. Clearly, I 1 Ă I ` y for any y P J . Hence
µX˜pIq ě
1
p2T qdµXpI
1q ě C˜´1R rδI ,
which proves the lower bound estimate for (1).
Let J “ x0 ´ x1 ` r´Tα0{2, Tα0{2sd, then J X r´Tα0, Tα0sd contains a cube
with side length at least Tα0{2. Clearly, I 1 Ă I ` y for any y P J . Hence
µX˜pIq ě
1
2d
µXpI 1q ě pC 1Rq´1rδI ,
which proves the lower bound estimate for (2). 
Lemma A.4. Let X be a δ-regular set with constant CR on scales α0 to α1, and
0 ă δ ă d. Fix an integer
L ě p2d{2?2d` 1CRq 2d´δ . (A.1)
Assume that I is a cube with α0 ď rI{L ď rI ď α1 and I1, ..., ILd is the partition
of I into cubes of side length rI{L. Then there exists ` such that X X I` “ H.
Proof. Using Lemma A.1, it suffices to consider I “ r0, Lsd, α0 ď 1 ď L ď α1.
We argue by contradiction. Assume that each I` intersects X. Then I
1` :“ I` `
r´1{2, 1{2sd contains a unit cube centered at a point in X and thus
µXpI 1`q ě C´1R , @1 ď ` ď Ld.
On the other hand,
Ldď
`“1
I 1` “
„
´1
2
, L` 1
2
d
,
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and each point in r´1{2, L` 1{2sd can be covered by at most 2d ` 1 of the cubes
I 1` . Therefore
C´1R L
d ď
Ldÿ
`“1
µXpI 1`q ď p2d` 1qµX
´„
´1
2
, L` 1
2
d ¯
ď p2d` 1qCRpL` 1qδ,
which contradicts (A.1). 
Recall our definition of Cn and porosity in Definition 5.1.
Lemma A.5. Let X Ă r´1, 1sd be a δ-regular set with constant CR on scales α0 to
α1. Let L satisfy (A.1), and take n P Z such that α0 ď L´n´1 ď L´n ď α1. Then
X is porous at scale L with depth n.
Appendix B. Proof of Lemma 6.2
We follow the proofs of Theorem 3.2 and Lemma 4.1 in [JinZha]. Let us start
with introducing some notations.
B.1. Hilbert transform. Let H0 be the standard Hilbert transform defined as
convolution with p.v. 1pix : For f P C80 pRq, (or more generally, f P L1pR, xxy´1 dxq)
H0pfqpxq :“ 1
pi
lim
εÑ0`
ż
|x´t|ěε
fptq
x´ t dt.
Let H be the modified Hilbert transform with the integral kernel that decays like
|x|´2 as |x| Ñ 8:
Hpfqpxq :“ 1
pi
lim
εÑ0`
ż
|x´t|ěε
fptq
´ 1
x´ t `
t
t2 ` 1
¯
dt, f P L1pR, xxy´2 dxq.
The advantage of H is that it applies to a larger space that contains L8pRq as well
as functions the grow like |x|1´ as |x| Ñ 8.
If f P L1pR, xxy´1 dxq, then Hpfq differs from H0pfq by a constant. Moreover, we
have the inversion formula for all f P L1pR, xxy´2 dxq with Hpfq P L1pR, xxy´2 dxq:
HpHpfqq “ ´f ` cpfq, (B.1)
where cpfq is a real constant depending on f .
We will use the following example later in the proof.
Example B.1. [JinZha, Example 2.3] Let fpxq “ logpx2 ` 1q, then we can compute
Hpfq1pxq “ H0pf 1qpxq “ ´ 2
x2 ` 1 . (B.2)
B.2. Hardy space and outer functions. We recall the definition of Hardy space
on the real line
H2 “ H2pRq “ tf P L2pRq : supp fˆ Ă r0,8qu.
If f P L2pRq, then f ` iH0pfq P H2pRq.
The space of modulus of functions in H2 can be characterized by the logarithmic
integral: for ω P L2, ω ě 0, we define
Lpωq :“
ż
R
logωpxq
1` x2 dx.
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Theorem B.2. [HavJo¨r, Sec.1.5] If f P H2, and Lp|f |q “ ´8, then f ” 0. On the
other hand, if ω P L2, and Lpωq ą ´8, then there exists a function f P H2 with
|f | “ ω, unique up to a multiplication by a complex constant with unit modulus.
If Lpωq ą ´8. Let Ω “ ´ logω, then Ω P L1pR, xxy´2 dxq. Therefore we can
define Ω˜ “ HpΩq and take
f “ ae´Ω`iΩ˜, |a| “ 1. (B.3)
We call functions of the form (B.3) for general Ω P L1pR, xxy´2 dxq outer functions.
The class of outer functions is closed under multiplications. Moreover if two outer
functions have the same modulus, then they differ by a complex constant with unit
modulus.
The following lemma gives a sufficient condition of a function to be the modulus
of the Fourier transform of a function supported in r0, σs.
Lemma B.3. [KhaMasNaz, Theorem 1] Assume that ω “ e´Ω P L2 and Lpωq ą
´8. In addition, we assume that ω2e2piiσx is an outer function. Then there exsits
ψ P L2 with suppψ Ă r0, σs and | pψ| “ ω.
B.3. An effective multiplier theorem. We prove an effective multiplier theo-
rem. This proof is essentially in [JinZha, Section 3], the only change we make lies
in the definition of kpxq below. Our modified definition makes sure that kpxq is a
constant function in a neighborhood of 0, which leads to a pointwise lower bound
of pψpxq on the whole interval r´3{4, 3{4s.
Theorem B.4. Assume that 0 ă ω ď 1 satisfies Lpωq ą ´8, and
}HpΩq1}L8 ď pi
2
σ,
where 0 ă σ ă 1{10, Ω “ ´ logω. Then there exists ψ P L2pRq with
suppψ Ă r0, σs, | pψ| ď ω,
and
| pψ| ě σ10
4ˆ 1011ω, on r´3{4, 3{4s.
Proof. We first set
ω0pxq “ ωpxqpx2 ` T 2q5 , Ω0pxq “ ´ log pω0pxqq,
with constant T that will be specified later. We then have
Ω0 “ Ω` 5 log px2 ` T 2q.
We compute
Hplog px2 ` T 2qqp0q “ lim
εÑ0`
ż
|t|ěε
logpt2 ` T 2q
´ 1
´t ´
t
t2 ` 1
¯
dt,
in which the Integrand is an odd function. Hence the integration is zero. Therefore
we have
HpΩ0qp0q “ HpΩqp0q ` 5Hplog px2 ` T 2qq “ HpΩqp0q. (B.4)
By (B.2), we compute
Hplogpx2 ` T 2qq1 “ T´1Hplogpx2 ` 1qq1p¨{T q “ ´ 2T
x2 ` T 2 .
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Thus if we choose T “ 20piσ ě 200pi ě 60, we have
}HpΩ0q1}L8 ď }HpΩq1}L8 ` 5}Hplogpx2 ` T 2qq1}L8 ď piσ. (B.5)
Let us define
s0pxq “ piσx`HpΩ0qpxq.
Hence by (B.4),
s0p0q “ HpΩqp0q,
depending only on ω.
Let spxq be defined as follows
spxq “ s0pxq ´ pikpxq ´ pi
2
,
in which
kpxq “
$’&’%
t s0pxqpi u, if
s0p0q
pi P
“
1
4 ,
3
4
‰
mod 1,
t s0pxqpi ´ 12 u, if s0p0qpi P
“
0, 14
˘Ť`
3
4 , 1
˘
mod 1,
(B.6)
Note that our definition of kpxq is different from that in [JinZha]. We modify the
definition in order to make sure kpxq is a constant near x “ 0. This will be explained
and used later in the proof.
By (B.5), s0pxq is a non-decreasing function and so is k. Note also that by our
definition of spxq, we have
}s}L8 ď pi. (B.7)
Let m “ e´M where M “ Hpsq. Next, we will estimate Mpxq “ Hpsqpxq. We
split the integral into three parts Mpxq “ J1pxq ` J2pxq ` J3pxq, where
J1pxq “ 1
pi
ż
|x´t|ă1{2
sptq ´ spxq
x´ t dt;
J2pxq “ 1
pi
ż
|x´t|ă1{2
sptq t
t2 ` 1 dt;
J3pxq “ 1
pi
ż
|x´t|ě1{2
sptq
´ 1
x´ t `
t
t2 ` 1
¯
dt.
We estimate J2 and J3 in the same way as in [JinZha]. By (B.7), we have
|J2pxq| ď 1
pi
¨ }s}L8 ¨ 1
2
ď 1
2
. (B.8)
Also, we have
|J3pxq| ď 1
pi
¨ }s}L8
ż
|x´t|ě1{2
ˇˇˇˇ
1
x´ t `
t
t2 ` 1
ˇˇˇˇ
dt ď 6 log p|x| ` 2q. (B.9)
Finally, we need to bound |J1|. By (B.5), s0pxq “ piσx ` HpΩ0qpxq is non-
decreasing with }s10}L8 ď 2piσ. Since we assume 0 ă σ ă 1{10, we have
}pi´1s10}L8 ă 15 .
This leads to the following
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‚ if pi´1s0p0q P r1{4, 3{4s mod 1,
s0pxq
pi
P p0, 1q mod 1, @x P
„
´5
4
,
5
4

.
‚ if pi´1s0p0q P r0, 1{4q Y p3{4, 1q mod 1,
s0pxq
pi
´ 1
2
P p0, 1q mod 1, @x P
„
´5
4
,
5
4

.
Recall our definition of kpxq in (B.6), we know in each case kpxq is a constant
function on the interval r´5{4, 5{4s.
Thus for x P r´3{4, 3{4s, we have
|J1pxq| ď 1
pi
ż
|x´t|ă1{2
ˇˇˇˇ
s0ptq ´ s0pxq
x´ t
ˇˇˇˇ
dt ď 1
pi
}s10}L8 ď 2σ. (B.10)
For all x, we only have a lower bound of J1. Since k is non-decreasing, we have
J1pxq ě 1
pi
ż
|x´t|ă1{2
s0ptq ´ s0pxq
x´ t dt ě ´2σ. (B.11)
Now combining (B.8), (B.9) with (B.10), we have the following estimate of M
on r´3{4, 3{4s:
|Mpxq| ď 2σ ` 1
2
` 6 log 11
4
ă 7. (B.12)
Using (B.11) instead of (B.10), we obtain that for all x,
Mpxq ě ´2σ ´ 1
2
´ 6 log p|x| ` 2q ą ´1´ 6 logp|x| ` 2q. (B.13)
Next we will apply Lemma B.3 to ω˜ “ 13mω0. We check that ω˜ satisfies all the
assumptions. First, by (B.13), we have
0 ď ω˜ ď e
3
p|x| ` 2q6ω0 ď ω
x2 ` T 2 .
Hence 0 ď ω˜ ď ω and ω˜ P L2. Moreover
Lpω˜q “ Lpm{3q ` Lpω0q ą ´8.
By the construction M “ Hpsq and the inversion formula (B.1), we have
Hp´2M ´ 2Ω0q “ 2s´ 2HpΩ0q ´ 2cpMq “ 2piσx´ 2pikpxq ´ pi ´ 2cpMq,
where kpxq P Z and cpMq is a real constant. Therefore for some constant a with
|a| “ 1, we have
ω˜2e2piiσx “ 1
9
e´2M´2Ω0`2piiσx “ a
9
e´2M´2Ω0`iHp´2M´2Ω0q,
which shows ω˜2e2piiσx is an outer function.
By Lemma B.3, there exists ψ P L2 with supppψq Ă r0, σs and | pψ| ď ω˜ ď ω.
Furthermore, on r´3{4, 3{4s, by (B.12), and since T “ 20piσ , we have
| pψpxq| “ ω˜pxq ě 1
3
p1` T 2q´5e´7ωpxq ě σ
10
4ˆ 1011ωpxq,
as claimed. 
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B.4. Multiplier adapted to the regular sets. Now we are in the place to finish
the proof of Lemma 6.2.
Proof. The proof is the same as Lemma 4.1 of [JinZha], except that we will use
Theorem B.4 instead of Theorem 3.2 of [JinZha]. We briefly go through the various
constants below.
It is shown in [JinZha] that one can construct a weight function ω such that
ωpξq “ expp´xξy1{2q ě 0.3, @ξ P r´1, 1s,
ωpξq ď expp´xξy1{2q, @ξ P R,
ωpξq ď expp´Θp|ξ|q|ξ|q, @ξ P Y, |ξ| ě 10,
}Hpωq1}L8 ď ι
´1C2R
δ1p1´ δ1q ,
where 0 ă ι ă 1 is an absolute constant.
Applying Theorem B.4 to ωc3 with
σ “ c1
5
, c3 “ pi
10
ι c1C
´2
R δ1p1´ δ1q ă 1.
We obtain ψ with
suppψ Ă
”
0,
c1
5
ı
,
| pψpξq| ě c101
4ˆ 1018ωpξq
c3 ě 3
4ˆ 1019 c
10
1 , @ξ P r´3{4, 3{4s,
| pψpξq| ď expp´c3xξy1{2q, @ξ P R,
| pψpξq| ď expp´c3Θp|ξ|q|ξ|q, @ξ P Y, |ξ| ě 10.
Finally, shifting ψ by c1{10 yields the desired function. 
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