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Summary
A rigid body’s motion can be described as an action of the 6-dimensional Euclidean
group E(3) on a sub-manifold of R3. If the motion is rigid, we can reduce its
configuration manifold to the 3-dimensional rotation Lie group SO(3), whose Lie
algebra is isomorphic to R3. In this case, the angular velocity in space satisfies the
relation ω(t) = g˙(t)g−1(t) for every time t, where g is a smooth curve in SO(3)
that describes the body’s rotation.
The core of this thesis is the kinematics of a rolling ball. We observe a unit
ball that rolls in the plane without slipping or turning. This involves three types
of trajectories. The first type is the trajectory in the plane given by the position of
the centre of the ball throughout the movement. The second one is the trajectory
on the sphere defined by the material coordinates of the initial point of contact
between the ball and the plane. The third type is the trajectory in SO(3) describing
the ball’s rotation. We shall discuss the relation between these three trajectories.
We are also going to determine the shortest trajectories in the plane whereby the
rotation at the two endpoints are specified. Such trajectories are called the optimal
viii
Summary ix
trajectories in the plane. Next, we determine the corresponding trajectories on
the sphere and in SO(3), called the optimal trajectories on the sphere and in
SO(3) (or optimal rotations) respectively. However, the optimal rotations satisfy
a differential equation which is not easy to integrate and requires numerical scheme
to approximate its solutions.
On the other hand, in mechanical systems whose configurations are smooth
manifolds, there is a phenomenon called holonomy. It is closely related to the
curvature of those manifolds. This thesis is devoted to analyse this phenomenon
and to utilise it to derive a closed formula for the optimal rotations.
In Chapter 1, I summarise an introduction to holonomy and its applications
in many areas in Science. I survey some materials of Lie groups and differential
geometry to provide essential background. Chapter 2 discusses some special Lie
groups, especially Lie group SO(3), and their relations to rigid body motions.
Chapter 3 introduces notations, properties, and concepts of differential geometry
that are related to holonomy. This chapter also discusses in detail the holonomy
of 2-dimensional Riemannian manifolds.
Chapter 4 is the main part of this thesis. We derive formulae, that describe a
rolling ball’s motion and its optimal motion, using the tools introduced in Chapter 2
and 3. Chapter 5 validates these formulae using a numerical scheme implemented
using Matlab. These two chapters are my original works (with help from my
supervisor) including the Matlab programmes that are used for simulation.
Some basic concepts of Lie groups, Lie algebras, and spherical trigonometry,
together with the codes for Matlab programmes are provided in the appendices.
Some diagrams are also created using Corel Draw to provide clear visualisation.
List of Figures
1.1 Holonomy. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
3.1 Parametrisation of the sphere. . . . . . . . . . . . . . . . . . . . . . 30
3.2 Area of the cap R. . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3 Area of the wedge T . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.4 Picture of sector(α). . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.5 Geodesic spherical triangle. . . . . . . . . . . . . . . . . . . . . . . 35
3.6 The lift of a smooth curve α(t) in a manifold M . . . . . . . . . . . . 42
3.7 Commutative diagram of 2-simplex. . . . . . . . . . . . . . . . . . . 61
4.1 A unit ball that rolls on the plane z = −1. . . . . . . . . . . . . . . 66
4.2 Motions of rolling ball after time τ . . . . . . . . . . . . . . . . . . . 68
4.3 Configuration manifold SO(3). . . . . . . . . . . . . . . . . . . . . . 69
4.4 Variation of g(t) which is a curve in the tangent bundle of SO(3). . 73
4.5 Optimal trajectory on the sphere. . . . . . . . . . . . . . . . . . . . 81
4.6 Transformation of coordinate system. . . . . . . . . . . . . . . . . . 84
4.7 Representation in the x′y′z′−coordinate system. . . . . . . . . . . . 85
x
List of Figures xi
4.8 Area enclosed by the optimal and great circles trajectories. . . . . . 88
4.9 The wedge formed by the optimal trajectory. . . . . . . . . . . . . . 89
4.10 The geodesic triangle. . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.11 Holonomy of the unit sphere. . . . . . . . . . . . . . . . . . . . . . 91
4.12 The case when the trajectory on the sphere traces out more than
half of a circle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.13 The wedge when ητ is greater than pi. . . . . . . . . . . . . . . . . . 93
5.1 Trajectory in the plane. . . . . . . . . . . . . . . . . . . . . . . . . 101
5.2 Trajectory of the angular velocity in space in the plane. . . . . . . 102
5.3 Optimal trajectory on the sphere. . . . . . . . . . . . . . . . . . . 104
B.1 Distance in spherical geometry. . . . . . . . . . . . . . . . . . . . . 124
B.2 Geodesic triangle 4αβγ whose sides are a, b, and c. . . . . . . . . . 124
Chapter 1
Introduction
The objective of this thesis is to investigate the role of symmetry to solve some
problems on mechanical systems involving non-holonomic constraints in classical
mechanics.
Every mechanical system can be described in some configuration manifold that
coordinatise that system and determine the degrees of freedom for the motions
in the system. Naturally, we put some constraints to obtain a closed mechanical
system and to reduce its degrees of freedom. Many interesting motion problems
and their behaviours can be observed after these constraints are imposed.
Basically, there are two types of constraints, that is holonomic and non-holonomic
constraints. The holonomic constraints are those imposed on the configuration
manifold of the system only. One example is a system of a particle moves on a
sphere. We put the constraints only on its configuration manifold by forcing the
particle to move on the surface of the sphere.
Non-holonomic constraints are those imposed on the tangent bundle of the
configuration manifold. Simply speaking, the constraints also involve conditions of
the velocities of the particle as it moves.
1
2Figure 1.1: Holonomy.
To illustrate this matter, consider a particle moves on the sphere as illustrated
above where the initial position is at the North Pole. We now have the velocity
vector at initial time, which is pointing in the direction of any of the meridians. We
can imagine the pair of point and its velocity vector as a pen pointing in certain
direction.
Next, we move the pen down along the longitudinal line to the equator, after
that we keep the pen to be perpendicular to the equator and we slide it to another
longitudinal line. Then, we move it back to the North Pole along the new meridian
and we can see that although the pen has returned to its initial position without
being rotated at all, it now points to different direction. This type of motion is
called the parallel translation.
In this case, we force the pen to trace out a cyclic trajectory (a loop) on the
sphere while remaining parallel to the meridians at all times. This is indeed the
case when we put some constraint on the velocity vector.
3This non-holonomic constraint implicates the failure of certain variables that
describe the system to return to their original value. This phenomenon is called
holonomy (see [Berry, 1988]).
Holonomy is observed in many fields in physics since early 1900-th, especially in
the study of polarised light by Bortolotti in 1926, Vladimirskii and Rytov in 1938,
and in atomic physics by Longuet-Higgins in 1958 ([Marsden et al., 1999]). One of
interesting problems in rigid body and optimal control theory is first time analysed
by Kane and Scher in 1969 (see [Kane and Scher, 1969] and
[Montgomery2, 1990]), that is the cat’s problem which is described as follows: A
cat, dropped from upside-down with no angular momentum, changes its shape in
such a way to land on its feet. In doing so, its initial and final shapes are essentially
the same, but it had re-oriented itself by a rigid rotation of amount 180 degrees.
The non-holonomic constraint imposed is the no angular momentum’s condition,
and in this case, we obtain some symmetry by conservation law which implies that
the total angular momentum is zero throughout the motion. The optimality de-
sired in this problem is to find the most efficient way to deform the cat’s body, or
in other words, the minimal energy expended to achieve a desired re-orientation.
In 1984, Berry also observed the holonomy phenomenon in quantum mechanics
which later on he derived a well-known formula that we call Berry’s phase formula
(see [Berry, 1988]). In this case, the variable observed is a quantum wave vector,
whose state has undergone a cyclic trajectory. The problem is to find the phase
shift suffered by this vector after the cyclic motion. Again, symmetry plays its
important role here which yields the conservation of the norm of the state vector.
There was euphoria of this Berry’s phase phenomenon indicated by the boom-
ing literatures on this phase during 1980-th and 1990-th. The physical chemist
Alex Pines posed this problem to gain better understanding and designing nuclear
4magnetic resonance image (MRI) experiments, while Hannay in 1985 found the
analogue of Berry’s phase in classical mechanical problems, which is called Han-
nay’s angles (see [Arnold, 1989], [Montgomery1, 1988]). Later on many more sci-
entists like Montgomery (see [Montgomery1, 1988], [Montgomery2, 1990]), Golin,
Knauf, Oh, Sreenath, Krishnaprasad, Marsden, and Marmi, Weinstein, Woodhouse
([Marsden et al., 1999]) also observed this phenomenon in many classical mechan-
ics problems. The other areas of application are in fibre optics, amoeba propulsion,
molecular dynamics, micromotors, etc.
We can see that all these problems are related to symmetry and induced by non-




2.1 Some Classical Lie Groups
Let GL(n) be the set of all invertible linear transformations on Rn with the matrix
representations are through standard basis of Rn. The set GL(n) with the usual
matrix multiplication forms a continuous group and at the same time is also a
differentiable manifold of dimension n2 (see [Boothby, 1975]). Note that the notion
of differentiability here is in the sense of C∞, given by the C∞−functions of the
change of coordinates. Since the product and the inversion of the matrices are
smooth (in the sense of C∞−map) rational functions of the matrix components,
we conclude that the group operations are also smooth. In other words, GL(n) is
a Lie group, which is called the real general linear group.
Denote the space of all n× n real matrices by Mn(R). Let
det :Mn(R)→ R (2.1)
be the determinant map. The formula of this map gives us the the rational func-
tions in terms of matrix elements, thus det : Mn(R) → R is a smooth map.
Since every elements in GL(n) are nonsingular, we know that det(g) 6= 0, for every
5
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g ∈ GL(n). Therefore, we can write
GL(n) = det−1(R\{0}), (2.2)
and hence GL(n) is open in Mn(R). Thus, we deduce that the Lie algebra gl(n) of
GL(n) is Mn(R) whose Lie bracket is the usual matrix commutator
([Marsden et al., 1999]). We know that the tangent spaces at any points of a
Lie group look the same everywhere. Therefore, the tangent space TgGL(n) is also
isomorphic to Mn(R).
If we restrict the determinant map to GL(n), we obtain a smooth map
det : GL(n)→ R\{0}, (2.3)
whose tangent map at g ∈ GL(n) is a linear map
det∗g : TgGL(n)→ R, (2.4)
where
det∗g(A) = det(g)trace(g−1A), (2.5)
for every A ∈ TgGL(n).
The real special linear group SL(n) is defined as the set of all elements in
GL(n) whose determinant is one, that is
SL(n) = det−1({1}). (2.6)
Thus, SL(n) is a closed subset of GL(n), and hence it is a Lie group. To obtain the
tangent space TgSL(n) of SL(n) at g, let A be an arbitrary element of TgSL(n)
and choose a smooth curve
α : (−ε, ε)→ S(n), (2.7)
2.1 Some Classical Lie Groups 7
for some ε > 0, where α(0) = g and α˙(0) = A. We have for every t ∈ (−ε, ε)
det(α(t)) = 1. (2.8)
















Since A is arbitrary, we conclude that TgS(n) is the space of all matrices A satis-
fying trace(g−1A) = 0. It follows that the Lie algebra sl(n) of SL(n) consists of
all n× n real matrices having trace zero, with the Lie bracket is the usual matrix
commutator ([Marsden et al., 1999]). Since trace(A) = 0 imposes one condition
on A, for all A ∈ sl(n), it follows that
dim(sl(n)) = n2 − 1.
Since dimension of a Lie group is the same as dimension of its Lie algebra (Corollary
7.10, [Boothby, 1975]), we conclude that dim(SL(n)) = n2 − 1.
Now, consider S(n) as the space of all n×n real symmetric matrices. We define
a map
f : GL(n)→ S(n) (2.11)
by f(g) = gTg, for every g ∈ GL(n), where gT denotes the transpose of g. Notice
that the tangent map of f at g is the linear map
f∗g : TgGL(n)→ Tf(g)S(n), (2.12)
which is given by
f∗g(A) = ATg + gTA, (2.13)
2.1 Some Classical Lie Groups 8
for every A ∈ TgGL(n).
We now figure out what the tangent space Tf(g)S(n) looks like. Let A be an
arbitrary element of Tf(g)S(n). We choose a smooth curve
α : (−ε, ε)→ S(n), (2.14)
for some ε > 0, where α(0) = gTg and α˙(0) = A. We have the fact that
α(t)T = α(t) for every t ∈ (−ε, ε). By taking the derivative with respect to t
on both sides, and evaluating at t = 0, we obtain
AT = A. (2.15)
Since A is arbitrary, we conclude that Tf(g)S(n) is also the space of all n × n
symmetric matrices.
We now show that the map f∗g is a surjective map. Let B be an arbitrary





























Notice that gC/2 is an n×n matrix, therefore it is indeed an element of TgGL(n).
Since B is arbitrary, we conclude that f∗g is a surjective map.
Next, we define the orthogonal group O(n) as follows,
O(n) = f−1({e}), (2.18)
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where e is the identity matrix in S(n). In other words, every g ∈ O(n) satisfies
gTg = e, and hence det(g) = ±1. It follows that O(n) is a closed subgroup of
GL(n), and hence it is a Lie group. We obtain the Lie algebra o(n) of O(n) as
follows,
o(n) = ker(f∗e), (2.19)
which is the space of all n×n real skew-symmetric matrices with the usual matrix
commutator as its Lie bracket ([Marsden et al., 1999]). This space has dimension
equal to the number of entries above the diagonal, that is n(n − 1)/2. Since
dimension of a Lie group is the same as dimension of its Lie algebra, we conclude
that O(n) is a Lie group having dimension n(n− 1)/2.
We define the special orthogonal group SO(n) as the connected component
of O(n) containing the identity e. Therefore, det(g) = 1 for all g ∈ SO(n). Clearly,
SO(n) is an open and closed subgroup of O(n). Thus, SO(n) is also a Lie group
having the same dimension as O(n), which geometrically is the rotation group in
Rn and its Lie algebra so(n) = o(n) ([Marsden et al., 1999]). Therefore, it is clear
that every A ∈ so(n) satisfies the relation A+ AT = 0.
2.2 Lie Group SO(3) and Its Lie Algebra
In this section, we consider a particular case of Lie group SO(n), that is the case
when n = 3. Thus, we have GL(3) and SO(3) are Lie groups having dimension
9 and 3 respectively, and hence, geometrically SO(3) is the rotation group in R3
(see [Gray, 1998], [Marsden et al., 1999]), and the Lie algebra so(3) is the space of
3× 3 skew-symmetric real matrices.
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Next, we define a relation between R3 and so(3) as follows






This relation defines a linear map [ ] from R3 to so(3). Furthermore, we have a
property that the map is also surjective by the following lemma.
Lemma 2.2.1. For every A ∈ so(3), there exists v ∈ R3 such that [v] = A.
Proof. Let A be an arbitrary element of so(3). Hence, we have
A+ AT = 0. (2.21)







Using direct calculation, we obtain
A+ AT =

2a11 a12 + a21 a13 + a31
a21 + a12 2a22 a23 + a32








This implies that a11 = a22 = a33 = 0, a12 = −a21, a31 = −a13, and a23 = −a32.
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By taking v = (a32, a13, a21) ∈ R3, we have [v] = A. Since A is arbitrary, this is
true for all elements in so(3).
Thus, using this Lemma, from now on we can represent every element of so(3)
as [v] for some v ∈ R3.
Moreover, since the map [ ] : R3 → so(3) is linear, surjective, and
dim(R3) = dim(so(3)) = 3, (2.25)
we have a vector space isomorphism from R3 to so(3) given by the map [ ]. There-
fore, the Lie algebra of SO(3) is linearly isomorphic to R3.
On the other hand, as Lie algebras, both so(3) and R3 have Lie brackets [. , .]
which give Lie algebra structures on so(3) and R3. In this case, the Lie bracket of
so(3) is the usual matrix commutator, that is
[[u], [v]] = [u][v]− [v][u] (2.26)
for every [u], [v] ∈so(3), and the Lie bracket of R3 is the usual vector cross product
in R3, that is
[u, v] = u× v (2.27)
for every u, v ∈ R3.
We now shall see that the map [ ] is not only a vector space isomorphism,
furthermore it is also a Lie algebra isomorphism because it preserves the Lie algebra
structure between R3 and so(3). The following lemma gives us that fact.
Lemma 2.2.2. For every u, v ∈ R3, [u× v] = [[u], [v]].
Proof. Let u = (u1, u2, u3) and v = (v1, v2, v3) be two arbitrary elements of R3.
2.2 Lie Group SO(3) and Its Lie Algebra 12
Thus we have,























0 −u1v2 + u2v1 u3v1 − u1v3
u1v2 − u2v1 0 −u2v3 + u3v2
−u3v1 + u1v3 u2v3 − u3v2 0
 . (2.30)

















−u3v3 − u2v2 u2v1 u3v1
u1v2 −u3v3 − u1v1 u3v2
u1v3 u2v3 −u2v2 − u1v1
 (2.33)




−v3u3 − v2u2 v2u1 v3u1
v1u2 −v3u3 − v1u1 v3u2
v1u3 v2u3 −v2u2 − v1u1
 . (2.34)
Next, we calculate the commutator as follows
[[u], [v]] = [u][v]− [v][u]
=

0 −u1v2 + u2v1 u3v1 − u1v3
u1v2 − u2v1 0 −u2v3 + u3v2
−u3v1 + u1v3 u2v3 − u3v2 0
 . (2.35)
Since u, v are arbitrary, we complete the proof.
Furthermore, besides identifying (R3,×) with (so(3), [. , .]), we can also identify
(R3,×) with the space of all skew-symmetric linear transformations on R3.
Lemma 2.2.3. The Lie algebra (R3,×) is isomorphic to the space of all skew-
symmetric linear transformations on R3.
Proof. Fix u = (u1, u2, u3) ∈ R3, and let v = (v1, v2, v3) be an arbitrary element
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Therefore, since v is arbitrary, we conclude that u× v = [u]v for all v ∈ R3. Vary
u in R3, thus we can identify (R3,×) with the space of all skew-symmetric linear
transformations on R3.
Proposition 2.2.1. For every v unit vector in R3, exp(t[v]) is an anticlockwise
rotation about v by the angle t, given by
exp(t[v]) = I + (sin t)[v] + (1− cos t)[v]2,
where I is 3× 3 identity matrix.
Proof. Given v a unit vector in R3. Pick an orthonormal basis {e1, e2, e3} of R3,







Let g : R→ SO(3) be a differentiable curve of the form
g(t) =

cos t − sin t 0
sin t cos t 0
0 0 1
 . (2.39)
We can see that g(t) is an anticlockwise rotation about v by angle t. Its derivative
with respect to t is
g˙(t) =

− sin t − cos t 0





cos t − sin t 0
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Notice that the right-hand side of the last equation is actually a tangent map of the
left translation of [v] by g(t) at the identity. Therefore, we can write the expression
for g˙(t) as follows
g˙(t) = X[v](g(t)), (2.41)
where X[v] is the left-invariant vector field corresponds to [v] ∈ so(3). Thus, we
can conclude that g(t) is an integral curve of X[v].
On the other hand, we know that exp(t[v]) is also an integral curve of X[v].
By evaluating these two integral curves at t = 0, we obtain the fact that both of
these curves agree at this point. Therefore, by the uniqueness theorem of ordinary
differential equation, we have exp(t[v]) = g(t), for all t ∈ R. This completes the
first part of the proof.
To prove the second part, let w be an arbitrary element of R3. From Lemma
(2.2.3), we know that [v]w = v × w. So, we have
[v]2w = v × (v × w)
= < v,w > v − w, (2.42)
where < . , . > denotes the inner product in R3, which is in this case is the usual
vector scalar product in R3. Using this equation, we derive the following
[v]3w = v × ([v]2w)
= v × (< v,w > v − w)
= −[v]w. (2.43)
Similar to the derivation above, we have
[v]4w = [v][v]3w
= −[v]2w. (2.44)
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By going on the same way, we can derive that
[v]2n+1 = (−1)n[v] (2.45)
and
[v]2n+2 = (−1)n[v]2, (2.46)
for all natural number n. Recall that we have the Taylor series expansion for
exp(t[v]) as follows
exp(t[v]) = I + t[v] +
t2[v]2
2!
+ . . .+
tn[v]n
n!
+ . . . . (2.47)
By factoring the odd and even terms of this expansion and using the equations
above, we obtain that











+ . . .+ (−1)n t
2n+1
(2n+ 1)!














+ . . .+ (−1)n t
2n+2
(2n+ 2)!
+ . . .
)
[v]2. (2.48)
















we obtain the following identity
exp(t[v]) = I + (sin t)[v] + (1− cos t)[v]2. (2.51)
Remark 2.2.1. If v = (v1, v2, v3) is a unit vector in R3, then v satisfies the




3 = 1. Thus, using direct computation, we can obtain a
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matrix expression for exp(t[v]) as follows
v21(1− cos t) + cos t v1v2(1− cos t)− v3 sin t v1v3(1− cos t) + v2 sin t
v1v2(1− cos t) + v3 sin t v22(1− cos t) + cos t v2v3(1− cos t)− v1 sin t
v1v3(1− cos t)− v2 sin t v2v3(1− cos t) + v1 sin t v23(1− cos t) + cos t
 .
Hence, we can use this matrix to express every anticlockwise rotation about a unit
vector v by angle t.
Next, we discuss one representation of the Lie group SO(3), on its Lie algebra
so(3). First, for each g ∈ SO(3), we define the conjugation map by g to each
elements inside SO(3) by
Ig : x 7→ gxg−1,
for every x ∈ SO(3). One can show that IgIh = Igh for every g, h ∈ SO(3), and
Ig(e) = e for every g ∈ SO(3). Therefore, the tangent map Ig∗e of Ig at the identity
e is a linear map from so(3) to itself, that is
Adg := Ig∗e : so(3)→ so(3),
which defines the adjoint representation of SO(3) on so(3). Thus,
Adg[v] = g[v]g
−1 (2.52)
for all [v] ∈ so(3).
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Therefore, that adjoint representation has also a special property that we call
skew-adjoint representation.
Next, we obtain the following corollary from Lemma 2.2.3 and our observation
on that adjoint representation.
Corollary 2.2.1. For every g ∈ SO(3) and v ∈ R3, the following equation is
satisfied [gv] = Adg[v].
Proof. Given g ∈ SO(3) and v ∈ R3. Let w be an arbitrary element of R3. Using
Lemma 2.2.3, we have
[gv]w = (gv)× w
= (gv)× (gg−1)w




Since w is arbitrary, we have [gv] = Adg[v] for all g ∈ SO(3) and v ∈ R3.
After discussing some properties of the Lie algebra so(3), we now consider some
special properties of the Lie group SO(3).
Recall that by the definition of Lie group, SO(3) is a differentiable manifold,
so we can consider a differentiable curve g = g(t) on SO(3) as a differentiable map
g : [0, 1]→ SO(3). For the rest of our discussions, we shall consider the element g
in SO(3) as a differentiable curve. We begin with the following lemma.
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Proof. Let g be an arbitrary element of SO(3). Thus, we have gg−1 = e, where e






























Since g is arbitrary, we are done.
Remark 2.2.2. Notice that in the proof above, if we use the fact that g−1g = e,
it is easy to show that we will obtain the same identity.
Remark 2.2.3. The identity above also holds for every differentiable curve g in
the Lie group GL(3).
Lemma 2.2.5. For every g ∈ SO(3), g˙g−1 and g−1g˙ are elements of so(3).
Proof. Let g be an arbitrary element of SO(3), thus g is also an orthogonal matrix,
so that it satisfies g−1 = gT , and hence ggT = e. By taking the first derivative on















= −g˙gT . (2.60)
Thus,






= −g˙gT = −g˙g−1. (2.61)
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Therefore, g˙g−1 is a skew-symmetric matrix which is an element of so(3). To
prove the second part, we start from the property gTg = e and by doing the same
calculation, we conclude that g−1g˙ is also a skew-symmetric matrix. Since g is
arbitrary, we complete the proof.
2.3 Euclidean Motion Groups
In this section, we continue to study another type of Lie groups which is called
Euclidean Motion or Euclidean group in Rn.
First, observe that for every g ∈ GL(n), we have det(g) 6= 0. If det(g) > 0,
we call g is an orientation preserving transformation, and if det(g) < 0, it
is called an orientation reversing transformation. Notice that if p, q are any
vectors in Rn and we have < gp , gq > = < p , q >, then we obtain the fact that
g ∈ O(n).
Next, consider Sq ∈ O(n), where q 6= 0 and
Sq(p) = p− 2 < p, q >‖q‖2 q, (2.62)
for all p ∈ Rn. The matrix Sq satisfies this property is called the reflection
about the point q in Rn. Recall that for every g ∈ O(n), we have the property
det(g) = ±1. If det(g) = 1, then g ∈ SO(n) which is a rotation, and it is
a reflection if det(g) = −1 (see [Gray, 1998]). Therefore, we obtain that every
rotation in Rn is an orientation preserving transformation, and every reflection in
Rn is an orientation reversing transformation.
Recall that the translation Tq in Rn is defined as follows
Tq(p) = p+ q, (2.63)
for every p ∈ Rn.
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We now continue to a special type of transformation in Rn. A map
(g, a) : Rn → Rn is called an Affine transformation in Rn, if for every p ∈ Rn
we have
(g, a)(p) = gp+ a, (2.64)
where g ∈ GL(n) and a ∈ Rn. The set of all transformations in Rn of the form
(g, a) above forms a group by taking the semi direct product between GL(n) and
Rn which is called the Affine group. The multiplication on this group is given by
(g, a) · (h, b) = (gh, gb+ a), (2.65)
and the inversion is given by
(g, a)−1 = (g−1,−g−1a), (2.66)
for all g, h ∈ GL(n) and a, b ∈ Rn. The identity element of this group is (e, 0),
where e and 0 are the identities in GL(n) and Rn respectively. In
[Duistermaat and Kolk, 2000] it is shown that it is a Lie group having dimension
n2 + n = n(n+ a) and it acts on Rn by equation (2.64).
We define the Euclidean group E(n) as the subgroup of the Affine group in
Rn, where the linear part g is an element of O(n). Recall that an isometry of Rn
is a map T : Rn → Rn that preserves the distance, that is
‖T (p)− T (q)‖ = ‖p− q‖, (2.67)
for all p, q ∈ Rn. Let Isometry(n) be the set of all isometries in Rn. One can show
that Isometry(n) is a group, and it coincides with the Euclidean group E(n) (see
[Gray, 1998]). Thus, we can conclude that every isometry in Rn is the composition
of translations, reflections, and rotations in Rn.
Moreover, we have the subgroup of E(n) formed by every g ∈ SO(n) which is
called the special Euclidean group SE(n). This group is defined by taking the
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semi direct product between the Lie subgroup SO(n) of O(n) and Rn, that is
SE(n) = SO(n)sRn,
where every element of this group is a pair (g, a) with g ∈ SO(n) and a ∈ Rn.
This group acts on Rn by a rotation g followed by a translation by the vector a.
Thus, as the product of two Lie groups, SE(n) is a Lie group having dimension
n(n+ 1)/2.
We know consider the case when n = 3. Thus, we have the special Euclidean
group SE(3) = SO(3)sR3 acting on R3 and its dimension is 6. The Lie algebra
se(3) of SE(3) is the semi direct sum of the Lie algebras of SO(3) and R3 (see
[Gorbatsevich, 1997]), that is between R3 and R3. It means that as a vector space,
se(3) is the direct sum of R3 and R3. We shall figure out the Lie bracket that
equipped to this Lie algebra from the following identification.
Define the map






Notice that this map is an embedding of SE(3) into SL(4). Hence, we can operate
this special Euclidean group with the operation on Lie groups whose elements are
4 × 4 matrices having determinant equal to 1. Therefore, by differentiating the
map i : SE(3)→ SL(4) at the identity (e, 0), we obtain a tangent map
i∗(e,0) : se(3)→ sl(4).
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Thus, we can see that the Lie algebra se(3) of SE(3) is isomorphic to a Lie subal-





for every v, w ∈ R3. The Lie bracket on this Lie subalgebra is induced by the Lie
bracket on sl(4), which is the matrix commutator bracket. The Lie bracket on
se(3) is given by the following lemma.
Lemma 2.3.1. The Lie bracket of the Lie algebra se(3) is given by
[(v, w), (v′, w′)] = (v × v′, v × w′ − v′ × w),
for every (v, w) and (v′, w′) in se(3).
Proof. Let (v, w) and (v′, w′) be two arbitrary elements of se(3). It follows that





























[(v, w), (v′, w′)] = (v × v′, v × w′ − v′ × w). (2.72)
Since (v, w) and (v′, w′) are arbitrary, we complete the proof.
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Lemma 2.3.2. The adjoint action of SE(3) on se(3) has the expression
Ad(g,a)(v, w) = (gv, gw − gv × a), for every (g, a) ∈ SE(3) and (v, w) ∈ se(3).
Proof. Given (g, a) ∈ SE(3) and (v, w) ∈ se(3). We know that the inverse of








Thus, the image of adjoint action of (g, a) on (v, w) under the tangent map




























Ad(g,a)(v, w) = (gv, gw − gv × a). (2.75)
Vary (g, a) ∈ SE(3) and (v, w) ∈ se(3) to complete the proof.
Lemma 2.3.3. The special Euclidean group SE(3) is homomorphic as a group to
the Lie group SO(3).
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Proof. Define a map φ : SE(3)→ SO(3) by
φ((g, a)) = g,
for every (g, a) ∈ SE(3). Notice that this map is actually a projection from
SE(3) = SO(3)sR3 onto SO(3), therefore it is well-defined. Given any (g, a) and
(h, b) in SE(3), we have
φ((g, a) · (h, b)) = φ((gh, gb+ a))
= gh
= φ((g, a))φ((h, b)). (2.76)
This equation holds for any (g, a) and (h, b) in SE(3), therefore we conclude that
φ : SE(3)→ SO(3) is a group homomorphism.
2.4 Kinetics of Rigid Body Motion
In the dynamics of a rigid body, there is a particular motion in R3 called the inertial
motion of that body. In this motion, there is no external force acting on that body.
The Lie group that acts on the body is the group of isometries Isometry(3). This
group consists of linear transformations on R3 preserving the shape of that body.
In the kinematics of a rigid body, this motion is called the rigid motion.
Recall that the group Isometry(3) coincides with the Euclidean motion group
E(3) that consists of rotations, translations, and reflections. In the motion of rigid
body, we consider the motions allowed are just rotations and translations, which
means that the configuration manifold of that body is the special Euclidean group
SE(3) (see [Marsden et al., 1999]).
If the motion is rigid, by using the fact that SE(3) is homomorphic to SO(3)
as a group, we can restrict the motion allowed to consist of only rotational motion.
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This restriction reduces its configuration manifold to SO(3). Thus, we can use the
action of Lie group SO(3) on R3 that we have discussed in the second section to
describe the motion, that is the rotation of that body about at the origin 0 ∈ R3.
Consider one particular point in the body whose position at t = 0 is r(0) = r0.
After the body rotates for some time t, the new position vector of that point is
denoted by r(t).
So, we have the relation between r(t) and r0 given by time dependent element
g(t) of SO(3) as follows
r(t) = g(t)r0. (2.77)
By evaluating this equation at t = 0, we obtain the fact that g(0) = e. Taking the
first time derivative of the equation above gives us
r˙(t) = g˙(t)r0
= g˙(t)g−1(t)r(t). (2.78)
Lemma 2.2.5 states the fact that g˙(t)g−1(t) is a skew-symmetric matrix, hence it
is indeed an element of so(3). Therefore, by Lemma 2.2.1, we can find a vector
ω(t) in R3 such that [ω(t)] = g˙(t)g−1(t). So we can write
r˙(t) = ω(t)× r(t). (2.79)
This equation defines one particular angular velocity of the body, which is called
the instantaneous angular velocity in space ω(t). Besides, notice that ω(t) is
given by right translation of g˙(t) to the identity.
We define the corresponding instantaneous angular velocity in the body
Ω(t) by doing left translation of ω(t) to the identity, that is
Ω(t) = g−1(t)ω(t). (2.80)






= Ω(t)× r0. (2.81)
Recall that r˙(t) = ω(t)× r(t), hence we obtain the relation
g−1(t)(ω(t)× r(t)) = Ω(t)× r0. (2.82)
Similar to our observation on the angular velocity in space, the angular velocity
in the body Ω(t) is also given by translating g˙(t) to the identity, but the difference
is that in the case of the angular velocity in the body, we do the translation from
the left.
Notice that that from equation (2.81) we obtain the relation
[Ω(t)] = g−1(t)g˙(t). (2.83)
This is not surprising since Lemma 2.2.5 tells us that that g−1(t)g˙(t) belongs to
so(3).
Furthermore, since ω(t) = g(t)Ω(t), by Corollary 2.2.1, these two angular ve-
locities are also related in so(3) given by
[ω(t)] = Adg(t)[Ω(t)]. (2.84)
Using this type of motion, we shall discuss the rigid motion of a ball that rolls
on a fixed plane in Chapter 4.
Chapter 3
Differential Geometry
3.1 Area of Regions of Surface
Let M be a regular surface in R3, hence M is a Riemannian manifold of dimension
2. Consider R as a bounded region in M . We are going to determine the area of
R. Let U be an open subset of R2, and r : U →M be a parametric representation
of M in the xy−plane, where r(U) contains the region R. Since r = r(u, v) is a
parametric representation, it is obvious that r is a homeomorphism between U and
an open subset r(U) of M . Therefore, there exists a bounded region Q in U , such
that r(Q) = R.
Let ru and rv denote the partial derivatives of r with respect to u and v re-
spectively. Recall that the function ‖ru × rv‖ is defined on U and measures the





‖ru × rv‖ du dv. (3.1)
We are going to show that this function is independent of the parametric repre-
sentation r.
28
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Let r˜ : U˜ →M be another parametric representation ofM , where r˜(U˜) contains
R. Next, we set Q˜ = r˜−1(R), and hence we obtain a bounded region Q˜ ⊆ U˜ .
Consider f = r−1 ◦ r˜, which is a function of the change of parameters. Next, let
∂(u, v)
∂(u˜, v˜)














‖ru × rv‖du dv
= Ar(R). (3.2)




‖ru × rv‖du dv, (3.3)
for every parametric representation r of M , since this function does not depend on
the choice of parametric representation. Moreover, this function also gives us the
value of the area of the bounded region R of M .
Next, we utilise this formula to compute the area of bounded region of a unit
sphere S2. We choose the parametric representation of S2 as follows
r(u, v) = (cosu cos v, sinu sin v, sin v), (3.4)
where 0 ≤ u ≤ 2pi and −pi/2 ≤ v ≤ pi/2. Notice that in this case, u is the angle
measured from the positive x−axis in anticlockwise direction over the xy−plane,
and v is the angle measured from negative z−axis to positive z−axis, also in
anticlockwise direction.
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Figure 3.1: Parametrisation of the sphere.
Using this parametric representation, we could easily verify that
‖ru × rv‖ = | cos v|. (3.5)
Since cos v ≥ 0 on −pi/2 ≤ v ≤ pi/2, we can omit the absolute value sign of the





cos v du dv, (3.6)
for some bounded region Q(R) in R2. Notice that if we integrate u from 0 to 2pi,
and v from −pi/2 to pi/2, we obtain the total area of S2, which is equal to 4pi.
The other area of bounded region of S2 that we would like to consider is the
cap shape region R obtained by slicing the unit sphere S2 with a plane Π. To
compute its area, we start with rotating the sphere until the plane Π is parallel to
the xy−plane, and the region R is a cap which is a part of the upper hemisphere
of S2. In other words, we can define the distance H of the plane Π from the north
pole, where 0 ≤ H ≤ 1.
Suppose that the plane Π intersects S2 in a circle of radius r. Let φ be the
angle between the radius r and the radius of S2. Thus, sinφ = 1−H. Therefore,
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Figure 3.2: Area of the cap R.
the region Q(R) under the parametric representation r as described above is
Q(R) = {(u, v) ∈ R2 | 0 ≤ u ≤ 2pi, φ ≤ v ≤ pi/2}. (3.7)










2pi cos v dv
= 2piH. (3.8)
We can also determine the area of a wedge T which is a portion of the cap R
having angle η. The region Q(T ) in R2 is given by
Q(T ) = {(u, v) ∈ R2 | 0 ≤ u ≤ η, φ ≤ v ≤ pi/2}. (3.9)
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Figure 3.3: Area of the wedge T .










η cos v dv
= ηH. (3.10)
3.2 Area of Spherical Triangles
The line on a unit sphere S2 is defined to be a great circle. The angle α between
two great circles C1 and C2 is defined to be the angle between the planes Π1 and
Π2 containing C1 and C2 respectively. This angle is the same as the one between
the tangent lines to C1 and C2 at their point of intersection.
We define sector(α) as the region on S2 enclosed by two great circles C1 and
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Figure 3.4: Picture of sector(α).
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where A(S2) is the area of S2. Recall that the area of S2 is equal to 4pi. Thus, we
have
A(sector(α)) = 2α, (3.12)
for every α.
The geodesic triangle 4 on S2 is formed by three great circles C1, C2, and C3
(see [do Carmo1, 1976], [Stillwell, 1992]). Denote the angles by α, β, and γ. We
define a function excess(4) as follows
excess(4) = α+ β + γ − pi. (3.13)
The following theorem gives us the relation between this function and the area of
this triangle.
Theorem 3.2.1. Let 4αβγ be a geodesic spherical triangle with angles α, β, γ.
For every 4αβγ, its area is given by
A(4αβγ) = excess(4αβγ),
which is nonzero.
Proof. We adopt the proof from [Stillwell, 1992]. Given any geodesic spherical
triangle 4αβγ on S2. By prolonging every sides of 4αβγ to great circles, we obtain
a partition of S2 into eight triangles. Notice that 4αβγ, 4α, 4β, and 4γ are four
triangles on the front part of S2, which are paired with the isometric antipodal
triangles on the back part of S2. Notice that 4αβγ ∪ 4α is actually sector(α).
Similarly to β and γ, we have 4αβγ∪4β is sector(β) and 4αβγ∪4γ is sector(γ).
Thus, we have
A(4αβγ) + A(4α) = 2α, (3.14)
A(4αβγ) + A(4β) = 2β, (3.15)
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Figure 3.5: Geodesic spherical triangle.
and
A(4αβγ) + A(4γ) = 2γ. (3.16)
By adding up these three equations, we obtain
3A(4αβγ) + A(4α) + A(4β) + A(4γ) = 2(α+ β + γ). (3.17)
On the other hand, since each of these four triangles has its pair with the isometric
antipodal triangle on the back part of S2, we have a condition that the following
union 4αβγ ∪4α ∪4β ∪4γ gives us a half of the sphere S2. Hence,
A(4αβγ) + A(4α) + A(4β) + A(4γ) = 2pi. (3.18)
Therefore, by subtracting equation (3.18) from equation (3.17), we obtain
A(4αβγ) = α+ β + γ − pi
= excess(4αβγ). (3.19)
Notice that if excess(4αβγ) = 0, we have the area of the geodesic triangle
4αβγ on S2 is zero, and this triangle corresponds to the Euclidean triangle. In
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fact, there is no Euclidean triangle on S2 since the curvature of S2 is constant,
which is equal to 1 at every point on S2. The notion of curvature will be discussed
in the next section. Therefore, the area of any spherical triangle is always positive.
3.3 Connections and Parallel Translations
LetM be an oriented Riemannian manifold of dimension 2, and let < . , . > denote
the corresponding Riemannian metric on M . For every p ∈ M , we have TpM as
the tangent plane of M at p. We call every element in TpM a tangent vector vp.





which is a smooth manifold of dimension 4. Thus, we have a natural projection
p˜i : TM → M which is defined by p˜i(vp) = p for every vp ∈ TM . The cotangent
bundle T ∗M is defined as the dual bundle to the tangent bundle TM .
Next, for every p ∈M , we define the following set
S1p = {vp ∈ TpM |< vp , vp >p = 1}. (3.21)
This set gives us a one dimensional unit circle at each point p in M . Therefore, by





which is called the circle bundle of M .
In [Singer, 1967], it is shown that the set SM is also a smooth manifold of
dimension three, which is a subset of the tangent bundle TM . Therefore, if we
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restrict the projection map p˜i to this circle bundle, that is
pi := p˜i|SM : SM →M, (3.23)
we have for each p ∈M , the pre-image pi−1(p) is a unit circle S1p in TpM . We call
S1p a p−fibre of SM for every p ∈M . Since the unit circle S1 is diffeomorphic to
all fibres pi−1(p) = S1p , it is called the standard fibre of SM , or we just call it
fibre for short.
Note that for each p ∈M , S1p is diffeomorphic to Lie group SO(2), the rotation
group of the oriented plane R2. Therefore, this group also acts on SM which is
given by the smooth map
Φ : SO(2)× SM −→ SM.
Notice that for every p ∈ M , the Lie group SO(2) acts transitively on S1p (see
[Marsden et al., 1999]), that is given vp and wp in S
1
p , there is a unique (up to the
chosen orientation) g ∈ SO(2), such that
wp = gvp.
Thus, for every p ∈M , vp ∈ S1p , and g ∈ SO(2), we define
gvp := Φ(g, vp). (3.24)
The next fact that we have on this circle bundle is that SM is locally a product
space, that is for every Uα a coordinate neighbourhood in M , the set Uα × S1 is
diffeomorphic to pi−1(Uα), given by a diffeomorphism φα : pi−1(Uα)→ Uα×S1. The
pair (Uα, φα) is called a local bundle coordinate and the direct product space
Uα × S1 is called a local trivialisation. In the global sense, this trivialisation is
not always true, it means that in general, SM is not globally a product space.
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To figure out this fact, let us construct a diffeomorphism from U × SO(2)
to pi−1(U) for any local coordinate neighbourhood U ∈ M . Let (x1, x2) be a










∥∥∥∥ = 〈 ∂∂x1 , ∂∂x1
〉
.
Thus, e1 is a smooth vector field on U , whose length is equal to 1 at every point
in U . Write
e1(p) = e1p, (3.26)
for every p ∈ U . Next, we define a smooth map
c : U → pi−1(U), (3.27)
by
c(p) = e1p. (3.28)
Notice that this map satisfies pi ◦ c = IdU . We now define a map
Ψ : U × SO(2)→ pi−1(U), (3.29)
by
Ψ(p, g) = gc(p). (3.30)
Since
gc(p) = ge1p = Φ(g, e1p), (3.31)
we can deduce that Ψ is a smooth, bijective map from U×SO(2) to pi−1(U). Notice
that at a point (p, g), the tangent space
T(p,g)(U × SO(2)) = TpU × TgSO(2).
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Thus, the tangent map dΨ at every (p, g) is given by a linear map
dΨ(p,g) : TpU × TgSO(2)→ Tgc(p)(pi−1(U)). (3.32)
Since Ψ is a bijective map, e1 6= 0, and the rotation g is an isometry, we have dΨ
is also a nonsingular map at every point (p, g) ∈ U × SO(2). Therefore, by the
inverse function theorem, we conclude that Ψ−1 is also a smooth map. Hence, Ψ
is a diffeomorphism from U × SO(2) to pi−1(U).
Consider the case M = S2, which is a two dimensional unit sphere. Notice
that if there is a non-vanishing smooth vector field on S2, we can extent the map
Ψ to S2 × SO(2), and hence it makes the circle bundle SS2 = pi−1(S2) to be
diffeomorphic to the product space S2 × SO(2). On the contrary, we know that
S2 is not a parallelisable smooth manifold, which means that there is no such a
smooth non-vanishing vector field on S2. Therefore, the circle bundle SS2 is not
globally a product space.
Let (Uα, φα) and (Uβ, φβ) be two local bundle coordinates of M where the
intersection Uα ∩ Uβ 6= ∅. Consider the map
φα ◦ φ−1β : (Uα ∩ Uβ)× S1 → (Uα ∩ Uβ)× S1. (3.33)
This map is a composite map of two diffeomorphisms, thus it maps the set
(Uα ∩ Uβ) × S1 to itself diffeomorphically. If we keep p ∈ Uα ∩ Uβ fixed and
allow the fibre point vp ∈ S1 to vary, we obtain the map φα ◦ φ−1β : S1 → S1 from
one fibre point to another fibre point, that is
(φα ◦ φ−1β )(v′p) = vp,
where vp is a fibre point corresponds to (Uα, φα) and v
′
p corresponds to (Uβ, φβ).
Denote φα ◦ φ−1β by gαβ. Therefore, we can see that
v′p = gβαvp,
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and hence gβα is a rotation that maps one fibre point vp to another fibre point v
′
p,
and it is called the transition function.
Notice that the transition functions tell us how the fibres must be glued to-
gether in the overlap of two neighbourhoods. These functions satisfy the following
consistency conditions ([Bertlmann, 2000], [Steenrod, 1951])
gαα(p) = Id, if p ∈ Uα,
gαβ(p) = g
−1
βα(p), if p ∈ Uα ∩ Uβ,
gαβ(p) ◦ gβγ(p) = gαγ(p), if p ∈ Uα ∩ Uβ ∩ Uγ.
The set G = {gαβ}, that is the diffeomorphisms of the fibre S1, forms a group and
it is called the structure group of SM , which is in this case G = SO(2).
The circle bundle SM together with the projection pi, the base manifoldM , the
fibre S1, and the structure group G is called a fibre bundle and usually denoted
by (SM, pi,M, S1, G). To shorten our notation, we can refer the circle bundle SM
to that fibre bundle. Moreover, since the fibre S1 is diffeomorphic to the structure
group G = SO(2), we call this fibre bundle as a principal bundle. Please refer
to [Bertlmann, 2000] and [Steenrod, 1951] for more detailed explanations on the
principal bundle.
Remark 3.3.1. In general, a fibre bundle (E, pi,M, F,G) consists of a topological
space E called the total space, a topological space M called the base space, a
surjective map pi : E →M called the projection, a topological space F called the
standard fibre which is homeomorphic to all inverse images pi−1(p) with p ∈M,
a group G called the structure group, which is the group of homeomophisms of
the fibre F or in other words it is a group of all transition functions on the fibre
F , and a covering of open sets {Uα} ofM together with homeomorphisms φα such
that Uα × F is a local trivialisation for all α.
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Remark 3.3.2. A principal bundle P (M,G) is a fibre bundle (E, pi,M, F,G) and
the fibre F is identical to the structure group G. In a principal bundle, we define
an action of G on the fibre F , which can be defined from the left or the right (see
[Bertlmann, 2000], [Duistermaat and Kolk, 2000], and [Kolar et al., 1993]). This
group acts freely on the principal bundle P (M,G) and it is also transitive.
Before we discuss the concept of connection on the principal bundle SM , we first
discuss the idea of parallel translation. This idea is adopted from the illustration
in [Singer, 1967]. If we perform parallel translation on manifold M , it means that
we translate a tangent vector at a point p in M , along a curve α(t) in M in a
”parallel” way. In the case of M = R2, the notion of parallelism is clear, but in an
arbitrary Riemannian manifold, we have to define the notion of parallelism first.
The impact of doing parallel translation of any tangent vector in M is that the
result will depend on the curve that traced out by the translation. In other words,
if we parallel translate a tangent vector vp at point p ∈ M to point q ∈ M , along
two different curves α1(t) and α2(t) which both connect the point p and q, the
result may be two different tangent vectors wq and w
′
q in TqM . In particular, if
we parallel translate vp around a closed curve, we may not get back to the original
vector, but the result may be a new vector v′p that differs from vp by rotation h,
that is
v′p = hvp.
This phenomenon is called holonomy, and the group (h) generated by all possible
h’s is called the holonomy group.
For M = R2, this rotation is zero, because the result of parallel translating a
tangent vector around a closed curve would give us the result that it comes back
to the original vector at the initial point. The rotation given by the holonomy will
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Figure 3.6: The lift of a smooth curve α(t) in a manifold M .
bring us to the concept of curvature of the manifold at any point p ∈ M , that is
the amount the rotation yielded by doing parallel translation around a small closed
curve. This also gives us the reason that sometimes we call the Euclidean space
R2 (or Rn is general) as a ”flat” space, because the rotation yielded is zero, and
hence its curvature is zero at every point in R2.
To define the notion of parallel translation, we require the condition that this
translation is an isometry, thus it preserves the magnitude of the tangent vector.
This implies the following phenomenon. Let α : [a, b] → M be a smooth curve,
where α(a) = p and α(b) = q. Let vp ∈ TpM be a unit vector, and hence vp ∈ S1p .
Parallel translation of vp along α(t) will determine a unit tangent vector α˜(t) ∈
Tα(t)M , for every t ∈ [a, b]. In other words, we obtain a curve
α˜(t) : [a, b]→ SM,
where α˜(a) = vp , and it satisfies
(pi ◦ α˜)(t) = α(t).
Notice that if wp ∈ S1p and wp = gvp for some g ∈ SO(2), then the parallel
translation of wp along the curve α(t) will determine a new curve α˜
′(t) on SM ,
where α˜′(t) = gα˜(t), for every t ∈ [a, b].
The concept of parallel translation is defined if the curve α˜(t) on SM is unique
for every α : [a, b] → M and every tangent vector vp correspondingly. We call
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α˜(t) a lift of α(t). From the theory of covering spaces, we know that the curve
on the base space has a unique lift if its fibre is discrete (see [do Carmo1, 1976]).
Unfortunately, we know that for every p ∈ M , the fibre pi−1(p) = S1p is a circle,
and hence it is not discrete. Thus, we cannot guarantee the uniqueness of the lift
on the circle bundle. We need some other conditions to obtain the uniqueness of
the lift.
Let α˙(t) be velocity vectors of α(t), for every t ∈ [a, b]. Thus, α˙(a) gives us
the initial direction of vp to start moving. We now consider the curve α˜(t) on
SM . The initial direction of moving along this curve, is given by ˙˜α(a). On the
other hand, if we observe the tangent space TvpSM of SM at point vp, we have
dpi(τ) = α˙(a), for every τ ∈ TvpSM . Therefore, every vector τ inside this tangent
space is a candidate for ˙˜α(a), and hence the initial direction of α˜(t) is not unique.
Thus, we need a way of choosing to determine the initial direction of α˜(t), for each
curve α(t) ∈M that passes through p to obtain the unique lift of α(t).
Consider the following set
dpi−1({0}) = {τ ∈ TvpSM | dpi(τ) = 0}, (3.34)
where dpi = pi∗vp . In other words, this set is a kernel of the linear map
dpi : TvpSM → TpM , thus it is a subspace of the tangent space TvpSM , which is
called the vertical subspace, denoted by VvpSM . Next, let HvpSM be a subspace
of TvpSM such that
TvpSM = HvpSM ⊕ VvpSM. (3.35)
The subspace HvpSM is called a horizontal subspace of TvpSM which is com-
plementary to the vertical subspace VvpSM , and it is of dimension 2 since
dpi(HvpSM + VvpSM) = dpi(HvpSM) + 0 = TpM. (3.36)
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Therefore, the map dpi : HvpSM → TpM is a linear isomorphism, and hence the
horizontal subspace HvpSM is linearly isomorphic to the tangent space TpM .
The choice of the horizontal space HvpSM is called the connection on SM
at the point vp. Thus, to obtain a unique lift α˜(t), we impose the condition that
the initial velocity ˙˜α(a) must lie in the horizontal space HvpSM , and hence the
parallel translation is defined. This unique lift is called a horizontal lift and
will be defined precisely in the next discussion. Notice that the vertical space
VvpSM = dpi
−1({0}) is a one dimensional subspace of TvpSM , and hence it is
linearly isomorphic to the Lie algebra g = so(2).
In general principal bundle P = P (M,G), whose base space is a manifold M
and its fibre is a Lie group G, we can construct horizontal and vertical spaces as
we do in the circle bundle SM . We consider u ∈ P some p−fibre point, and take
an element A ∈g . We define a curve in P that passes through u, by the left action
of G on P , that is
Lexp(tA)u = exp(tA)u = σ(t, u). (3.37)
Note that the flow σ(t, u) lies along the fibre pi−1(p) over the base point p ∈ M.
Note also that
pi(u) = pi(exp(tA)u) = p. (3.38)
Therefore, the action of the one parameter subgroup defined by t 7→ exp(tA)









for some smooth function f : P → R. This vector field is called the fundamental
vector field, and it preserves the Lie algebra structure
[XA, XB] = X[A,B]. (3.40)
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Define the vertical space VuP as follows
VuP = {X ∈ TuP | dpi(X) = 0}. (3.41)
Thus, XA which is tangent to the fibre G at u, belongs to the vertical space VuP .
The map
ι : A 7→ XA (3.42)
defines an isomorphism
ι : g→ VuP. (3.43)
Therefore, the dimension of VuP is equal to the dimension of g, and hence it is equal
to the dimension of G. The horizontal space HuP is defined as the complement of
VuP as we have illustrated in the case of the circle bundle SM . The connection
on P is defined by the definition below.
Definition 3.3.1. A connection on P assigns smoothly to each fibre point u ∈ P ,
a subspace HuP ⊆ TuP , such that
1. TuP = VuP ⊕HuP
2. Lg∗(HuP ) = HguP.
Notice that the first property tells us that any tangent vector X ∈ TuP can
be decomposed into the vertical and horizontal parts, that is X = XV +XH with
XV ∈ VuP and XH ∈ HuP . The second property tells us that the horizontal
subspaces HuP and HguP on the same fibre are linked together by the differential
map Lg∗ of the left translation Lg. Therefore, if we perform a parallel translation
to a fibre point u, the fibre point gu is also translated, as we have mentioned in
the circle bundle’s case.
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We can see that for the circle bundle SM , a connection on SM is the choice of
a two dimensional horizontal subspace HvpSM , satisfying
Lg∗(HvpSM) = HgvpSM, (3.44)
for every g ∈ SO(2) ' S1, and the choice is smooth which means that for each
fibre point vp, there is an open set U about vp and smooth vector fields X and
Y defined on U , such that the set {X(vp), Y (vp)} spans the horizontal subspace
HvpSM , for all fibre points vp.
Consider ∂/∂θ the standard unit tangent vector field on the fibre S1. Then













for each h ∈ S1. In other words, that vector field is invariant under this left action.
So, given a fibre point vp ∈ SM , we can construct a smooth map












Recall that in a local coordinate neighbourhood U of p, we have
TvpSM = TpM ⊕ TgS1, (3.46)
with vp ∈ pi−1(U), and g is chosen such that vp = ge1p, where e1p is a standard
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Therefore, V is a smooth vector field and it never equals to zero. Moreover,
dpi(V ) = 0 and Lh∗(V ) = V for every h ∈ SO(2). Thus, V is a smooth vec-
tor field on SM that spans the vertical space VvpSM for every fibre points vp.
Thus, we can give the precise definition of horizontal lift and parallel trans-
lation on a principal bundle P (M,G). Recall that since VuP is the kernel of
dpi : TuP → TpM, we have HuP is isomorphic to TpM. Thus, we can define the
following definitions.
Definition 3.3.2. The vector X˜ is a horizontal lift of X if dpi(X˜) = X and the
vertical component X˜V = 0.
Definition 3.3.3. Let α : [a, b]→M be a base curve. A curve α˜ : [a, b]→ P is a
horizontal lift of α if dpi(α˜) = α and X˜ ∈ Hα˜(t)P is the tangent vector to α˜.
Theorem 3.3.1. Let α : [a, b] → M be a base curve, where α(a) = p. Let
u ∈ pi−1(p) be a fibre point. Then, there exists a unique horizontal lift α˜ : [a, b]→ P ,
such that α˜(a) = u.
Proof. It is a generalisation of the proof on the circle bundle’s case in [Singer, 1967].
Therefore, the parallel translation of a fibre point u = α˜(0) along the base curve
α(t) is provided by the horizontal lift α˜(t).
We have mentioned in the circle bundle case that if the base curve α(t) is closed,
it is not necessary that the horizontal lift α˜(t) is also closed, but α˜(b) differs from
α˜(a) by a rotation h, that is α˜(b) = hα˜(a), with h ∈ SO(2), which defines the
holonomy group (h) on SM .
If α(t) are arbitrary, the holonomy group (h) coincides with the structure group
SO(2). However, in some situation (h) may be a proper subgroup of SO(2). For
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example, suppose a plane Π intersects S2 in a circle C. Let p be a point in C. If
we restrict the base curve α : [a, b]→ S2 with α(a) = p to lie in Π, the non-trivial
closed curve based at p must traces out the full circle C. Hence, α˜(b) = hα˜(a), for
some h ∈ SO(2). If α(t) is trivial, then α˜(b) = eα˜(a). Therefore, the holonomy
group (h) is a discrete group {h, e} or it is a dense subgroup of SO(2). From
these observations, we conclude that the holonomy group (h) is a subgroup of the
structure group SO(2).
In the general principal bundle P (M,G), the same phenomenon happens. The
curve α˜(b) differs from α˜(a) by the left action from the Lie group G, that is
α˜(b) = hα˜(a),
with h ∈ G. The holonomy group {h} of the connection at the fibre point α˜(a)
is therefore a subgroup of its structure group.
We are going to define the concept of connection 1-form on the principal bun-
dle P (M,G). The notion ”form” here refers to the differential form on a mani-
fold. For detailed explanations on differential forms on a manifold and their prop-
erties, please consult [Abraham et al., 2001], [Arnold, 1989], [Bertlmann, 2000],
[Boothby, 1975], and [Weintraub, 1997]. For the rest of our discussion, we shall
use the term ”form” that refers to the differential form.
Definition 3.3.4. The connection 1-form ϕ ∈ T ∗P⊗g is a Lie algebra valued
1-form on the principal bundle P , and it is defined by a projection of the tangent
space TuP onto the vertical space VuP which is isomorphic to the Lie algebra g,
satisfying ϕ(XA) = A, for every A ∈ g , and L∗g(ϕ) = Adgϕ.
Recall that L∗g is the pull-back of the left action Lg. Thus, for some vector
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Therefore, we are also able to determine the horizontal subspace HuP as the kernel
of the map ϕ : TuP →g, that is
HuP = {X ∈ TuP | ϕ(X) = 0}.
This definition leads again to the two properties given in the definition (3.3.1), and
hence these two definitions on connections are equivalent. Therefore, we often refer
the term ”connection” to the connection 1-form, instead of the choice of horizontal
subspaces at the fibre points.
In the circle bundle SM , the Lie algebra g = so(2) is isomorphic to the real
line R. Thus, the connection 1-form ϕ on SM is the real valued 1-form. Let q
denote the projection of TvpSM onto the vertical space VvpSM , that is
q : TvpSM = HvpSM ⊕ VvpSM → VvpSM. (3.49)
Since V is a smooth vector field that spans VvpSM at each fibre point, we can define
q(τ) = λV (vp), for every τ ∈ TvpSM . Therefore, define the connection 1-form ϕ
as follows
ϕ(τ) = λ,
for every τ ∈ TvpSM . This implies that ϕ(V ) ≡ 1.
By definition, L∗g(ϕ) = Adgϕ, for every g ∈ SO(2). Since ϕ(V ) ≡ 1, we obtain
that
L∗g(ϕ) = ϕ, (3.50)




We now exhibit a connection on the locally product space
pi−1(U) = U × S1, for every coordinate neighbourhood U of M . Let (x1, x2) be
given coordinates in U . Define the unit field e1 and a smooth map c : U → pi−1(U)
as those in the equations (3.25) and (3.27). Define the following space
H ′c(p) = dc(TpU). (3.52)
This space is complementary to the vertical space. Notice that
dpi(H ′c(p)) = (dpi ◦ dc)(TpU)
= d(pi ◦ c)(TpU)
= TpU. (3.53)
Therefore, we conclude that H ′c(p) is a two dimensional space and dpi|H′c(p) is an
isomorphism. Since dpi(V ) = 0, we obtain that V is not inside H ′. Next, we set
H ′gc(p) = dg(H
′
c(p)). Notice that the set H
′
vp is actually the tangent space to the
sub-manifold U × {vp} at vp. Define the isomorphism B : U × S1 → pi−1(U), by
B(p, g) = gc(p) = ge1p. (3.54)
Thus,
H ′vp = dB(T(p,g)(U × {g})), (3.55)
where g ∈ S1 such that ge1p = vp . Let Π : U ×S1 → S1 denote a projection of the
product space U × S1 onto S1. Let dθ be the 1-form on S1 which is dual to ∂/∂θ.
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where d˜θ = Π∗(dθ). This kind of connection is called the special connection. For
the rest of our discussion, the term special connection refers to a connection 1-form




= (Π ◦B−1)∗(d(dθ)). (3.57)
Since there is no nonzero 2-form on S1, we have d(dθ) = 0. Therefore, this special
connection satisfies dϕ1 = 0.
Lemma 3.3.1. Let ϕ1 and ϕ2 be two connection 1-forms on SM , then there exists
a smooth 1-form σ on M , such that ϕ1 − ϕ2 = pi∗(σ).
Proof. Consider vp a tangent vector in TpM . Let v
′
p ∈ pi−1(p) and τp ∈ Tv′pSM
such that dpi(τp) = vp . Set σ(vp) = (ϕ1 − ϕ2)(τp). Consider τ ′p ∈ dpi−1(vp). We
have dpi(τ ′p) = vp. Then, we have
dpi(τ ′p − τp) = dpi(τ ′p)− dpi(τp) = 0. (3.58)
Therefore, τ ′p − τp = λV for some λ ∈ R. Thus,
(ϕ1 − ϕ2)(τ ′p) = (ϕ1 − ϕ2)(τ ′p)
= (ϕ1 − ϕ2)(τp) + λ(ϕ1 − ϕ2)(V )
= (ϕ1 − ϕ2)(τp). (3.59)
Therefore, σ(vp) is independent from the choice of τp in dpi
−1(vp). Next, consider
v′′p ∈ pi−1(p). It is clearly that v′′p = gv′p, for some g ∈ SO(2). Thus, σ(vp) is also
independent from the choice of the point v′p in pi
−1(p). Therefore, σ is a 1-form on
M satisfying
σ(vp) = σ(dpi(τp)) = (pi
∗(σ))(τp), (3.60)
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and hence it proves this lemma.
Lemma 3.3.2. Let α : [a, b] → M be a smooth curve in M . Let α˜ : [a, b]→ SM
and β˜ : [a, b] → SM be two smooth curves such that pi ◦ α˜ = α and pi ◦ β˜ = α.
Suppose α˜ is horizontal relative to some connection H on SM , whose connection
1-form is ϕ. So, ϕ( ˙˜α) is identically zero on [a, b]. Then, there exists a smooth
function θ : [a, b]→ R, such that
1. β˜(t) = eiθ(t)α˜(t),
2. ϕ( ˙˜β) = θ˙(t),
for all t ∈ [a, b]. Moreover, if α˜(a) = β˜(a), then θ can be chosen such that θ(a) = 0.
Proof. See [Singer, 1967].
3.4 Structural Equations and Curvature
In this section, we restrict our discussion to an oriented two dimensional Rieman-
nian manifold and this discussion is largely based on [Singer, 1967]. Consider the
circle bundle SM of a smooth oriented two dimensional Riemannian manifold M .
Let ω1 and ω2 be two smooth 1-forms on SM which are defined as follow. For
every τ ∈ TvpSM , define
ω1(τ) = < dpi(τ), vp >p (3.61)
and
ω2(τ) = < dpi(τ), ivp >p, (3.62)
where i =
√−1, and ivp = eipi/2vp, that is the image of vp under a rotation by
an angle pi/2 in TpM . Since vp is perpendicular to ivp, the set {vp, ivp} forms an
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orthonormal basis for TpM . Therefore, for every τ ∈ TvpSM , we can represent its
image under dpi as
dpi(τ) = ω1(τ)vp + ω2(τ)(ivp). (3.63)
Moreover, if ϕ is a connection 1-form on SM , the set {ϕ, ω1, ω2} is a basis for the
dual tangent space T ∗vpSM , for every vp ∈ SM .
Notice that for every g = eiθ ∈ SO(2), the following statements hold:
1. L∗g(ω1) = (cos θ)ω1 + (sin θ)ω2.
2. L∗g(ω2) = −(sin θ)ω1 + (cos θ)ω2.
3. L∗g(ω1 ∧ ω2) = ω1 ∧ ω2.
Please refer to [Singer, 1967] for the detail on the derivations. Now, notice that
(ω1 ∧ ω2)(τ1, τ2) = 0 if either τ1 or τ2 is vertical. Hence, by going on the same way
as the proof of Lemma (3.3.1), we obtain that the 2-form ω1 ∧ ω2 is the image of
a unique form Ω on M under pi∗. This fact brings us to the following definition.
Definition 3.4.1. The area element of a smooth oriented 2 dimensional Rie-
mannian manifold is a smooth 2-form Ω on M , such that
pi∗(Ω) = ω1 ∧ ω2,
which means that for every v1p, v2p ∈ TpM , we have
Ω(v1p, v2p) = (ω1 ∧ ω2)|vp(τ1p, τ2p),
for any vp ∈ pi−1(p) ⊆ SM and τ1p, τ2p ∈ TvpSM , such that dpi(τip) = vip, for
i = 1, 2.
Consider U a coordinate neighbourhood in M whose coordinate functions are
(x1, x2). Define the unit field e1 and a smooth map c : U → pi−1(U) as those in
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equations (3.25) and (3.27). Let ω′1, ω
′
2 be two smooth 1-forms on U such that at
every point p ∈ U , they form the basis for the cotangent space T ∗pM that is dual
to {e1p, ie1p}. Then, for any vp ∈ TpM , we have
(c∗(ω1))(vp) = ω1(dc(vp))
= < (dpi ◦ dc)(vp), e1p >p
= < vp, e1p >p
= ω′1(vp). (3.64)
Therefore, ω′1 = c
∗(ω1). By going on the same way, we can derive that ω′2 = c
∗(ω2).
Therefore,
ω′1 ∧ ω′2 = c∗(ω1) ∧ c∗(ω2)
= c∗(ω1 ∧ ω2)
= (c∗ ◦ pi∗)(Ω)
= (pi ◦ c)∗(Ω). (3.65)
We know that pi ◦ c = IdU . Hence,
Ω|U = ω′1 ∧ ω′2. (3.66)
Now, let ω˜i = pi
∗(ω′i), for i = 1, 2. Then, we have ω˜1 and ω˜2 are smooth 1-forms on
pi−1(U), and
ω˜1 ∧ ω˜2 = pi∗(ω′1) ∧ pi∗(ω′2)
= pi∗(ω′1 ∧ ω′2)
= pi∗(Ω)
= ω1 ∧ ω2. (3.67)
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Notice that if τ ∈ Te1pSM , we have
ω1(τ)e1p + ω2(τ)(ie1p) = dpi(τ). (3.68)
Thus,





= ω˜1(τ)e1p + ω˜2(τ)(ie1p). (3.69)
So, we can conclude that at every point e1p of c(U), we have ω˜i = ωi, for i = 1, 2.
Note that for every g = eiθ ∈ S1, we have
g∗ω˜i = (g∗ ◦ pi∗)(ω′i) = (pi ◦ g)∗(ω′i) = pi∗(ω′i) = ω˜i, (3.70)
for i = 1, 2. Therefore,
g∗(ω1)|e1p = (cos θ)ω1 + (sin θ)ω2|e1p
= (cos θ)ω˜1 + (sin θ)ω˜2|e1p
= (cos θ)g∗(ω˜1) + (sin θ)g∗(ω˜2)|e1p . (3.71)
Multiplying by (g−1)∗ on both sides from the left, the forms ωi and ω˜i at ge1p are
related by
ω1 = (cos θ)ω˜1 + (sin θ)ω˜2, (3.72)
and
ω2 = −(sin θ)ω˜1 + (cos θ)ω˜2. (3.73)
Recall that given a connection 1-form ϕ on SM , the following set {ϕ, ω1, ω2}
forms a basis for the cotangent space at every point of SM . Therefore, the set
{ω1 ∧ ω2, ω1 ∧ ϕ, ω2 ∧ ϕ} forms a basis for the 2-forms at each point of SM . We
shall see that dϕ, dω1, dω2 can be expressed in terms of this basis, which are given
by the formulas called the Cartan structural equations.
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Consider a coordinate neighbourhood U ⊆ M . On pi−1(U), let ϕ1 be the
connection 1-form such that dϕ1 = 0. Therefore, we have
dϕ = dϕ− dϕ1 = d(ϕ− ϕ1) = d(pi∗σ) = pi∗(dσ), (3.74)
for some smooth 1-form σ on U . Notice that dσ is a 2-form on U , thus it is equal
to a multiple of the area element Ω. Write dσ = −KΩ, for some smooth function
K on U (K ∈ C∞(U)). Therefore,
dϕ = pi∗(−KΩ) = pi∗(−K)pi∗(Ω). (3.75)
In other words,
dϕ = −(K ◦ pi)(ω1 ∧ ω2). (3.76)
The last equation is called the Cartan second structural equation, and this
equation determines the smooth function K. Hence, K is independent from the
coordinates used. The smooth function K on M is called the curvature of the
connection ϕ.
Now, on pi−1(U), recall that at eiθc(p), we have
ω1 = (cos θ)ω˜1 + (sin θ)ω˜2,
and
ω2 = −(sin θ)ω˜1 + (cos θ)ω˜2.




Thus, there exists some smooth function ai on U , such that,
dω˜i = pi
∗(aiΩ). (3.78)
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Then, by the second structural equation, we obtain
dω˜i = (ai ◦ pi)(ω1 ∧ ω2). (3.79)
Set a˜i = ai ◦ pi, we have
dω1 = −(sin θ)(dθ ∧ ω˜1) + (cos θ)a˜1(ω1 ∧ ω2) +
cos θ(dθ ∧ ω˜2) + (sin θ)a˜2(ω1 ∧ ω2)
= (dθ ∧ ω2) + (a˜1 cos θ + a˜2 sin θ)(ω1 ∧ ω2). (3.80)
In the case of the special connection H ′ on pi−1(U), we have ϕ1 = dθ. Therefore,
we have the relationship
dω1 = ϕ1 ∧ ω2 + b1(ω1 ∧ ω2), (3.81)
for some smooth function b1 on pi
−1(U). Similarly,
dω2 = −ϕ1 ∧ ω1 + b2(ω1 ∧ ω2), (3.82)
for some smooth function b2 on pi
−1(U). For any connection 1-form ϕ, we have
ϕ1 − ϕ = pi∗(σ),




2 on U . Hence, we have
ϕ1 − ϕ = pi∗(c1ω′1 + c2ω′2)
= (c1 ◦ pi)ω˜1 + (c2 ◦ pi)ω˜2
= f1ω1 + f2ω2, (3.83)
for some smooth functions f1 and f2 on pi
−1(U). Since {ω˜1, ω˜2} spans the same
space at every point as {ω1, ω2}, we conclude that
ϕ1 = ϕ+ f1ω1 + f2ω2. (3.84)
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We substitute this expression into equation (3.81) and we obtain
dω1 = ϕ ∧ ω2 + (f1ω1) ∧ ω2 + b1(ω1 ∧ ω2)
= ϕ ∧ ω2 + (f1 + b1)(ω1 ∧ ω2). (3.85)
By going on the same way to obtain the corresponding equation for dω2, we combine
these two equations which are called the first structural equations as follows
dω1 = ϕ ∧ ω2 + h1(ω1 ∧ ω2),
dω2 = −(ϕ ∧ ω1) + h2(ω1 ∧ ω2), (3.86)
for some smooth functions h1 and h2 on SM .
Naturally, we will ask whether the connection 1-form ϕ can be chosen such
that both h1 and h2 are identically zero. The answer is yes, and such connection is
unique, which is called the Riemannian connection, given by the following theorem.
Theorem 3.4.1. Let M be an oriented, two dimensional Riemannian manifold.
Then, there exists a unique connection 1-form ψ on the circle bundle SM , such
that
dω1 = ψ ∧ ω2,
dω2 = −ψ ∧ ω1, (3.87)
which is called the Riemannian connection.
Proof. See [Singer, 1967].
At this moment, we have Cartan structural equations in terms of 1-forms ϕ, ω1,
and ω2. Next, we want to derive the corresponding dual formulation of these
equations in terms of vector fields. So, let V,E1, E2 be the smooth vector fields on
SM that form the dual basis to ϕ, ω1, ω2. Thus, we have
ϕ(E1) = ϕ(E2) = 0.
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Therefore, the vector fields E1 and E2 are horizontal at every point of SM . Notice
that
dpi(E1(vp)) = ω1(E1)vp + ω2(E1)(ivp) = vp, (3.88)
for every vp ∈ SM . Hence, E1(vp) is the unique horizontal vector at the point vp,
whose image under the projection dpi is vp. Similarly, we can show that
dpi(E2(vp)) = ivp. (3.89)
Therefore, we can rewrite the structural equations as follows
[V,E1] = E2,
[V,E2] = −E1,
[E1, E2] = (K ◦ pi)V − h1E1 − h2E2. (3.90)
If the connection 1-form ϕ = ψ, that is the Riemannian connection, the structural
equations above are reduced to
[E1, E2] = (K ◦ pi)V. (3.91)
In this case, the smooth function K is called the curvature function for the
Riemannian connection 1-form ψ.
Next, we discuss the interpretation of that curvature on M . By the definition
of Lie bracket ([do Carmo2, 1992]), notice that [E1, E2](vp) is a tangent vector to
the curve that passes through vp ∈ SM , which is obtained by following the integral
curves of E1 and E2 forward and then backward through some parameter distances
√
s. If we project it down to M , we obtain a rectangular-shaped figure which is
almost closed on M . Since [E1, E2](vp) is vertical, this curve that passes through
p ∈M has zero tangent vector.
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Notice that the integral curves in SM are the horizontal lifts of the curves in
M . It means that those integral curves obtained by parallel translating a vector
vp around the curves in M . The endpoints of the curve that passes through vp
differ by a rotation g = eiθ in S1, that sends vp into its parallel translate around




the limit as s → 0 of the angle θ divided by the area of the rectangle will give us
the coefficient of V in the structural equation
[E1, E2] = (K ◦ pi)V, (3.92)
which is denoted by K(p). This phenomenon intuitively shows that the curva-
ture K on M measures the amount of rotation obtained in performing parallel
translation some vectors around small closed curves in M .
We state this phenomenon precisely in the following theorem.
Theorem 3.4.2. LetM be an oriented two dimensional Riemannian manifold. Let
S be an oriented 2-simplex in R2, and [S] denotes the union of S with its interior.
Let h : [S]→M be a smooth map from [S] to M . Let α be a closed broken smooth
curve in M , obtained by restricting h to ∂S. Then, the rotation obtained by parallel













Proof. Let S be a 2-simplex for some vertices v0, v1, v2 in R2. Denote oriented
1-simplices formed by vi and vj by ((vi, vj)), for all i, j = 0, 1, 2, where i 6= j.
Consider a unit vector (w0)h(v0) in Th(v0)M . Notice that the lines in [S] which are
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Figure 3.7: Commutative diagram of 2-simplex.
through v1 will cover [S], and hence their images under the map h will be curves
in M that cover h([S]). Let h˜ : [S] → SM be obtained by mapping each of these
curves into its horizontal lift in SM , through the point (w1)h(v1) in SM , which is
the parallel translate of (w0)h(v0) along the curve α|((v0,v1)) to h(v1). We know that













h˜∗((K ◦ pi)(ω1 ∧ ω2)).
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where β˜ = h˜|∂S. Next, let α˜ denote the horizontal lift of α through the point





Then, by Lemma (3.3.2), there is a function f : ((v2, v0))→ R, satisfying f(v2) = 0,
such that
β˜(t) = eif(t)α˜(t). (3.94)
On the other hand, α˜ is the horizontal lift of α, so that α˜(v0) is the parallel translate
of (w0)h(v0) around α. We know that
β˜(v0) = (w0)h(v0).
Therefore, eif(v0) is the rotation around α that maps α˜(v0) into (w0)h(v0). By the
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on ((v0, v1)) and ((v1, v2)). Notice that





















which is the angle of rotation around α that maps (w0)h(v0) into α˜(v0).






as S shrinks to zero and h(S) shrinks to p. Notice that we may have a nonzero
curvature on h([S]), say K > 0, but we still obtain a trivial rotation upon parallel
translation around α. This phenomenon happens if the total angle of rotation∫
S
h∗(KΩ) is an integer multiple of 2pi.
Recall that a finite set of simplexes Si in R2 is called a simplicial complex.
This set is not a topological space. However, the set of points S˜ of R2 that lie in
Si, for at least one i, can be topologised as a subspace topology of R2. Thus, S˜ ia a
topological space and it is called the polyhedron of S. IfM is a topological space,
we define a triangulation ofM as a pair (S, h), where S is a simplicial complex and
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h : S˜ →M is a homeomorphism. The topological space M which is equipped with
a triangulation is called a triangulated space. Furthermore, if M is a manifold
and h is a smooth map, then M is called a smoothly triangulated manifold.
Please consult [Maunder, 1996] and [Bertlmann, 2000] for further discussions on
simplicial complex and triangulation.
Definition 3.4.2. Let M be an oriented, connected, smoothly triangulated, two
dimensional Riemannian manifold. Let Si be 2-simplex inM which are consistently
oriented with M . That is, for any triangulation map h : S˜ →M and any 2-form σ
on M that gives its orientation, then the orientation of Si is given by the 2-form





which is called the fundamental cycle of M . Then, given any 2-form µ on M ,






Next, we consider the following two theorems.
Theorem 3.4.3. Let M be a smooth oriented two dimensional Riemannian mani-
fold. If the group of isometries of M is transitive, then M has constant curvature.
Theorem 3.4.4. (Gauss-Bonnet theorem) Let M be an oriented, connected,







where χ(M) denotes the Euler characteristic of M .
Proofs of these two theorems can be seen in [Singer, 1967].
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If we consider our Riemmanian manifold be the unit sphere S2, we have SO(3)
as the group of isometries of S2, and it acts transitively on S2. Thus, by this
theorem, we conclude that the curvature K of S2 is constant. It is clearly that
S2 is an oriented, connected, and smoothly triangulated manifold. Since the Euler





KΩ = 2. (3.98)




Ω = 4pi. (3.99)
Note that the integration on the left-hand side is equal to the area of the unit
sphere S2, that is 4pi, thus we conclude that K = 1. Therefore, for any 2-simplex
S on R2, which is mapped to a spherical triangle h(S) by a smooth map h, we
have the angle of rotation obtained by parallel translation around the boundary of






and hence it is equal to the area of the spherical triangle h(S).
Chapter 4
Rolling Ball
4.1 Motions of Rolling Ball
In this section, we discuss the kinematics of a ball that is rolling without slipping
or turning on a fixed plane. We assume that the ball has radius 1 and the plane
is the subset of R3 = {(x, y, z)| x, y, z ∈ R}, described by the equation z = −1.
Suppose the initial position of the centre of the ball is at the origin of the coordinate
system. Thus, throughout the motion, the coordinate of the centre of the ball is
given by X(t) = (x(t), y(t), 0), where x(0) = y(0) = 0. This equation defines the
trajectory X(t) in the xy−plane.
Figure 4.1: A unit ball that rolls on the plane z = −1.
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Denote the initial point of contact of the ball with the plane by p. Hence,
p = (0, 0,−1). (4.1)
Notice that the surface of the ball is a unit sphere S2.
No slipping condition means that there is no external translation throughout
the motion. Therefore, the translation suffered by the ball is just the one caused by
the rolling ball’s rotation. So, we conclude that the only motion done is rotation.
Suppose that the ball is rolling with the angular velocity in space ω(t). No turn-
ing condition means that there is no rotation about z−axis throughout the motion.
This implies that the angular velocity in space is constrained to be parallel to the
plane itself. In other words, the angular velocity in space has no z−component.
We can express the coordinates of ω(t) as
ω(t) = (ω1(t), ω2(t), 0). (4.2)
Furthermore, by referring to the coordinate of the centre of the ball, we have an
expression for the angular velocity in space as
ω(t) = (−y˙(t), x˙(t), 0). (4.3)
Let q be any point on the ball at the initial position. After the ball rolls for some
time τ , this point will lie at Q(τ) = (x(τ), y(τ), 0)+ g(τ)q, for some g(τ) ∈ SO(3).
In particular, the initial point of contact p between the ball and the plane z = −1
will lie at P (τ) = (x(τ), y(τ), 0) + g(τ)p.
On the other hand, we have the coordinate of the new point of contact is
u(τ) = (x(τ), y(τ),−1), and it satisfies the following equation
u(τ) = g−1(τ)p. (4.4)
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Figure 4.2: Motions of rolling ball after time τ .
The initial position vector of the point u(τ) is called the material coordinate of
p at time τ . Note that this condition holds for every time τ . Thus, by varying τ
in some interval in R, the set of points u(τ) determines the trajectory on the
sphere S2. In other words, the trajectory on the sphere is defined by the set of
all material coordinates of p for some interval of time.
Since there is no slipping throughout the motion, and the Lie group SE(3) is
homomorphic as a group to SO(3). Thus, we can reduce its configuration manifold
to SO(3), and the motion is the free rigid body motion, that is the rotation about
the centre of the ball. Thus, the trajectory u(t) can be redefined as follows
u(t) = g−1(t)p, (4.5)
for every time t, where p = (0, 0,−1) is fixed. Notice that since ‖p‖ = 1, we have
‖u(t)‖ = 1 for every time t.
Next, we calculate the time derivative of that trajectory u(t) to measure the
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Figure 4.3: Configuration manifold SO(3).
By using the identity given by Lemma 2.2.4, we obtain
u˙(t) = −g−1(t)g˙(t)g−1(t)p = −[Ω(t)]u(t). (4.7)
In other words, we have the relation
u˙(t) = u(t)× Ω(t). (4.8)
We now compute the magnitude of u˙(t) as follows
‖u˙(t)‖ = ‖u(t)× Ω(t)‖ = ‖u(t)‖‖Ω(t)‖ sin γ(t), (4.9)
where γ(t) is the angle between u(t) and Ω(t). On the other hand, equations (4.7)
and (4.1) also imply that
‖u˙(t)‖ = ‖ − g−1(t)(ω(t)× p)‖ = ‖ω(t)× p‖ = ‖ω(t)‖. (4.10)
Since ‖ω(t)‖ = ‖Ω(t)‖, we obtain the relation
‖u˙(t)‖ = ‖Ω(t)‖. (4.11)
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Therefore, by combining this fact with equation (4.9), we conclude that sin γ(t) = 1
for all t, and hence u(t) is orthogonal to Ω(t). In other words,
< u(t),Ω(t) > = 0, (4.12)
for every time t.
If u˙(t) 6= 0 for every time t, we know that u(t) is orthogonal to u˙(t) for any time
t. Thus, we can form an orthogonal basis {u(t), u˙(t), u(t)× u˙(t)} for R3. Therefore,
we can express Ω(t) in terms of this basis as follows
Ω(t) = a(t)u(t) + b(t)u˙(t) + c(t)(u(t)× u˙(t)), (4.13)
for some functions a, b, c : R→ R. Taking the inner product of this expression with
u(t) yields
< u(t),Ω(t) > = a(t). (4.14)
Equation (4.12) implies that a(t) = 0. Next, we take the cross product of Ω(t)
with u(t) from the left.
u(t)× Ω(t) = b(t)(u(t)× u˙(t)) + c(t)(u(t)× (u(t)× u˙(t))). (4.15)
Recall that from equation (4.8), u˙(t) = u(t)× Ω(t). Thus, we have
u˙(t) = b(t)(u(t)× u˙(t))− c(t)u˙(t). (4.16)
In other words,
(1 + c(t))u˙(t) = b(t)(u(t)× u˙(t)). (4.17)
It turns out that b(t) = 0 and 1 + c(t) = 0. Hence, c(t) = −1. Therefore, the
angular velocity in the body can be expressed as
Ω(t) = u˙(t)× u(t). (4.18)
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From the observations above, if the trajectory u(t) on S2 is given, we are able
to know the value of the angular velocity in the body for every time t. Next, we
shall see that we can also obtain the corresponding trajectory g(t) in SO(3)
and the corresponding angular velocity in space ω(t).
Recall that equation (2.83) gives us the fact that
g−1(t)g˙(t) = [Ω(t)]. (4.19)
Therefore, by multiplying both sides with g(t) from the left, we obtain a linear
ordinary differential equation as follows
g˙(t) = g(t)[Ω(t)], (4.20)
with initial condition g(0) = e. By solving this differential equation, we obtain
the trajectory g(t) in SO(3), and hence we also obtain the corresponding angular
velocity in space from equation (2.80), that is ω(t) = g(t)Ω(t) for every time t.
The trajectory X(t) in the xy-plane which is given by the position of the centre of
the ball for every time t is obtained by solving the following ordinary differential
equation








In conclusion, given any trajectory u(t) on the sphere, we are able to determine
the corresponding trajectory g(t) on the Lie group SO(3) and the corresponding
trajectory X(t) on the xy−plane.
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4.2 Optimal Trajectories
The next case that we are going to study is the case when we are given a trajectory
X(t) in the xy−plane. We are going to determine the corresponding trajectories in
SO(3) and S2. The trajectory in the plane that we are going to observe here is not
an arbitrary trajectory, but we impose a condition that this trajectory is a minimal
length trajectory. Otherwise, we would encounter many chaotic trajectories in the
plane, since there is more freedom of trajectories traced by the ball that rolls on
the plane, which is not interesting to observe.
We begin our study on this case by considering some particular pointm ∈ SO(3).
Since SO(3) is a connected Lie group, we always have trajectories connecting the
identity element e and that point m. In other words, we always have a class of
smooth curves g : [0, T ]→ SO(3), where g(0) = e and g(T ) = m.
We are interested to find the shortest curve in SO(3) connecting e and m
satisfying the ODE g˙(t) = [ω(t)]g(t). Such trajectories are called the optimal
trajectories in SO(3). So, we use the optimal control framework to find that
optimal trajectory.
Suppose g : [0, T ] → SO(3) is an optimal trajectory. Therefore, we call
[ω(t)] = g˙(t)g−1(t) the optimal angular velocity in space, and it is a curve lies
in the xy-plane. Therefore, the corresponding trajectory X(t) obtained by solving
equation (4.21) and it gives us an optimal trajectory in the xy-plane.
We shall apply the variational principle to encounter this problem. Consider
the variations δg(t) and δω(t) of the optimal trajectories in SO(3) and the optimal
angular velocity in the space respectively. Notice that δg(0) = δg(T ) = 0, since we
keep the endpoints e and m to be fixed.
Since we want to obtain a minimal length trajectory, we define the objective
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for all ω : [0, T ]→ R2. In other words, the optimal ω(t) is attained by minimising
this objective function.
Note that, for the variational angular velocity ω(t) + δω(t), we have the cor-
responding objective function J(ω + δω). To attain the optimality condition, we
should have
δJ = J(ω + δω)− J(ω) = 0. (4.24)
In other words, the condition that should be satisfied is
J(ω + δω) = J(ω). (4.25)
We now define the variation δl(t) as an element in so(3), using the variation δg(t)
as follows




















= δg˙(t)g−1(t)− [δl(t)][ω(t)]. (4.27)
4.2 Optimal Trajectories 74
On the other hand, we know that
[δω(t)] = δ(g˙(t)g−1(t))
= δg˙(t)g−1(t) + g˙(t)δ(g−1(t))
= δg˙(t)g−1 − g˙(t)g−1(t)δg(t)g−1(t)
= δg˙(t)g−1(t)− [ω(t)][δl(t)]. (4.28)







− [[ω(t)], [δl(t)]]. (4.29)
It follows from Lemma 2.2.3 that we have the following ODE
δω(t) = δl˙(t)− ω(t)× δl(t). (4.30)
Since the optimal angular velocity [ω(t)] = g˙(t)g−1(t), the equation above can be
written as
δω(t) = δl˙(t)− g˙(t)g−1(t)δl(t). (4.31)
By multiplying both sides by g−1(t) from the left, we have
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Notice that δg(0) = δg(T ) = 0 implies that δl(0) = δl(T ) = 0. Therefore, by
evaluating t at time T in equation (4.34), we have the following equation
δl(T ) = g(T )
∫ T
0
g−1(s)δω(s)ds = 0. (4.35)
We know that g(T ) = m is a fixed point in SO(3). Hence, by replacing the dummy
variable s with t, the following holds∫ T
0
g−1(t)δω(t)dt = 0. (4.36)
On the other hand, by equation (4.25), we know that the variation of objective











ω(t)T δω(t)dt = 0. (4.38)
In other words, we have ∫ T
0
ω(t)T δω(t)dt = 0. (4.39)
We can conclude that the condition in (4.36) implicates the condition of opti-
mality (4.39). In other words, the implication of g−1(t)δω(t) = 0 is ω(t)T δω(t) = 0.
Thus, we deduce that δω(t) is inside both kernel of g−1(t) and ω(t)T for every time
t.
Notice that we might assume that δω(t) lies in a subspace S of R3, and we
know that R3 is a Hilbert space, thus δω(t) is perpendicular to the subspace S⊥.
Therefore, for every D(t) ∈ S⊥, we have D(t)T δω(t) = 0. So, we have the following
relation
CTg−1(t) = ω(t)T +D(t)T , (4.40)
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for some constant vector C ∈ R3 and some D(t) ∈ S⊥. Observe that ω(t) lies in
the xy-plane, and so does δω(t). Therefore, the only possibility of the space S⊥
is the z-axis itself. This implies that D(t) = α(t)zˆ for some real function α(t),
where zˆ is a positive unit vector in the z-axis. Therefore, we have the following
relationship
ω(t) = g(t)C − α(t)zˆ. (4.41)
By taking time derivative on both sides, we obtain the following equations
ω˙(t) = g˙(t)C − α˙(t)zˆ
= g˙(t)g−1(t)g(t)C − α˙(t)zˆ
= [ω(t)](g(t)C)− α˙(t)zˆ.
By substituting the expression for g(t)C in equation (4.41) into this equation, we
obtain
ω˙(t) = ω(t)× (ω(t) + α(t)zˆ)− α˙(t)zˆ
= α(t)(ω(t)× zˆ)− α˙(t)zˆ. (4.42)
Notice that since ω(t) lies in the xy-plane, it can be written as
ω(t) = (ω1(t), ω2(t), 0). Hence, its time derivative ω˙(t) = (ω˙1(t), ω˙2(t), 0) does
also lie in the xy-plane. Therefore, ω˙(t) has no z component. This condition
implies that α˙(t) = 0 and hence, α(t) = α constant. Therefore,
ω˙(t) = α(ω(t)× zˆ). (4.43)










< ω(t), ω(t) >
= 2 < ω˙(t), ω(t) > . (4.44)
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The orthogonality of ω(t) with its time derivative implies that
< ω˙(t), ω(t) > = 0, (4.45)
and hence ‖ω(t)‖ is constant for all time t. Calculating the norm of ω˙(t) from
equation (4.43) gives us
‖ω˙(t)‖ = |α|‖ω(t)‖. (4.46)
Thus, the norm of ω˙(t) also remains constant for all time t.
Therefore, we can also express this angular velocity in terms of polar coordinates
as follows
ω(t) = (A cos θ(t), A sin θ(t), 0), (4.47)
for some constant A. By solving equation (4.21), we obtain that the trajectory in
the xy-plane has the form
X(t) = − 1
θ˙(t)
ω(t) +B, (4.48)
for some constant B. By the orthogonality of ω(t) to its time derivative for every
time t, we know that ω˙(t) is of this form
ω˙(t) = θ˙(t)Jω(t), (4.49)
where J is the complex structure matrix defined in equation (4.22). On the other
hand, we know that Jω(t) = zˆ × ω(t), therefore we conclude that θ˙(t) = −α, and
hence θ(t) = −αt + β for some real number β. Note that θ(t) changes linearly to
time, thus the optimal angular velocity ω(t) which is given by
ω(t) = (A cos(−αt+ β), A sin(−αt+ β), 0) (4.50)
and the optimal trajectory X(t) in the plane are both trajectories of circular arc,
for t = [0, T ].
4.2 Optimal Trajectories 78




0 0 A cos(−αt+ β)
0 0 −A sin(−αt+ β)
−A cos(−αt+ β) A sin(−αt+ β) 0
 g(t), (4.51)
with initial condition g(0) = e.
Remark 4.2.1. Notice that from the expression of optimal angular velocity in
space
ω(t) = (A cos(−αt+ β), A sin(−αt+ β), 0),
given the circular arc trajectory X(t) in the xy−plane, the value of α and β is
determined by the initial conditions of the motion, that is the initial position X(0)
and the initial velocity X˙(0).
The differential equation (4.51) is not easy to integrate directly to obtain the
closed formula for the solution g(t). But, if we use the result of the previous
chapter, that is the holonomy property, we could obtain the closed solution for
g(t). In the next chapter, we also develop the numerical integration using Matlab
to solve this differential equation.
To use the holonomy property, we need to determine the corresponding optimal
trajectory on the sphere. Observe that from equation (4.41), we also have the
expression of ω(t) as follows
ω(t) = g(t)C − αzˆ. (4.52)
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At time t = 0, we have g(0) = e. By evaluating the equation above at the initial







and hence its magnitude is
‖C‖ =
√
α2 + A2. (4.55)











is the i-th row vector of g(t), for every
i = 1, 2, 3. So, we have the inverse of the matrix g(t) as follows





It follows from equation (4.5) that the corresponding trajectory on the sphere is
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We can see that the optimal trajectory u(t) on the sphere is just determined by
the third row of the optimal trajectory g(t) in SO(3). It follows from equation
(4.53) that < g3(t), C > = α which induces the following equation
< u(t), C > = −α. (4.59)
Notice that for every time t, the angle ϕ between the trajectory u(t) on the sphere






















From the facts above, we conclude that the corresponding optimal trajectory
on the sphere u(t) lies in a plane Π which is perpendicular to a fixed vector C, and
form a cone of angle ϕ. Hence, that trajectory on the sphere lies in the intersection
between the plane Π with the sphere S2, which gives us a portion of a circle having
radius r.






The equation for the plane Π is determined by the vector C which is perpen-
dicular to it. Thus, C is a normal vector of Π, and hence its equation is given
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Figure 4.5: Optimal trajectory on the sphere.
by
(x, y, z) · C = p · C. (4.63)
Since C = (A cos β,A sin β, α) and p = (0, 0,−1) we obtain that
xA cos β + yA sin β + αz = −α. (4.64)
Therefore if α 6= 0, we have the equation for Π as follows
z = −1− A
α
(
x cos β + y sin β
)
. (4.65)
Remark 4.2.2. If α = 0, we have ω(t) = g(t)C and this vector lies in the
xy−plane. Recall that the instantaneous angular velocity in the body Ω(t) is
defined as follows
Ω(t) = g−1(t)ω(t).
Thus, we can conclude that in this case, C = Ω(t), of which implies that the
instantaneous angular velocity in the body is a constant vector for all time t. This
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fact gives us a condition that the trajectory in a plane is a line segment. On the
other hand, u(t) is perpendicular to Ω(t) for all time t, thus we could verify that









Since the plane Π passes through the initial point of contact (0, 0,−1), C must be
parallel to the xy−plane, and hence we obtain the trajectory on the sphere is a
portion of great circle of which connects the south pole and the north pole of the
ball. The equation for plane Π is given by
x cos β + y sin β = 0. (4.66)
If sin β 6= 0, we can write this equation as
y = −x cot β. (4.67)
Notice that the intersection of this plane with S2 is indeed a great circle. This
special case is not surprising since intuitively we have known that the corresponding
trajectory on S2 of a straight line is always a great circle.
Without loss of generality, we consider the optimal trajectory X(t) in the plane
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In this case, we have A = 1, α = 1
R
, and β = pi. Thus, we have
















Notice that C lies in the xz−plane. The expression for the angle ϕ is given by









Notice that the angle ϕ lies in the second quadrant, in other words, pi/2 ≤ ϕ ≤ pi.
The equation for the plane Π is given by
z = Rx− 1. (4.75)
Thus, this plane is perpendicular to the xz−plane, and hence it verifies that C is
indeed a vector lies in the xz−plane. Since ‖u˙(t)‖ = ‖ω(t)‖, we obtain that
‖u˙(t)‖ = 1. (4.76)
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Figure 4.6: Transformation of coordinate system.
Introduce a new coordinate system x′y′z′ by keeping the y−axis and the y′−axis
to be coincidence and rotating the x−axis and thez−axis about −yˆ anticlockwise
by angle pi − ϕ to obtain the x′−axis and the z′−axis respectively, where yˆ is the
positive unit vector in the y−axis.
Hence, we have the relationship between the xyz and the x′y′z′ coordinate
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cos(pi − ϕ) 0 sin(pi − ϕ)
0 1 0




− cosϕ 0 sinϕ
0 1 0
− sinϕ 0 − cosϕ
 . (4.78)
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and the equation for the optimal trajectory u′(t) as follows
u′(t) =





























By applying equation (4.77), we can verify that C = T −1(C ′) and we obtain the
expression for the trajectory u(t) with respect to the xyz−coordinate system, that
is


























The initial point of contact p′ with respect to the x′y′z′−coordinate system is
obtained by









Remark 4.2.3. In general case of any optimal angular velocity in space
ω(t) = (A cos(−αt + β), A sin(−αt + β), 0), we need to determine the angle be-
tween C = (A cos β,A sin β, α) and the xz−plane given by the angle between C
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and its projection onto the xz−plane. Next, we introduce the x′′y′′z′′−coordinate
system by rotating the ball such that C lies in the x′′z′′−plane. Let S be the
transformation matrix from the xyz−coordinate system to the x′′y′′z′′−coordinate
system. Thus, we can use the same method above to determine the trajectory u(t),
that is
u(t) = (S−1 ◦ T −1)(u′(t)),
and the initial point of contact in terms of the x′y′z′−coordinate system is given
by
p′ = (T ◦ S)(p).
Recall that the optimal trajectory in SO(3) is g : [0, T ]→ SO(3) where g(0) = e
and g(T ) = m. For every time t, denote the new point of contact by qt. Hence, we
have for the same interval of time as g(t), the corresponding optimal trajectory on
S2 is u : [0, T ] → S2 where u(0) = p and u(T ) = qT . Since u(t) = g−1(t)p for all
time t, we have qT = m
−1p.






























4.2 Optimal Trajectories 88
Figure 4.8: Area enclosed by the optimal and great circles trajectories.
Fix τ ∈ [0, T ]. Next, we connect each point p′ and q′τ with the south pole
S = (0, 0,−1) in a great circle trajectories. We also connect the points p′ and
q′τ in a great circle trajectory. Denote the great circle trajectory starting at q
′
τ and
ending at p′ by U ′(t) for t ∈ [0, τ ]. Recall that a great circle trajectory on S2 is
actually a geodesic connecting any two points on S2. We are going to determine
the area Aτ on S2 enclosed by the optimal trajectory u′(t) and the geodesic U ′(t).
Observe that the optimal trajectory and two geodesics connecting the south
pole give us a wedge of a cap of angle ητ and having height H = 1 − cos(pi − ϕ).








The angle ητ is determined by two position vectors
−−→
O′p′ = p′−O′ and−−→O′q′τ = q′τ −O′,
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Figure 4.9: The wedge formed by the optimal trajectory.













Thus, the area C(ητ ) of this wedge is given by the following equation
C(ητ ) = ητH







On the other hand, the three geodesic trajectories give us an isosceles spherical
triangle 4τ . Let λτ denote the arc length of great circle connecting p′ and q′τ .
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Therefore, λτ has an expression
λτ = cos
−1(< p′, q′τ >). (4.88)
Denote the angle before λτ by Λτ , and the other two equal angles by Θτ . Notice
that the arc length p̂′S and q̂′τS are given by the angles between p
′ and S, and q′τ
and S respectively, which are both equal to pi−ϕ. By the spherical Law of Cosines,




cos(pi − ϕ)− cosλτ cos(pi − ϕ)










We obtain the area A(4τ ) of the spherical triangle 4τ by
A(4τ ) = 2Θτ + Λτ − pi. (4.91)
Remark 4.2.4. If Θτ is a right angle, we obtain that Λτ = λτ . Thus,
A(4τ ) = λτ ,
which is the area of half of sector λτ . Therefore, the angle between p
′ and q′τ is the
same as the angle between two planes of the great circles connecting p′ and q′τ to
the south pole S. In other words, p′ and q′τ are parallel to tangent vectors at the
point of intersection between these two great circles.
Define the area Aτ enclosed by the optimal trajectory and the geodesic by
Aτ = |A(4τ )− C(ητ )|. (4.92)
Observe that if A(4τ ) − C(ητ ) is positive, we obtain a closed loop formed by the
optimal trajectory u′(t) from p′ to q′τ followed by the geodesic trajectory to come
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Figure 4.11: Holonomy of the unit sphere.
back to p′ has the same orientation as u′(t). If it is negative, the loop formed is
traced out in the opposite orientation with u′(t).
Let γ = U ′ ◦ u′, which is a closed loop based at p′. We can perform parallel
translation of the initial velocity vector u˙′(0) along the curve γ, and we obtain the
horizontal lift γ˜ on the circle bundle SS2. Therefore, by the result in the previous
chapter on holonomy, we obtained the fact that the angle of rotation that maps
u˙′(0) into its parallel translate around γ is equal to Aτ . Recall that this rotation
is a rotation in the tangent plane Tp′S
2, and this plane is perpendicular to the
position vector of p′. Therefore, the axis of that rotation is spanned by the unit
vector p′. We know that composition of two rotations is another unique rotation
about some axis by some particular angle. Thus, the composition of two rotations
that trace out u′ and U ′ is equal to the rotation around p′ by angle Aτ
Remark 4.2.5. If the optimal trajectory u′(t) traces out a full circle, we obtain
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that it is a closed trajectory whose initial and final position at p′. Thus, the geodesic
U ′(t) is just a single point p′. We obtain ητ = 2pi and hence, the area Aτ enclosed
by u′(t) and U ′(t) is equal to the area of the cap having height H = 1− cos(pi−ϕ).
Remark 4.2.6. If the optimal trajectory u′(t) traces out a half circle, we obtain
the angle Θ of the spherical geodesic triangle is equal to zero, since the geodesic
U ′(t) between p′ and q′τ coincides with the other two geodesic paths connecting p
′
and q′τ with the south pole S. Therefore, the area A(4τ ) is equal to zero, and
hence the area Aτ is equal to the area of the half cap, that is the cap when ητ = pi.
Remark 4.2.7. If the optimal trajectory u′(t) is also a geodesic, the angle ϕ
between u′(t) and C ′ is equal to pi/2, and U(t) = u−1(t) for every time t. Therefore,
we have the wedge of a cap of height H = 1, and the area of that wedge is equal
to the area of the spherical triangle 4τ .
Remark 4.2.8. If the optimal trajectory u′(t) traces out more than half of a circle,
we have a slightly different formula to obtain the area Aτ enclosed by the two
trajectories. Notice that from Figure 4.12, the area Aτ is the difference between
the area of the full cap and the small area Acτ on the back. In other words, Aτ is
equal to the sum of the wedge C(ητ ) and the area A(4τ ) of the geodesic triangle.
Observe that by symmetry, we have the area Aτ is invariant if we rotate the
ball, and hence it is invariant under the transformation of coordinates. Therefore,
after obtaining the value of that area, we can rotate the ball by transforming back
into the xyz− coordinate system and work on this frame instead.
Thus, we have g−1(τ) is the rotation that traces out the optimal trajectory u(t)
from p to qτ . Denote h(τ) as the rotation traces out the geodesic U(t) from qτ to
p. In other words, U(t) satisfies U(0) = qτ and U(τ) = p. Define the unit vector
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Figure 4.12: The case when the trajectory on the sphere traces out more than half
of a circle.
Figure 4.13: The wedge when ητ is greater than pi.




‖p× qτ‖ . (4.93)
Since p = (0, 0,−1) and express qτ as












Thus, we can see that nτ lies in the xy−plane. Let ζ be the angle between nτ and
the x−axis, measured from the positive x−axis in anticlockwise direction. Then,









Next, recall that exp([nτ ]θ) is an anticlockwise rotation by angle θ, about an
axis spanned by nτ . Thus, we can express the geodesic h(τ) as
h(τ) = exp(−[nτ ]λτ ), (4.96)
which is a clockwise rotation by an angle λτ , about the axis spanned by nτ . There-
fore, we obtain the value of U(t) at time t = τ as follows
U(τ) = h(τ)qτ
= exp(−[nτ ]λτ )qτ . (4.97)
Denote the rotation around p by angle Aτ by Rotp(Aτ ). Thus, we have the
relation
(h ◦ g−1)(τ) = Rotp(Aτ ). (4.98)
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Therefore, we can determine the optimal rotation g−1(τ) by
g−1(τ) = h−1(τ)(Rotp(Aτ ))
= exp([nτ ]λτ )Rotp(Aτ ). (4.99)
This expression is valid for all τ ∈ [0, T ]. Therefore, by changing the parameter τ
to the general parameter t, we obtain the fact that for every t ∈ [0, T ], the following
equation holds
g−1(t) = exp([nt]λt)Rotp(At). (4.100)













Recall that from the matrix expression in remark 2.2.1, we can express exp([nt]λt)
as the following matrix
n21(t)(1− cosλt) + cosλt n1(t)n2(t)(1− cosλt) n2(t) sinλt
n1(t)n2(t)(1− cosλt) n22(t)(1− cosλt) + cosλt −n1(t) sinλt
−n2(t) sinλt n1(t) sinλt cosλt
 . (4.101)





− sinAt cosAt 0
0 0 1
 . (4.102)
By multiplying the matrix expressions for exp([nt]λt) and Rotp(At) out, followed
by taking the transpose of the result, we obtain the matrix expression for g(t), that
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is the rotation that maps the point qt into p. Hence, the components of g(t) can
be expressed as follow
g11(t) = (n
2
1(t)(1− cosλt) + cosλt) cosAt − n1(t)n2(t)(1− cosλt) sinAt,
g12(t) = n1(t)n2(t)(1− cosλt) cosAt − (n22(t)(1− cosλt) + cosλt) sinAt,
g13(t) = −n2(t) sinλt cosAt +−n1(t) sinλt sinAt,
g21(t) = (n
2
1(t)(1− cosλt) + cosλt) sinAt + n1(t)n2(t)(1− cosλt) cosAt,
g22(t) = n1(t)n2(t)(1− cosλt) sinAt + (n22(t)(1− cosλt) + cosλt) cosAt
g23(t) = −n2(t) sinλt sinAt + n1(t) sinλt cosAt,
g31(t) = n2(t) sinλt
g32(t) = −n1(t) sinλt
g33(t) = cosλt. (4.103)
Alternatively, to get the expression for g(t), we can introduce a new coordinate
system x˜y˜z˜, by keeping the z˜−axis to be coincidence to the z−axis, and by rotating
the x−axis and the y−axis in anticlockwise direction about the positive z−axis by
angle ζ to obtain x˜ and y˜ axes. As a result, nt will lie in the x˜−axis. The relation













cos ζ − sin ζ 0
sin ζ cos ζ 0
0 0 1
 . (4.105)
In terms of these coordinates, by using the expression in the remark 2.2.1, we
can express the rotation around p by angle At as the rotation around negative
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− sinAt cosAt 0
0 0 1
 . (4.106)
The geodesic rotation, which is a clockwise rotation by angle λt, about the axis





0 − sinλt cosλt
 . (4.107)
















− cosλt sinAt cosλt cosAt − sinλt
− sinλt sinAt sinλt cosAt cosλt
 . (4.108)




cosAt − cosλt sinAt − sinλt sinAt
sinAt cosλt cosAt sinλt cosAt
0 − sinλt cosλt
 . (4.109)
Then, by applying a conjugation with P to the g˜(t), we obtain the expression for
g(t) in the xyz−coordinate system as follows
g(t) = P g˜(t)P−1, (4.110)
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which gives us the closed formula for the optimal rotation that maps a point qt to
p, for the corresponding circular arc trajectory in the xy−plane.
Chapter 5
Validation of The Formulae
5.1 Numerical Scheme To Compute The Optimal
Rotation
First, given an optimal trajectory X(t) in the xy−plane, which means that X(t)
is a planar circular arc trajectory. Consider the differential equation
g˙(t) = [ω(t)]g(t), (5.1)
with the initial condition g(0) = e and t ∈ [0, T ] for some fixed final time T . To
solve this equation numerically, we divide the time interval [0, T ] into N subinter-
vals. Then, let dt be a uniform increment of time t. Notice that the (i + 1)−th
time step ti+1 satisfies ti+1 = ti + dt, for every i = 1, 2, . . . N − 1.
To approximate the value of g(ti+1) using the value of g(ti), we use the Taylor
series expansion of g(t) generated at ti, and we truncate that series after the second
term. Hence we have
g(ti+1) ' g(ti) + dt g˙(ti). (5.2)
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5.2 Comparison in The Case R = 1 100
Notice that
dt g˙(ti) = dt g˙(ti)g
−1(ti)g(ti),
= dt [ω(ti)]g(ti). (5.3)
Therefore, we obtain that
g(ti+1) ' (I + [ω(ti)]dt)g(ti), (5.4)
where I is 3 × 3 identity matrix. Since the terms in the bracket is the first two
terms of the Taylor series expansion of exp([ω(ti)]dt) at zero, we can approximate
the value of g(ti+1) as follows
g(ti+1) ' exp([ω(ti)]dt)g(t). (5.5)
Thus, we develop the numerical scheme to validate our closed formula based
on this approximation. To compute the term exp([ω(ti)]dt), we use the matrix
expression for this exponentiation given by Proposition 2.2.1, that is
exp([ω(ti)]dt) = I + (sin dt)[ω(ti)] + (1− cos dt)[ω(ti)]2. (5.6)
The structure of the scheme is presented in the appendix C.
5.2 Comparison in The Case R = 1







which is a clockwise circular arc trajectory in the xy−plane, whose initial condition
is X(0) = (0, 0, 0). Set the final time T = pi/
√
2. We know that it is a trajectory
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Figure 5.1: Trajectory in the plane.
minimises the length of the angular velocity in space for all time t ∈ [0, pi/√2]. So,







for all t ∈ [0, pi/√2], which is also a clockwise circular arc trajectory in the
xy−plane. Its initial condition is ω(0) = (−1, 0, 0).
From the result on the previous chapter, since ω(t) = g(t)C − αzˆ, we obtain
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Figure 5.2: Trajectory of the angular velocity in space in the plane.
Therefore, it follows that the optimal trajectory u(t) on the sphere satisfies
< u(t), C > = −1, (5.10)
for every t ∈ [0, ] and the equation for the plane Π where the optimal trajectory
on the sphere lies is
z = x− 1. (5.11)





Thus, we have the transformation matrix from the xyz−coordinates into the










































The optimal trajectory on the sphere with respect to the xyz−coordinates is given
by
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Therefore, this trajectory traces out half of the circle on the plane Π. The height
of the plane Π is given by







The origin of the circle on Π is given by
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the following expressions
−−→




















O′q′T is equal to pi. Hence,
the area of the wedge C(ηT ) is obtained as follows






On the other hand, the angle λT between p
′ and q′T is determined by
λT = cos









cos(pi − ϕ)− cosλT cos(pi − ϕ)












ΛT = pi. (5.25)
The area A(4T ) of the spherical triangle is given by
A(4T ) = 2ΘT + ΛT − pi
= 0. (5.26)
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This result also verifies that the area of spherical triangle of a trajectory that
traces out the half of the circle, is equal to zero. Hence, the area AT enclosed by
the optimal trajectory u′(T ) and the great circle U ′(T ) is obtained as follows
AT = |C(ηT )− A(4T )|
= 0.9202. (5.27)






















Therefore, we can see that exp(−[nT ]λT ) is a clockwise rotation about the negative
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y−axis by angle λT = pi/2. Thus, we can express this rotation as follows


















On the other hand, Rotp(AT ) is an anticlockwise rotation about the negative







The inverse of the optimal rotation at the final time T is obtained by


















Hence, the optimal rotation that maps qT to p has an expression
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We can also use the alternative method to obtain the expression for g(T ) above.
Notice that nT = (0,−1, 0), thus the angle ζ between x−axis and nT is −pi/2.



























The matrix e˜xp([nT ]λT ) is an anticlockwise rotation about the x˜−axis by angle
λT = pi/2, thus it has an expression as follows



























On the other hand, R˜otp(AT ) is an anticlockwise rotation about the negative
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Therefore, by applying the conjugation with P to g˜(T ), we obtain







In conclusion, by using the direct expression for exp([nT ]λT ) and Rotp(AT ),
or by transforming to the new coordinate system to make the normal vector nT
lie in the x˜−axis, we obtain the same expression for g(T ). Therefore, both of the
methods are valid.
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Thus, these two equations agree.
Next, we use the Matlab programme to apply the numerical scheme that we
had developed to compute the optimal rotation at the final time T = pi/
√
2 by
solving numerically the differential equation
g˙(t) = [ω(t)]g(t), (5.42)
with initial condition g(0) = e, and t ∈ [0, pi/√2]. The result will be used to verify
the expression for g(T ) obtained above. Here, we perform the computation three
times, the first one we use 100 time steps, the second one we use 1000 time steps,
and the third one we use 10000 time steps.
% Simulation using one hundreds time steps
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% Simulation using one thousands time steps






% Simulation using ten thousands time steps






Notice that if we use 100 subintervals, some components in the numerical solu-
tion are still not good enough to approximate our closed form, but for 1000 subin-
tervals and 10000 subintervals, the values are close enough to the one obtained
by our closed formula. Therefore, this scheme converges to the closed formula ob-
tained by holonomy, but requires a very large number of time steps to meet the
convergence condition. This is the disadvantage caused by the truncated errors in
the scheme. Thus, it costs much longer running time to execute the programme.
However, it validates our closed formula.
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We present some other simulations for different final time T , that is when
T = pi
6








, and T = 2pi√
2
. Notice that when T = pi
6
, we have the
case when the trajectory on the sphere traces out less than half of a circle, while
the rest are the cases when it traces out more than half of a circle. In particular,
when T = 2pi√
2
, the trajectory traces out a full circle. The calculation using our
closed formula is done by Matlab programme, and hence there are some round-off
errors in the results. However, it does not cost too much running-time to execute
the programme. If we can minimise the round-off errors in the calculations, we will
obtain the best result to compute the optimal rotations since the formula to solve
the initial value problem g˙(t) = [ω(t)]g(t) is closed.
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% Simulation on some other final time T
% h = the optimal rotation computed by our closed formula
% g = the optimal rotation computed by the numerical integrator







































Lie Groups and Lie Algebras
In this appendix, we discuss some notions related to the concepts of Lie groups
and Lie algebras. These theories are introduced at the end of the nineteenth cen-
tury by Sophus Lie and used to treat many problems in Analysis and Geometry
in the local point of view. Only after the early of twentieth century, Lie’s the-
ory begins to be utilised in a global aspect, in works of E. Cartan and Weyl.
([Duistermaat and Kolk, 2000], [Gorbatsevich, 1997]).
Readers are advised to consult [Boothby, 1975], [Duistermaat and Kolk, 2000],
[Fegan, 1991], [Gorbatsevich, 1997], [Marsden et al., 1999], and [Sattinger, 1985]
to obtain a more detailed explanation on the theory of Lie groups, Lie algebras,
and their applications.
Definition A.1. A manifold M of dimension n, or n−manifold, is a topological
space satisfying the following properties
1. M is Hausdorff, which means that for every distinct elements p, q ∈ M ,
there are open neighbourhoods U and V of p and q respectively, such that
U ∩ V 6= ∅.
2. M is locally Euclidean of dimension n, which means that for every p ∈ M ,
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there is an open neighbourhood U of p and a homeomorphism
ϕ : U → ϕ(U) ⊆ Rn.
A pair (U,ϕ) is called a coordinate neighbourhood of p ∈M .
3. M has a countable basis of open sets.
Definition A.2. Let (U,ϕ) and (V, ψ) be two coordinate neighbourhoods of an
n−manifold M . These two coordinate neighbourhoods are Cr−compatible if the
condition U∩V 6= ∅ implies that the functions ϕ◦ψ−1 and ψ◦ϕ−1 are Cr−mappings
of the open sets ϕ(U ∩V ) and ψ(U ∩V ) of Rn. In other words, the functions which
give the change of coordinates are differentiable of class Cr.
Definition A.3. A Cr−structure on a topological manifold M is a family U =
{(Uα, ϕα)} of its coordinate neighbourhoods such that
1. U covers M .
2. For any α and β, the coordinate neighbourhoods (Uα, ϕα) and (Uβ, ϕβ) are
Cr−compatible.
3. If (V, ψ) is any coordinate neighbourhood ofM which is Cr−compatible with
every (Uα, ϕα) ∈ U , then (V, ψ) ∈ U .
Definition A.4. A Cr−manifold is a topological manifold together with a Cr−structure
on it.
Definition A.5. A Lie groupG is a group that at the same time is a C2−manifold,
provided that its multiplication map and its inversion are both C2−maps.
Fix a in a Lie group G. The map La(g) = ag and Ra(g) = ga, for every g ∈ G
are called the left translation and the right translation respectively, by a fixed
element a in G.
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In many books on Lie groups and differential geometry (e.g. [Boothby, 1975],
[Marsden et al., 1999]), we often use the stronger conditions to define a Lie group,
that is the differentiability of the manifold is of class C∞. Some other books
(e.g. [Fegan, 1991]) even requires the analytic condition which is stronger than
C∞−differentiability. Therefore, we often use the term ”smoothness” to generalise
the class of the differentiability.
Next, we discuss the concept of tangent space of an n dimensional smooth
manifold M . Without loss of generality, we assume that the smoothness here is
in the sense of C∞. We denote the collection of all smooth functions on M by
C∞(M).
Definition A.6. A tangent vector to an n−manifold M at p is a mapping Xp
from C∞(M) to R satisfying the following properties
1. Xp(f + g) = Xp(f) +Xp(g), for all f, g ∈ C∞(M),
2. Xp(fg) = Xp(f)g(p) + f(p)Xp(g), for all f, g ∈ C∞(M).
The set of all tangent vectors at p forms an n dimensional vector space TpM
which is called the tangent space of M at a point p. The set TM =
⋃
p TpM ,
which is the disjoint union over all points of the tangent vectors at each point,
is called the tangent bundle of M . One can refer to [Abraham et al., 2001] to
obtain the fact that the tangent bundle TM is a 2n−manifold.
Definition A.7. A (smooth) vector field X is a smooth mapping from M to
TM which is defined as X(p) = Xp ∈ TpM .
Notice that the smoothness of the map in the definition above is defined by the
smoothness of the coordinate representation of that map.
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Definition A.8. A smooth manifold M is called a parallelisable manifold if
there exists at least one non-vanishing smooth vector field on M .
Next, we define the extension of a vector field X as a map
X˜ : C∞(M)→ C∞(M),
given by
X˜(f)(p) = Xp(f),
for all f ∈ C∞(M) and p ∈M .
Notice that if we have two smooth manifolds M,N , and a smooth map
f :M → N , we can define the derivative of f ([Fegan, 1991]), that is
df : TM → TN,
by
df((X)(h)) = X(h ◦ f),
for every vector field X on M , and h ∈ C∞(M).
Recall that in a Lie group G, we have a left translation La : G → G, for any
fixed element a ∈ G. Thus, we have a class of vector fields on G given by the
following definition.
Definition A.9. A vector field X on a Lie group G is said to be left-invariant if
X ◦ La = dLa(X),
for all a ∈ G.
Define X (G) as the set of all left-invariant vector fields on G. Observe that
the map X 7→ X(e) defines a one to one correspondence between X (G) and the
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tangent space TeG at the identity of G. So, we conclude that X (G) is linearly
isomorphic to TeG.
We now discuss the definition of a Lie algebra.
Definition A.10. A Lie algebra g is a vector space which is equipped with a
multiplication operation of its elements as follows
1. It is bilinear over R:
[α1X1 + α2X2, Y ] = α1[X1, Y ] + α2[X2, Y ],
for all X1, X2, Y ∈ g , and α1, α2 ∈ R.
2. It is skew commutative:
[X, Y ] = −[Y,X],
for all X, Y ∈ g.
3. It satisfies the Jacobi identity:
[X, [Y, Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0,
for all X, Y, Z ∈ g.
The bilinear map satisfying the conditions above is called a Lie Bracket.
Please consult [Boothby, 1975] for a detailed explanation on Lie bracket. Next,
we define a bracket [. , .] of two vector fields on G, by
[X,Y ](p)(f) = X(p)(Y˜ (f))− Y (p)(X˜(f)),
for all X, Y ∈ X (G), p ∈ G, and f ∈ C∞(G). In [Fegan, 1991], it is shown that
the bracket [. , .] has the properties as a Lie Bracket. So, we obtain the algebraic
structure of X (G) as a Lie algebra. Since X (G) is isomorphic to TeG, we define
that TeG is a Lie algebra of G.
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Definition A.11. A one-parameter subgroup of G is a smooth group homo-
morphism φ : R→ G.
Definition A.12. The exponential map is a map
exp : g→ G,
defined by
exp(Xp) = φ(1),
where Xp ∈g and φ is a one-parameter subgroup of G.
The following definition relates the theory of vector fields on a smooth manifold
with the theory of differential equations.
Definition A.13. An integral curve of a vector field X is a smooth curve γ :







for every t ∈ I.
If we give an initial condition to the differential equation
γ˙(t) = X(γ(t)),
that is γ(0) = p ∈M , we obtain a unique solution in a neighbourhood of 0, denoted
by σ(t, p). This integral curve is called the (local) flow associated to the smooth
vector field X.
We now give a brief definition on a type of manifolds that we mainly use in
this thesis, which is called a Riemannian manifold. Readers are advised to consult
[Boothby, 1975], [do Carmo2, 1992], and [Morgan, 1998] for a detailed discussion
on Riemannian geometry.
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Definition A.14. A Riemannian metric is a field < . , . > of Cr−symmetric,
positive definite, bilinear forms on an n dimensional Cr−manifold M , that assigns
to every point p ∈M a bilinear map
< . , . >p : TpM × TpM → R,
such that for any coordinate neighbourhood (U,ϕ), the functions ϕij = < ei, ej >
which are defined by < . , . > and the coordinate frames e1, e2, . . . , en, are functions
of class Cr.
Definition A.15. A smooth manifold M on which defined a Riemannian metric
< . , . > is called a Riemannian manifold.
Definition A.16. A smooth manifold M is orientable if it is possible to define
a smooth n−form Ω on M , which is not zero at every point in M . In this case, M
is said to be oriented by the choice of Ω.
We end this appendix by citing the following theorems which are useful in the
theory of Lie groups, and we use in this thesis.
Theorem A.1. If G and H are Lie groups, then the direct product G×H is also
a Lie group.
Proof. See [Gorbatsevich, 1997].
Theorem A.2. Let H be a closed subgroup of a Lie group G, then H is a Lie
group.
Proof. See [Fegan, 1991].
Appendix B
Spherical Trigonometry
The unit sphere S2 is described by the equation
S2 = {x ∈ R3| ‖x‖ = 1}. (B.1)
For any two distinct points x and y in S2, we define the distance function d(x, y)
as follows
d(x, y) = cos−1(< x, y >). (B.2)
It is shown in [Ryan, 1997] that this function is non-negative, non-degenerate,
symmetric, and satisfies the triangle inequality, thus it is a metric on S2. The
geometric interpretation of this function is that the measure of the angle subtended
at the centre of S2 by the arc x̂y is equal to the arc length itself.
In section 3.2, we have discussed how to determine the area of any geodesic
triangle on S2. We now exhibit the trigonometric properties on this triangle to
derive the spherical Law of Sines and Cosines.
Let 4αβγ be a geodesic triangle with angles α, β, γ. Denote the vertices
correspond respectively to each angle by A, B, C. Next, let a be the length of the
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Figure B.1: Distance in spherical geometry.
Figure B.2: Geodesic triangle 4αβγ whose sides are a, b, and c.
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side B̂C, b be the length of ÂC, and c be the length of ÂB. Observe that
‖A×B‖2 = ‖A‖2‖B‖2− < A,B >2
= 1− cos2 c
= sin2 c. (B.3)
Therefore, we obtain the following relation
‖A×B‖ = sin c. (B.4)
By going on the similar way, we can derive that
‖A× C‖ = sin b,
‖B × C‖ = sin a. (B.5)









As we have mentioned in section 3.2, this radian measure is actually the angle
between the tangents to ÂB and ÂC at their point of intersection. Notice that
< A×B,A× C > = < B,C > − < A,C >< A,B >
= cos a− cos b cos c. (B.7)
Therefore, we have the spherical Law of Cosines
cosα =
cos a− cos b cos c
sin b sin c
. (B.8)
Similarly, we can derive that
cos β =
cos b− cos a cos c
sin a sin c
,
cos γ =
cos c− cos a cos b




1− cosα = cos(b− c)− cos a
sin b sin c
, (B.10)
and
1 + cosα =
cos a− cos(b+ c)
sin b sin c
. (B.11)
Hence,
sin2 α = (1 + cosα)(1− cosα)
=
[cos(b− c)− cos a][cos a− cos(b+ c)]
sin2 b sin2 c
. (B.12)
Recall that


























4 sin s sin(s− a) sin(s− b) sin(s− c)








sin s sin(s− a) sin(s− b) sin(s− c)
sin a sin b sin c
. (B.14)











which gives us the spherical Law of Sines.
In [Ryan, 1997] Theorem 38, it is stated that we have another version of the
spherical Law of Cosines, that is a counterpart where the roles of angles and sides
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are interchanged as follows
cos a =
cosα+ cos β cos γ
sin β sin γ
cos b =
cos β + cosα cos γ
sinα sin γ
cos c =
cos γ + cosα cos β
sinα sin β
. (B.16)
In conclusion, in every geodesic spherical triangle, the length of each sides are
completely determined by the radian measures of its angles.
Appendix C
Matlab Codes
function [X, W] = omega(R,a,b1,b2,c,t);
% function [X, W] = omega(R,a,b1,b2,c,t);
%
% Luis Tirtasanjaya Lioe, November 9, 2003
%
% Computes the centre position and angular velocity in space
% of a unit sphere that rolls, without slipping or turning,
% along a circular arc, centred at the origin in the xy-plane,
% this can be shown to be optimal in the sense of minimising the
% length of the path in the plane with specified rotation at
% the end of the path.
%
% Inputs :
% R = radius of the circle
% a = angular rate of motion in the plane
% b1 = the x - component of displacement from the origin
% b2 = the y - component of displacement from the origin
% c = initial phase of motion in the plane
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% t = row vector of samples over time interval
% Outputs :
% X (vector) = optimal trajectory in the plane (circular arc trajectory)
% W (vector) = optimal angular velocity in space
%
X = R*[cos(a*t’+c)+b1 sin(a*t’+c)+b2 0*t’];
W = -a*R*[cos(a*t’+c) sin(a*t’+c) 0*t’];
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function [G, g, u] = optimal(t,R,W);
% function [G, g, u] = optimal(t,R,W);
%
% Luis Tirtasanjaya Lioe, November 9, 2003
%
% Computes the rotation matrix g corresponds to the optimal
% angular velocity in space of a unit sphere that rolls,
% without slipping or turning.
%
% Inputs :
% t = row vector of samples over time interval
% R = radius of the trajectory in the plane X(t)
% W = optimal angular velocity in space
%
% Outputs :
% g = 3 x 3 optimal rotation matrix





G = [G, g];
N = max(size(t));
for i = 1:N-1
dt = t(i+1)-t(i);
A = [0 0 W(i,2); 0 0 -W(i,1); -W(i,2) W(i,1) 0];
A2 = A^2;
E = eye(3) + (sin(dt))*A + (1-(cos(dt)))*A2;
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g = E*g;
G = [G, g];
end
u = (R/(1+R^2))*[1-cos(r1*t’) sqrt(1+R^2)*sin(r1*t’) -R*cos(r1*t’)-(1/R)];
Matlab 132
function h = formula(T);
% function h = formula(T);
%
% Luis Tirtasanjaya Lioe, December 15, 2003
%
% Computes the optimal rotation at time T, using the closed formula
% obtained by the holonomy phenomenon. This scheme is used to perform
% the computation in the case the optimal trajectory in the plane X(t)
% has radius R = 1. It can be generalised to any circular arc trajectory
% in the plane. Some round-off errors occur in this scheme, since in this
% case the accuracy of the computations only until 4 digits.
%
% Input :
% T = Final time of the trajectories in the plane and on the sphere
%
% Output :
% h = 3 x 3 matrix of the optimal trajectory
%
p = [0 0 -1];
H = 1 - 1/sqrt(2);
q = .5 * [1-cos(sqrt(2)*T) sqrt(2)*sin(sqrt(2)*T) -cos(sqrt(2)*T)-1];
q1 = 1/sqrt(2) * [-cos(sqrt(2)*T) sin(sqrt(2)*T) -1];
O1 = -1/sqrt(2) * [0 0 1];
p1 = 1/sqrt(2) * [-1 0 -1];
P1 = p1 - O1;
Q1 = q1 - O1;
eta1 = acos(dot(P1,Q1)/(norm(P1)*norm(Q1)));




if T == pi/sqrt(2)
eta = eta1;
end
if T > pi/sqrt(2)
eta = 2*pi - eta1;
end
C = eta*H ;
l = acos(dot(p1,q1));
Theta = acos((cos(pi/4)-cos(l)*(cos(pi/4))) / (sin(l)*sin(pi/4)));
Lambda = acos((cos(l)-(cos(pi/4))^2)/(sin(pi/4)^2));
AT = 2*Theta + Lambda - pi;
if eta < pi
A = abs(AT - C);
end
if eta == pi
A = abs(AT - C);
end
if eta > pi
A = AT + C;
end
n = (cross(p,q));
N = [0 0 n(:,2); 0 0 -n(:,1); -n(:,2) n(:,1) 0];
N2 = N^2;
E = eye(3) + (sin(l))*N + (1-(cos(l)))*N2;
R = [cos(abs(A)) sin(abs(A)) 0 ; -sin(abs(A)) cos(abs(A)) 0 ; 0 0 1];
h = (E*R)’;
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Abstract
In this thesis, we observe the role of non-holonomic constraints imposed on the
unit ball that rolls in the plane without slipping or turning. These constraints
implicate a holonomy phenomenon. We want to determine the optimal motions of
that rolling ball. The optimal rotations that describe the optimal motions satisfy
a differential equation which is not directly integrable in general. Using holonomy,
we obtain closed formulae for the optimal motions. In the last part of this thesis,
we develop a numerical scheme to compute the optimal rotations numerically and
to validate our closed form solutions.
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