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Abstract
Maximum distance separable (MDS) codes have special properties that give them excellent error correcting capabilities. Counting
the number of q-ary MDS codes of length n and distance d, denoted by Dq(n, d)MDS, is a very hard problem. This paper shows that
for d = 2, it amounts to counting the number of (n− 1)-dimensional Latin hypercubes of order q. Thus, Dq(3, 2)MDS is the number
of Latin squares of order q, which is known only for a few values of q. This paper proves constructively thatD3(n, 2)MDS=6 ·2n−2.
© 2006 Elsevier B.V. All rights reserved.
1. Introduction
The binary parity check code is a popularly known error detection code: by adding one redundant parity bit that
increases the minimum Hamming distance d from 1 to 2, a set of distinct 2k binary strings of length k become binary
parity check codewords of length n=k+1. This means that any two codewords in the set differ in at least two positions.
The binary parity check code is a primary example of a special class of codes called themaximum distance separable
(MDS) codes, which have many special properties [1].
First, they obey the Singleton theorem [3], which requires the code’s minimum distance not to exceed the number
of its redundant symbols r by more than one. For the binary parity check code, d = r + 1 = 2. Second, they map all
the qk elements of q-ary strings of length k into codewords. The binary parity check code also has this property. As a
result, MDS codewords populate the code space very uniformly with maximum distance possible—two very desirable
properties for error correcting codes.
What is the number Dq(n, d)MDS of q-ary MDS codes of length n and minimum distance d? For q = 2, it is well
known that if d > 2, D2(n, d)MDS = 0 for n>d + 1, while D2(n, d)MDS = 2 for n = d + 1 (the repetition code), and
D2(n, 2)MDS = 2 (the even and odd parity check codes). We prove that, in general, Dq(n>d + 1, d > q)MDS = 0.
The number Dq(n, d)MDS is extremely hard to calculate. This paper shows that Dq(n, 2)MDS is the number of
(n− 1)-dimensional Latin hypercubes of order q. Hence Dq(3, 2)MDS is the number of Latin squares of order q, which
is known only for a few q’s [4]. No closed-form formula is known and in fact, for q = 6, . . . , 11, Dq(3, 2)MDS has
9, 14, 21, 28, 37, and 48 digits! Is there any hope at all for calculating Dq > 2(n, d)MDS?
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This paper shows that for ternary codes, D3(n, 2)MDS has an unexpectedly simple closed-form formula of 6 · 2n−2.
The proof outlined here is constructive, providing a simple procedure to build ternary MDS codes of length n and
Hamming distance 2.
2. Deﬁnitions
We begin by deﬁning a hypercube. While we can extend the deﬁnition for Latin cubes in [2], we recursively deﬁne a
hypercube of dimension n in terms of hypercubes of lower dimensions because the proofs of our main results use this
recursively deﬁned structure.
Deﬁnition 1. A dimension-n hypercube (or an n-cube) an ∈ Hn over the q-ary alphabet Q = {0, 1, . . . , q − 1} is a
multidimensional array deﬁned recursively as follows:
an = [bn−10 bn−11 · · · bn−1q−1], bn−10 , . . . , bn−1q−1 ∈Hn−1,
a1 = [b0b1 · · · bq−1], b0, . . . , bq−1 ∈ Q, (1)
whereHn denotes the space of all dimension-n hypercubes. The elements ofHn are arrays containing q hypercubes
of dimension n − 1. Hypercubes of dimension 0 are simply alphabet symbols in Q. We denote bn−10 by an[0], i.e., the
0th element of an.The qn elements of an are denoted by an[i1][i2] · · · [in], or simply an[1, 2, . . . , in], ij ∈ Q.
Example 1. If q = 3, then Q= {0, 1, 2} andHn is the space of ternary hypercubes. Examples of 1-cubes (strips) are
a1 = [0 1 1], b1 = [2 0 1], and c1 = [2 2 2]. From Deﬁnition 1, we can construct 2-cubes (squares) by combining the
strips into an array.
For example, d2 = [c1 a1 c1] = [[2 2 2] [0 1 1] [2 2 2]], e2 = [a1 c1 b1] = [[0 1 1] [2 2 2] [2 0 1]], and f 2 = [a1b1c1] =
[[0 1 1] [2 0 1] [2 2 2 ]]. We can always build a square using nine symbols from Q, such as the square g2 =[[0 1 2] [2 0 1]
[1 2 0]].
Two hypercubes an and bn are equal if their elements are identical in all positions, i.e., an[1, 2, . . . , in] =
bn[1, 2, . . . , in]. Two hypercubes are different if they differ in one or more positions, and orthonormal if they dif-
fer in every positions. For the same reason, we deﬁned hypercubes recursively, we deﬁne orthonormality recursively
as follows:
Deﬁnition 2. Two n-cubes an and bn are orthonormal (⊥) if the hypercubes of dimension n − 1 that form an and bn
are also pairwise orthonormal.
an ⊥ bn ⇔ an[i] ⊥ bn[i], i = 0 · · · q − 1 and n> 1,
a1 ⊥ b1 ⇔ a1[i] = b1[i], i = 0 · · · q − 1. (2)
The recursive deﬁnition is terminatedbydeﬁning the orthonormality betweena1 andb1 as simple pairwise inequalities
between their elements.
Example 2. From Example 1, a1 ⊥ c1. None of the 2-cube pairs are orthonormal to each other. For example, d2 e2
because while d2[0] = c1 ⊥ a1 = e2[0] and d2[1] = a1 ⊥ c1 = e2[1], we note that d2[2] = c1 b1 = e2[2].
We are now ready to deﬁne Latin hypercubes. The recursive deﬁnitions for hypercubes and orthonormality lead to
a simple deﬁnition for Latin hypercubes. To illustrate why a recursive deﬁnition works, consider a 3 × 3 × 3 Latin
cube. The three “slices” along the height, width, and depth, are orthonormal 3× 3 squares. Along the height and width
of each square, there are three 3 × 1 orthonormal strips, which themselves contain no identical elements. Precisely, a
Latin hypercube is deﬁned as follows:
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Deﬁnition 3. A dimension-n Latin hypercube (or a Latin n-cube) an ∈ Ln over the q-ary alphabet Q is deﬁned
recursively as follows:
an ∈Ln ⇔ an[i] ⊥ an[j ], i = j, 0 i, jq − 1. (3)
HereLn denotes the space of all dimension-n Latin hypercubes. We call the elements ofL1,L2, andL3 Latin
strips, Latin squares, and Latin cubes, respectively.
Deﬁnition 4. Two Latin n-cubes an, bn ∈ Ln are orthonormal Latin cubes if and only if an ⊥ bn. Note that for
dimension n = 2, the deﬁnition should not be confused with the standard deﬁnition for orthogonal Latin squares of
order q. In this paper, we use the symbol n to denote the cube dimension, not the order, which we denote by q.
Example 3. Using the same cubes deﬁned in Example 1, we can see that b1 and g2 are Latin strips and squares,
respectively, while the others are not. We display the strips a1, b1, and c1; and the squares d2, e2, f 2, and g2 visually
below to show why this is so.
0 1 1 2 0 1 2 2 2 2 2 2
0 1 1
2 2 2
0 1 1
2 2 2
2 0 1
0 1 1
2 0 1
2 2 2
0 1 2
2 0 1
1 2 0
Clearly, a1 and c1 are not inL1 because they have identical elements 1 and 2, respectively. In contrast, the elements
of b1 are not identical, thus b1 ∈L1. Continuing with d2, we see that all its rows have identical elements. Rows 1 and
3 also have identical values at all three positions, therefore, d2 /∈L2. For e2, row 3 is not orthonormal with the ﬁrst
two rows, and row 2 contains identical elements, therefore e2 /∈L2.
We do not expect a different result with f 2, since its rows are simply the rows of e2 permuted. This brings us to the
last square g2, which we claim to be a Latin square. The rows (and columns) do not contain identical elements, and in
addition, the rows are orthonormal to each other. Therefore, g2 ∈L2.
Thinking of a 3×3×3 cube as a stack of three 3×3 squares, we can “shufﬂe” the stack in three different ways along
its height, width, and depth. The following deﬁnition generalizes the concept of shufﬂing to dimension-n hypercubes.
Deﬁnition 5. The ith coordinate left-cyclic shift operator (denoted by i) of an n-cube over Q are recursively deﬁned
as follows, with j ∈ {0, . . . , q − 1}:
bn =ian ⇔ bn[j ] =ian[j ], 1 i < n,
bn =nan ⇔ bn[j ] = an[j + 1mod q]. (4)
Similarly, the ith coordinate right-cyclic shift operator i is deﬁned as
bn =ian ⇔ bn[j ] =ian[j ], 1 i < n,
bn =nan ⇔ bn[j ] = an[j − 1mod q]. (5)
Notice that operating on an n-cube, the left- and right-cyclic shift operations (or and for short) does not change
the cube’s dimension. It merely shufﬂes the dimension n−1 elements if the shift is on the nth coordinate, or recursively
applies the shift to them if the shift is on the lower coordinates i < n.
Example 4. Let us show the effects of cyclic shift operations on the cubes from Example 1. For example, 1a1 =
1[0 1 1] = [1 1 0], while 1b1 =1[2 0 1] = [1 2 0], and 11b1 =11[2 0 1] =1[1 2 0] = [0 1 2] =1[2 0 1].
We will elaborate on the last equation that shows that  ≡ , and conversely  ≡ .
0 1 1
2 2 2
2 0 1
1
→
2
→
1
→
1 0 1
2 2 2
1 2 0
0 1 1
2 0 1
2 2 2
2 0 1
2 2 2
0 1 1
0 1 2
2 0 1
1 2 0
1 2 0
0 1 2
2 0 1
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Referring to the above visualization of the cubes,1e2=1[a1 c1 b1]=[1a11c11b1]=[1[0 1 1]1[2 2 2]1
[2 0 1]]=[[1 0 1] [2 2 2] [1 2 0]], and2f 2=2[a1b1c1]=[b1c1a1]=[[2 0 1] [2 2 2] [0 1 1]]. Finally,1g2=[1[0 1 2]
1[2 0 1]1[1 2 0]] = [[1 2 0] [0 1 2] [2 0 1]] =2g2.
3. Ternary Latin hypercubes
In this section, we focus on Latin hypercubes over an alphabet Q with q = 3. These ternary n-cubes are of special
interest to us because counting them is equivalent to counting the number of ternary MDS codes of length n + 1 and
minimum distance d = 2. First, an observation that along the nth axis, cyclically shifting the stack twice in a given
direction is the same as shifting it once in the opposite direction.
Lemma 1. For q = 3 and an ∈Hn, we have nnan =nan and nnan =nan.
Proof. From Deﬁnition 5, we have the following identities:
bn =nan ⇔ bn[j ] = an[j + 1mod q],
bn =nan ⇔ bn[j ] = an[j − 1mod q].
Applying the identities involving n to produce another n-cube cn, we get:
cn =nbn =nnan
⇔ cn[j ] = bn[j + 1mod q] =nan[j + 1mod q]
= an[j + 2mod q] = an[j − 1mod q]
⇔ cn =nan (6)
and the identities involving n, we also get:
cn =nbn =nnan
⇔ cn[j ] = bn[j − 1mod q] =nan[j − 1mod q]
= an[j − 2mod q] = an[j + 1mod q]
⇔ cn =nan. (7)
The last lines of Eqs. (6) and (7) conclude the proof that for q=3, the identitiesnnan=nan andnnan=nan
hold for all an ∈Hn. 
Next, an important observation that two orthonormal ternary Latin n-cubes can be created from any ternary Latin
n-cube by performing left- and right-cyclic shifts.
Lemma 2. If an, bn ∈Ln are two ternary Latin n-cubes. Then an ⊥ bn if and only if either bn =nan or bn =nan
(or similarly, an =nbn or an =nbn).
Proof. First, let us prove this for n = 1. There are only six distinct ternary Latin 1-cubes, the cube a1= [ 0 1 2] and
its permutations b1 = [ 0 2 1], c1= [ 1 0 2], d1= [ 1 2 0], e1= [ 2 0 1], f 1= [ 2 1 0]. By inspection, a1 ⊥ d1 ⊥ e1
and b1 ⊥ c1 ⊥ f 1.
Examining these orthonormal Latin 1-cubes, we see that, for example, d1 = 1a1 and a1 = 1e1, validating the
lemma for those pairs. The lemma also holds for other orthonormal pairs e1 = 1d1, c1 = 1b1, f 1 = 1b1, and
c1=1f 1. Obviously, we can reverse the above to obtain the following relationships: a1=1d1, e1=1a1, d1=1e1,
b1 =1c1, b1 =1f 1, and c1 =1f 1. Thus, the lemma holds for n = 1.
Next, we extend the proof to a general n by induction. First, assume:
an ⊥ bn ⇔ bn =nan or n an. (8)
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Now, we have to prove that the lemma is also true for any ternary Latin n + 1-cubes. For brevity, let us denote the
cube cn by c0, while ncn by c1, and n cn by c2. Similarly, we use the notations d0, d1, d2, e 0, e1, e2, f0, f1, f2, g0,
g1, g2, h0, h1, h2 to denote the Latin n-cubes cn, dn, en, f n, gn, hn and their left- and right-cyclic shifts.
First, let an+1 ⊥ bn+1, and also assume an+1 = [cn dn en] = [c0 d0 e0] and bn+1 = [f n gn hn] = [f0 g0 h0].
From the deﬁnition of a ternary Latin hypercube, we know that c0 ⊥ d0 ⊥ e0. Since c0 ⊥ d0 and c0, d0 ∈ Ln,
from Eq. (8) we know that either d0 = c1 or d0 = c2. Likewise, c0 ⊥ e0 implies that e 0 = c1 or e 0 = c2. Therefore,
an+1 = [c0 {c1, c2} {c1, c2}], with the choices for d0 and e0 in braces, resulting in four different choices for an+1.
With d0 ⊥ e0, the only two possible choices for an+1 are [c0 c1 c2] or [c0 c2 c1]. Similarly,bn+1 can only be either
[f0 f1 f2] or [f0 f2 f1].
an+1 = { [c0 c1 c2], [c0 c2 c1]} ⊥ { [f0 f1 f2], [f0 f2 f1 ]} = bn+1. (9)
Note that the two choices for an+1 have the same ﬁrst element c0. Likewise with bn+1, its two choices have the
same ﬁrst element f0. So let us analyze these ﬁrst elements. Since an+1 ⊥ bn+1, from the deﬁnition of orthonormality,
c0 ⊥ f0. But by our assumption in Eq. (8), this means f0 = {c1 c2}. Substituting into Eq. (9), we have eight choices:
a0 = [c0 c1 c2]
a1 = [c0 c2 c1]
}
= an+1 ⊥ bn+1 =
⎧⎪⎨
⎪⎩
[f0 = c1 f1 f2] = [c1 c2 c0] = b0,
[f0 = c1 f2 f1] = [c1 c0 c2] = b1,
[f0 = c2 f1 f2] = [c2 c0 c1] = b2,
[f0 = c2 f2 f1] = [c2 c1 c0] = b3.
Notice a0, the ﬁrst choice for an+1 and b1, the second choice for bn+1. Obviously, they are not orthonormal because
[c0 c1 c2] [c1 c0 c2] because their third elements c2 are identical. With further observation, we see that not only
a0 b3, but also a1 b0, and a1 b2, thus reducing the above equation into the two choices of equations below:
[c0 c1 c2] = an+1 ⊥ bn+1 = {[c1 c2 c0], [c2 c0 c1]} or
[c0 c2 c1] = an+1 ⊥ bn+1 = {[c1 c0 c2], [c2 c1 c0]}
which can be restated as follows:
an+1 ⊥ bn+1 = {n+1an+1 n+1an+1} or
an+1 ⊥ bn+1 = {n+1an+1 n+1an+1}.
The above equations are identical and equivalent to saying that if an+1 is orthonormal to bn+1, then bn+1 is either
n+1an+1, or n+1an+1. But this means the lemma also holds for n + 1-cubes, which completes the induction. The
proof for sufﬁciency is trivial and follows from the deﬁnition of a Latin n-cube. 
The previous lemma leads to an observation that a ternary Latin n-cube always consists of a ternary Latin n−1-cube
and its left- and right-cyclic shifts along the nth axis, as stated in the following corollary.
Corollary 1. Given an, bn, cn ∈ Ln and an+1 = [an bn cn] ∈ Ln+1, then either bn = n an and cn = n an; or
bn =n an and cn =n an. In other words, the elements of a Latin hypercube are cyclic shifts of each other.
Proof. From Deﬁnition 3, we know that the Latin n-cubes an, bn, and cn are orthonormal to each other, that is,
an ⊥ bn ⊥ cn. From Lemma 2, we know that an ⊥ bn implies bn = n an or bn = n an, and that an ⊥ cn implies
cn =n an or cn =n an.
Substituting the above choices for bn and cn into the expression for an+1 gives us four different choices for [an bn cn],
which are: [an nan nan], [an nan nan], [an nan nan], or [an nan nan].
Since an+1 is a Latin n-cube, then bn ⊥ cn, and by Lemma 2 the only valid choices for an+1 are: [an nan nan]
or [an nan nan]. 
What about cyclic-shifts along an axis other than the nth axis? The next lemma extends the previous result not only
to n and n but also to all i and i for 1 i < n. The lemma proves that surprisingly, they are equivalent to either
n and n!
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Lemma 3. Consider Sn, the space containing the 2n left- and right-cyclic shift operators i and i (1 in),
that can operate on ternary Latin n-cubes an ∈ Ln. The space Sn can be divided into two partitions Sn+ and Sn−,
represented by  and  (shorthands for n ∈Sn+ and n ∈Sn−, respectively).
Proof. We will prove this lemma by induction. First, let us prove that this lemma is true for ternary Latin 1-cubes.
The proof in this case is trivial because 1a1 =  a1 and similarly, 1a1 =  a1. Here,  a1 = na1 = 1a1 and
 a1 =na1 =1a1.
Next, assume that it is true for ternary Latin n-cubes, that is,i an = an or an; andi an = an or an. Then
it remains for us to prove that the lemma also holds for n + 1-Latin cubes to prove the lemma.
i an+1 =i [an0an1an2 ] where an1 =nan0 and an2 =nan0
= [ian0ian1ian2 ]
= [nan0an0nan0 ] or [nan0an0nan0 ]
=n+1[ an0nan0nan0 ] or n+1[ an0nan0nan0 ]
=n+1[ an0an1an2 ] or n+1[an0an1an2 ]
=n+1an+1 or n+1an+1
= an+1 or  an+1.
The ﬁrst line is from Corollary 1, while the secondline is from the deﬁnition of i for i < n. The third line uses the
assumption for ternary n-cubes where i =n or n, giving us eight different combinations of n and n.
The ﬁrst element of i an+1 can be nan0 or nan0 , then the next element can be nan1 = nnan0 = nan0 , or
nan1 =nnan0 = an0 , and similarly the third element can be nan2 =nnan0 = an0 , or nan2 =nnan0 =nan0 .
Still on the third line, the corollary stipulates that only two of the combinations are valid: [ nan0 an0 nan0 ], or[ nan0 an0 nan0 ]. In the remaining lines, we again use the deﬁnitions of cyclic-shift operators before proving that
indeedi is equivalent to eithern+1 orn+1. The proof fori is identical to the proof we just described fori . 
Finally, the theorem proving that there are 6 · 2n−1 ternary Latinn-cubes.
Theorem 1. |Ln| = 6 · 2n−1, that is, there are 6 · 2n−1 ternary Latin n-cubes. Factoring out symbol permutations, we
have a total of 6 · 2n−1/3! = 2n−1 Latin n-cubes.
Proof. Wewill prove this by induction. For n= 1, 2, and 3, the proof amounts to counting the numbers of permutations,
Latin squares, and Latin cubes of order 3.These numbers are well known [4] to be 3! = 6, 12, and 24, respectively. The
formula 6 · 2n−1 obviously agrees with these well-known results.
Suppose the formula also holds for ternary Latin n-cubes, i.e., there are a total of 6 · 2n−1 of distinct ani ∈Ln, with
i = 1, . . . , 6 · 2n−1. If we select one of these Latin n-cubes, from the corollary we know that we can generate exactly
two Latin n + 1-cubes [an  an an] and [an an  an]. Using the same procedure to all the distinct 6 · 2n−1 Latin
n-cubes to generate two distinct Latin n + 1-cubes, we are effectively creating 6 · 2n distinct Latin n + 1-cubes. 
4. Ternary Latin hypercubes and MDS codes
Deﬁnition 6. The q-ary (n, qk, d) MDS code is a set containing qk distinct codewords (q-ary vectors) of length n,
with the Hamming distance between any two codewords of d = n − k + 1.
If I is the set of q-ary vectors of length k (the information bits) and R is the set of q-ary vectors of length r = n − k
(the redundant bits) with |I | = qk and |R| = qr , then we can also deﬁne an (n, qk, d) MDS code as a bijection f from
I to R such that for distinct i1, i2 ∈ I , the pair (i1 f (i1)) and (i2 f (i2)) have a Hamming distance of d.
Theorem 2. For any (n, qk, d) MDS codes, dq.
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Proof. Consider I0 = {0k−1q | q ∈ Q}, the set of q-ary vectors of length k, all of which are preﬁxed with 0 ∈ Q in
the ﬁrst k − 1 coordinates. Obviously, |I0| = q. Also consider R0 = {qr | q ∈ Q}, the set of q-ary vectors of identical
symbols q ∈ Q of length r.
Next, consider a bijection f from I0 to R0. The code represented by f has a Hamming distance of r + 1. This is still
true for all the (q!)r different ways we can permute the symbols in each of the r coordinates of R0. Thus, the particular
f we chose above represents all variants of f that map q points in I0 into q points in R0 such that the minimum pairwise
distance of (if (i)) is r + 1.
From Deﬁnition 6, f does not represent an MDS code, because it only maps q vectors of length k, out of the qk
possible. To make f similar to an MDS code, we need to enlarge I0. Consider a vector i outsideI0. Without loss of
generality, let i have a distance one from one member i0 ∈ I0 and a distance two with the rest.
Since | i − i0| = 1, then to have d = r + 1, we must have |f (i) − f (i0)|r , which means f (i) must not match any
symbol in f (i0). However, there are only q symbols, thus rq − 1, or equivalently n − k + 1q, but, d = n − k + 1,
thus dq. 
Example 5. For example, {00000000, 00000001, 00000002} are the members of a ternary I0 with k = 8, and {0000,
1111,2222} is a ternary R0 with r = 4. If f is a mapping between I0 and R0, then (if (i)) has a distance of 5. The
distance is still the same even if we permute the symbols in the four coordinates of R0. However, as we pointed out in
Theorem 2, f does not represent an MDS code. We must enlarge I0 to cover all 38 vectors {00000000,…,22222222},
while maintaining the minimum distance d.
Suppose, we introduce 00000010 as i. This vector has a distance one with i0= 00000000, and two with the other
vectors in I0. If we want to have a distance of 5 between i and i0, we must map i to a vector of length r = 4 that is
different in all four positions from f (i0) = 0000. We cannot use the symbol 0, which leaves us only with 1 and 2. This
means the largest possible r is 2, therefore the maximum d is r + 1 = 3q = 3.
Theorem 3. An (n+1, qk, 2)MDS code is isomorphic to a Latin n-cube of order q, therefore there are 6 ·2n−1 distinct
(n + 1, 3n, 2) MDS codes.
Proof. From earlier results, we know that for an (n + 1, qk, 2) MDS code, k = n and r = 1. The bijection f for this
code maps vectors of length n in Qn to Q. Consider an isomorphism g that maps the qn points in the domain of f in Qn
into the qn positions of a Latin n-cube an. In addition, g also maps the range of f in Q into the values an[1, 2, . . . , in]
of an. The bijection relationship f still holds between the cube coordinate positions and the values contained therein.
With the result from Theorem 1, we prove that there are 6 · 2n−1 distinct (n + 1, 3n, 2) MDS codes. 
5. Experimental results
To conclude, we present the experimental result that veriﬁes the formula for the ﬁrst few values of n. We wrote a
program to verify that indeed there are 6 · 2n−1 Latin hypercubes of dimension n. The program iterates through all(
6·2n−2
3
)
triplets [an−1i an−1j an−1k ] and tests whether the elements meet the orthonormality requirement, i.e., whether
an−1i ⊥ an−1j ⊥ an−1k . If this requirement is met, then the triplet is a Latin n-cube. If not, the program moves on to the
next triplet until all triplets are tested. An output ﬁle is used to store all the Latin n-cubes found through the iteration.
n N = n − 1 D3(n, 2)MDS = 6 · 2n−2 = 3 · 2N A3(n, 2)MDS = 3n−1
2 1 6 3
3 2 12 9
4 3 24 27
5 4 48 81
6 5 96 243
7 6 192 729
8 7 384 2187
9 8 768 6561
10 9 1536 19 683
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The column headers require a little explanation. The symbol n in the ﬁrst column follows the convention for codeword
string length n in coding theory. The Latin hypercube dimension is denoted by N instead. The symbol D3(n, 2)MDS
denotes the maximum number of distinct ternary MDS codes with length n and minimum distance d = 2, while the
symbolA3(n, 2)MDS is themaximum number ofMDS codewords in a ternary codewith length n andminimum distance
d = 2.
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