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Abstract
In the last decades, the fast development of digital signal processing technology
has generated a growing interest on applications based on audio signals. Speech
classification and separation algorithms are essential in this context because, in
practical situations, the speech signal is degraded by background noise and other
interferences, which is a serious obstacle for certain applications. In this thesis,
we focus on the development of new classification and speech enhancement al-
gorithms based, explicitly or implicitly, on the fundamental frequency (F0). The
F0 of speech has a number of properties that enable speech discrimination from
the remaining signals in the acoustic scene, either by defining F0-based signal
features (for classification) or F0-based signal models (for separation).
In this thesis, we work in two different application scenarios. In the first one,
it is assumed that the algorithms must be implemented on digital hearing aids
which impose strong constrains in terms of computational capacity. We develop
an acoustic environment classification algorithm based on F0 to classify the in-
put signal into speech and nonspeech classes. The proposed pitch estimator is
able to determine the F0 of the input signal with low computational cost, while
maintaining a high speech/nonspeech classification accuracy. In addition, we also
focus on the problem of classifying the input signal on a frame-by-frame basis
for voiced speech detection, with the aim of developing a low-complexity speech
enhancement algorithm based on F0.
In a second scenario, we assume that the aforementioned limitations no longer
apply. In this case, we address the problem of speech and noise separation us-
ing compositional models and source-specific mathematical constrains. In recent
works, compositional modeling of audio with matrix decomposition algorithms,
most of them derived from nonnegative matrix factorization (NMF), has obtained
very good results in audio source separation, specially in music signals. Although
its application to speech has not been as explored as in music, the great potential
of these techniques is very promising. The proposed signal model, in conjunc-
tion with the developed regularized NMF, obtains better separation measures for
speech and noise separation than other NMF-based methods without the proposed
restrictions.
i
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Resumen
Durante las últimas décadas, el desarrollo de las tecnologías de procesado digital
de señal ha despertado un interés cada vez mayor por las aplicaciones basadas en
señales de audio. Los algoritmos de clasificación y separación de voz resultan
esenciales en este contexto, puesto que, en situaciones prácticas, la señal vocal
se encuentra afectada por ruido de fondo u otras interferencias, lo cual dificulta o
impide ciertas aplicaciones. Con esta tesis se pretende dar lugar a nuevos algo-
ritmos de clasificación y mejora de voz basados, explícita o implícitamente, en la
frecuencia fundamental (F0). La F0 de la voz posee unas propiedades que per-
miten la discriminación de esta fuente respecto al resto de señales de la escena
acústica, ya sea mediante la definición de características (para clasificación) o la
definición de modelos de señal (para separación).
En esta tesis se abordan dos escenarios de trabajo. En el primero, se supone
que los algoritmos deben implementarse en audífonos digitales, con las enormes
restricciones en capacidad computacional que ello conlleva. Se desarrolla un al-
goritmo de clasificación de entorno acústico basado en F0 capaz de clasificar la
señal en las clases voz y no-voz. El algoritmo propuesto consigue estimar la F0
de la señal utilizando un mínimo coste de recursos, sin alterar gravemente los re-
sultados de la clasificación. En segundo lugar, se aborda también el problema de
clasificar la señal de entrada trama a trama para la detección de voz sonora, con
objeto de desarrollar un algoritmo de mejora de voz de bajo coste basado en F0.
En un segundo escenario, se supone que no existen restricciones graves de
capacidad computacional. En este caso, se aborda el problema de la separación
de voz y ruido mediante el uso de modelos basados en patrones, con restricciones
específicas para voz y ruido. En la literatura reciente, modelos basados en pa-
trones junto con algoritmos de descomposición de matrices, casi todos basados
en nonnegative matrix factorization (NMF), han obtenido muy buenos resultados
en separación de fuentes sonoras, sobre todo en música. Aunque su aplicación a
señales de voz ha sido algo menos explorada, las posibilidades de estas técnicas
resultan prometedoras. El modelo propuesto, junto con un algoritmo de descom-
posición NMF con restricciones, permite separar voz y ruido obteniendo mejores
resultados que otros modelos basados en patrones sin las restricciones propuestas.
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Chapter 1
Introduction
The design of machines that are able to “listen” has been one of the most attractive
lines of research in the last years. Although human listeners are extraordinarily
skilled in identifying and focusing on speech sounds, even in adverse acoustic
conditions, these tasks are extremely challenging for machines. In real scenarios,
the speech waveform observed by a listener is altered by multiple factors, includ-
ing competing sources, environmental noises or degradations introduced by the
transmission channel. In these conditions, most of the speech processing knowl-
edge acquired for clean speech is not enough for practical applications, and new
techniques are required for handling degraded speech.
In this thesis, we are interested in developing classification and separation
techniques that are useful for speech enhancement. We can define speech en-
hancement as the set of operations aiming to improve the quality and intelligibil-
ity of the desired speech source, introducing some kind of technology between the
(possibly noisy) speech signal and the human listener. Nowadays, thanks to the
fast growth of digital systems, this technology for processing digital information
is ubiquitous, but the solutions in this field still require intensive research.
There are a great number of applications where speech enhancement and clas-
sification plays an important role. For example, in digital hearing aids, it is very
useful to automatically classify the acoustic environment surrounding the user.
When the presence of a speaker is detected, the device can activate a hearing pro-
gram to improve the perception of speech. On the other hand, if the input signal
is just noise, the device can select a more comfortable program, in order to avoid
the amplification of annoying sounds. In hands-free communication systems, the
signal reaching the microphone may suffer from a severe degradation, being not
intelligible or annoying for the listener at the other side of the communication
channel. Speech separation is also useful for restoring old or degraded record-
ings, for example, in surveillance systems.
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1.1 Speech and Fundamental Frequency
Although humans can produce a great variety of speech sounds, the shape of the
vocal tract and its mode of excitation are restricted, which enables to find common
properties to describe how speech is. Without necessarily knowing much about
the speech production process, we can observe several basic characteristics of the
speech signal by simply looking at a typical speech waveform, such as the one
depicted in Figure 1.1.
We observe that the speech signal
• is time variant
• is quasi-periodic in some segments (at voiced regions), has a stochastic
spectral character in other segments (at unvoiced regions) or is paused
• is quasi-stationary in time intervals of 5-25 ms, which implies that the vo-
cal tract shape (and, consequently, its transfer function) remain nearly un-
changed within this interval
• changes continuously and gradually, not abruptly.
These characteristics of the speech signal are determined by its generation
process, which originates in the lungs as the speaker exhales. Speech consists
of pressure waves that are created by the airflow passing through the vocal tract.
The vocal folds in the larynx can open and close quasi-periodically to interrupt
this airflow, resulting in voiced speech. Vowels are the most prominent examples
of this type of sound. Voiced speech is characterized by its periodicity, where
the frequency of the excitation provided by the vocal chords is known as the fun-
damental frequency. The periodicity of voiced speech gives rise to a spectrum
VoicedUnvoiced
12080400
ms
Figure 1.1: A speech waveform of unvoiced and voiced speech.
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Figure 1.2: A speech spectrogram and F0 contour.
containing harmonics at approximately multiples of the fundamental frequency
f0, placed at frequencies lf0, for integers l ≥ 1. These harmonics are known
as partials. It is worth noting that voiced segments are not perfectly periodic,
but locally quasi-periodic, which causes that the resulting spectrum is not purely
harmonic. For unvoiced speech, the vocal chords do not vibrate. Instead, the exci-
tation is provided by a turbulent airflow passing through a constriction in the vocal
tract, which gives to unvoiced phonemes a certain noisy characteristic. The posi-
tions of the other articulators in the vocal tract serve to filter the noisy excitation,
amplifying certain frequencies while attenuating others. The spectra for unvoiced
speech usually have a more or less flat shape, with prominence of high frequency
components.
In Figure 1.2, we can observe more properties of the speech spectrogram and
the fundamental frequency. As seen, the pitch produced by a speaker varies slowly
across time, according to the speaker’s intonation. In addition, as a consequence of
the alternation between voiced and unvoiced speech, the spectrum alternates har-
monic regions with not periodic regions which do not produce harmonics. When
the speech signal is corrupted by background noise, the speech spectrum still has
spectral spikes that are strongly marked, while the spectrogram of the background
noise has a tendency to be more flat, without significant spiky regions. Conse-
quently, detecting the harmonic parts of the spectrogram in a noisy background
can be viewed as searching for thin and harmonically distributed “islands” which
rise out of a “sea” of noise [110].
Obviously, the harmonic structure of the spectrum is not exclusive to speech
signals. Many other sounds, such as musical instruments, produce harmonics
at multiples of a fundamental frequency. However, the evolution across time of
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the pitch sequence is characteristic of speech, and presumably is a good cue for
discriminating (and separating) speech from other sounds. Some psychoacoustic
experiments demonstrate that the human auditory system employs the perceived
pitch not only for discriminating the target source from inharmonic noises, but
also from other harmonic interferences [25].
Consequently, when designing an algorithm for speech classification or sepa-
ration, we can take the following points into account:
• The pitch contour and the voiced/unvoiced behavior of speech can provide
useful features for speech classification.
• For speech separation, the employed speech model should have the typical
harmonic structure of speech, and the background model should have a non-
harmonic spectrogram or be prevented from having similar pitch evolution.
1.2 Scope of the Thesis
This thesis is focused on developing classification and separation algorithms for
speech signals affected by background noise. We have employed the pitch proper-
ties of speech signals to derive these algorithms. In this thesis, we intent to explore
two application scenarios:
• Ultra-low power devices, such as hearing aids, with restricted computational
capacity.
• Usual scenario without computational restrictions.
For both scenarios, we suppose that the background noise only contains envi-
ronmental sounds, and not a competing speech signal. No further assumptions are
made about the background noise or the speaker. The algorithms must work with
one channel signals. We can formulate the following objectives:
• Develop a sound classification algorithm for hearing aids able to, at least,
discriminate between speech and nonspeech classes, based on features ex-
tracted from F0.
• Develop a frame-by-frame voicing detection algorithm to separate speech
from background noise based on pitch and voicing decisions, and explore
its implementation on hearing aids.
• Explore decomposition algorithms based on compositional models to create
signal models for speech and background noise, with the aim of separating
both signals.
4
1.3 Scientific Contributions
Main scientific contributions of the thesis comprise:
• Formulation of the decimated difference function for estimating F0 in ultra-
low power devices, where the computational resources are very limited [P1].
• Definition of a dynamic threshold for the aperiodicity measure derived from
the difference function, enabling to detect voiced segments with this feature
in the presence of non-stationary noise [P2].
• Formulation of a compositional model based on mathematical constraints
that represent the properties of background noise in a generic way, and are
highly discriminative with respect to the typical shape and pitch evolution
of speech [P3].
Three publications are included in this thesis, summarized in the following
list. Chronological order of publishing is used.
[P1] Low-complexity F0-based Speech/Nonspeech Discrimination Approach
for Digital Hearing Aids
As mentioned earlier, digital hearing aids impose strong complexity and mem-
ory constraints on the development of signal processing algorithms, avoiding the
application of conventional solutions. This paper proposes a low-complexity ap-
proach for automatic speech/nonspeech classification in digital hearing aids, based
on an efficient estimation of the fundamental frequency. The proposed scheme
consists of two stages: analysis and classification. In the analysis stage, a set
of signal features derived from F0 are computed. Here, F0 is estimated using a
decimated version of the difference function, which considerably reduces the re-
quired number of operation per second with respect to the conventional difference
function. For the classification stage, two low-complexity classifiers are evalu-
ated: the C4.5 decision tree and a Multi-layer Perceptron (MLP), the MLP being
finally chosen because it provides the best classification accuracy rates and fits
to the typical computational and memory constraints of hearing devices. Finally,
a Hidden Markov Model (HMM) is used to provide some temporal context to
the decision sequence. To demonstrate the feasibility of its implementation in a
realistic hearing aid, the number of operations and memory requirements of the
algorithm are analyzed, and compared to the computational capacity of a realistic
processor for hearing aids. For the experiments, an audio database including clean
speech, noisy speech, music and noise signals has been used.
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[P2] Voicing Detection based on Adaptive Aperiodicity Thresholding for Speech
Enhancement in Non-stationary Noise
In this study, we present a novel voicing detection algorithm that employs the well-
known aperiodicity measure to detect voiced speech in signals contaminated with
non-stationary noise. The method computes a signal-adaptive decision threshold
which takes into account the current noise level, enabling voicing detection by
direct comparison with the extracted aperiodicity. This adaptive threshold is up-
dated at each frame by making a simple estimate of the current noise power, being
thus adapted to fluctuating noise conditions. Once the aperiodicity is computed,
the method only requires a small number of operations, and enables its imple-
mentation in challenging devices (such as hearing aids) if the difference function
is computed as proposed in [P1]. Evaluation over a database of speech sentences
degraded by several types of noise reveals that the proposed voicing classifier is
robust against different noises and signal-to-noise ratios. Additionally, to evaluate
the applicability of the method for speech enhancement, a simple F0-based speech
enhancement algorithm integrating the proposed classifier is implemented. The
system is shown to achieve competitive results, in terms of objective measures,
when compared with other well-known speech enhancement approaches.
[P3] CompositionalModel for Speech Denoising based on Source/Filter Speech
Representation and Smoothness/Sparseness Noise Constraints
This work presents a speech denoising algorithm based on a regularized non-
negative matrix factorization (NMF), in which several constraints are defined to
describe the background noise in a generic way. The observed spectrogram is
decomposed into four signal contributions: the voiced speech source and three
generic types of noise. The speech signal is represented by a source/filter model
which captures only voiced speech, where the filter bases are trained on a database
of individual phonemes (resulting in a small dictionary of phoneme envelopes)
and the source bases are pitch-related excitation patterns. The three remaining
terms represent the background noise as a sum of three different types of noise
(smooth noise, impulsive noise and pitched noise), where each type of noise
is characterized individually by imposing specific spectro-temporal constraints,
based on sparseness and smoothness restrictions. The method was evaluated
on the CHiME-3 development dataset and compared with conventional semi-
supervised NMF with sparse activations. Our experiments show that, with a sim-
ilar number of bases, source/filter modeling of speech in conjunction with the
proposed noise constraints produces better separation results than sparse training
of speech bases.
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1.4 Organization of the Thesis
The rest of the thesis is organized as follows. Chapter 2 introduces some funda-
mental concepts about audio classification, with special attention to classification
problems involving speech signals for enhancement. Techniques for fundamental
frequency estimation are also reviewed. Chapter 3 focuses on speech enhance-
ment techniques, including algorithms based on matrix decomposition and com-
positional models. Chapter 4 presents the conclusions of the work. Finally, the
articles published during the development of this thesis are included.
7
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Chapter 2
Speech Classification for
Enhancement Applications
2.1 Introduction
The general structure of an automatic sound classification system can be described
with the block diagram depicted in Figure 2.1. The basic idea is to categorize the
input signal into one of a set of possible output classes, according to a predefined
taxonomy. From the sound data, a number of relevant features are extracted which
are then classified by some sort of classification algorithm. Possible classification
errors may be corrected by an optional post-processing step, which also controls
the transient behavior of the algorithm. As an output, a label describing the class
of the signal is returned.
2 State of the Art in Sound Classification
2.1 Introduction
In this chapter, an overview is presented of the state of the art in sound classification. In the
literature, many sound classification algorithms are described, but only few are designed for
hearing instrument applications. Most of them are determined for other applications, such as
multimedia, and are only able to classify subsets of the classes that are desired for hearing
instruments, for example different music types, background noises or alarm signals.
The general structure of a sound classification system can be described with a block diagram,
as it is shown in Figure 2.1. From the sound data, a number of characteristic features are
extracted, which are then classified with some sort of pattern classifier. An optional post
processing step may correct possible classification outliers and control the transient behavior
of the algorithm. The output of the algorithms are the recognized sound classes.
Sound
Feature
Extraction
Pattern
Classifier
Post
Processing
Classes
Figure 2.1: General block diagram of a sound classification system.
In the following, five currently known methods for sound classification in hearing instruments
will be presented. Three of them are already exploited in commercial hearing instruments, the
analysis of the amplitude statistics by Ludvigsen (1993), the classification based on temporal
fluctuations and spectral form by Kates (1995) and further developed by Phonak (1999), and
the analysis of the modulation spectrum (Ostendorf et al., 1997). The two other algorithms are
also designed for hearing instruments, but not exploited so far (Feldbusch, 1998, and
Nordqvist, 2000).
The feature extraction blocks of the three already exploited approaches will be evaluated and
compared. It will be shown that they are related in that most of the features described in these
algorithms represent the amplitude modulations in the signal, and that this enables the
discrimination of speech signals from other sounds very well. A more detailed classification
of the acoustic environment is however hardly possible with these approaches.
Finally, a review of other sound classification algorithms is given. This includes procedures
for the classification of environmental noises, alarm signals, musical signals, music types, as
well as multimedia sounds. One of the multimedia classifiers, from Zhang and Kuo (1998,
Figure 2.1: Block diagram of an audio classification system.
The criterion upon which the signals are classified depends on the target ap-
plication, which also determines other properties of the system, such as decision
delay or computational complexity. For example, in a music database manager,
it is useful o organize audio collections by music genre. For an audio coder, the
optimal coding s heme an be sel cted if the system is able to identify the au-
dio at the input as speech or music. In the context of speech signals, automatic
speech recognition (ASR) can be viewed as a classification problem, in which the
input waveform is converted into a sequence of lexical units. In this thesis, we
are interested in classification problems that are, in some way, s ful for speech
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enhancement purposes. If the ultimate goal is to improve the speech signal per-
ceived by a listener, a classification algorithm can help in the process by selecting
the best enhancing approach at each moment or by setting certain parameters of
the enhancer. The following problems show why sound classification is useful for
speech enhancement.
Acoustic environment classification is a topic of great importance in digital hear-
ing aids [2, 12, 99]. According to the classifier decision, the device can
select the most appropriate amplification program to the detected acoustic
environment, thus increasing the comfort level. For instance, suppose that
the user is listening to a speaker in the presence or not of certain background
noise, such as in a conference or when watching television. In this situation,
the hearing aid should decide that it is worth amplifying the signal (for ex-
ample, by selecting a “speech amplification program”) in order to help the
user understand the message. On the contrary, if the user is embedded in
a noisy place, such as a traffic jam, the device should switch off the am-
plification program, thus avoiding to amplify unpleasant noises and saving
battery life. Detecting more specific acoustic environments, such as “mu-
sic”, “speech in noise”, “speech in quiet” or “speech in music”, is useful
when the device implements hearing programs targeted to those situations.
Voice activity detection (VAD) stands for locating speech segments from a noisy
input. Clearly, for enhancement applications, VAD can be used for updat-
ing noise models (from detected silence) and selecting speech segments for
further processing (possibly taking advantage of the acquired noise mod-
els). Since other sources may be active at amplitudes comparable to tar-
get speech, just observing the input signal activity does not suffice for ro-
bust VAD. Consequently, VAD remains as a complex classification problem
[142], specially if the noise is nonstationary or speech-like. VAD can be
viewed as a particular case of acoustic environment classification, in which
"speech" and "nonspeech" are the only considered options. One of the con-
tributions of this thesis is the design of a speech/nonspeech discrimination
system for hearing aids, based on features derived from fundamental fre-
quency [P1].
Voicing detection is the process of determining speech segments produced by vi-
bration of the vocal chords [1]. Unlike VAD, whose purpose is to determine
the presence of speech, either voiced or unvoiced, voicing detection focuses
only on voiced parts. Since voiced segments are more or less periodic,
this problem is often associated with fundamental frequency estimation, al-
though this is not always the case. Voiced detection is very useful for cer-
tain enhancement approaches, specially for those involving binary masking
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[65], comb filtering [20], harmonic tunneling [34] or sinusoidal synthesis
[68]. In this thesis, we propose a voicing detection algorithm based on a
single feature, the aperiodicity, whose computation is made robust against
nonstationary background noise [P2].
Classification and enhancement of speech signals can be viewed as closely re-
lated problems, in the sense that the solution of the former facilitates resolving the
later, and vice versa. A perfect speech separation reduces the classification prob-
lem to characterizing separated sources, whereas a perfect classification enables
to accurately approximate separation parameters and source signal models.
2.2 Feature Extraction
2.2.1 Signal Analysis
Digital audio signals are generally recorded as time-domain pulse-code modu-
lation (PCM) waveforms. In order to analyze the signal, the input waveform is
broken into small (possibly overlapping) short-term frames, also called analysis
windows. The temporal resolution of the system can be characterized by two
parameters, frame length and frame shift. The former defines the duration of
each frame. It is set to a value where the input can be assumed mostly station-
ary, which for speech may stand for 20–64 milliseconds. For classification, short
frame lengths (around 20–25 ms) are preferred for capturing rapid dynamics of
speech, whereas longer frames (around 64 ms) are often used in signal enhance-
ment, where slower transitions reduce audible artifacts from estimation errors.
Frame shift is the amount of input time advanced before extracting a new frame,
and is usually set to 50% or less of frame length. The difference of these two
values is frame overlap.
The input signal is usually transformed into a spectral domain, commonly
by Fourier analysis of the short-term frames. Before computing the short-time
Fourier transform (STFT), input frames are conventionally multiplied by a win-
dow function (e.g. Hann or Hamming window), in order to increase the sensitivity
to weaker spectral components. The sequence of short-term spectra over time is
called the spectrogram, denoted by X(t, f), where f is the frequency bin index
and t is the time-frame index. Other usual frequency-time representations are
obtained by filtering the time-domain signal with a filterbank of bandpass filters,
such as in the weighted overlapp-add (WOLA) analysis [24], common in hear-
ing aids, or the cochleagram [94], which is used for extracting auditory-based
features.
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In the previous introductory discussion, we have assumed that a set of features,
arranged as a feature vector c, represents the object to be classified as a whole. De-
pending on the portion of time represented by a feature vector, we can distinguish
two different approaches: frame-based feature vectors and texture-based feature
vectors. In the frame-based approach, a new feature vector is computed for each
frame or analysis window, hence representing the properties of the signal in por-
tions of 20–64 ms, as mentioned above. The frame-based approach is useful when
real-time classification is desired. However its major drawback is that it does not
allow to take into account other long-term characteristics of the signal that often
provide a better description of the different sound classes. While two signals, cor-
responding to different classes, may appear similar in a single frame, observing
their long-term behavior is more likely to bring out the characteristic patterns, en-
abling a robust discrimination. As a result, the concept of texture window was
introduced. A texture window is a long-term segment (in the range of seconds)
containing a number of analysis windows. In the texture-based approach, only
one feature vector for each texture window is generated. This feature vector is not
just the concatenation of the vectors obtained in each frame, but often statistical
measures of them, such as the mean or standard deviation. Also, certain features
only have sense for long-term signal segments, and are often defined from fea-
tures measured at each frame. For example, a feature describing properties of the
pitch contour of a signal can only be computed for an extended observation pe-
riod, based on consecutive frame-by-frame pitch estimations. When working with
texture windows, the temporal resolution of the classifier is defined by the texture
window length and the texture window shift parameters, both measured in number
of frames.
The texture-based approach is preferred in applications requiring an accurate
classification, and where the decision can be returned with a certain delay. For
instance, in the case of hearing aids, it is crucial to provide a robust and stable de-
cision, even if the system takes a few seconds in reacting to environment changes
[13, 99].
2.2.2 Signal Features
In order to classify an incoming signal, some measures or features are extracted
from it. A set of D features extracted from an analysis or texture window is rep-
resented as a D-dimensional vector c = [c1, c2, . . . , cD]T called feature vector.
The key point is that the chosen features must contain valuable information that
allows to properly distinguish among the considered classes. In other words, the
features should measure signal properties that tend to present distinguishable val-
ues among the different audio classes.
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In classification of signals affected by noise, there are two approaches for
extracting signal features. The first one consists in formulating features (or com-
binations of features) that are robust to background noise, such that the signals
pertaining to a certain class exhibit characteristic values for those features (or for
their combination) in both clean and noisy conditions. The second one is based on
performing some kind of preprocessing to estimate the effect of the noise before
extracting the features, which are then redefined to take into account this effect.
This preprocessing may be accomplished with noise estimation techniques (see
Section 3.2.5). There is an obvious third approach consisting in enhancing the
signal before extracting the features. However, in our study we are analyzing the
classification problem as a tool for resolving signal enhancement and not the other
way around.
Many signal features have been proposed in the literature for resolving the
problems outlined in Section 2.1. In the following, we overview some of the most
common of these features.
Timbral Features
These features provide numerical quantities measuring the spectral shape of the
signal. Probably, the most famous is the spectral centroid, defined in [115]. The
spectral centroid of a short-term spectrum X(t, f) is a measure of the center of
gravity of its energy distribution, and thus, it outlines if the spectrum contains a
majority of high or low frequencies. Higher centroid values correspond to spec-
tra skewed to the range of high frequencies. Due to its effectiveness to describe
the spectral shape, the centroid has often been used in audio classification tasks in-
cluding speech, noise and music classes [84, 129]. A similar feature is the spectral
rolloff, defined as the frequency below which 85% of the accumulated magnitudes
of the spectrum is concentrated. This measured was first proposed as a feature to
distinguish between voiced and unvoiced speech [115], since voiced frames tend
to have a lower rolloff. It has also been found useful for discriminating speech
from other sources, such as music [84]. The spectral flux is the average difference
between the magnitude spectra corresponding to successive frames of the STFT.
This feature is related to the amount of spectral local changes, being generally
higher for speech than for noise or music [87]. The voice2white parameter, pro-
posed in [54], is a measure of the energy inside the typical speech band (300–3600
Hz) with respect to the whole energy of the frame. Consequently, this feature is
useful for discriminating between speech and nonspeech signals. Features such
as the spectral flatness measure [66], the Renyi entropy [64] or the Shannon en-
tropy [106] measure the degree of randomness in the signal, and hence are also
adequate for speech and noise discrimination. In the time domain, the zero cross-
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ing rate counts the number of times that the signal amplitude changes sign during
the analysis window [129]. As with the previous features, it is also a measure of
noisiness.
Auditory-based Features
The overwhelming majority of speech recognition systems today, as well as many
classification algorithms, make use of features that are based on either Mel Fre-
quency Cepstral Coefficients (MFCCs) [26] or features based on perceptual linear
predictive (PLP) analysis of speech [59]. MFCCs are a compact representation
of the spectrum of an audio signal that takes into account the nonlinear human
perception of pitch. For the extraction of MFCCs, the FFT bins are combined
according to a set of triangular weighting functions that approximate the human
pitch perception as described by the Mel scale. This can be viewed as filtering
the spectrum with a filterbank of triangular bandpass filters, and then integrating
the output of each filter over the frequency. The filterbank usually consists of 40
filters, such that the 13 first filters (low frequencies, below 1 kHz) have linearly
spaced center frequencies, and the 27 last filters (high frequencies, above 1 kHz)
have logarithmically spaced center frequencies. The 40 filterbank output coeffi-
cients are log compressed, an a Discrete Cosine Transform (DCT) is applied to
decorrelate the coefficients, providing the so-called MFCCs. Usually, for classifi-
cation tasks, only the first coefficients (between 5 and 20 MFCCs) are useful for
obtaining a good performance. The cepstral computation can also be thought of
as a means to separate the effects of the excitation and frequency-shaping compo-
nents of the source-filter model of speech production.
The computation of the PLP coefficients is based on a somewhat different im-
plementation of similar principles. As in MFCC processing, the input spectrum is
weighted and integrated using a set of asymmetrical functions based of auditory
perception. In this case, these functions are spaced according to the Bark scale,
and are based on the auditory masking curves of [119]. The filter-bank output
values are weighted by a preemphasis step to simulate the sensitivity of hearing
(according to the equal-loudness curve), and the equalized values are raised to the
power of 0.33. The resulting spectrum is processed by linear prediction to obtain a
smoothed approximation based on all-pole modeling. Finally, cepstral coefficients
are obtained from the predictor coefficients by a recursion that is equivalent to the
logarithm of the all-pole model spectrum followed by an inverse Fourier trans-
form. PLP processing is also frequently used in conjunction with the RASTA
(relative spectral analysis) algorithm [60]. RASTA processing inserts a bandpass
filter after the compressed values that emerge from the preemphasis step, in or-
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der to model the tendency of the auditory periphery to emphasize the transient
portions of incoming signals.
The amplitude modulation spectrograms (AMS) are motivated by neurophys-
iological experiments on periodicity coding in the auditory cortex of mammals
[127]. The AMS representation is a two-dimensional feature which contains in-
formation about the prominent modulation frequencies for each center frequency.
Each complex coefficient of the FFT is considered as a function of time across
consecutive frames, i.e., as a band pass filtered complex time signal. The number
of bands is reduced to a few channels (between 3 and 15) by adding the FFT coeffi-
cients of neighboring bands, grouped according to a Bark scale. The signal in each
band is analyzed again by computing the Fourier transform, producing a modu-
lation spectrum for each channel. The modulation spectrum at each band is dis-
cretized into a few coefficients following a logarithmic scale. For voiced speech,
the AMS feature matrix exhibits vertical bars at the fundamental frequency and
its multiples, being useful for speech and noise discrimination.
Other features inspired on Auditory Scene Analysis measure properties related
to the onset/offset of sounds, frequency modulation, pitch or voicing [12]. Funda-
mental frequency has a great potential for characterizing speech signals, because
speech has a characteristic pitch behavior. Techniques for fundamental frequency
estimation are reviewed in Section 2.4, along with the pitch-based features em-
ployed in this thesis [P1] for speech/nonspeech discrimination in hearing aids.
Other Features
Certain features describe the signal regarding its dynamic energy properties, its
statistical behavior or its predictability [14]. Although the energy level of the sig-
nal in a single frame is irrelevant for classification, its long-term variation can pro-
vide useful information in distinguishing audio types. Several features have been
proposed to describe the smoothed trajectory of the signal level, often extracted
from texture windows. Some examples are the low energy rate, the evelope or
the loudness. The statistical behavior of the signal can be described mathemati-
cally by the central moments of its time-domain waveform, in features such as the
sample skewness or the sample kurtosis [14].
Another common feature in audio classification is derived from linear predic-
tion analysis. A P -order linear prediction of a sample x(n) is a prediction of
its amplitude value as a linear combination of its past P samples, in the form
a1x(n − 1) + a2x(n − 2) + . . . + aPx(n − P ). The ap coefficients are called
the Linear Prediction Coefficients (LPC), and can be obtained by one of several
algorithms proposed in the literature, which aim at obtaining a prediction error
as lowest as possible. One of these algorithms is the so-called autocorrelation
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method of autoregressive modeling [67]. The set of coefficients ap can be used
as a feature for classification, as well as the prediction error. Signals with sud-
den amplitude changes and high noise components are more likely to yield higher
values for the prediction error and vice versa.
Noise-adapted Features
A common approach in classification of signals degraded by noise is to redefine
classic features taking into account the estimated noise level or the long-term be-
havior of the features. Usually, the long-term behavior of a feature is a good
indication of its expected value in absence of speech. An example of this ap-
proach is used in the G.729B standard [5], which conducts a VAD decision on
every frame using four different parameters: a full-band energy difference, a low-
band energy difference, a differential spectral flux measure and a zero-crossing
rate difference. Essentially, these parameters are noise-adapted versions of classic
features (full-band energy, low-band energy, spectral flux and zero-crossing rate)
which are formulated as the difference between the parameter itself extracted in
the current frame and its long-term average. The long-term averages of the param-
eters are supposed to follow the changing nature of the background noise, and are
updated based on a first order autoregressive scheme only if the full-band energy
difference is less than a certain threshold.
A similar approach is applied in the ETSI advanced front-end (AFE) standard
[38], but using the logarithmic energy (and its long-term estimated mean) as a
unique feature. In this case, the VAD decision is based on a SNR threshold and
a hangover mechanism that updates the mean logarithmic energy. A more elab-
orate process is employed in the ETSI extended front-end standard [37]. Here,
the algorithm maintains an estimate of the noise energy spectrum (defined on a
mel frequency scale), and both a smoothed and long-term average version of the
signal espectrum. At each frame, the algorithm computes the deviation between
the smoothed signal spectrum and its long-term average, and the peak-to-average
ratio in the smoothed signal spectrum. Whenever these quantities are below a
threshold (which is an evidence of nonspeech), the noise spectrum is updated us-
ing a smoothing operator. The final feature for taking the VAD decision is the
estimated SNR. The algorithm also provides a voicing decision based on a pitch
estimator, in which the presence of pitch is determined from a correlation score
for each generated pitch candidate.
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2.3 Classification Algorithms
After the feature extraction process, a decision on the class to which the input
signal belongs to must be made based on the extracted features. This process is
performed by the classifying algorithm. The extracted feature vector c forms the
input to the classifier, and the output is the assignment of the input signal to one
of the C considered audio classes, denoted as wk, with k = 1, . . . , C.
From a graphical point of view, classifying means to find in which decision
region falls a given feature vector, and assigning to this vector the class wk corre-
sponding to the estimated region (see Figure 2.2). The goal of pattern recognition
is to use a set of available training samples to find decision boundaries that sepa-
rate the classes in an optimal way. In other words, in a training stage, the borders
between classes that provide the best discrimination for a given set of training vec-
tors (whose class is known) are found. Then, in the test stage, the trained classifier
can classify new unknown vectors according to the computed boundaries. Note
that the training stage is performed off-line, in a design phase, and not in the final
application.
This intuitive idea of classification can be expressed more formally as follows:
given a classification problem with C classes, a set of C discriminant functions
gk(c) is defined. Classification of a feature vector c consists of performing the
following operation:
Decide wi if gi(c) > gj(c) for all j 6= i. (2.1)
Thus, a classifier can be viewed as an algorithm that evaluates all discriminant
functions for a given feature vector and assigns the class corresponding to the
largest discriminant. The goal of the training phase is to derive this set of discrim-
inant functions.
Depending on the chosen approach for finding these functions, classifiers can
be grouped into generative classifiers and machine learning classifiers. The first
ones model the probability density function (pdf) of the feature set for each audio
class. In this case, classification can be interpreted as determining the probability
of each class for a given input vector, and selecting the class that produces the
highest probability. This type of classification algorithms include, among others
classifiers, Hidden Markov Models (HMMs), Gaussian Mixture Models (GMMs)
and, in general, all algorithms based on Bayesian classification. The advantage
of these classifiers is that they are relatively easy to train because the pdfs of the
feature set can be determined separately for each class. This training process in-
volves estimating the parameters of the pdfs, which usually follow well-known
and tractable mathematical expressions. For some algorithms, the pdf for cer-
tain features are completely known (including their parameters), and no training
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to a decision space.
is required. The major drawback of generative classifiers is, however, that they
demand to know the probability distributions for the feature set a priori.
Machine learning classifiers, on the other hand, determine the boundaries be-
tween classes without modeling the probabilities directly. Instead, they approxi-
mate the discriminant functions by connecting a set of operations in series, where
the parameters of these operations can be learned to achieve optimal class bound-
aries. Examples of these classifiers include Artificial Neural Networks, Support
Vector Machines or decision trees. Training this kind of algorithms can be a dif-
ficult task because it involves considering all audio classes at the same time, and
often demands the use of iterative algorithms which are not guaranteed to con-
verge to a good result. On the other hand, discriminative classifiers can be very
adequate when there is a large training set or a high number of features, and they
are the only option when the underlying pdfs are unknown.
2.3.1 Generative Classifiers
Bayesian Classification
As mentioned above, the central problem in statistical pattern recognition is find-
ing the set of discriminant functions for a classifier. The Bayes Decision Theory
describes the classification problem when the pdfs of the classes are known. The
pdf describing each class p(c|wk) is the conditional pdf of c given the class wk.
This quantity is also called the likelihood of the observed vector when hypoth-
esizing class wk. Besides, it should be noted that, in general, some classes in a
classification problem are more probable than others. Therefore, each class is also
associated with its a priori probability p(wk).
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In order to make a classification, we want to know how probable a class wk is,
given an observation c. This is the so-called a posteriori probability p(wk|c), and
its relationship to the class likelihood is provided by the Bayes Rule:
p(wk|c) = p(c|wk)p(wk)
p(c)
, (2.2)
where p(c) =
∑C
k=1 p(c|wk)p(wk). Consequently, for a given observation c, the
classifier will decide the class wk for which the posterior probability is highest,
thus obtaining the following decision rule:
Decide wi if p(wi|c) > p(wj|c) for all j 6= i. (2.3)
This decision rule is called the Maximum A Posteriori (MAP) criterion. Observe
that the term p(c) is only a scale factor and does not affect the decision. Then, we
can conclude that a MAP classifier is the one whose discriminant functions are
given by gk(c) = p(wk|c).
In many problems, all classes are equally probable a priori. In this case, the
p(wk) term is constant for all k and therefore it does not affect the decision. Thus,
with equal priors, maximizing the posterior probabilities is the same as maximiz-
ing the likelihoods, obtaining the following rule:
Decide wi if p(c|wi) > p(c|wj) for all j 6= i, (2.4)
which is called the Maximum Likelihood (ML) criterion. To decide a class for
a given feature vector, we evaluate each conditional pdf and select the one that
provides a higher value. The discriminant functions of a ML classifier are gk(c) =
p(c|wk).
When the density forms of the classes are known, but their parameters are not,
it is necessary to use a parameter estimation technique in a training stage, using a
set of training feature vectors.
Gaussian Mixture Models
A Gaussian Mixture Model (GMM) represents the distribution of each class as a
weighted sum of gaussian densities. Hence, each class wk can be modeled as a
mixture model, obtaining class likelihoods of the following form:
p(c|wk) =
M∑
m=1
akmpkm(c), (2.5)
where M is the number of gaussians and akm are the weights of each gaussian.
The individual gaussian densities pkm(c) are called the components of the mixture,
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such that pkm(c) ∼ N(µkm,Σkm), where each component within each class has
its own mean vector µkm and covariance matrix Σkm.
Training a GMM is done by maximum likelihood (ML) parameter estimation,
in which the set of parameters of the gaussians θk = {akm,µkm,Σkm} is es-
timated by maximizing the likelihood of a giving training set. Suppose that a
training set consisting of J training samples cj is available for a given class wk.
ML estimation of θk consist of resolving the following problem:
θˆk = argmax
θk
J∏
j=1
p(cj|wk,θk), (2.6)
where now we have written the class density as p(c|wk,θk) to denote its depen-
dency of the set of parameters. Usually, this problem is accomplished by making
use of a so-called expectation-maximization (EM) algorithm [28]. This consists
of a set of iterations in which the parameters are updated in such a way that the
the criterion in (2.6) increases monotonically until a certain threshold is reached.
Hidden Markov Models
So far we have assumed that, given a single feature vector c, the system takes an
immediate decision on the signal class. However, in many classification problems,
it is necessary to observe a sequence of measurements through time, c0, c1, . . ., in
order to make a reliable decision. A clear example is seen in speech recognition,
in which the decision about the word or phoneme pronounced by a speaker must
be made after observing a sequence of vectors. In these cases, an audio class is
not only defined by characteristic values of the feature vectors, but also by their
progression through time. The most effective classifying tool for these situations
is based on a structure referred to as Hidden Markov Models (HMM) [104].
HMMs are statistical models of time-series data. An HMM models a time
series as having been generated by a process that goes through a series of states.
Depending on the problem, each state may correspond to a different sound class
or to a different phase within a certain sound class, in which case a different HMM
is defined for each possible class. Suppose that the model has Q different states,
denoted as qi, with i = 1, . . . , Q. Given a feature vector ct, the likelihood of this
vector supposing that the model is in the state qi at instant t is p(ct|qi,bi), where
bi is the set of parameters of the density function, and B = {b1,b2, . . . ,bQ}
is the global set of density parameters. The model is named hidden because the
sequence of states is not observable, but only the visible feature vectors, which
are supposed to be generated from the true sequence of states according to their
corresponding density functions. When in any state, the next state that the process
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Figure 2.3: Schematic illustration of a HMM. The four circles represent the states of the
HMM and the arrows represent allowed transitions. Each HMM state is associated with a
state output distribution as shown. The process progresses thorough a sequence of states.
At each visited state, it generates an observation by drawing from the corresponding state
output distribution.
will visit in the next time instant is determined stochastically, and is only depen-
dent on the current state. The transition probability can be defined as the matrix
A = {aij}ij , where aij is the probability of a transition from state qi to state qj .
Also, an initial state distribution pi = {pi1, pi2, . . . , piQ} is defined, where pii is the
probability that state qi is the first state in the state sequence. Graphically, the
progression of a HMM is represented in Figure 2.3.
The compact notation λ = (A,B,pi) is used to represent a HMM. The de-
sign of a HMM for an audio class includes choosing the number of states Q as
well as the density forms of the pdfs (e.g. GMMs), and estimate all the param-
eters using a training set. The most common parameter estimation procedure is
the Baum-Welch algorithm [71], based on expectation-maximization. In the test
stage, given a sequence of vectors c0, c1, . . ., all HMMs are evaluated to determine
their sequence of states, and the HMM (i.e. audio class) that produces the state
sequence with higher probability is chosen.
HMMs can also be useful as a post-processing stage, in order to incorporate
temporal information to the decision process. For example, each audio class can
be represented by a different state, such that the resulting state sequence can be
viewed as a smoothed decision sequence. In this case, the transition probabilities
must be chosen carefully to determine the steadiness of the system.
2.3.2 Machine Learning Classifiers
k-Nearest Neighbor Classifier
The k-nearest neighbor classifier, or k-NN, is essentially a distance-based clas-
sifier [32]. To obtain the class corresponding to a new vector c, the algorithm
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simply looks for its k nearest vectors (neighbors) in the training set, and weigh,
usually applying a majority rule, the class number they belong to.
For expressing this idea in a more formal way, let us consider a set of J training
samples cj organized into C different classes. The algorithm computes a distance
measure between c and each vector cj in the training set, and selects the k nearest
cj . This distance criterion is often based on the Euclidean distance, so the algo-
rithm computes J distances as dj = ||c − cj||. The classifier assigns the label
which is most frequent among the k nearest samples (according to distances dj).
Usually, choosing moderate values for k improves performance in comparison
with choosing simply the class of the nearest vector, because it yields smoother
decision boundaries and provides more probabilistic information. However, large
values for k can be detrimental, not only because of the increased computation
complexity, but because it destroys the locality of the estimation by considering
samples that are too far away. In addition, from a computational point of view,
a k-NN classifier requires to store all feature vectors of the training database in
order to compare the input vector with each training instance. Consequently, if the
classifier is implemented in a low-power device, such as a hearing aid, the number
of training samples J must be very limited, as well as the value for k.
Artificial Neural Networks
An artificial neural network [62] is a parallel, distributed information processing
structure consisting of a set of processing units, called neurons, interconnected
via unidirectional links called connections. Each neuron has one or more inputs
values and produces a single output which branches into one or more connections
to feed other neurons. The mathematical operation performed within each neuron
can be defined arbitrarily, with the restriction that it must be completely local; that
is, it must depend only on the current input values arriving at the neuron and on
values stored in the neuron’s local memory.
Among the multiple variations of neural networks, the most common is prob-
ably the multilayer perceptron (MLP). The basic architecture of a multilayer per-
ceptron consists of three layers of neurons (input, hidden and output layers) in
which each neuron in the hidden and output layers is interconnected with all the
neurons in the previous layer by links with adjustable weights. This type of neural
networks is commonly known as “feed-forward neural networks”, and is probably
the most popular and widely-used network in many practical implementations. It
has the advantage that there are good training algorithms to determine the param-
eters of the network, and the computational cost for classifying an input vector
is moderate and deterministic. It is worth mentioning that multilayer perceptrons
may have more than one hidden layer, but it has been shown that a single hidden
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layer is sufficient enough to approximate any function to arbitrary accuracy, given
a sufficient and finite number of neurons.
For a classification problem with C classes, in which the input feature vector
c = [c1, c2, . . . , cD]
T is composed of D features, the number of neurons in the
input layer is usually set to D, and the number of neurons in the output layer
is set to C. With this configuration, each neuron in the input layer is fed by a
single feature of the vector, and each neuron in the output layer produces the
probability value for a single class. The number of neurons in the hidden layer
M determines the complexity of the network, and must be designed carefully. If
too many hidden neurons are used, the capability to generalize will be poor; on
the contrary, if too few hidden neurons are considered, the training data cannot be
learned satisfactorily.
As mentioned before, each neuron in the input layer is connected to all the
neurons in the hidden layer, where each connection has an associated weight,
denoted as adm, with d = 1, . . . , D and m = 1, . . . ,M . The output value ym
produced by themth hidden neuron can be expressed as follows:
ym = f
(
D∑
d=1
cdadm + bm
)
, (2.7)
where bm is a parameter of the neuron and f(·) is the transfer function executed in
the neuron. This transfer function can take a variety of mathematical expressions,
but the most common in MLPs is the logarithmic sigmoid, with the form f(x) =
1/(1+e−x). The output neurons perform the same processing that the one in (2.7),
but they are fed by the values ym produced by the hidden neurons, and connected
to them by links with their corresponding weights.
In the training process, the weights of the network and the parameters of each
neuron are adjusted to approximate the desired function (i.e., to minimize the
classification error for the given training set). A variety of algorithms has been
proposed in the literature aiming at training multilayer perceptrons, including the
gradient descent, Gauss-Newton or Levenberg-Marquardt [8].
In the last years, deep neural networks (DNNs) have rapidly gained popularity
for resolving complex classification problems [63]. Proposed in 2006, DNNs en-
able to approximate discriminative functions with a large number of features and
training instances. Compared to the training methods of traditional deep mod-
els with a high number of hidden layers, DNNs can prevent over-fitting to the
training set via a special unsupervised pre-training procedure. Also, they can
express highly variant functions, discover the underlying regularity of multiple
features, and have strong generalization abilities. Recently, DNNs have received
much attention in the speech processing community, with successful applications
in speech recognition, natural language processing and classification [142].
23
2.4 Fundamental Frequency Estimation
A key property of many sounds, including speech and music, is the pitch. In the
context of music, the American Standard Association defines the term pitch as
that attribute of auditory sensation in terms of which sounds may be ordered on
a scale extending from low to high [3]. As such, the pitch of a sound is strictly
speaking a perceptual phenomenon, although it is caused by physical stimuli that
exhibit a certain behavior. Signals that cause the sensation of pitch are, broadly
speaking, that kind of signals that are well-described by a set of harmonically
related sinusoids, meaning that their frequencies are approximately integer multi-
ples of a fundamental frequency. In fact, we can say that pitch is the perceptual
correlate of the fundamental frequency of a signal, and is often described as “the
perceived fundamental frequency of a sound”. In the literature, however, it is com-
mon to use the terms pitch and fundamental frequency indistinctly, and we will do
so throughout the text.
Signals that have frequencies that are integer multiples of a fundamental fre-
quency can be represented using the following model for n = 0, . . . , N − 1:
x(n) =
L∑
l=1
Al cos(ω0ln+ φl). (2.8)
This signal model is often known as the harmonic model. The quantity ω0 is
the fundamental frequency and L is the number of harmonics, where the term
harmonic refers to each sinusoid in the sum of (2.8). Al > 0 and φl ∈ (−pi, pi)
are the amplitude and the phase of the lth harmonic, respectively. The amplitude
determines how dominant (or loud) a given harmonic is, while the phase can be
thought of as representing a time-shift of the harmonic, as we can express the
argument of the cosine function as ω0ln + φl = ω0l(n − nl), with nl = φlω0l .
The number of harmonics L can be any integer between 1 and pi/ω0, although
it is generally not possible to say in advance how many harmonics are going to
be present (in practice, however, it is assumed to be a known parameter). For
mathematical convenience, it is more usual to formulate the harmonic model in
terms of complex exponentials with the form ejw0ln. If the signal samples are
arranged into a vector x = [x(0), . . . , x(N − 1)]T, and the complex amplitudes
of the harmonics Alejφl are grouped in vector a = [A1ejφ1 , . . . , ALejφL ]T, we can
write the harmonic model as
x = Za, (2.9)
24
where Z is a matrix having a Vandermonde structure, being constructed from L
complex sinusoidal vectors as
Z =

1 1 · · · 1
ejw0 ejw02 · · · ejwL
...
...
. . .
...
ejw0(N−1) ejw02(N−1) · · · ejw0L(N−1)
 . (2.10)
We recall that for signals that can be expressed using (2.8) or (2.9), the pitch,
i.e., the perceptual phenomenon, and the fundamental frequency are the same. It
is interesting to note that, while an harmonic signal is comprised as a sum of a
number of individual components, these are perceived as being one object by the
human auditory system.
Functions that perfectly obey the harmonic model are periodic. In fact, any
periodic signal can be decomposed using the model in (2.8) or (2.9). Periodic
signals have the following property:
x(n) = x(n− τ), (2.11)
or, equivalently, x(n) = x(n + τ), where τ is the so-called pitch period, i.e.,
the smallest time interval over which the signal x(n) repeats itself, measured in
samples. It should be stressed that, while x(n) is defined for integers n, τ is not
generally an integer. In fact, since pitch is a continuous phenomenon, it is not
accurate to restrict τ to only integer values, although this is often done. The pitch
period (in samples) and the pitch ω0 are each others’ reciprocal, i.e., ω0 = 2pi/τ .
To express the fundamental frequency in Hz, denoted by f0, one must use the
relation ω0 = 2pif0/fs, where fs is the sampling frequency.
The signals generated by real-world sound sources are not strictly periodic;
instead, their cycles are slightly different from each other, and hence we can say
that practical signals are indeed pseudo-periodic signals. Additionally, in real-
world sounds the harmonics do not perfectly match their theoretical values at in-
teger multiples of ω0; instead, they depart somewhat from their ideal frequencies,
a phenomenon designated as inharmonicity. Also, in practical situations, the sig-
nal is affected by background noise, and hence the model must take into account
the presence of a stochastic, non predictable signal term. All these factors will
affect our ability to always estimate the fundamental frequency correctly, and so
the main challenge of a pitch estimator is to deal with these phenomena in a robust
way.
Pitch estimation is then the art of finding ω0 from an observed signal whose
characteristics are not known in detail, and where the signal may depart from pe-
riodicity (or harmonicity) in several ways. Many pitch estimation algorithms have
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been proposed in the literature. These may be divided into parametric and non-
parametric algorithms. While parametric algorithms assume an explicit model
for the noisy signal, for instance, the model in (2.8) for the source part, non-
parametric methods do not make such assumptions. At this point, it is worth
mentioning that the techniques reviewed here are limited to the single pitch case.
In many situations, like in most music or multi-speaker recordings, the signal
consists of many periodic sounds, in which case the signal is referred to as multi-
pitch signal. In this thesis, we do not address problems involving the estimation
of multiple fundamental frequencies, even though the model proposed in [P3] is
potentially able to represent multiple pitched sources. Anyway, note that some
methods reviewed here are extensible to multi-pitch estimation [23].
2.4.1 Non-Parametric Pitch Estimation
Non-parametric algorithms avoid using explicit signal models and identify the
pitch of a signal either from its periodicity in the time domain, its harmonic struc-
ture in the frequency domain, or from the periodicity of individual frequency bins
in the time-frequency domain.
Comb Filtering Method
An intuitive approach for finding ω0, or, equivalently, τ , is to use the relation in
(2.11) directly. To obtain an estimate of τ , we can simply subtract the right-hand
side of Equation (2.11) from the left-hand side, i.e., x(n)−x(n− τ) = 0 and then
choose the lowest τ for which this expression approximately holds. As stated
before, the signal may not be perfectly periodic but may be changing slowly, and
there will always be background noise present when dealing with real-life signals.
Consequently, the relation in (2.11) is only approximate, i.e., x(n) ≈ x(n− τ), so
we can instead measure the difference e(n) as x(n)−x(n− τ), which we can call
the modeling error. To allow for some variation of the amplitude of the signal, we
can also include a positive scale factor α close to 1 to account for this variation,
so that x(n) ≈ αx(n − τ), and define the modeling error in a more generic way
as
e(n) = x(n)− αx(n− τ). (2.12)
Taking the z-transform of this expression we get
E(z) = X(z)− αX(z)z−τ = X(z)(1− αz−τ ). (2.13)
From this, we see that the process of matching a signal with a delayed version of
itself can be seen as a filtering operation on x(n), where the output of the filter is
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the modeling error signal e(n), and the transfer function of the filter is
H(z) =
E(z)
X(z)
= 1− αz−τ . (2.14)
This mathematical structure is a well-known filter known as the inverse comb
filter. Analyzing the filter as a polynomial, we see that it has zeros located at a
distance of α from the origin at angles 2pik/τ , for k = 1, 2, . . . , τ . Essentially,
this filter suppresses signal components at frequencies 2pik/τ , which correspond
to the harmonic positions of a signal with period τ . Consequently, if the filter is
tuned to the fundamental frequency of the input signal, the output will be heavily
attenuated. In order to use the inverse comb filter to find an estimate of the pitch
period, we must apply this filter for several candidate τ values to our observed
signal x(n), and then somehow measure how large the output modeling error e(n)
is. An usual way of measuring the size of the error is using the mean squared error
(MSE), i.e.,
J(τ) =
1
N − τ
N−1∑
n=τ
e2(n). (2.15)
This metric is a function of τ , since we will get different errors for different τ
values. We then pick as our estimate the τ for which the cost function J(τ) is the
minimum, i.e.,
τˆ = argmin
τ
1
N − τ
N−1∑
n=τ
(x(n)− αx(n− τ))2 . (2.16)
Note that a suitable range over which to compute J(τ) must be chosen. For
speech, this would be τ values corresponding to fundamental frequencies from
60 to 440 Hz (τ from 18 to 133 samples for fs = 8 kHz). It is actually possible to
find an optimal α > 0 in the sense of the MSE, but it is not that critical, and one
can simply choose α to be close to 1 or even 1. The comb filtering approach has
a rich history for fundamental frequency estimation and related problems, such
as enhancement [96, 85]. In fact, the comb filtering analysis is the theoretical
foundation of all methods based on examining periodicity in the time domain (for
example, the autocorrelation), which are essentially particularizations or improve-
ments of the estimator in (2.16), as we will see.
Autocorrelation Method
Perhaps the most universally applied principle for pitch estimation is the so-called
autocorrelation method, which can be derived based on the comb filtering ap-
proach. Suppose that we are inspecting if the signal is perfectly periodic, so that
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α = 1 in (2.12). In that case, the modeling error for a given τ can be written as
e(n) = x(n)− x(n− τ). (2.17)
Inserting this expression into the definition of the MSE in (2.15), we obtain
J(τ) =
1
N − τ
N−1∑
n=τ
(x(n)− x(n− τ))2
=
1
N − τ
(
N−1∑
n=τ
x2(n) +
N−1∑
n=τ
x2(n− τ)− 2
N−1∑
n=τ
x(n)x(n− τ)
)
. (2.18)
From this, we can make a number of observations. The first term,
∑N−1
n=τ x
2(n), is
the power (or variance) of the signal x(n) and does not depend on τ . The second
term,
∑N−1
n=τ x
2(n − τ), which is the power of the signal x(n − τ), is essentially
equivalent to the first term, since we are assuming that the signal is stationary
within the segment under analysis, and hence the term can be supposed to be
constant with respect τ . The only part that actually changes with τ is:
R(τ) =
1
N − τ
N−1∑
n=τ
x(n)x(n− τ). (2.19)
This quantity is known in the signal processing field as the autocorrelation func-
tion (ACF). It is a function of τ , which is commonly referred to as the lag in this
context. For τ = 0, we get that R(0) = 1
N−τ
∑N−1
n=τ x
2(n), which is the power of
the signal. If the signal is perfectly periodic with period τ , then R(τ) = R(0).
Moreover, it can easily be shown that R(τ) ≤ R(0) for all τ , i.e., the highest
possible value of R(τ) that we can hope to obtain is the same as R(0), which is
reached for τ 6= 0 only if the signal is perfectly periodic. Consequently, the au-
tocorrelation function can be seen as a mean to measure the extent to which x(n)
and x(n− τ) are similar, leading to the following estimator:
τˆ = argmax
τ
1
N − τ
N−1∑
n=τ
x(n)x(n− τ). (2.20)
This estimator is known as the autocorrelation method [95, 48]. It is the most
commonly used principle for pitch estimation [126], and many variations of this
method has been introduced throughout the years, many of which basically boil
down to modifying (2.20) to different measures of the goodness of the fit, which
more generally can be written as
J(τ) =
(
1
N − τ
N−1∑
n=τ
(x(n)− x(n− τ))p
)1/p
. (2.21)
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For example, the so-called average magnitude difference function (AMDF) can be
obtained from this by setting p = 1 [108]. Similarly, the YIN algorithm is based
on the difference function with a number of modifications to decrease estimation
errors [27]. Other methods employ similar principles, even though they do not
use the ACF function explicitly. In [31, 93], instead of the ACF, the cross cor-
relation of two adjacent single-period waveform segments is used, giving better
time resolution at high pitch frequencies. Autocorrelation-based pitch detectors
perform well with a certain level of noise, since the ACF of an aperiodic noise
source typically falls off rapidly with lag [121], and the noise can be assumed
to be uncorrelated with the source signal. This robustness can be increased by
employing subsequent temporal continuity constrains or principles based on audi-
tory analysis. For example, in [97] the ACFs computed on a frame-by-frame basis
are stacked into a matrix in which high energy regions are detected. For each re-
gion, the system estimates a smooth pitch contour using Dynamic Time Warping
(DTW), and the correct contours are selected based on auditory principles.
The ACF function has also been used for measuring periodicity in approaches
employing an auditory-based front-end. Instead of taking the ACF of the full-
band signal, [109] uses an auditory filterbank to divide the signal into subbands.
In each low frequency band the ACF is calculated directly, while in the high fre-
quency bands, which normally include multiple harmonics, the ACF is taken from
the signal envelope. The advantage of this multiband approach is that subbands
that are dominated by noise (or lack a reliable ACF peak) can be deleted before
the subband ACFs are combined to give an overall pitch estimate. This idea has
been extended in [140] and later in [69], where multiple pitch candidates are ob-
tained from each frame, and a tracking algorithm based on a HMM is used to find
the optimal sequence of zero, one or two sources, thereby implicitly performing
voiced/voiceless discrimination.
The YIN Algorithm
The YIN algorithm proposed in [27] describes an extension of the difference func-
tion which provides two important advantages: first, a significant improvement in
pitch accuracy estimation, and second, a periodicity measure that enables to per-
form robust voicing detection in clean signals.
The difference function, which can be written as
d(τ) =
W∑
n=1
(x(n)− x(n+ τ))2 (2.22)
for a window lengthW , is zero at τ = 0 and often nonzero at the period because
of imperfect periodicity. Consequently, unless a lower limit is set on the search
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range, the algorithm will consistently choose the zero-lag dip instead of the period
dip, thus failing. In general, setting an upper frequency limit to reject erroneous
estimations near zero lag is a common problem in all ACF-based methods, and
it is difficult to find a successful value for all situations. For example, in speech
signals, a strong resonance at the first formant of speech might produce a series of
secondary dips, one of which might be deeper than the period dip. A lower limit
on the search range is not a satisfactory way of avoiding this problem because
the ranges of the formant and F0 are known to overlap. Moreover, as with other
methods based on temporal analysis, the difference function is also prone to octave
errors, because the integer multiples of the period (and doublings in particular,
i.e., half the F0) have sometimes higher influence in the function. The solution
proposed by YIN alleviates these problems by following these steps:
1. Replace the difference function by the cumulative mean normalized differ-
ence function, defined as
d ′(τ) =

1, if τ = 0
d(τ)
/[
(1/τ)
τ∑
j=1
d(j)
]
, if τ > 0.
(2.23)
This new function is obtained by dividing each value of the old function by
its average over shorter-lag values. It differs from d(τ) in that it starts at
1 rather than 0, tends to remain large at low lags, and drops below 1 only
where d(τ) falls below average. The main benefit of this formulation is
that avoiding the zero-lag dip is no longer needed, because the function is
only zero at the period (and integer multiples) when the signal is perfectly
periodic. A second benefit is that the function is normalized, providing an
absolute measure of periodicity regardless of the power of the signal. In
fact, for a pseudo-periodic signal with period τ , d′(τ) can be interpreted as
the proportion of “aperiodic power” within the total power of the signal. An
example illustrating the differences between d(τ) and d′(τ) is depicted in
Figure 2.4.
2. Set an absolute threshold for selecting the pitch period. As with the ACF
function, a problem of d′(τ) is that higher-order dips may potentially be
deeper than the period dip. If a higher-order dip falls within the search
range, the result is an octave error, sometimes called subharmonic error in
this case. Since the function is normalized, the solution applied by YIN is
to define an absolute threshold and choose the smallest value of τ (i.e., the
first dip) that gives a minimum of d′(τ) deeper than this threshold. If none
is found, the global minimum is chosen instead. As reported in [27], an
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FIG. 3. a Difference function calculated for the speech signal of Fig. 1Figure 2.4: (a) Difference function calculated for a speech signal. (b) Cumulative mean
normalized difference function. The function starts at 1 rather than at 0, and remains high
until the dip at the period.
absolute threshold around 0.1–0.2 reduces considerably the error rate. In
addition, the value of the function at the estimated period d′(τˆ), which is
called aperiodicity, can be interpreted as a robust measure of voicing, so
the threshold implicitly provides voiced/unvoiced discrimination. In other
words, if the aperiodicity is below 0.1–0.2, the frame can be considered
voiced, and unvoiced otherwise. The problem of this threshold to perform
voicing detection, however, is that it is extremely sensitive to background
noise, and consequently is not reliable in noisy signals. One of the contribu-
tions of this thesis [P2] is to compute a robust threshold for the aperiodicity
measure that enables to perform voicing detection in noisy conditions.
3. Parabolic interpolation for choosing not integer τ values. To overcome the
limitation of the estimator to integer periods, each local minimum of d′(τ)
and its immediate neighbors are fit by a parabola, such that the interpolated
minimum is used to select the period dip in the previous step, instead of the
original d′(τ) value. Once the period dip is chosen, the estimated period is
then the τ value corresponding to the minimum of the interpolated curve,
which now is not necessarily integer.
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4. Best local estimate across neighboring frames. In order to ensure that esti-
mates are stable and do not fluctuate, the algorithm choses the best estimate
within a small interval around the current frame, where the length of the
interval is equal to the largest expected period (for instance, 25 ms for a
minimum pitch of 40 Hz). By best estimate, we mean the period across
the interval that produces the lower aperiodicity. Based on this initial es-
timate, the estimation algorithm is applied again with a restricted search
range of ±20% of the initial estimate to obtain the final pitch estimation at
each frame within the interval.
Algorithms in the Frequency Domain
Non-parametric algorithms operating in the frequency domain typically identify
harmonic peaks in the short-time amplitude, log-amplitude or power spectrum.
The first step usually consists of detecting sinusoids in the spectrum using a mea-
sure of closeness between each local spectral peak’s shape and the ideal sinusoidal
peak. This detection is often based on the mean square difference between the
observed peak and the window main lobe [53], because the width of each peak
depends on the window used in the spectral analysis (other factors also intervene,
such as the rate of change of pitch). Many methods simply perform peak pick-
ing using a fixed amplitude threshold [92], an amplitude-envelope based thresh-
old [39], a psychoacoustical masking threshold [130] or sinusoidal descriptors
[143, 17]. The fundamental idea is to discard spectral peaks produced by noise or
sidelobes, and select those originated by sinusoids.
In a second step, the identified spectral peaks are compared to the predicted
harmonics for each F0 candidate, from which a fitting measure of harmonicity
is computed. For instance, the Schroeder’s technique [118] measures harmonicity
by entering all integer submultiples of the peaks in a histogram. Since the F0 is the
integer submultiple of all the harmonics, in an ideal case, the entry with the highest
weight in the histogram is the correct F0. In [88] a fitness measure designated
as “two-way mismatch” is described, where, for each F0 candidate, mismatches
between the theoretical and the detected harmonic frequencies are averaged over
a fixed subset of the available partials. The approach in [30] lies in a pair-wise
evaluation, in which partials with successive harmonic numbers are identified.
The identified pairs are then rated according to harmonicity, timbral smoothness,
appearance of intermediate spectral peaks, and harmonic number. The algorithm
in [52] convolves the power spectrum in the log-frequency domain with a filter
that sums the energy of the F0 harmonics while rejecting the smoother additive
noise. Before this filter, a normalization is applied based on a fixed average speech
spectrum to remove dependency on the singularities of the speech signal.
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Essentially, the common objective of these methods is to define a pitch salience
measure for selecting pitch candidates in the frequency domain, often associating
a measure of confidence or likelihood with each candidate. This initial frame-by-
frame analysis is often followed by post-processing to reduce errors and obtain
a smooth contour, for example using hidden Markov models (HMM) or dynamic
programming (DP) techniques, such as dynamic time warping (DTW).
2.4.2 Parametric Pitch Estimation
Parametric algorithms for pitch estimation define a parametric stochastic model
for the noisy signal in which the pitch, or equivalent, is one of the parameters of
the model. The pitch is then estimated by calculating the MinimumMean Squared
Error (MMSE) or Maximum Likelihood (ML) estimate of the model parameters
from the observed signal, which involves minimizing (or maximizing) some kind
of objective function of the unknown parameters.
As an illustrative example of ML estimation, let us consider the harmonic
model expressed in Equation 2.9. The unknown parameters of the model are the
fundamental frequency ω0, the amplitudes of the sinusoids Al and the phases of
the sinusoids φl, which can be denoted together by θ = {ω0, A1, φ1, . . . , AL, φL}.
Assuming that the modeling error e, that is, the difference between the observed
signal x and the model Za, is a colored Gaussian noise, the likelihood function of
the observed signal can be written as:
p(x|θ) = 1
piNdet(Q)
e−e
HQ−1e, (2.24)
where Q is the covariance matrix of e = x − Za (in principle, this matrix is un-
known, so it is another parameter of the model), det(·) denotes the matrix determi-
nant and (·)H is the conjugate transpose. Taking the logarithm of this expression,
we get the so-called log-likelihood function, i.e.,
ζ(θ) = ln p(x|θ) = −N ln pi − ln det(Q)− eHQ−1e. (2.25)
The maximum likelihood estimates of the parameters are then
θˆ = argmax
θ
ζ(θ). (2.26)
The solution to this problem provides the parameter values that are most likely
to explain the observed signal, including ω0. Similarly, by incorporating prior
distributions on the parameters, Bayes theorem can be used to obtain a Maximum
a Posteriori (MAP) estimate, maximizing the probability p(θ|x).
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The principle of ML estimation is one of the most commonly used in pitch es-
timation, and estimators based on it are known to have excellent performance for a
large number of situations. In general, all parametric estimators assume an inher-
ent statistical behavior, even if this behavior is not explicitly formulated, because
the model cannot construct exactly the input signal, and the minimization of any
error measure is, in a certain way, a ML estimation. The success of a parametric
algorithm will depend on how well the formulated model (with all its practical as-
sumptions) approximates the signal statistically. Parametric approaches have the
advantages that the assumptions about the signal are explicit, the limitations of
an algorithm are often predictable and the performance can be optimal in a well
defined sense. The disadvantage is that the performance may degrade when the,
often quite strong, modeling assumptions are not satisfied. A good description of
several parametric methods is provided in [23].
Harmonic Summation
The harmonic summation approach to pitch estimation can be derived from the
Fourier transform of the model in (2.8). The Fourier transform of a signal x(n)
over n = 0, 1, . . . , N − 1 is denoted here as X(ω), for 0 ≤ ω ≤ 2pi. Let us
assume that the observed signal x(n) is not perfectly periodic. In that case, we
might think of fitting the model in (2.8) to x(n) and choosing the fundamental
frequency ω0 that best fits. In that regard, we can apply the MSE, as defined in
(2.15), to measure the goodness of our model:
J(ω0) =
N−1∑
n=0
(
x(n)−
L∑
l=1
Al cos(ω0ln + φl)
)2
. (2.27)
Equivalently, this MSE can be formulated in the frequency domain by taking the
Fourier transform of this expression. It can be shown that, for largeN and remov-
ing some terms independent from ω0, this MSE is given by
J(ω0) =
1
2pi
∫ 2pi
0
|X(ω)|2dω − 2
N
L∑
l=1
|X(ω0l)|2. (2.28)
The first term, 1
2pi
∫ 2pi
0
|X(ω)|2dω, is just the power of the signal x(n) computed
in the frequency domain, and is constant with respect to ω0. The second term,
2
N
∑L
l=1 |X(ω0l)|2, is a summation of the power spectrum evaluated at the har-
monic frequencies of a given ω0. To minimize the MSE, it can be observed that
we must maximize this second term, as it is subtracted from the first term. Hence,
by measuring
∑L
l=1 |X(ω0l)|2 for different ω0, one can obtain an estimate of the
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fundamental frequency by picking the value for which the sum is the maximum,
i.e.,
ωˆ0 = argmax
ω0
L∑
l=1
|X(ω0l)|2, (2.29)
where the search is often conducted over the audible range of ω0, such that ω0 ≤
pi/L. This estimator is the harmonic summation method [98], and indeed it pro-
vides the ω0 that fits best the harmonic model in the MSE sense. An advantage of
this approach is that it is robust against many forms of background noise, because
the harmonic peaks, which concentrate most of the energy of the signal, usually
remain detectable even at poor SNRs. In fact, it can be demonstrated that the har-
monic summation method is equivalent to the ML estimator in (2.26) under the
assumption of white Gaussian noise. The reason is that, for the white noise case,
the covariance matrix of e reduces to a scaled diagonal matrix Q = σ2I, where σ
is the variance of the error e and I is the identity matrix. Substituting into (2.25),
the log-likelihood function can now be written as
ζ(θ) = −N ln pi −N ln σ2 − 1
σ2
‖ e ‖22, (2.30)
where it can be seen that the ML estimator is simply the minimizer of the 2-norm
of the modeling error e. As a result, we can formulate the estimator in this way
ωˆ0 = argmin
a,ω0
‖ x− Za ‖22, (2.31)
which essentially is equivalent to minimizing the cost function in (2.27), lead-
ing to the same conclusion. The fundamental frequency estimator based on this
principle is called the non-linear least-squares (NLS) method, because the fun-
damental frequency is a nonlinear parameter of the cost function. The harmonic
summation is simply an implementation of this theoretical analysis.
It is possible to obtain another method similar to this. Since 1
N
|X(ω)|2, ac-
cording to the harmonic model, is ideally non-zero only for frequencies equal
to those of the harmonics, a multiplication of the spectrum evaluated for a set
of candidate fundamental frequencies is only non-zero for the true fundamental
frequency. This principle can be stated as
ωˆ0 = argmax
ω0
L∏
l=1
|X(ω0l)|2, (2.32)
and we refer to this as the harmonic product method [98].
Many variations of these principles have been proposed in the literature. A
harmonic summation method in the log-frequency domain is proposed in [61], in
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which the spectrum is shifted along the log-frequency axis, weighted and summed.
Following the pitch estimation, frames are classified as voiced or unvoiced based
on the correlation coefficient between adjacent pitch periods. In a similar ap-
proach, [10] convolves the spectrum in the log-frequency domain with a train of
harmonically spaced delta functions and selects the highest peak. Three harmonic
summing algorithms for multipitch estimation were described in [78] for music
signals; these were later extended in [79] to use an auditory front end which gave
a small improvement in some cases.
Other Methods
Many statistical approaches for pitch estimation, specially those based on more
elaborate signal models, employ the Expectation Maximization (EM) algorithm.
The EM algorithm is an iterative method for ML estimation involving several
nonlinear parameters, which guaranties convergence at least to a local maximum.
Perhaps, the most illustrative example involving the harmonic model can be found
in [22], which is a solution to the ML estimator in (2.26) based on EM. The capa-
bilities of the EM method, however, are preferably exploited for the the resolution
of much more complex and accurate models. In [110], for instance, a paramet-
ric model for the whole time-frequency power spectrogram of voiced speech is
proposed. The power spectrum of each harmonic is modeled as a Gaussian func-
tion, while the time evolution of the amplitude of each harmonic is represented
as a sum of overlapping Gaussians, the pitch contour being represented as a cubic
spline. The noise spectrum is similarly modeled as a sum of overlapping Gaus-
sians on a uniform grid. The EM algorithm determines the ML model parameters,
enabling a complete joint parametrization of speech and noise spectrograms. In
[49], the instantaneous frequency of each STFT bin is extracted and a statistical
model for each harmonic of a source is defined. The EM is used to find the ML
estimate of the pitches present in each frame and a multiple agent approach is then
used to track the pitch of multiple sources. A closely related method to the EM
algorithm, very popular among approaches based on atomic decompositions, is
the Harmonic Matching Pursuit algorithm [51]. The algorithm progressively re-
duces the residual by selecting, at each iteration, the best atom from a dictionary
containing versions of a parametric harmonic function. The method is not exactly
a ML estimator, but it resembles the iterative structure of EM for optimizing an
objective function. Similarly, the nonnegative matrix factorization algorithm can
be viewed as a pitch estimator, assuming that the bases represent pitch-related
patterns. This aspect will be addressed in Section 3.3.7.
Other statistical methods estimate the pitch contour by exploiting the ability
of hidden Markov models to represent the temporal dynamics of the signal. In
36
this context, a parametric model is used to characterize the shape of the signal at
each possible state. An example is found in [139], where the pitch is quantized
into discrete values (including an unvoiced state) and a separate GMM is trained
to represent the log power spectrum for each pitch possibility. This is then used
in a factorial HMM to track the pitch of one or more sources. It was found that
the use of speaker-dependent or gender-dependent models improved the tracking
performance of multiple speakers significantly.
Another family of parametric methods rely on the principles of subspace or-
thogonality. In the HMUSIC algorithm [21], the harmonic model is combined
with a white noise model and the algorithm simultaneously estimates both the
pitch and the number of harmonics present in the signal, based on subspaces de-
composition. Despite providing high-resolution pitch estimates, the method re-
quires white noise and is computationally complex.
Methods based on filtering can also be addressed from a parametric perspec-
tive. The idea is similar to that of the comb filter described before, but here the
constraints of the filter are based on the signal model. The most illustrative tech-
nique is the optimal filterbank design [23], where the goal is to find a set of filters
that pass power undistorted at harmonic frequencies, while minimizing the power
at all other frequencies. This technique is inspired on the signal adaptive filters
used in the field of beamforming and direction of arrival estimation.
2.4.3 F0-based Features for Classification
In [112], a set of features derived from F0 estimation were defined for the prob-
lem of speech/music discrimination. In particular, the set is composed of seven
features, all of them having musical meaning. The YIN algorithm was used for es-
timating F0, providing three values at each short-time frame: the estimated pitch
F0 , the aperiodicity measure Ap0 , and a normalized aperiodicity value Ap in the
range between 0 and 1.
When dealing with speech signals, the estimated F0 fits to a characteristic
pattern for most of the analyzed signals. Speech signals contain voiced frames
(near-periodic) and unvoiced frames (aperiodic) which are alternated in short time
intervals. In most of languages, words are composed of voiced and unvoiced
phonemes, which results in several voiced-unvoiced boundaries within a word.
Good estimates of F0 are accomplished for voiced frames, while it does not make
sense to estimate F0 for unvoiced frames. Moreover, voiced speech frames have
a time-varying F0, because the pitch changes when voiced phonemes are pro-
nounced.
The set of features derived from F0 estimation, defined for a texture window
comprising several consecutive short-time frames, is:
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1. Dynamic range of aperiodicity (DAp). It is defined as the difference be-
tween the maximum and minimum values of the normalized aperiodicity
(Ap) within a texture window. Feature DAp is expressed as follows:
DAp = max(Ap)−min(Ap), (2.33)
Ap = [Ap1,Ap2, ...,Apt, ...,ApT ] being the vector containing the values of
the normalized aperiodicity computed for a given texture window, and T the
number of analysis windows in the computation interval (texture window).
This feature is intended to discriminate between speech and music when the
music signal is either noisy (unvoiced) or voiced during the whole texture
window. Speech signals typically alternate voiced frames (low aperiodicity)
and unvoiced frames (high aperiodicity) during a texture window. Typically,
speech signals show high dynamic range of aperiodicity in the computation
interval, while music signals tend to provide lower values.
2. Average of the estimated F0 (F0 av ). It is defined as the mean value of the
F0 estimated at the current texture window.
Before computing this feature, the estimated F0 (in Hz) is converted to oc-
taves. In this way, the logarithmic behavior of the ear is taken into account.
It is assumed that octave 0 coincides with 440 Hz (note A in 4th scale), and
the octave at the t-th analysis window is computed as follows:
Ot = log2(F0 t)− log2(440). (2.34)
Here, 27.5 Hz and 7040 Hz are the minimum and maximum values that can
estimated for the fundamental frequency. These frequencies correspond to
octaves -4 and 4, respectively. Therefore, computation of feature F0 av is
performed as follows:
F0av =
∑T
t=1Ot
T
, (2.35)
where T is the number of analysis windows at each texture window. Speech
signals have a typical pitch range which goes from -2.5 to -1 octaves.
3. Dynamic range of estimated F0 (DF0 ). It is defined as the difference be-
tween the maximum and minimum values of the estimated F0 within the
current texture window. Feature DF0 is expressed as follows:
DF0 = max(O)−min(O), (2.36)
O = [O1, O2, ..., Ot, ..., OT ] being the vector containing the values of the
fundamental frequency (expressed in octaves) computed for a given texture
window.
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In speech signals, speaker’s intonation makes the estimated F0 varies in a
typical range (within an octave). Further, noisy speech frames are some-
times labeled as voiced, the estimated F0 being very high. In these cases,
feature DF0 is very high in the current texture window.
4. Maximum note duration (NDmax ). It is defined from the number of con-
secutive analysis windows comprising the longest musical note within the
observation interval (the current texture window). Therefore, computation
of the musical note corresponding to the each analysis window from the
estimated F0 must be first addressed. The musical note at the t-th analysis
window is here computed as follows:
Notet = ⌊12 · (Ot + 4) + 0.5⌋+ 1. (2.37)
In this way, since octaves range from -4 to 4, musical notes are ordered from
1 to 96. To understand equation (2.37), note that 12 consecutive semitones
represent an octave. Once all musical notes in the current texture window
have been computed, feature NDmax is obtained from the longest time in-
terval containing the same musical note.
5. Number of notes (Nnote). This parameter is defined as the number of dif-
ferent notes contained within the observation interval (the current texture
window). From the fundamental frequencies estimated in the observation
interval, we compute how many different notes are detected. For speech
signals, it is common to obtain high values of parameter Nnote (around 6
notes), because the estimated F0 slowly changes with the speaker’s intona-
tion. On the other hand, lower values of parameter Nnote (around 2 notes)
are usually obtained for music signals, because the estimated F0 remains
steady in variable duration intervals.
6. Voiced ratio (VR). It is defined as the ratio between the number of voiced
frames and the total number of frames within the observation interval. This
parameter informs us about the percentage of frames in which F0 is properly
estimated at each observation interval. It can be expressed as follows:
VR =
Nvoiced
T
(2.38)
where Nvoiced is the number of frames that fulfil the following condition:
Ap0 t ≤ 0.2. Ap0 t is the aperiodicity at the t-th analysis window of the
current texture window.
Generally, speech signals have a balanced ratio of voiced frames (parameter
VR usually ranges from 0.3 to 0.6). However, the ratio of voiced frames
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tends to be small for music signals (parameter VR is very often below 0.2),
because polyphonic frames are usually labeled as unvoiced.
7. Average value of the aperiodicity (Apav ). Mean value of the normalized
aperiodicity at the current texture window. It is only defined for voiced
frames, and can be expressed as follows:
Ap0 av =
∑
t∈V Apt
Nvoiced
, (2.39)
where set V is composed of those frames that fulfil the following condition:
Apt ≤ 0.2.
Parameter Apav usually ranges from 0.08 to 0.12 for speech signals. In
voiced speech frames, vocal folds are most of the time vibrating, and the
aperiodicity is typically around 0.1. Feature Apav has good discrimination
capability due to its different behavior for speech and music.
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Chapter 3
Speech Enhancement
3.1 Introduction
Numerous approaches for single-channel speech enhancement have been devel-
oped over the last decades. A number of speech enhancement algorithms operate
in the time domain and typically use adaptive filters or Kalman filters [47]. The
majority of algorithms, however, perform the enhancement in the frequency do-
main, in which the speech signal is sparse and therefore is more easily separable
from background noise.
The speech enhancement problem can be formulated as an audio source sepa-
ration problem, in which, given the noisy speech signal
x(n) = s(n) + b(n), (3.1)
the clean speech signal s(n) must be isolated from the background noise b(n).
This is generally an ill-posed problem, and its success rate heavily depends on
the appropriate characterization of one or both source signals. In the frequency
domain, the mixture can be expressed as X(t, f) = S(t, f) + B(t, f), where f is
the frequency bin index and t is the time frame index.
Two main approaches can be distinguished for speech enhancement: filter-
based methods retrieve the clean speech spectrum based on a previous estimation
of the noise spectral power (or, equivalently, of the SNR in each time-frequency
point). That is, given an estimate of |B(t, f)|, they try to derive a filter to retrieve
|S(t, f)| according to a certain criterion. On the other hand model-based methods
formulate parametric models for speech and possibly for background noise, and
try to estimate their parameters jointly. Then, the estimated speech model is the
resulting enhanced speech. In this thesis, we will work with compositional models
and matrix decomposition for speech and noise separation.
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3.2 Filter-based Enhancement Algorithms
These methods perform the enhancement of speech segments using an adaptive
filter, which, in most cases, is based on noise power and SNR estimates. The most
prominent techniques are briefly discussed below. All of these methods can be cast
in a spectral modification framework, which achieves noise reduction through the
application of a spectral gain function. In other words, the objective is to calculate
a filter G(t, f), such that
|S(t, f)| ≈ |X(t, f)|G(t, f), (3.2)
where an estimate of |B(t, f)| (or the SNR) is given.
3.2.1 Spectral Subtraction
The earliest approach for enhancing speech degraded by noise is the power spec-
tral subtraction (PSS) method introduced in [9] and [6], whose principle is to
subtract the short-time power spectral magnitude of noise from the noisy-speech
power magnitude, assuming uncorrelated and additive noise. The noise spectrum
is usually estimated during speech pauses, detected by a VAD, using first-order
recursive noise power and signal power estimates:
PX(t, f) = αXPX(t− 1, f) + (1− αX)|X(t, f)|2 (3.3)
PB(t, f) = αBPB(t− 1, f) + (1− αB)|B(t, f)|2, (3.4)
where the smoothing parameters αX and αB are typically in the range 0 ≤ αX ≤
0.5 and 0.5 ≤ αB < 1. PX(t, f) and PB(t, f) denote the estimates of the power
of signal and noise, respectively. Since these short-time estimates are subject to
random fluctuations, a simple subtraction of estimated powers may yield negative
results. Thus, a limitation is necessary, and an estimate of the clean speech power
may be obtained via
|Sˆ(t, f)|2 = max(PX(t, f)− PB(t, f), 0)
= PX(t, f)max
(
1− PB(t, f)
PX(t, f)
, 0
)
= PX(t, f)|GSS(t, f)|2, (3.5)
where the max(·) function guarantees nonnegative results. The spectral subtrac-
tion method can be interpreted as a time-variant linear filter with magnitude re-
sponse
GSS =
√
max
(
1− PB(t, f)
PX(t, f)
, 0
)
. (3.6)
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Since we subtract in the power spectral density domain, this approach is called
power subtraction. Many variations of this basic principle have been proposed,
such as the magnitude subtraction
|Sˆ(t, f)| = max(
√
PX(t, f)−
√
PB(t, f), 0)
=
√
PX(t, f)max
(
1−
√
PB(t, f)√
PX(t, f)
, 0
)
=
√
PX(t, f)|GSS(t, f)|. (3.7)
Spectral subtraction techniques typically achieve a fairly good speech quality.
However, the residual noise after processing is characterized by many spectral
outliers. These outliers appear randomly in all spectral bins and generate short
sinusoidal tones when synthesizing the output signal in the time domain. In lis-
tening experiments, these random fluctuations are perceived as rapid fluctuations,
also known as musical noise. As a consequence, the processed signal may not
have enough quality for certain applications. Nevertheless, despite this problem,
PSS is perhaps the most popular algorithm for speech enhancement used today,
thanks to its low complexity and high efficiency.
The multiple improvements proposed in the literature basically attempt to re-
duce the output musical noise or, at least, its subjective perception. In [132], the
PSS method is modified including a human hearing model based on the masking
phenomenon commonly used in audio coding. The subtraction parameters are
continuously adapted according to the noise masking threshold, obtaining a sig-
nificant reduction of the perceived noise. Other improvements are based on the
observation that the spectrum of real-world noise is not flat, which implies that the
noise does not affect the speech signal uniformly over the whole spectrum. Based
on this fact, several implementations propose a non-linear spectral subtraction,
with different subtraction parameters for different frequency bands. An example
is found in [72], where a multi-band spectral subtraction technique for colored
noise is proposed. The authors propose to split the frequency spectrum linearly
into a number of non-overlapping bands. A traditional spectral subtractor with a
different over-subtraction factor is applied to each band. They found that four is
the optimal number of bands in terms of speech quality. The algorithm notably
outperforms the original algorithm for different SNRs.
3.2.2 Wiener Filtering
Another common approach for single-channel noise reduction is the application
of the Wiener filter [137], which is an optimal estimator of the desired signal in
the minimum mean-square error (MMSE) sense. The Wiener filter was originally
formulated in the time domain and assumes wide-sense stationary input signals.
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The coefficients h(k) of the optimal Wiener filter are the solution to this problem
h(k) = argmin
h(k)
E

(
s(n)−
∞∑
k=−∞
h(k)x(n− k)
)2 , (3.8)
where E{·} is the expectation operator. This solution is obtained in [131] and, as
seen, is an infinite-impulse response (IIR) filter requiring infinitely long stationary
signals, therefore not realizable. A practical “Wiener” gain function inspired by
the Fourier transform of the IIR Wiener filter may be computed to enable a frame-
by-frame DFT processing. This corresponding Wiener filter is expressed as
GW(t, f) =
σ2S(t, f)
σ2S(t, f) + σ
2
B(t, f)
=
ξ(t, f)
1 + ξ(t, f)
, (3.9)
where σ2S(t, f) is the speech power, σ
2
B(t, f) is the noise power and ξ(t, f) is the
a priori SNR. The Wiener gain depends only on ξ(t, f), which must be estimated
using SNR estimation techniques.
Various works in the literature propose enhancers based on Wiener gain. The
work in [114] presents a least mean-square adaptive filtering approach that ex-
ploits the quasi-periodic nature of the speech waveform to supply a reference sig-
nal to the adaptive filter. The method has the advantage of not requiring a priori
knowledge of the properties of the noise signal. The Wiener filter can also be
estimated iteratively by assuming an all-pole model for speech production. The
iterative Wiener filter was originally formulated in [86]. In this technique, the
speech signal is modeled as the response of an all-pole system, and the approach
solves the maximum a posteriori estimate of the speech signal given the noisy
signal. Unfortunately, the convergence criteria is not specified.
Although the Wiener filter generally achieves satisfactory noise reduction, it
also introduces distortions that can be perceptually unacceptable for very low
SNRs. In [18], the relationship between noise reduction and speech distortion with
the single-channel Wiener filter is formally studied. The authors demonstrate that
the level of noise attenuation is proportional to the level of speech degradation,
and a trade-off should be adopted depending on the application.
3.2.3 Nonlinear MMSE Estimation
Statistical model-based algorithms rely on the MMSE estimation of the short-time
spectral amplitudes |S(t, f)|, commonly by assuming that speech and noise am-
plitudes are independent Gaussian random variables. The approach, however, is
flexible enough to propose solutions assuming non-Gaussian densities, or to de-
fine functions c(|S(t, f)|) of the DFT amplitudes as the MMSE estimation target.
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The use of functions enables to achieve a better fit to the observed probability
distributions, or introduce perceptually more meaningful error measures.
In [35] the authors derive the optimal MMSE short-time spectral amplitude es-
timator (i.e., the one that minimizes E{(|S(t, f)| − |Sˆ(t, f)|)2}) for the Gaussian
case. Its performance is compared with the Wiener filter, resulting in a signifi-
cant reduction of the noise and providing enhanced speech with colorless resid-
ual. Also, they observe that the Wiener filter is optimal in the sense of MMSE
signal spectral estimation, but is not an optimal spectral magnitude estimator un-
der the Gaussian assumption. The same authors further extend their algorithm
in [36], where they minimize the MSE of the log-spectral amplitude, that is,
E{(log(|S(t, f)|)− log(|Sˆ(t, f)|))2}. The resulting gain function is given by
GMMSE(t, f) =
ξ(t, f)
1 + ξ(t, f)
exp
(
1
2
∫ ∞
v(t,f)
e−z
z
dz
)
, (3.10)
where ξ(t, f) is the a priori SNR and v(t, f) is defined as
v(t, f) =
ξ(t, f)
1 + ξ(t, f)
· σ
2
X(t, f)
σ2B(t, f)
. (3.11)
This gain function improves the estimation of small amplitudes, because the er-
ror measure, based on the logarithmic operation, places more emphasis on small
values. Small speech amplitudes are very important for speech intelligibility, and
indeed this estimator is reported to provide improved perceived quality.
In many situations, it turns out that the assumption of Gaussian probability
is inappropriate. In [91], the probability density function of speech coefficients
is modeled by a complex Laplacian or by a complex bilateral Gamma, and the
probability of noise coefficients is either modeled by a complex Gaussian or com-
plex Laplacian. This estimator obtains higher noise reduction than the traditional
MMSE estimator, and the residual noise is lower when the input noise follows a
Laplacian density.
MMSE estimators have been sometimes preferred over spectral subtraction,
partly because they have shown to be successful in eliminating musical noise even
with poorly stationary noise [16]. The reason of this reduction is the low variance
estimate of the obtained spectra. In general, although they significantly reduce
the noise level, still have the disadvantage of requiring an estimate of the a priori
SNR.
3.2.4 Binary Masks
The time-frequency gain function applied by the above methods contains con-
tinuous values, being often referred to as a soft mask in the context of source
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separation. A binary mask, in contrast, is a gain function that takes one of two
values, 1 and 0. Then, the approach is not to construct the closest possible version
of the original speech, but simply to select the correct time-frequency bins. The
most widely used goal is to estimate the so-called Ideal Binary Mask (IBM) [107],
which is defined as the mask in which the time-frequency bins dominated by the
target signal are set to 1.
There are several reasons for using binary masks. First, it is not strictly nec-
essary to make an estimation of the noise and/or speech. In fact, the enhancement
problem can be addressed as a classification problem, in which the goal is to de-
cide whether to retain a particular bin. Second, it has been shown experimentally
that the IBM provides perfect intelligibility [77]. Further, if the mask selects the
appropriate speech bins, the result is fully understandable independently of the
background noise. Third, within selected time-frequency regions, the mask does
not introduce artifacts, making the results very attractive for applications such as
speech recognition.
In practice, it is only possible to obtain a binary mask that is just an approx-
imation of the IBM. Two strategies have been followed for the estimation of the
IBM. The first one is based on computational auditory scene analysis (CASA),
which comprises all those processing techniques aiming to mimic the behavior
of the human auditory system. The majority of the CASA models [11] are based
on a time-frequency representation of the signal with a cochleagram, and perform
the separation following three steps: segmentation, grouping and masking. In the
segmentation step, the system identifies zones in the cochleagram whose time-
frequency points are likely to have a common origin. In the grouping step, the
identified zones are grouped into actual sound sources. Finally, a binary mask is
applied to segregate the sources. For segmentation and grouping, CASA-based
algorithms employ features such as periodicity across frequency, common on-
sets and offsets, pitch or common amplitude and frequency modulations. The
main problem of this approach is the correct estimation of these features in noise,
for instance, the pitch contour and voicing state. One of the earliest approaches
for voiced speech segregation was proposed in [102], based on pitch estimation
and harmonic selection. A simple harmonic binary mask is sufficient to obtain
improved intelligibility measures, as we corroborate in [P2], assuming a way to
perform robust pitch and voicing estimation. More elaborate segmentation and
grouping procedures have been proposed in [65].
A second strategy to estimate the IBM is the use of classification techniques
to identify points as either speech-dominated or noise-dominated. A speech en-
hancer using binary masks and classifiers was introduced in [74, 73]. The clas-
sification of each time-frequency cell was on the basis of the likelihood ratio of
two GMMs trained respectively on training data cells whose local SNR was above
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and below a threshold. For each frequency channel, a feature vector comprising
modulation spectrum measures for that channel was extracted. Binary masks for
enhancement have also been estimated using Support Vector Machines [56], deep
belief networks [135] and sparse coding techniques [81].
3.2.5 Noise Power Spectrum Estimation
Most noise-reduction algorithms require an estimate of the background noise
power spectrum or, equivalently, the SNR at each time-frequency bin. The ac-
curacy of the noise estimation has a major impact on both the quality and intelli-
gibility performance of the processed speech. When approaching the problem of
noise estimation, the following assumptions are often made:
• The noise signal is more stationary than the speech signal.
• Speech and noise are statistically independent.
• Voiced speech is harmonic and the noise spectrum is relatively flat.
The first noise estimation approaches used Voice Activity Detector (VAD) es-
timators to identify noise-only intervals. The noise could be then calculated by
a temporal average during the speech absences using an averaging time-constant
that depends on the assumed stationarity of the noise.
A minimum statistics approach was introduced to estimate the noise in [90,
89]. The basis of this approach is that over a given time-interval there will be
pauses in the speech in every frequency band and consequently the minimum
value of the noisy speech spectrum within a frequency band will correspond to
the noise power.
The noise power spectrum can also be calculated by using a Minimum Mean
Squared Error (MMSE) estimator. In [58], an MMSE estimator was used to min-
imise the power of the difference function between the estimated and the true noise
power spectrum. This algorithm was found to perform best in a comparative eval-
uation of several noise estimation algorithms in [125]. The work in [58] has been
further extended in [46], where a soft decision Speech Presence Probability (SPP)
was used to update the noise adequately. While decreasing the computational
complexity of the original algorithm, the estimation accuracy was maintained.
The harmonic tunneling technique makes use of the harmonic structure of the
voiced speech spectrum [34]. This estimate of the noise is obtained by sampling
the noise spectrum in the gaps (or “tunnels”) between the harmonic spectral peaks,
requiring accurate pitch and voicing estimation.
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3.3 Compositional Models for Speech Enhancement
3.3.1 Introduction
Many types of data can be represented as constructive combinations of parts, that
is, as combinations that are strictly additive, where none of the parts produces
subtraction. These data are often referred to as compositional data, and the math-
ematical models used to represent them are called compositional models. These
models take the form of nonnegative linear combinations of parts which are also
nonnegative, ensuring that the combination is purely constructive.
The motivation for applying compositional models to audio processing is that
sound can be viewed as compositional data as well. Although time domain sig-
nals are not nonnegative and may occasionally cancelate each other, concurrent
sources are approximately additive in the spectral domain. Furthermore, even the
sound produced by a single source is often the combination of more elementary
sounds. For example, the sound produced by a piano is composed of its individual
musical notes. Similarly, the noise generated by a machine can be viewed as the
contribution of all of its sounding mechanisms. The assumption of additivity is
specially true for sparse signals in the time-frequency domain, where the energy
of each component is concentrated on a limited amount of bins.
Another essential aspect of compositional models is that the number of parts
of the model is limited, and much lower than the number of possible instances of
the data. These parts can be viewed as building blocks of the data which are able
to construct any observation. In the case of audio, this means that each individual
source can be modeled with a limited number of patterns which are assumed suffi-
cient for composing any possible sound of the source. A clear example of this can
be viewed in music signals. A musical performance is a compositional mixture,
in which the basic patterns are the notes from various instruments. For speech
and noise signals, this idea is not as intuitive, because these sources cannot be ap-
parently constructed from basic patterns. However, as we will see, compositional
models can be used to perform sparse approximations, where a slightly differing
instance of a sound is represented as a sparse combination of its nearest patterns.
A key motivation for using this approach in audio processing is the exis-
tence of mathematical tools for decomposing an input signal into useful construc-
tive parts. Two techniques exist for this purpose: non-negative matrix factoriza-
tion (NMF) and probabilistic latent component analysis (PLCA). NMF models
[133, 40] treat non-negative time-frequency representations of the signal as ma-
trices, which are decomposed into products of non-negative component matrices.
Some of these matrices represent the spectral patterns, and others their respec-
tive activation in the signal over time. The PLCA models treat the non-negative
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time-frequency representations as the result of an stochastic process, in which the
atomic units of the signal are represented as probability density functions [120].
In practice, the two approaches are almost equivalent, and in fact arithmetically
identical under some circumstances [29]. In this thesis, we focus on algorithms
based on NMF. Other approaches derived from NMF, such as nonnegative tensor
factorization, for multichannel signals [42], or nonnegative matrix deconvolution,
based on convolutive patterns [123, 116], are not treated in this thesis either.
The decomposition of signals using these techniques has given rise to new so-
lutions for several audio processing problems, specially for source separation and
signal enhancement [123, 133]. In music applications, the techniques are usually
employed for extracting or suppressing specific instruments from mixed tracks
[55, 76]. In speech processing, the objective is usually segregate the target speech
from other sources, generally noise, with the aim of improving objective qual-
ity or intelligibility [4, 105, 124, 138, 70]. Another notable application of NMF
is related to classification purposes [19]. In a sense, the separation performed
by compositional models functions like a classifier, because they select compo-
nents belonging to single-source sets which indeed give information about the
nature of the signal. In music applications, these techniques have been used for
instrument recognition [111], genre classification [101], automatic transcription
[15, 83, 122, 57, 7] and coding [100, 103]. In speech processing, NMF analysis
has been found useful for speech recognition [44, 43] and speaker identification
[128]. In the case of speech, these approaches can be used also for pitch estima-
tion, because the patterns used for decomposing the signal can represent excita-
tion signals corresponding to different pitch candidates [33]. Finally, NMF can
also perform model learning, that is, given a certain compositional model, NMF
can learn the patterns of the model from a set of training data. The topic of model
learning is essential for NMF-based analysis algorithms, because the learned pat-
terns can be used to decompose a new observation in a useful way.
The application of compositional analysis to audio processing involves the two
following important tasks:
• Formulating an appropriate compositional model that represents the gener-
ation of the observed mixture.
• Designing a decomposition algorithm for estimating the parameters of the
model.
In this thesis, we focus on the formulation of signal models for speech and
noise signals, in conjunction with decomposition algorithms that enable to find
meaningful patterns for the model [P3].
49
3.3.2 Signal Representation
As mentioned above, audio signals can be considered as constructive data in the
frequency domain. This affirmation has a theoretical basis: the power spectum of
the sum of uncorrelated signals is the sum of the power spectra of the individual
signals. In addition, when applying NMF for source separation, it is necessary to
point out some important aspects.
In our problem, the observed noisy signal x(n) is the instantaneous sum of two
contributions: an utterance produced by a single speaker s(n) and the interfering
noise b(n). For the application addressed in this thesis, the background signal
b(n) can be composed by any combination of noises commonly found in daily
life. Other types of interference, such as music accompaniment or concurrent
speakers, are not considered, unless they appear as noise (for instance, babble
noise or music present in the noisy environment). Consequently, the problem of
separating s(n) and b(n) can be viewed as a typical speech enhancement problem,
where little assumptions are made about the noise.
In NMF-based separation methods, sound sources are represented through
their spectro-temporal distribution [S]ft = sft and [B]ft = bft, where sft and
bft are, respectively, the f th frequency element of speech and noise in frame t.
Although different time-frequency representations can be employed, the chosen
representation must fulfill two requirements:
• each element must be non-negative,
• it must be invertible, in order to retrieve the separated signals in the time-
domain.
The magnitude spectrogram or the power spectrogram, computed directly through
the STFT, are the most common representations, although spectral distributions
based on a logarithmic frequency scale are also usually employed.
The observed mixtureX can be expressed as
X = S+B. (3.12)
Note that this expression assumes that the sources combine additively in the cho-
sen representation (as mentioned, in the case of magnitude and power spectro-
grams, this is true if speech and noise are statistically independent). Since this
framework neglects any phase information, it is not possible to estimate the phase
of individual sources. Typically, once S and B have been estimated, each source
is synthesized with the same phase as the mixture. This approach produces good
results for separation, since the auditory system is quite insensitive to phase.
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3.3.3 Basic NMF Model
The most simple compositional model represents the observed spectrogram as
a non-negative linear combination of atomic units (which we will simply refer
to as bases). In its simplest form, these bases are spectral vectors, representing
steady-state sounds, such that any spectral vector in the input spectrogram can be
decomposed into a non-negative linear combination of these bases.
Let wk represent the set of basis vectors, indexed by k = 1, . . . , K, where
K is the total number of bases. Each spectral vector xt at time instant t can be
expressed as a linear combination of the elementary bases, in the form
xt =
K∑
k=1
wkhkt, (3.13)
where hkt is the non-negative activation of the kth basis in frame t. Consequently,
the given spectrogram is modeled as a time-varying combination of a certain set of
baseswk. Observe that the set of baseswk can be viewed as a dictionary of build-
ing blocks, from which any instance of the spectrogram can be constructed. The
time-varying activations weights hkt determine how the bases must be combined
to approximate the observed data at each time instant
We can arrange all of the baseswk as columns of a matrixW = [w1,w2, . . . ,
wK ]. Similarly, we can arrange the activation coefficients hkt as elements of the
matrix [H]kt = hkt The composition of X in terms of the basis vectors and their
activations can now be written as
X ≈WH, (3.14)
where all entries are strictly non-negative.
In order to decompose the signal into the product WH, we must determine
the W and H that together achieve the best approximation to X. To do so, we
define a scalar-valued divergenceD(X||WH) between the observed spectrogram
X and the reconstructionWH, which measures the error between the two. It is
assumed that the minimum value of the divergence is zero, which is only reached
for perfect reconstruction, i.e., X =WH. Typically, the divergence is calculated
entry-wise, i.e.,
D(X||Y) =
∑
f,t
d(xft, yft), (3.15)
where d(·) is a divergence measure between two scalars.
The optimal values Wˆ and Hˆ of W and H are obtained by minimizing this
divergence:
Wˆ, Hˆ = arg min
W,H
D(X||WH) W  0,H  0. (3.16)
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Here we have assumed that both the basis vectors Wˆ and their activations Hˆ are
unknown, and must be estimated from the decomposition. If K < T , where T
is the number of frames (i.e., the number of observed vectors), the problems be-
comes overdetermined, and solving the decomposition leads to find a compressed
approximation of X with a reduced number of components, potentially revealing
its underlying structure. In fact, if X is naturally composed as a combination of
repetitive and distinguishable patterns, this decomposition will tend to find these
patterns inW, where H will find how these patterns have combined to produce
X.
Commonly, the dictionary of basis vectorsW is known a priori (for instance,
when it has been learned in a training phase), such that the decomposition only
requires to estimate the activations:
Hˆ = argmin
H
D(X||WH) H  0. (3.17)
A similar solution may also be defined whenH is known and Wˆmust be obtained.
The most common divergence d(·) in matrix decomposition problems is the
(squared) Euclidean distance (EUC), expressed as
dEUC(x, y) = (x− y)2, (3.18)
However, in the context of audio modeling, other divergence measures have been
found more appropriate [133, 15, 136]. The Euclidean distance emphasizes er-
rors in high-energy components, which leads to solutions where only high-energy
bins are accurately represented. This supposes an important problem for audio
analysis, because audio signals typically have a large dynamic range, and some
low-energy components (often in higher frequencies) are perceptually as impor-
tant as high energy components.
Divergence measures that assign greater emphasis to low-energy components
are required for audio. Two common alternatives are the generalized Kullback-
Leibler (KL) divergence
dKL(x, y) = x log(x/y)− x+ y, (3.19)
and the Itakura-Saito (IS) divergence
dIS(x, y) = x/xˆ− log(x/xˆ)− 1. (3.20)
Unlike the EUC divergence, the IS divergence assigns the same importance to
high and low energy components, because it is scale invariant. The KL divergence
provides a good compromise between the two [133, 15, 136]. A generalization of
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the above divergences is the beta-divergence [41], which is defined as a function
of a parameter β:
dβ(a, b) =

1
β(β−1)
(aβ + (β − 1)bβ − βabβ−1), β ∈ ℜ+ \ {0, 1}
a log a
b
− a+ b, β = 1
a
b
− log a
b
− 1, β = 0.
(3.21)
As can be seen, the EUC distance (β = 2), the KL divergence (β = 1) and the IS
divergence (β = 0) are particular cases of this measure.
The EUC and KL divergences, supposing a fixed x, are convex as a function
of y. Similarly, for these divergences, the function D(X||Y) is also convex in
Y, supposing a constant X . In this case, the optimization problem expressed in
(3.17), in which H must be estimated and W is fixed, consist of minimizing a
convex function, and consequently, it can be solved by any convex optimization
technique. However, when bothW and H have to be estimated, as expressed in
the problem in (3.16), the function D(X||WH) becomes biconvex inW and H.
This means that it is not jointly convex in both of these variables, but only convex
in each one individually, assuming the other fixed. Therefore, the problem in
equation (3.16) cannot directly be solved through convex optimization methods.
Nevertheless, convex optimization methods may still be employed by alternately
estimating H given W, and then estimating W given H, repeating the process
until convergence is reached. Other divergences, such as the IS divergence, are not
convex, and minimizing the objective function requires more carefully designed
optimization algorithms than the convex divergences [40].
The most famous technique for non-negative decompositions is based on the
so called multiplicative update rules, initially proposed by Lee and Seung [82].
The parameters to be estimated are first initialized to random positive values, and
then iteratively updated by applying a multiplicative gradient. In contrast to other
gradient-based methods, the multiplicative rules have the advantage that the step
size is chosen automatically at each iteration, and the nonnegativity of the param-
eters is preserved, because both the gradient and the parameters are nonnegative.
The multiplicative updates that decrease the beta-divergence are given as
H← H •W
T
(
X •Yβ−2)
WTYβ−1
(3.22)
and
W←W •
(
Yβ−2 •X)HT
Yβ−1HT
(3.23)
where Y =WH, the symbol • denotes element-wise matrix product, and all the
divisions are element-wise. It can be easily seen that ifW andH are non-negative,
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the terms that are used to update them are also non-negative. This optimization
scheme can be shown to be non-decreasing with respect to the beta-divergence,
and able to reach a local minimum after a few iterations.
In addition to multiplicative updates, a variety of alternative methods have
been proposed, based on e.g. second-order methods [141], projected gradient,
etc. The methods can also be accelerated by active-set methods [75, 134]. There
also exist divergences that aim at optimizing the perceptual quality of the repre-
sentation [100], which is useful in audio coding applications. In most of the other
applications of compositional models such as source separation and signal anal-
ysis, however, the quality of the representation is affected more by its ability to
isolate latent compositional units from a mixture signal, not the ability to represent
accurately the observations. Therefore, simple divergences such as the KL or IS
are the most commonly used even in the applications where a mixture is separated
into parts for listening purposes.
3.3.4 Source Separation
Separation of audio signals into their individual sound sources is probably the
most immediate application of compositional modeling. Essentially, it is assumed
that any sound source in the mixture has its characteristic basis functions. The
observed mixture is then composed of atoms from the individual sources, such
that the separation of any particular source only requires the segregation of the
contribution of its bases from the mixture. It is worth noting that, in this context, a
source does not necessarily refer to a physical sound source, but also to any group
of acoustic events that should be jointly modeled, such as background noise.
Source separation with NMF can be explained mathematically as follows.
Suppose thatWs represent the set of bases of the speech source, andWb is the set
of bases of the background noise. Then, any spectrogram of speech S can be mod-
eled as S =WsHs, and any spectrogram of noise can be modeled asB =WbHb,
where Hs and Hb are the activations of speech and noise patterns. An observed
mixtureX combining speech and noise can be expressed as:
X =WsHs +WbHb. (3.24)
This equation can be written more compactly by stacking both dictionaries in a
single matrix W = [Ws,Wb], as well as the activations H = [Hs;Hb]. The
compact form of the model
X =WH (3.25)
is again the basic NMF model explained in the previous section. In unsupervised
source separation, the matricesW andH, which are unknown, are estimated from
54
the observation X by resolving the problem in (3.16), followed by a process that
identifies the source each basis is predominantly associated with. However, this
simple approach has a number of problems. As mentioned earlier, NMF is able
to find the patterns that compose a given mixture if the mixture is very simple,
and the patterns are repetitive and very different. However, for realistic acoustic
scenes, NMF cannot split the given spectrogram into useful patterns, i.e., it is not
guaranteed that each estimated pattern contains information from a single source.
Consequently, practical audio separation requires to incorporate certain previous
knowledge about the sources. There are three main approaches for doing this,
which are not mutually exclusive:
• Learning the dictionariesWs andWb in advance from training material in
which speech and noise are isolated (i.e. Ws is learned from clean speech
andWb is learned from isolated noise). During separation, the dictionaries
are kept fixed and only their activations Hs and Hb are estimated. This
approach is discussed in the next Section.
• Imposing different mathematical restrictions to speech and noise coeffi-
cients. In basic NMF, the only criterion for estimating the parameters is
to minimize the reconstruction error, under the condition that the parame-
ters are nonnegative. However, further restrictions can be imposed on the
parameters to obtain solutions with certain properties. This approach leads
to regularized decompositions in which the objective function is a weighed
combination of the reconstruction error and the defined constraints. We will
see this approach en Section 3.3.6.
• Defining source-specific generative models, in which the way the basis vec-
tors are combined is more elaborated (and different for each source). The
basic NMF model assumes that each source is generated as a simple lin-
ear combination of its bases. However, the constructive combination can be
more complex, and inspired, for example, in the production principles of the
source. An example is the source/filter model explained in Section 3.3.7.
Independently of the chosen approach, once the estimated speech source Sˆ
and the estimated noise source Bˆ are computed, the resulting components must
be synthesized in the time domain. In practice, the decomposition will not be
exact and we will only achieve approximate decomposition, i.e.,X ≈ Sˆ+ Bˆ, and
as a consequence, X is not fully explained by the decomposition. To be able to
account for all the energy in the input signal, we can use an alternative method to
extract the contributions of the individual sources. Although the separated signals
do not completely explain the mixed signal, we assume that they characterize
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the relative proportions of the individual signals in the mixture. This leads, for
example, to the following estimate for the separated speech:
Sˆ = X • Wˆ
sHˆs
WˆsHˆs + WˆbHˆb
. (3.26)
This filter response is used by the well-knownWiener filter, and the reconstruction
is often referred to as the Wiener reconstruction. Finally, to convert the separated
spectrograms back to the time domain, the phase of the original mixture is used.
3.3.5 Learning Basis Vectors
To perform supervised separation, source-specific dictionaries are obtained in a
training stage from a source-specific data set, and finally combined to form the
whole dictionary of basis vectors. The dictionary is then kept fixed, and only the
activations are estimated, as expressed in (3.17).
There are two main approaches for dictionary learning: the first approach, the
decomposition based learning, attempts to learn dictionary bases by factorizing
training data, in which the sources are isolated, whereas the second approach, the
examplar-based approach, uses samples from the training data itself as its dictio-
nary atoms, without performing any training. Each method have their strengths
and weaknesses. For example, dictionaries learned by decomposition generalize
better to unseen data, and consequently can be smaller than exemplar dictionaries.
Exemplar dictionaries have the advantage that are easy to generate, because they
do not require training, and are almost as discriminative as learned dictionaries
[44, 113].
So far, we have assumed that each basis represents a single-frame pattern.
Since sources often have similar characteristics in the short-term observations
(such as unvoiced phonemes and broadband noise, or voiced phonemes and mu-
sic), it seems beneficial to use information from multiple time frames. In multi-
frame approaches, each basis vector models the spectra of a certain number of
consecutive frames. In this case, the observed spectrogram is processed following
a sliding window approach, where each input vector is formed by stacking a se-
quence of consecutive frames [44, 50]. This approach is often used in conjunction
with exemplar-based learning.
Learning Speech Bases
It is possible to learn speech models by applying unsupervised NMF to a corpus
of training speech. In that case, low-rank factorization is used to capture a com-
pressed model of speech spectra. Alternatively, the speech bases can be chosen
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without training, as exemplars. However, learning speech bases involves a series
of problems. The complex and non-stationary nature of human speech makes the
task quite challenging compared to e.g. modeling musical instruments, whose
spectro-temporal trajectories are more consistent. The large variation in casual
pronunciation makes it unlikely to find a perfect match to observed speech, and
for that reason, joint approximation with multiple candidates is well motivated
in speech modelling. Another consequence is that a high number of bases is re-
quired to provide a good approximation. In compositional modeling of speech is
common to use thousands of bases [44, 45].
For these reasons, a higher level of supervision in learning is recommend-
able for sparse representation or noise robust speech processing to ensure mod-
elling of characteristic large-scale patterns. Already in [117] some supervision
was brought into NMF-based algorithms by segmenting the training corpus into
individual phonemes and learning a separate basis for each. Phoneme-dependent
bases were also used in [105].
3.3.6 Regularized NMF and Constraints
In standard NMF the only constraint is the element-wise non-negativity of all ma-
trices, and the only objective is the minimization of the reconstruction error. For
realistic data, as commented before, this decomposition is not sufficient to achieve
a parts-based representation. This happens particularly when the number of bases
K inW is greater than the dimension of the vectors, as there are infinitely many
different factorizations that can approximate the input matrix. Learning a dictio-
nary of bases W at training time, as explained previously, is helpful to provide
meaningful and interpretable decompositions at test time, as long as both the test
and training data have similar properties. However, the problem of how to learn
useful bases for each source during training still remains, because there is not
guarantee that the resulting bases are representative of the source. Furthermore,
even if a good dictionaryW is specified, there may be multiple activation matrices
H that produce a minimum-divergence solution for the same input dataX. Partic-
ularly, if the application requires a large number of bases, the resulting activations
may not chose the most appropriate ones.
To obtain useful solutions, it is customary to define additional constraints to
the factorization problem, in order to enhance and control desired properties. The
way to introduce constraints to the model is by using a “penalty term approach”.
That is, rather than minimizing only the reconstruction error (EUC, KL or IS
typically), the objective cost function includes one or more terms that quantify
the desired properties on the matrices. The constrained NMF problem is then
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expressed as
Wˆ, Hˆ = arg min
W,H
D(X||WH) + λCW (W) + αCH(H), (3.27)
where the functions CW (·) and CH(·) measure desired properties of the matrices,
and λ and α are weight parameters that can be adjusted to increase or decrease
the influence of the constraints over the NMF minimization procedure. The con-
straints can also be defined individually for a certain subset of bases or activa-
tions. For instance, if the basis matrix contains bases of two sources, in the form
W = [Ws,Wb], a different constraint can be applied to each subset. Similarly, a
different constraint can be defined for each subset of activations (Hs andHb).
To solve regularized NMF problems such as (3.27), many authors propose up-
date rules adapted only to the proposed constrains. A generic solution is proposed
by Virtanen in [133], based on a heuristic approach to derive multiplicative up-
date equations similar to those presented by Lee and Seung [82]. This approach
relies on computing the gradients of the objective function C(·) (containing one
or more constraints) with respect to the parameters, ∇WC(·) and ∇HC(·), and
then splitting them into the difference of two non-negative terms, in the form
∇WC(·) = ∇+WC(·)−∇−WC(·) and∇HC(·) = ∇+HC(·)−∇−HC(·). The update
rules are finally expressed as
H← H • ∇
−
HC(·)
∇+HC(·)
(3.28)
and
W←W • ∇
−
WC(·)
∇+WC(·)
. (3.29)
Observe that the rules in (3.23) and (3.22) are a particular case of these expres-
sions, in which no constraints are applied. Consequently any regularized NMF
problem can be solved by finding the gradients of the objective function with re-
spect to each parameter.
Some of the most important constraints are sparsity or smoothness [133].
More details are given in [P3] and references therein.
3.3.7 Excitation/Filter Model for Speech
In [33], a compositional source/filter model is proposed to represent the signal of
interest, and to allow its discrimination from the remaining sources. This repre-
sentation is specially interesting for vocal sounds, since it approximates their un-
derlaying production characteristics. According to the model, each speech spec-
tral vector st is decomposed into an excitation part s
F0
t multiplied by a filter part
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sΦt , which are respectively composed by a linear combination of P elementary
excitation bases wF0p and E elementary filter bases w
Φ
e , as follows:
st = s
Φ
t • sF0t =
(
E∑
e=1
hΦetw
Φ
e
)
•
(
P∑
p=1
hF0ptw
F0
p
)
, (3.30)
where hΦet and h
F0
pt are non-negative gains, and • denotes the Hadamard product.
The excitation bases wF0p represent the discrete collection of sounds from which
the signal can be constructed, and which are further modulated by a combination
of bases wΦe . Since the model is designed to represent vocals, it is convenient
that each vector wF0p represents the glottal signal corresponding to an individual
fundamental frequency or pitch. In [33], the bases wF0p are generated using the
glottal source model KLGLOTT88 [80], resulting in a fixed dictionary of pitch-
related excitations. If a sufficient number of excitations P is used, it is possible
to have a fine grid of pitch values, thus covering the whole pitch range of the
speaker with enough resolution. On the other hand, the filter bases wΦe must
be able to represent the smooth envelop of the signal. In [33], these bases are
generated from a family of smooth functions, resulting in a fixed dictionary of
smooth components that can combine to represent any arbitrary smooth envelope.
TheP excitation baseswF0p can be grouped into a matrixW
F0 = [wF01 , . . . ,w
F0
P ],
and the E filter bases wΦe into a matrixW
Φ = [wΦ1 , . . . ,w
Φ
E]. Following this no-
tation, the model in (3.30) can then be written in matrix form as
S = (WΦHΦ) • (WF0HF0). (3.31)
Here, the gain matrices [HΦ]et = h
Φ
et and [H
F0 ]pt = h
F0
pt give the decomposition
of the speech source into the dictionaries WΦ and WF0 . These amplitudes are
estimated from the input signal, while the dictionaries are kept fixed.
This source/filter model has two interesting advantages. First, it describes a
generative model that is characteristic of speech, and significantly discriminative
from typical noise sounds, which usually do not fit this structure. And second,
since the pitch and timbre information is individually represented, it provides a
more structured description of speech, allowing the use of a reasonable number
of bases. Although the model can be extended to deal also with unvoiced speech,
this extension makes the model more sensitive to capture interferences. In this
thesis, we focus on separating voiced speech, and use this model as a base of our
method [P3].
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Chapter 4
Results and Conclusions
In this thesis, we have proposed classification and separation algorithms for ap-
plications dealing with speech signals degraded by noise. Particularly, we have
developed techniques that are useful for two signal processing fields: hearing aids
and speech enhancement. In both cases, the ultimate goal is to deliver an im-
proved speech signal to a human listener. In a hearing aid, the device applies an
amplification to the input speech for compensating the patient’s hearing losses.
In a generic speech enhancer, the objective is to remove the background noise to
produce a signal with better objective quality or intelligibility.
The basic concept in the presented work is that fundamental frequency of
speech can serve as a robust cue for distinguishing and separating speech from
other sounds. In the case of classification, one can define one or more features
derived from fundamental frequency (or periodicity) to characterize speech. For-
tunately, there are many pitch estimators that are able to work under realistic noise
conditions. Specifically, estimators based on autocorrelation principles have been
proven to perform relatively well in noise [121, 27]. However, when designing
such classifiers, it is necessary to take into account the following problems:
• If the features for classification are sensitive to noise, it is necessary to make
a robust estimation of these features. This involves to study the influence
of the noise on the chosen features, and its robust computation based on the
noise level, often estimated by using noise power estimation techniques
• If the algorithm is implemented on a device with very low computational
capacity, such as a hearing aid, the system must estimate the fundamental
frequency with the minimum number of operations. This implies to adapt
conventional pitch estimators to enable its implementation in hearing aids.
In the case of separation from background noise, it is possible to define a
parametric speech model based on the harmonic structure of speech which takes
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implicitly into account the F0 of the signal. The model of the background sig-
nal can be restricted to be non-harmonic or to have a pitch sequence that is not
characteristic of speech. Separation techniques based on compositional models
and matrix factorization can be employed to define such models. In that case, the
following problems must be solved:
• Formulate an appropriate composite model for speech. This model can be
composed of harmonic excitation patterns, where each pattern corresponds
to a different possible F0.
• Formulate appropriate mathematical constraints in the decomposition algo-
rithm to define the properties of the noise. These constraints should make
the noise to adopt a non-harmonic shape or to have a pitch contours different
from typical speech.
In the follow, we summarize the results and conclusions of the works presented
in this thesis.
4.1 Speech/Nonspeech Classification for Hearing Aids
In [P1] a low-complexity speech/nonspeech discrimination approach for digi-
tal hearing aids is proposed. The proposed approach mainly relies on a low-
complexity method for F0 estimation, which consists on computing a decimated
version of the cumulative mean difference function. This function is parametrized
with a parameter S, which determines the computational complexity of the esti-
mator. The proposed speech/nonspeech discrimination scheme is completed with
a feature extraction stage (using F0-based features), a low-complexity classifier
and a HMM postprocessing stage. The complexity of the system is mainly due
to the F0 estimation stage. The remaining stages do not almost increase system
complexity.
Classification accuracy rates are analyzed together with the complexity re-
quirements in order to select the more appropriate classifier and an optimum value
of parameter S. In such sense, a Multi-layer Perceptron classifier is selected, and
S = 30 is a good trade-off value between accuracy and complexity. The proposed
speech/nonspeech discrimination scheme is feasible to be implemented in ultra
low-power DSP-based digital hearing aids by choosing the suitable configuration
setup. Parameter S must be below 20 when the system is intended to operate at
1.28 MIPS, in order to extend the battery operation time (ultra low-power con-
sumption).
For the chosen configuration (MLP and S = 30), the system achieves a global
accuracy rate equal to 88.76%, evaluated over a database containing clean speech,
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noisy speech, music and noise. These results are similar to those obtained by
recent methods in the literature. The classification accuracy loss between the
decimated difference function (proposed F0 estimation method) and the YIN al-
gorithm is reduced to only 1% in our configuration setup (MLP and S = 30).
This result evidences the good performance of the proposed F0 estimation method
when combined with a MLP-based classifier for speech/nonspeech discrimination
in digital hearing aids. The global accuracy rate is increased about 1% when
HMM postprocessing is incorporated into the speech/nonspeech discrimination
scheme. Higher accuracy rates can be achieved if a certain decision delay is al-
lowed. From experimental results, a 1-s delay is chosen as an optimum value, the
classification accuracy rate being about 95%.
Fundamental frequency estimation has a wide range of potential applications
in digital hearing aids. Speech intelligibility improvement in digital hearing aids
from F0 estimation will be explored in the next future.
4.2 Voicing Detection in Non-stationary Noise
In [P2], we have presented an algorithm for voicing detection intended to work in
acoustic environments where the noise is non-stationary. The algorithm computes
a signal-adaptive threshold that is compared to the aperiodicity value provided by
the difference function, which is a well-known time domain measure of voicing.
In clean speech, a fixed threshold is enough to achieve an accurate voicing detec-
tion. However, under non-stationary noise, this threshold must be made adaptive
and dependent on the current SNR. We have derived an equation to compute this
signal-adaptive threshold by assuming that the interfering noise is additive and
uncorrelated, and proposed a simple algorithm to estimate the background noise
power by assuming local stationarity. Provided an efficient approximation of the
difference function, the method is also good enough to be implemented in hearing
aids, introducing only a moderate degradation in the system performance.
Experimental results over the NOIZEUS database revealed that the proposed
voicing detector is robust enough whenever the assumptions made for the noise
hold. The fixed YIN threshold was outperformed for all types of noise, and the
method obtained better voicing detection results than the state-of-the-art ETSI ES
202 211 classifier under white-like background noises (such as car, street or train).
A simpleF0-based speech enhancement scheme integrating the proposed classifier
was implemented to demonstrate the applicability of the method for denoising.
The implemented speech enhancement scheme obtained similar quality results, in
terms of objective measures (PESQ and LLR), when compared with several well-
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known approaches for speech enhancement, such as spectral subtraction, MMSE
or the Wiener filter in the ETSI ES 202 050 standard.
Currently, we are working on extending the method to perform speech en-
hancement on hearing aids. Although the voicing detector is found to produce
good classification results when implemented with the decimated difference func-
tion proposed in [P1] (and hence it is possible to implement the voicing detector
in a hearing aid), the enhancement stage does not make use of the signal represen-
tation used in hearing aids. Typically, hearing aids analyze the input signal using a
bank of band-pass filters, such that the signal at each output is weighted according
to the patient’s hearing prescription. It is possible to improve the perceived signal
if the system takes into account the F0 and the provided voicing decision.
4.3 Compositional Model for Speech/Noise Separa-
tion
In [P3], we proposed a NMF-based algorithm for voiced speech and noise separa-
tion, in which the noise components are constrained to obey certain mathematical
properties that are characteristic of many background noises. These properties are
not defined for specific noises, but in a generic way, enabling to apply the algo-
rithm to a wide range of environments without requiring prior training or a large
number of bases. The speech source is represented through an excitation/filter
model previously proposed in the literature, with the incorporation of a dictionary
of filter bases learned in a training stage from a database of isolated phonemes.
The excitation patterns comprise the set of F0s that can be used to approximate the
observed speech. This speech model allows to represent the speech signal with a
reasonable number of bases, and consequently is computationally more efficient
than other speech representations based on compositional models, such as those
based on sparse coding.
The method was evaluated on the simulated mixtures of the 3rd CHiME de-
velopment set. The experiments demonstrate that, in general, the proposed re-
strictions are adequate for real-word background environments, and improve sig-
nificantly the results obtained by the model without restrictions. In comparison
with other constrained semi-supervised decompositions, such as sparse NMF with
speech bases, our method obtains better separation results in terms of SDR and
SIR. Specifically, we obtained an average SDR gain of 4.56 dB, which supposed
an improvement of 1.65 dB over sparse NMF, and 0.67 over the OM-LSA algo-
rithm. The method also obtained promising results at the SiSEC 2013 interna-
tional campaign, although the proposed restrictions were not able to characterize
appropriately one of the tested environments. The current results of the algorithm,
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although promising, may however not be usable for most practical applications,
due to its limitation to voiced speech.
Future improvements of the algorithm will be focused on characterizing cer-
tain properties of the noise more accurately. It was observed that, although the
smooth noise type is able to approximate many instances of noise, it often im-
poses a strict representation in a sense that the bases and amplitudes must be
smooth. Better results could be obtained if the bases and gains are not restricted
to be smooth, but their combination is (at least, in comparison with speech). In
addition, we intend to explore the incorporation of unvoiced parts to the speech
model. Restricting the activations of unvoiced phonemes may help in avoiding the
problem of capturing noise components with them. It is also interesting to explore
a real-time implementation of the system, or its application in conjunction with
spatial cues for multichannel signals.
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Abstract
Digital hearing aids impose strong complexity and memory constraints on digital
signal processing algorithms that implement different applications. This paper
proposes a low complexity approach for automatic sound classification in digital
hearing aids. The proposed scheme, which operates on a frame-by-frame ba-
sis, consists of two stages: analysis stage and classification stage. The analysis
stage provides a set of low-complexity signal features derived from fundamen-
tal frequency (F0) estimation. Here, F0 estimation is performed by a decimated
difference function, which results in a reduced-complexity analysis stage. The
classification stage has been designed with the aim of reducing the complexity
while maintaining high accuracy rates. Two low-complexity classifiers have been
evaluated, a tree-based C4.5 and a Multi-layer Perceptron (MLP), the MLP being
chosen because it provides the best accuracy rates and fits to the computational
and memory constraints of ultra low-power DSP-based hearing aids. The classifi-
cation stage is composed of a MLP classifier followed by a Hidden Markov Model
(HMM), providing a good trade-off solution between complexity and classifica-
tion accuracy rate. The goal of the proposed approach is to perform a robust dis-
crimination among speech/nonspeech parts of audio signals in commercial digital
hearing aids, the computational cost being a critical issue. For the experiments,
an audio database including speech, music and noise signals has been used.
1 Introduction
Hearing losses affect about 13% of the population in most developed countries.
Approximately 90% of those with hearing impairments could benefit frommodern
hearing aids [1]. However, about 25% of those who own hearing aids do not wear
them because of irritating and unpleasant whistles and/or other amplified noises
caused by the surrounding background noise they encounter in their everyday life.
This astonishing irregular use of hearing aids arises from a variety of reasons
[2]. The problem becomes more accentuated because understanding speech with
background noise is much more difficult for hearing-impaired people than for
healthy listeners [3].
Research in digital hearing aids can improve the quality of life of many peo-
ple. Approaches in signal processing research on digital hearing aids fall into
four areas, which cover signal acquisition, amplification, transmission, measure-
ment, filtering, parameter estimation, separation, detection, enhancement, model-
ing, and classification. The first area uses advanced signal processing techniques
to characterize and compensate for various hearing impairments, such as loudness
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and frequency selectivity loss. The second area consists of effective target sig-
nal enhancement and noise reduction, which includes adaptive microphone array
technologies, spectral subtraction algorithms, blind source separation and sound
classification. The third area focuses on the real-world use of hearing aids and
addresses issues such as flexibility, convenience, feedback cancellation, and arti-
fact reduction. The fourth area is devoted to expanding hearing aid technology
into devices that are also able to perform other functions, such as mobile phones
and music players. In this area, issues such as echo cancellation, bone-conductive
microphones, and wireless voice link are of interest [4]. The signal processing
research in this work falls into the second area.
Hearing aid users can improve the perception of signals at different listening
conditions if a variety of amplification schemes are available in digital hearing
aids [5, 6]. Some modern digital hearing aids allow the user to manually select
among different programs depending on the acoustic environment the user is in.
The problem here is that the user has to recognize the acoustic environment and
selects the best-suited program using a switch on the hearing device or with some
kind of remote control. This approach commonly exceeds the abilities of most
hearing aid users (especially the elderly), in particular for the smallest In-The-
Canal (ITC) or Completely-In-the-Canal (CIC) hearing aids.
The previous paragraph shows the need for hearing aids that are able to au-
tomatically classify the acoustic environment the user is in. Hearing-impaired
people are willing to use hearing aids that allow to automatically classify differ-
ent acoustic environments. However, few hearing aids on the market can perform
classification and adaptation tasks. These advanced functionalities, when incor-
porated to hearing aids, can improve speech intelligibility, which increases the
comfort level of hearing-impaired people, allowing them to lead a normal life.
Furthermore, recent studies [7] suggest that automatic switching is deemed use-
ful by most of hearing-impaired people, even if its performance is not completely
perfect.
Because of the limitations imposed by the hardware requirements (computa-
tional speed, memory need and power consumption) and other practical factors,
the development and implementation of signal processing techniques for digital
hearing aids has been a challenging and active research area over the last decade.
In particular, developing an automatic sound classification system for digital hear-
ing aids is a really complex and challenging goal mainly due to the just mentioned
limitations. Digital hearing aids must work at very low clock frequencies in order
to reduce power consumption and thus increase battery life. From this constraint,
an upper bound in the number of operations per second is derived. Therefore, sig-
nal processing techniques and algorithms must be tailored for properly classifying
audio signals while using the minimum possible number of operations.
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In last years, some contributions have been made regarding the problem of
sound classification in digital hearing aids. Nordqvist and Leijon propose in [8]
a Hidden Markov Model (HMM) based sound classification algorithm for hear-
ing aids. The algorithm only uses modulation characteristics of the signal, being
implemented in a digital signal processor (DSP) based hearing device. Three lis-
tening environment categories are considered for testing: speech in traffic noise,
speech in babble, and clean speech. In [1], a sound classification system for acous-
tic environment recognition in hearing aids is proposed. The system distinguishes
four sound classes (clean speech, speech in noise, noise and music) using a set of
features inspired by auditory scene analysis. The work in [9] is centered on ex-
ploring proper training algorithms for Multi-layer Perceptrons (MLPs) to be used
within digital hearing aids. The training methods explored in [9] are Gradient
Descent, Levenberg-Marquardt and Levenberg-Marquardt with Bayesian Regu-
larization. The work in [2] deals with feature selection for improving sound clas-
sification in hearing aids. A genetic algorithm with restricted search is evaluated
for feature selection, showing promising results. The approaches proposed in [10]
and [11] discriminate among speech and nonspeech classes using neural network
(NN) classifiers specifically tailored to be implemented in hearing aid devices.
In the former approach, the NN is tailored by properly reducing the numbers of
neurons without degrading the classification performance. In the latter, the acti-
vation function of each neuron is severely simplified, and the effects of the finite-
precision of the DSP are taken into account to optimally quantize the parameters
of the network.
The short-term goal of this work is the design of an efficient automatic speech-
nonspeech discrimination system that can be programmed in a low-power DSP-
based hearing aid. Although many other variations, apart from speech and non-
speech, exist in the auditory environment, discrimination between speech and non-
speech is a crucial task in hearing aids. As explained in [10], intelligibility of
speech (in presence or not of background noise) and its discrimination from non-
speech sounds (whose amplification is unpleasant and irritating) are the two most
important aspects for hearing aid users. An automatic speech/nonspeech discrim-
ination system can clearly assist the hearing device in satisfying both needs, by
automatically selecting an amplification program on speech (improving intelligi-
bility) and an attenuating program on nonspeech (improving comfort). It is clear,
however, that the identification of more specific acoustic environments, such as
“speech in noise” or “music”, is an important and desirable feature, since it en-
ables the automatic selection of amplification schemes specifically fitted to those
listening conditions. Nevertheless, an efficient speech/nonspeech discrimination
approach is also very appreciated by hearing aid patients, specially if it provides
a robust performance. For this reason, the design of algorithms for discriminating
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between speech and other sounds in hearing aids is still the subject of recent and
active research [10, 11, 12].
In response of such need, the goal of the proposed approach is to perform a ro-
bust discrimination among speech/nonspeech parts of audio signals in commercial
digital hearing aids. The system, that operates on a frame-by-frame basis, is ba-
sically composed of a feature extraction stage (analysis stage) and a classification
stage.
Signal feature extraction is typically performed by Fourier transform compu-
tation of windowed audio frames [13, 14, 15]. Recently, signal features have been
extracted from the output of a weighted overlap-add (WOLA) filterbank in DSP-
based hearing aids [2, 9]. In this work, signal features are extracted from fun-
damental frequency (F0) estimates provided by a decimated difference function,
which results in a reduced-complexity analysis stage. Note that F0 estimation can
also be employed for other concurrent applications in digital hearing aids, such
as adaptive filtering, noise canceling, speech enhancement and speech separation
[16, 17].
In order to approach the global long-term goal of improving speech intelligi-
bility, it is important to select a suitable classifier. The ideal candidate in hearing
aid applications should require as low complexity as possible while maintaining a
high enough classification accuracy rate. As shown in Section 4, the classification
stage is composed of a MLP classifier followed by a HMM [18, 19]. A feasible
alternative to the MLP classifier is the tree-based C4.5 classifier [20, 21], which
also fits to the complexity and memory constraints, but with lower accuracy rates.
The HMM postprocessing step incorporates memory into the system, avoiding
occurrence of isolate errors. Combination of MLP and HMM provides a good
trade-off solution between complexity and classification accuracy rate.
The main contribution of this work is the proposed low-complexity and high-
accuracy approach for speech/nonspeech discrimination in a DSP-based hearing
aid. The main novelties of the paper are: 1) the decimated difference function for
F0 estimation, and 2) the two-stage cascaded classification scheme (MLP classi-
fier + HMM) for speech/nonspeech discrimination in a DSP-based hearing aid.
The paper is structured as follows. Section 1 outlines the problem of auto-
matic sound classification in digital hearing aids, briefly describes some recent
approaches for the problem and states the main contribution and novelties of the
paper. Problem statement, including design constraints, data structure and win-
dowing scheme, is described in Section 2. Section 3 describes in detail the main
components of the proposed approach. In Section 4, the experimental setup is ex-
plained and different results are shown. Finally, Section 5 is devoted to summarize
the main conclusions of the work. Future works are also pointed out.
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2 Problem Statement
2.1 Design Constraints
As mentioned, DSP-based hearing aids generally have strong constraints in terms
of computational capacity and memory. These constraints mainly arise from the
small size of digital hearing aids, specially for the smallest ITC or CIC models.
The smallest the hearing aid is, the strongest the constraints are. Note that the DSP
in a digital hearing aid usually has to integrate not only the CPU core but also
A/D and D/A converters, a filterbank, RAM, ROM and EPROM memories and
input/output ports. DSP-based hearing aids contain a small battery for supplying
energy to the DSP, which also influences in the aforementioned constraints. The
hearing aid has to work at very low clock frequencies in order to reduce power
consumption and thus extend battery operating time.
There are on the market hearing aids with less restrictions, such as Behind-
The-Ear (BTE) and In-The-Ear (ITE) hearing aids. They allow the implementa-
tion of more powerful signal processing algorithms at the expense of a higher size.
Anyway, the computational capabilities of ultra low-power DSPs have increased
in the last few years, allowing the implementation of new signal processing algo-
rithms in digital hearing aids [9, 22].
In this work, we propose a low-complexity speech/nonspeech discrimination
approach specifically tailored to be implemented in a low-power DSP-based hear-
ing aid. In order to explore the feasibility of the proposed approach to be used
in a realistic hearing device, a commercial DSP for hearing aids has been consid-
ered in our study. Here, Toccata Plus™ flexible DSP system for hearing aids from
ON Semiconductor has been chosen as a reference [23, 24]. This platform is em-
ployed by several manufacturers as the core part of their hearing aid devices, being
considered as representative of state-of-the-art low-power signal processors. Fur-
thermore, as mentioned in [11], most of the hearing aids currently available on the
market integrate a processor with similar computational speed (up to 2.56 MIPS).
Only the latest hearing instruments are based on more advanced DSP platforms
(such as the Orela© 4500 series or the Ezairo™ 5900, both from ON Semicon-
ductor), offering a computational capacity that does not use to exceed 5 MIPS
[24]. For this reason, in recent works, the Toccata Plus DSP system (or similar)
has been considered as a reference to design sound classification algorithms for
digital hearing aids [11, 25, 26, 27].
Toccata Plus block diagram is shown in Figure 1. The processing elements of
the entire system are: a) the RCore, a fully programmable DSP core, and b) the
WOLA filterbank coprocessor, a dedicated configurable processor that transforms
the audio signal to the time-frequency domain. The system also integrates other
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Figure 1: Toccata Plus block diagram.
components, such as A/D and D/A converters, RAM memories (8-Kwords for
data and 12-Kwords for program instructions) and several input/output interfaces.
The RCore processor is the main element of the system. This processor ex-
ecutes all algorithms implemented on the device, including the signal processing
stages that compensate the hearing losses. The RCore processor can operate at
three configurable clock frequencies in the Toccata Plus platform: 1.28 MHz,
1.92 MHz and 2.56 MHz. Since the processor is able to execute one instruction
per clock cycle, a configurable computational power of 1.28, 1.92 or 2.56 MIPS
is provided by the DSP.
In Section 4, it will be shown how the computational cost of the proposed
low-complexity speech/nonspeech discrimination approach matches to the com-
putational constraints of the chosen DSP-based hearing aid.
2.2 Data Structure and Windowing Scheme
In this work, an analysis window of 20 ms (W = 320 samples at fs = 16, 000 Hz
sampling rate) is defined. This value will be justified later (see subsection 3.1). A
texture window of approximately 1 s (50 analysis windows) is also defined. Over-
lapping with a hop size of 160 samples (half-window overlapping) is performed,
which results in 99 short-time frames for the 1 s-length texture window.
Since F0 estimation is performed frame-by-frame using the 20 ms-length anal-
ysis window with half-window overlapping, a 99-length low-level feature vector
L is defined for the 1 s-length texture window. From vector L, containing F0
estimates, a high-level feature vector H is also defined for the 1 s-length texture
window. Features in vectorH, providing valuable information about the temporal
evolution of F0 estimates within the texture window, are applied to the classifica-
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Texture window (1 s)
Analysis Window
(20ms, 320 samples)
Hop size (160 samples)
0.25 s
hifts
LOW-LEVEL SIGNAL FEATURES
I1 I2 I3 I4 I97 I98 I99
Feature vector L
MUSIC-RELATED FEATURES
(eight features)
Feature vector H
Figure 2: Example illustrating how to compute the input values to the classification stage.
tion stage in order the system to decide whether the analyzed 1 s-length window
belongs to the speech class or the nonspeech class.
Instead of using typical statistical features (mean, standard deviation, skew-
ness, etc.), eight features with musical meaning are here considered [28]. They
are briefly described in subsection 3.2. Therefore, the 99-length low-level feature
vector L, containing F0 estimates, is transformed into a lower dimensional high-
level feature vectorH, containing eight music-related features to be applied to the
classification stage.
The texture window is shifted by 250 ms, which entails updating feature vector
H every 250 ms. Hence, decisions about the class the current segment belongs to
are taken every 250 ms. Lower values of the texture window shift allow to reduce
the time during which the system stands at a erroneous status at the expense of
increasing the computational cost. Figure 2 shows the windowing scheme from
which the input values for the classification stage are computed.
To complete this section, it is worth mentioning that the complete implemen-
tation of the proposed speech/nonspeech discrimination approach into the hearing
aid itself is out of the scope of this paper. Performance results, shown in Section 4,
were obtained by computer simulations. Moreover, the complexity values of the
proposed approach (expressed in MIPS) are also shown in Section 4 not only for
the overall system but also for each constituent stage.
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3 System Description
A block diagram of the proposed low-complexity and high-accuracy approach
for speech/nonspeech discrimination in DSP-based hearing aids is depicted in
Figure 3. The input audio signal is analyzed using the analysis window and
half-window overlapping scheme for F0 estimation. At each texture window,
F0 estimates are processed to compute high-level music-related features, which
are then applied to the classification stage. The classification scheme consists of
two constitutive elements that operate in series. First, a low-complexity classifier
evaluates the high-level music-related features and computes the probability the
current audio segment to be speech or nonspeech. The HMM postprocessing step
is included to provide valuable information from past audio frames to the classi-
fication stage. Therefore, the proposed classification scheme, composed of a low-
complexity classifier followed by HMM postprocessing, incorporates memory to
the speech/nonspeech discriminator, which allows to increase the classification
accuracy rate, as shown in Section 4.
Next, the main blocks of the proposed approach for speech/nonspeech dis-
crimination in DSP-based hearing aids are described.
3.1 Decimated Difference Function for F0 Estimation
F0 can be estimated in both time and frequency domains. The autocorrelation
function (ACF) and its modifications are the generalized way of computing the
fundamental period in the time domain [29]. ACF-based algorithms tend to esti-
mate an integer multiple of the fundamental period, because the analyzed signal
is also periodic for all integer multiples of the fundamental period. However, the
main inconvenient of time-domain algorithms is their inability of handling multi-
ple F0 estimation (a very common situation, for example, in western music). In
general, multipitch signals are not periodic enough, while time-domain algorithms
are just based on periodicity.
Frequency-domain algorithms are more robust for multipitch estimation [30].
Frequency-based techniques perform pitch estimation from the Fourier transform
of the audio signal, which is composed of a train of delta functions for real-world
periodic sounds. Frequency-based algorithms search for delta functions equidis-
tant in frequency to estimate F0. Although some multipitch estimators are able
to detect more than one F0 present at the same time, multipitch estimation is still
an open research field [31, 32], and the solutions are often computationally very
complex.
Taking complexity constraints into account, F0 estimation in digital hearing
aids should be performed at the lowest possible computational cost. A very sim-
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Figure 3: Block diagram of the proposed approach for speech/nonspeech discrimination
in hearing aids.
ple method to estimate the fundamental frequency of a signal x(n) relies on the
following property: a periodic signal fulfills x(n) = x(n + τ0), where τ0 is the
period. However, the same property is also fulfilled for all integer multiples of
the fundamental period. This property is exploited by the difference function
df (n, τ), which can be defined as follows [29]:
df (n, τ) =
W−1∑
l=0
(x(n+ l)− x(n+ l + τ))2 , (1)
where n is the time index, τ the delay of the difference function andW the length
of the analysis window. The minimum value of the difference function df (n, τ)
arises at the fundamental period (and its integer multiples) of x(n). The difference
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function is directly related with the ACF function r(n, τ) in the following way:
df (n, τ) = r(n, 0) + r(n+ τ, 0)− 2r(n, τ). (2)
The complexity of the difference function is proportional to the analysis win-
dow lengthW and the sampling frequency fs of the input audio signal. As stated
in [29], the parameter W should be chosen at least as high as the maximum fun-
damental period to be estimated. This requirement implies a high complexity in
the computation of the difference function df (n, τ), specially when dealing with
low pitched signals, such as speech. In our implementation, the analysis window
length has been fixed to 20 ms, which allows to estimate fundamental frequencies
above 50 Hz.
In [33], a low-complexity method for F0 estimation in digital hearing aids is
proposed. The proposed method in [33] computes the difference function at some
outputs of the filterbank incorporated into the DSP-based hearing aid, showing
promising but not good enough results. Complexity reduction for difference func-
tion computation can also be achieved by decimating the input audio signal. In
this way, the number of sums and multiplications for each index value τ is reduced
according to the decimation factor.
In this work, we intend to reduce the complexity of the difference function as
much as possible, while maintaining the estimation accuracy. The solution pro-
posed here is to redefine the difference function by applying a decimation factor,
which results in the so-called decimated difference function:
ddf (n, τ) =
S−1∑
l=0
(
x(n+ d(W, τ)l)− x(n+ d(W, τ)l + τ))2, (3)
where S is the number of samples used to compute the decimated difference func-
tion and d(W, τ) is the applied decimation factor. In order to use the same window
lengthW when computing ddf (n, τ) for all delays, the decimation factor must be
a function of the window lengthW and the delay τ , as expressed in Equation (4):
d(W, τ) =
⌊
W − τ − 1
S − 1
⌋
. (4)
Note that Equation (4) is derived by supposing that the highest delay for ddf (n, τ)
must be less or equal than W − S. Moreover, the decimation factor, as defined
in Equation (4), avoids sample selection out of the current audio frame. Figure 4
illustrates the influence of the decimation factor when evaluating the decimated
difference function for any index value τ .
The decimated difference function ddf (n, τ) requires S subtractions, S multi-
plications and S − 1 additions for each output value. Therefore, the computation
92
0 d 2d 3d (S−1)d W−10
0.02
0.04
0.06
0.08
0.1 x[n]
0 d 2d (S−2)d (S−1)d0
0.02
0.04
0.06
0.08
0.1 x[n+τ]
Analysis window (W samples)
−τ
Figure 4: Example illustrating how the decimated difference function is computed for
a given index value τ . Samples considered for computation are depicted in black. As
illustrated, the decimation factor allows to select S equally spaced samples within the
analyzed audio frame.
of each output value is now directly proportional to parameter S. A trade-off so-
lution between complexity and estimation reliability can be achieved by properly
selecting parameter S, as seen in the results.
A modification of the difference function df (n, τ) is proposed in [29], aiming
to avoid typical errors in estimating the fundamental period. For this reason, the
cumulative mean normalized difference function cmdf (n, τ) is defined as follows:
cmdf (n, τ) =
τ · df (n, τ)
τ∑
j=1
df (n, j)
. (5)
The cumulative mean normalized difference function is introduced in order to
better discriminate the fundamental period from its integer multiples [29]. Note
that all these periods lead to local minima of the difference function df (n, τ).
However, the cumulative mean normalized difference function reinforces the lo-
cal minimum due to the fundamental period in relation to its integer multiples.
As a consequence, in our approach, the cumulative mean normalized decimated
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difference function, denoted by cmddf (n, τ), has been considered:
cmddf (n, τ) =
τ · ddf (n, τ)
τ∑
j=1
ddf (n, j)
. (6)
The computation of the cumulative mean normalized decimated difference
function cmddf (n, τ) does not almost increase implementation complexity. In
addition to the operations of function ddf (n, τ), it requires a multiplication, a di-
vision and a summation to compute each output value. Summarizing, S subtrac-
tions, S+1multiplications, S additions and one division are required to calculate
each output value of function cmddf (n, τ).
The complexity of evaluating the function cmddf (n, τ) for all time indexes
n and delay values τ is too high to be implemented in ultra low-power digital
hearing aids, and should be further reduced. It is expected that decimation in both
dimensions has a great impact on the final complexity. Nevertheless, function
cmddf (n, τ) should be decimated according to the application we are dealing
with. Logically, all n values at a high enough sampling rate (fs = 16, 000 Hz) are
not required to obtain good speech/nonspeech discrimination results. With regard
to the delay, it initially ranges from τ = 4 to τ = W −S, whereW is the length of
the analysis window. Delays from τ = 1 to τ = 3 lead to inaccurate estimations
for low frequency signals, because the shifted signal is very similar to the original
one [29]. As a consequence, the upper bound for F0 estimation is fixed to fs/4,
with fs being the sampling frequency of the input signal.
In our implementation, the 20 ms-length analysis window containsW = 320
samples at fs = 16, 000 Hz sampling rate. Further, half-window overlapping is
performed, which involves evaluating function cmddf (n, τ) each Th = 10 ms.
Taking into account that (W − S − 3)/Th delays (or samples) per second are
evaluated by function cmddf (n, τ), we can calculate the number of sums, multi-
plications and divisions per second required by our F0 estimation method. Sum-
marizing, the complexity requirements of function cmddf (n, τ) are the following:
• 2S(W − S − 3)/Th sums (additions and subtractions) per second.
• (S + 1)(W − S − 3)/Th multiplications per second.
• (W − S − 3)/Th divisions per second.
The overall complexity of function cmddf (n, τ), taking multiply-accumulate
(MAC) operations into account, is equal to (2S + 4)(W − S − 3)/Th MIPS.
In Section 4, the system performance has been assessed with different values
of parameter S in order to find a good balance between complexity and accuracy
rate in the speech/nonspeech discrimination task.
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Next, the method for estimating the fundamental frequency at a given time n0
from function cmddf (n, τ) is described:
1. For all possible values of index τ , the minimum of function cmddf (n0, τ)
is calculated.
2. This minimum value is compared with a threshold in order to discriminate
between voiced and unvoiced frames [29]. When it is far from zero, the
signal frame is not periodic and the fundamental period cannot be estimated.
Otherwise, the signal frame is labeled as voiced and the fundamental period
is estimated. The threshold is here fixed to 0.15 [29].
3. When the current audio frame is labeled as voiced, the estimated funda-
mental period is the delay τ0 for which function cmddf (n0, τ) takes the
minimum value.
Finally, the method provides three values for the current audio frame:
• The estimated F0. It is the inverse of the estimated fundamental period
(F0 = 1/τ0).
• Aperiodicity, denoted by Ap0 , which is defined as the value of function
cmddf (n0, τ) at the estimated fundamental period, Ap0 = cmddf (n0, τ0).
As stated before, F0 estimation is not valid when this parameter is above
0.15, the analyzed signal being considered to be unvoiced. A normalized
measure of aperiodicity Ap ranging from 0 to 1 can also be used.
• Power of the windowed discrete-time signal, denoted by P . When this pa-
rameter is below a threshold (2−15 for normalized signals), the signal is
considered to be a silence.
3.2 Music-Related Features Computed from F0 Estimation
When dealing with speech signals, F0 estimates match to a characteristic pattern
for most of the analyzed signals. Speech signals contain voiced frames (near-
periodic) and unvoiced frames (aperiodic), which alternate in time. In most of
languages, words are composed of voiced and unvoiced phonemes, which results
in several voiced-unvoiced boundaries within a word. Good F0 estimates can be
accomplished for voiced frames, while it makes no sense to estimate F0 for un-
voiced frames. Moreover, voiced speech frames have a time-varying F0, because
the pitch changes when voiced phonemes are pronounced. Instead, music and
noise (nonspeech) signals show a quite changing behavior. There is not a generic
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pattern for such signals. Their properties depend on several factors, such as the
music genre, polyphony, instruments involved, type of noise, etc [28]. However,
two specific patterns can be identified in music signals: 1) F0 does not almost
change when only one musical note is played at any time (near-steady state within
the same note), and 2) step-wise changes often happen when passing from a mu-
sical note to another. Noisy environments, in turn, tend to remain unvoiced most
of the time, although they often exhibit short pitched parts, or long pitched parts
with near-steady F0 (for instance, in pitched stationary noises).
In general, although there is not a generic pattern for nonspeech sounds, they
differ from speech signals in two main aspects: 1) the absence of intonation (i.e.
the time-varying F0 that arises from the pronunciation of voiced phonemes), and
2) the absence of the typical alternation of voiced and unvoiced frames that results
from the articulation of words (composed of voiced and unvoiced phonemes). In
order to better illustrate these differences, Figures 5 and 6 are included. In Figure 5
an example of F0 estimation for a representative speech signal is shown. As can
be seen, F0 estimation (in voiced frames) slowly varies in terms of the speaker’s
intonation, and the Ap0 sequence exhibits large variations between voiced and
unvoiced frames. Figure 6 shows the F0 estimated for a music signal. As can
be seen, F0 estimation is nearly-steady in voiced frames, and the Ap0 sequence
exhibits smaller variations than those observed in speech signals.
In order to capture these main differences, a set of musically-inspired features
derived from F0 were proposed in [28] for speech/music discrimination. Here, we
employ these features for speech/nonspeech classification in hearing aids.
Next, the set of F0-based features, proposed by Ruiz-Reyes et al. in [28], is
briefly defined:
1. Dynamic range of aperiodicity (DAp). It is defined as the difference be-
tween the maximum and minimum values of the normalized aperiodicity
Ap within the current texture window.
2. Average of F0 estimates (F0 av ). It is defined as the mean value of F0 esti-
mates at the current texture window.
3. Dynamic range of F0 estimates (DF0 ). It is defined as the difference be-
tween the maximum and minimum values of F0 estimates within the current
texture window.
4. Maximum note duration (NDmax ). It is defined from the number of con-
secutive analysis windows comprising the longest musical note within the
observation interval (the current texture window).
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Figure 5: F0 estimate for a representative speech signal of 1 s. (a) Normalized waveform.
(b) Estimated F0. The thick line corresponds to the segments that are “classified” as
voiced. (c) Aperiodicity. The dashed line represents the boundary to “classify” the signal
frames as voiced or unvoiced.
5. Number of notes (Nnote). It is defined as the number of different notes con-
tained within the observation interval (the current texture window). From
F0 estimates in the observation interval, we compute how many different
notes are detected.
6. Voiced ratio (VR). It is defined as the ratio between the number of voiced
frames and the total number of frames within the observation interval. This
parameter informs us about the percentage of frames in which F0 is properly
estimated at each observation interval.
7. Average value of the aperiodicity (Ap0 av ). Mean value of the normalized
aperiodicity at the current texture window. It is only defined for voiced
frames, and informs us about the periodicity of voiced frames.
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Figure 6: F0 estimate for a music signal of 1 s. (a) Normalized waveform. (b) Estimated
F0. The thick line corresponds to the segments that are “classified” as voiced. (c) Aperi-
odicity. The dashed line represents the boundary to “classify” the signal frames as voiced
or unvoiced.
8. Aperiodic power (Apw ). It is defined as the ratio between the power of un-
voiced frames and the total power at the current texture window. It informs
us about the percentage of power due to unvoiced frames.
To illustrate the discrimination ability of some of these features, Figure 7 is
included. The normalized histograms in Figure 7 correspond to features Nnote
and Apw when they are computed using both the proposed F0 estimation method
and the YIN algorithm. In subplots (a) and (c), high values of parameter Nnote
are obtained for speech signals, because F0 estimates change with the speaker’s
intonation. Rather, lower values of parameter Nnote are usually obtained for non-
speech signals, because F0 estimates remain steady in variable-length intervals.
As shown in subplots (b) and (d), the parameter Apw (aperiodic power) is usually
low for speech signals, because unvoiced frames have typically less power than
voiced frames. This situation does not happen for noise or music signals.
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Figure 7: Normalized histograms of features Nnote and Apw for both speech and non-
speech in the following cases: (a) feature Nnote is computed using the proposed method
for F0 estimation, (b) featureApw is computed using the proposed method for F0 estima-
tion, (c) featureNnote is computed using the YIN algorithm, (d) featureApw is computed
using the YIN algorithm.
Further details about the motivation of the F0-based features and their typical
behavior when classifying speech/nonspeech can be obtained in [28].
When all analysis windows in a texture window are labeled as either unvoiced
or silence, the previously described features have no sense, and a boolean flag is
activated to inform the classification stage about it.
The required complexity for computing the just-described features is much
lower than the computational cost of the proposed method for F0 estimation. The
main reason is that the music-related features are computed each 250 ms, while F0
estimation is performed each 10 ms. The complexity values of these music-related
features are shown in Section 4 (Table 3), being derived from their definition in
[28].
3.3 Low-Complexity Classifier
To achieve high accuracy rates, the classifier parameters are previously found by
performing a training process with a suitable sound database. After training, the
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classifier is able to classify new input patterns with satisfactory results. There
exist a high number of approaches for pattern recognition, each one with differ-
ent characteristics in terms of performance and complexity. Among them, sev-
eral low-complexity classifiers have been proposed in the literature for automatic
sound classification in digital hearing aids [1, 9]. For such application, it is crucial
not only to achieve a high accuracy rate, but also to keep the computational and
memory requirements as low as possible.
In this work, two different classifiers have been considered for evaluation:
MLP and the tree-based C4.5 classifier. The choice of the MLP classifier, among
a variety of algorithms proposed in the literature, is motivated by the fact that
neural networks (NNs) have proven to exhibit a proper learning behaviour for
sound classification problems. As pointed out in [7], [9] and [10], NNs are able to
achieve very good results in terms of classification accuracy rate when compared
to other widely used algorithms, such as rule-based classifiers, the Fisher linear
discriminant, the k-Nearest Neighbor algorithm or Bayessian classifiers. Further-
more, in [28], it was proved that NNs, evaluated over the set of music-related
features employed in this work, provided better accuracy rates than other recent
and powerful classification schemes, such as Support Vector Machines.
A feasible alternative to the MLP classifier, mainly when accounting for the
computational cost, is the tree-based C4.5 classifier. Although well-known, this
classifier has not been yet investigated for sound classification tasks, and thus no
performance results have been reported in the literature on this particular issue.
For this reason, and attracted by its low computational requirements, we have
evaluated the C4.5 classifier along with the MLP, with the aim of choosing the
optimal solution for its application in hearing aids. In addition, both classifiers
have also been compared with the classic k-Nearest Neighbor (k-NN) algorithm,
which is commonly used in the literature for comparison purposes [1, 9]. Here,
given its high computational and memory requirements, the k-NN classifier is
only considered as an ”anchor”, and not as a feasible option to be implemented in
a hearing aid device.
Next, the three considered classifiers are briefly described:
• k-Nearest Neighbor classifier (k-NN). The k-NN classifier needs to store
in memory the whole training set to compute all possible distances, thereby
requiring high computation time and memory. Although the k-NN classifier
involves high computational cost, it is typically used as an ”anchor” for
comparison with feasible classifiers [10]. In this work, a 1-NN classifier is
considered as an ”anchor” for comparison purposes
• Multi-layer Perceptron (MLP). In this work, a three-layer MLP with 8 input
neurons, 8 hidden neurons and 2 output neurons is considered for evalua-
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tion. Such a network requires 80 multiplications and additions to provide
an output value. Moreover, it requires 90 memory-words to store the MLP
parameters (the weights of the links and the neuron bias values). An ad-
ditional number of operations equal to 200 is also required to compute the
sigmoid activation function at hidden and output layer neurons (20 oper-
ations per neuron) [26]. MLPs have been previously used for automatic
sound classification in digital hearing aids [9].
• Tree-based C4.5 classifier. It builds decision trees from the training set
using the concept of information entropy [20]. Given a set T of training
vectors, the attribute and splitting value that provide the highest normalized
information gain (difference in entropy) are used to divide set T into two
subsets, TL and TR. The same process is recursively applied on each subset
until a stopping criterion is satisfied. As a result, a binary tree with n nodes
and l leaves is obtained. For each node, two values are memory-stored: an
index identifying the attribute and the splitting value for that attribute. For
each leaf, two values are also stored: the class (or decision) associated to
the leaf, and a probability value of right classification. Therefore, 2n + 2l
memory-words are required to store the whole tree in the device. Once
the tree is built, the complexity of the classifier is proportional to the tree
depth (a tree depth equals to D involves D comparisons to classify a new
instance).
Complexity information regarding the three considered classifiers is reported
in Section 4 (Table 4). The complexity values in Table 4 arise from the theoretical
definition of each considered classifier.
3.4 HMM Postprocessing Stage
As defined in [18], a Hidden Markov Model (HMM) is a double stochastic pro-
cess with an underlying stochastic process that is not observable, but can only be
observed through another set of stochastic processes that produce the sequence of
observations. In other words, a HMM is a mathematical description of a system
which may be described at any time as being in one of a set of J distinct states,
and which changes its state at discrete times according to certain probabilities.
The model is named “hidden” because the state of the model, q(t), at a given time
instant t, is not directly observable. Instead, only an indirect output value (or set of
values), o(t), which is a probabilistic function of the actual state, can be observed.
HMMs constitute a useful tool for modeling time-varying processes, being widely
used in applications such as speak recognition or speaker verification [19].
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Although the probabilities returned by our classifier can be directly used to
take a final decision, usually the decision sequence contains isolated errors. These
errors are specially undesirable, because they make the device to change its hear-
ing program for short time intervals, severely reducing the comfort level expe-
rienced by the user. Typically, the environment surrounding the user exhibits
a rather steady behavior; a given state (lets say ”speech”) is held for a certain
period of time, and then, at a certain instance, the environment changes to an-
other state (lets say ”nonspeech”), which in turn remains steady during another
time interval. In order to incorporate this inherent temporal information into
the speech/nonspeech discrimination problem, we model the environment with
an HMM, which post-processes the probabilities returned by the classifier.
In the proposed approach, a two-states HMM is employed, where each state
corresponds to a different sound class (state 1 for ”speech” and state 2 for ”non-
speech”). Therefore, there are only four transition probabilities, which corre-
spond to the following state transitions: speech/speech, speech/nonspeech, non-
speech/speech and nonspeech/nonspeech. The model receives as input data (ob-
servation) the sequence of probabilities computed by the classifier, O = [pj(1),
pj(2), pj(3), ..., pj(T )], with j ∈ {1, 2}, and provides the optimal state sequence
Q = [q(1), q(2), q(3), ..., q(T )] associated to the received observation. Estima-
tion of the optimal state sequence (optimal path) is accomplished by the Viterbi
algorithm [19].
Once the classifier provides the probabilities pj(T ) for the current texture win-
dow, the HMM post-processing stage has immediately to make the final decision.
No backtracking has to be performed for retrieving previous states, [q(1), q(2), ...,
q(T − 1)], since they were already estimated at previous texture windows.
Although the Viterbi algorithm can work accounting for information only from
past signal segments, more accurate results can be achieved by incorporating some
future information to the model. However, this accuracy gain is achieved at the ex-
pense of increasing the system delay. In Section 4, the proposed low-complexity
speech/nonspeech discrimination approach is evaluated when HMM postprocess-
ing is performed for different delay values. Moreover, influence of the delay on
the considered application (automatic sound classification in digital hearing aids)
is further discussed.
It can be demonstrated that the HMM post-processing stage involves low com-
putational and memory requirements, being negligible with respect to those of the
F0 estimation stage. Complexity values of HMM post-processing are included in
Section 4 (Table 4). However, in order to make the paper as concise and clear as
possible, justifying complexity values is out of the scope of this work.
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4 Experimental Setup and Results
4.1 Experimental Setup
The sound database used for the experiments consists of 2936 files, with a length
of 2.5 seconds each one. The coding parameters of the audio files are the fol-
lowing: 16000 Hz sampling frequency and 16 bits per sample. The audio files
belong to the following categories: 1964 speech files, 366 noise files and 606 mu-
sic files. The first category is subdivided into two classes: speech in quiet and
speech in noise. The speech in noise files have different SNR values, ranging
from 0 to 20 dB. Noise files include the following classes: aircraft, bus, cafe,
car, kindergarden, living room, nature, school, shop, sports, traffic, train and train
station. Finally, music files include two classes: vocal music and instrumental
music. This database has been previously used for automatic sound classification
in digital hearing aids [9, 2].
The classification results are calculated using a ten-fold cross-validation eval-
uation, where the dataset to be evaluated is randomly partitioned so that 10% is
used for testing and 90% is used for training. The process is iterated with different
random partitions and the results are averaged. The results presented in this sec-
tion are obtained with 50 iterations. This ensures that the calculated accuracy will
not be biased because of a particular partitioning of the whole dataset for training
and testing.
In the experimental setup, system parameters are configured as follows:
• F0 estimation:
– 20 ms-length analysis window.
– Half-window overlapping. It implies that F0 estimates are obtained
each 10 ms.
– F0 estimation ranges from 50 Hz to fs/4 = 4 kHz.
• Music-related features computation:
– 1 s-length texture window. The texture window comprises L = 99
analysis windows.
– The texture window is shifted each 250 ms.
• Low-complexity classifier:
– The simplest possible configuration is used for the k-NN classifier.
Therefore, the considered classifier is 1-NN (only one nearest neigh-
bor).
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– A three-layers configuration with 8-8-2 neurons is considered for the
MLP-based classifier. A sigmoid activation function is applied to neu-
rons at hidden and output layers.
– The C4.5 algorithm is executed with the following configuration val-
ues: minimum number of instances per leaf equal to 2 and confidence
factor equal to 0.25. These values are recommended in [20].
• HMM filtering:
– Prior probabilities are fixed to 0.5 (speech and nonspeech probabilities
are supposed to be the same).
– It is supposed that state transitions happen each 120 seconds on aver-
age. From this value, the transition matrix is derived.
The last block is disabled when testing on the above described database, be-
cause the audio files are too short to get advantage of HMM postprocessing. How-
ever, a signal of about one hour has been recorded from a radio broadcasting pro-
gram (with speech and nonspeech parts) to demonstrate the effectiveness of HMM
filtering.
4.2 Accuracy Results
First, we are going to assess the proposed F0 estimation method for different val-
ues of the parameter S, with the aim of obtaining an optimum value. Table 1 shows
the mean accuracy rates provided by the proposed speech/nonspeech discrimina-
tion approach (excluding HMM postprocessing) for different values of the param-
eter S and different classifiers. Results in Table 1 are particularized for each sound
class, so that the columns “Speech” and “Non-speech” express, respectively, the
percentage of speech and nonspeech texture windows correctly classified. The
column “Global” expresses the global accuracy rate, i.e. the percentage of texture
windows (either speech or nonspeech) correctly classified. Table 1 also shows the
performance of the proposed approach when F0 is estimated by the YIN algorithm
[29]. Comparison with the YIN algorithm aims to evaluate the accuracy loss due
to the decimated difference function (proposed F0 estimation method).
From Table 1, it can be stated that nonspeech frames are more frequently mis-
classified than speech frames when using low values of parameter S. Nonspeech
frames have a more heterogeneous nature than speech ones (different levels of
polyphony and different pitched and non-pitched sources). This property makes
nonspeech frames more sensitive to F0 estimation errors due to low values of pa-
rameter S. However, the speech class exhibits a more steady performance with
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Table 1: Assessing the proposed F0 estimation method for different values of the param-
eter S and different classifiers. Comparison with the YIN algorithm.
F0 estim. Accuracy rate Accuracy rate Accuracy rate
method with MLP (%) with C4.5 (%) with 1-NN (%)
Global Speech Non- Global Speech Non- Global Speech Non-
speech speech speech
S = 10 87.54 89.35 83.88 85.73 89.05 79.01 81.28 86.99 69.73
S = 20 88.54 89.85 85.88 86.58 89.03 81.63 83.75 88.29 74.57
S = 30 88.76 89.59 87.07 87.46 89.24 83.86 85.14 89.11 77.12
S = 40 89.17 89.86 87.77 87.73 89.53 84.09 86.12 89.85 78.59
S = 50 89.42 89.63 88.98 87.99 88.93 86.09 86.01 88.84 80.29
S = 100 89.01 89.06 88.89 88.25 89.03 86.67 87.33 89.04 83.88
YIN algorithm 90.13 90.03 90.35 88.95 89.64 87.56 88.41 90.01 85.18
respect to the parameter S. With higher values of S, the global accuracy rate is
increased and classification errors are more fairly distributed among speech and
nonspeech classes.
The global accuracy rates in Table 1 are also shown in Figure 8 to better under-
stand the performance of the function cmddf (n, τ) with respect to the parameter
S. As shown in Figure 8, global accuracy rates tend to grow as the parameter S is
increased, regardless of the considered classifier.
With regard to the classifier, the following comments arise from Figure 8.
MLP achieves the best results for all values of the parameter S, followed by the
tree-based C4.5 algorithm and the 1-NN classifier. These results are in line with
other related previous works, where neural networks have demonstrated to achieve
higher accuracy rates than other classifiers [1, 9].
Another meaningful result that arises from Figure 8 is the following: the ac-
curacy loss between the decimated difference function (proposed F0 estimation
method) and the YIN algorithm is reduced to 0.5% in the best case (MLP and
S = 55). This result evinces the good performance of the proposed F0 estimation
method when combined with MLP for speech/nonspeech discrimination in digital
hearing aids.
4.3 Complexity Evaluation
In order to choose an optimum value of parameter S and the more suitable classi-
fier for the application we are dealing with, system complexity requirements must
be taken into account. In such sense, Table 2 shows the number of instructions re-
quired to implement the proposed F0 estimation method for different values of the
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Figure 8: Performance of the function cmddf (n, τ): classification accuracy rate vs pa-
rameter S.
parameter S in the Toccata Plus DSP system from On Semiconductor. In Table
2, only the complexity of the decimated difference function (proposed F0 esti-
mation method) is considered. Complexity details of such function are included
in Section 3.1. The results in Table 2 are obtained by supposing that the Toccata
PlusDSP is able to perform a simple operation (summation, MAC, multiplication,
division) in one single instruction.
Complexity requirements for the remaining stages of the proposed low com-
plexity speech/nonspeech discrimination approach, namely music-related features
computation and classification, are summarized in Tables 3 and 4.
Table 3 shows the number of operations per texture window required to com-
pute each one of the music-related features. In Table 3, complexity values are
expressed as a function of the parameter L, which denotes the number of F0 es-
timates within a single texture window. According to our experimental setup,
L = 99. The number of instructions per second, as stated in the last column, is
obtained by supposing that the music-related features are computed 4 times per
second (the texture window is shifted by 250 ms), and that the logarithm operation
takes 16 instructions in the processor.
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Table 2: Complexity of the decimated difference function (proposed F0 estimation
method) for different values of the parameter S.
F0 estimation method Instructions per second
Proposed one, S = 10 736,800 (0.73 MIPS)
Proposed one, S = 20 1,306,800 (1.30 MIPS)
Proposed one, S = 30 1,836,800 (1.83 MIPS)
Proposed one, S = 40 2,326,800 (2.32 MIPS)
Proposed one, S = 50 2,776,800 (2.77 MIPS)
Proposed one, S = 100 4,426,800 (4.42 MIPS)
YIN algorithm 20,415,200 (20.41 MIPS)
Table 3: Complexity requirements of music-related features.
Feature Sums per Multiplications Comparisons Logarithms Instructions
texture or divisions per texture per texture per second
window per texture window window window (L = 99)
DAp 1 0 2L− 1 0 792
F0 av L− 1 1 0 0 396
DF0 1 0 2L− 1 0 792
NDmax L 2L L L 7,920
Nnote 0 0
L(L−1)
2 0 19,404
VR L− 1 1 L 0 792
Ap0 av L− 1 1 0 0 396
Apw L− 1 1 0 0 396
All 5L− 2 2L+ 4 L22 + 11L2 − 2 L 30,888
Table 4 shows the complexity requirements of each considered classifier. It
also shows the complexity of HMM post-processing. The following assumptions
were made for the three considered classifiers:
• Complexity of theMLP is obtained by supposing that the activation function
at each neuron takes 20 instructions [2].
• It is supposed that the decision tree depth for the C4.5 classifier is D =
12. Actually, the tree depth depends on the training process, and cannot be
configured a priori. However, during the training process, 12-depth decision
trees were very often obtained. That is the reason for choosingD = 12 as a
suitable value for the tree depth.
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Table 4: Complexity requirements of the classification stage. Comparison between the
three considered classifiers.
Classifier Sums per Multiplic. MAC Comparisons Instruct.
decision per decision per decision per decision per second
MLP 0 0 80 0 1,120
C4.5 0 0 0 D 48
1-NN 8T 0 8T T − 1 1,257,996
HMM 0 6 0 3 36
• Complexity of the 1-NN classifier is proportional to the size of the train-
ing set, which consists of T = 18500 feature vectors for the considered
database.
From Table 4, it results that MLP and C4.5 classifiers lead to a low compu-
tational cost in comparison to the 1-NN classifier. Although the complexity of
the C4.5 classifier is much lower than that of MLP, the complexity values in both
cases are negligible compared to those of the F0 estimation stage. Therefore, the
classification stage of the proposed approach can be regarded as a low-complexity
stage, even when implemented with a neural network. Taking into account that
MLP provides higher accuracy rates than C4.5 with lower complexity, we have
chosen MLP as the optimum classifier for the application we are dealing with.
The main conclusion from Tables 2, 3 and 4 is the following: the complex-
ity of the proposed speech/nonspeech discrimination approach for hearing aids is
mainly due to the F0 estimation stage. The remaining stages do not almost in-
crease the system complexity, as shown in Tables 3 and 4. Note that all stages
are executed each 250 ms, except the F0 estimation stage, which is executed each
10 ms. Therefore, the value of the parameter S has a great impact on the overall
complexity of the proposed approach and must be properly chosen to match the
overall complexity to the constraints of the Toccata Plus DSP.
Figure 9 shows the overall complexity of the proposed approach for speech-
nonspeech discrimination in digital hearing aids as a function of the parameter S.
The overall complexity results in Figure 9 are obtained under the assumption that
classification is performed by a MLP-based classifier.
As shown in Figure 9, complexity values higher than 45 avoid the algorithm
to be implemented on the chosen device (Toccata Plus DSP system for hearing
aids), because the algorithm complexity outperforms the maximum computational
capacity of the DSP system. Moreover, the parameter S must be below 20 when
the system is operating at 1.28 MIPS, which is a configuration intended for ultra
low-power consumption in order to extend the battery operation time.
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Figure 9: Complexity requirements of the proposed approach as a function of parameter
S.
An adequate selection for the parameter S can be made by analyzing Figures
8 and 9. From these figures, it results that a good choice for S is around 30
samples. Higher values (S > 30) do not almost improve the accuracy rate, while
complexity is meaningfully increased.
4.4 Evaluation of HMM Postprocessing
For assessing the benefits of HMM postprocessing, a one hour-length radio broad-
casting program that alternates speech and nonspeech intervals was downloaded
(www.rtve.es/resources/mp3/2/0/1222050144702.mp3). The input file is first clas-
sified by the MLP-based classifier. The result is then filtered by the HMM stage
with different delay values. Table 5 shows the improvement in the classification
accuracy rate when HMM filtering is included in the proposed scheme. More-
over, Table 5 also shows how the delay influences the classification accuracy rate.
Delay values ranging from 0 to 2.5 seconds are here considered.
The global accuracy rate is increased about 1% when HMM postprocessing is
incorporated into the speech/nonspeech discrimination scheme. Higher accuracy
rates can be achieved if a certain decision delay is allowed. However, the accu-
racy rate only increases with the decision delay until an upper bound is reached
109
Table 5: Performance evaluation of the HMM postprocessing stage. Comparison for
different delay values.
Classification scheme Accuracy Decision
rate delay (s)
MLP 92.86 % 0
MLP + HMM (no delay) 93.87 % 0
MLP + HMM (1 window shift) 94.56 % 0.25
MLP + HMM (2 windows shift) 94.93 % 0.5
MLP + HMM (3 windows shift) 95.09 % 0.75
MLP + HMM (4 windows shift) 95.17 % 1
MLP + HMM (5 windows shift) 95.20 % 1.25
MLP + HMM (6 windows shift) 95.21 % 1.5
MLP + HMM (7 windows shift) 95.21 % 1.75
MLP + HMM (8 windows shift) 95.21 % 2
MLP + HMM (9 windows shift) 95.22 % 2.25
MLP + HMM (10 windows shift) 95.23 % 2.5
MLP + HMM (infinite delay) 95.23 % ∞
(95.23% for the selected one hour-length file). As shown in Table 5, a decision
delay of about 1 s can be chosen as an optimum value.
The results in Table 5 are obtained when S = 30 is chosen. Therefore, the
accuracy rate is somewhat higher for the one hour-length file (92.86% with MLP)
than for the audio database containing 2.5 second-length files (88.76%withMLP).
The results in Table 5 highlight how critical the considered sound database is for
speech/nonspeech discrimination.
As explained in Section 3.4, HMMpostprocessing avoids that speech/nonspeech
decision bounces in consecutive texture windows. In order to illustrate the benefits
of HMM postprocessing, Figure 10 is included.
As seen in Figure 10, HMM postprocessing performs time-filtering on deci-
sions taken by the classifier, thus providing a more stable output. This property
makes HMM postprocessing very useful in digital hearing aid applications, be-
cause switching between speech/nonspeech decisions in short intervals causes an-
noying effects to hearing aids users. Time-filtering is more effective when the
model operates with a certain delay, since the output is computed considering
some future decisions. In the example of Figure 10, it is shown how HMM post-
processing with one second-delay eliminates all isolated errors at the expense of
increasing the system latency in responding to environment transitions.
For the application we address in this paper (speech/nonspeech discrimination
in hearing aids), a few seconds delay is often considered as an acceptable latency.
For instance, the approach proposed by Nordqvist and Leijon [8] takes about 2-10
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Figure 10: An example of speech/nonspeech discrimination before and after HMM pro-
cessing. In the upper subplot, a transition between nonspeech (grey line) and speech
(black line) is depicted. The second subplot shows the decisions taken by the MLP-based
classifier. The third subplot shows the decisions after HMM postprocessing (with no de-
lay). Finally, in the bottom subplot, the decisions taken by the HMM model operating
with one s-delay are depicted.
seconds to change its output after a transition from one listening environment to
another occurs. In the approach by Büchler et al. [1], the output of the classifier is
observed over a certain time (typically, 10 seconds), and the class that more often
appears in that time interval is taken as a result.
4.5 Comparison and Discussion
Several approaches dealing with the problem of speech/nonpeech discrimination
in hearing aids have been proposed in the literature [2, 10, 26]. The approach
in [2] employs a pattern classifier with two layers, where the first layer classifies
the audio signal into speech or nonspeech using a set of features selected by a
genetic algorithm. For this approach, an accuracy rate of about 93% is reported.
In [26], speech/nonspeech discrimination is performed using a set of several spec-
tral features, obtaining an accuracy rate equal to 86.7%. The speech/nonspeech
discriminator described in [10] makes use of a tailored NN to perform the sound
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classification, reporting an accuracy rate of about 90% with a NN of moderated
complexity. These results evidence that the proposed approach is competitive in
comparison with recently published algorithms dealing with the same problem. In
addition, apart from these quantitative comparisons, several qualitative advantages
can be appreciated in our approach.
In our approach, we have focused on the efficient computation of a ”general
purpose” feature, namely fundamental frequency, and on its application for sound
classification in hearing aids. It is widely known that F0 has a broad range of
applications in digital processing of audio signals [29]. In the context of hearing
aids, several concurrent applications can benefit from an efficient estimation of
F0, such as speech enhancement, noise canceling or adaptive filtering, which are
topics of great interest for improving the comfort level of hearing aids users. Sup-
posing that all these applications were based on F0, the computational effort due
to F0 estimation would be shared by all of them, and the additional cost due to
sound classification can be considered negligible with respect to the global com-
putational cost. Further, in our approach, sound classification is conducted over
long-term F0-based features, which leads to a very low complexity.
Another advantage of the presented algorithm relies on its flexibility. In the
proposed approach, F0 estimates are provided by a decimated difference function,
which depends on parameter S to select different levels of complexity. With more
powerful computational resources, higher values of S can be selected, thus ob-
taining better results. Moreover, the proposed approach is not at all dependent
on the decimated difference function, and other methods for F0 estimation (for
instance, YIN) might be used if strong hardware constraints were not imposed.
In the future, as the memory and computational power increases in low-power
DSPs, more accurate F0 estimation methods will be available to be implemented
in digital hearing aids.
In summary, we may point out the following advantages of the proposed ap-
proach: 1) it achieves accuracy results that are in line with previous published
works, 2) it is based on an efficient F0 estimation, which is a desirable feature for
other concurrent applications in hearing aids, and 3) it is a feasible approach to be
implemented into current hearing devices, and flexible enough to provide a better
performance if higher computational resources are available.
5 Conclusions and Future Work
In this paper a low-complexity speech/nonspeech discrimination approach for dig-
ital hearing aids is proposed. The proposed approach mainly relies on a low-
complexity method for F0 estimation, which consists on computing a decimated
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difference function. The proposed speech/nonspeech discrimination scheme is
completed with a feature extraction stage (music-related features), a low-complexity
classifier and a HMM postprocessing. The complexity of the proposed discrimi-
nation approach is mainly due to the F0 estimation stage. The remaining stages
do not almost increase system complexity.
Classification accuracy rates are analyzed together with the complexity re-
quirements in order to select the more appropriate classifier and an optimum
value of parameter S. In such sense, a MLP-based classifier is selected, and
S = 30 is a good trade-off value between accuracy and complexity. The pro-
posed speech/nonspeech discrimination scheme is feasible to be implemented in
ultra low-power DSP-based digital hearing aids by choosing the suitable configu-
ration setup. Parameter S must be below 20 when the system is intended to op-
erate at 1.28 MIPS, in order to extend the battery operation time (ultra low-power
consumption).
The accuracy loss between the decimated difference function (proposed F0
estimation method) and the YIN algorithm is reduced to only 1% in our config-
uration setup (MLP and S = 30). This result evinces the good performance of
the proposed F0 estimation method when combined with a MLP-based classifier
for speech/nonspeech discrimination in digital hearing aids. The global accuracy
rate is increased about 1% when HMM postprocessing is incorporated into the
speech/nonspeech discrimination scheme. Higher accuracy rates can be achieved
if a certain decision delay is allowed. From experimental results, a 1-s delay is
chosen as an optimum value, the classification accuracy rate being about 95%.
Fundamental frequency estimation has a wide range of potential applications
in digital hearing aids. Speech intelligibility improvement in digital hearing aids
from F0 estimation will be explored in the next future.
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Abstract
In this study, the authors present a novel voicing detection algorithm that employs
the well-known aperiodicity measure to detect voiced speech in signals contami-
nated with non-stationary noise. The method computes a signal-adaptive decision
threshold which takes into account the current noise level, enabling voicing detec-
tion by direct comparison with the extracted aperiodicity. This adaptive thresh-
old is updated at each frame by making a simple estimate of the current noise
power, and thus is adapted to fluctuating noise conditions. Once the aperiodicity
is computed, the method only requires a small number of operations, and enables
its implementation in challenging devices (such as hearing aids) if an efficient
approximation of the difference function is employed to extract the aperiodicity.
Evaluation over a database of speech sentences degraded by several types of noise
reveals that the proposed voicing classifier is robust against different noises and
signal-to-noise ratios. Additionally, to evaluate the applicability of the method
for speech enhancement, a simple F0-based speech enhancement algorithm inte-
grating the proposed classifier is implemented. The system is shown to achieve
competitive results, in terms of objective measures, when compared with other
well-known speech enhancement approaches.
1 Introduction
Voicing detection (also referred to as voiced/unvoiced classification) is the process
of determining whether a short-time speech segment is produced by a significant
vibration of the vocal cords [1]. Voiced speech sounds are usually more or less
periodic (e.g., when pronouncing a vowel or a semi-vowel), whereas unvoiced
segments are typically noise-like, and include both speech pauses (possibly with
background noise) and unvoiced phonemes. Classification of speech into voiced
and unvoiced is of great interest in many speech processing applications, such as
speech coding, speech analysis/synthesis, automatic speech recognition or speech
enhancement.
In the context of speech enhancement, voicing detection becomes essential
in all those approaches based on fundamental frequency F0 estimation. Essen-
tially, these approaches attempt to estimate the F0 and voicing state of the speech
signal from its noisy observation, and exploit the harmonic structure of voiced
speech to enhance the quality of the signal. This harmonicity-based enhancement
is usually performed by extracting frequency components at integer multiples of
F0, for example, with adaptive comb filtering [2] or sinusoidal synthesis [3]. In
this class of algorithms, robust and accurate F0 estimation and voicing detection
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are essential issues, because any error in these tasks causes severe deterioration
in the achieved speech quality. For example, errors in F0 estimation may distort
the target speech signal, while inaccuracies in voicing detection may cause losing
voiced segments. Voicing detection must not be confused with voice activity de-
tection (VAD), whose purpose is to determine the presence of speech (including
voiced and unvoiced) and which is usually implemented in conjunction with tradi-
tional speech enhancement methods (which do not require voicing classification),
such as spectral subtraction [4], statistical model-based algorithms [5] or subspace
approaches [6].
Although pitch estimation and voicing detection are practically considered as
a closed problem in clean speech, these tasks are still challenging under adverse
noise conditions. Concerning voicing detection, several methods have been pro-
posed during the last three decades to address the problem. Typical approaches
focus on extracting acoustic parameters that reflect the characteristics of voiced
speech, such as zero crossing rate, short-time energy, autocorrelation peaks or
cepstral coefficients [7, 1]. Some methods make the voicing decision at the time
that F0 is estimated [8], for example, measuring properties associated with peri-
odicity [9, 10]. In all these typical methods, voicing decisions are taken by setting
thresholds on parameters values, or by means of pattern recognizers trained on
these features. The main problem here is that the optimal thresholds (or training)
depend critically on the signal-to-noise ratio (SNR), and the performance degrades
with different noise levels or with non-stationary noises. For this reason, several
adaptive methods have been proposed for making voicing detection under varying
noise conditions. The method in [11] estimates adaptively the probability density
function of correlation peak values, and derives the optimal threshold for voicing
detection in non-stationary noise. In [12] a voicing decision algorithm is proposed
for the ETSI speech coding standard ES 202 211, which employs an adaptive VAD
and several signal features for classifying each frame into nonspeech, unvoiced,
mixed voiced or fully voiced. In [13] a novel measure of voicing is defined based
on the computation of a robust dominance spectrum. In [14] an adaptive system
based on noise classification is presented, which uses a VAD and a neural network
to identify the type of noise and the SNR before taking a voicing decision.
Among the traditional estimation methods, the YIN algorithm proposed in
[10] is one of the most accurate F0 and voicing estimators in absence of back-
ground noise. Although not intended to work under noise, the YIN algorithm has
been proven to perform relatively well for pitch estimation on voiced speech under
a wide range of noisy environments, such as white noise and some real acoustic
interferences [15] (it does not happen for noisy environments containing periodic
components). This good performance is due to the considerable robustness of the
normalized difference function, in which the location of the local minima remains
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approximately unchanged if the interfering noise has a broadband and relatively
flat spectrum. However, despite its robustness in F0 estimation accuracy, YIN ex-
hibits severe weaknesses when applied to voicing detection in noise. Typically, the
aperiodicity value provided by the algorithm is a good measure for voicing detec-
tion in clean signals, providing an accurate voicing detection by a fixed threshold.
However, as just mentioned, when the signal is corrupted by noise, this threshold
must be changed depending on the noise level, which is time-varying and not al-
ways known in advance. Therefore, if an inappropriate threshold is selected, YIN
will consider a noisy voiced frame as unvoiced, even if the correct pitch period
(i.e. local minimum) has been estimated.
In this paper, we propose an algorithm for voicing detection based on aperiod-
icity thresholding which can work in low SNR environments and in the presence
of different types of non-stationary noises. The proposed method is also based
on the computation of the cumulative mean normalized difference function, and
hence the aperiodicity measure is extracted in the same way as YIN. However, un-
like the YIN algorithm, where a fixed threshold is employed, the proposed method
updates the so-called “aperiodicity threshold” at each frame, making use of a
rough estimation of the underlying noise power. This noise power is continuously
estimated from previously detected silence or voiced parts, under the assumption
that the noise remains stationary within short intervals. The performance of the
method is evaluated on a database of speech sentences degraded with several real
acoustic noises at different SNRs. Comparative results with the original YIN al-
gorithm demonstrate that the proposed method obtains a better performance for
voicing detection, and show that it is competitive (and more accurate in certain
cases) compared to the voicing detector of the ETSI 202 211 standard. Also, to
evaluate the applicability of the method for speech enhancement, we implement
a simple F0-based speech enhancement algorithm which relies on the proposed
voicing detector. The implemented scheme, which is constructed with simple and
well-known signal processing techniques, is evaluated in comparison with several
existing speech enhancement approaches, showing competitive results in terms of
different objective measures.
An important feature of the proposed method is that, except for the conven-
tional difference function, it is efficient enough to be implemented in ultra-low
power devices, such as digital hearing aids. Generally, this kind of devices im-
poses severe constraints in terms of computational capacity, which avoid the im-
plementation of common signal processing algorithms, including the conventional
difference function. In a previous work [16], we proposed an algorithm to com-
pute an accurate approximation of the difference function which reduces dras-
tically the number of required operations. This approximation was shown to
achieve good performance when applied to sound classification in hearing aids.
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In this work, we extend the experimental evaluation given in [16] by implement-
ing this efficient difference function within the proposed voicing detector. The
results demonstrate that this efficient implementation remains effective for voic-
ing detection and speech enhancement, showing only a moderate degradation in
comparison to the standard difference function.
The novelty of this work lies in the computation of a signal-adaptive threshold
linked to the aperiodicity measure for voicing detection in non-stationary noise.
Additionally, we show experimentally that, when the efficient difference function
proposed in [16] is employed, the method maintains effectiveness, and allows its
implementation in digital hearing aids. The paper is organized as follows. In
Section 2, the proposed voicing classifier is explained in detail. In Section 3, a
simple F0-based speech enhancement algorithm is designed to illustrate the ap-
plicability of the method for speech denoising. In Section 4, the accuracy of the
proposed voicing classifier is evaluated, and the results are compared with the
voicing decision system in the ETSI 202 211 standard. Comparative evaluation of
the method for the speech enhancement task is also addressed. In both cases, the
version of the method incorporating the efficient difference function is also evalu-
ated. Finally, Section 5 contains the main conclusions of the paper and directions
for future research.
2 Voiced-Unvoiced Classification
2.1 Signal-adaptive Aperiodicity Threshold
In order to classify each frame as voiced or unvoiced, a robust decision method
against different noise levels and types of noise is here applied. As with the YIN
algorithm, the proposed method is also based on the computation of the cumula-
tive mean normalized difference function, but here the aperiodicity value is com-
pared to a dynamic threshold that takes the presence of background noise into
account for voicing decision.
The classic difference function for a time-domain signal x is defined as
dx(t, τ) =
W∑
m=1
(x[t+m]− x[t+ τ +m])2, (1)
where τ is the delay, t the time reference index andW the window size. The rela-
tion between the autocorrelation and the difference function is given by dx(t, τ) =
rx(t, 0) + rx(t + τ, 0) − 2rx(t, τ). As a consequence, the minimum value of the
difference function is zero and is obtained for τ = 0. For other values of param-
eter τ , the minimum value of dx(t, τ) occurs when the delayed signal is the most
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similar to the original one. In the case of periodic signals, the difference function
has several zeros at delays equal to the period and its integer multiples.
An interesting property of the difference function can be derived from the
identity 2(x2[t] + x2[t + τ ]) = (x[t] + x[t+ τ ])2 + (x[t]− x[t+ τ ])2. Averaging
over a window, we can obtain the following relation [10]:
2rx(t, 0) + 2rx(t+ τ, 0) = sx(t, τ) + dx(t, τ), (2)
where sx(t, τ) and dx(t, τ) are the summation and difference functions, which
estimate the periodic and aperiodic powers of the signal, respectively.
The cumulative mean normalized difference (CMND) function is defined from
the difference function as [10]
cmndx(t, τ) =
1, if τ = 0dx(t, τ)/[(1/τ) τ∑
j=1
dx(t, j)
]
, if τ > 0
(3)
The numerator of (3) is proportional to the aperiodic power, whereas the denomi-
nator is approximately twice the signal power [10]. Thus, cmndx(t, τ) is propor-
tional to the aperiodic/total power ratio.
According to [10], the estimated period is obtained as the delay of the first
local minimum in the CMND function below a fixed threshold (if none is found,
the global minimum is used). This threshold is also used to discriminate between
voiced and unvoiced frames. For voiced frames, the signal is quasi-periodic and
the CMND function has local minima close to zero at integer multiples of the
period. On the contrary, for unvoiced frames the signal is usually not similar to
its delayed copies and therefore the local minima of the CMND function are far
from zero. The value of the CMND function for the estimated period is called
aperiodicity. When the aperiodicity value is below the absolute threshold, the
frame is labeled as voiced. Otherwise, the frame is labeled as unvoiced.
Let us explain the selection of this threshold in more detail. For quasi-periodic
signals of period T , the periodic power is going to be much higher than the ape-
riodic power at τ = T . In terms of the CMND function, its value at the period T
can be approximated by
cmndx(t, T ) ≈ dx(t, T )
2rx(t, 0)
. (4)
Using the power decomposition between periodic and aperiodic terms given in
(2), we can rewrite (4) as follows:
cmndx(t, T ) ≈ 2dx(t, T )
sx(t, T ) + dx(t, T )
. (5)
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Since x is quasi-periodic, we can suppose that sx(t, T ) > Sdx(t, T ), where S
is the number of times that, at least, sx(t, T ) must be greater than dx(t, T ) for
considering a given signal as quasi-periodic. By substitution, a maximum value
for the CMND function can be obtained as a condition of periodicity:
cmndx(t, T ) <
2
S + 1
. (6)
A threshold ranging from 0.1 to 0.2 (from S = 19 to S = 9) is recommended
in [10] for accurate F0 estimation and voicing detection. In Figures 1a and 1b,
examples of the CMND function for voiced and unvoiced frames are depicted. We
can see the local minima due to the fundamental period (and its integer multiples)
for the voiced frame. For the unvoiced frame, the global minimum is above the
threshold, which is here fixed to 0.2.
When a speech signal s[t] is corrupted by additive noise, x[t] = s[t]+n[t], the
CMND function does not always exhibit local minima close to zero for voiced
frames. Supposing that the noise is uncorrelated with the voiced speech, the
autocorrelation function of the noisy signal is obtained by summing the auto-
correlation functions of the speech and noise components. In terms of auto-
correlation, the initial value rx(t, 0) is the energy of the speech plus the noise,
rx(t, 0) = rs(t, 0) + rn(t, 0). Besides, when signal s[t] is periodic with period
T , the difference function at τ = T of the noisy signal is dx(t, T ) = dn(t, T ),
because ds(t, T ) = 0, and the value of the CMND function at τ = T is given as
cmndx(t, T ) ≈ dn(t, T )
2(rs(t, 0) + rn(t, 0))
. (7)
We also suppose that the value of the autocorrelation function of the noise signal
n[t] at delay τ = T is much lower that the value at the origin, rn(t, T ) << rn(t, 0),
and that the interfering noise does not contain periodic components. In such case,
taking into account the relation between difference function and autocorrelation,
the difference function of the noise component at τ = T can be approximated by
dn(t, T ) ≈ 2rn(t, 0), which is valid for most types of real noises. Therefore, (7)
is rewritten as follows:
cmndx(t, T ) ≈ rn(t, 0)
rs(t, 0) + rn(t, 0)
. (8)
As stated above, (8) is only valid for periodic signals. For the case of quasi-
periodic signals, the CMND function can be approximated as
cmndx(t, T ) ≈ ds(t, T )/2 + rn(t, 0)
rs(t, 0) + rn(t, 0)
. (9)
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Figure 1: Representation of the CMND function for a speech signal: (a) clean voiced
frame, (b) clean unvoiced frame, (c) voiced frame + white noise with the same energy as
speech, (d) voiced frame + car noise with the same energy as speech.
Finally, since the relation between periodic and aperiodic power in (2) can be ex-
pressed as 4rs(t, 0) ≈ ss(t, T )+ds(t, T ), and considering the aforementioned con-
dition of periodicity, ss(t, T ) > Sds(t, T ), we can write ds(t, T ) < 4S+1rs(t, 0).
Hence, for quasi-periodic signals affected by noise, the CMND function for τ = T
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should be below the following threshold:
cmndx(t, T ) <
2
S+1
rs(t, 0) + rn(t, 0)
rs(t, 0) + rn(t, 0)
= α(t). (10)
As can be seen, this threshold depends on the powers of signal and noise in the cur-
rent frame. Threshold α(t) is a signal-adaptive voiced/unvoiced threshold, unlike
the fixed one proposed in [10]. In order to compute this threshold, an estimation
of the noise and speech powers in the current frame is needed. In the proposed ap-
proach, the noise power is dynamically estimated from the noisy signal by using
the simple algorithm described in Section 2.2. The speech power, assuming that
speech and noise are uncorrelated, can be obtained as rs(t, 0) = rx(t, 0)−rn(t, 0).
A remarkable aspect of (10) is that, when the power of the speech signal is
considerably lower than the noise power, the computed threshold tends to 1. In
practice, real acoustic noises produce aperiodicity values lower than 1 and, in
consequence, noise-only frames may potentially be regarded as voiced according
to (10). To overcome this problem, we establish a minimum SNR value, SNRmin ,
as a condition to compute α(t). If the estimated SNR in the current frame is below
SNRmin, the frame is labeled directly as unvoiced, without the need for computing
α(t). Otherwise, threshold α(t) is employed as usual to perform voicing detection.
In our configuration, the minimum allowed SNR value is set to SNRmin = −6 dB,
since it was found that this value obtains the best results in our experiments across
several types of noise and SNRs.
Figure 1c illustrates the effect of white additive noise over the CMND function
in a voiced frame. This speech frame is the same as in Figure 1a. As can be seen,
the local minima are now far from zero. According to (8), since speech and noise
have the same energy here, the local minima should have values close to 0.5.
Similarly, Figure 1d depicts CMND function when noise from a car is added to
the speech signal. This example illustrates the effect on the CMND function when
the signal is corrupted by a real acoustic noise.
2.2 Noise Power Estimation
In order to evaluate (10), it is necessary to know the noise power rn(t, 0) in the
current frame. To determine this noise power, we propose an estimation algo-
rithm that is based on similar principles as those applied in the so-called mini-
mum statistics approaches [17]. Basically, the proposed procedure is based on
two main assumptions. First, it is assumed that the background noise is rather
stationary within a finite time interval (or window), and thus, its properties in the
current frame can be considered quite similar to those in immediately preceding
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frames. Secondly, it is assumed that, within this time interval, the speech ut-
terance produces (among other sounds) almost-periodic frames or almost-silence
frames. This assumption rests on the observation that, during speech activity,
either brief speech pauses (inserted between the words and syllables) or highly
periodic voiced speech frames (which approximate quite well to a perfectly peri-
odic signal) can be found in short periods of time, accompanied or not by other
speech sounds (such as fricatives or plosives).
Taking these assumptions into account, we can derive a simple algorithm to
compute a rough estimate of rn(t, 0). First, we define a sliding window containing
the last WT processed frames. To allow an effective tracking of the noise power,
the length of this window has to be relatively short, but long enough to ensure
the presence of voiced or silence frames. In our simulations, we found good
performance using a sliding window of length a few tenths of a second. Within
this window, the global minimum of the CMND function is computed as follows:
apmin(t) = min
m∈[t−WT+1,t]
τ∈[Tmin ,Tmax ]
cmndx(m, τ), (11)
where Tmin and Tmax are the minimum and maximum expected values for the
pitch period of speech (we set the pitch range between 30 and 500 Hz). Let tmin
be the time-frame index corresponding to this global minimum. If the frame tmin
was labeled as voiced, we can suppose that this global minimum is the result of
a highly periodic signal, and hence, according to (8), the noise power estimate
rˆn(t, 0) can be computed as
rˆn(t, 0) = apmin(t)rx(tmin , 0). (12)
Since the current window may not contain any voiced frame, or all voiced
frames may be far from periodicity (which leads to an overestimate of the noise
power), we also compute the minimum Pmin(t) of the total power rx(t, 0) across
the window, under the assumption that this value may correspond to a silence
frame. From both estimates, Pmin(t) and rˆn(t, 0), the final noise power estimate
is given by
rˆ′n(t, 0) = min{rˆn(t, 0), Pmin(t)}. (13)
This estimate is replaced in (10) to compute the signal-adaptive voicing threshold
for the current frame.
2.3 Hidden Markov Model Post-processing
Although the thresholds α(t) and SNRmin can be directly used to take a final deci-
sion, usually frame-by-frame decisions lead to isolated errors, which have a great
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effect on the output quality. Typically, the speech signal is voiced or unvoiced in
the same phoneme and, consequently, a given voicing state is held for a certain
number of frames. In order to incorporate this inherent temporal dependence, we
model the behavior of the speech signal with a hidden Markov model (HMM).
In the proposed approach, a three-state HMM is employed, where each state
corresponds to a different sound class, namely silence, voiced and unvoiced. The
probabilities corresponding to each state (at time instant t) are defined respectively
as follows:
psilence(t) = 1− 0.5(rn(t,0)/rs(t,0))SNRmin (14)
pvoiced(t) =
(
1− psilence(t)
)
0.5ap0(t)/α(t) (15)
punvoiced(t) = 1− psilence(t)− pvoiced(t), (16)
where ap0(t) is the current aperiodicity. Note that the silence state is introduced to
cope with those situations in which the speech power is much lower than the noise
power, in which case α(t) may be not reliable for voicing detection, as discussed
earlier. In (14), a probability of silence psilence(t) greater than 0.5 is obtained
whenever the estimated SNR is below SNRmin . The remaining probability is dis-
tributed among voiced and unvoiced states depending on α(t) and ap0(t). These
state probability equations were chosen experimentally based on the observation
of experimental data. Observe that, rather than estimating the likelihoods of the
states using Gaussian Mixture Models (which require to train the parameters of
the gaussians), likelihoods are here directly computed by equations (14)-(16) from
the values of ap0(t), α(t), rn(t, 0) and rs(t, 0). No other features are extracted and
no training is performed.
The model receives as input data (observation) the sequence of probabilities
in (14)-(16), O = [p(1),p(2),p(3), . . . ,p(t)], where t is the current frame index
and p(t) = [psilence(t), pvoiced(t), punvoiced(t)]T. As output, it provides the optimal
state sequence associated with the received observation,Q = [q(1), q(2), q(3), . . . ,
q(t)], with q(t) ∈ {1, 2, 3}. Estimation of the optimal state sequence (optimal
path) is accomplished by the Viterbi algorithm [18]. Observe that, since real-
time is a requirement, the Viterbi algorithm is here applied in a causal fashion,
i.e., the optimal state at each time instant is derived based only on past infor-
mation. State transition probabilities pij are estimated from the ground truth an-
notation of the NOIZEUS database [19] by making the simple calculation pij =
(number of transitions from state i to state j)/(number of transitions from state i).
Similarly, initial state probabilities pii are estimated as pii = (number of sentences
starting at state i)/(number of sentences).
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2.4 Algorithm Overview and Examples
In this section, we give a summary of the processing steps performed by the pro-
posed voicing detection algorithm. All these steps are repeated for each incoming
time frame, thus enabling voicing detection in real time. The algorithm also re-
turns a set of values which are employed by the system described in Section 3
to perform the speech enhancement operation. Note that each step, except the
difference function, involves only a small number of operations.
1. Compute the total power rx(t, 0) of the input noisy frame.
2. Execute the YIN algorithm to compute cmndx(t, τ) and estimate F0(t) and
ap0(t). Alternatively, cmndx(t, τ) can be computed from the approximate
difference function proposed in [16].
3. Compute rˆ′n(t, 0) from the current window using (11)-(13).
4. Determine α(t) using (10).
5. Compute the probabilities in (14)-(16) and decide on the current voicing
state using the Viterbi algorithm.
6. Return rx(t, 0), rˆ′n(t, 0), F0(t) and the voicing decision.
To illustrate the voicing detection scheme, Figure 2 shows an example where
a male sentence is degraded by stationary white noise at an SNR of 0 dB. In sub-
plot (b), the corresponding aperiodicity sequence ap0(t) is depicted together with
the proposed adaptive threshold α(t) and the fixed threshold of the YIN algorithm
(here set to 0.2). For clarity, values of α(t) in frames with SNR below SNRmin
have been omitted, since α(t) is not reliable in such a case. In subplot (c), the true
voicing state is compared with the decisions taken by both the proposed method
and the YIN algorithm. As seen in the figure, the proposed method performs a
more accurate voicing detection than YIN, since it is able to adapt to the instanta-
neous SNR. YIN clearly fails in detecting voiced frames with low SNR.
Figure 3 shows a second example where a female sentence is degraded by non-
stationary street noise at an overall SNR of 0 dB. In this example, a burst of noise
originating from a passing car is produced during the time-interval from 0.25 to
1.75 s. As seen, this burst of noise makes the fixed YIN threshold to misclassify
most of the voiced frames during this time interval. The proposed method, on the
other hand, is able to detect many of these frames, because it adapts to the current
SNR by estimating the background noise power. To illustrate this noise power
estimation, Figure 3d shows a comparison between the true noise power and the
noise power estimated by our method in this example. Here, a sliding window
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Figure 2: (a) Speech signal degraded by white noise at an overall SNR of 0 dB. (b)
Aperiodicity sequence (solid line) and comparison between the proposed adaptive V/U
threshold (bold line) and the fixed YIN threshold (dashed line). (c) Ground truth voicing
state (solid line) and comparison between the proposed decision (bold line) and the YIN
decision (dashed line).
with a length of 0.3 s has been used. As shown, the proposed estimator is able
to approximately track the changing noise power, being particularly accurate for
decreasing levels. For increasing noise levels, however, the proposed estimator
follows the noise power with a certain delay. This behavior can be explained be-
cause the method always chooses the lowest possible estimate within the window,
as seen in (13). When the noise is decreasing, this estimate is usually taken from
the last frames of the window, and thus is more accurate. By contrast, when the
noise is increasing, the estimate is usually taken from the beginning of the inter-
val, introducing thus a certain inaccuracy. Despite this, the estimated noise power
is good enough to achieve an accurate voicing detection.
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Figure 3: (a) Speech signal degraded by non-stationary street noise at an overall SNR of
0 dB. (b) Aperiodicity sequence (solid line) and comparison between the proposed adap-
tive V/U threshold (bold line) and the fixed YIN threshold (dashed line). (c) Ground truth
voicing state (solid line) and comparison between the proposed decision (bold line) and
the YIN decision (dashed line). (d) Comparison between estimated noise power (dashed
line) and the true noise power (solid line).
3 Application to Speech Enhancement
Figure 4 shows the block diagram of the implemented F0-based speech enhance-
ment system which integrates the proposed voicing detector. As shown, the core
of the system is the voicing detection algorithm, which determines the process-
ing strategy applied to each incoming frame. The remaining blocks of the system
perform the enhancement task employing simple signal processing operations.
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Figure 4: Block diagram of the proposed system for speech enhancement.
This simple configuration allows us to evaluate the proposed voicing classifier in
terms of speech enhancement performance, and to compare it with other speech
enhancement algorithms.
The system operates in the following way: first, a frame-by-frame analysis of
the noisy speech signal is performed in order to classify each frame as voiced or
unvoiced. The voicing classifier also provides the estimated F0 and an estima-
tion of the noise level. According to the voiced-unvoiced classification, the signal
frame is processed using different blocks. This approach is justified by the nature
of voiced frames, in which the frequency spectrum of the signal has a harmonic
nature (i.e., the spectral peaks belonging to speech are located in frequencies mul-
tiple of F0). Thus, a comb filter can be designed and applied when the F0 is
well estimated. However, when unvoiced frames are detected, the structure of the
speech spectrum is not known in advance. In such a case, we employ a spectral
subtraction technique. Finally, the last block of Figure 4 reconstructs the enhanced
signal from the processed frames making use of an overlap-add procedure.
3.1 Voiced Signal Enhancement
When the current frame is labeled as voiced, the signal is filtered by a comb filter
tuned to the estimated fundamental frequency F0(t) and its integer multiples. The
use of this comb filter to enhance voiced speech involves certain implementation
issues that must be taken into account to handle the inharmonicity of speech. It is
known that the quasi-periodic signal generated by the vibration of the vocal chords
is not purely harmonic. As a consequence, the spectral peaks are not exactly lo-
cated at integer multiples of F0, but slightly shifted from their harmonic position.
Furthermore, spectral peaks belonging to higher harmonics are more shifted in
frequency than those corresponding to lower harmonics. This inharmonicity can
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produce high-order harmonics that may or may not be completely removed when
applying a purely harmonic comb filter. To alleviate this problem, we implement
a peak picking procedure for locating the harmonics and constructing the filter.
Before applying the filter, we first take into account the estimated SNR in the
current frame. If this SNR exceeds a certain threshold, SNRmax , the frame is not
processed. In this case, the signal quality is considered good enough, and the use
of the comb filter, which may suffer from inharmonicity and order mis-estimation,
is avoided. When the estimated SNR is below this threshold, the following steps
are applied:
• We apply a Hanning window wH [m] to the signal frame t, and the discrete
Fourier transform (DFT) is calculated in the form:
X(k, t) =
M−1∑
m=0
x[t+m]wH [m]e
−j(2pi/M)km. (17)
• A comb filter adapted to F0 and its harmonics is constructed. To maintain a
certain spectral peak, all the frequency bins belonging to its main lobe are
located and conserved, as it is usually done when applying comb filtering
to speech extraction [20]. In order to minimize the effect of inharmonicity,
the maximum of the magnitude spectrum at each multiple of F0 is searched
for over a range of frequency bins, as follows:
ktmax (i) = argmax
k
(
X(k, t)Π(k − i · ktF0)
)
. (18)
Here, ktmax (i) is the frequency bin corresponding to the maximum value of
X(k, t) around the ith multiple of F0, Π(k) is a rectangular function with a
width equal to the main lobe width of the analysis window, and ktF0 is the
bin corresponding to the fundamental frequency. The comb filter is then
constructed as
W (k, t) =
I∑
i=1
Π
(
k − ktmax (i)
)
, (19)
where I is the number of considered harmonics.
• Finally, the input frame is filtered by the comb filter, and the inverse DFT is
applied to obtain the enhanced voiced frame, that is,
xf [t+m] =
1
M
M−1∑
k=0
X(k, t)W (k, t)ej(2pi/M)mk. (20)
In our experiments, we implemented the algorithm with SNRmax = 20 dB and
I = 9.
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3.2 Unvoiced Signal Enhancement
In the case of signal frames labeled as unvoiced, which correspond to unvoiced
phonemes or speech silence, another enhancement technique has to be applied.
Unlike voiced parts, unvoiced phonemes cannot be modeled as a sum of basic
harmonic components and, in consequence, they cannot be enhanced by using
the aforementioned harmonic comb filter. The solution adopted in the proposed
approach is to enhance these frames by using the classical spectral subtraction
method. Among the multiple variations of this technique proposed in the litera-
ture, we have employed the multiband spectral subtraction algorithm described in
[21], which is robust under colored interferences and produces low residual noise.
In order to achieve an appropriate enhancement, an estimate of the underlying
noise spectrum has to be supplied to the spectral subtraction algorithm. Further-
more, since realistic noisy environments are typically non-stationary, this estimate
must be updated as often as possible. To do so, we estimate the noise spectrum
for each unvoiced frame exploiting the information provided by the noise power
estimator described in Section 2.2. That is, assuming that the background noise
remains stationary within the current window, we can estimate the noise spectrum
either from the last almost-silence frame or from the last almost-periodic frame,
in the same way as (13). Hence, depending on the chosen estimator in (13), the
noise spectrum is estimated by using one of the two following procedures:
• If Pmin(t) is the current noise power estimator, we can assume that its cor-
responding time-frame is almost-silence, and thus, its spectrum can be con-
sidered as a good estimator of the current noise spectral pattern.
• On the other hand, if rˆn(t, 0) is the current noise power estimator, its cor-
responding time-frame can be considered highly periodic, and the underly-
ing noise spectrum can be estimated by performing the harmonic tunneling
technique [22]. Essentially, the harmonic tunneling algorithm estimates the
noise spectrum by exploiting the gaps between harmonics, under the as-
sumption that these gaps contain only noise energy. To further estimate
the noise spectrum in those DFT bins occupied by the harmonics, a simple
interpolation is performed.
In practice, to obtain a more robust noise pattern, the noise spectrum esti-
mation is also performed on the four neighboring frames around the last almost-
silence frame (in the first case) or the last almost-periodic frame (in the second
case). The five spectral patterns are then averaged to obtain a final noise spectrum
estimate.
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4 Experimental Results
To assess the performance of the proposed voicing detection algorithm, we have
taken the NOIZEUS database developed in [19]. This database contains 30 speech
sentences pronounced by three male and three female speakers, and affected by
different types of real-world noises at different SNRs. These noisy environments
consist of several recordings taken from different places, including babble, car,
restaurant, street, airport or train, where several non-stationary noise sources can
be perceived. All sentences in the database are sampled at 8 kHz and have a length
between 2.1 and 3.5 s. Evaluation over this database is conducted to assess both
voicing detection accuracy and speech enhancement performance.
For the experiments, the length of the signal frames is set to 512 samples
(64 ms at 8 kHz). This frame size is considered large enough to assume a perfect
uncorrelation between the speech signal and the interfering noise, and hence, to
consider (10) and (12) as completely valid. The hop size between frames is set to
32 samples (4 ms). To estimate the noise power, a sliding window with a length
of 0.5 s is employed, which is a good trade-off between a moderate noise tracking
delay and an accurate noise power estimation. In the blocks devoted to enhance
voiced and unvoiced frames, windowing with a Hanning window is applied, and
the order of the DFT is set to 8192 frequency bins. This DFT size provides a high
enough resolution for the proper enhancement of low frequencies, and was chosen
empirically as a trade-off between achieved quality and complexity. The proposed
voicing detector is also evaluated when it is implemented with the approximate
difference function proposed in [16]. This implementation reduces considerably
the computational cost (the approximate difference function involves less than 3
million instructions per second), and enables the integration of the algorithm in
hearing aids. A deeper explanation can be found in [16].
4.1 Voicing Detection Accuracy
In order to assess the robustness of the proposed voicing detection algorithm,
we have evaluated its performance over the database by computing three values:
the accuracy rate (ACC), the hit rate (HR) and the false-alarm rate (FA). These
measures are given by
ACC =
N corrV +N
corr
U
NV +NU
× 100 (21)
HR =
N corrV
NV
× 100 (22)
FA =
N errU
NU
× 100, (23)
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where NV and NU are, respectively, the total number of voiced and unvoiced
frames, N corrV and N
corr
U are the number of voiced and unvoiced frames correctly
classified, and N errU is the number of unvoiced frames erroneously detected as
voiced. Essentially, ACC represents the percentage of correctly classified frames,
HR is the percentage of voiced frames correctly detected, and FA is the percentage
of unvoiced frames erroneously classified as voiced. For computing these mea-
sures, the true voicing state of each sentence was determined by labeling manually
the original excerpts in absence of noise.
For comparison purposes, we have used two systems as a reference: the voic-
ing detection performed by the YIN algorithm and the state-of-the-art voicing
classifier included in the ETSI ES 202 211 standard. The YIN algorithm was con-
figured with the same settings (frame size and hop size) as the proposed method,
and the aperiodicity threshold for voicing classification was set to 0.2. This thresh-
old offers a good voicing detection accuracy on clean speech, and it has been
proven to perform well with related applications [23]. On the other hand, the
ETSI front-end algorithm was executed employing the available implementation
provided by ETSI. Since the ETSI front-end distinguishes four types of sounds
(“non-speech”, “unvoiced”, “mixed voiced” and “fully voiced”), these classes
were grouped in order to compare with our method. Specifically, “non-speech”
and “unvoiced” frames were simply tagged as unvoiced, while “mixed voiced”
and “fully voiced” frames were considered as voiced.
The obtained results for different real-world noises included in the NOIZEUS
database are shown in Table 1. Here, we have also considered white noise in or-
der to assess the proposed classifier with stationary noise. In addition, the results
obtained by our method when implemented with the approximate difference func-
tion in [16] are also included under the tag Proposed (efficient). As seen in the
table, in comparison with YIN, the proposed method yields a clearly higher ACC
and HR in each of the seven types of noise for all SNRs, although the FA is no-
tably increased. For low SNRs (0 and 5 dB), the proposed system becomes clearly
advantageous over YIN, since the gain obtained in ACC and HR compensates for
the increase of the FA. For high SNRs, however, the differences in the ACC are
less significant, and the performance achieved by the method is even slightly lower
than that obtained by YIN in the case of clean speech. Compared to the ETSI clas-
sifier, the proposed system is more robust against white noise (HR is 70.9% for
SNR=0 dB) and real-world noises with similar properties (car, train or street) than
against the remaining kinds of noise. As shown, the proposed detection scheme
clearly outperforms the ETSI algorithm for white, car, train and street noises,
especially at low SNR levels. This behavior is not surprising since these types
of noise fulfill the approximations made in the proposed voicing decision algo-
rithm in a better manner (i.e., relatively flat and broadband spectrum, and absence
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Table 1: ACC, HR and FA rates of the proposed voiced-unvoiced classifier with different
noise types and SNRs. Comparison with YIN and ETSI 202 211 (%).
Noise type SNR (dB) Proposed Proposed (efficient) YIN ETSI 202 211
ACC (HR, FA) ACC (HR, FA) ACC (HR, FA) ACC (HR, FA)
Airport 0 66.53 (38.08, 10.04) 64.31 (34.79, 11.38) 59.08 (14.76, 4.41) 68.03 (37.76, 7.04)
5 76.04 (56.64, 07.98) 74.14 (54.81, 09.93) 69.31 (35.33, 2.70) 77.63 (59.84, 7.71)
10 83.42 (75.79, 10.30) 81.69 (74.45, 12.35) 80.58 (61.96, 3.86) 85.50 (77.43, 7.86)
15 90.33 (89.68, 09.14) 88.33 (87.95, 11.35) 90.14 (81.22, 2.51) 89.03 (85.39, 7.98)
Babble 0 66.06 (35.80, 8.84) 65.12 (34.85, 09.95) 59.12 (09.58, 0.07) 66.35 (29.03, 2.92)
5 73.78 (51.86, 8.17) 72.37 (50.65, 09.74) 69.58 (33.33, 0.56) 77.09 (54.38, 4.20)
10 85.45 (75.84, 6.64) 82.57 (73.06, 09.60) 82.53 (61.52, 0.17) 87.33 (75.66, 3.06)
15 91.72 (90.30, 7.11) 89.40 (88.75, 10.06) 91.06 (80.89, 0.56) 90.28 (84.83, 5.23)
Car 0 74.60 (50.92, 5.90) 72.11 (48.20, 8.20) 58.16 (07.44, 0.06) 64.86 (22.82, 0.52)
5 86.26 (73.57, 4.94) 82.83 (71.50, 7.83) 69.50 (32.46, 0.00) 76.41 (49.65, 1.54)
10 90.44 (84.61, 4.76) 88.49 (83.13, 7.10) 82.44 (61.11, 0.00) 85.92 (71.55, 2.25)
15 93.95 (91.71, 4.20) 92.18 (90.95, 6.81) 91.43 (81.24, 0.18) 90.83 (83.27, 2.95)
Restaurant 0 65.04 (37.50, 12.27) 62.99 (33.00, 12.31) 60.33 (15.63, 2.85) 68.68 (40.41, 8.03)
5 74.13 (56.24, 11.13) 73.89 (56.40, 11.70) 71.57 (38.92, 1.53) 79.30 (63.42, 7.92)
10 83.24 (77.74, 12.23) 82.52 (77.99, 13.75) 83.08 (65.13, 2.13) 85.31 (78.89, 9.41)
15 88.04 (87.84, 11.79) 87.21 (88.01, 13.45) 91.33 (81.73, 0.77) 89.50 (86.87, 8.33)
Street 0 74.46 (51.65, 6.76) 71.52 (49.06, 9.98) 63.07 (18.37, 0.12) 69.10 (33.63, 1.69)
5 83.57 (71.24, 6.27) 80.50 (68.21, 9.38) 74.21 (43.04, 0.11) 79.14 (55.71, 1.57)
10 89.60 (84.41, 6.12) 87.56 (83.20, 8.85) 86.69 (71.53, 0.83) 86.85 (75.13, 3.50
15 93.17 (92.59, 6.36) 91.93 (90.92, 7.23) 93.37 (85.52, 0.16) 91.50 (85.01, 3.15)
Train 0 73.46 (46.19, 4.07) 70.15 (44.36, 8.60) 63.98 (20.24, 0.00) 67.47 (28.92, 0.78)
5 82.81 (67.41, 4.51) 79.30 (64.08, 8.17) 76.97 (49.01, 0.00) 80.22 (58.71, 2.07)
10 90.13 (83.50, 4.41) 87.31 (80.49, 7.07) 87.69 (72.88, 0.12) 88.16 (76.90, 2.57)
15 94.64 (91.86, 2.52) 92.02 (90.14, 6.44) 94.07 (87.22, 0.29) 92.14 (86.71, 3.39)
White 0 85.60 (70.95, 2.33) 82.37 (68.20, 5.95) 66.31 (25.47, 0.06) 65.36 (24.15, 0.70)
5 91.54 (84.14, 2.36) 89.52 (82.92, 5.04) 79.09 (53.73, 0.02) 78.01 (53.32, 1.66)
10 95.29 (92.70, 2.58) 93.62 (92.11, 5.13) 89.91 (77.71, 0.05) 86.91 (73.61, 2.13)
15 96.70 (96.10, 2.80) 94.62 (94.04, 4.91) 94.83 (88.75, 0.17) 91.72 (84.95, 2.71)
average (noise) 83.57 (71.67, 6.66) 81.44 (69.86, 9.01) 77.83 (52.00, 0.86) 80.66 (62.07, 4.03)
clean 96.66 (96.11, 2.89) 94.93 (94.89, 5.03) 97.27 (96.05, 1.72) 95.21 (92.95, 2.93)
of periodic components). On the contrary, under airport, babble and restaurant
noises, our algorithm obtains worse results than the ETSI method, just because
these noises do not fulfill the considered assumptions in some cases. Specifically,
these noisy environments contain sound sources which are actually pitched, and
hence are erroneously detected as voiced by the method, leading to a relatively
high FA rate. Furthermore, these noise sources usually have a spectrum that is
concentrated around the main components of speech, which makes it more dif-
ficult to precisely detect voiced frames and results in a lower HR. Generally, in
comparison with the ETSI classifier, our algorithm tends to increase the HR for all
types of noise, at the price of increasing also the FA. As can be seen in Table 1, the
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efficient implementation of our method using the approximate difference function
produces only a moderate degradation in the results, affecting particularly the FA.
The degradation is more noticeable for car, street, train and white noises at low
SNRs. Anyway, Proposed (efficient) still performs better than ETSI for car, street
and white noises.
4.2 Speech Enhancement Evaluation
In order to evaluate the implemented speech enhancement system, we have used
two objective measures: PESQ and the log-likelihood ratio (LLR). PESQ is a stan-
dard measure recommended by ITU for speech quality assessment of telephony
and narrowband speech coders [24], showing high correlations with subjective lis-
tening tests [25]. The PESQ values are between 1.0 and 4.5, with higher values
indicating higher subjective quality. LLR, on the other hand, is a classic spectral
distance measure based on speech production principles, which evaluates the dis-
similarity between all-pole models of the clean and enhanced speech signals [26].
The LLR measure is defined as
dLLR(ae, ac) = log
aeRca
T
e
acRcaTc
, (24)
where ac are the linear predictive coding (LPC) coefficients of the clean speech
frame, ae are the coefficients of the enhanced frame andRc is the autocorrelation
matrix of the clean frame. LLR values are limited in the range between 0 and 2
(as in [25]), where high values indicate poor performance.
To compare the proposed system with other approaches in terms of PESQ, we
have taken the PESQ results published in [27] for several state-of-the-art speech
enhancement methods. These results were obtained over the NOIZEUS database
considering four types of noise: babble, car, street and white, with SNRs of 0, 5
and 10 dB. The following algorithms were included in the comparison: the classi-
cal spectral subtraction algorithm (SS), the statistical minimum mean-square error
(MMSE) algorithm [5] and a more recent variation of the SS algorithm based on
a geometric approach (GA), originally proposed in [27]. In addition, we pro-
cessed the database with the Wiener filtering scheme implemented in the ETSI
advanced front-end, which is part of the ETSI ES 202 050 standard [28]. As with
the proposed system, the ETSI advanced front-end is also designed to work in
non-stationary noise. This method estimates a noise model online using a VAD
and taking assumptions about the stationarity of the noise, and employs the esti-
mated model to implement the Wiener filtering.
In Table 2, the PESQ results obtained with the proposed system, for both the
conventional and efficient implementation of the voicing detector, are presented in
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Table 2: PESQ values obtained by the proposed speech enhancement system and com-
parison against the geometric approach algorithm (GA), spectral subtraction (SS), MMSE
algorithm and ETSIWiener filtering. Proposed systemwith ideal voicing and F0 detection
is also evaluated.
Noise type SNR (dB) Proposed Proposed (efficient) Proposed (ideal) GA SS MMSE ETSI Wiener
babble 0 1.80 1.80 2.07 1.81 1.73 1.76 1.80
5 2.17 2.12 2.33 2.16 2.04 2.12 2.15
10 2.51 2.43 2.60 2.50 2.37 2.51 2.52
car 0 1.84 1.81 2.01 1.84 1.69 1.93 1.83
5 2.17 2.12 2.27 2.19 1.98 2.28 2.17
10 2.48 2.45 2.54 2.51 2.31 2.66 2.54
street 0 1.89 1.81 1.97 1.76 1.70 1.80 1.82
5 2.25 2.15 2.28 2.16 2.00 2.20 2.18
10 2.48 2.45 2.56 2.50 2.36 2.58 2.53
white 0 1.83 1.79 1.86 1.81 1.66 2.00 1.92
5 2.12 2.10 2.16 2.20 1.95 2.39 2.29
10 2.41 2.41 2.45 2.53 2.29 2.74 2.67
average 2.16 2.12 2.26 2.16 2.01 2.25 2.20
comparison with the remaining approaches. Also, results of the proposed system
assuming a perfect voicing and F0 estimation are included as a reference under the
tag Proposed (ideal). These values represent the upper bound of the implemented
enhancing scheme and indicate the maximum performance the voicing detector
can reach in combination with the implemented enhancement blocks.
As shown, the proposed algorithm performs best in situations where the noise
is not very stationary (babble and street) and the SNR is 0 dB. By contrast, when
the noise is rather stationary (white, car), MMSE obtains better results than the
proposed approach. This result can be justified knowing that, under rather station-
ary conditions, an accurate description of the noise can be provided to the MMSE
estimator and, in such cases, its estimation of the speech coefficients is more ef-
fective than the proposed harmonic filtering, even with perfect voicing detection.
In contrast, when the noise is non-stationary (its properties change over time), the
employed harmonic enhancement is usually favored over the MMSE estimation of
speech components for low SNRs (0 and 5 dB). As seen in the table, the improve-
ment achieved by Proposed (ideal) at 0 dB with respect to the remaining methods
is higher for babble and street noises. In particular, for street noise, where the
proposed classifier obtained relatively good accuracy, our method yields the best
results at lower SNRs, outperforming also the ETSI advanced front-end. In the
presence of babble noise, where the classifier obtained worse results, our method
is competitive with respect to GA, which is a method particularly robust against
correlated noises. In babble and car noises, the proposed and the ETSI method
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yield similar performances at low SNRs, and for white, the proposed scheme is
outperformed by ETSI. The Proposed (efficient) version of the method involves a
slightly worse performance of the system for all conditions. As before, the system
is more affected by car, street and white noises, whereas for babble at 0 dB the
system obtains the same results. Generally, Proposed (efficient) remains competi-
tive for real-world noises at 0 dB, and only for white noise the degradation is more
significant.
Here, we have only analyzed the influence of the voicing detector over the en-
hancement process. In order to illustrate the effect of F0 estimation in the system,
we measure the Gross Pitch Error (GPE) of the YIN estimation when applied in
combination with our voicing detector. The GPE is defined as the percentage of
correctly classified voiced frames which have an incorrect pitch (a pitch value is
considered incorrect if the distance from the true pitch is greater than 20%). The
GPE for each situation of Table 2 is summarized in Table 3, where the efficient re-
sults are included in brackets. As seen, the most problematic noise is again babble
interference, with a GPE of 32% at 0 dB. For the remaining situations, the GPE
is maintained within reasonable levels, demonstrating that the YIN estimator is
adequate for the proposed method. When Table 3 is analyzed in conjunction with
Table 1, it can be seen that the proposed voicing estimator is able to recover many
frames with correct pitch that were considered unvoiced by YIN (the percentage
of voiced frames that are correctly detected, in both F0 and voicing, is clearly
higher than the HR obtained by YIN itself). Our efficient implementation of the
difference function involves also a certain degradation in pitch accuracy, but it is
not excessive.
To further evaluate the performance of the method, we have also considered
the well-known LLR measure, which is based on more objective criteria (and not
in subjective principles such as PESQ). As before, the LLR results for the MMSE,
GA and SS algorithms were taken from [27], whereas the results for the Wiener
filter were measured from the output signals obtained with the ETSI code. All
values are shown in Table 4. As can be seen, our algorithm provides similar results
for all real-world noises (babble, car and street) and, in comparison with the ETSI
approach, the method performs better for babble and street, and performs worse
(or similar) for car and white. Proposed (efficient) remains also competitive in
all conditions in terms of this measure. Generally, compared with the remaining
approaches, Proposed and ETSI obtained the best average results, presumably
because the chosen criterion, which penalizes differences in the LPC-modeled
spectrum, is favorable to both the harmonic and Wiener strategies.
140
Table 3: GPE (%) of the YIN F0 estimator in conjunction with the proposed voicing de-
tector for different noise types and SNRs. Results when using the approximate difference
function are included in brackets.
Noise type SNR = 0 dB SNR = 5 dB SNR = 10 dB
babble 32.18 (33.04) 18.85 (19.72) 8.06 (11.03)
car 22.03 (25.88) 14.00 (16.63) 5.28 (8.63)
street 18.60 (23.21) 9.22 (14.70) 3.53 (7.53)
white 9.03 (14.56) 4.37 (8.68) 2.51 (4.59)
Table 4: LLR values obtained by the proposed speech enhancement system and compari-
son against the geometric approach algorithm (GA), spectral subtraction (SS), the MMSE
algorithm and the ETSI Wiener filter. Proposed system with ideal voicing and F0 detec-
tion is also evaluated.
Noise type SNR (dB) Proposed Proposed (efficient) Proposed (ideal) GA SS MMSE ETSI Wiener
babble 0 0.91 0.93 0.83 1.06 0.94 1.15 0.94
5 0.72 0.73 0.68 0.86 0.75 0.90 0.75
10 0.55 0.55 0.52 0.69 0.55 0.67 0.57
car 0 0.91 0.92 0.86 0.98 1.00 1.01 0.90
5 0.71 0.72 0.69 0.80 0.78 0.79 0.69
10 0.55 0.55 0.53 0.66 0.59 0.63 0.54
street 0 0.91 0.92 0.86 1.04 1.01 1.12 0.93
5 0.71 0.73 0.69 0.84 0.81 0.88 0.75
10 0.57 0.57 0.55 0.70 0.62 0.68 0.58
white 0 1.31 1.35 1.30 1.55 1.74 1.54 1.31
5 1.14 1.21 1.13 1.28 1.47 1.25 1.10
10 0.95 1.05 0.95 1.09 1.22 1.05 0.91
average 0.83 0.85 0.80 0.96 0.96 0.97 0.83
5 Summary and Conclusions
In this work, we have presented an algorithm for voicing detection intended to
work in acoustic environments where the noise is non-stationary. The algorithm
computes a signal-adaptive threshold that is compared to the aperiodicity value
provided by the difference function, which is a well-known time domain measure
of voicing. In clean speech, a fixed threshold is enough to achieve an accurate
voicing detection. However, under non-stationary noise, this threshold must be
made adaptive and dependent on the current SNR. We have derived an equa-
tion to compute this signal-adaptive threshold by assuming that the interfering
noise is additive and uncorrelated, and proposed a simple algorithm to estimate
the background noise power by assuming local stationarity. Provided an efficient
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approximation of the difference function, the method is also good enough to be
implemented in hearing aids, introducing only a moderate degradation in the sys-
tem performance. Experimental results over the NOIZEUS database revealed that
the proposed voicing detector is robust enough whenever the assumptions made
for the noise hold. The fixed YIN threshold was outperformed in all cases, and
the method obtained better results than the state-of-the-art ETSI ES 202 211 clas-
sifier under white-like background noises (such as car, street or train). A simple
F0-based speech enhancement scheme integrating the proposed classifier was im-
plemented to demonstrate the applicability of the method for denoising. The im-
plemented speech enhancement scheme obtained similar quality results, in terms
of objective measures, when compared with several well-known approaches for
speech enhancement.
Currently, we are working on extending the method to perform speech en-
hancement on complete utterances, without the need of providing a frame-by-
frame output. In such case, one can exploit temporal continuity to refine ini-
tial frame-basis decisions. For the same purpose, we also intend to apply the
method in combination with sound source separation techniques based on noise
and speech source modeling.
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Abstract
We present a speech denoising algorithm based on a regularized non-negative
matrix factorization (NMF), in which several constraints are defined to describe
the background noise in a generic way. The observed spectrogram is decomposed
into four signal contributions: the voiced speech source and three generic types
of noise. The speech signal is represented by a source/filter model which captures
only voiced speech, and where the filter bases are trained on a database of indi-
vidual phonemes, resulting in a small dictionary of phoneme envelopes. The three
remaining terms represent the background noise as a sum of three different types of
noise (smooth noise, impulsive noise and pitched noise), where each type of noise
is characterized individually by imposing specific spectro-temporal constraints,
based on sparseness and smoothness restrictions. The method was evaluated
on the 3rd CHiME Speech Separation and Recognition Challenge development
dataset and compared with conventional semi-supervised NMF with sparse acti-
vations. Our experiments show that, with a similar number of bases, source/filter
modeling of speech in conjunction with the proposed noise constraints produces
better separation results than sparse training of speech bases, even though the
system is only designed for voiced speech and the results may still not be practi-
cal for many applications.
1 Introduction
Speech separation from background noise and other acoustical interferences (a
problem often referred to as speech enhancement) is one of the most popular lines
of research in signal processing. Applications include hands-free communications
systems, automatic speech recognition, hearing aids and, in general, every situa-
tion where a contaminated speech signal must be restored to its original form. The
problem is specially difficult for one-channel mixtures, where spatial information
is unavailable as a cue for separating sound sources. Traditionally, speech en-
hancement has been accomplished by using filter-based algorithms, in which the
clean speech spectrum is retrieved based on the estimation of the power spectral
density (PSD) of the undesired sound [2, 10, 36, 7]. More recently, algorithms
based on computational auditory scene analysis (CASA) [3] have been proposed
to separate speech without requiring prior knowledge about the interfering sources
[16].
A solution that has gained considerable attention in the last years is the use
of model-driven methods, in which speech and noise components are modeled
through parametric descriptions that characterize the behavior of each component
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[19, 32]. The separation process consists then in estimating the parameters of
these models, usually by resolving a minimization problem (an example can be
found in [19]). Among all the model-driven methods, probably the most popular
are those based on compositional models, specially due to their easy formula-
tion and fast computation [32]. In compositional models, the spectrogram of each
source signal is modeled by a combination of spectral bases, which represent spec-
tral patterns (which may be unknown) from which that source can be constructed.
The observed mixed signal can then be expressed as a constructive combination
of the different basis spectra corresponding to the underlying sources, and the sep-
aration is accomplished by decomposing the input spectrogram into these bases
and their corresponding gains in each time instant. The success of this model re-
lies on the fact that many common sounds can be approximated as a time-varying
combination of repetitive fixed patterns. For this reason, compositional models
have been widely applied to music signals, which are typically constructed from
repetitive structures (notes, chords) that combine along time with different de-
grees of intensity. Another reason for the success of these models is the existence
of mathematical tools that enable to estimate their parameters with fast converging
iterative algorithms, most of them derived from the field of non-negative matrix
factorization (NMF) [21]. During the last years, powerful NMF-based algorithms
for music analysis or separation have been developed, based either on formulating
appropriate signal models [33, 6] or imposing constraints to the decomposition
method [30, 5].
Recently, some efforts have been made to extend the applicability of NMF-
based methods for the analysis and separation of speech signals. Since speech is
not as intrinsically repetitive as music, mainly due to the high number of possible
pronunciations and intonations, the majority of the methods in the literature need
to use large dictionaries of speech and noise patterns, which may be composed
by thousands of bases without any particular high level meaning. These dictionar-
ies are usually learned from training material imposing sparsity on the activations,
such that at test time, the mixture is factorized keeping the bases fixed and optimiz-
ing the activations, also enforcing sparsity or any other appropriate constraint. For
instance, in [37] a regularized NMF is proposed for speech denoising, where the
activations are imposed to preserve the same statistics found during training. In
[26], a sparse NMF decomposition is used to separate concurrent speakers from a
given mixture, based on speaker-dependent dictionaries which are also learned en-
forcing sparsity. In [35], a discriminative training approach with separate bases for
analysis and reconstruction is proposed, where the reconstruction bases (trained
with material including mixed sources) are optimized to recover the sources with
Wiener filtering. Recently, a strategy that has become popular for acquiring basis
functions is to use exemplar-based approaches, in which the bases are randomly
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selected as a subset of the training data, without performing any training. This ap-
proach is reported to produce good results for speech separation and recognition
[14, 13], specially when the exemplars cover several time frames. Other methods
try to exploit the structure of speech to construct speech bases with a certain high
level meaning. For example, a method is proposed in [25] that employs separate
bases for each phoneme, learned from a corpus of individual phonemes. Although
the bases trained in this way provide a good separation, the system requires prior
knowledge about the location of the phonemes in the recording. In [17], speech
is modeled using trained spectro-temporal template atoms, such that an atom is
trained for each state label of a recognizer. The method described in [31] re-
lies on a considerably different approach. Instead of learning basis vectors for
each source, the method trains parameters of prior distributions defined for these
basic vectors, following a Bayesian perspective. During separation, the basis vec-
tors can be updated to better approximate the input signal, as long as they fit the
learned distributions. Most of the algorithms for speech and noise separation are
supervised, meaning that both speech and noise bases have to be trained. Re-
cently, there have been an interest to develop robust semi-supervised algorithms,
where the noise model can be learned online. One example is the work by [22],
where the priors for noise bases are updated from the data to separate speech and
noise with a Bayesian NMF.
The first semi-supervised method in the literature designed to decompose vo-
cal sounds into bases with an explicit higher level meaning is described in [9].
In [9], a source/filter signal model is proposed to represent the source of interest,
such that, at each frame, the source is assumed to have an excitation part, approx-
imated by combining a dictionary of excitation bases, and a filter part, approxi-
mated by combining a dictionary of filter bases. This representation is assumed
discriminative enough to allow the separation of the target source from the re-
maining content, without requiring any training or further constraints. Although
the model proposed in [9] is generic and potentially applicable to a wide range
of music applications, it is interesting to explore which modifications would be
useful for speech and noise separation. Specifically, three important aspects can
be observed. First, in speech utterances the speaker produces a higher number of
pitches than in music, due to the natural intonation present in common speech.
Second, since the number of phonemes is limited, it is possible to define a specific
set of spectral filters for each phoneme. Instead of using generic smooth functions
as in [9], these filters can be learned from actual phonemes in a previous training
stage. Since the filter and source contributions are decoupled in the model, it is
possible to characterize each phoneme with a small number of filters. And third,
background noise can be characterized imposing certain mathematical restrictions
to its bases and gains. For instance, it is known that most real noises exhibit a rel-
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atively smooth spectrogram in comparison with the target speech. In this case, if
the noise matrix is constrained to be smooth, it will capture the background sound
more effectively, thus avoiding the inclusion of speech components. Following
this strategy, different types of noises (or even other interferences, such as music)
can be jointly captured provided a mathematical restriction describing their be-
havior, as long as these restrictions are distinguishable from speech. The idea of
incorporating constraints to the parameters in addition to source/filter modeling is
not new in the context of NMF, and has been applied before for semi-supervised
speech/noise separation. In [27], a similar probabilistic non-negative source/filter
model is proposed for separating speech from noise, in which the constraints are
focused on characterizing the dynamics of speech. The generic framework by [24]
also enables implicitly to define sources under a source/filter representation, and
to incorporate constraints to the parameters of the model.
In this paper, we propose an extension of the signal model described in [9]
focused on defining constraints for the background noise, and applied for the
problem of noise and voiced speech separation. The spectrogram of the input
signal is modeled as a sum of 4 matrices, each representing a different contribu-
tion to the mixture. The first component represents the voiced speech source by
means of a source/filter model (similar to [9]), in which the speech spectrogram
is factorized into a combination of fixed spectral excitation functions modulated
by a combination of fixed phoneme filters. As in [9], each excitation basis corre-
sponds to the glottal spectrum for a particular pitch, such that all the bases cover
a discretized range of pitch candidates. The filter bases are trained on the TIMIT
database [12] for each individual phoneme (using the same source/filter model),
such that a few basis filters are learned from each phoneme. The remaining three
matrices are used to represent different properties of the background noise. For
each noise matrix, a specific spectro-temporal behavior is imposed to its basis
and amplitude vectors during the decomposition process, allowing to capture a
particular type of noise. Three types of noises are considered: pseudo-stationary
broadband noises (which are characterized by smoothness in both time and fre-
quency directions), impulsive noises (characterized by smoothness in frequency
and sparseness in time) and “pitched” interferences (characterized by sparseness
in frequency and smoothness in time). The parameters of the model (noise bases
and gains, and amplitude gains for speech excitations/filters) are estimated bymin-
imizing a global objective function, which depends on the reconstruction error and
the class-specific cost measures imposed to the noise bases and gains. The esti-
mation algorithm is based on the multiplicative update rules employed in NMF.
The proposed approach has two important advantages. First, it does not require
to train the background noise beforehand, because it is learned from the observed
signal by imposing generic noise properties. And second, the source/filter model
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used for the speech source allows for a representation of speech with a relatively
small number of bases, contrary to other representations (such as sparse decompo-
sitions) in which a large dictionary is required. We also demonstrate experimen-
tally that, with a similar number of bases, our method outperforms conventional
sparse NMF with trained speech bases.
The remaining of this paper is organized as follows. In Section 2, the basic
principles behind source separation with compositional models and NMF decom-
position are briefly described. The source/filter model inherited from [9] to model
speech is described as a starting point of our proposal. In Section 3 the proposed
signal model is described in detail along with its corresponding regularized NMF
decomposition. The mathematical restrictions proposed to model the background
noise are formulated. In Section 4, details are given about the training stage em-
ployed to learn the phoneme filters. Finally, in Section 5, the algorithm is evalu-
ated on the set of noisy speech signals proposed in the 3rd CHiME development
set, providing separation results and comparison with state-of-the-art approaches.
The last section states the main conclusions and lines for future work.
2 Basic Principles of Source Separation with NMF
2.1 NMF for Source Separation
Separation algorithms employing NMF are based on compositional signal models
in which the spectrogram of each source is modeled as a time-varying combina-
tion of source-specific basis functions, called components or bases, and where all
elements of the model are non-negative. Let st be the spectral vector of the speech
source in frame t. In its simplest form, the model of st is a linear combination of
basis functions wsj as
st =
J∑
j=1
hsjtw
s
j , (1)
where J is the number of speech bases, and hsjt is the weight or gain of the j
th
basis function in frame t. Similarly, each noise spectral vector bt can be expressed
as a linear combination of K noise basis functions wbk with gains h
b
kt. According
to this model, the input spectrogram X can be represented as a combination of
speech and noise bases, which can be written using matrix notation as
X =WsHs +WbHb =WH, (2)
whereWs = [ws1, . . . ,w
s
J ],W
b = [wb1, . . . ,w
b
K ], [H
s]jt = h
s
jt and [H
b]kt = h
b
kt.
Observe that the matricesWs andWb can be viewed as source-specific dictionar-
ies, containing the building patterns from which each source can be constructed in
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any frame. The gain matricesHs andHb determine how these patterns must com-
bine in each frame to compose the actual realization of the sources in the observed
mixture. The complete set of basesW = [Ws,Wb] and their corresponding gains
H = [Hs;Hb] allows us to construct entirely the observed signal.
The NMF algorithm proposed by [21] is able to decompose an input non-
negative matrixX into a product of two non-negative matricesWH. More specif-
ically, given a matrix X, NMF finds the matrices W and H that minimize the
reconstruction error between X and WH. In NMF, the reconstruction error is
measured by a function of the formD(X,WH) =
∑
ft d([X]ft, [WH]ft), where
d(a, b) gives a measure of divergence between two scalars. The most common
forms of divergence d used in NMF can be generalized under the so-called β-
divergence
dβ(a, b) =

1
β(β−1)
(aβ + (β − 1)bβ − βabβ−1), β ∈ ℜ+ \ {0, 1}
a log a
b
− a+ b, β = 1
a
b
− log a
b
− 1, β = 0.
(3)
The Euclidean distance (β = 2), the Kullback-Leibler (KL) divergence (β = 1)
and the Itakura-Saito (IS) divergence (β = 0) are typical measures employed in
NMF.
The attractiveness of NMF for source separation is due to its ability for finding
patterns in data. If the analyzed data is naturally composed by a combination of
patterns, NMF tends, to a certain extent, to decompose the data into its underlying
components. This ability, however, is limited by the complexity of the data. In
general, when applied to realistic audio signals, NMF is unable to find adequate
bases for separation, i.e., there is no guarantee that each extracted basis contains
information from a single source, or even if it does, it is extremely difficult to
identify the source of origin. For this reason, practical audio separation algo-
rithms introduce certain prior knowledge about the sources in the decomposition
process. A common practice is to learn a set of bases (or dictionary) for each in-
dividual source in advance, usually by decomposing training material where each
source is available in isolation. For example, in the case of speech and noise,
one could learn bases Ws from a clean speech database, and bases Wb from a
noise database. During separation, the learned basis vectors W = [Ws,Wb]
are kept fixed, and only their gains H = [Hs;Hb] are estimated. This super-
vised approach obtains good results when the sources in the mixture maintain the
properties seen in the training stage, but any mismatch decreases the quality. In
addition, if a source has a great variability, a high number of bases is needed to
capture all possible realizations of the source, making the method computationally
more complex. Another remedy is to impose certain mathematical restrictions to
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the bases and gains. In standard NMF, the only criterion for estimatingW andH
is to minimize the reconstruction error D(X,WH), and no additional constrains
are imposed for W and H (except for non-negativity). If these constraints en-
code, in some way, the behavior of the sources, it is possible to obtain bases and
gains with relation to sources, thus enabling separation. Finally, a third solution
is to define source-specific generative models, in which the basis vectors or the
way they combine have a different mathematical expression for each source. The
model described so far, expressed in (1), assumes that the source is generated by
a simple linear combination of its basis vectors. However, more complex models
can be defined for certain sources, for example, inspired in the physical princi-
ples involved in their production. The source/filter model explained in the next
subsection is an example of this strategy.
2.2 Source/Filter Model for Speech
In [9], a compositional source/filter model is proposed to represent the signal of in-
terest (usually a lead music instrument or singing voice), and to allow its discrimi-
nation from the remaining sources. This representation is specially interesting for
vocal sounds, since it approximates their underlaying production characteristics.
According to the model, each speech spectral vector st is decomposed into an ex-
citation part sF0t multiplied by a filter part s
Φ
t , which are respectively composed
by a linear combination of P elementary excitation bases wF0p and E elementary
filter bases wΦe , as follows:
st = s
Φ
t • sF0t =
(
E∑
e=1
hΦetw
Φ
e
)
•
(
P∑
p=1
hF0ptw
F0
p
)
, (4)
where hΦet and h
F0
pt are non-negative gains, and • denotes the Hadamard product.
The excitation bases wF0p represent the discrete collection of sounds from which
the signal can be constructed, and which are further modulated by a combination
of bases wΦe . Since the model is designed to represent vocals, it is convenient
that each vector wF0p represents the glottal signal corresponding to an individual
fundamental frequency or pitch. In [9], the bases wF0p are generated using the
glottal source model KLGLOTT88 [18], resulting in a fixed dictionary of pitch-
related excitations. If a sufficient number of excitations P is used, it is possible to
have a fine grid of pitch values, thus covering the whole pitch range of the speaker
with enough resolution. On the other hand, the filter bases wΦe must be able to
represent the smooth envelop of the signal. In [9], these bases are generated from
a family of smooth functions, resulting in a fixed dictionary of smooth components
that can combine to represent any arbitrary smooth envelope.
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TheP excitation baseswF0p can be grouped into a matrixW
F0 = [wF01 , . . . ,w
F0
P ],
and the E filter bases wΦe into a matrixW
Φ = [wΦ1 , . . . ,w
Φ
E]. Following this no-
tation, the model in (4) can then be written in matrix form as
S = (WΦHΦ) • (WF0HF0). (5)
Here, the gain matrices [HΦ]et = h
Φ
et and [H
F0 ]pt = h
F0
pt give the decomposition
of the speech source into the dictionaries WΦ and WF0 . These amplitudes are
estimated from the input signal, while the dictionaries are kept fixed.
This source/filter model has two interesting advantages. First, it describes a
generative model that is characteristic of speech, and significantly discriminative
from typical noise sounds, which usually do not fit this structure. And second,
since the pitch and timbre information is individually represented, it provides a
more structured description of speech, allowing the use of a reasonable number
of bases. Although the model can be extended to deal also with unvoiced speech,
this extension makes the model more sensitive to capture interferences. In this
paper, we focus on separating voiced speech, and use this model as a base of our
method.
3 Proposed Regularized Decomposition for Speech
and Noise Separation
The method described here overcomes the above-mentioned limitations of stan-
dard NMF when applied to source separation, with particular emphasis on speech
and noise sources. Our method relies on two main aspects: first, a signal model
describing speech and noise with different mathematical expressions, and second,
a decomposition algorithm that further improves speech and noise isolation by im-
posing specific constraints to the background noise, inspired by generic properties
of common noises.
In our algorithm, we use a time-frequency representation with logarithmic
scale, which is computed as follows. First, the time-domain input signal is di-
vided into frames with a length of 64 ms and 50% frame overlap, windowed by
a Hamming window. Then the STFT is computed and discretized to a resolution
of 1/4 semitones by integrating the magnitude values within each defined band,
with 1/4 semitones width. Specifically, if χ(Ω, t) is the STFT of frame t and Ω is
frequency in Hz, the f th frequency element of the spectrogram is computed as
xoft =
F(f+1)∑
F(f)
|χ(Ω, t)| dΩ, (6)
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where F(f) = 32.7 ·2(f−1)/48 Hz, with f = 1, . . . , F . We use F = 380 frequency
points, thus representing spectral information from 32.7 Hz to approximately 8000
Hz.
In order to make the algorithm independent from the norm and length of the
input signal, the spectrogram is normalized taking into account the parameter β
that will be used in the β-divergence and the size of the spectrogram, as follows:
xft =
xoft(
1
FT
∑F
f=1
∑T
t=1 x
o
ft
β
)1/β , (7)
where F is the number of frequency elements and T is the number of frames.
3.1 Signal Model
The proposed signal model can be viewed as an extension of the generic frame-
work described in [9], with appropriate modifications for the problem of speech/noise
separation. The input spectrogram, represented by the F × T dimensional matrix
X, is modeled as an instantaneous sum of four contributions, in the form
X ≈ X̂ = (WΦZΦHΦ) • (WF0ZF0HF0)︸ ︷︷ ︸
speech
+WNZNHN +WIZIHI +WHZHHH︸ ︷︷ ︸
noise
.
(8)
The first term represents the target speech by means of the source/filter model
described above. The remaining three terms represent the background noise as
a sum of three different types of noises, each expressed by a different matrix
factorized into a set of basis functions and activations. The signal model is denoted
by X̂. For mathematical convenience, all basis vectors (columns in basis matrices)
and their amplitudes across time (rows in gain matrices) are assumed to have
unit L2 norm, e.g., ‖wΦe ‖ = 1 and ‖hΦe ‖ = 1, where hΦe =
[
hΦe1, . . . , h
Φ
eT
]
and
‖ · ‖ denotes the L2 norm. To enable the representation of arbitrary signal levels,
the amplitude information is stored in diagonal matrices ZΦ, ZF0 , ZN , ZI and
ZH , such that, for example, ZΦ = diag(zΦ), where zΦ is a vector of weighs
with E elements, one per basis function. For the unknown matrices, which are
estimated iteratively, this normalization is maintained in the inference algorithm
by rescaling the vectors after each iteration. Working with normalized vectors has
the advantage that all restrictions can be defined with independence of the scale of
the input signal and the algorithm parameters. Also, since all bases and amplitude
sequences have the same importance, any possible bias towards choosing certain
patterns is avoided, thus providing a more meaningful decomposition.
Each considered noise class is characterized by a specific spectro-temporal
behavior and, consequently, their respective bases and gains are characterized
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individually, by imposing specific mathematical constrains. In our method, the
following types of noise are defined:
• The first type, referred to as “smooth noise”, is characterized by a spec-
trogram with small variations between adjacent values. This noise can be
modeled as a combination of bases with a smooth spectral shape (smooth-
ness in frequency), which are activated in time with smooth amplitude varia-
tions (smoothness in time). This noise is expressed in the termWNZNHN ,
where the matrixWN is composed of Rn basis vectors.
• The second type, referred to as “impulsive noise”, describes those broad-
band noises consisting in bursts of energy that concentrate in short time
intervals. This noise can be modeled by smooth spectral patterns (smooth-
ness in frequency) that activate in isolated time instants (sparseness in time).
It is captured by the termWIZIHI , whereWI has Ri bases.
• The last type, referred to as “pitched noise”, contains narrowband interfer-
ences that are usually pitched, and that remain active in consecutive frames.
Consequently, this noise can be modeled by means of sparse spectral vectors
(sparseness in frequency), whose gains demonstrate slow variations across
time (smoothness in frequency). This noise is captured in WHZHHH ,
where the matrixWH contains Rh basis vectors.
The reason for decomposing the noise into three individual noise classes is to
provide a certain flexibility to the model, giving it the ability to capture different
types of possible interferences. These noise classes are quite generic, and enable
to describe a wide range of acoustic scenes. Contrary to other methods, in which
the noise patterns are trained, our algorithm learns the noise basis and their gains
directly from the input data. Since each noise is modeled by combining several
bases, it is possible to catch noises with certain spectral variability (i.e., non-
stationary).
The source/filter model used to represent the speech signal is conceptually
identical to the one described in the previous section. However, two relevant ob-
servations are made. First, in order to capture the natural intonation of speech, the
excitation dictionaryWF0 must cover the complete pitch range with enough res-
olution. In our method, the dictionaryWF0 is composed of P = 612 excitations,
such that they cover the pitch range from 60 Hz to 350 Hz with logarithmically
spaced values. Specifically, each glottal excitation wF0p is generated with funda-
mental frequency
F0(p) = 2(p−1)/(12·20)60, p = 1, . . . , 612, (9)
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obtaining a resolution of 20 pitches per semitone. This resolution is assumed to
be high enough to approximate any arbitrary speech contour. Regarding the filter
dictionaryWΦ, a significant modification is introduced in our model. Instead of
using a family of elementary smooth functions as in [9], the filter bases are trained
beforehand on a database of isolated speech phonemes, such that each phoneme
envelope is represented by a certain number of filter bases. Since the number of
phonemes is limited and each phoneme has homogeneous properties, it is possible
to represent the filter information of speech with a reasonable number of basis
vectors. In the next section, the procedure employed to constructWΦ is detailed,
along with important insights about the chosen number of filters.
3.2 Decomposition Algorithm
The set of model parameters Θ = {HΦ,HF0 ,WN ,HN ,WI ,HI ,WH ,HH} is
estimated by minimizing a cost function C(Θ) that is a sum of two kind of terms:
a reconstruction error term D(X, X̂) and several noise penalty terms, which en-
force specific properties for each type of noise. The cost function is given by
C(Θ) = D(X, X̂) + CN(W
N ,HN ) + CI(W
I ,HI) + CH(W
H ,HH). (10)
Here, the reconstruction error D(X, X̂) is measured by the β-divergence, as ex-
plained in Section 2.2. The class-specific noise cost functions CN(·), CI(·) and
CH(·) enforce the algorithm to obtain noise bases and gains that satisfy certain
noise-like properties, thus reducing the likelihood of capturing speech compo-
nents.
Restrictions for Smooth Noise
As mentioned above, the parametersWN andHN in (10) are intended to capture
all those types of noise characterized by a smooth spectrogram, in which adjacent
values demonstrate small energy variations. This generic definition is able to de-
scribe a wide variety of interferences such as white, pink or babble noises, which
have been handled by considering similar assumptions in previous works [19].
The interest of defining this class of noise is based on the fact that speech and
many noises have clearly different spectro-temporal appearances. While speech
is composed of strongly marked harmonic combs, most noises tend to have a
relatively flat spectrum, without significant peaks. Consequently, if this smooth
behavior is imposed to the noise, a highly discriminative decomposition can be
achieved, thus helping the speech source/filter model. This smooth noise does
not have to be necessarily stationary, since the noise model, that employs several
bases, allows certain variability.
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Given this behavior, it is reasonable to model this noise by a combination of
smooth spectral shapes, whose gains are also smooth across time. In other words,
each column of WN can be forced to be smooth, and each row of HN can also
be constrained to be smooth. Consequently, a high cost must be assigned to large
changes between consecutive frequencies inWN , and to large changes between
consecutive frames in HN . In our method, the spectral smoothness of matrix
WN is measured by a function SSM(·), expressed as the sum of the squared
differences between consecutive frequencies
SSM(WN) =
Rn∑
r=1
F∑
f=2
(wNfr − wNf−1,r)2, (11)
where [WN ]fr = wNfr. Similarly, the temporal smoothness of matrix H
N is mea-
sured by a function TSM(·), which penalizes large variations in the temporal
direction
TSM(HN) =
Rn∑
r=1
T∑
t=2
(hNrt − hNr,t−1)2, (12)
with [HN ]rt = hNrt . This penalty function is identical to the temporal continuity
criterion proposed in [30]. Based on these restrictions, the cost function for the
bases and gains of the smooth noise can then be written as
CN (W
N ,HN ) = αγNWSSM(W
N) + αγNHTSM(H
N ), (13)
where α is a positive coefficient that weighs the importance of the smoothness re-
strictions in the global cost function, and γNW and γ
N
H are normalization constants.
Assuming that the columns ofWN are normalized to have L2 norm equal to 1, the
maximum value of the function SSM(WN) is 2Rn(F − 1)/F , which is reached
when WN is extremely non-smooth (i.e., when its columns alternate zeros and
maximum activations). Consequently, the constant γNW = F/(2Rn(F − 1)) nor-
malizes the smoothness measure SSM(WN) to a maximum value of 1, making it
independent from the number of frequencies and bases. Similarly, assuming that
the rows in HN have normalized L2 norm, the constant γNH = T/(2Rn(T − 1))
normalizes the temporal smoothness measure ofHN , making it independent from
the number of frames and bases.
Restrictions for Impulsive Noise
Other types of noise appear in the mixture spectrogram as sudden bursts of energy,
often covering a broad frequency range for a reduced time. These sounds can be
viewed as transients, with most of their energy concentrated in short time inter-
vals, and with the possibility of being repetitive. Certain types of machine noise,
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gunfire or microphone popping are examples of these category. Unlike the above
noise class, these noises cannot be considered smooth across time, and therefore
require a separate characterization.
Since these interferences have a relatively smooth short-time spectrum (at
least, in comparison with speech), it is natural to enforce the spectral patterns
in WI to be smooth, as in the previous case. By contrast, their corresponding
gains in HI must be sparse across time, meaning that they only activate in iso-
lated time instants. There are several ways for measuring sparsity properties in a
matrix. In our study, we have chosen the method employed in [30], in which the
sparsity cost function SP (·) is formulated as a L1 norm
SP (HI) =
Ri∑
r=1
T∑
t=1
hIrt, (14)
where [HI ]rt = hIrt. This function penalizes non-zero entries in matrix H
I , lead-
ing to a solution where a few elements are active. The smoothness of the basis
vectors in WI is controlled by the function SSM(·), as in (11). From both re-
strictions, the term constraining the bases and gains of the impulsive noise can be
expressed as
CI(W
I ,HI) = αγIWSSM(W
I) + λγIHSP (H
I), (15)
where λ is a positive weight for equilibrating the importance of sparseness mea-
sures in the global cost function, α is the aforementioned weight for smoothness
terms, and γIW and γ
I
H are normalization constants. As before, it is assumed that
the L2 norm of each row in HI equals unity. In that case, the maximum value of
the function SP (HI) isRi
√
T , which is produced when all elements of the matrix
are active with maximum energy. Hence, the sparseness measure can be normal-
ized with the constant γIH = 1/(Ri
√
T ). As before, the smoothness function is
normalized by γIW = F/(2Ri(F − 1)).
Restrictions for Pitched Noise
Certain types of interferences are composed by sounds which are nearly periodic,
and whose spectrum demonstrates one or more significant spectral peaks. For
example, the sound produced by common sources such as vehicle horns, sirens
or certain machines follows this description. Because of this energy distribution,
the short-time spectrum of these sounds does not fit the spectral smoothness re-
striction imposed to the above classes, and therefore will tend to be captured by
the speech part of the model. In order to avoid this, a specific characterization
is required, which must be also sufficiently discriminative from speech. In this
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sense, two important properties are observed. First, except for certain cases, the
spectrum of theses noises is generally not harmonic, but consisting in isolated
peaks that concentrate most of the energy in a few coefficients. And second, un-
like speech intonation, the pitch produced by these sounds usually remains stable
during a number of frames, often with slow energy variations. Consequently, we
should expect the spectral patterns inWH to be highly sparse, with only a few ac-
tive elements, while their corresponding gains inHH should be relatively smooth
across time.
In our algorithm, this behavior is imposed to the parametersWH and HH by
applying the cost function SP (·), described above, toWH , thus enforcing spectral
sparseness, and by applying the function TSM(·), expressed in (12), to the gains
HH , thus enforcing temporal stability. The overall penalty term for the pitched
noise can be expressed as
CH(W
H ,HH) = λγHWSP (W
H) + αγHHTSM(H
H), (16)
where λ and α are the specific sparseness and smoothness weighting coefficients,
and where the constants γHW = 1/(Rh
√
F ) and γHH = T/(2Rh(T−1)) respectively
normalize the sparseness and smoothness measures.
Estimation of the Parameters
The estimation algorithm is based on the multiplicative gradient strategy proposed
in [21]. The unknown matrices of the model are first initialized to random positive
numbers, and then they are alternatively updated at each iteration with multiplica-
tive update rules. These update rules are appropriately derived to decrease the
criterion given in (10), under the model approximation X̂ formulated in (8). In
each iteration, after a certain matrix has been updated with its corresponding rule,
the model X̂ is recomputed before updating the subsequent matrices, repeating
the process until a certain number of iterations is reached.
In the objective function in (10), the gain matricesHF0 andHΦ describing the
decomposition of the speech part are only restricted by the reconstruction error.
Consequently, the problem of estimating HF0 and HΦ is the same as in [9], i.e.
reducing the β-divergence between X and the model X̂, which is accomplished
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by the following update rules:
HF0 ← HF0 •
(WF0ZF0)T
(
(WΦZΦHΦ) • X̂β−2 •X
)
(WF0ZF0)T
(
(WΦZΦHΦ) • X̂β−1
)
HΦ ← HΦ •
(WΦZΦ)T
(
(WF0ZF0HF0) • X̂β−2 •X
)
(WΦZΦ)T
(
(WF0ZF0HF0) • X̂β−1
) (17)
where • is the Hadamard product, (·)T is the transpose operator and all fractions
and exponentials are applied element by element.
The noise matrices, on the other hand, are further restricted by their corre-
sponding regularization terms. The update rules for these matrices can be derived
knowing that, for a NMF-based decomposition problem, the multiplicative updat-
ing rule for a generic matrix A can be expressed as [30]
A← A • ∇
−
AC(Θ)
∇+AC(Θ)
, (18)
where ∇AC(Θ) is the partial derivative of the objective function C(Θ) with re-
spect to A, such that it is expressed as a difference of two entry-wise positive
terms∇AC(Θ) = ∇+AC(Θ)−∇−AC(Θ). Observe that, since these two terms are
both non-negative, the gradient applied toA is also non-negative.
Our particular objective function in (10) can be written as a weighted sum
of its constituting functions D(·), SSM(·), TSM(·) and SP (·). Consequently,
the update rule corresponding to a certain noise matrix can be expressed in terms
of the partial derivatives of the functions affected by the considered matrix. The
derivatives of these functions, evaluated for a generic noise component WZH,
are expressed as
∇WD(X, X̂) = X̂β−1(ZH)T − (X̂β−2 •X)(ZH)T
∇HD(X, X̂) = (WZ)TX̂β−1 − (WZ)T(X̂β−2 •X)
[∇WSSM(W)]fr = 4[W]fr − 2
(
[W]f−1r + [W]f+1r
)
[∇HTSM(H)]rt = 4[H]rt − 2
(
[H]rt−1 + [H]rt+1
)
∇HSP (H) = 1− 0 (19)
where 1 is an all-ones matrix and 0 a all-zeros matrix. Observe that each deriva-
tive is here expressed as a subtraction of two positive parts, thus enabling the
formulation of any gradient.
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We can obtain the complete set of update rules by particularizing the expres-
sions in (18) and (19) for each noise matrix of the model. For example, the multi-
plicative update rules for the noise componentsWI and HI , constrained respec-
tively by the functions SSM(·) and SP (·), can be written as
WI ←WI • ∇
−
WI
D(X, X̂) + αγIW∇−WISSM(WI)
∇+
WI
D(X, X̂) + αγIW∇+WISSM(WI)
HI ← HI • ∇
−
HI
D(X, X̂) + λγIH∇−HISP (HI)
∇+
HI
D(X, X̂) + λγIH∇+HISP (HI)
(20)
In our implementation, at the end of each iteration, all basis matrices are nor-
malized column-wise and their activations are normalized row-wise. In order to
keep the amplitude information, the weighting vectors are rescaled appropriately.
For example, in the case of WI and HI , the matrix ZI is rescaled as ZI ←
diag
([‖wI1‖‖hI1‖zI1 , . . . , ‖wIRi‖‖hIRi‖zIRi]), and the normalization is carried out
as WI ←
[
wI
1
‖wI
1
‖
, . . . ,
wI
Ri
‖wI
Ri
‖
]
and HI ←
[
hI
1
‖hI
1
‖
; . . . ;
hI
Ri
‖hI
Ri
‖
]
. This approach is
remotely related to the Probabilistic Latent Component Analysis (PLCA) frame-
work [28], in which the bases and their gains are viewed as probability distri-
butions (normalized to sum 1), and a mixing weight is defined for each basis.
Although the convergence of the algorithm is not guaranteed, due to the normal-
ization steps, in practice it produces solutions that decrease the reconstruction
error and the constraints.
3.3 Signal Synthesis
Once the parameters have been estimated, each component is synthesized in the
time-domain. In our method, this separation is performed by applying Wiener
filters to the mixture STFT, where the filter for each source is computed from the
estimated spectrograms. For example, if Ŝ = (WΦZΦHΦ) • (WF0ZF0HF0) is
the estimated spectrogram of the speech signal, its Wiener spectro-temporal mask
MS is computed as
MS =
Ŝ2
Ŝ2 + (WNZNHN )2 + (WIZIHI)2 + (WHZHHH)2
. (21)
Since the spectrograms are defined on a logarithmic frequency scale, it is neces-
sary to convert this mask to linear scale before filtering the input STFT. In practice,
the filtering is done by multiplying all frequency bins within the same logarithmic
band by the same corresponding masking coefficient. The filtered spectrum is
then transformed to the time-domain by the inverse STFT.
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4 Learning of Phoneme Filters
The dictionary of filter bases WΦ is learned from a database of isolated speech
phonemes. For this purpose, we used the TIMIT database [12], which is composed
of thousands of utterances pronounced by 630 speakers, where the phonemes are
annotated. Since we are focused on separating voiced speech, we learned basis
filters only for pitched phonemes. Specifically, we selected the following sets of
phonemes: vowels (iy, ih, eh, ey, ae, aa, aw, ay, ah, ao, oy, ow, uh, uw, ux, er, ax,
ix, axr), nasals (m, n, ng, em, en, eng, nx), voiced stops (b, d, g), voiced affricates
(jh), voiced fricatives (z, zh, v, dh), semivowels and glides (l, r, w, y, hh, hv, el).
In order to learn filters for a certain phoneme, all instances of that phoneme were
grouped into a single F × Tv spectrogram Xv, which was then decomposed into
the following source/filter model:
Xv ≈ X̂v = (WΦv ZΦvHΦv ) • SF0v , (22)
where WΦv is the set of filters we want to learn (composed of Ev vectors), H
Φ
v
are their corresponding unknown amplitudes, ZΦv = diag(zv) is a diagonal matrix
of weights and SF0v is a F × Tv excitation matrix, in which each column con-
tains the excitation signal corresponding to the F0 of frame t, generated with the
KLGLOTT88 model.
Since the TIMIT database does not provide annotated pitch information, we
annotated each utterance automatically. For doing this, we used two different
pitch estimators: the PEFAC algorithm [15] and a modified version of the YIN
method [8], in which the results were post-processed to obtain certain time con-
tinuity. All instances of a phoneme for which both algorithms provided the same
pitch sequence were considered well annotated, and incorporated to the spectro-
gramXv. Since these estimators are based on completely different principles, it is
reasonable to consider similar results as evidence of a correct estimation. The ma-
trix SF0v was then generated from the estimated pitches, by accordingly grouping
the excitation signals of all instances of the phoneme.
The decomposition in (22), however, does not provide useful bases by itself.
Without further restrictions, there is the risk of learning bases that do not represent
a complete envelope, but only parts of it, thus losing any phoneme characteriza-
tion. In addition, since the envelope of speech signals is smooth in nature, each
basis inWΦv must be consequently smooth, and therefore accordingly restricted.
Also, since only a single vocal tract is articulated in each frame, the decomposi-
tion must be as sparse as possible, meaning that only a few filter bases (ideally,
only one) must be active at each time. Enforcing sparsity to HΦv also enables to
obtain bases that represent the complete envelope, because the few active filters in
each frame must cover all the spectral content . In order to impose these proper-
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ties, the spectrogram is decomposed by minimizing the following weighted cost
function:
Cv(W
Φ
v ,H
Φ
v ) = D(Xv, X̂v) + αvγ
Φ
WSSM(W
Φ
v ) + λvγ
Φ
HSP (H
Φ
v ), (23)
where SSM(·) imposes spectral smoothness toWΦv , and SP (·) imposes sparse-
ness to HΦv . The constants γ
Φ
W = F/(2Ev(F − 1)) and γΦH = 1/(Ev
√
T ) nor-
malize these measures, and the weights αv and λv equilibrate the importance of
each term. In our experiments, we tested different values for αv and λv. Although
it is difficult to determine optimal values, mainly because the quality of the ob-
tained bases is not measurable, any values around αv = 1 and λv = 0.1 were
found to produce satisfactory decompositions. The matrices are found iteratively
by applying the following update rules:
WΦv ←WΦv •
(
SF0v • X̂β−2v •Xv
)
(ZΦvH
Φ
v )
T + αvγ
Φ
W∇−WΦv SSM(W
Φ
v )(
SF0v • X̂β−1v
)
(ZΦvH
Φ
v )
T + αvγΦW∇+WΦv SSM(WΦv )
HΦv ← HΦv •
(WΦv Z
Φ
v )
T
(
SF0v • X̂β−2v •Xv
)
+ λvγ
Φ
H∇−HΦv SP (H
Φ
v )
(WΦv Z
Φ
v )
T
(
SF0v • X̂β−1v
)
+ λvγΦH∇+HΦv SP (HΦv )
(24)
As before, each basis vector in the model and each amplitude row is normal-
ized. A vector zv with size Ev is used to store the amplitude information for each
filter basis, which is maintained in a similar way as explained before. In this case,
however, these variables provide useful information about the importance of each
learned basis for approximating the input spectrogram. That is, by inspecting zv,
it is possible to infer how many bases are necessary to account for most of the en-
velop information of a certain phoneme. The filter bases with significantly higher
weights can be selected as representative patterns of the studied phoneme, discard-
ing the remaining vectors. In our experiments, we decomposed each phoneme into
a model with Ev = 100 filter bases, and then manually selected the most signifi-
cant filters by examining their respective weights zv. Between 3 and 4 bases were
selected per phoneme, resulting in a dictionaryWΦ with only 129 basis vectors.
An example result for the phoneme ae is given in Fig. 1, depicting the selected
filters and their respective weights.
It is worth noting that the obtained filters are really averaged shapes of each
phoneme envelope. They are not building atoms, neither actual instances of
phoneme filters, as occurs in the overcomplete dictionaries used in other speech
representations. Therefore, the model may not be able to capture all spectral de-
tails characteristic of a particular speaker or pronunciation, but only to provide a
sufficient approximation. Theoretically, as derived from the learning process, the
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Figure 1: Learning of basis filters for phoneme ae. (a) Selected basis filters from WΦv ,
corresponding to the columns 10, 43 and 84. (b) Obtained weight vector zv, which indi-
cates that the most significant filters are in the columns 10, 43 and 84 .
selected bases for each phoneme can combine to represent most instances of the
phoneme with a small reconstruction error, but some details will be lost. Also,
since these filters impose a strict representation of speech, the model should be
less sensitive to the capture of noise components. In other words, the use of such
a limited number of filters should make the model less flexible, in exchange of
increasing its discrimination capability.
5 Experimental Results
We have tested our algorithm on the development dataset of the 3rd CHiME
Speech Separation and Recognition Challenge [1], which features talkers speak-
ing in real-world noisy environments recorded using a six-channel device. Specif-
ically, we have employed the simulated subset of the corpus, in which the mixtures
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are generated by artificially mixing clean speech data (recorded in a sound proof
booth) with noisy backgrounds. The background noise signals were recorded in
four different public environments: bus (BUS), cafeteria (CAF), pedestrian area
(PED) and street junction (STR). The dataset consists of 410 utterances in each
of these environments, giving a total of 1640 utterances, which are produced by 4
speakers by reading sentences from the Wall Street Journal (WSJ-0) corpus.
Three metrics are used to assess the performance of the developed system:
the source-to-distortion ratio (SDR), which provides information on the overall
quality of the separated speech, the source-to-interference ratio (SIR), which is a
measure of the presence of noise components in the output speech signal, and the
source-to-artifacts ratio (SAR), which measures the importance of the artificial
components introduced by the method [29, 11].
In addition, preliminary results of our method (with a not optimal setting of
the configuration parameters) were submitted to the SiSEC 2013 evaluation cam-
paign for speech and real-world background noise separation [23]. The SiSEC
development and test datasets are composed of two-channel artificial mixtures of
speech and real-world noise captured in six different environments: subway car
moving (Su1), subway car standing at station (Su2), two different cafeterias (Ca1
and Ca2), and two different squares (Sq1 and Sq2). The development dataset is
composed of 9 mixtures including only the environments Su1, Ca1 and Sq1. The
test dataset consists of 20 audio files, and includes the six types of noise.
In our experiments, the CHiME dataset is used to make a large-scale and thor-
ough evaluation of the method, investigating different settings of its parameters
and comparing its performance with other semi-supervised NMF approaches. On
the other hand, the results on the SiSEC dataset are provided here to show the per-
formance of the system on a more noisy scenario, and in comparison with state-of-
the-art methods based on different techniques. Sound samples of our experiments
on the CHiME dataset can be found at http://www4.ujaen.es/∼damian/speech.html.
For the SiSEC evaluation, the obtained separation measures, along with the out-
put speech waveform for each file, can be found at http://sisec.wiki.irisa.fr/tiki-
index.php?page=Two-channel+mixtures+of+speech+and+real-world+background+
noise.
5.1 Results on the CHiME Development Set
We evaluate the method for different combinations of the following parameters:
α (weight of the smoothness constrains), λ (weight of the sparseness constrains),
Rn (number of bases for the smooth noise), Ri (number of bases for the impulsive
noise), Rh (number of bases for the pitched noise) and β.
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Figure 2: Average SDR gain obtained on the CHiME development dataset as a function
of the parameters α, λ and β. (a) β = 0, (b) β = 0.5, (c) β = 1 and (d) β = 2.
Fig. 2 illustrates the optimization of the parameters α and λ for different values
of β. Here, we employ the average SDR gain (that is, the difference between the
original SDR, measured without performing separation, and the achieved SDR)
obtained on the CHiME development set as a criterion to decide the best combi-
nation. Observe that the values α = 0 and λ = 0 corresponds to the case where no
restrictions are applied to the background noise, and therefore the algorithm tries
only to minimize the β-divergence. In this case, the method obtains a SDR gain
approximately equal to 1.39 dB for β = 0, which suggests that the source/filter
model is effective in separating the target speech without further restrictions. It
can be seen that applying the proposed restrictions on the background noise in-
creases significantly the separation quality. The best results (4.56 dB) are achieved
for α = 0.4, λ = 0.1 and β = 0, obtaining an improvement of 3.17 dB over the
best results of the method without restrictions. For β = 0.5, the best SDR gain is
equal to 4.5 dB, and is reached when α = 2 and λ = 0.4. For β = 1, the best per-
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formance is obtained with α = 4 and λ = 2, with an SDR gain of 3.97 dB. In this
experiment, the number of noise bases is set to Rn = Ri = Rh = 50. Preliminary
experiments showed that the optimization of α and λ does not depend critically
on the number of noise bases, as long as a sufficient number of bases is defined.
In all cases, the number of iterations was set to 50, which was found sufficient to
reach convergence at a reasonable computational cost.
The results in Fig. 2 illustrate that the smoothness constraints (weighted by
parameter α) have a greater impact on the performance, which means that the
background noise in the dataset is represented more accurately by smooth com-
ponents. We also observe that, assuming the best combination for α and λ, the
IS divergence (β = 0) provides better results than other values of β. The reason
for this is that the IS divergence is more sensitive to differences in low energy
elements, which comprise a significant portion of the speech spectrum. Since
the employed source/filter model explicitly incorporates a sparse representation
of speech, by means of a dictionary of excitation bases, our method can poten-
tially obtain a closer reconstruction under the IS divergence. Higher values of β
allow slightly higher levels of noise in the separated speech for the same value of
divergence. For this reason, as the value of β grows, the optimal values of α and λ
must also be higher, meaning that heavier noise constraints are required to obtain
similar performance.
Fig. 3 provides a more detailed study of the effect of the number of noise
bases over the system performance. Here the parameters α = 0.4, λ = 0.1 and
β = 0 are kept fixed, and only the noise dictionary size is varied. In general, the
system performs better as the number of bases is increased, although beyond a
certain point the quality does not significantly improve. The method is specially
sensitive to the number of bases for the smooth noise, Rn. In fact, when an ap-
propriate number of smooth noise bases is set (Rn ≥ 50), the remaining vectors
do not produce significant variations, and small values of Ri and Rh can be used
for higher computational efficiency. These results may be explained by the noise
content of the database, which seems to be composed mainly of smooth noises.
However, the results always show a certain improvement when the three types
of bases are used. This figure demonstrates that the method is not specially de-
pendent on the number of noise bases, and consequently any configuration with a
sufficient number of bases produces satisfying results.
5.2 Comparison to other Methods
We consider three different approaches to compare the performance of our method:
the optimally modified log spectral amplitude estimator (OM-LSA) [7], semi-
supervised sparse NMF with trained speech bases (SNMF) and semi-supervised
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Figure 3: Average SDR gain obtained on the CHiME development dataset as a function
of Rn, Ri and Rh. (a) Ri = 0, (b) Ri = 10, (c) Ri = 50 and (d) Ri = 100.
sparse NMF with randomly selected speech exemplars (ENMF). For SNMF and
ENMF, we use 1000 speech bases and 150 noise bases, such that the noise bases
are learned also at test time. Since this number of bases is similar (but slightly
larger) to that used in our method, we can get a fair conclusion about what method
provides the best separation. For SNMF, speech bases are learned by factorizing
the training subset of the TIMIT database, while in ENMF the speech bases are
randomly selected from this same subset. For both cases, we use the same data
representation as in our method, described in Section 3, and the same number of
iterations. For OM-LSA, we executed the code published by the authors. For
SNMF and ENMF, we executed the “well done” version developed by [20], in
which the objective function is defined in terms of normalized bases.
In order to make a thorough comparison, we also investigate different settings
of β and the sparsity weight µ for SNMF and ENMF. Specifically, we evaluate β ∈
{0, 0.5, 1, 2} and µ ∈ {0, 0.1, 0.2, 0.5, 1, 2, 5, 10, 20, 50, 100}. Fig. 4 shows the
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Figure 4: Average SDR gain obtained by SNMF and ENMF on the CHiME development
set as a function of the sparsity weight µ. (a) β = 0, (b) β = 0.5, (c) β = 1 and (d) β = 2.
average SDR gain obtained on the CHiME development set for all of the evaluated
configurations. As seen, the best performance for SNMF is obtained with β = 0.5
and µ = 0.5, giving a SDR gain of 2.91 dB. For ENMF, the best configuration
is β = 0 and µ = 1, with a SDR gain of 0.47 dB. Observe that these results are
lower than the best measure reached by our algorithm.
Figure 5 compares the separation measures obtained on the CHiME dataset
by the best configuration of each method. The line in the middle of each box
represents the mean value over the dataset, while the lower and upper lines of
each box show the 25th and 75th percentiles of the measures. The lines extending
above and below each box show the extent of the rest of the values, excluding
outliers (extreme values in the data). As seen, our method outperforms the other
approaches, obtaining an average improvement in SDR of 1.65 dB over SNMF,
and 0.67 dB over OM-LSA. It is interesting to note that our system is consider-
ably more robust to interferences than the remaining approaches, as demonstrated
by the SIR measures, mainly due to the strict representation of the speech sig-
nal imposed by our model. However, probably this is also the reason why our
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Figure 5: SDR, SIR and SAR measures obtained on the CHiME development dataset by
the best setting of the methods. The original SDR of the noisy dataset is also depicted.
method produces similar or worse levels of artifacts than SNMF and OM-LSA.
The poor results obtained by ENMF can be explained by the fact that the method
is running here in a semi-supervised fashion, with exemplars covering only one
time-frame. Such is not the usual setting for ENMF, which often involves the
use of multi-frame exemplars (thus increasing the computational cost) and a noise
dictionary. Similarly, the results for SNMF could be significantly improved by
training noise bases. However, our intent here is not to explore the full potential
of these methods, but to offer a comparison in the same conditions, with similar
prior information. These results demonstrate that, in a semi-supervised scenario,
the proposed restrictions in conjunction with source/filter modeling of speech pro-
vides a better separation than sparse NMF, even though our system is limited to
voiced speech.
Figure 6 offers the same comparison for each individual environment in the
CHiME dataset. It can be seen that the proposed approach consistently outper-
forms the other algorithms for all noise conditions, which suggests that the pro-
posed constraints and their setting are robust against multiple acoustic scenarios.
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Figure 6: SDR, SIR and SAR measures obtained by the best setting of the methods on
the four environments of the CHiME development dataset. (a) BUS, (b) CAF, (c) PED
and (d) STR.
5.3 Performance Evaluation at SiSEC 2013
Tables 1 and 2 provide the resulting average separation measures for the environ-
ments included in the development and test datasets of SiSEC 2013. Here, the
algorithm is running with parameters β = 1, α = 4 and λ = 2. Although this
setting is not optimal, it should be good enough for evaluating the performance
of the algorithm. These results were measured by the organizers of the campaign
over the single-channel submitted speech signals. In addition, the tables illustrate
the results obtained by other algorithms submitted to the campaign providing also
a single-channel output, and whose methodologies are described in [34] and [4].
The method by [34] is based on classic overdetermined blind source separation
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Table 1: Average SDR, SIR and SAR results for each environment in the development
dataset of SiSEC 2013.
Original Proposed Wang Bryan
SDR SDR SIR SAR SDR SIR SAR SDR SIR SAR
Ca1 1.9 5.4 15.4 6.1 5.8 20.9 6.0 5.6 18.4 5.9
Sq1 -3.9 9.6 17.3 10.7 11.6 19.3 12.5 10.2 15.6 12.1
Su1 -11.7 1.5 5.8 5.8 3.8 18.1 4.1 4.2 13.6 4.9
All -3.7 6.4 14.1 8.1 7.9 19.6 8.4 7.3 16.1 8.4
Table 2: Average SDR, SIR and SAR results for each environment in the test dataset of
SiSEC 2013.
Proposed Wang Bryan
SDR SIR SAR SDR SIR SAR SDR SIR SAR
Ca1 3.4 14.6 4.1 4.2 19.6 4.4 3.7 13.9 4.5
Ca2 3.7 17.1 4.0 4.6 20.9 4.7 3.8 16.5 4.2
Sq1 8.9 18.6 9.9 11.6 22.7 12.0 13.1 21.8 13.7
Sq2 10.9 20.5 11.5 13.8 21.2 14.8 12.9 18.2 14.6
Su1 5.0 23.2 5.2 5.2 22.1 5.3 5.6 21.4 5.7
Su2 2.2 5.9 6.0 6.1 25.2 6.2 5.6 23.0 5.7
All 6.1 17.1 7.0 8.0 21.6 8.3 7.8 18.5 8.5
techniques, in which the permutation problem is solved following an original ap-
proach, and the resulting speech is further enhanced by a post-filter. The method
by [4] consists in a regularized PLCA algorithm, in which the regularizations are
based on graphical annotations made by the user over the spectrogram. This algo-
rithm can be viewed as a constrained NMF with KL divergence, in which penalty
masks are defined interactively for each source in the spectrogram. Although both
algorithms make use of certain prior information (multichannel information in the
first case, and user interaction in the second case), they enable to compare our
method against state-of-the-art results, obtained over the same material.
As observed in the tables, although our algorithm performs worse than the re-
maining approaches, it achieves competitive results for the three considered mea-
sures in most of the environments. The method only fails to separate the speech
source in certain mixtures with subway noise, particularly for Su1 in the devel-
opment set and Su2 in the test set. In the first case, this can be explained by
the high level and the specific properties of the background noise, consisting in
a moving car that produces a pitched noise with varying fundamental frequency.
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The proposed constraints are unable to represent this type of noise (because it is
not smooth in the time direction), which is then captured by the speech model. In
the second case, the background noise contains an interfering tone and a burst of
noise produced by the doors of the car. Although these noises can be theoretically
modeled by the system, it seems that the parameters α and λ are not optimal in
this case. A higher value of λ could improve the separation performance in this
situation.
6 Conclusion
We proposed a NMF-based algorithm for voiced speech and noise separation, in
which the noise components are constrained to obey certain mathematical prop-
erties that are characteristic of many background noises. These properties are not
defined for specific noises, but in a generic way, enabling to apply the algorithm to
a wide range of environments without requiring prior training or a large number of
bases. The speech source is represented through a source/filter model previously
proposed in the literature, with the incorporation of a dictionary of filter bases
learned in a training stage from a database of isolated phonemes. This speech
model allows to represent the speech signal with a reasonable number of bases,
and consequently is computationally more efficient than other speech representa-
tions based on compositional models, such as those based on sparse coding.
The method was evaluated on the simulated mixtures of the 3rd CHiME de-
velopment set. The experiments demonstrate that, in general, the proposed re-
strictions are adequate for real-word background environments, and improve sig-
nificantly the results obtained by the model without restrictions. In comparison
with other constrained semi-supervised decompositions, such as sparse NMF with
speech bases, our method obtains better separation results. The method also ob-
tained promising results at the SiSEC 2013 international campaign, although the
proposed restrictions were not able to characterize appropriately one of the tested
environments. The current results of the algorithm, although promising, may how-
ever not be usable for most practical applications, due to its limitation to voiced
speech.
Future improvements of the algorithm will be focused on characterizing cer-
tain properties of the noise more accurately. It was observed that, although the
smooth noise type is able to approximate many instances of noise, it often im-
poses a strict representation in a sense that the bases and amplitudes must be
smooth. Better results could be obtained if the bases and gains are not restricted
to be smooth, but their combination is (at least, in comparison with speech). In
addition, we intend to explore the incorporation of unvoiced parts to the speech
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model. Restricting the activations of unvoiced phonemes may help in avoiding the
problem of capturing noise components with them. It is also interesting to explore
a real-time implementation of the system, or its application in conjunction with
spatial cues for multichannel signals.
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