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The method of projection, proposed in Part I, is applied to derive sharp moment
bounds for the expectations of order statistics based on independent samples from
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1. INTRODUCTION
Suppose that X1 , ..., Xn are independent identically distributed random
variables, with F, QF , +, +2 , and _2 denoting common distribution and
quantile functions, the first and second moments, and the variance, respec-
tively. Then, for an arbitrary L-estimate with given real coefficients ci ,
i=1, ..., n, we have
EF :
n
i=1
ci Xi : n=|
1
0
QF (x) :
n
i=1
ci fi : n(x) dx, (1)
Article No. MV971720
156
0047-259X98 25.00
Copyright  1998 by Academic Press
All rights of reproduction in any form reserved.
* Research supported by KBN Grant 2P30101004.
File: DISTL2 172002 . By:CV . Date:04:03:98 . Time:13:22 LOP8M. V8.B. Page 01:01
Codes: 2365 Signs: 1249 . Length: 45 pic 0 pts, 190 mm
where fi : n=nBi&1, n&1 is the density function of the i th order statistic from
the standard uniform sample, and
Bj, m(x)=\mj + x j (1&x)m& j, j=0, ..., m, m=0, 1, ...,
are the classical Bernstein polynomials. Applying the Schwarz inequality,
we immediately obtain
EF :
n
i=1
ciXi : n" :
n
i=1
ci fi : n" - +2 , (2)
or, more precisely,
EF :
n
i=1
ci (Xi : n&+)=|
1
0
(QF (x)&+) :
n
i=1
ci ( fi : n(x)&1) dx,
" :
n
i=1
ci ( fi : n&1)" _. (3)
Here and later on & f &2=10 f
2(x) dx. In particular, for single order
statistics
EFXi : n\n \
2i&2
i&1 +\
2n&2i
n&i +
\2n&1n +
+2+
12
(4)
and
EFXi : n&+\n \
2i&2
i&1 +\
2n&2i
n&i +
\2n&1n +
&1+
12
_ (5)
(see Ludwig [8]). Bounds (2) and (3) are sharp iff the two factors of the
integrands in (1) and (3) are proportional, respectively, which implies that
ni=1 ci fi : n is nondecreasing. However, 
n
i=1 ci fi : n can generally be any
polynomial of degree n&1 and one could hardly expect it to increase
steadily. The function fi : n increases iff i=n, and this is the only case for
which (4) and (5) are sharp (see Gumbel [5] and Hartley and David [6]).
By analogous arguments, (2) and (3) can become equalities for the sample
range (Plackett [12]), the upper selection differential, and the difference
of the upper and lower ones (Nagaraja [11]). Moriguti [10] provided a
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general method of deriving optimal bounds, replacing f =ni=1 ci fi : n by
Pf, the derivative of the greatest convex minorant of the indefinite integral
ni=1 ci Fi : n of f. In particular,
Pfi : n(x)=min[ fi : n(x), fi : n(c)], 2in&1, (6)
where 0<c<(i&1)(n&1) is determined by the equation
(1&c) fi : n(c)=1&Fi : n(c). (7)
The aim of this paper is to present tighter sharp moment bounds for
expected L-estimates based on independent samples coming from some
restricted families of distributions. To this end we apply the projection
method developed in Part I (see Gajek and Rychlik [4]), where analogous
bounds in the dependent case were derived. Referring the reader to the
formal setup presented therein, we merely recall the bare essence of the
idea. If the respective class of quantile functions is a convex cone (which
holds true for a variety of natural restricted families), and the expectation
functional can be represented as an inner product of a fixed function with
the quantile one (cf. (1)), then the best bound in the - +2 -units is the norm
of the projection of the function onto the cone of quantiles. The bound is
attained by quantiles proportional to the projection. The function Pf,
constructed by Moriguti [10], is actually the projection of the polynomial
f onto the convex cone of all nondecreasing (right continuous) functions,
coinciding with the class of all quantile functions.
In Part I, we made use of the fact that for the supremum over all
dependent samples we have
sup EF :
n
i=1
ci Xi : n=|
1
0
QF (x) :
n
i=1
di $i : n(x) dx
for some jump function ni=1 di$i : n depending on ci , i=1, ..., n (Rychlik
[15]). Consequently, the problem of deriving bounds over convex conical
classes of quantiles was equivalent to finding the projections of the jump
functions on a chosen cone and the respective norm. We took into account
three specific families of parent distributions: the ones with decreasing
failure density (DFD) and ratio (DFR), and symmetric unimodal ones (for
analogous bounds for IFD, IFR, and symmetric U-shaped distributions,
see Rychlik [16]). In each case, we presented a parametric family that
contains all distributions attaining the bounds for the expectation of
arbitrary L-estimates. For single order statistics we derived explicit formulae.
Projections for the above three families could be found in a similar way,
because quantile functions with decreasing failure density, DFR quantiles
composed with the exponential distribution function, and symmetric unimodal
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ones folded about 12 form the convex cones of nondecreasing convex functions
starting from 0 in various function spaces of L2-type.
Here, in three subsequent sections we present similar results for independent
samples, applying the same arguments and considering the same cones as
those in Part I. The difference lies in considering polynomials for projections
instead of jump functions. This, however, raises far more technical problems.
Since there are no known general rules of projecting arbitrary polynomials
onto cones of convex functions, we decided to concentrate on bounds for
single order statistics (for general L-estimates, see a remark in Section 5).
Even under this restriction, the bounds and distributions attaining them
cannot often be presented by means of nice analytic formulae as in the
dependent case. So we provide some numerical results, comparing them
with those from other families of distributions for both dependent and
independent samples. Also, the proofs of the main results in Sections 24
are rather long, and we decided to move them to an Appendix.
Below we outline only the basic steps. We consider a convex cone C of
real functions on a given interval [a, d) which are vanishing at a, non-
decreasing, convex, and square integrable with respect to a positive weight
function h. We assume also that linear functions are integrable. We are
going to find a projection Pf onto C of a fixed function f, being either a
Bernstein polynomial multiplied by a constant or its modification, i.e.,
Pf # C should satisfy D(Pf )=infg # C D(g), where
D(g)=|
d
a
[ f (x)& g(x)]2 h(x) dx.
Note that with the exception of extreme cases fi : n vanishes at the boundaries
of the unit interval, first increases and then decreases, and is convex, concave,
and ultimately convex in subsequent intervals of the domain. Generally, we
assume from now on that f satisfies the following conditions:
(A) For &<ab<cd+, let f be a twice differentiable
function on [a, d ) such that f (a)=0, da f
2(x) h(x) dx<, and f is
increasing and decreasing in (a, c) and (c, d ), respectively, and convex in
(a, b) and concave in (b, c).
In Lemma 1, we determine the shape of Pf.
Lemma 1. Let Cf /C be the class of continuous functions which are
identical with f on an interval [a, y) for a yb, and linear elsewhere. Then
for every g # C there is a g
*
# Cf such that D(g*)D(g).
Each element of Cf is determined by two parameters: y # [a, b] and the
slope : of its linear part. Define
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a
*
( y)=
dy (x& y)( f (x)& f ( y)) h(x) dx
dy (x& y)
2 h(x) dx
, (8)
V( y)=:
*
( y)& f $( y), a yb, (9)
and
V=[ y # (a, b] : V( y)0] _ [a].
We shall prove that :
*
( y) is the slope of the best one among the linear
approximations f ( y)+:(x& y) of f on [ y, d]. Let fy denote the function
that equals f in [a, y] and f ( y)+:
*
( y)(x& y) in [ y, d ). Then fy # Cf iff
y # V.
Lemma 2. There exists y # V such that Pf =fy . In particular, if a=b
then Pf (x)=fa(x)=:*(a) x.
In the Appendix, we provide further results which enable us to find the
parameter y determining the projection. In particular, we make use of the
equation
dD( fy)
dy
=2V( y) Z( y), (10)
where
Z( y)=|
d
y
[ f (x)& fy(x)] h(x) dx (11)
(see Lemma 4 in the Appendix), looking for and analyzing zeros of (9)
and (11). Since for specific f (9) and (11) can be represented by means of
combinations of Bernstein polynomials, we shall repeatedly refer to the
variation diminishing property (VDP) of the polynomials, due to Polya
and Schoenberg [13] (see Lemma 6).
2. LIFE DISTRIBUTIONS WITH DECREASING FAILURE DENSITY
This class of distributions, referred further to as F1 , is defined by the
following conditions: F # F1 if it has the only possible jump at 0, and a
density function which is equal to 0 for negative arguments and is nonin-
creasing for positive ones. The respective quantile functions form a convex
cone
C1=[Q: [0, 1) [ [0, ) : Q(0)=0, Q is nondecreasing and convex].
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For the family F1 , there are known lower quantile bounds based on the
Jensen inequality, due to Blom [3],
EFXi : n=EQF (Ui : n)QF (EUi : n)=QF \ in+1+ , (12)
where Ui , i=1, ..., n, denote independent random variables with the standard
uniform distribution. This becomes equality iff F is a uniform distribution
function. Bound (12) is a special case of quantile inequalities for pairs of
distributions such that one follows the other in the convex ordering. The
notion was introduced by van Zwet [19] who established a number of quantile
bounds for order statistics of a variety of restricted families of distributions.
Our F1 can be defined as the family of distributions preceded by the
uniform one in the convex ordering. Other generalizations of (12) consist
in replacing Xi : n by L-estimates, with some restrictions on the coefficients
(see Barlow and Proschan [2], Lawrence [7] and Nagaraja [11]).
We now proceed to moment bounds derived by means of the projection
approach.
Proposition 1. Let X1 , ..., Xn be independent identically distributed
random variables with a distribution function F # F1 such that EFX 21=+2 .
If imin[ 23 (n+1), n&1], then
EFXi : n
i
n+1
- 3+2 , (13)
which is equality iff F is the uniform distribution on [0, - 3+2 ].
If 23 (n+1)<in&1, then
EFXi : n&( fi : n)min[v, z] & - +2 , (14)
where v is the unique zero in (0, (i&1)(n&1)&((i&1)(n&i)(n&1)2_
(n&2))12) of the polynomial
V1=3 :
i&1
k=0
(i&k) Bk, n+1(
(n&i+3)!
(n&i)!
Bi&2, n+1
+\n&i&32+
(n&i+2)!
(n&i)!
Bi&1, n+1 (15)
and z the first zero in (0, 1) of
Z1= :
i&2
k=0 \n+1&
3i&k
2 + Bk, n+1&
(n&i)(n&i&1)
4
Bi&1, n+1 . (16)
161ORDER BOUNDS FROM RESTRICTED FAMILIES II
File: DISTL2 172007 . By:CV . Date:04:03:98 . Time:13:22 LOP8M. V8.B. Page 01:01
Codes: 3276 Signs: 1911 . Length: 45 pic 0 pts, 190 mm
Bound (14) is attained iff
QF=
- +2
&( fi : n)min[v, z] &
( fi : n)min[v, z] .
Finally,
EFXn : nn  +22n&1 , (17)
which becomes equality for F(x) = (x2(2n & 1) +2)12(n&1), 0 < x <
- (2n&1) +2 .
Observe that all the bounds are achieved by absolutely continuous distri-
butions with finite supports. The uniform distribution, which provides the
largest mean of order statistics for small i, is surprisingly providing also the
lower quantile bound (12). Bound (17) is directly derived from the Schwarz
inequality, since fn : n # C1 . This coincides with the optimal bound for the
general F (cf (4)). The distribution functions achieving equality in (14)
TABLE I
Sharp Upper Bound on EFXi : 20 - +2 , i=1, ..., 20, for F from Restricted Families
Independent Sample Dependent Sample
i DFP DFR DFP DFR
1 0.0825 0.0354 0.8660 0.7071
2 0.1650 0.0726 0.9092 0.7434
3 0.2474 0.1119 0.9526 0.7816
4 0.3299 0.1534 0.9959 0.8220
5 0.4949 0.1976 1.0392 0.8649
6 0.4124 0.2448 1.0825 0.9105
7 0.5774 0.2953 1.1258 0.9593
8 0.6598 0.3497 1.1694 (1.1691) 1.0117
9 0.7423 0.4086 1.2172 (1.2124) 1.0683
10 0.8248 0.4729 1.2713 (1.2557) 1.1298
11 0.9073 0.5436 1.3333 (1.2990) 1.1972
12 0.9897 0.6222 1.4055 (1.3423) 1.2717
13 1.0722 0.7106 1.4907 (1.3856) 1.3550
14 1.1547 0.8116 1.5936 (1.4289) 1.4499 (1.4494)
15 1.2542 (1.2372) 0.9294 1.7213 (1.4722) 1.5661 (1.5584)
16 1.3663 (1.3197) 1.0708 1.8856 (1.5155) 1.7155 (1.6874)
17 1.5278 (1.4021) 1.2476 2.1082 (1.5588) 1.9180 (1.8452)
18 1.7642 (1.4846) 1.4852 (1.4833) 2.4343 (1.6021) 2.2147 (2.0486)
19 2.1664 (1.5671) 1.9091 (1.8369) 2.9814 (1.6454) 2.7125 (2.3353)
20 3.2026 (1.6496) 3.1472 (2.5440) 4.2164 (1.6887) 3.8360 (2.8254)
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increase smoothly near 0, as the inverses of polynomials fi : n up to a scale
transformation, and then they have constant densities. They can be treated
as transition forms from linear distribution functions, for i 23(n+1), to
the inverse polynomial, for i=n. Though, the respective bounds cannot be
written down by means of explicit formulae. In Table I we present their
numerical values for the cases i=1, ..., n=20 and compare them with those
for the class of DFR distributions, which is a subset of F1 , and the respective
ones for dependent samples. The values in parentheses for the DFD and
DFR families are the bounds for the uniform and exponential distributions,
respectively, in the case they differ from the family bound.
3. LIFE DISTRIBUTIONS WITH DECREASING FAILURE RATE
Let F2 denote the class of all DFR distribution functions which, by
definition, precede the exponential one W(x)=1&exp(&x), x>0, in the
convex ordering. Therefore, QF b W is convex for F # F2 , and
EFXi : nQF (W(S(i, n)))>QF \ in+1+
(cf. (12)), where
S(i, n)=EW Xi : n= :
i
j=1
1
n+1& j
, 1in. (18)
The first inequality above is achieved by F=W, and the latter follows from
the lower one of the following two integral approximations of harmonic
series
ln
n+1
n+1&i
<S(i, n)<ln
n+12
n+12&i
. (19)
Since F2 /F1 , we expect more accurate moment bounds here. Changing
variables in (1), yields
EFXi : n=|

0
QF (W(x)) fi : n(W(x)) e&x dx,
and so the problem reduces to projecting fi : n b W onto the cone
C2 =[QF b W : F # F2]
=[Q: [0, ) [ [0, ) : Q(0)=0, Q is nondecreasing and convex]
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with respect to the norm
& f &W=\|

0
f 2(x) e&x dx+
12
.
Proposition 2. Let X1 , ..., Xn be independent random variables with a
common distribution F # F2 and a given second moment +2 . Let S(i, n) be
defined by (18).
If S(i, n)2, then
EFXi : nS(i, n) +22 , (20)
which becomes equality for the exponential distribution with the scale
parameter - +2 2. Otherwise
EFXi : n&( fi : n b W )min[v, z] &W - +2 , (21)
where W(v) is the single zero of
V2= :
i&1
k=0
S(i&k, n&k) Bk, n&2
(n&i+2)!
(n&i)!
Bi&2, n
+2 \n&i&12+ (n&i+1) Bi&1, n
in (0, [(i&1)(n&32)&[(i&1)[(n&i)(n&1)&(i&1)2]]12](n&i)2) and
W(z) is the smallest root of
Z2= :
i&1
k=0
[2&S(i&k, n&k)] Bk, n&(n&i+1) Bi&1, n
in (0, (i&1)(n+1)). In (21) equality holds iff
QFW=
- +2
&( fi : n W)min[v, z] &W
( fi : n b W )min[v, z] .
The respective distribution functions are the inverses of properly normalized
fi : n for small positive arguments and have exponential tails. Applying (19),
we can simply judge whether (20) or (21) holds for a specific i. If i
(1&e&2)(n+ 12), then we obtain (20), and for i(1&e
&2)(n+1) (21) is
used. The difference between both the estimates is 12 (1&e
&2)r0.4323. In
contrast to the other families, the sharp bounds for the sample maxima
cannot be obtained here by the direct use of the Schwarz inequality.
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TABLE II
Sharp Upper Bound on EFXn : n- +2 , n=2, 4, ..., 20, for F from Restricted Families
Independent Sample Dependent Sample
General
i and DFP Uniform DFR Exponential General DFP Uniform DFR Exponential
2 1.1547 1.1547 1.0607 1.0607 1.4142 1.3333 1.2990 1.2131 1.1972
4 1.5119 1.3856 1.4744 1.4731 2 1.8856 1.5155 1.7155 1.6874
6 1.8091 1.4846 1.7712 1.7321 2.4495 2.3094 1.5877 2.1011 1.9741
8 2.0656 1.5396 2.0254 1.9218 2.8284 2.6666 1.6238 2.4261 2.1775
10 2.2942 1.5746 2.2513 2.0711 3.1623 2.9814 1.6454 2.7125 2.3353
12 2.5022 1.5988 2.4568 2.1943 3.4641 3.2660 1.6599 2.9714 2.4642
14 2.6943 1.6166 2.6463 2.2992 3.7414 3.5277 1.6702 3.2095 2.5732
16 2.8737 1.6302 2.8231 2.3905 4 3.7712 1.6779 3.4311 2.6676
18 3.0426 1.6409 2.9898 2.4714 4.2426 4 1.6839 3.6392 2.7509
20 3.2026 1.6496 3.1472 2.5440 4.4721 4.2164 1.6887 3.8360 2.8254
In Section 2 we announced the numerical comparison in Table I of the
right-hand sides of (20)(21) for n=20 with the respective sharp bounds
for a wider class. The values in parentheses for the DFP and DFR families
are the bounds for the uniform and exponential distributions, respectively,
in the cases they differ from the family bounds. In Table II we present a
similar study of the expected maxima for samples of sizes up to 20.
4. SYMMETRIC UNIMODAL DISTRIBUTIONS
If X1 , ..., Xn are symmetric about +, we can write
EF :
n
i=1
ci (Xi : n&+)
=|
1
12
(QF (x)&+) :
n
i=1
(ci&cn+1&i) fi : n(x) dx,
\|
1
12
(QF (x)&+)2 dx |
1
12 _ :
n
i=1
(ci&cn+1&i) fi : n(x)&
2
dx+
12
=" :
n
i=1
(ci&cn+1&i) fi : n"S
_
- 2
,
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where & f &S=(112 f
2(x) dx)12. In particular, we have
EFXi : n&+\
n
2 \2n&1n +
_\2i&2i&1 +\
2n&2i
n&i +&\
n&i
i&1+
2
&+
12
_ (22)
(see Sugiura [18]), which is the best possible for the sample maximum (see
Moriguti [9]). Using the arguments of Moriguti [10], we get the best
bounds for (n+1)2in
EFXi : n&+&PSsi : n &S
_
- 2
(23)
where si : n= fi : n& fn+1&i : n and
PSsi : n(x)=min[si : n(x), si : n(c)],
for c being a convexity point of si : n in [ 12 , 1) satisfying
(1&c) si : n(c)=Fn+1&i : n(c)&Fi : n(c).
We obtain equality in (23) iff QF=++:PS si : n on [ 12 , 1) for a properly
chosen factor :>0, and this is extended on [0, 12) so to satisfy QF (x)=
2+&QF (1&x). Also, for i(n+1)2 we have EF Xi : n+.
For symmetric unimodal distributions, we have quantile bounds resulting
from the s-ordering relation with the symmetric unimodal one. Ali and Chan
[1] showed that
EFXi : n&+QF \ in+1+ for i
n+1
2
,
and for i<(n+1)2 the above inequality is reversed.
Determining the sharp mean-variance bounds for the class F3 of symmetric
unimodal distributions, we have to project symmetrized densities of uniform
order statistics si : n=n(Bi&1, n&1&Bn&i, n&1) onto
C3=[Q: [ 12 , 1) [ [0, ) : Q(
1
2)=0, Q is nondecreasing and convex]
in the & }&S-norm. The quantile functions achieving the inequalities will be
derived by proper normalizations and extensions of the projections onto
the whole unit interval. In order to make use of Lemmas 1 and 2, we first
need to show that si : n satisfy assumptions (A) in [ 12 , 1). This is not as
trivial as it looks at first glance.
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Lemma 3. Consider Sk, m=Bk, m&Bm&k, m on [ 12 , 1) for m2<k<m.
Then Sk, m vanishes at 12 and 1, and is nonnegative, and increasing-decreasing.
For km&2, Sk, m is concave-convex, if k 12 (m+- 3m&2) and convex-
concave-convex otherwise. Furthermore, Sm&1, m is concave for m6 and
convex-concave for m7.
For km2, Sk, m is nonpositive, and Sm, m # C3 . In consequence,
EFXi : n+ for i(n+1)2, (which is sharp if i=(n+1)2) and the sharp
bound for EFXn : n , F # F3 , is that of Moriguti [10] (see (22) with i=n).
Proposition 3. We assume that X1 , ..., Xn are independent identically
distributed according to F # F3 with given mean + and variance _2, and
(n+1)2<in&1. Let V3=V1&V$1 and Z3=Z1&Z$1 , where V1 and Z1
are defined in (15) and (16), respectively, and V$1 , Z$1 are the respective
polynomials with i replaced by n+1&i.
If Z3 is either positive or both 0 and increasing at 12 , then
EFXi : n&+- 3 \ 2in+1&1+ _, (24)
where equality holds for uniformly distributed variables on [+&- 3 _,
++- 3 _].
Otherwise
EFXi : n&+&(si : n)min[v, z] &S
_
- 2
, (25)
where v and z are the smallest zeros of V3 and Z3 in ( 12 , 1), respectively. The
equality is achieved by
QF (x)&+=
_
- 2 &(si : n)min[v, z] &S
(si : n)min[v, z](x), x # _12 , 1+ . (26)
Without calculating Z3( 12) we can conclude from Lemmas 2 and 3 that
for (n+1)2<i 12 (n+1+- 3n&5) bound (24) is valid. Condition (26)
determines density functions which decrease smoothly, then become flat,
and finally jump down to the level 0, as |x&+| increases. Table III contains
the upper estimates for EF (Xi : 20&+)_ when F is symmetric unimodal.
For the sake of comparison, Sugiura’s bound (22) is also provided.
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TABLE III
Sharp Upper Bound on (EFXi : n&+)_, i=11, ..., 20, for F
from Restricted Families
Independent Sample Dependent Sample
i Symmetric Unimodal Sugiura’s Bound Symmetric Unimodal
11 0.0825 1.1416 0.8660
12 0.2474 1.1477 0.9526
13 0.4124 1.1604 1.0392
14 0.5773 1.1808 1.1258
15 0.7423 1.2111 1.2172
16 0.9073 1.2552 1.3333
17 1.0722 1.3207 1.4907
18 1.2464 1.4253 1.7213
19 1.5423 1.6228 2.1082
20 2.2646 2.2646 2.9814
5. CONCLUDING REMARKS
Equalities in (13), (20), and (24) provide new characterizations through
moments of order statistics of the uniform and exponential distributions in
the respective restricted families. These characterizations remain valid for a
wider range of order statistics than the respective ones derived in Part I for
the dependent case.
As we mentioned in Section 2, quantile bounds can be established for
some combinations of order statistics (e.g. for the convex ones). The necessary
and sufficient conditions on the coefficients of L-estimates for preserving
the quantile inequalities implied by c-and s-orderings were determined by
van Zwet and Lawrence, respectively (see [7]).
Our results admit extensions in at least two directions. One lies in consider-
ing general L-estimates instead of single order statistics. As in Part I, we
can describe parametric classes which contain all distributions providing
extreme moments of arbitrary L-estimates. The conclusion follows from the
observation that the projection of a given sufficiently smooth function onto
the cone of monotone convex ones is piecewise linear in the intervals where
it differs from the original one. The number of linear pieces can be simply
evaluated once we evaluate the number of convexity intervals of the projected
function. However, the precise calculation of the projection of a fixed
combination of Bernstein polynomials is certainly a nontrivial problem.
On the other hand, we can take into account other families of parent
distributions. Taking the counterparts of the families studied above: IFD,
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IFR and symmetric U-shaped distributions, requires projecting polyno-
mials onto concave functions, which gives less technical problems. One can
immediately state the equivalent projection problems for the families of
distributions either preceding or following in c- and s-orderings a fixed one,
different from these considered here. Convex cones of quantile functions
can also be defined by means of other partial orderings.
APPENDIX
Proof of Lemma 1. Take an arbitrary nonzero g # C. Since g(a)=
f (a)=0, it makes sense to define
y=sup [x # [a, b] : g(x)= f (x)].
We now analyze the behaviour of f and g in (b, d ), where f is concave and
possibly ultimately decreasing. Suppose first that g> f in a right neighbor-
hood of b. Three cases are possible: either g> f in the whole (b, d ) or f and
g are merely tangent in a single possibly degenerate subinterval of (b, c) or
g crosses f at two points, say x1 # (b, c) and x2>x1 . In each case we
construct modifications gi , i=1, 2, 3, of the original g which belong to Cf
and are less distant from f than g.
In the first case we have g(x)> f (x) for all x # ( y, d ). Let us define f0 by
f0(x)=f (b)+(x&b) f $(b), f (x), and f (c) for x # [a, b], [b, c], and [c, d ),
respectively. Then the regions above the graph of g and below of that f0 are
convex disjoint sets in R2 so there exists a real line l1 separating the sets
from each other. This line must have a common point, say x0 , with f and
x0 # [ y, b]. Let g1=max[ f, l1]. Obviously g1 # Cf and fg1g in [x0 , d],
so D(g1)D(g).
If g and f have a tangential point in (b, c) it suffices to take g2=max[ f, l2],
where l2 is a line separating the convex curve g and the concave one f in
(b, c). Note that l2 crosses f between y and b, because it runs beneath g and
over the concave part of f, and f ( y)= g( y). Certainly, g2 # Cf , g2= f in
[a, y], and fg2g in [ y, d ).
In the third case we define a straight line l3 by l3(xi)= f (xi)= g(xi),
i=1, 2. Then gl3 f in [x1 , x2] and fl3g in [x2 , d ) and the same
holds in a left neighborhood of x1 . Since l3(x)g(x) for xx1 and g( y)=
f ( y), there is an x0 # [ y, x1] such that f (x0)=l3(x0) and f $(x0)l $3 . It
follows that function g3(x)= f (x), xx0 , and l3(x), xx0 , is the desired
modification of g.
If g< f on the right of b, the only possibility is that f and g cross each
other at a unique point x1>b. Let lx , yxb, denote the linear function
tangent to f at x. Note that lb(x1)> f (x1)= g(x1). We consider here two
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cases. If ly(x1) f (x1), then there exists x0 # [ y, b) such that lx0(x1)= f (x1).
We can define g4 # Cf as f in [a, x0] and lx0 elsewhere. It is easily seen that
lx0 lies between f and g for x>x0 .
If ly(x1)> f (x1), then we have
l $y= f $( y)>
f (x1)& f ( y)
x1& y
=
g(x1)& g( y)
x1& y
g$( y+). (27)
Therefore, either y=a or f $( y)>g$( y&) and g> f in some interval (x2 , y), say,
where g(x2)= f (x2). Observe that l2(x)=[ f ((x1)& f ( y)(x1& y)](x& y)
+ f ( y) satisfies gl2 f in [ y, x1] and the reversed relations in [x2 , d ).
If y=a, l2 # Cf and approximates f better than g. Otherwise we proceed
as in the third case. By f ( y)=l2( y)= g( y) and (27), yields f ( y&)<
l2( y&)g( y&). Since l2g in (a, y) and f (x2)= g(x2), we obtain
l2(x2) f (x2). Therefore there is an x3 # [x2 , y) such that l2(x3)= f (x3),
and l $2 f $(x3), and f (x)l2(x)g(x), x3x y. Defining g5 as f and l2
on [a, x3] and (x3 , d ), respectively, we complete the proof.
Proof of Lemma 2. We start with defining a family of functions
fy:(x)={ f (x),f ( y)+:(x& y),
for x y,
for x y,
where a yb and : is real. For a fixed y,
D( fy:)=|
d
y
[ f (x)& f ( y)&:(x& y)]2 h(x) dx
is a quadratic function of :. It is easy to check that :
*
( y) defined in (8)
minimizes D( fy:) in :. Confining ourselves to fy: # Cf , we conclude that the
minimal D( fy:) is attained by :=max[:*( y), f $( y)], when y>a. Fory=a, this holds for :
*
(a), because then the only restriction on : is to
be nonnegative and so is :
*
(a) under assumptions (A). Therefore, by
Lemma 1,
inf
g # C
D(g)=min[ inf
y # V
D( fy), inf
y # Vc
D( fyf $( y))], (28)
where Vc=[ y # (a, b] : :
*
( y)< f $( y)]. Below we show that the latter
infimum can be dropped. Take y # Vc. Then
d
dy
D( fyf $( y))=&2f "( y) |
d
y
[ f (x)& f ( y)& f $( y)(x& y)](x& y) h(x) dx.
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Clearly, f "( y)0, and
|
d
y
[ f (x)& f ( y)& f $( y)(x& y)](x& y) h(x) dx
|
d
y
[ f (x)& f ( y)&:
*
( y)(x& y)](x& y) h(x) dx=0 (29)
by the definition of :
*
( y). It follows that ddy D( fyf $( y))0 and we do not
increase D( fyf $( y)) passing y to the left until either f $( y)=:*( y) or y=a.
Accordingly, we can see that the latter infimum in (28) is redundant. Now
it is sufficient to notice that D( fy) is continuous in y and V is a compact
set which gives the final conclusion that the left-hand side of (28) is
attained by some fy , y # V.
Lemma 4. (a) Formula (10) holds true.
(b) Let V+=[ y # (a, b): V( y)>0], and I/V+ be an interval. Then
the set of local minima of the function y [ D( fy) in I is an interval, possibly
empty or degenerate.
In particular, if V+=(a, v) and Z has a finite number of zeros, then Z
changes the sign at most once in V+ at some z, and Pf is either fa or fv or
fz if Z is nonnegative, nonpositive, and changes the sign in V+ ( from & to
+), respectively.
Proof. (a) We have
dD( fy)
dy
=
d
dy |
d
y
[ f (x)& f ( y)&:
*
( y)(x& y)]2 h(x) dx
=2 |
d
y
[ f (x)&f ( y)&:
*
( y)(x& y)]
_[:
*
( y)&f $( y)&:$
*
( y)(x& y)] h(x) dx
=2V( y) Z( y)&2:$
*
( y) |
d
y
[ f (x)& f ( y)&:
*
( y)(x& y)]
_(x& y) h(x) dx
=2V( y) Z( y)
by the definition of :
*
( y) (cf (29)).
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(b) Suppose that Z( y)=0 for some y # V+. Then
d 2D( fy)
dy2
=2V( y) Z$( y)
=2V( y) |
d
y
[V( y)&:$
*
( y)(x& y)] h(x) dx
=2 |
d
y
[V( y)&:$
*
( y)(x& y)]2 h(x) dx
+2:$
*
( y) |
d
y
[V( y)&:$
*
( y)(x& y)](x& y) h(x) dx. (30)
Differentiating both the sides of the equation in (29), we obtain
|
d
y
[V( y)&:$
*
( y)(x& y)](x& y) h(x) dx&Z( y)=0.
Therefore, we can omit the latter term in (30) and conclude that
d 2dy2 D( fy)0. This implies that every root of Z in V+ provides a local
minimum of D( fy), and there are no separated zeros of Z in any subinter-
val of V+. Hence the final claim of Lemma 4 becomes obvious.
Lemma 5. If f is ultimately decreasing (c<d ), and Z(a)<0, then Z has
at least one zero in (a, c).
Proof. We first derive the best linear approximation of f in an interval
[ y, d ). Since dy [ f (x)&;&:(x& y)]
2 h(x) dx is a quadratic function of :
and ;, we easily determine the optimal parameters:
: ( y)=
dy (x& y) f(x) h(x) dx 
d
y h(x) dx&
d
y f (x) h(x) dx 
d
y (x& y) h(x) dx
dy (x& y)
2 h(x) dx dy h(x) dx&[
d
y (x& y) h(x) dx]
2 ,
; ( y)=
dy f (x) h(x) dx 
d
y (x& y)
2 h(x) dx
dy (x& y)
2 h(x) dx dy h(x) dx&[
d
y(x& y) h(x) dx]
2
&
dy (x& y) f (x) h(x) dx 
d
y (x& y) h(x) dx
dy(x& y)
2 h(x) dx dy h(x) dx&[
d
y (x& y) h(x) dx]
2 .
Note that
|
d
y
[ f (x)&; ( y)&: ( y)(x& y)] h(x) dx=0 (31)
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and
: ( y)=
dy (x& y)[ f (x)&; ( y)] h(x) dx
dy (x& y)
2 h(x) dx
.
Therefore
:
*
( y)&: ( y)=(; ( y)& f ( y))
dy(x& y) h(x) dx
dy(x& y)
2 h(x) dx
and
Z( y)=|
d
y
[ f (x)&; ( y)&: ( y)(x& y)] h(x) dx
+(; ( y)& f ( y)) _|
d
y
h(x) dx&
(dy (x& y) h(x) dx)
2
dy(x& y)
2 h(x) dx & .
Since the first term vanishes (see (31)) and, due to the Schwarz inequality,
the expression in the square brackets is greater than 0, we see that the signs
of Z( y) and ; ( y)& f ( y) are identical.
That ; (a)<0 follows from the negativity of Z(a). We conclude from
f0 that : (a)>0. It is also clear that : (c)<0. Since : is continuous, there
exists y # (a, c) such that : ( y)=0. Simple geometrical arguments imply that
the horizontal line at the level ; ( y) were not the best linear approximation
of f in [ y, d) unless ; ( y) f ( y), or equivalently Z( y)0. By continuity of
Z, this is the desired claim.
Lemma 6 (Variation Diminishing Property (VDP) of Bernstein Polyno-
mials). The number of zeros of a given combination of Bernstein polynomials
mj=0 ajBj, m in (0, 1) does not exceed the number of sign changes of the
sequence a0 , ..., am . The first and the last signs of mj=0 aj Bj, m are identical
with the signs of the first and last nonzero elements of a0 , ..., am , respectively.
Proof. The proof of the former statement is presented in Schoenberg
[17, p. 252] (see also [13]). The latter is an immediate consequence of the
following:
lim
x  0
x&k :
m
j=0
aj Bj, m(x)=ak \mk + ,
lim
x  1
(1&x) l&m :
m
j=0
ajBj, m(x)=al \ml + ,
if ak and al are the first and last nonvanishing coefficients.
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Proof of Proposition 1. Our basic purpose is determining the projec-
tions P1 fi : n of fi : n=nBi&1, n&1 , 1in, onto C1 . Once we find them the
detailed statements of the proposition will follow easily. We first exclude
the cases i=1, 2 and n. Since for n>1, f1 : n is decreasing while f1 : 1 is
constant, we can easily show that its projection is a linear function. The
same holds for i=2, n>2, because f2 : n is concave-convex, and Lemma 2
can be applied. Finally, fn : n # C1 for n>1 and so P1 fn : n= fn : n .
The other cases need more thorough analysis. Since fi : n , 3in&1,
satisfy (A), we use Lemmas 1 and 2 to describe P1 fi : n=( fi : n)y , up to
a single parameter y # [0, b1], where b1=(i&1)(n&1)&[(i&1)(n&i)
(n&1)2 (n&2)]12 is the smallest of two inflexion points of fi : n . To
determine P1 fi : n precisely, we calculate (9) and (11) and examine (10) for
f =fi : n . Applying auxiliary formulas
xBj, m(x)=
j+1
m+1
Bj+1, m+1(x),
(1&x)k Bj, m(x)=
(m& j+k)! m!
(m& j)! (m+k)!
Bj, m+k(x),
B$j, m(x)=m(Bj&1, m&1(x)&Bj, m&1(x)),
|
1
y
Bj, m(x) dx=
1
m+1
:
j
k=0
Bk, m+1( y),
we can carry out a series of elementary calculations resulting in
V( y)=
V1( y)
(n+1)(1& y)3
, (32)
Z( y)=
Z1( y)
(n+1)(1& y)
, (33)
where V1 and Z1 are combinations of Bernstein polynomials defined in
(15), (16), respectively. We use the VDP to evaluate their zeros. First
examine V1=i&1k=0 :k Bk, n+1, where
:k=3(i&k)>0, k=0, ..., i&3,
:i&2=6&
(n&i+3)!
(n&i)!
<0,
:i&1=\n&i&32+
(n&i+2)!
(n&i)!
+3,
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which is equal to 0 for i=n&1 and positive otherwise. By Lemma 6, V1
changes its sign once from + to &, if 3i=n&1, and otherwise this is
positive near 0 and 1, and possibly negative in an inner subinterval of
(0, 1). In fact, V1(b1)<0, because fi : n(b1)+ f $i : n(b1)(x&b1) lies entirely
over fi : n(x), x # (b1 , 1), and clearly, :*(b1)< f $i : n(b1). Therefore, for all
3in&1, V1 has a single root v in (0, b1), V+1 =(0, v), and V1 is its
closure.
Representing Z1 in the Bernstein basis, we have Z1=i&1k=0 ;k Bk, n+1 ,
where
;k={
n+1&
3i&k
2
,
&
(n&i)(n&i&1)
4
,
ki&2,
k=i&1.
Note that ;k , k=0, ..., i&2, is increasing, and, by Lemma 6, Z1 is positive
near 0 iff ;00, i.e. for i 23 (n+1). In this case, Lemma 4 asserts that Z1
cannot have any zeros in V+1 . Hence D(( fi : n)y) increases, as a function of
y, in V1 , and so P1 fi : n is a linear function starting from the origin. This
is the quantile function of uniform distribution, and the first statement of
the proposition follows.
It remains to consider 23(n+1)<in&1. Then ;k increase from negative
;0 to ;i&2=n&i>0, and ;i&1 is either 0 for i=n&1 or negative otherwise.
Therefore Z1 changes the sign from & to + (Z1 is &+, for short) if
i=n&1 or Z1 is at most &+ & otherwise. Note that, by Lemma 5, the
first root z of Z1 belongs to (0, (i&1)(n&1)) and Z1 is &+& in the latter
case, indeed. Summing up, either vz, and D(( fi : n)y) decreases in [0, v],
or z<v, and D(( fi : n)y) decreases in [0, z] and increases in [z, v].
Therefore P1 fi : n=( fi : n)min[v, z] , and the proof is complete.
In the proof of Proposition 2 we make use of the following combinatorial
identity.
Lemma 7. Let k1 and m0 be integer. Then
:
m
j=0 \
m
j +
(&1) j
( j+k)2
=
1
k \m+kk +
:
m
j=0
1
j+k
. (34)
Proof. See [14, p. 612, formula (57)]. Verde-Star [20, p. 240, formula
(6.10)] proved the identity for k=1.
Proof of Proposition 2. The problem of establishing bounds for order
statistics of DFR samples is equivalent with determining the projections of
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fi : n W=nBi&1, n&1W=nCi&1, n&1 onto C2 in the norm with the exponen-
tial weight. The projections of f1 : nW and f2 : nW are linear, because the
former decreases and the latter is concave-convex. For i3, we shall tackle
with (9)(11).
We start with representing
Gj, m( y)=|

y
(x& y) Cj, m(x) e&x dx
as a combination of Ck, m+1. Expanding (1&e&x) j and changing variables,
we get
Gj, m( y)=|

y
(x& y) \mj + :
j
k=0 \
j
k+ (&1)k e&(m+1& j+k) x dx
=\mj + :
j
k=0 \
j
k+ (&1)k e&(m+1& j+k) y |

0
xe&(m+1& j+k) x dx
=\mj + e&(m+1& j) y :
j
k=0 \
j
k+
(&1)k
(m+1& j+k)2
e&ky.
For simplicity, put w=W(x) and write the last series as
:
j
k=0 \
j
k+
(&1)k
(m+1& j+k)2
(1&w)k= :
j
k=0
#k Bk, j (w).
Differentiating both the sides l times, l=0, ..., j, we obtain
:
j
k=0
j ! (&1)k&l (1&w)k&l
( j&k)! (k&l)! (m+1& j+k)2
= :
j
k=0
j !
( j&l )!
#k :
l
s=0 \
l
s+ (&1) l&s Bk&s, j&l (w),
and for w=1
:
l
s=0 \
l
s+ (&1)s #j&s=
1
(m+1& j+l)2
, l=0, ..., j.
This system of equations has the solution
#k= :
s
l=0 \
j&k
l +
(&1) l
(m+1& j+l )2
=
S( j+1&k, m+1&k)
(m+1& j) \m+1&kj&k +
, k=0, ..., j,
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and finally
Gj, m( y)=\mj + :
j
k=0
S( j+1&k, m+1&k)
(m+1& j) \m+1&kj&k +
Ck, j ( y) e&(m+1& j) y
=
1
m+1
:
j
k=0
S( j+1&k, m+1&k) Ck, m+1( y) (35)
by Lemma 7 and the identity
Cj, m(x) e&kx=
(m& j+k)! m !
(m& j)! (m+k)!
Cj, m+k(x). (36)
Applying (8), (35), (36), and
|

y
(x& y) e&x dx= 12|

y
(x& y)2 e&x dx=e&y,
we can write
:
*
( y)=
n
2
e y(Gi&1, n&1( y)&Gi&i, n&1( y) e&y)
=
e y
2 \ :
i&1
k=0
S(i&k, n&k) Ck, n ( y)&(n&i+1) Ci&1, n( y)+ ,
( fi : nW)$( y)=n(n&i+1) Ci&2, n&1( y)&n(n&i) Ci&1, n&1( y)
and
:
*
( y)&( fi : n W)$( y)=
e y
2
V2W( y)=
e y
2
:
i&1
k=0
:k Ck, n( y)
=
e y
2 { :
i&3
k=0
S(i&k, n&k) Ck, n( y)
&_2 (n&i+2)!(n&i)! &S(2, n&i+2)& Ci&2, n( y)
+_2 \n&i&12+ (n&i+1)+
1
n&i+1& Ci&1, n( y)= .
Since each Ck, n is a composition of the increasing function W and a
Bernstein polynomial, the VDP holds for  :kCk, n as well. We easily see
that :k>0, k=0, ..., i&3, :i&2<0, :i&1>0 if i<n, and :n&1=0.
Therefore V2 is either +& + or + for 3in&1 and +& for 3i=n.
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Repeating arguments from the proof of Proposition 1, we show that V2W
is negative at the first inflexion point b2 of fi : nW (W(b2) appears in the
statement of Proposition 2 as the upper bound for the range of W(v)). This
leads to the conclusion that there actually exists v # (0, b2) such that V2 W
is positive and negative in [0, v) and (v, b2], respectively.
Furthermore,
Z( y)=n |

y
Ci&1, n&1(x) e&x dx&Ci&1, n&1( y) |

y
e&x dx
&:
*
( y) |

y
(x& y) e&x dx
= :
i&1
k=0
Ck, n( y)&(n&i+1) Ci&1, n( y)
&
1
2
:
i&1
k=0
S(i&k, n&k) Ck, n( y)+
n&i+1
2
Ci&1, n( y)
=
1
2
Z2W=
1
2
:
i&1
k=0
;kCk, n( y).
If ;0=2&S(i, n)0, arguments similar to those in the proof of Proposition 1
imply that P2( fi : nW)( y)=:*(0) y and (20) holds. Otherwise, we have
0>;0<;1< } } } <;i&2>0, and ;i&1<0, which becomes equality for
i=n. The reasoning of that proof can be applied here as well. By Lemmas
5 and 6, Z2 is &+ in (0, (i&1)(n&1)). It follows that z is well defined
and P2( fi : nW)=( fi : n W)min[v, z] .
Proof of Lemma 3. This is obvious that Sk, m is positive in ( 12 , 1) and 0
at the ends. Its derivative can be written as
S$k, m(x)=m \mk+ xk&1(1&x)m&k&1 (x&q) _\
1&x
x +
2k&m
&
x& p
x&q&
=A(x)[B(x)&C(x)], (37)
say, where p=1&q=km # ( 12 , 1). Observe that B and C are strictly decreas-
ing and increasing, respectively. Their difference decreases from 2 at 12 to
&qp at 1, and, by positivity of A, S$k, m is +& in ( 12 , 1).
Consider
S"k, m(x)=m(m&1)[&Bm&k&2, m&2+2Bm&k&1, m&2&Bm&k, m&2
+Bk&2, m&2&2Bk&1, m&2+Bk, m&2] (38)
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for m2+1<km&2. Since Sk, m is antisymmetric about 12, and, by
Lemma 6, this is either convex or concave-convex or convex-concave-
convex in ( 12 , 1). The first possibility is excluded since then Sk, m were
nonpositive. Rewrite (38) as
S"k, m(x)=m(m&1) \mk + xk&2(1&x)m&k&2 D(x) _
N(x)
D(x)
&B(x)& ,
where
N(x)=\x& km+
2
&
k(m&k)
m2(m&1)
=(x& p)2&$2,
D(x)=(x&q)2&$2=N(1&x),
and B is defined in (37). Assume first that N( 12)=D(
1
2)0, i.e. p&
1
2$. It
is easy to verify that ND&B is positive in ( 12 , q+$) and negative in
(q+$, p+$) and changes the sign from & to + in ( p+$, 1). Therefore
S"k, m has a single change of sign in ( 12 , 1) which is located in ( p+$, 1), and
Sk, m is concave-convex.
If p& 12>$, we can likewise show that S"k, m is &+ in ( p&$, 1), where
the change point is greater than p+$. The VDP asserts that at most one
change point is located in ( 12 , p&$). This actually exists if function
ND&B is positive in a right neighborhood of 12 . The function vanishes
there and so we need to examine its derivatives. An elementary algebra
shows that (ND&B)$ ( 12)>0, and, accordingly, S"k, m is +& + if ( p&
1
2)
2
>$2+12m, i.e. for k> 12 (m+- 3m&2). Including the case p& 12<$ we
see that S"k, m is &+ for k< 12 (m+- 3m&2). For the border points, the
second derivative is 0 as well and it is the third one, being negative, which
decides that for these k and m S"k, m is &+. The same holds for k=(m+1)2,
(m+2)2, because the variation diminishing property forces that S"k, m is
either positive or negative-positive then, and the former is impossible.
The case k=m&1 can be treated in much the same way. By the
VDP, Sm&1, m is either concave or convex-concave. We have S"3, 4(x)=
12(1&2x)0 and
S"m&1, m(x)=m(m&1) xm&3(mx&2) _m&2&mxmx&2 &\
1&x
x +
m&3
&
for m5. Its sign near 12 is identical with that of the expression in the
brackets. The derivative of the latter is negative for m=5 and positive for
m7. By calculating its third derivative we verify that S5, 6 is concave.
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Proof of Proposition 3. We first observe that functionals (8), (9) and
(11) are linear and hence
dD((si : n)y)
dy
=
2V3( y) Z3( y)
(n+1)2 (1& y)4
(see (10), (32), (33)). Referring to Lemma 6 once more, we assert that
V3= :
n&i&2
k=0
3(2i&n&1) Bk, n+1
+_(i+2)!(i&1)!+3(2i&n&1)& Bn&i&1, n+1
&_i(i+1) \i&52+&3(2i&n&1)& Bn&i, n+1
+ :
i&3
k=n&i+1
3(i&k) Bk, n+1
&_(n&i+3)!(n&i)! &6& Bi&2, n+1
+_(n&i+2)!(n&i)! \n&i&
3
2++3& Bi&1, n+1 (39)
is at most +& +& and +&+ &+ in the whole (0, 1) for i=n&1 and
i<n&1, respectively. We write b3 for the first inflexion point of si : n in
( 12 , 1). Analysis similar to that in the proof of Proposition 1 shows that
V3(b3)<0 and V3(1&b3)<0.
Our next objective is to prove that V3( 12)>0. This will enable us to claim
that, in [ 12 , 1), V3 is either +& + for i<n&1 or +& for i=n&1, and
+& in ( 12 , b3) in both cases. For this purpose we split (39) into 3 pieces:
I1= :
n&i
k=0
3(2i&n&1) Bk, n+1+ :
i&1
k=n&i+1
2(i&k) Bk, n+1 ,
I2=
(i+2)!
(i&1)!
Bn&i&1, n+1&
(n&i+3)!
(n&i)!
Bi&2, n+1 ,
I3=
(n&i+2)!
(n&i)! \n&i&
3
2+ Bi&1, n+1&i(i+1) \i&
5
2+ Bn&i, n+1.
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We easily see that I1>0 in (0, 1), and
I2 \12+=I3 \
1
2++
(n+1)(n+1)!
(i&1)! (n&i)! 2n+1
>0,
and this determines the behavior of V3 in ( 12 , b3).
Evaluating
Z3=& :
n&i&1
k=0
3 \i&n+12 + Bk, n+1+
i(i&11)+6(n+1)
4
Bn&i, n+1
+ :
i&2
k=n&i+1 \n+1&
3i&k
2 + Bk, n+1
&
(n&i)(n&i&1)
4
Bi&1, n+1
is a more difficult problem. Analyzing the coefficients we conclude that Z3
is no more than &+& for i 34 (n+1) and &+ &+ & for i>
3
4 (n+1).
The last minus is dropped if additionally i=n&1. Slightly modifying the
reasoning of Lemma 5, we can deduce that Z3 is positive somewhere
between 0 and the maximum point. On the other hand, Lemma 4 asserts
that the sign of Z3 is either constant or &+ in a V3=[ 12 , v]. It follows
that P3si : n is linear iff Z3( 12) or, more precisely, Z3(
1
2+) is positive. If both
Z3( 12+) and Z3(v&) are negative, then P3si : n=(si : n)v . If Z3(
1
2+) Z3(v&)
<0 there is a unique zero z of Z3 in ( 12 , v) and P3si : n=(si : n)z . K
It seems to be impossible to describe explicitely general conditions
determining the sign of Z3 at 12 and it remains to establish it for fixed i
and n. Various specific choices lead to the conclusion that Z3( 12) is positive
for small values of in and negative in the opposite case.
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