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Abstract. The “truncation procedure” initiated by Weiss et al. is best understood as a
Darboux transformation. If it leads to the Lax pair of the PDE under study, the Ba¨cklund
transformation follows by an elimination, thus proving the integrability. We present the state of
the art of this powerful technique. The easy situations were all handled by the WTC one–family
truncation and its homographically invariant version. An updated version of this method has
been recently developed, which is now able to handle the Kaup-Kupershmidt and Tzitze´ica
equations. It incorporates a new feature, namely the distinction between two entire functions
usually mingled, which are shown to be linked by formulae established by Gambier for his
classification.
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2
1 Statement of the general problem
The problem we address is the following. When a partial differential equation (PDE) has
some good reasons to be “integrable”, please find its Ba¨cklund transformation (BT) [2, 27],
and do it by singularity analysis only.
There are two reasons why one should tackle such a problem. The first one is the success
of Weiss [28] to solve it in an algorithmic way for several well known PDEs. The second one
is just our intimate conviction that a well conducted singularity analysis should capture the
global features of any PDE.
The PDEs which we consider are those which satisfy the necessary conditions (i.e. which
“pass the Painleve´ test” [31, 18]) for the absence of movable critical singularities in their gen-
eral solution (the “Painleve´ property” (PP)). Then, in order to prove the sufficiency of these
conditions, the next step is to find a BT since the existence of a BT is often taken as a definition
of the word “integrability”.
Let us first recall what a Ba¨cklund transformation is. A BT between two given PDEs
E1(u, x, t) = 0, E2(U,X, T ) = 0 (1)
is by definition ([12] vol. III chap. XII, [16]) a pair of relations
Fj(u, x, t, U,X, T ) = 0, j = 1, 2 (2)
with some transformation between (x, t) and (X, T ), in which Fj depends on the derivatives
of u(x, t) and U(X, T ), such that the elimination of u (resp. U) between (F1, F2) implies
E2(U,X, T ) = 0 (resp. E1(u, x, t) = 0). In case the two PDEs are the same, the BT is called
the auto-BT.
2 Transposition to PDEs of the ideas for ODEs
For the six ordinary differential equations (ODE) (P1)–(P6) which bear his name, Painleve´
proved the PP by showing [23, 24] the existence of one (case of (P1)) or two ((P2)–(P6))
function(s) τ = τ1, τ2 linked to the general solution u by logarithmic derivatives
(P1) : u = D1 Log τ (3)
(Pn), n = 2, . . . , 6 : u = Dn(Log τ1 − Log τ2) (4)
where the operators Dn are linear:
D1 = −∂
2
x, D2 = D4 = ±∂x, D3 = ±e
−x∂x, (5)
D5 = ±xe
−x(2α)−1/2∂x, D6 = ±x(x− 1)e
−x(2α)−1/2∂x. (6)
These functions τ1, τ2 have the same kind of singularities than solutions of linear ODEs, namely:
they are entire functions for (P1)–(P5), and their only singularities for (P6) are three fixed
critical points.
For PDEs, similar ideas prevail. The analogue of (3)–(4) is now the Darboux transformation
DT : u =
∑
f
Df Log τf + U (7)
linking two different solutions (u, U) of the PDE via as many logarithmic derivatives of “entire”
functions τf as families f of movable singularities. The linear operators Df are easy to derive
from the Painleve´ test.
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A scalar Lax pair is a system of two linear scalar PDEs
Lax : L1(U, λ)ψ = 0, L2(U, λ)ψ = 0, (8)
with coefficients depending on the second solution U and, in the 1 + 1-dimensional case, on an
arbitrary constant λ, which has the property that the vanishing of the commutator [L1, L2] is
equivalent to the vanishing of the PDE E(U) = 0.
Finally, there exists a link
∀f Df Log τf = Ff(ψ), (9)
which most often is the identity τ = ψ, between the entire functions τf and the entire function
ψ.
As to the auto-Ba¨cklund transformation
BT : F1(u, U, λ) = 0, F2(u, U, λ) = 0 (10)
it is made of two equations resulting from the elimination of ψ between the DT (7) and the
scalar Lax pair (8).
Up to now, there seem to exist two and only two classes of integrable 1 + 1-dimensional
PDEs : those who have only one family of movable singularities, and those who have only pairs
of families with opposite principal parts, similarly to the distinction between (P1) on one side
and (P2)–(P6) on the other side. Among the 1+1-dimensional equations, those with one family
include KdV, the AKNS and the Boussinesq equations; they also include the Sawada-Kotera,
the Kaup-Kupershmidt and the Tzitze´ica equations because only one of their two families is
relevant [22, 9]. Equations with pairs of opposite families include sine-Gordon, mKdV and
Broer-Kaup (two families each), NLS (four families).
3 The truncation method for a one-family equation
Its historical version is the famous WTC truncation method. We summarize here the
most recent state of this widely used method, now able to handle the Kaup-Kupershmidt and
Tzitze´ica equations. As compared with the detailed exposition of Ref. [22], we remove here the
restriction E(U) = 0, see first step below.
Consider a PDE with only one family of movable singularities
E(u) = 0, (11)
and denote D the singular part operator of its unique family.
First step. Assume a Darboux transformation (DT) [11] defined as
u = U +D Log τ, E(u) = 0, (12)
with u a solution of the PDE under consideration, U an unspecified field which most of the time
will be found to be a second solution of the PDE, τ some “entire” function. A consequence of
this assumption is the existence of the involution
(u, U, τ)→ (U, u, τ−1), (13)
since the operator D is linear.
Second step. Choose the order two, then three, then . . . , for the unknown scalar Lax pair.
The reason why the Lax pair should be defined in scalar, not matrix, form will become clear
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at the third step. Such a second-order scalar Lax pair in canonical form, written here in the
case of two independent variables (x, t), is
L1ψ ≡ ψxx +
S
2
ψ = 0, (14)
L2ψ ≡ ψt + Cψx −
Cx
2
ψ = 0, (15)
2[L1, L2] ≡ X = St + Cxxx + CSx + 2CxS = 0. (16)
A third-order scalar Lax pair in canonical form (no ψxx in L1) is
L1ψ ≡ ψxxx − aψx − bψ = 0, (17)
L2ψ ≡ ψt − cψxx − dψx − eψ = 0, (18)
[L1, L2] ≡ X0 +X1∂x +X2∂
2
x, (19)
X0 ≡ −bt − aex + exxx + bxxc+ 3bcxx + 3bxcx + 3bdx + bxd = 0, (20)
X1 ≡ −at + 3exx + 2bxc+ axxc+ dxxx + 3acxx + 2adx
+3axcx + 3bcx + axd = 0, (21)
X2 ≡ (2ac+ cxx + 3dx + 3e)x = 0. (22)
Third step. Choose an explicit link
D Log τ = f(ψ), (23)
between the function τ and the solution ψ of a scalar Lax pair. It will be shown in section 5
that, at each scattering order, there exists only a finite number of choices (23), among them
the most frequent one
τ = ψ. (24)
Fourth step. Define the “truncation” and solve it, that is to say : with the assumptions (12)
for a DT, (23) for a link between τ and ψ, (14)–(15) or (17)–(18) for the scalar Lax pair in
ψ, express E(u) as a polynomial in the derivatives of ψ which is irreducible modulo the scalar
Lax pair. For the above pairs, this amounts to eliminate any derivative of ψ of order in (x, t)
higher than or equal to (2, 0) or (0, 1) (second order case) or to (3, 0) or (0, 1) (third order),
thus resulting in a polynomial of one variable ψx/ψ (second order) or two variables ψx/ψ, ψxx/ψ
(third order)
E(u) =
−q∑
j=0
Ej(S, C, U)(ψ/ψx)
j+q (for second order), (25)
E(u) =
∑
k≥0
∑
l≥0
Ek,l(a, b, c, d, e, U)(ψx/ψ)
k(ψxx/ψ)
l (for third order). (26)
Finally, solve the set of determining equations
∀j Ej(S, C, U) = 0 (second order) (27)
∀k ∀l Ek,l(a, b, c, d, e, U) = 0 (third order) (28)
for the unknown coefficients (S, C) or (a, b, c, d, e) as functions of U , and find the PDE which
U satisfies. If this PDE is the same as (11), one is on the way to an auto-BT, otherwise to an
hetero-BT.
The second, third and fourth steps must be repeated until a success occurs. The process is
successful if and only if all the following conditions are met
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1. U comes out unconstrained, apart from being a solution of some PDE,
2. (if an auto-BT is desired) the PDE satisfied by U is identical to (11),
3. the vanishing of the commutator [L1, L2] is equivalent to the vanishing of the PDE satisfied
by U ,
4. in the 1+ 1−dimensional case only and if the PDE satisfied by U is identical to (11), the
coefficients depend on an arbitrary constant λ, the spectral or Ba¨cklund parameter.
At this stage, one has obtained the DT and the Lax pair.
Fifth step. Obtain the two equations for the BT by eliminating ψ [4] between the DT and
the scalar Lax pair. This sometimes uneasy operation when the order n of the scalar Lax pair
is too high may become elementary by introducing a (n− 1)-component pseudopotential Y in
place of ψ and by eliminating the appropriate components of Y rather than ψ. Assume for
instance that τ = ψ and D = ∂x. Then Eq. (12) reads
Y1 = u− U (29)
and the BT is computed as follows : eliminate all the components of Y but Y1 between the
equations for the gradient of Y, then in the resulting equations substitute Y1 as defined in (29).
For the scalar second-order Lax pair (14)–(15), the equivalent one-component Riccati system
for Y = ψx/ψ = χ
−1 is
(χ−1)x = −χ
−2 −
S
2
, (30)
(χ−1)t = Cχ
−2 − Cxχ
−1 +
CS + Cxx
2
. (31)
For the scalar third-order Lax pair (17)–(18), an equivalent two-component pseudopotential is
the projective Riccati one Y = (Y1, Y2) [19, 20]
Y1 =
ψx
ψ
, Y2 =
ψxx
ψ
, (32)
Y1,x = −Y
2
1 + Y2, (33)
Y2,x = −Y1Y2 + aY1 + b, (34)
Y1,t = −(dY1 + cY2)Y1 + (ac+ dx)Y1 + (cx + d)Y2 + ex + bc (35)
= (cY2 + dY1 + e)x, (36)
Y2,t = −(dY1 + cY2)Y2 + (2acx + axc+ bc+ dxx + ad+ 2ex)Y1
+(cxx + 2dx + ac)Y2 + 2bcx + bxc+ bd+ exx, (37)
(Y1,t)x − (Y1,x)t = X1 +X2Y1, (38)
(Y2,t)x − (Y2,x)t = −X0 +X2Y2. (39)
If the computation of the BT requires the elimination of Y2, this BT is
Y1,xx + 3Y1Y1,x + Y
3
1 − aY1 − b = 0, (40)
Y1,t − (cY1,x + cY
2
1 + dY1 + e)x = 0, (41)
(Y1,xx)t − (Y1,t)xx = X0 +X1Y1 +X2Y
2
1 = 0, (42)
in which Y1 is replaced by an expression of u− U , e.g. (29).
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To fix the ideas, let us give an example [17]. The AKNS equation [1]
E(u) ≡ uxxxt + 4α
−1(2(ux − β)uxt + (ut − γ)uxx) = 0 (43)
admits the single family
u ∼ αχp, p = −1, q = −5, indices (−1, 4, 6), D = α∂x, (44)
so the assumption for the DT is
u = U +D Log τ, E(u) = 0, (45)
Let us choose, at second step the scalar Lax pair (14)–(15) for ψ, at third step the link (24)
between τ and ψ. Then there are only three non identically zero determining equations (27)
E2 ≡ 4αSC + 8(Ut − γ)− 16C(Ux − β) = 0, (46)
E3 ≡ −α(CSx + 4SCx) + 16Cx(Ux − β)− 8Uxt + 4CUxx = 0, (47)
E5 ≡ E(u1) + (α/2)(2SSt − CSSx − Sxxt − SxCxx)
−2Sx(Ut − γ)− 4St(Ux − β)− 4SUxt + 2(SC + Cxx)Uxx = 0. (48)
Their solution for (S, C) depends on an arbitrary complex constant parameter λ and the only
constraint on the field U is that it must satisfy the AKNS PDE
S = (4/α)(Ux − β)− 2λ, (49)
C = (Ut − γ)/(αλ), (50)
X ≡ E(U)/(αλ) = 0. (51)
The BT is the result of the substitution χ−1 = (u− U)/α in (30)–(31).
4 Two common errors in the one-family truncation
Before proceeding, it is worth warning the reader against two errors frequently made in the
method of section 3.
4.1 The constant level term is not another solution
Consider the one-family truncation as done by WTC (the subscript T means “truncated”)
uWTCT =
−p∑
j=0
uWTCj ϕ
j+p (52)
in which ϕ is the function defining the singularity manifold.
In the WTC truncation, one considers three solutions of the PDE
1. the lhs uWTCT of the truncation (52),
2. the “constant level” coefficient uWTC−p ,
3. the field U which appears in the Lax pair after the successful completion of the method.
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The frequently encountered argument “The constant level coefficient uWTC−p also satisfies the
PDE, therefore one has obtained a BT” is wrong. This is obvious, since nonintegrable PDEs,
which have no BT, nevertheless have this property. One can check it by taking the explicit
example of a nonintegrable PDE [6].
A hint that the above argument might be wrong is the fact, observed on all successful
truncations, that the U in the Lax pair is never uWTC−p . Let us prove this fact, with the
homographically invariant analysis [5]. The truncation of the same variable in the invariant
formalism is
uT =
−p∑
j=0
ujχ
j+p, (53)
in which χ is given by
1
χ
=
ϕx
ϕ− ϕ0
−
ϕxx
2ϕx
. (54)
This uT depends on the movable constant ϕ0 and one has{
uWTCT = uT (ϕ0 = 0)
uWTC−p = uT (ϕ0 =∞).
(55)
Since the results of the truncation do not depend on the movable constant ϕ0, this proves that
the lhs uWTCT of the truncation and the constant level coefficient u
WTC
−p are not considered as
distinct by the truncation procedure. Since the U in the Lax pair cannot be the truncated u
(otherwise one would not have a Darboux transformation), this ends the proof.
4.2 The WTC truncation is suitable iff the Lax order is two
We mean the truncation as originally introduced, not its updated version of section 3.
When the Lax pair has second order, everything is consistent. When the Lax pair has a
higher order, e.g. three, the original method, as well as its original invariant version [19], presents
the following inconsistency. In a first stage, it generates the −q + p equations Ej(S, C, U) = 0
of formula (25), which intrinsically correspond to a second-order scattering problem (and this
is precisely the inconsistency), and in a second stage it injects in each of these −q+p equations
a link between (S, C) and the scalar field ψ of the Lax pair of higher order, thus generating
determining equations which are hybrid between the second order and the higher one. The first
nearly correct treatment seems to have been made in ref. [20].
For the same reason, in order to obtain the Lax pair when its order is higher than two, it
is also inconsistent to consider the so-called singular manifold equation (SME) [31, 5, 26]. The
SME is by definition the relation between S and C obtained by elimination of U between their
expression. For instance, in the above AKNS equation, this is
St
Cx
− 4λ = 0. (56)
When the Lax order is three, the correct extension of this notion would be the set of three
relations on (a, b, c, d) resulting from the elimination of U between the four coefficients of the
Lax pair (e is derivable from (22) so we discard it), but this seems of little interest.
Although these inconsistencies may still provide the full result for some “robust” equations
(Boussinesq [30], Sawada-Kotera [29], Hirota-Satsuma [19]), there do exist equations for which
it leads to a failure, and the Kaup-Kupershmidt equation [22] is one of them.
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Even when the Lax order is higher than two, the assumption of a second-order Lax pair
may lead to an interesting result, such as a Miura transformation to another PDE. This is the
case for the Kaup-Kupershmidt equation
KK(u) ≡ βut +
(
uxxxx +
30
α
uuxx +
45
2α
u2x +
60
α2
u3
)
x
= 0, (57)
whose family u ∼ −(α/2)χ−2 generates only one nonzero equation (27)
E4/α ≡ Sxx + S
2/4− βC = 0, (58)
which is therefore the SME. The elimination of C with the equation X = 0 (16) implies that
(α/12)S satisfies the Sawada-Kotera equation [29]
SK(w) ≡ βwt +
(
wxxxx +
30
α
wwxx +
60
α2
w3
)
x
= 0. (59)
Together with the truncated series for u
u = −(α/2)χ−2 − (α/6)S, (60)
this provides the link between the KK and the SK equations [13].
5 The help of Gambier for the BT of a PDE
Let us show that at each scattering order there exists only a finite number of choices (23).
One of the two PDEs defining the BT to be found can be made an ODE, e.g. (30) or (40).
This nonlinear ODE for Y , with coefficients depending on U and, in the 1 + 1-dimensional
case, on an arbitrary constant λ, has two properties [22]. Firstly, it is linearizable since, by
an elimination process [4], it results from the Lax pair, a linear system, and the Darboux
transformation. Secondly, it has the Painleve´ property since it is linearizable. Therefore, if
its order is small (at most three), it belongs to the appropriate finite list established by the
Painleve´ school between 1900 and 1910.
These very special nonlinear ODEs provide a link to both the Lax pair, via their linearizing
transformation, and the Darboux transformation, via an involution which leaves them invariant.
The only ODE of first order and degree one with the PP is the Riccati equation, it is lin-
earizable into a second-order linear equation and this defines a unique choice (23) for describing
scattering problems which have order two.
Next, the ODEs of order two and degree one with the PP which are also linearizable bear the
numbers (Ref. [14] p. 21) 5, 6, 14, 24, 25, 27, in the classification of Gambier of fifty equations
inequivalent under the homographic group of transformations, with the respective orders for
the associated linear equations, i. e. in our context for the unknown scattering problem : 3, 2,
2, 2, 3, 2 (and 4 or 3 for the case n = 2 in the equation number 27).
The only two generic choices for describing scattering problems of third order are therefore
the two classes of equivalence numbered 5 and 25 by Gambier. The representative equation
of interest in each class of equivalence is the “complete equation” (in the present section, the
symbol ′ means ∂x)
Y ′′ + 3Y Y ′ + Y 3 + rY + q = 0, (G5)
Y ′′ − 3Y ′2/(4Y ) + 3Y Y ′/2 + Y 3/4− q′(Y ′ + Y 2)/(2q)− rY − q = 0, (G25)
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in which q and r are two arbitrary functions. These two classes are equivalent under the
birational group, with the explicit transformation between G5(y; q, r) and G25(Y ;Q,R)
Y =
Q
2z′ + z2 − (Q′/Q)z −R
, z = y +
Q′
2Q
, 2y =
Y ′
Y
+ Y +
Q′
Q
, (61)
r = −R +
Q′′
Q
−
5Q′2
4Q2
, q = −
Q
2
−
R′
2
+
Q′′′
2Q
−
7Q′Q′′
4Q2
+
5Q′3
4Q3
. (62)
The linearizing transformations are
(G5) Y =
τ ′
τ
=
ψ′
ψ
, ψ′′′ + rψ′ + qψ = 0, (63)
(G25)


Y =
τ ′
τ
=
q
2z′ + z2 − (q′/q)z − r
, z =
ψ′
ψ
,
ψ′′′ −
3q′
2q
ψ′′ −
(
r +
q′′
q
−
q′2
q2
)
ψ′ −
(
r′
2
+
q
2
−
q′r
2q
)
ψ = 0.
(64)
The involutions
(G5) (Y, q, r)→ (−Y,−q, r + 6Y ′), (65)
(G25) (Y, q, r)→ (−Y,−q, r − 3Y ′ − (q′/q)Y ) (66)
characterize the Darboux transformation.
In the third step of the method in section 3, if the chosen scattering order is three, the
formula (23) is necessarily one of the two linearization formulae (63) and (64), which thus replace
the assumption (17). In the fourth step, the unknowns (a, b) in the determining equations (28)
are then replaced by the unknowns (q, r).
Thanks to the choice (G25), the BT of the Kaup-Kupershmidt equation, which had resisted
all attempts, could finally been obtained [22].
6 Where to truncate, and with which variable?
In the process of turning a local information, namely an infinite Laurent series expansion,
into a global one as required by any correct definition of the word “integrability”, one must
build some finite expression for u from this series. This “truncation” can be any closed-form
resummation of the series, and the resulting finite expression for u will ultimately represent the
Darboux transformation. The resummation variable Y must fulfill two conditions
1. Y must be a homographic transform of ϕ − ϕ0, so that the structure of singularities in
the ϕ complex plane has a one-to-one correspondence with that in the Y complex plane;
2. Y must vanish as ϕ− ϕ0.
The variable χ of the invariant Painleve´ analysis, Eq. (54), is only a particular solution of
these two conditions. To avoid any restriction in the quest for the BT, one must consider its
general solution [19, 26]
Y −1 = B(χ−1 + A), AB 6= 0. (67)
Since a homography conserves the Riccati nature of an ODE, Y satisfies a Riccati system, easily
deduced from the canonical one (30)–(31) satisfied by χ.
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The advantage of χ or Y over ϕ − ϕ0 is the following. The gradient of χ (resp. Y ) is a
polynomial of degree two in χ (resp. Y ), so each derivation of a monomial increases the degree
by one, while the gradient of ϕ−ϕ0 is a polynomial of degree zero in ϕ−ϕ0, so each derivation
decreases the degree by one. Consequently, when one searches for the admissible values of the
rank −p′ for stopping the series in Z
u =
−p′∑
j=0
ujZ
j+p, u0u−p′ 6= 0, E =
−q′∑
j=0
EjZ
j+q, Z = either ϕ− ϕ0, χ or Y, (68)
one finds two solutions and only two [25]
1. p′ = p, q′ = q, in which case the three truncations are identical, since the three sets of
equations Ej = 0 are equivalent,
2. for χ and Y only, p′ = 2p, q′ = 2q, in which case the two truncations are different since
the two sets of equations Ej = 0 are inequivalent (they are equivalent only if A = 0).
This second truncation is the only way to find sech-type solitary waves [25], not only tanh-type
waves, as shown by the elementary identities [7]
tanh z −
1
tanh z
= −2i sech
[
2z + i
pi
2
]
, tanh z +
1
tanh z
= 2 tanh
[
2z + i
pi
2
]
. (69)
Its full applicability is presented in section 7.
The reason why the Riccati representation is preferable is because it allows several lineariza-
tions. Details can be found in Refs. [21, 26].
7 The truncation method for an equation with opposite
families
When the base member of the hierarchy of integrable equations has more than a single
family, these families usually come by pairs of opposite singular part operators, just like (P2)–
(P6). Examples are enumerated at the end of section 2. Then the sum of the two opposite
singular parts D Log τ1 −D Log τ2 only depends on the variable
Y =
τ1
τ2
. (70)
The current status of the method [21, 26], which we used to call the two-singular manifold
method, is as follows. Most of the method for one-family equations still applies, with the
difference that it is much more convenient to represent the Lax pairs in a Riccati form than in
a scalar linear form. Let us restrict here to second-order scattering problems and to identity
links (24) between the two τ and the two ψ functions. Then Y satisfies a Riccati system and,
as explained in section 6, its most general expression is given by (67).
In the first step, τ is simply replaced by Y in the assumption (12) for a DT.
In the second step, the scattering problem is represented by the Riccati system satisfied by
Y , whose coefficients depend on (S, C,A,B).
The fourth step contains the main difference. Rather than truncating u at the level j = −p,
one truncates it at the level j = −2p [21, 26], in order to implement the two movable singularities
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τ1 = 0 and τ2 = 0. So the truncation is
u = D Log Y + U, (71)
Y −1 = B(χ−1 + A), (72)
E(u) =
−2q∑
j=0
Ej(S, C,A,B, U)Y
j+q = 0, (73)
∀j Ej(S, C,A,B, U) = 0, (74)
in which nothing is imposed on U .
Let us take the example of the sine-Gordon equation
E(u) ≡ uxt + α(e
u − e−u) = 0, (75)
whose two opposite families (opposite in the field u) are
eu ∼ −(2/α)ϕxϕt(ϕ− ϕ0)
−2, indices (−1, 2), D = (2/α)∂x∂t. (76)
e−u ∼ −(2/α)ϕxϕt(ϕ− ϕ0)
−2, indices (−1, 2), D = (2/α)∂x∂t. (77)
The resulting DT assumption
eu − e−u = (2/α)∂x∂t Log Y + . . . , E(u) = 0 (78)
can be integrated twice due to the special form of the PDE, resulting in
u = −2 Log Y +W, E(u) = 0, (79)
in which nothing is imposed on W (we use W to reserve the symbol U for future use). The five
determining equations Ej = 0, j = 0, ..., 4 are solved as usual by ascending values of j
E0 : B
2eW =
2
α
C, (80)
E1 : A = −
1
2
(LogC)x, (81)
E2 ≡ 0, (82)
E3 : S = −F (x) +
C2x
2C2
−
Cxx
C
, (83)
E4 : CCxt − CxCt + F (x)C
3 − α2F (x)−1C = 0, (84)
X : αF ′(x) = 0. (85)
in which F is a function of integration. So F (x) must be a constant
F (x) = 2λ2, (86)
and LogC is proportional to a second solution U of the PDE
C =
α
2
λ−2eU , E(U) = 0, (87)
and one has obtained the Darboux transformation
u = −2 Log y + U, y = λBY, (88)
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in which y satisfies the Riccati system
yx = λ+ Uxy − λy
2, (89)
yt = −
α
2
λ−1eU +
α
2
λ−1e−Uy2. (90)
The second-order matrix Lax pair results from the linearization y = ψ1/ψ2
(∂x − L)
(
ψ1
ψ2
)
= 0, L =
(
Ux/2 λ
λ −Ux/2
)
, (91)
(∂t −M)
(
ψ1
ψ2
)
= 0, M =
(
0 −(α/2)λ−1eU
−(α/2)λ−1e−U 0
)
. (92)
The auto-BT results from the substitution y = e−(u−U)/2 into (89)–(90)
(u+ U)x = −4λ sinh
u− U
2
, (93)
(u− U)t = 2αλ
−1 sinh
u+ U
2
. (94)
The ODE part of the BT is a Riccati equation,
8 Truncation results
Table 1 summarizes, for a sample of PDEs, the currently best method to obtain its Lax
pair, Darboux and Ba¨cklund transformations from a truncation. The reference given in each
entry is the place where the right method has been applied, and earlier references may be found
in it.
The “?” in the AKNS system entry (the one whose NLS is a reduction) means that the
method has not yet been applied to it. Nevertheless, its BT can be found by applying the
one-family method followed by four involutions [8].
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Table 1: The relevant truncation for some well known 1+1-dimensional PDEs. The successive
columns are : the usual name of the PDE (a p means the potential equation), its number of
families (a * indicates that only one family is relevant, see details in Ref), the order of its Lax
pair, the truncation variable (notation Y1 = ψx/ψ, Y2 = ψxx/ψ), the link between τ and ψ, the
singularity orders of u and E(u), the Fuchs indices (without the ever present −1), the number
of determining equations, the reference.
Name f Lax Trunc. var. τ −p : −q indices nb. det. eq. Ref
KdV 1 2 χ ψ 2 : 5 4, 6 2 [31]
p-mKdV 2 2 Y ψ 0 : 3 0, 4 3 [26]
sine-Gordon 2 2 Y ψ 0 : 2 2 2 [26]
Broer-Kaup 2 2 Y ψ 0 : 4 0, 3, 4 4 [26]
pp-Boussinesq 1 3 χ ψ 0 : 4 0, 1, 6 6 [20]
p-SK 1∗ 3 (Y1, Y2) ψ 1 : 6 1, 2, 3, 10 6 [22]
p-KK 1∗ 3 (Y1, Y2) G25(ψ) 1 : 6 1, 3, 5, 7 38 [22]
Tzitze´ica 1∗ 3 (Y1, Y2) ψ 2 : 6 2 10 [9]
AKNS system 4 2 ? 1 : 3, 1 : 3 0, 3, 4 [8]
9 Conclusion
The truncation procedure is not purely academic, as could be thought from all the above
integrable examples. There exist many challenging problems, in particular in nonlinear op-
tics and spatiotemporal intermittency [3, 15], in which the equations, although nonintegrable,
possess some regular “patterns” which could well be described by exact particular solutions.
The difficulty to find them [7] comes from the good guess which must be made for the entire
functions ψ, which do not necessarily satisfy a linear system any more.
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