Das Brezis-Nirenberg-Problem auf der Sphäre Sn by Stingelin, Simon I.
Das Brezis-Nirenberg-Problem
auf der Spha¨re Sn
Inauguraldissertation
zur
Erlangung der Wu¨rde eines Doktors der Philosophie
vorgelegt der
Philosophisch-Naturwissenschaftlichen Fakulta¨t
der Universita¨t Basel
von
Simon I. Stingelin
aus Pratteln
Muttenz, 2004
Genehmigt von der Philosophisch-Naturwissenschaftlichen Fakulta¨t
auf Antrag von
Prof. Dr. C. Bandle
Prof. Dr. M. Plum (Universita¨t Karlsruhe)
Basel, den 4. Mai 2004 Prof. Dr. M. Tanner, Dekan
ii
Inhaltsverzeichnis
Einleitung 1
1 Allgemeine Existenzresultate 5
1.1 Die lokale Palais-Smale-Bedingung . . . . . . . . . . . . . . . 6
1.2 Allgemeines sublineares Problem . . . . . . . . . . . . . . . . 11
1.3 Allgemeines superlineares Problem . . . . . . . . . . . . . . . 15
1.4 Minimierung unter Nebenbedingung . . . . . . . . . . . . . . 22
1.5 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . 25
2 Das Brezis-Nirenberg-Problem auf der Spha¨re 27
2.1 Stereographische Projektion und geoda¨tische Koordinaten . . 28
2.2 Das Brezis-Nirenberg-Problem . . . . . . . . . . . . . . . . . 29
2.3 Allgemeines Existenzresultat . . . . . . . . . . . . . . . . . . 30
2.4 Allgemeines Nichtexistenzresultat . . . . . . . . . . . . . . . . 33
2.5 Der lineare Fall . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.6 Der superlineare Fall . . . . . . . . . . . . . . . . . . . . . . . 54
2.7 Der sublineare Fall . . . . . . . . . . . . . . . . . . . . . . . . 68
2.8 Der Grenzfall . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
2.9 Numerische Lo¨sungen in grossen Kugeln . . . . . . . . . . . . 76
3 Numerische Methoden 85
3.1 Strategie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
3.2 Schiessmethode . . . . . . . . . . . . . . . . . . . . . . . . . . 86
3.3 Keller-Methode . . . . . . . . . . . . . . . . . . . . . . . . . . 88
A Substitution auf konformen Mannigfaltigkeiten 95
B Die Pohozaev-Identita¨t 97
iii
Inhaltsverzeichnis
iv
Einleitung
In dieser Arbeit betrachten wir einfu¨hrend im Kapitel 1 nichtlineare partielle
Differenzialgleichungen von der Form:
−"pu− b(x)up−1 = f(x, u) + c(x)up∗−1 inΩ
u > 0 inΩ
u = 0 auf ∂Ω,
wobei "pu = div(a(x)|∇u|p−2∇u) mit a(x) > 0 in Ω und 1 < p < n. Das
Gebiet Ω sei beschra¨nkt in Rn mit n ≥ 3 und p∗ = npn−p der kritische Sobolev-
Exponent. Da die Sobolev-Einbettung von W 1,p0 (Ω) nach L
p∗(Ω) nur stetig
und nicht mehr kompakt ist, lassen sich die Standard-Methoden der Va-
riationsrechnung nicht anwenden. Wir werden jedoch im Kapitel 1 zeigen,
dass das zum obigen Problem geho¨rige Funktional Ψ einer lokalen Kompakt-
heitsbedingung genu¨gt. Mit Hilfe dieser Kompaktheitseigenschaft und dem
Mountainpass-Lemma bzw. dem Variationsprinzip von Ekeland werden wir
die Existenz von schwachen Lo¨sungen beweisen. Die Beweismethode ha¨ngt
vom Wachstum der Sto¨rung f(x, ·) in null ab.
Im Hauptteil der Arbeit, dem Kapitel 2, wenden wir uns dem Brezis-
Nirenberg-Problem auf der Spha¨re zu. Unter dem (verallgemeinerten) Brezis-
Nirenberg-Problem auf der Spha¨re Sn verstehen wir das Problem
−"p,Snu− λuq−1 = up∗−1 inΩ′ ⊂ Sn
u > 0 inΩ′
u = 0 auf ∂Ω′,
(∗)
wobei Ω′ '= Sn ein Gebiet auf der Spha¨re Sn ist. Die Parameter abha¨ngige
Sto¨rung sei von niedrigerer Ordnung, daher gilt 1 < q < p∗.
Das Problem hat seine urspru¨ngliche Motivation im Yamabe Problem
(siehe Aubin [3]). Brezis und Nirenberg untersuchten in der Arbeit [13] das
nichtlineare elliptische Randwertproblem fu¨r den Laplace-Operator in be-
schra¨nkten Gebieten im euklidischen Raum Rn. Ebenfalls fu¨r den Laplace-
Operator untersuchten Ambrosetti, Brezis und Cerami in [2] das in null
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superlineare Randwertproblem
−"u− λuq−1 = un+2n−2 inΩ ⊂ Rn
u > 0 inΩ
u = 0 auf ∂Ω,
mit 1 < q < 2. Sie beweisen die Existenz von zwei positiven Lo¨sungen. Das
in null superlineare p-Laplace Problem behandelten Azorero und Alonso in
[24] und [26]. Unter geeigneten Voraussetzungen konnten sie ebenfalls die
Existenz von zwei positiven Lo¨sungen beweisen.
Im Artikel [10] stellt Brezis fest, dass die Existenz von Lo¨sungen fu¨r das
Brezis-Nirenberg-Problem einerseits von λ, andererseits aber auch von der
Topologie des Gebiets Ω abha¨ngt. Ausgehend davon betrachteten Bandle,
Brillard und Flucher [5] dieses Problem auf Gebieten in Ra¨umen konstan-
ter skalarer Kru¨mmung. In ihrer Doktorarbeit [40] untersuchte S. Stapel-
kamp das Brezis-Nirenberg Problem im hyperbolischen Raum Hn und in
[4] untersuchten Bandle und Benguria die Existenz und Nichtexistenz von
rotationssymmetrischen Lo¨sungen fu¨r p = q = 2 in geoda¨tischen Kugeln auf
der S3. In dem Zusammenhang konnten Bandle und Benguria ein sehr inter-
essantes Pha¨nomen beobachten. So beschrieben sie in [4] als erste numerisch
berechnete Lo¨sungen in grossen Kugeln fu¨r λ( 0.
Das Kapitel 2 ist folgendermassen aufgebaut: In einem ersten Schritt
wird im Kapitel 2.3 ein Existenzresultat von Bandle, Fleckinger und de
The´lin [6] fu¨r λ > 0 verallgemeinert. Im Kapitel 2.4 wird die Nichtexistenz
von Lo¨sungen fu¨r (∗) betrachtet. Es zeigt sich, dass aus der Pohozaev-
Identita¨t fu¨r den p-Laplace-Beltrami-Operator in sternfo¨rmigen Gebieten
keine Aussage gewonnen werden kann. Wir werden uns daher auf rotations-
symmetrische Lo¨sungen in geoda¨tischen Kugeln konzentrieren. Das Resultat
schliesst eine Lu¨cke zwischen Existenz und Nichtexistenz fu¨r p ∈ (n+23 , n+12 )
der Arbeit von Bandle, Fleckinger und de The´lin [6]. Im Folgenden wer-
den die Fa¨lle abha¨ngig von p ! q fu¨r das Problem (∗) separat betrachtet,
wobei jeweilen der Laplace-Beltrami-Operator (p = 2) und der p-Laplace-
Beltrami-Operator (p '= 2) getrennt diskutiert wird. Der lineare Fall (p = q)
erga¨nzt fu¨r n ≥ 4 die Arbeit von Bandle und Benguria [4]. Im superlinearen
Fall (1 < q < p) wird durch Minimieren eines abgeschnittenen Funktionals
eine Lo¨sung fu¨r (∗) gefunden. Mit Hilfe von diesem Minimierer folgt aus
dem Mountainpass-Lemma unter geeigneten Voraussetzungen eine zweite
Lo¨sung fu¨r (∗). Fu¨r den sublinearen Fall (p < q < p∗) folgt aus dem Kapitel
1 die Existenz eines λ∗ ∈ R so, dass fu¨r alle λ > λ∗ eine Lo¨sung fu¨r (∗)
existiert. Es wird daher in dem Kapitel darum gehen, λ∗ genauer zu be-
schreiben. Mit Hilfe der in Kapitel 3 beschriebenen numerischen Methoden
werden im Kapitel 2.9 die von Bandle und Benguria numerisch gefunde-
nen Lo¨sungen systematisch untersucht. Es stellt sich dabei heraus, dass die
Lo¨sungen eine grosse Struktur aufweisen und unabha¨ngig vom kritischen
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Sobolev-Exponent berechnet werden ko¨nnen. Der Existenzbeweis fu¨r diese
Lo¨sungen ist nach wie vor offen.
Das Kapitel 3 behandelt die verwendeten numerischen Methoden zum
Berechnen von Lo¨sungen, sowie von Lo¨sungspfaden des Brezis-Nirenberg-
Problems. Da die Dimension n ≥ 3 ist, konzentrieren wir uns auf rotati-
onssymmetrische Lo¨sungen in geoda¨tischen Kugeln. Mit Hilfe von Schiess-
methoden erhalten wir einen Punkt auf einem Lo¨sungspfad, den wir mit
der “path continuation”-Methode von Keller [32] in einem finite Elemente
Raum fortsetzen.
Notation
Die zu den Sobolev-Ra¨umen W 1,p0 (Ω) geho¨rigen Normen bezeichnen wir mit
‖ · ‖p und die Normen zu den Ra¨umen der Lebesgue messbaren Funktionen
Lq(Ω) mit | · |Lq . Fu¨r den kritischen Sobolev-Exponent verwenden wir die
Notation p∗ = npn−p und mit
Sp = inf
u∈W 1,p0|u|
Lp
∗=1
∫
Ω
|∇u|pdx
bezeichnen wir (bis auf die Potenz−1/p) die beste Konstante fu¨r die Sobolev-
Einbettung W 1,p0 (Ω) ⊂ Lp
∗(Ω). Es gilt daher(∫
Ω
|u|p∗dx
)1/p∗
≤ S−1/pp
(∫
Ω
|∇u|pdx
)1/p
.
Die Konstante ist gegeben durch
(Sp)1/p =
(n− p)
p− 1
(
n (p− 1)
n− p
) 1
p
(
Γ(1 + n− np )Γ(np )ω(n− 1)
Γ(1 + n)
) 1
n
,
wobei
ω(n) =
pin/2
Γ(n/2 + 1)
=
1
n
|Sn−1|
das Volumen der n dimensionalen Einheitskugel ist. Mit |Sn−1| bezeichnen
wir die Oberfla¨che der n− 1 dimensionalen Spha¨re
Sn−1 =
{
x ∈ Rn : |x| =
√
x21 + . . . + x2n = 1
}
.
Es gilt
|Sn−1| = 2pi
n/2
Γ(n/2)
.
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Mit
Sp,q(Ω, a, c) = inf
u∈K
∫
Ω
a|∇u|pdx, K =
{
u ∈W 1,p0 (Ω) :
∫
Ω
c |u|qdx = 1
}
bezeichnen wir (bis auf die Potenz−1/p) die beste Konstante fu¨r die Sobolev-
Einbettung W 1,p0 (Ω) ⊂ Lq(Ω) mit den Gewichten a ∈ C1(Ω) mit a(x) > 0
in Ω und c ∈ L∞(Ω) mit c(x) > 0 in Ω.
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Kapitel 1
Allgemeine Existenzresultate
Wir betrachten das Problem
−"pu− b(x)up−1 = f(x, u) + c(x)us−1 in Ω ⊂ Rn
u > 0 in Ω
u = 0 auf ∂Ω,
(1.1)
wobei mit "p der gewichtete p-Laplace Operator mit 1 < p < n
"pu := div(a(x)|∇u|p−2∇u)
bezeichnet sei und s = p∗ = npn−p . An die Funktion b setzen wir voraus, dass
ein γ > 0 existiert so, dass∫
Ω
(
a|∇φ|p − b |φ|p)dx ≥ γ ∫
Ω
a|∇φ|pdx ∀ φ ∈W 1,p0 (Ω). (1.2)
Die Funktion f(x, u) sei eine Sto¨rung mit niedriger Ordnung in dem Sinne,
dass limu→+∞ f(x, u)/us−1 = 0 gleichma¨ssig in x gilt. Zudem verlangen wir
f(x, 0) = 0. Wir werden uns spa¨ter auf f(x, u) = λ d(x)uq−1 beschra¨nken,
wobei die meisten Resultate ebenfalls fu¨r f(x, u) = λ g(x, u) leicht verall-
gemeinert werden ko¨nnen. Es sei a(x) ∈ C1(Ω) mit a(x) > 0 in Ω und
c(x) ∈ L∞(Ω) mit c(x) > 0 in Ω. Das Gebiet Ω sei beschra¨nkt, und der
Rand ∂Ω sei genu¨gend regula¨r so, dass schwache Lo¨sungen von (1.1) auch
starke Lo¨sungen u ∈ C1,α(Ω) sind. Um die Messbarkeit der zusammenge-
setzten Funktionen g(x, u(x)) = b(x)up−1 + f(x, u) + c(x)us−1 sicherzustel-
len, setzen wir voraus, dass g : Ω× R→ R eine Caratheodory Funktion ist.
Daher ist g messbar in x ∈ Ω und stetig in u ∈ R. Die Werte von f(x, u) fu¨r
u < 0 sind irrelevant. Wir definieren daher f(x, u) = 0 fu¨r x ∈ Ω undu ≤ 0.
Mit F (x, u) :=
∫ u
0 f(x, s)ds sei die Stammfunktion von f(x, u) bezeichnet.
Die Beweismethode fu¨r die Existenz von Lo¨sungen ha¨ngt vom Wachstum
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der Sto¨rung f(x, ·) in null ab. Wir unterscheiden die folgenden Fa¨lle:
sublinear in 0:
f(x, u)
up−1
→ 0 fu¨r u→ 0+, gleichma¨ssig in x, (1.3a)
linear in 0:
f(x, u)
up−1
→ d > 0 fu¨r u→ 0+, gleichm. in x, (1.3b)
superlinear in 0:
f(x, u)
up−1
→ +∞ fu¨r u→ 0+, gleichm. in x. (1.3c)
1.1 Die lokale Palais-Smale-Bedingung
Definition 1.1 Eine Folge {um} in einem Banachraum V nennen wir eine
Palais-Smale-Folge fu¨r ein Fre´chet-differenzierbares Funktional E : V → R,
falls die folgenden Eigenschaften erfu¨llt sind:
1. E(um)→ C0 ∈ R fu¨r m→∞,
2. DE(um)→ 0 in V ∗ fu¨r m→∞,
wobei DE die Fre´chet-Ableitung von E und V ∗ den Dualraum von V be-
zeichnet.
Mit dieser Definition kann die folgende Kompaktheitsbedingung formu-
liert werden:
Definition 1.2 Das Funktional E erfu¨llt
1. die Palais-Smale-Bedingung, falls gilt:
Jede Palais-Smale-Folge besitzt eine konver-
gente Teilfolge. (P.-S.)
2. die lokale Palais-Smale-Bedingung fu¨r ein β, falls gilt:
Jede Palais-Smale-Folge mit C0 < β besitzt
eine konvergente Teilfolge. (P.-S.)β
Schwache Lo¨sungen von (1.1) sind kritische Punkte des Funktionals Ψ :
W 1,p0 (Ω)→ R, definiert durch
Ψ(u) =
∫
Ω
(
a(x)
p
|∇u|p − b(x)
p
|u|p − F (x, u)− c(x)
s
|u|s
)
dx.
Da die Einbettung W 1,p0 (Ω) ⊂ Ls(Ω) fu¨r s = p∗ nicht kompakt ist, erfu¨llt
das Funktional Ψ die Palais-Smale-Bedingung (P.-S.) im Allgemeinen nicht.
Wir werden jedoch zeigen, dass das Funktional eine lokale Palais-Smale-
Bedingung (P.-S.)β fu¨r ein gewisses β ∈ R erfu¨llt. Fu¨r den Beweis beno¨tigen
wir das Kompaktheits-Lemma von Lions [35]. Es sei hier der Vollsta¨ndigkeit
halber zitiert:
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Lemma 1.3 (Lions) Sei {uj} eine schwach konvergente Folge in W 1,p0 (Ω)
und u der Grenzwert so, dass
1. a(x)|∇uj |p ∗⇀ µ
2. c(x)|uj |p∗ ∗⇀ ν,
schwach im Sinne der Masse, wobei µ, ν beschra¨nkte nichtnegative Masse
auf Ω sind. Dann existieren eine ho¨chstens abza¨hlbare Menge {xi}i∈J ⊂ Ω
und positive Zahlen νi, µi so, dass
ν = c(x)|u|p∗ +
∑
i∈J
νiδxi , νi > 0, (1.4a)
µ ≥ a(x)|∇u|p +
∑
i∈J
µiδxi , µi > 0, (1.4b)
µi ≥ Sp
(
inf
x∈Ω
a(x)
c(x)
n−p
n
)
νp/p
∗
i (1.4c)
gilt, wobei δxi das Diracmass in xi bezeichnet.
Das Funktional Ψ erfu¨llt die folgende lokale Palais-Smale-Bedingung:
Lemma 1.4 Sei {vj} ⊂ W 1,p0 (Ω) eine Palais-Smale-Folge fu¨r das Funktio-
nal Ψ mit Ψ(vj)→ C0. Falls
C0 < β =
1
n
Sn/pp
(
inf
x∈Ω
a(x)
c(x)
n−p
n
)n/p
−K (1.5)
mit
K = sup
v≥0
∫
Ω
(
F (x, v)− 1
p
f(x, v) v − 1
n
c|v|p∗
)
dx ≥ 0
gilt, existiert eine konvergente Teilfolge {vjk} in W 1,p0 (Ω).
Beweis: Sei ‖v‖p = ∫Ω a|∇v|pdx. Als erstes bemerken wir, dass die Palais-
Smale-Folge {vj} in W 1,p0 (Ω) beschra¨nkt ist:
C0 + o(1)‖vj‖ ≥ Ψ(vj)− 1
p
〈DΨ(vj), vj〉
=
∫
Ω
(
1
p
f(x, vj) vj − F (x, vj)
)
dx +
1
n
∫
Ω
c|vj |p∗dx.
(1.6)
Aus der Voraussetzung f(x, u) = o(up∗−1) fu¨r u → ∞ folgt: fu¨r alle ε > 0
existiert eine Konstante C > 0 so, dass
|f(x, u)| ≤ ε c up∗−1 + C fu¨r alle u ≥ 0 (1.7a)
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gilt und somit auch
|F (x, u)| ≤ ε
p∗
c up
∗
+ C u fu¨r alle u ≥ 0. (1.7b)
Aus (1.6) und (1.7) erhalten wir
1
n
∫
Ω
c|vj |p∗dx ≤
∫
Ω
(
F (x, vj)− 1
p
f(x, vj) vj
)
dx + C0 + o(1)‖vj‖
≤ εC ′
∫
Ω
c|vj |p∗dx + (C ′′ + o(1))‖vj‖+ C0
(1.8)
und somit fu¨r ein genu¨gend kleines ε > 0:
∫
Ω
c |vj |p∗dx ≤ C ′ + C ′′‖vj‖. (1.9)
Fu¨r Ψ(vj) erhalten wir fu¨r zwei neue Konstanten C ′, C ′′ > 0
C0 + o(1) = Ψ(vj) ≥ γ
p
‖vj‖p − C ′ − C ′′‖vj‖
und daraus, dass {vj} in W 1,p0 (Ω) beschra¨nkt ist.
Es existiert daher eine schwach konvergente Teilfolge in W 1,p0 (Ω). Wegen
dem Lemma 1.3 ko¨nnen wir eine Teilfolge mit den Eigenschaften
vj ⇀ v schwach in W 1,p0 (Ω),
vj → v stark in Lr(Ω), 1 < r < p∗
a(x)|∇vj |p ∗⇀ µ ≥ a(x)|∇v|p +
∑
i∈J
µiδxi
c(x)|vj |p∗ ∗⇀ ν = c(x)|v|p∗ +
∑
i∈J
νiδxi
(1.10)
wa¨hlen. Sei xk ∈ Ω im Tra¨ger des singula¨ren Teils von ν, µ. Betrachte
ϕ ∈ C∞0 (Rn) so, dass
ϕ ≡ 1 inBε(xk), ϕ ≡ 0 in (B2ε(xk))c, |∇ϕ| ≤ 2ε (1.11)
gilt. Da {vj} beschra¨nkt ist, folgt dies auch fu¨r {ϕ vj} in W 1,p0 (Ω). Es gilt
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daher
0 = lim
j→∞〈DΨ(vj),ϕvj〉
= lim
j→∞
∫
B2ε(xk)
(
a|∇vj |p−2∇vj ·∇(ϕvj)− b(x)|vj |p ϕ
− f(x, vj) vj ϕ− c|vj |p∗ϕ
)
dx
= lim
j→∞
[ ∫
B2ε(xk)\Bε(xk)
a|∇vj |p−2vj∇vj ·∇ϕ dx +
∫
B2ε(xk)
a|∇vj |pϕ dx︸ ︷︷ ︸
→RB2ε(xk) ϕdµ
−
∫
B2ε(xk)
(b|vj |p + f(x, vj) vj)ϕ dx−
∫
B2ε(xk)
c|vj |p∗ϕ dx︸ ︷︷ ︸
→RB2ε(xk) ϕdν
]
.
(1.12)
Aus der Ho¨lder-Ungleichung erhalten wir mit B˜ε = B2ε(xk) \Bε(xk)∣∣∣ ∫ eBεa|∇vj |p−2vj(∇vj ·∇ϕ)dx
∣∣∣
≤
(∫
eBε a|∇vj |
pdx
) p−1
p
(∫
eBε a|vj |
p∗dx
)1/p∗(∫
eBε |∇ϕ|
ndx
)1/n
≤
(∫
eBε a|∇vj |
pdx
) p−1
p
(∫
eBε a|vj |
p∗dx
)1/p∗
︸ ︷︷ ︸
=o(1) fu¨r ε→ 0, gleichma¨ssig in j
2
ε
(∫
eBε dx
)1/n
︸ ︷︷ ︸
=Cε
.
Es gilt daher∣∣∣ ∫ eBε a|∇vj |p−2vj(∇vj ·∇ϕ)dx
∣∣∣ = o(1) fu¨r ε→ 0, gleichma¨ssig in j
und somit folgt aus (1.12)
0 = lim
ε→0
[
−
∫
B2ε(xk)
ϕ dµ +
∫
B2ε(xk)
ϕ dν +
∫
B2ε(xk)
(b|v|p + f(x, v) v)ϕ dx
]
=νk − µk.
Aus der Ungleichung (1.4c) des Kompaktheits-Lemmas folgt:
νk ≥ Sp
(
inf
x∈Ω
a(x)
c(x)
n−p
n
)
νp/p
∗
k .
Daher gilt entweder νk = 0 oder
νk ≥ Sn/pp
(
inf
x∈Ω
a(x)
c(x)
n−p
n
)n/p
. (1.13)
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Wir werden zeigen, dass Letzteres nicht mo¨glich ist und nehmen im Wider-
spruch an, dass ein k0 mit νk0 '= 0 existiert. Aus (1.10) und (1.13) folgt
C0 = lim
j→∞Ψ(vj) ≥ Ψ(v) +
(
1
p
− 1
p∗
)
νk0
≥ Ψ(v) + 1
n
Sn/pp
(
inf
x∈Ω
a(x)
c(x)
n−p
n
)n/p
,
wobei v den regula¨ren Teil bezeichnet. Aus der Voraussetzung folgt
C0 <
1
n
Sn/pp
(
inf
x∈Ω
a(x)
c(x)
n−p
n
)n/p
und somit Ψ(v) < 0. Im Speziellen ist daher v '≡ 0. Wir erhalten
C0 = lim
j→∞(Ψ(vj)− 1/p〈DΨ(vj), vj〉)
≥Ψ(v)− 1
p
〈DΨ(v), v〉+ 1
n
νk0
≥
∫
Ω
(
1
p
f(x, v) v − F (x, v) + 1
n
c|v|p∗
)
dx +
1
n
Sn/pp
(
inf
x∈Ω
a(x)
c(x)
n−p
n
)n/p
≥ 1
n
Sn/pp
(
inf
x∈Ω
a(x)
c(x)
n−p
n
)n/p
−K, mit 0 ≤ K <∞
im Widerspruch zur Voraussetzung (1.5). Es folgt νk = 0∀ k und
lim
j→∞
∫
Ω
c|vj |p∗dx =
∫
Ω
c|v|p∗dx.
Mit (1.10) folgt vj → v in Lp∗ und wegen der Stetigkeit von ("p·)−1 :
W−1,p
′
0 (Ω) → W 1,p0 (Ω) mit 1 = 1p + 1p′ (siehe Diaz [20]) folgt vj → v in
W 1,p0 (Ω). !
Abschliessend betrachten wir das folgende Beispiel:
−div(a(x)|∇u|p−2∇u)− λb(x)uq−1 = c(x)up∗−1 inΩ
u > 0 inΩ
u = 0 auf ∂Ω
(1.14)
mit a ∈ C1(Ω), a(x) > 0 in Ω, b, c ∈ L∞(Ω), b(x), c(x) > 0 in Ω, λ ≥ 0 und
1 < q < p∗. Mit Iλ : W 1,p0 (Ω)→ R sei das zugeho¨rige Funktional
Iλ(u) =
∫
Ω
(
a(x)
p
|∇u|p − λ b(x)
q
|u|q − c(x)
p∗
|u|p∗
)
dx
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bezeichnet. Falls q ≥ p erhalten wir fu¨r die Konstante K aus dem Lemma
1.4:
K = sup
u≥0
∫
Ω
(
λ
(
1
q
− 1
p
)
b |u|q − 1
n
c |u|p∗
)
dx = 0. (1.15)
Fu¨r q < p erhalten wir mit Hilfe der Ho¨lder-Ungleichung
K ≤ sup
v≥0
[
λ c1
(
1
q
− 1
p
)(∫
Ω
c|v|p∗dx
)q/p∗
− 1
n
∫
Ω
c|v|p∗dx
]
.
Sei f(t) = λc2tq − c3tp∗ . Diese Funktion nimmt fu¨r t > 0 das Maximum bei
t0 = (λc2qp∗c3 )
1/(p∗−q) an. Es gilt daher
f(t) ≤ f(t0) = λ c2
(
c2 q λ
c3 p∗
)q/(p∗−q)
− c3
(
c2 q λ
c3 p∗
)p∗/(p∗−q)
.
Fu¨r q < p erhalten wir somit die Abscha¨tzung
K ≤
(
1
q
− 1
p
) p∗
p∗−q
(
1− q
p∗
)(
q n
p∗
) q
p∗−q
c
p∗
p∗−q
1 λ
p∗
p∗−q .
Im Spezialfall a = ρn−p und b = c = ρn mit ρ(x) > 0 erhalten wir fu¨r die
lokale Palais-Smale-Bedingung (P.-S.)β fu¨r das Funktional Iλ die folgenden
kritischen Niveaus β:
1. Fu¨r p ≤ q < p∗: C0 < β = 1nSn/pp ,
2. und fu¨r 1 < q < p: C0 < β = 1nS
n/p
p −K, mit
K ≤
(
1
q
− 1
p
) p∗
p∗−q
(
1− q
p∗
)(
q n
p∗
) q
p∗−q
(∫
Ω
ρndx
) p∗
p∗−q
λ
p∗
p∗−q .
(1.16)
1.2 Allgemeines sublineares Problem
Im folgenden Existenzsatz u¨bertragen wir den Beweis von Brezis und Ni-
renberg [13] auf das Problem (1.1). Wir nehmen an, dass die folgenden
Voraussetzungen erfu¨llt sind:
b ∈ L∞(Ω), wobei (1.2) erfu¨llt sei, (1.17a)
f(x, u) = o(up−1) fu¨r u→ 0+, gleichma¨ssig in x, (1.17b)
f(x, u) = o(up
∗−1) fu¨r u→ +∞, gleichma¨ssig in x. (1.17c)
Fu¨r den Beweis des Existenzsatzes verwenden wir eine spezielle Version
des Mountainpass-Lemmas von Ambrosetti und Rabinowitz (vergleiche [13]
Theorem 2.2):
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Lemma 1.5 (Ambrosetti, Rabinowitz) Sei Φ ein C1-Funktional auf ei-
nem Banachraum V . Es existiere eine Umgebung U von 0 in V und eine
Konstante ρ > 0 so, dass Φ(0) < ρ und Φ(u) ≥ ρ fu¨r jedes u auf ∂U ist.
Zudem sei Φ(v) < ρ, fu¨r ein geeignetes v '∈ U . Sei
c0 = inf
P∈P
max
w∈P
Φ(w) ≥ ρ,
wobei P die Klasse der stetigen Wege von 0 nach v bezeichnet. Dann exis-
tiert eine Palais-Smale-Folge {uj} in V mit Φ(uj)→ c0.
Es gilt der Existenzsatz:
Satz 1.6 Falls ein v0 ∈W 1,p0 (Ω), v0 ≥ 0 in Ω und v0 '≡ 0 existiert so, dass
sup
t≥0
Ψ(tv0) <
1
n
(
inf
Ω
a(x)
c(x)
n−p
n
)n/p
Sn/pp (1.18)
gilt, dann existiert fu¨r das Problem (1.1) unter den Voraussetzungen (1.2)
und (1.17) eine schwache Lo¨sung u ∈W 1,p0 (Ω).
Beweis: Da sowohl b(x) wie auch f(x, u) fu¨r gewisse x ∈ Ω negativ sein
ko¨nnen, fu¨hren wir im Funktional Ψ einen zusa¨tzlichen Term ein: Unter den
Voraussetzungen (1.17) ko¨nnen wir eine Konstante µ ≥ 0 so wa¨hlen, dass
−b(x)up−1 − f(x, u) ≤ µup−1 + c up∗−1 fu¨r fast allex ∈ Ω und ∀ u ≥ 0
(1.19)
gilt. Auf V = W 1,p0 (Ω) definieren wir
Φ(u) =
∫
Ω
(
1
p
(
a(x)|∇u|p + µ|u|p)− b(x)
p
(u+)p − F (x, u+)
− µ
p
(u+)p − c(x)
p∗
(u+)p
∗
)
dx,
wobei
u+ =
{
u(x) fu¨r u(x) ≥ 0
0 sonst.
Falls b(x), f(x, u) ≥ 0 fu¨r alle u ≥ 0 gilt, kann µ = 0 gewa¨hlt werden.
In einem ersten Schritt zeigen wir mit Hilfe des Mountainpass-Lemmas
1.5, dass eine Palais-Smale-Folge {uj} ⊂ W 1,p0 (Ω) mit Φ(un) → c0 fu¨r n →
∞ existiert. Das Funktional Φ ist C1 auf W 1,p0 (Ω). Um das Mountainpass-
Lemma 1.5 anzuwenden, ist noch zu zeigen, dass eine Umgebung U von 0 in
W 1,p0 (Ω) und eine Konstante ρ > 0 existiert so, dass Φ(0) < ρ und Φ(u) ≥ ρ
fu¨r jedes u auf ∂U ist. Zudem mu¨ssen wir ein v '∈ U mit Φ(v) < ρ finden.
Die Bedingung Φ(0) < ρ folgt sofort aus F (x, 0) = 0. Aus der Vor-
aussetzung (1.17b) folgt: Fu¨r ein beliebiges ε > 0 existiert ein δ > 0 so,
dass
f(x, u) ≤ εup−1 fu¨r 0 ≤ u ≤ δ.
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Aus der Voraussetzung (1.17c) erhalten wir
f(x, u) ≤ εup−1 + C(ε)up∗−1 ∀ u ≥ 0.
Folglich haben wir
F (x, u) ≤ ε
p
up +
C
p∗
up
∗
fu¨r fast alle x ∈ Ω und ∀u ≥ 0.
Fu¨r das Funktional erhalten wir aus (1.2) und der obigen Abscha¨tzung
Φ(u) ≥
∫
Ω
(
a
p
|∇u|p − b
p
(u+)p − ε
p
(u+)p − C + c(x)
p∗
(u+)p
∗
)
dx
=
∫
Ω
(
1
p
(
a|∇u−|p + a|∇u+|p − b(u+)p)− ε
p
(u+)p − C
′
p∗
(u+)p
∗
)
dx
≥
∫
Ω
(
1
p
(
a|∇u−|p + γ a|∇u+|p)− ε
p
(u+)p − C
′
p∗
(u+)p
∗
)
dx.
Aus der Sobolev-Ungleichung folgt
Φ(u) ≥ 1
p
‖u−‖p + γ − C ε
p
‖u+‖p − C
′
p∗
‖u+‖p∗ ,
wobei ‖u‖p = ∫Ω a|∇u|pdx. Fu¨r ein genu¨gend kleines ε > 0 folgt die Existenz
einer Konstante k > 0 und C > 0 so, dass
Φ(u) ≥ k‖u‖p
W 1,p0
− C‖u‖p∗
W 1,p0
∀ u ∈W 1,p0 (Ω).
Es existiert daher fu¨r eine kleine Kugel U ⊂ W 1,p0 um 0 ein ρ > 0 so, dass
Φ(u) ≥ ρ fu¨r u ∈ ∂U . Andererseits gilt fu¨r ein beliebiges u ∈W 1,p0 mit u ≥ 0
und u '≡ 0 aufgrund der Voraussetzung (1.17c) limt→∞Φ(t u) = −∞. Wir
ko¨nnen daher v = t0 v0 setzen, fu¨r ein ausreichend grosses t0 > 0 so, dass
Φ(t0 v0) < ρ gilt. Aus dem Mountainpass-Lemma 1.5 und der Voraussetzung
(1.18) erhalten wir die Existenz einer Palais-Smale-Folge {uj} ⊂ W 1,p0 (Ω)
mit
lim
j→∞Φ(uj) = c0 = infP∈P
max
w∈P
Φ(w) ≤ sup
t≥0
Φ(tv0)
<
1
n
(
inf
Ω
a(x)
c(x)
n−p
n
)n/p
Sn/pp = β.
Da nach dem Lemma 1.4 das Funktional Φ fu¨r das oben definierte β (mit
K = 0 fu¨r q ≥ p, siehe (1.15)) die lokale Palais-Smale-Bedingung (P.-S.)β
erfu¨llt, folgt die Existenz einer nichttrivialen Lo¨sung u ∈W 1,p0 (Ω):
−"pu + µ |u|p−2u = µ(u+)p−1 + b (u+)p−1 + f(x, u+) + c (u+)p∗−1. (1.20)
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Aus der Ungleichung (1.19) folgt, dass die rechte Seite von (1.20) positiv
ist. Aus dem schwachen Maximumprinzip fu¨r den p-Laplace-Operator folgt
u ≥ 0. Unter den Voraussetzungen: das Gebiet sei genu¨gend glatt berandet
und f(x, ·) ist stetig, folgt u ∈ C1,α(Ω) (siehe de The´lin [18], Diaz [20]).
Somit folgt aus dem starken Maximumprinzip (fu¨r nichtlineare p-Laplace-
Probleme siehe Diaz [20], sowie Gilbarg und Trudinger [28]), dass u > 0 in
Ω ist und daher der Gleichung
−"pu− b(x)up−1 = f(x, u) + c(x) up∗−1
genu¨gt. Es folgt die Behauptung.
!
Der Satz 1.6 la¨sst sich auf das Parameter abha¨ngige in null sublineare
Problem
−div(a(x)|∇u|p−2∇u)− b(x)up−1 = λ f(x, u) + c(x)up∗−1 in Ω ⊂ Rn
u > 0 in Ω (1.21)
u = 0 auf ∂Ω
anwenden, wobei f(x, u) > 0 fu¨r u > 0 sei. Ferner sei fu¨r u ≤ 0 wiederum
f(x, u) = 0.
Satz 1.7 Unter den Voraussetzungen (1.2) und (1.17) existiert ein λ∗ so,
dass fu¨r alle λ > λ∗ das Problem (1.21) eine schwache Lo¨sung u ∈W 1,p0 (Ω)
hat.
Beweis: Sei v0 ∈ C∞0 (Ω) mit v0(x) ≥ 0, v0(0) = 1 und
∫
Ω c|v0|p
∗
dx = 1,
dann haben wir
Ψ(tv0) =
∫
Ω
(
tp
p
(a|∇v0|p − b vp0)− λF (x, tv0)−
c
p∗
tp
∗ |v0|p∗
)
dx
= tp
1
p
∫
Ω
(a|∇v0|p − b vp0) dx︸ ︷︷ ︸
=:A>0
−λ
∫
Ω
F (x, tv0)dx− tp∗ 1
p∗
.
Wir behaupten, dass
lim
λ→+∞
sup
t≥0
Ψ(tv0) = 0 (1.22)
gilt und somit die Bedingung (1.18) fu¨r ein genu¨gend grosses λ erfu¨llt ist.
Fu¨r ein festes λ gilt limt→∞Ψ(tv0) = −∞. Daher wird das Supremum
fu¨r ein tλ angenommen. Fu¨r dieses gilt
tp−1λ A− tp
∗−1
λ − λ
∫
Ω
f(x, tλv0)v0dx = 0 (1.23)
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und somit tλ ≤ A
n−p
p2 . Es folgt, dass
lim
λ→+∞
tλ = 0.
Ansonsten ko¨nnen wir eine Teilfolge tλj → . > 0, mit λj → ∞ finden.
Die Gleichung (1.23) liefert dann
∫
Ω f(x, .v0)v0dx = 0. Dies ist jedoch ein
Widerspruch zu der Voraussetzung an f .
Es gilt
sup
t≥0
Ψ(tv0) ≤ tpλ
A
p
− tp∗λ
1
p∗
.
Das Funktional Ψ ist in λ fu¨r ein festes v monoton fallend. Somit folgt aus
(1.22) und dem Satz 1.6 die Behauptung.
!
1.3 Allgemeines superlineares Problem
Wir betrachten das leicht modifizierte Problem (1.1):
−"pu− b(x)up−1 = λ f(x, u) + c(x)up∗−1 inΩ
u > 0 inΩ
u = 0 auf ∂Ω,
(1.24)
wobei f(x, u) ≥ 0, f '≡ 0 und superlinear in u fu¨r x ∈ Ω sei. Es gilt daher
lim
u→0+
f(x, u)
up−1
= +∞, gleichma¨ssig in x.
Die Bedingung (1.2) sei ebenfalls erfu¨llt.
Der Satz 1.6 kann nicht direkt angewendet werden, da die triviale Lo¨sung
fu¨r λ > 0 im Gegensatz zu den Problemen mit einer linearen oder sublinea-
ren Sto¨rung kein lokales Minimum ist. Fu¨r die Konstruktion einer Lo¨sung
lassen wir uns von der Arbeit von Azorero und Alonso [24] inspirieren, wo-
bei diese mit Hilfe eines Mountainpass-Lemmas die Existenz von mehrfachen
(vorzeichenwechselnden) Lo¨sungen bewiesen. Da wir an positiven Lo¨sungen
interessiert sind, verwenden wir an der Stelle das Variationsprinzip von Eke-
land.
1.3.1 Minimierer eines abgeschnittenen Funktionals
Im Folgenden spezialisieren wir das Problem. Sei b(x) ≡ 0 in (1.24), und
fu¨r f(x, u) schreiben wir f(x, u) = b(x) uq−1 fu¨r ein neues b > 0 in Ω mit
1 < q < p. Das zugeho¨rige Funktional ist gegeben durch
Iλ(u) =
∫
Ω
(
a(x)
p
|∇u|p − λ b(x)
q
|u|q − c(x)
p∗
|u|p∗
)
dx fu¨r u ∈W 1,p0 (Ω).
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Mit ‖u‖ sei die gewichtete Sobolev-Norm ‖u‖p = ∫Ω a(x)|∇u|pdx bezeichnet.
Es gilt
Iλ(u) ≥ 1p
∫
Ω
a|∇u|pdx− λ
q
Sp,q(Ω, a, b)−q/p
(∫
Ω
a|∇u|pdx
)q/p
− 1
p∗
Sp,p∗(Ω, a, c)−p
∗/p
(∫
Ω
a|∇u|pdx
)p∗/p
=
1
p
‖u‖p − λ
q
Sp,q(Ω, a, b)−q/p‖u‖q − 1
p∗
Sp,p∗(Ω, a, c)−p
∗/p‖u‖p∗ .
Definiere
h(t) =
1
p
tp − λ
q
Sp,q(Ω, a, b)−q/ptq − 1
p∗
Sp,p∗(Ω, a, c)−p
∗/ptp
∗
,
dann gilt Iλ(u) ≥ h(‖u‖). Es existiert ein λ˜0 so, dass h(t) ein positives
Maximum fu¨r t > 0 und 0 < λ ≤ λ˜0 hat. Sei R0 := min{t > 0 : h(t) ≥ 0}
und R1 := max{t > 0 : h(t) ≥ 0} (siehe Abbildung 1.1). Mit diesen Gro¨ssen
definieren wir die folgende Abschneidefunktion τ ∈ C∞:
τ : R+ → [0, 1] fallend
τ(t) ≡ 1 falls t ≤ R0
τ(t) ≡ 0 falls t ≥ R1.
(1.25)
1 τ(t)
R0
R1
h(t)
t
Abbildung 1.1: Untere Schranke h(t) fu¨r Iλ und
die Abschneidefunktion τ(t).
Wir betrachten nun das abgeschnittene Funktional
Jλ(u) =
1
p
∫
Ω
a|∇u|pdx− λ
q
∫
Ω
b|u|qdx− τ(‖u‖)
p∗
∫
Ω
c|u|p∗dx. (1.26)
Wie fu¨r Iλ gilt auch Jλ(u) ≥ h¯(‖u‖), mit
h¯(t) =
1
p
tp − λ
q
Sp,q(Ω, a, b)−q/ptq − 1
p∗
Sp,p∗(Ω, a, c)−p
∗/ptp
∗
τ(t).
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R0
R1
t
h¯(t)
Abbildung 1.2: Untere Schranke h¯(t) fu¨r Jλ
Insbesondere gilt h¯ = h fu¨r t ≤ R0, und fu¨r t ≥ R1 ist h¯ gegeben durch
h¯(t) =
1
p
tp − λ
q
Sp,q(Ω, a, b)−q/ptq.
Fu¨r das Funktional Jλ gilt Jλ ∈ C1(W 1,p0 (Ω),R). Aus der Konstruktion
von Jλ folgt: Falls Jλ(u) < 0 gilt, folgt ‖u‖ < R0 und Iλ(v) = Jλ(v)∀ v in
einer genu¨gend kleinen Umgebung von u. Aus dem Lemma 1.4 folgt, dass
das Funktional Jλ der lokalen Palais-Smale-Bedingung (P.-S.)β mit
β =
1
n
Sn/pp
(
inf
x∈Ω
a(x)
c(x)
n−p
n
)n/p
−K
genu¨gt, wobei aus (1.16) K ≤ K˜λ p
∗
p∗−q mit K˜ > 0 folgt. Sei λ0 > 0 so,
dass λ0 ≤ λ˜0 und fu¨r 0 < λ < λ0 erfu¨lle das Funktional Jλ die lokale
Palais-Smale-Bedingung fu¨r β = 0. Aus dem Variationsprinzip von Ekeland
(siehe Struwe [41, Chapter I.5]) erhalten wir eine minimierende Folge {um}
so, dass DJλ(um) → 0 in (W 1,p0 (Ω))∗ fu¨r m → ∞ gilt. Aus der Palais-
Smale-Bedingung folgt, dass die Folge um → u0 in W 1,p0 (Ω) fu¨r m → ∞
konvergiert. Wir erhalten somit einen Minimierer u0 fu¨r Jλ. Da per Kon-
struktion Jλ(u0) < 0 gilt, ist u0 ein Minimierer des Funktionals Iλ. Damit
haben wir den folgenden Satz bewiesen:
Satz 1.8 Es existiert ein λ0 > 0 so, dass fu¨r 0 < λ < λ0 das Funktional Iλ
in u0 ∈W 1,p0 (Ω) ein lokales Minimum hat. Es gilt
Iλ(u0) = C0 < 0.
Bemerkung 1.9
1. Der Minimierer u0 ist positiv: Es gilt C0 = inf Iλ(u0). Dann gilt
auch C0 = Iλ(|u0|). Mit dem Stampachia-Maximumprinzip folgt, dass
|u0| ∈W 1,p0 und u0 strikt positiv in Ω ist.
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2. Fu¨r das superlineare Funktional kann mit Hilfe einer Abschneide-
funktion ein nach unten beschra¨nktes Funktional konstruiert werden.
Fu¨r dieses erha¨lt man mit dem Variationsprinzip von Ekeland eine
Palais-Smale-Folge. Im sublinearen Fall erhielten wir diese aus dem
Mountainpass-Lemma 1.5.
1.3.2 Verallgemeinerung der Ambrosetti-Brezis-Cerami Be-
dingung fu¨r die Konstruktion einer zweiten Lo¨sung
Wir betrachten an Stelle des Funktionals Iλ das Funktional I+λ : W
1,p
0 (Ω)→
R, definiert durch:
I+λ (u) =
∫
Ω
(
a(x)
p
|∇u|p − λ b(x)
q
(u+)q − c(x)
p∗
(u+)p
∗
)
dx.
Lemma 1.10 Fu¨r alle v ∈ Bε(u0) ⊂W 1,p0 (Ω) gilt:
I+λ (v) ≥ Iλ(v) ≥ Iλ(u0) = Iλ(u0),
wobei u0 die im Satz 1.8 konstruierte Lo¨sung ist.
!
Das Funktional I+λ erfu¨llt die folgende Palais-Smale-Bedingung:
Lemma 1.11 Sei λ > 0 genu¨gend klein und u0 ein lokales Minimum von
Iλ mit C0 = Iλ(u0) < 0. Dann erfu¨llt I+λ die (P.-S.)β-Bedingung mit
β = C0 +
1
n
Sn/pp
(
inf
x
a(x)
c(x)
n−p
n
)n/p
.
Beweis: Analog zu Lemma 1.4 folgt, dass die Palais-Smale-Folge {uj} be-
schra¨nkt ist. Somit existiert eine schwachkonvergente Teilfolge uj ⇀ u in
W 1,p0 (Ω). Wegen dem Kompaktheits-Lemma 1.3 ko¨nnen wir eine Teilfolge
mit den Eigenschaften (1.10) wa¨hlen. Wie im Lemma 1.4 folgt entweder
µi = 0 oder µi ≥ Sn/pp
(
inf
x
a(x)
c(x)
n−p
n
)n/p
, fu¨r i ∈ J
beziehungsweise
νi = 0 oder νi ≥ Sn/pp
(
inf
x
a(x)
c(x)
n−p
n
)n/p
, fu¨r i ∈ J.
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Es gilt
C0 +
1
n
Sn/pp
(
inf
x
a(x)
c(x)
n−p
n
)n/p
> C1 = lim
j→∞ I
+
λ (uj)
= lim
j→∞ I
+
λ (uj)−
1
p∗
〈DI+λ (uj), uj〉
=
1
n
∫
Ω
a|∇u|pdx− λ
(
1
q
− 1
p∗
)∫
Ω
b(u+)qdx
≥ 1
n
∫
Ω
a|∇u|pdx− λ
(
1
q
− 1
p∗
)∫
Ω
b|u|qdx
≥ 1
n
∫
Ω
a|∇u|pdx− λ
(
1
q
− 1
p∗
)
Sp,q(Ω, a, b)−q/p
(∫
Ω
a|∇u|pdx
)q/p
,
wobei u der schwache Grenzwert der Folge uj sei. Fu¨r den Minimierer gilt
I+λ (u0) = C0 < 0. Daraus folgt
1
n
‖u‖p − λ
(
1
q
− 1
p∗
)
Sp,q(Ω, a, b)−q/p‖u‖q < 1
n
Sn/pp
(
inf
x
a(x)
c(x)
n−p
n
)n/p
,
wobei ‖u‖ = (∫Ω a|∇u|pdx)1/p. Aus der Voraussetzung 1 < q < p erhalten
wir die Abscha¨tzung
‖u‖ < α(λ)Sn/p2p
(
inf
x
a(x)
c(x)
n−p
n
)n/p2
, (1.27)
wobei α(λ) → 1 fu¨r λ → 0 gilt. Sei g(t) = I+λ (t u‖u‖) fu¨r ‖u‖ '= 0 und g ≡ 0
fu¨r ‖u‖ = 0, daher
g(t) =
tp
p
− λ t
q
q ‖u‖q
∫
Ω
b(x)(u+)qdx− t
p∗
p∗ ‖u‖p∗
∫
Ω
c(x)(u+)p
∗
dx,
g′(t) = tp−1 − λ t
q−1
‖u‖q
∫
Ω
b(x)(u+)qdx− t
p∗−1
‖u‖p∗
∫
Ω
c(x)(u+)p
∗
dx.
Es gelten die beiden Eigenschaften:
1. Fu¨r den regula¨ren Teil von u ist g′(‖u‖) = 〈DI+λ (u), u/‖u‖〉 ≤ 0:
Sei ψ = 1− ϕ mit ϕ ∈ C∞0 (Ω) und
ϕ ≡ 1 inBε(xk), ϕ ≡ 0 inB2ε(xk)c, |ϕ| ≤ 1, |∇ϕ| ≤ 2ε ,
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wobei xk ∈ Ω im Tra¨ger des singula¨ren Teils von ν, µ sei. Dann erhal-
ten wir aus den Eigenschaften (1.10)
0 = lim
ε→0
(∫
Ω
ψdµ− λ
∫
Ω
ψ(u+)qdx−
∫
Ω
ψdν
)
≥
∫
Ω
a|∇u|pdx− λ
∫
Ω
(u+)qdx−
∫
Ω
(u+)p
∗
dx
= 〈DI+λ (u), u〉.
die Behauptung.
2. g(‖u‖) = I+λ (u) ≥ h(‖u‖), wobei
h(t) =
1
p
tp − λ
q
Sp,q(Ω, a, b)−q/ptq − 1
p∗
Sp,p∗(Ω, a, c)−p
∗/ptp
∗
,
wie anfangs Kapitel 1.3.1 definiert sei.
Fu¨r h(t) gilt
h
(
α(λ)Sn/p
2
p
(
inf
x
a(x)
c(x)
n−p
n
)n/p2 )
=
1
p
α(λ)p Sn/pp
(
inf
x
a(x)
c(x)
n−p
n
)n/p
− λ
q
Sp,q(Ω, a, b)−q/pα(λ)q Sn q/p
2
p
(
inf
x
a(x)
c(x)
n−p
n
)n q/p2
− 1
p∗
Sp,p∗(Ω, a, c)−p
∗/pα(λ)p
∗
Snp
∗/p2
p
(
inf
x
a(x)
c(x)
n−p
n
)np∗/p2
.
Fu¨r λ→ 0 erhalten wir:
h
α(λ)Sn/p2p
(
inf
x
a(x)
c(x)
n−p
n
)n/p2 ≥ 1
n
Sn/pp
(
inf
x
a(x)
c(x)
n−p
n
)n/p
> 0.
Wir erhalten somit fu¨r ein genu¨gend kleines λ
h
α(λ)Sn/p2p
(
inf
x
a(x)
c(x)
n−p
n
)n/p2 > 0.
Sei A = {t ≥ 0 : g′(t) ≤ 0} und mit A1 bezeichnen wir die Komponente von
A, die t = 0 entha¨lt. Der Bereich von A mit g(t) ≥ 0 sei mit A2 bezeichnet.
Aus (1.27) und den beiden Eigenschaften von g folgt ‖u‖ ∈ A1 ∪ A2 und
insbesondere
I+λ (u) = g(‖u‖) ≥ C0.
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Unter der Annahme, dass ein nichttrivialer singula¨rer Anteil µk0 , νk0 '= 0
existiert, erhalten wir den Widerspruch:
C0 +
1
n
Sn/pp
(
inf
x
a(x)
c(x)
n−p
n
)n/p
≤ I+λ (u) +
1
n
Sn/pp
(
inf
x
a(x)
c(x)
n−p
n
)n/p
≤ lim
j→∞ I
+
λ (uj) < C0 +
1
n
Sn/pp
(
inf
x
a(x)
c(x)
n−p
n
)n/p
,
wobei u den regula¨ren Teil bezeichnet. Es folgt die Behauptung analog zu
Lemma 1.4.
!
Aus |∇u|p = |∇u+|p + |∇u−|p folgt fu¨r alle v ∈ ∂Bε(u0) ⊂ W 1,p0 (Ω) mit
ε > 0 genu¨gend klein:
I+λ (v) =
∫
Ω
(
a
p
|∇v+|p + a
p
|∇v−|p − λ b
q
(v+)q − 1
p∗
c(u+)p
∗
)
dx ≥ δ > C0.
Das Funktional genu¨gt daher den Voraussetzungen des Mountainpass-Lem-
mas 1.5, mit u0 als strikt lokales Minimum. Aus dem obigen Lemma folgt
die Konvergenz der Palais-Smale-Folge, falls ein Mountainpass mit subkri-
tischem Niveau C1 < β existiert. Da das Maximum von h fu¨r t > 0 und
0 < λ ≤ λ0 positiv ist, kann wegen I+λ (u) ≥ h(‖u‖) die triviale Lo¨sung aus-
geschlossen werden. Es kann die Verallgemeinerung der Ambrosetti-Brezis-
Cerami Bedingung fu¨r die Konstruktion einer zweiten Lo¨sung im folgenden
Lemma zusammengefasst werden (vergleiche auch Azorero und Alonso [26]
sowie Ambrosetti, Brezis und Cerami [2]):
Lemma 1.12 Falls ein v ∈W 1,p0 (Ω) gefunden werden kann, fu¨r das
sup
t>0
I+λ (u0 + t v) < β = C0 +
1
n
Sn/pp
(
inf
x
a(x)
c(x)
n−p
n
)n/p
(1.28)
gilt, existiert ein kritischer Punkt u1 ∈W 1,p0 (Ω) fu¨r das Funktional I+λ mit
C0 < C1 = inf
γ∈P
sup
t∈[0,1]
I+λ (γ(t)),
wobei P = {γ ∈ C([0, 1],W 1,p0 (Ω)) : γ(0) = u0, γ(1) = u0 + t0 v} mit t0 > 0
genu¨gend gross so, dass I+λ (u0 + t0 v) < C0.
Die Bedingung (1.28) nachzuweisen ist im Allgemeinen schwierig. Unter
geeigneten Voraussetzungen konnte sie fu¨r a = b = c = 1 nachgewiesen
werden (siehe Azorero und Alonso [26]). Insofern ist das Lemma 1.12 nur
eine Vorbereitung fu¨r einen Existenzbeweis einer zweiten Lo¨sung fu¨r λ ∈
(λ∗,λ0) zu verstehen.
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1.4 Minimierung unter Nebenbedingung
Wir betrachten das Problem (1.1) mit b ≡ 0, und die Funktion f(x, u)
sei von der Form f(x, u) = λ b(x)uq−1 fu¨r eine neue Funktion b > 0 inΩ,
wobei 1 < q < p∗ sei. Mit Hilfe des freien Funktionals Iλ erhielten wir
in den vorhergehenden Kapiteln Existenzresultate. Ein alternativer Zugang
verwendet den verallgemeinerten Rayleigh-Quotienten Q : W 1,p,0 (Ω) \ {0}→
R, definiert durch
Qµ(v) :=
∫
Ω a|∇v|pdx− µ
∫
Ω b|v|qdx(∫
Ω c|v|p∗dx
)p/p∗ .
Sei v ein Minimierer von Qµ in W 1,p0 (Ω), dann folgt DQµ(v)φ = 0 fu¨r alle
φ ∈ C∞0 (Ω):
DQµ(v)φ =
p
∫
Ω a|∇v|p−2∇v∇φdx− µq
∫
Ω b|v|q−2vφdx(∫
Ω c|v|p∗dx
)p/p∗
− p
∫
Ω a|∇v|pdx− µ
∫
Ω b|v|qdx(∫
Ω c|v|p∗dx
) p
p∗+1
∫
Ω
c|v|p∗−2vφdx = 0 ∀ φ ∈ C∞0 (Ω).
Wir erhalten somit∫
Ω
a|∇v|p−2∇v∇φdx−µq
p
∫
Ω
b|v|q−2vφdx = K
∫
Ω
c|v|p∗−2vφdx ∀ φ ∈ C∞0 (Ω)
mit
K =
∫
Ω a|∇v|pdx− µ
∫
Ω b|v|qdx∫
Ω c|v|p∗dx
.
Sei u := K
1
p∗−p v und λ := µ qpK
(n−p)(p−q)
p2 , so erhalten wir:∫
Ω
a|∇u|p−2∇u∇φdx−λ
∫
Ω
b|u|q−2uφdx =
∫
Ω
c|u|p∗−2uφdx ∀ φ ∈ C∞0 (Ω).
Bemerkung 1.13 Damit u = K
1
p∗−p v mit λ = µ qpK
(n−p)(p−q)
p2 eine Lo¨sung
unseres urspru¨nglichen Problems ist, muss K > 0 erfu¨llt sein und somit
Qµ(v) > 0.
Bemerkung 1.14 Fu¨r den Fall q = p ist der Beweis mit Hilfe des freien
Funktionals Iλ(u) und dem Mountainpass-Lemma a¨quivalent zum Beweis
mit Hilfe des Quotienten Qµ(v). Es gilt u = K
1
p∗−p v und λ = µ. Siehe auch
Struwe [41, Chapter III.2].
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Sei
Qµ(Ω) = inf
v∈W 1,p0 (Ω)\{0}
Qµ(v).
Fu¨r alle µ ≥ 0 gilt Qµ(Ω) ≤ Sp,p∗(a, c,Ω). Im Allgemeinen wird Qµ(Ω)
nicht angenommen. Ein hinreichendes Kriterium fu¨r die Existenz eines Mi-
nimierers ist das folgende Lemma u¨ber konzentrierte Kompaktheit von Lions
[35]:
Lemma 1.15 (Lions) Sei Ω ein beschra¨nktes Gebiet in Rn, n ≥ 3. Falls
−∞ < c ≤ Qµ(Ω) < inf
x∈Ω
(
a(x)
c(x)
n−p
n
)
Sp
gilt, existiert ein v ∈W 1,p0 (Ω), v > 0 so, dass Qµ(Ω) = Qµ(v).
Fu¨r den Beweis sei an dieser Stelle der Einfachheit halber p = 2 und
a = b = c = 1.
Beweis: Wir folgen dem Beweis von Brezis und Lieb [12]. Unter der Vor-
aussetzung Qµ(v) ≥ c > −∞ fu¨r alle v ∈ W 1,20 (Ω) existiert das Infimum
Qµ(Ω). Es bleibt zu zeigen, dass Qµ(Ω) angenommen wird. Sei {vm} eine
Minimalfolge in W 1,20 (Ω) fu¨r Qµ(Ω), mit |vm|L2∗ = 1. Ohne Beschra¨nkung
der Allgemeinheit ko¨nnen wir annehmen, dass vm ≥ 0 gilt, da anderenfalls
vm durch |vm| ersetzt werden kann. Mit der Ho¨lder-Ungleichung folgt
Qµ(vm) =
∫
Ω
|∇vm|2dx− µ
∫
Ω
|vm|qdx ≥
∫
Ω
|∇vm|2dx− C.
Da {vm} in W 1,20 beschra¨nkt ist, ko¨nnen wir eine Teilfolge wa¨hlen, wieder
mit {vm} bezeichnet, so dass vm ⇀ v in W 1,20 (Ω), vm → v in Lr(Ω), r < 2∗
und |v|L2∗ ≤ 1 gilt. Nach dem Lemma von Lieb [12] gilt∫
Ω
(|vm|2∗ − |vm − v|2∗) dx =
∫
Ω
∫ 1
0
d
dt
(|vm + (t− 1)v|2∗) dtdx
= 2∗
∫ 1
0
∫
Ω
|vm + (t− 1)v|2∗−2 (vm + (t− 1)v) v dxdt
→ 2∗
∫ 1
0
∫
Ω
t v|t v|2∗−2 v dxdt =
∫
Ω
|v|2∗dx fu¨r m→∞
und∫
Ω
|∇vm|2dx−
∫
Ω
|∇(vm − v)|2dx→
∫
Ω
|∇v|2dx fu¨r m→∞. (1.29)
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Wir erhalten somit
Qµ = Qµ(vm) + o(1)=
∫
Ω
|∇(vm − v)|2dx +
∫
Ω
(|∇v|2 − µ|v|q) dx + o(1)
≥ S2
(∫
Ω
|vm − v|2∗dx
)2/2∗
+ Qµ
(∫
Ω
|v|2∗dx
)2/2∗
+ o(1)
≥ S2
∫
Ω
|vm − v|2∗dx + Qµ
∫
Ω
|v|2∗dx + o(1)
≥ (S2 −Qµ)
∫
Ω
|vm − v|2∗dx + Qµ + o(1).
Da nach Voraussetzung Qµ < S2 gilt, folgt vm → v in L2∗(Ω) und somit v ∈
M = {u ∈W 1,20 (Ω) : |u|L2∗ = 1}. Wegen der schwachen Unterhalbstetigkeit
der Norm in W 1,20 (Ω) folgt
Qµ(v) ≤ lim
m→∞Qµ(vm) = Qµ.
Da v ≥ 0 und v '= 0 folgt aus dem starken Maximumprinzip (siehe Struwe
[41, Theorem B.4]) v > 0 in Ω.
!
Bemerkung 1.16 Der Beweis fu¨r p '= 2 muss etwas anders gefu¨hrt werden,
da (1.29) fu¨r p '= 2 nicht richtig ist. Ein alternativer Beweis ist in Guedda
und Ve´ron [29, Lemma 3.3] zu finden.
Bemerkung 1.17 Die Voraussetzung Qµ(Ω) ≥ c > −∞ ist fu¨r µ ≤ 0 und
1 < q < p∗ immer erfu¨llt, da Qµ(v) > 0 fu¨r alle v ∈ W 1,p0 (Ω), v '= 0 gilt.
Somit existiert das Infimum Qµ(Ω).
Wir betrachten im Folgenden den Fall µ > 0. Unter der Voraussetzung
a, b > 0 in Ω existiert λ1 > 0 mit∫
Ω
a|∇ϕ|pdx− λ1
∫
Ω
b|ϕ|pdx ≥ 0 ∀ ϕ ∈W 1,p0 (Ω).
Aus der Sobolev-Ungleichung und der Ho¨lder-Ungleichung erhalten wir so-
mit fu¨r Qµ(v)
Qµ(v) ≥ Sp,p∗(Ω, a, c)
‖v‖p − µ
λ
q/p
1
C ‖v‖q
‖v‖p =Sp,p∗(Ω, a, c)
(
1− µ
λq/p1
C ‖v‖q−p
)
.
Fu¨r q = p gilt C = 1. Es folgt Qµ(Ω) ≥ 0 fu¨r µ < λ1 und Qµ(Ω) ≥ −c >
−∞, c ≥ 0 fu¨r µ ≥ λ1. Fu¨r q '= p ist Qµ(Ω) nicht beschra¨nkt, denn fu¨r
q > p folgt Qµ(v) → −∞ fu¨r ‖v‖ → ∞ und fu¨r q < p folgt Qµ(v) → −∞
fu¨r ‖v‖ → 0. Das Minimieren des Quotienten Qµ(v) funktioniert daher im
Fall µ > 0 nur fu¨r q = p.
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1.5 Zusammenfassung
Zusammenfassend ko¨nnen wir fu¨r das Problem
−"pu− λ b(x)uq−1 = c(x)up∗−1 inΩ ⊂ Rn
u > 0 inΩ
u = 0 auf ∂Ω,
(1.30)
mit a ∈ C1(Ω), a(x) > 0 in Ω, b, c ∈ L∞(Ω), b(x), c(x) > 0 in Ω, λ ≥ 0 und
1 < q < p∗ die folgenden Existenzaussagen festhalten (siehe Abbildung auch
1.3), wobei fu¨r den linearen Fall auf die Arbeit von Egnell [21] verwiesen sei:
1. Fu¨r den superlinearen Fall 1 < q < p: Es existiert ein Lo¨sungspfad
Γ = {(λ, u) : λ ∈ R, u ∈ W 1,p0 (Ω) ist eine Lo¨sung von (1.30)} aus null
mit λ ∈ (0,λ0), bestehend aus den Minimierern eines abgeschnitte-
nen Funktionals Jλ. Unter geeigneten Voraussetzungen existiert eine
zweite Lo¨sung fu¨r λ ∈ (λ∗q<p,λ0).
2. Fu¨r den linearen Fall q = p: Es existiert ein Lo¨sungspfad Γ aus dem
kleinsten positiven Eigenwert λ1 von −"p mit Dirichlet-Randwert fu¨r
λ ∈ (λ∗p=q,λ1). Siehe Egnell [21, Theorem I].
3. Fu¨r den sublinearen Fall p < q < p∗: Es existiert ein Lo¨sungspfad Γ
aus unendlich mit λ ∈ (λ∗q>p,+∞).
λ
| · |∞
λ∗p=q λ∗q>pλ∗q<p λ0 λ1
p = q
? q > p
q < p
Abbildung 1.3: Fu¨r q < p erhalten wir eine Ver-
zweigung aus λ = 0, fu¨r p = q aus λ = λ1 und
fu¨r q > p aus λ = +∞.
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Kapitel 2
Das
Brezis-Nirenberg-Problem
auf der Spha¨re
Im Folgenden werden wir uns auf das Brezis-Nirenberg-Problem auf der
Spha¨re konzentrieren. Das Brezis-Nirenberg-Problem hat seinen Ursprung
im Yamabe Problem: Gegeben sei eine n-dimensionale Riemannsche Man-
nigfaltigkeit (M, g) mit n ≥ 3. Gesucht ist die Existenz einer konformen
Metrik g′ auf der Mannigfaltigkeit so, dass die skalare Kru¨mmung R′ kon-
stant ist. Dieses Problem fu¨hrt uns zur nichtlinearen partiellen Differenzi-
algleichung
4(n− 1)
(n− 2) "gϕ + Rϕ = R
′ ϕ
n+2
n−2 .
Das Yamabe Problem sei als Motivation fu¨r die nichtlinearen partiellen Dif-
ferenzialgleichungen aufzufassen, die wir diskutieren werden. Im Folgenden
werden wir mit Hilfe der vorgestellten Methoden die Existenz von positiven
Lo¨sungen des Modell-Problems
−"pu− λuq−1 = up∗−1 in Ω′ ⊂ Sn
untersuchen. Mit Hilfe von numerischen Berechnungen untersuchen wir die
Parameterabha¨ngigkeit in λ, p und q. Die dabei verwendeten numerischen
Methoden werden im Kapitel 3 vorgestellt.
Aus dem vorangegangenen Kapitel ist klar, dass die Abha¨ngigkeit von
q grundlegender Bedeutung sein wird. Das Problem nennen wir wiederum
linear falls q = p, superlinear falls q < p und sublinear falls q > p gilt. Wir
werden diese Fa¨lle jeweils separat diskutieren, wobei wir das Problem fu¨r den
Laplace-Beltrami-Operator (p = 2) und den p-Laplace-Beltrami-Operator
(fu¨r p '= 2) getrennt betrachten werden. In einem ersten Schritt beweisen
wir ein allgemeines Existenz- und Nichtexistenzresultat. Das Nichtexistenz-
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resultat beinhaltet eine Antwort auf ein offenes Problem der Arbeit von
Bandle et. al. [6].
2.1 Stereographische Projektion und geoda¨tische
Koordinaten
Mit Sn bezeichnen wir die n-dimensionale Spha¨re:
Sn =
{
x ∈ Rn+1 : |x| =
√
x21 + . . . + x2n+1 = 1
}
.
Ohne Beschra¨nkung der Allgemeinheit sei X = (0, . . . , 0, 1) ∈ Sn der
Nordpol, und Y = (0, . . . , 0,−1) ∈ Sn sei der Su¨dpol. Sei Φ eine stereogra-
phische Abbildung, gegeben durch
Φ :
{
Sn → Rn
y 4→ x =
(
yi
1+yn+1
)
i=1,...,n
.
Dann ist die Spha¨re Sˆn = Sn \ {Y } konform zum euklidischen Raum Rn.
Die Metrik gij = ρ2δij ist gegeben durch
ρ(x) =
2
1 + |x|2
und (Rn, g) ist eine Repra¨sentation des Sˆn. Das spha¨rische Volumenelement
ist gegeben durch
dV =
√
g dx = ρndx.
Gebiete auf der Spha¨re Sn werden wir im Allgemeinen mit Ω′ bezeichnen.
Mit Ω ⊂ Rn bezeichnen wir die stereographische Projektion von Ω′ (siehe
Abbildung 2.1).
Mit der Notation der Einsteinschen Summenkonvention erhalten wir fu¨r
den Laplace-Beltrami-Operator das Dirichlet-Integral∫
Ω′
|∇Snu|2dV =
∫
Ω
gijuxiuxjρ
ndx =
∫
Ω
|∇u|2ρn−2dx.
Der Laplace-Beltrami-Operator "Sn ist gegeben durch
"Snu := 1√g
∂
∂xi
(√
g gij
∂u
∂xj
)
=
1
ρn
div(ρn−2∇u),
wobei g = det gij und gij die Komponenten der zum metrischen Tensor gij
inversen Matrix bezeichnet. Fu¨r den p-Laplace-Beltrami-Operator auf Sn
erhalten wir
"p,Snu := 1√g
∂
∂xi
(√
g (gµνuxµuxν )
p−2
2 gij
∂u
∂xj
)
=
1
ρn
div(ρn−p|∇u|p−2∇u).
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Rn
R
Sn
y ∈ Sn
x
θ/2
θ
r Ω
Ω′ = B′θ(0)
Abbildung 2.1: Stereographische Projek-
tion des Sn in den Rn.
Das Dirichlet-Integral ist in dem Fall gegeben durch∫
Ω′
|∇Snu|pdV =
∫
Ω
(gijuxiuxj )p/2ρndx =
∫
Ω
|∇u|pρn−pdx.
Definition 2.1 Die Bogenla¨nge θ = |y −X|Sn nennen wir geoda¨tische Ko-
ordinate, wobei X den Nordpol bezeichnet. Analog zum euklidischen Raum
sei B′Θ(0) ⊂ Sn eine geoda¨tische Kugel, gegeben durch die Menge
B′Θ(0) := {y ∈ Sn : |y −X|Sn < Θ}.
Bemerkung 2.2 Im (Rn, g) ist die geoda¨tische Koordinate gegeben durch
r = |x| = tan(θ/2)
und
Φ(B′Θ(0)) = BR(0) = {x ∈ Rn : |x|Rn < R},
wobei R durch R = tan(Θ/2) gegeben ist (siehe Abbildung 2.1).
2.2 Das Brezis-Nirenberg-Problem
Wir wenden uns nun dem Brezis-Nirenberg-Problem auf der Spha¨re zu:
−"p,Snu− λuq−1 = up∗−1 in Ω′ ⊂ Sn
u > 0 in Ω′
u = 0 auf ∂Ω′.
(2.1)
An das Gebiet Ω′ setzen wir voraus, dass Ω′ '= Sn und ohne Beschra¨nkung
der Allgemeinheit Y '∈ Ω′ gilt. Durch stereographische Projektion von
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Ω′ ⊂ Sn in den euklidischen Raum Rn erhalten wir das folgende zu (2.1)
a¨quivalente Problem:
−div(ρn−p|∇u|p−2∇u)− λρn uq−1 = ρn up∗−1 in Ω ⊂ Rn
u > 0 in Ω
u = 0 auf ∂Ω
ρ(x) =
2
1 + |x|2 ,
(2.2)
wobei wir mit Ω die stereographische Projektion von Ω′ bezeichnen. Un-
ter der Voraussetzung, dass der Rand genu¨gend regula¨r ist, sind schwache
Lo¨sungen der Gleichung (2.2) auch starke Lo¨sungen, daher u ∈ C1,α(Ω).
Aus der Theorie fu¨r lineare elliptische Operatoren erhalten wir fu¨r den Fall
p = 2 klassische Lo¨sungen. Die Details dazu ko¨nnen aus den folgenden
Referenzen entnommen werden: Guedda und Ve´ron [29], de The´lin [18],
Struwe [41], Diaz [20], Gilbarg und Trudinger [28]. Fu¨r den Fall p '= 2 sei
im Speziellen auf die Arbeit von Guedda und Ve´ron [29] verwiesen.
2.3 Allgemeines Existenzresultat
In der Arbeit von Bandle, Fleckinger und de The´lin [6] wird die Existenz
und Nichtexistenz von Minimierern des Sobolev-Einbettungs-Problems dis-
kutiert. Die variationelle Formulierung des Problems ist gegeben durch:
Sp,s(Ω) = inf
u∈K
∫
Ω
|∇u|pρn−pdx
mit K =
{
u ∈W 1,p0 (Ω),
∫
Ω
usρndx = 1
}
,
(2.3)
wobei das Gebiet Ω die stereographische Projektion von Ω′ ⊂ Sn ist. Falls
ein Minimierer u ∈ W 1,p0 (Ω) fu¨r das Problem (2.3) existiert, erfu¨llt dieser
unter geeigneter Skalierung die Euler-Gleichung
−div(ρn−p|∇u|p−2∇u) = ρn up∗−1 in Ω ⊂ Rn
u > 0 in Ω
u = 0 auf ∂Ω.
(2.4)
Diese Gleichung entspricht dem Problem (2.1) mit λ = 0, falls s = p∗. In
der Arbeit [6] wird das folgende Resultat bewiesen:
1. Fu¨r alle s > 0, 1 < p < n und s '= p existiert ein R0 ≥ 0 so, dass
das Problem (2.4) fu¨r alle R ≥ R0 in geoda¨tischen Kugeln BR(0) eine
Lo¨sung hat.
2. Fu¨r s > p∗ existieren keine rotationssymmetrischen Lo¨sungen in klei-
nen Kugeln.
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3. Im kritischen Fall s = p∗ hat das Problem (2.4) fu¨r p < (n+2)/3 in je-
der Kugel eine Lo¨sung. Wegen der Monotonie Sp,p∗(Ω) ≤ Sp,p∗(BR(0))
mit BR(0) ⊂ Ω, existiert daher in einem beliebigen Gebiet Ω eine
Lo¨sung. Fu¨r p ≥ (n + 1)/2 existieren in Kugeln mit R < 1 keine
rotationssymmetrischen Lo¨sungen.
Der folgende Satz ist eine Erweiterung des obigen Ergebnisses fu¨r den Fall
λ '= 0 und s = p∗.
Satz 2.3 Unter der Voraussetzung p < n+23 und p ≤ q < p∗ existiert fu¨r
das Problem (2.1) mit 0 ≤ λ < λ0(q) eine Lo¨sung u ∈W 1,p0 (Ω), wobei
λ0(q) =
{
λ1 fu¨r p = q
+∞ fu¨r p < q < p∗, (2.5)
und λ1 den kleinsten Eigenwert des p-Laplace-Beltrami-Operators mit Diri-
chlet-Randwert bezeichnet.
Beweis: Bandle, Fleckinger und de The´lin haben in [6] die Existenz einer
Lo¨sung w ∈W 1,p0 (Ω) fu¨r λ = 0 mit
Q0(w) =
∫
Ω ρ
n−p|∇w|pdx(∫
Ω ρ
n|w|p∗dx)p/p∗ < Sp
bewiesen. Fu¨r die Existenz einer Lo¨sung mit Hilfe des freien Funktionals Iλ,
folgt aus der lokalen Palais-Smale-Bedingung (P.-S.)β fu¨r Iλ mit q ≥ p, dass
die Bedingung supt≥0 I0(t w) < 1/nS
n/p
p erfu¨llt sein muss. Ferner nimmt das
Funktional I0(tw) das Maximum fu¨r
t0 =
(∫
Ω ρ
n−p|∇w|pdx∫
Ω ρ
n|w|p∗dx
) 1
p∗−p
an. Wir erhalten somit
sup
t≥0
I0(t w) ≤ I0(t0 w) = 1
n
( ∫
Ω ρ
n−p|∇w|pdx(∫
Ω ρ
n|w|p∗dx)p/p∗
)n/p
<
1
n
Sn/pp .
Fu¨r den Fall q > p folgt aus dem Satz 1.7 die Existenz von λ∗ so, dass fu¨r
alle λ > λ∗ eine Lo¨sung existiert. Da Iλ(u) in λ fu¨r ein festes u monoton
fallend ist, folgt λ∗ ≤ 0 aus der Existenz einer Lo¨sung fu¨r λ = 0 und somit
die Behauptung.
Fu¨r den Fall q = p verwenden wir das Lemma 1.15. Wir suchen daher
einen Minimierer v ∈W 1,p0 (Ω) des Funktionals
Qµ(v) =
∫
Ω ρ
n−p|∇v|pdx− µ ∫Ω ρn|v|pdx(∫
Ω ρ
n|v|p∗dx)p/p∗ .
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Die Existenz eines positiven Minimierers v folgt, falls ein v0 ∈ W 1,p0 (Ω)
existiert so, dass Qµ(v0) < Sp gilt. Die gesuchte Lo¨sung u fu¨r das Problem
(2.1) ist dann gegeben durch
u = K
1
p∗−p v und λ = µ
wobei
K =
∫
Ω ρ
n−p|∇v|pdx− µ ∫Ω ρn|v|pdx∫
Ω ρ
n|v|p∗dx > 0
erfu¨llt sein muss. Aus der Voraussetzung 0 ≤ λ < λ1 folgt K > 0 mit µ = λ
fu¨r alle v ∈ W 1,p0 (Ω). Da Qµ(v) in µ fu¨r ein festes v monoton fallend ist,
folgt die Behauptung mit v0 = w.
!
Bemerkung 2.4 Um aus der Verallgemeinerten Ambrosetti-Brezis-Cerami
Bedingung (1.28) eine Lo¨sungen fu¨r q < p und 0 < λ < λ0 zu erhalten, muss
die Bedingung
sup
t>0
I+λ (u0 + t v) < C0 +
1
n
Sn/pp
verifiziert werden. Fu¨r p ≥ 2 folgt aus dem Lemma 4.1 in Diaz [20]
sup
t≥0
I+λ (u0 + t v)− C0 = sup
t>0
I+λ (u0 + t v)− I+λ (u0)
≤ sup
t≥0
∫
Ω
(
ρn−p
p
(|∇u0 + t∇v|p − |∇u0|p)− λ t
q
q
ρn(v+)q − t
p∗
p∗
ρn(v+)p
∗
)
dx
≤ sup
t≥0
∫
Ω
(
ρn−p
p
(|∇u0 + t∇v|p − |∇u0|p)− λ t
q
q
ρn(v+)q − t
p∗
p∗
ρn(v+)p
∗
)
dx
≤ sup
t≥0
∫
Ω
(
ρn−p
p
(
tp|∇v|p + (t|∇u0|p−2 + tp−1|∇v|p−2)|∇u0 ·∇v|
)
− λ t
q
q
ρn(v+)q − t
p∗
p∗
ρn(v+)p
∗
)
dx
Die von Bandle, Fleckinger und de The´lin in [6] verwendete Funktion ψε hat
fu¨r p < n+23 die Eigenschaft:
sup
t≥0
[ ∫
Ω
(
ρn−p
p
tp|∇ψε|p − t
p∗
p∗
ρn(ψ+ε )
p∗
)
dx︸ ︷︷ ︸
1/nS
n/p
p −O(εα)<1/nSn/pp
+
∫
Ω
(
ρn−p
p
(
(t|∇u0|p−2 + tp−1|∇ψε|p−2)|∇u0 ·∇ψε|
)− λ tq
q
ρn(ψ+ε )
q
)
dx︸ ︷︷ ︸
=O(εβ)
]
.
Falls gezeigt werden kann, dass α < β gilt, wu¨rde die Existenz einer zweiten
Lo¨sung fu¨r ein genu¨gend kleines ε > 0 folgen. Dies ist jedoch offen.
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2.4 Allgemeines Nichtexistenzresultat
2.4.1 Sternfo¨rmige Gebiete
Wir betrachten das Problem (2.2) und schreiben anstelle der kritischen Po-
tenz p∗ − 1 eine allgemeine Potenz s− 1
−div(ρn−p|∇u|p−2∇u)− λρnuq−1 = ρnus−1 in Ω ⊂ Rn
u > 0 in Ω
u = 0 auf ∂Ω.
(2.6)
Definition 2.5 Das Gebiet Ω ⊂ Rn heisst sternfo¨rmig (bezu¨glich 0), wenn
mit jedem Punkt x ∈ Ω die ganze Strecke [0, x] in Ω liegt.
Satz 2.6 Sei Ω sternfo¨rmig, λ < 0, q < s und s > p∗ = npn−p . Dann existiert
fu¨r (2.6) in kleinen Gebieten mit
R2 < min
{
s− q
s + q
,
s− p∗
s + p∗
}
, R = max{|x| : x ∈ Ω} (2.7)
keine Lo¨sung u ∈W 1,p0 (Ω) mit |u|Ls <∞.
Beweis: Sei u ∈ W 1,p0 (Ω) eine schwache Lo¨sung von (2.6) mit |u|Ls < ∞.
Dann erhalten wir aus dem Korollar B.2 die Pohozaev-Identita¨t
p− 1
p
∫
∂Ω
ρn−p
∣∣∣∣∂u∂ν
∣∣∣∣p (x · ν) do =∫
Ω
[
− n− p
p
(1− |x|2
1 + |x|2
)
+
n
s
]
ρn−p|∇u|pdx+
+
∫
Ω
(
λ
[n
q
(1− |x|2
1 + |x|2
)
− n
s
]
ρnuq − n
s
ρn+1|x|2us
)
dx.
Aus der Voraussetzung (2.7) folgt
−n− p
p
(1− |x|2
1 + |x|2
)
+
n
s
< 0 ∀ x ∈ Ω (2.8)
und
n
q
(1− |x|2
1 + |x|2
)
− n
s
> 0 ∀ x ∈ Ω. (2.9)
Fu¨r Ω sternfo¨rmig folgt x · ν ≥ 0 auf ∂Ω. Somit folgt aus der Pohozaev-
Identita¨t die Behauptung.
!
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2.4.2 Geoda¨tische Kugeln
Aus dem Satz 2.6 erhalten wir fu¨r s = p∗ und Ω sternfo¨rmig keine Aus-
sage. Ferner sind Lo¨sungen von (2.2) fu¨r p = 2 in rotationssymmetrischen
Gebieten rotationssymmetrisch (siehe Brock und Prajapat [15], Gidas, Ni
und Nirenberg [27], Padilla [37], Kumaresan und Prajapat [33]). Wir be-
schra¨nken uns daher im Folgenden auf rotationssymmetrische Lo¨sungen in
geoda¨tischen Kugeln. Sei Ω = BR(0) ⊂ Rn und u eine schwache Lo¨sung von
−(ρn−prn−1|u′|p−2u′)′ − λρnrn−1uq−1 = ρnrn−1up∗−1 in (0, R)
u > 0 in (0, R)
u′(0) = u(R) = 0,
(2.10)
mit 1 < p < n, n ≥ 3 und 1 < q < p∗. Durch Testen der Gleichung (2.10)
mit a(r)u(r) + b(r)u′(r) erhalten wir die folgenden Ausdru¨cke:
1.
−
∫ R
0
(
ρn−prn−1︸ ︷︷ ︸
=:σ
|u′|p−2u′
)′
(au + bu′)dr =
− p− 1
p
C1 +
∫ R
0
σ|u′|p−2u′ua′dr +
∫ R
0
σ|u′|p(a + p− 1
p
b′)dr
− 1
p
∫ R
0
σ′|u′|pbdr,
(2.11)
wobei die Konstante C1 durch C1 = Rn−1ρ(R)n−p|u′(R)|pb(R) gegeben
ist.
2. ∫ R
0
ρnrn−1︸ ︷︷ ︸
=:τ
(λuq−1 + up
∗−1)(au + bu′)dr =
∫ R
0
τ(λuq + up
∗
)adr −
∫ R
0
(τ ′b + τb′)
(λ
q
uq +
1
p∗
up
∗)
dr.
(2.12)
Wir betrachten nun die Koeffizienten der beiden Gleichungen (2.11) und
(2.12):
|u′|p : −σ
(
a +
p− 1
p
b′
)
+
1
p
σ′b =: A
|u′|p−2u′u : −σa′ =: B
|u|q : λτ a− (τ ′b + τb′)λ
q
=: C
|u|p∗ : τa− (τ ′b + τb′) 1
p∗
=: D
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Mit a = 1 folgt B ≡ 0. Wir erhalten somit die Identita¨t
−p− 1
p
C1 −
∫ R
0
A |u′|pdr =
∫ R
0
C |u|q + D |u|p∗dr. (2.13)
Wir lo¨sen die Differenzialgleichung A = 0:(
1− n + (1 + n− 2 p) r2) b(r) + (r + r3) (p + (p− 1) b′(r)) = 0
mit der Anfangsbedingung b(0) = 0 und erhalten fu¨r b(r) den Ausdruck
b(r) =
p
n− p
r
(1 + r2)
n−p
p−1
F2 1
(
n− p
2(1− p) ,−
n− p
p− 1 ,
3p− n− 2
2(p− 1) ,−r
2
)
.
Die hypergeometrische Funktion F2 1 la¨sst sich als Reihe darstellen:
F2 1(a, b, c, z) =
∞∑
k=0
(a)k (b)k
(c)k
zk/k!,
wobei (·)k fu¨r das Pochhammersymbol steht. Es gilt
(a)k = a(a + 1) . . . (a + k − 1) = Γ(a + k)/Γ(a).
Fu¨r C und D erhalten wir
C =λ
ρn rn−1
(n− p)(p− 1)q
[
(n− p) (p(q + 1)− q)
− p
2(n− 1)(1− r2)
(1 + r2)
n−1
p−1
F2 1
(
n− p
2(1− p) ,−
n− p
p− 1 ,
3p− n− 2
2(p− 1) ,−r
2
)]
D =
ρn rn−1 (n− 1) p
n (p− 1)
[
1−
(
1− r2)
(1 + r2)
n−1
p−1
·
· F2 1
(
n− p
2(1− p) ,−
n− p
p− 1 ,
3p− n− 2
2(p− 1) ,−r
2
)]
.
Es folgt fu¨r die Identita¨t (2.13)
−p− 1
p
Rn−1ρ(R)n−p|u′(R)|pb(R) =
∫ R
0
C |u|q + D |u|p∗dr. (2.14)
Fu¨r r klein ist die hypergeometrische Funktion F2 1 gegeben durch
F2 1
( n− p
2(1− p) ,−
n− p
p− 1 ,
3p− n− 2
2(p− 1) ,−r
2
)
=
= 1 +
(n− p)2 r2
(2 + n− 3 p) (p− 1) +
(1 + n− 2 p) (n− p)2 r4
2 (4 + n− 5 p) (p− 1)2
+
(2 + n− 3 p) (1 + n− 2 p) (n− p)2 r6
6 (6 + n− 7 p) (p− 1)3 + O(r
8).
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Diese Reihenentwicklung von F2 1 setzen wir in C und D ein:
C =λ
ρn rn−1
(n− p)(p− 1)q
(
− ((p− 1)(n(p− q) + p q))
− 4 (n− 1) (p− 1) p
2 r2
2 + n− 3 p −
8 (n− 1) (p− 1) p2 (−2 + n + p) r4
(4 + n− 5 p) (2 + n− 3 p)
− 12(n− 1)(p− 1)p
2(8 + n2 − 10p + 3p2 + n(4p− 6))r6
(6 + n− 7p)(4 + n− 5p)(2 + n− 3p) + O(r
8)
)
D =
ρn rn−1 (n− 1) p
n (p− 1)
(
− 4 (p− 1) r
2
2 + n− 3 p −
8 (p− 1) (−2 + n + p) r4
(4 + n− 5 p) (2 + n− 3 p)
− 12 (p− 1) (−2 + n + p) (−4 + n + 3 p) r
6
(6 + n− 7 p) (4 + n− 5 p) (2 + n− 3 p) + O(r
8)
)
.
Fu¨r r klein folgt nun
C ≥ 0 falls
{
q ≥ npn−p , λ > 0
q < npn−p , λ ≤ 0
(2.15)
D > 0 falls p >
n + 2
3
. (2.16)
Der Fall λ > 0 ist insofern uninteressant, als dass uq eine subkritische
Sto¨rung sein soll. Wir ko¨nnen das Resultat im folgenden Satz zusammen-
fassen:
Satz 2.7 Sei 1 < q < p∗, λ ≤ 0 und p > n+23 , dann existiert ein R0(n, p, q) >
0 so, dass fu¨r R < R0 das Randwertproblem (2.10) keine Lo¨sung hat. Ins-
besondere hat das Problem (2.1) in Ω = BR(0) keine rotationssymmetrische
Lo¨sung.
Bemerkung 2.8 Im Fall p = 2 sind Lo¨sungen von (2.1) in Ω = BR(0)
rotationssymmetrisch (siehe Gidas, Ni und Nirenberg [27]). Wir erhalten
daher fu¨r n = 3 die Nichtexistenz von Lo¨sungen fu¨r das Problem (2.1) in
Ω = BR(0).
Korollar 2.9 Sei p > n+23 . Unter der Voraussetzung q = p oder λ = 0 ist
der kritische Radius R0(n, p, q) gegeben durch eine Funktion einer Vera¨nder-
lichen R0(t) mit
t(n, p) =
3 p− n− 2
2(n− 1) ∈ (0, 1).
Beweis: Setze p(t) = (1− t)n+23 + t n, dann folgt mit der Bezeichnung
F2 1 = F2 1
(
− 1− t
1 + 2t
,−2(1− t)
1 + 2t
,
3t
1 + 2t
,−r2
)
:
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b(r) =
(
3n
2(n− 1)(1− t) − 1
)
r
(1 + r2)
2(1−t)
1+2t
F2 1,
C =λρnrn−1
n + 2 + 2t (n− 1)
2(n− 1)(1− t)(1 + 2t)
[
2(1− t)− 3(1− r2) F2 1
]
D =ρn rn−1
2 + n + 2(n− 1)t
n(1 + 2t)
[
1−
(
1− r2)
(1 + r2)
3
1+2t
F2 1
]
.
Da der Vorzeichenwechsel dieser Ausdru¨cke nur von t abha¨ngt, folgt die
Behauptung.
!
Bemerkung 2.10 Der Satz 2.7 gibt eine Antwort auf eine offene Frage in
Bandle et al. [6]: Fu¨r p ∈ (n+23 , n+12 ) und s = p∗ folgt aus dem obigen
Resultat fu¨r kleine Kugeln BR(0) mit R < R0 die Nichtexistenz von rotati-
onssymmetrischen Lo¨sungen.
Bemerkung 2.11 Der kritische Radius R0 kann numerisch berechnet wer-
den (siehe Abbildung 2.2).
0.2 0.4 0.6 0.8 1
0.5
1
1.5
2
2.5
3
n
Θ0 = pi
R0 =∞
Θ0 = pi/2
R0 = 1
n+1
2
t
p = n+23
Θ0 fu¨r λ = 0
Θ0 fu¨r q = p,λ < 0
Abbildung 2.2: R0 = tanΘ0/2 in Abha¨ngigkeit von t, fu¨r
λ = 0 und p = q mit λ < 0. Die dicken gestrichelten Linien
stehen fu¨r die Beispiele aus der folgenden Bemerkung.
1. Sei λ = 0. Da D fu¨r p > n+23 fu¨r alle r > 0 positiv ist, ist R0 durch die
erste Nullstelle von b(r) bestimmt. Die Nullstelle von b(r) ist gegeben
durch die Gleichung
F2 1
(
− 1− t
1 + 2t
,−2(1− t)
1 + 2t
,
3t
1 + 2t
,−r2
)
= 0.
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Fu¨r p = n+12 folgt t = 1/4 und F2 1(−1/2,−1, 1/2,−r2) = 1−r2. Somit
erhalten wir R0 = 1, bzw. Θ0 = pi/2.
2. Sei q = p, dann ist R0 gegeben durch das Minimum der Nullstellen
von b und C. Aus den numerischen Berechnungen folgt, dass R0 durch
die Nullstelle von C bestimmt wird. Daher durch die Gleichung[
2(1− t)− 3(1− r2) F2 1
(
− 1− t
1 + 2t
,−2(1− t)
1 + 2t
,
3t
1 + 2t
,−r2
)]
= 0.
3. Fu¨r q '= p muss fu¨r jede Dimension n die Schranke R0(n, p, q,λ) separat
berechnet werden.
Bemerkung 2.12 Eine interessante Frage, die in der Arbeit Bandle, Pele-
tier und Stingelin[8] diskutiert werden soll, ist ob die Schranke R0 aus dem
Nichtexistenzresultat scharf ist oder nicht. Numerisch kann die Existenz
von Lo¨sungen fu¨r λ = 0 in Kugeln BR(0) mit Radius R > R0 beobachtet
werden. In der Abbildung 2.3 sind die folgenden Beispiele berechnet:
t = 0.05 t = 0.25 t = 0.625
Θ0 ≈ 0.59 Θ0 = pi/2 Θ0 ≈ 2.85
n = 3 p = 1.73¯ p = 2 p = 2.5
n = 4 p = 2.1 p = 2.5 p = 3.25
n = 5 p = 2.46¯ p = 3 p = 4
Die Beispiele sind als dicke gestrichelte Linien auch in der Abbildung 2.2
gekennzeichnet.
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0.5
1
1.5
2
2.5
3Θ
t = 0.05
Θ0 ≈ 0.59
u0
Θ
t = 0.25 Θ0 = pi/2
u0
Θ
t = 0.625
Θ0 ≈ 2.85
u0
n = 5 n = 4 n = 3
Abbildung 2.3: Θ(u0) = 2 arctanR(u0), wobei R(u0) =
min{r > 0 : u(r;u0) = 0}, mit u(r;u0) ist die Lo¨sung des
zum Randwertproblem (2.10) analogen Anfangswertproblem
(3.1) (siehe Kapitel 3.2).
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2.5 Der lineare Fall
2.5.1 p = 2
Wir konzentrieren uns nun auf den linearen Fall des Brezis-Nirenberg-Prob-
lems. Fu¨r p = q = 2 erhalten wir das Problem:
−"Snu− λu = u
n+2
n−2 in Ω′ ⊂ Sn
u > 0 in Ω′
u = 0 auf ∂Ω′.
(2.17)
Das a¨quivalente Problem in Rn ist gegeben durch
−div(ρn−2∇u)− λ ρn u = ρn un+2n−2 in Ω ⊂ Rn
u > 0 in Ω
u = 0 auf ∂Ω.
(2.18)
Es wird sich zeigen, dass in diesem Fall das mit dem Lemma A.1 transfor-
mierte Problem am einfachsten zu handhaben ist. Mit der Transformation
u = ρ−
n−2
2 v erhalten wir fu¨r das Problem (2.18)
−"v − n(n− 2)
4
ρ2v − λ ρ2v = v n+2n−2 in Ω
v > 0 in Ω
v = 0 auf ∂Ω.
(2.19)
Die Abbildung 2.4 gibt eine U¨bersicht der Existenz- und Nichtexistenzre-
sultate in diesem Fall. Die mit einem Fragezeichen bezeichneten Gebiete
werden im Kapitel 2.9 separat diskutiert.
In [4] haben Bandle und Benguria den Fall n = 3 betrachtet. Der
Vollsta¨ndigkeit halber sei hier das Resultat erwa¨hnt:
Satz 2.13 (Bandle, Benguria) Das Problem (2.17) hat fu¨r Ω = BR(0),
λ ∈ (λ∗,λ1) und n = 3 eine rotationssymmetrische Lo¨sung u ∈W 1,20 (BR(0)),
wobei λ1 der kleinste Eigenwert des Laplace-Beltrami-Operators −"S3 mit
Dirichlet-Randwert bezeichnet.
Sei Θ = θ(R) der Radius der Kugel BR(0) in den θ-Koordinaten. Dann
ist λ∗ = pi2−4Θ24Θ2 und λ1 =
pi2−Θ2
Θ2 .
Fu¨r n ≥ 4 erhalten wir ein analoges Resultat, wobei das Gebiet Ω in dem
Fall ein beliebiges Gebiet ist.
Satz 2.14 Das Problem (2.18) hat fu¨r λ ∈
(
−n(n−2)4 ,λ1
)
und n ≥ 4 eine
Lo¨sung u ∈W 1,20 (Ω), wobei λ1 der kleinste Eigenwert des Laplace-Beltrami-
Operators −"Sn mit Dirichlet-Randwert bezeichnet.
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n = 3 n ≥ 4λ λ
λ∗
λ1 λ1
pi/2pi/2
Θ = pi pi
Θ−34
−n(n−2)4
ν ν
!3
!3
!2
∃(!)1
!1!1
∃(!)1
!2
!3
? ?
Abbildung 2.4: Zusammenfassung fu¨r den Fall n = 3 und n ≥
4. Fu¨r Ω haben wir die folgenden Voraussetzungen: ·1 = Ω
beliebig, ·2 = Ω sternfo¨rmig, ·3 = Ω geoda¨tische Kugel. Die
Eindeutigkeit ∃(!) der Lo¨sung gilt, falls Ω = BR(0).
Fu¨r den Beweis des Satzes verwenden wir die folgende Notation: Sei
ε > 0 gegeben, und die Funktion ψε wie folgt definiert:
ψε(x) = φ(x)uε(x)
fu¨r x ∈ Ω und φ ∈ C∞0 (Bρ(0)) mit φ ≡ 1 fu¨r x ∈ Bρ/2(0) und
uε(x) =
(n(n− 2)ε2)n−24
(ε2 + |x|2)n−22
.
Es gilt das Lemma
Lemma 2.15 Fu¨r n ≥ 4 gilt
‖ψε‖2 = Sn/22 + O(εn−2), (2.20)
|ψε|2∗L2∗ = Sn/22 + O(εn), (2.21)∫
Ω
ρ2|ψε|2dx ≥
{
C1ε2| log(ε)|+ O(ε2) fu¨r n = 4
C2ε2 + O(εn−2) fu¨r n > 4.
(2.22)
Beweis: Die ersten beiden Integrale sind standard (siehe Struwe [41,
Chapter III.2]). Wir betrachten daher das letzte Integral:∫
Ω
ρ2|ψε|2dx =
∫
Ω
ρ2(φ2 − 1)u2εdx +
∫
Ω
ρ2u2εdx
=
∫
Ω\Bρ/2(0)
ρ2(φ2 − 1)(n(n− 2)ε
2)
n−2
2
(ε2 + |x|2)n−2 dx +
∫
Ω
ρ2
(n(n− 2)ε2)n−22
(ε2 + |x|2)n−2 dx
= Cεn−2 +
∫
Ω
ρ2
(n(n− 2)ε2)n−22
(ε2 + |x|2)n−2 dx.
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n = 3 n ≥ 4λ λ
λ∗
λ1 λ1
1 1Θ Θ
3
4
1 n(n−2)
4
∃(!)1
!1!1
∃(!)1
!2 !2
!3
(a) Situation im hyperbolischen Fall Hn. Fu¨r n = 3 gilt λ∗ = 1 + pi2
4Θ2
und λ1 = 1 + pi
2
Θ2
in Kugeln Ω = BΘ(0) mit Θ = 2arctanhR. Siehe
Stapelkamp [40].
n = 3 n ≥ 4λ λ
λ∗
λ1 λ1
∞ ∞
R R
∃(!)1
!1!1
∃(!)1
!3
!2 !2
(b) Situation im euklidischen Fall Rn. Fu¨r n = 3 gilt λ∗ = 14λ1 und
λ1 = pi
2
R2
in Kugeln Ω = BR(0). Siehe Brezis und Nirenberg [13].
Abbildung 2.5: Gegenu¨berstellung der Ergebnisse in Hn und Rn
fu¨r den Fall n = 3 und n ≥ 4. Fu¨r Ω haben wir die folgenden
Voraussetzungen: ·1 = Ω beliebig, ·2 = Ω sternfo¨rmig, ·3 = Ω
geoda¨tische Kugel. Die Eindeutigkeit ∃(!) der Lo¨sung gilt, falls
Ω = BR(0).
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Es bleibt der letzte Term abzuscha¨tzen. Sei R > 0 so, dass BR(0) ⊂ Ω gilt,
dann erhalten wir∫
Ω
ρ2
(n(n− 2)ε2)n−22
(ε2 + |x|2)n−2 dx ≥
∫
BR(0)
ρ2
(n(n− 2)ε2)n−22
(ε2 + |x|2)n−2 dx
= |Sn|
∫ R
0
ρ2
(n(n− 2)ε2)n−22
(ε2 + |x|2)n−2 r
n−1dr ≥ |Sn|
[∫ ε
0
. . . dr +
∫ R
ε
. . . dr
]
.
Diese beiden Teilintegrale ko¨nnen folgendermassen abgescha¨tzt werden:∫ ε
0
ρ2
(n(n− 2)ε2)n−22
(ε2 + |x|2)n−2 r
n−1dr ≥ ρ(ε)2
∫ ε
0
(n(n− 2)ε2)n−22
(2ε2)n−2
rn−1dr
= C εn−2−2n+4+n = C ε2
und∫ R
ε
ρ2
(n(n− 2)ε2)n−22
(ε2 + |x|2)n−2 r
n−1dr ≥ ρ(R)2
∫ R
ε
(n(n− 2)ε2)n−22
(2r2)n−2
rn−1dr
= C εn−2
∫ R
ε
1
rn−3
dr =
{
C1 ε2| log(ε)|+ C2 ε2 fu¨r n = 4
C1 ε2 + C2 εn−2 fu¨r n ≥ 4.
Aus den verschiedenen Termen erhalten wir die Behauptung.
!
Mit diesem Lemma und dem Mountainpass-Lemma 1.5 folgt der Beweis
des Satzes 2.14:
Beweis Satz 2.14: Wir betrachten das zu (2.18) a¨quivalente Problem
(2.19) (vergleiche Lemma A.1). Das zugeho¨rige Funktional ist gegeben durch
Iµ(v) =
∫
Ω
(
1
2
|∇v|2 − µ
2
ρ2|v|2 − 1
2∗
|v|2∗
)
dx,
mit µ = n(n−2)4 + λ. Aus dem Lemma 1.4 folgt, dass das Funktional Iµ
die lokale Palais-Smale-Bedingung (P.-S.)β mit β = 1nS
n/2
2 erfu¨llt. Fu¨r die
Existenz einer Lo¨sung mit Hilfe des Mountainpass-Lemmas 1.5 bleibt zu
zeigen, dass fu¨r µ > 0
c0 = inf
P∈P
max
w∈P
Iµ(w) <
1
n
Sn/22 (2.23)
gilt, wobeiP die Klasse der stetigen Wege von 0 nach v1, fu¨r eine geeignete
Funktion v1 mit Iµ(v1) ≤ 0, bezeichnet. Sei v1 = t1 v0 mit t1 > 0 genu¨gend
gross so, dass Iµ(t1 v0) ≤ 0. Die Bedingung (2.23) folgt, falls
sup
t≥0
Iµ(t v0) = sup
t≥0
∫
Ω
(
t2
2
(|∇v0|2 − µ ρ2|v0|2)− t2∗2∗ |v0|2∗
)
dx <
1
n
Sn/22
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erfu¨llt ist. Fu¨r ein festes v0 wird das Supremum supt≥0 Iµ(t v0) fu¨r
t2
∗−2
0 =
∫
Ω
(|∇v0|2 − µ ρ2|v0|2) dx∫
Ω |v0|2∗dx
angenommen. Das t0 in der Bedingung Iµ(t0v0) < 1nS
n/2
2 eingesetzt ergibt
die zu (2.23) a¨quivalente Bedingung∫
Ω
(|∇v0|2 − µ ρ2|v0|2) dx(∫
Ω |v0|2∗dx
)2/2∗ < S2. (2.24)
Sei v0 = ψε, dann erhalten wir mit dem Lemma 2.15 fu¨r n = 4
Sn/22 − µC1 ε2| log(ε)|+ O(εn−2)
S
n−2
2
2 + O(ε2)
= S2 − µCε2| log(ε)|+ O(εn−2) < S2
und fu¨r n > 4
S2 − µCε2 + O(εn−2) < S2,
mit ε genu¨gend klein. Mit u = ρ−
n−2
2 v folgt die Behauptung. !
Bemerkung 2.16 Fu¨r das Problem (2.18) kann die Existenz auch ohne
Transformation gezeigt werden. Das zugeho¨rige Funktional ist dann gegeben
durch
Iλ(u) =
1
2
∫
Ω
ρn−2|∇u|2 − λ ρn |u|2dx− 1
2∗
∫
Ω
ρn |u|2∗dx.
Als geeignete Testfunktion verwendet man in dem Fall die Funktion u˜∗ε =
ρ−
n−2
2 uε φ (siehe auch Lemma A.2).
Satz 2.17 Sei λ1 > 0 der kleinste Eigenwert des Laplace-Beltrami-Operators
−"Sn mit Dirichlet-Randwert, dann hat das Problem (2.17) fu¨r λ ≥ λ1 keine
Lo¨sung.
Beweis: Sei φ die zum kleinsten Eigenwert geho¨rige positive Eigenfunk-
tion des Laplace-Beltrami-Operators −"Sn mit Dirichlet-Randwert. Die
Funktion φ erfu¨llt daher die Gleichung
−
∫
Ω′
"Snφ ψ dV − λ1
∫
Ω′
φψ dV = 0 ∀ψ ∈ C∞0 (Ω′). (2.25)
Wir testen die Gleichung (2.17) mit φ und erhalten
−
∫
Ω′
"Snu φ dV − λ
∫
Ω′
uφ dV =
∫
Ω′
u
n+2
n−2φ dV.
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Nach zweifacher partieller Integration erhalten wir
−
∫
Ω′
u "Snφ dV − λ
∫
Ω′
uφ dV =
∫
Ω′
u
n+2
n−2φ dV.
Mit (2.25) erhalten wir∫
Ω′
(λ1 − λ)uφ dV =
∫
Ω′
u
n+2
n−2φ dV
und fu¨r λ ≥ λ1 folgt die Behauptung. !
Das Nichtexistenzresultat von Bandle und Benguria [4] kann auch fu¨r
Dimensionen n ≥ 4 bewiesen werden. Der folgende Satz beinhaltet zudem
eine Verallgemeinerung des Resultates von Bandle und Benguria fu¨r n = 3
in sternfo¨rmigen Gebieten.
Satz 2.18 Sei Ω ⊂ Rn, n ≥ 3 sternfo¨rmig und max{|x| : x ∈ Ω} < 1, dann
hat das Problem (2.17) fu¨r λ < −n(n−2)4 keine Lo¨sung.
Beweis: Wir verwenden die Darstellung (2.19). Sei v ∈ W 1,20 (Ω) eine
Lo¨sung von (2.19). Aus dem Lemma B.1 mit G(x, u) =
(
n(n−2)
8 +
λ
2
)
ρ2|v|2+
1
2∗ |v|2
∗ erhalten wir die Pohozaev-Identita¨t
1
2
∫
∂Ω
∣∣∣∣∂v∂ν
∣∣∣∣2 (x · ν)do = n− 22
∫
Ω
(
−|∇v|2 + v2∗
)
dx
+
n
2
∫
Ω
(
n(n− 2)
4
+ λ
)
ρ2v2dx−
∫
Ω
(
n(n− 2)
4
+ λ
)
ρ3|x|2v2dx.
Mit Hilfe der schwachen Gleichung fu¨r v erhalten wir
1
2
∫
∂Ω
∣∣∣∣∂v∂ν
∣∣∣∣2 (x · ν)do = ∫
Ω
(
n(n− 2)
4
+ λ
)
ρ2
1− |x|2
1 + |x|2 v
2dx.
Fu¨r λ < −n(n−2)4 und max{|x| : x ∈ Ω} < 1 folgt die Behauptung.
!
Vermutung 2.19 Sei Ω = BR(0) und R > 1, dann existiert eine Funktion
ν(R) < −n(n−2)4 so, dass fu¨r λ ∈
(
ν(R),−n(n−2)4
)
das Problem (2.18) keine
rotationssymmetrische Lo¨sung besitzt.
Fu¨r n = 3 haben Bandle und Benguria in [4] einen Beweis gegeben.
Numerische Berechnungen lassen vermuten, dass die Behauptung auch fu¨r
n ≥ 4 richtig ist (vergleiche Abbildung 2.4). Im Folgenden soll eine Beweis-
idee gegeben werden.
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Beweisidee: Rotationssymmetrische Lo¨sungen des Problems (2.19) genu¨gen
der Gleichung
−v′′(r)− n− 1
r
v′ = µ ρ2v + v
n+2
n−2
v′(0) = v(R) = 0
(2.26)
mit µ = n(n−2)4 + λ. Die Gleichung mit a v + b v
′ getestet ergibt[
1
2
a′v2 − a v v′ − 1
2
b v′2
]R
0
+
∫ R
0
(
a +
b′
2
− n− 1
r
b
)
v′2dr −
∫ R
0
a′′
2
v2dr
−
[
n− 1
2r
a v2
]R
0
+
∫ R
0
n− 1
2
(
− 1
r2
a +
1
r
a′
)
v2dr
=
[
µ
2
ρ2 b v2 +
1
2∗
b v2
∗
]R
0
+
∫ R
0
µ(ρ2a− ρ ρ′b− 1
2
ρ2b′)v2dr
+
∫ R
0
(
a− 1
2∗
b′
)
v2
∗
dr.
Sei b(0) = 0 und limr→0 ar ≤ 0, dann folgt
−1
2
b(R) v′(R)2 +
[(
n− 1
2
a
r
− 1
2
a′
)
v2
]
r→0
+
∫ R
0
(
a +
b′
2
− n− 1
r
b
)
v′2dr
=
∫ R
0
(
a′′
2
− n− 1
2
(
− 1
r2
a +
1
r
a′
))
v2dr
+ µ
∫ R
0
(
ρ2a− ρ ρ′b− 1
2
ρ2b′
)
v2dr +
∫ R
0
(
a− 1
2∗
b′
)
v2
∗
dr.
Mit der Notation
A = a +
b′
2
− n− 1
r
b
B =
a′′
2
− n− 1
2
(
− 1
r2
a +
1
r
a′
)
+ µ(ρ2a− ρ ρ′b− 1
2
ρ2b′)
C = a− 1
2∗
b′
erhalten wir
−1
2
b(R) v′(R)2 +
n− 1
2
a
r
v2
∣∣∣∣
r→0
+
∫ R
0
Av′2dr =
∫ R
0
B v2dr +
∫ R
0
C v2
∗
dr.
Aus der Gleichung A = 0 erhalten wir a(r) = n−1r b(r) − b
′(r)
2 . Fu¨r b(r)
wa¨hlen wir b(r) = rn−1g(r) und erhalten somit
B =
rn−4
4
[− ((n− 3)(n− 1)− 4ρ3 r4 µ) g(r)
+
(
r(n− 3)(n− 1)− 4ρ2r2 µ) g′(r)− r3 g(3)(r)]
C =
n− 1
n
rn−2(g(r)− rg′(r)).
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Fu¨r n = 3 kann die Differenzialgleichung B = 0 gelo¨st werden. Wir erhalten
g(r) = C1
1 + r2
2
+ C2
ie2i
√
1+4µ arctan(r)
4
√
1 + 4µ
+ C3
e−2i
√
1+4µ arctan(r)
16(1 + 4)µ
.
Fu¨r µ < −14 erha¨lt man das Resultat von Bandle und Benguria in den
r-Koordinaten. Um die Existenz einer positiven Lo¨sung von (2.26) aus-
schliessen zu ko¨nnen, muss B ≥ 0, C > 0, limr→0
(
n−1
2
a(r)
r − 12a′(r)
)
≤ 0,
b(0) = 0, limr→0 rn−1g(r) = 0 und g(R) > 0 sein. In einem ersten Schritt
betrachten wir die Differenzialgleichung
B = −r
n−4
4
(
(n− 3)(n− 1)(g(r)− rg′(r)) + r3g(3)(r))
+µ rn−1 (r ρ3 g − ρ2 g′) = 0
fu¨r µ→ 0 bzw. µ→ −∞.
1. µ→ 0. Wir betrachten daher die Differenzialgleichung
(n− 3)(n− 1)(g(r)− rg′(r)) + r3g(3)(r) = 0.
Die Funktion g(r) = c1 r3−n + c2 r + c3 rn−1 ist eine Lo¨sung. Diese
Lo¨sung in a, b und C eingesetzt ergibt
a = (n− 2)c1 r + n− 22 c2 r
n−1
b = c1 r2 + c2 rn + c3 r2(n−1)
C =
(n− 2)(n− 1)
n
(c1 r − r2nc3).
c1 ≤ 0 genu¨gt der Bedingung limr→0
(
n−1
2
a(r)
r − 12a′(r)
)
≤ 0. Aus
C > 0 folgt c1 = 0 und c3 < 0. Somit haben wir
a =
n− 2
2
c2 r
n−1
b = c2 rn − |c3| r2(n−1)
C = |c3| (n− 2)(n− 1)
n
r2n.
Fu¨r c2 erhalten wir c2 ≥ −c3Rn−2 > 0. Die Konstanten c2 und c3
ko¨nnen daher zu jedem R > 0 passend gewa¨hlt werden. Es folgt
ν(R→∞) = 0.
2. µ→ −∞. In dem Fall betrachten wir die Differenzialgleichung
r ρ g − g′ = 0.
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Als Lo¨sung erhalten wir die Funktion g(r) = c(1 + r2) Diese Lo¨sung
in a, b und C eingesetzt ergibt
a = c
1
2
rn−2(n− 1 + (n− 3)r2)
b = c rn−1(1 + r2)
C = c
n− 1
n
rn−2(1− r2).
Wir erhalten daher in Kugeln mit R < 1 einen Widerspruch zur An-
nahme, dass eine Lo¨sung fu¨r µ → −∞ existiert. Es folgt in dem Fall
ν(R→ 1) = −∞.
Offen bleibt die Verbindung dieser zwei Punkte. !
Ein alternativer Ansatz fu¨r einen Beweis der Vermutung kann auch in
den geoda¨tischen Koordinaten gefu¨hrt werden:
Beweisidee: In geoda¨tischen Koordinaten genu¨gen rotationssymmetrische
Lo¨sungen des Problems (2.17) dem Randwertproblem
−u′′ − (n− 1) cot θu′ = λu + un+2n−2 θ ∈ (0,Θ)
u′(0) = u(Θ) = 0.
(2.27)
Die obige Gleichung getestet mit sin2 θ g u′ ergibt
−
[
1
2
sin2 θ g u′2
]Θ
0
+
∫ Θ
0
(2 sin θ cos θ g + sin2 θg′)
u′2
2
dθ
−(n− 1)
∫ Θ
0
cos θ sin θ g u′2dθ =
[
(sin2 θ g)
(
λ
2
u2 +
1
2∗
u2
∗
)]Θ
0
−
∫ Θ
0
(2 sin θ cos θ g + sin2 θ g′)
(
λ
2
u2 +
1
2∗
u2
∗
)
.
Sei g(0) = 0 und g(θ) > 0 fu¨r θ ∈ (0,Θ), dann erhalten wir die Identita¨t:
−1
2
sin2Θ g(Θ) u′2(Θ) +
∫ Θ
0
(
1
2
sin2 θg′ − (n− 2) sin θ cos θ g)u′2dθ
= −
∫ Θ
0
(2 sin θ cos θ g + sin2 θ g′)
(
λ
2
u2 +
1
2∗
u2
∗
)
.
Mit der Notation h(θ) = 12 sin
2 θg′(θ)− (n− 2) sin θ cos θ g(θ) folgt:
−1
2
sin2Θ g(Θ) u′2(Θ) +
∫ Θ
0
h u′2dθ
= −
∫ Θ
0
2(h + (n− 1) sin θ cos θ g)
(
λ
2
u2 +
1
2∗
u2
∗
)
.
(2.28)
48
2.5. Der lineare Fall
Wir testen die Gleichung (2.27) nochmals mit der Funktion hu und erhalten
−
[
h u u′
]Θ
0
+
∫ Θ
0
hu′2dθ +
[
1
2
h′ u2
]Θ
0
− 1
2
∫ Θ
0
h′′u2dθ
−
[
n− 1
2
cot θ hu2
]Θ
0
+
n− 1
2
∫ Θ
0
(cot θ h)′u2dθ =
∫ Θ
0
h(λu2 + u2
∗
)dθ.
Aus g(0) = 0 und h′(θ) = (n−2)g(θ)(sin2 θ−cos2 θ)−(n−3) sin θ cos θg′(θ)+
1
2 sin
2 θg′′(θ) erhalten wir∫ Θ
0
h u′2dθ − 1
2
∫ Θ
0
(h′′ − (n− 1)(cot θ h)′)u2dθ =
∫ Θ
0
h(λu2 + u2
∗
)dθ.
(2.29)
Subtraktion der beiden Gleichungen (2.28) und (2.29) ergibt∫ Θ
0
(
1
2
h′′ − (n− 1)
2
(cot θ h)′ + λ(2h + (n− 1) sin θ cos θg)
)
u2dθ
=
1
2
sin2Θ g(Θ) u′2(Θ)
+
∫ Θ
0
(
2
n− 1
n
h− (n− 1)(n− 2)
n
sin θ cos θ g
)
u2
∗
dθ.
Sei
B =
1
2
h′′ − (n− 1)
2
(cot θ h)′ + λ(2h + (n− 1) sin θ cos θg),
C = 2
n− 1
n
h− (n− 1)(n− 2)
n
sin θ cos θ g.
Somit erhalten wir die Identita¨t∫ Θ
0
B u2dθ =
1
2
sin2Θ g(Θ) u′2(Θ) +
∫ Θ
0
C u2
∗
dθ. (2.30)
Die Nichtexistenz fu¨r eine positive Lo¨sung folgt, falls B < 0, C > 0,
g(0) = 0 und g(Θ) > 0 gilt. Die Funktion h in B und C explizit eingesetzt
ergibt:
B =
1
4
(− 2(n− 3)(n− 2 + λ)g(θ) sin(2θ)+
+ (2− 3n + n2 + 2λ+ (13 + (n− 8)n− 2λ) cos(2θ))g′(θ)
+ sin(θ)(−3(n− 3) cos(θ)g′′(θ) + sin(θ) g(3)(θ)))
C =
n− 1
n
sin(θ)
(
(n− 2) cos(θ) g(θ)− sin(θ) g′(θ)) .
49
Kapitel 2. Das Brezis-Nirenberg-Problem auf der Spha¨re
Fu¨r g(θ) = sinn−3 f(θ) erhalten wir
B =
1
8
sin(θ)n−4
[
2(n− 3)(n− 1) cos(θ) f(θ)
− (5 + (n− 6)n− 4λ+ ((n− 1)2 + 4λ) cos(2θ)) sin(θ) f ′(θ)
+ 2 sin(θ)3 f (3)(θ)
]
,
C =
n− 1
n
(
sin(θ)n−2(cos(θ)f(θ)− sin(θ) f ′(θ)).
1. Mit f(θ) = sin(θ) erhalten wir
C ≡ 0
und
B =
(
n(n− 2)
4
+ λ
)
cos(θ) sin(θ)n−1.
Fu¨r λ < −n(n−2)4 folgt somit die Nichtexistenz fu¨r Θ ∈ (0,pi/2).
2. Fu¨r n = 3 erha¨lt man das Resultat von Bandle und Benguria.
Um einen Widerspruch in der Identita¨t (2.30) zu erhalten, muss die Diffe-
renzialgleichung B = 0 fu¨r f gelo¨st werden. Dies ist fu¨r ein beliebiges n > 3
schwierig. !
Eindeutigkeit von Lo¨sungen
Die Eindeutigkeit der Lo¨sungen aus den Sa¨tzen 2.13 und 2.14 kann fu¨r den
Fall Ω = BR(0) mit Hilfe des Eindeutigkeitsatzes von Kwong und Li [34]
sehr einfach verifiziert werden.
Satz 2.20 (Kwong und Li) Sei g ∈ C0([0, R]) und
G(r) := rγg(r)− Lrγ−2
mit
γ =
2(n− 1)(s− 1)
s + 3
und L =
2(n− 1)((n− 1)− s− 3)
(s + 3)2
.
Zudem existiere ein ξ ∈ [0, R] so, dass G nichtfallend in [0, ξ] und G nicht-
wachsend in [ξ, R] ist. Dann hat das Problem
−"u− g(|x|)u = us in BR(0)
u > 0 in BR(0)
u = 0 auf ∂BR(0)
fu¨r s > 1 ho¨chstens eine rotationssymmetrische Lo¨sung.
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Es gilt das folgende Resultat:
Satz 2.21 Sei Ω = BR(0) mit n ≥ 3 und λ > −n(n−2)4 , dann existiert
ho¨chstens eine Lo¨sung fu¨r das Problem (2.19).
Beweis: Wir wenden den Satz 2.20 auf das Problem 2.19 an. Mit den
Bezeichnungen aus dem Satz gilt
s =
n + 2
n− 2 > 1
g(|x|) =
(
n(n− 2)
4
+ λ
)
ρ2
γ = 2 und L =
1
8
(n− 2)(n− 6).
Fu¨r G(r) erhalten wir
G(r) = r2
(
n(n− 2)
4
+ λ
)
ρ2 − 1
8
(n− 2)(n− 6).
Es bleibt zu zeigen, dass ein ξ ∈ [0, R] existiert mit G(r) nichtfallend fu¨r
r ∈ [0, ξ] und nichtwachsend fu¨r r ∈ [ξ, R]. In den geoda¨tischen Koordinaten
erhalten wir
G(θ) =
(
n(n− 2)
4
+ λ
)
sin2 θ − 1
8
(n− 2)(n− 6), θ ∈ (0,Θ).
Da nach Voraussetzung λ > −n(n−2)4 gilt, folgt die Eindeutigkeit der ro-
tationssymmetrischen Lo¨sungen mit ξ = min{Θ,pi/2}. Aus der Tatsache,
dass in geoda¨tischen Kugeln Lo¨sungen von (2.19) fu¨r λ > −n(n−2)4 rotati-
onssymmetrisch sind, folgt die Behauptung (siehe Brock und Prajapat [15],
Theorem 5).
!
Bemerkung 2.22 Im Gegensatz zum Brezis-Nirenberg-Problem im eu-
klidischen bzw. hyperbolischen Raum gilt die Eindeutigkeit von rotations-
symmetrischen Lo¨sungen im spha¨rischen Raum nicht fu¨r alle λ < 0. Im
Kapitel 2.9 werden wir sehen, dass zumindest numerisch in grossen Kugeln
fu¨r λ( −n(n−2)4 viele Lo¨sungen berechnet werden ko¨nnen.
2.5.2 p '= 2
Im Folgenden betrachten wir den nichtlinearen Fall p '= 2:
−"p,Snu− λup−1 = up∗−1 in Ω′ ⊂ Sn
u > 0 in Ω′
u = 0 auf ∂Ω′.
(2.31)
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Das a¨quivalente Problem in Rn ist wiederum gegeben durch
−div(ρn−p|∇u|p−2∇u)− λρnup−1 = ρnup∗−1 in Ω ⊂ Rn
u > 0 in Ω
u = 0 auf ∂Ω.
(2.32)
Nach dem Theorem I von Egnell in [21] existiert ein λ∗ < λ1 so, dass das
Problem (2.32) eine Lo¨sung fu¨r λ ∈ (λ∗,λ1) hat, wobei λ1 der kleinste po-
sitive Eigenwert des p-Laplace-Beltrami-Operators mit Dirichlet-Randwert
bezeichnet. Fu¨r gewisse p ko¨nnen wir im Folgenden die Konstante λ∗ ge-
nauer bestimmen. Aus dem Satz 2.7 folgt fu¨r rotationssymmetrische Lo¨-
sungen das Korollar:
Korollar 2.23 Sei Ω = BR(0) mit R < R0, wobei R0 aus dem Satz 2.7
gegeben sei und p ≥ n+23 . Dann ist λ∗rot ≥ 0 fu¨r rotationssymmetrische
Lo¨sungen von (2.32), wobei λ∗rot = inf{λ ∈ R : fu¨r λ existiert eine rotati-
onssymmetrische Lo¨sung von (2.32)}.
Bemerkung 2.24 Im Fall p = 2 und n = 3 existiert fu¨r λ < 0 keine Lo¨sung
in Kugeln BR(0) mit R < 1 (siehe Abbildung 2.4, n = 3). Es stellt sich die
Frage, ob dies auch auf Spha¨ren mit Dimension n > 3 mo¨glich ist. Der Satz
2.7 gibt dazu insofern eine Antwort, als dass R0 = 1 fu¨r p = n+12 gilt (siehe
Abbildung 2.2). In Kugeln mit R < R0 = 1 folgt somit λ∗rot ≥ 0. Das Ver-
halten kann daher in beliebigen Dimensionen in einem p-Laplace Problem
mit p = n+12 beobachtet werden.
Aus dem Satz 2.3 folgt die Existenz von Lo¨sungen fu¨r das Problem (2.32).
Das Resultat sei an dieser Stelle als Korollar nochmals zitiert:
Korollar 2.25 Sei n ≥ 3 und p < n+23 , dann existiert eine Lo¨sung u ∈
W 1,p0 (Ω) fu¨r (2.32) mit 0 ≤ λ < λ1. Insbesondere gilt λ∗ < 0.
Bemerkung 2.26 Fu¨r p ≥ n+23 und Ω = BR(0) mit R < R0 folgt aus
dem Satz 2.7, dass 0 < λ∗rot < λ1 fu¨r rotationssymmetrische Lo¨sungen gilt.
Zudem wird die Konstante Sp,p∗(Ω, ρn−p, ρn) in dem Fall nicht angenom-
men (siehe Bandle et al. [6], Corollary 4.4). Um λ∗ genauer beschreiben
zu ko¨nnen, mu¨sste fu¨r den p-Laplace ebenfalls eine Transformation in ein
nicht gewichtetes p-Laplace Problem, wie im Lemma A.1 fu¨r p = 2 gegeben,
bekannt sein oder eine explizite Lo¨sung des Problems
−div(ρn−p|∇u|p−2∇u) = ρnup∗−1 in Rn
u > 0 in Rn
u(x)→ 0 fu¨r |x|→∞
so, dass die Konstante Sp(Ω, ρn−p, ρn) besser abgescha¨tzt werden kann.
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Das folgende Nichtexistenzresultat ist ein Spezialfall des im Allgemeinen
bewiesenen Satzes von Peletier und Serrin [21]. Der Vollsta¨ndigkeit halber
sei hier der Beweis gegeben.
Satz 2.27 Das Problem (2.32) hat fu¨r λ ≥ λ1 keine Lo¨sung, wobei λ1
der kleinste Eigenwert des p-Laplace-Beltrami-Operators −"p mit Dirichlet-
Randbedingung bezeichnet.
Beweis: Sei λ ≥ λ1 und u ∈ W 1,p0 (Ω) eine Lo¨sung von (2.32). Dann
existiert ein Gebiet Ω˜ ⊂⊂ Ω und eine Konstante γ < 1 so, dass
−div(ρn−p|∇v|p−2∇v) = γ ρn (λ1 + up∗−p)vp−1 in Ω˜
v = 0 auf ∂Ω˜
(2.33)
eine positive Lo¨sung u0 besitzt. Die Lo¨sung erha¨lt man als Minimierer von
inf
v∈W 1,p0 (eΩ)
v *=0
∫eΩ ρn−p|∇v|pdx∫eΩ ρn(λ1 + up∗−p)vpdx.
Wir wenden (u0 − u)+ ∈W 1,p0 (Ω˜) als Testfunktion auf (2.32) und (2.33) an
und erhalten∫
u0>u
ρn−p|∇u|p−2∇u∇(u0 − u)dx =
∫
u0>u
ρn(λ + up
∗−p)up−1(u0 − u)dx
sowie∫
u0>u
ρn−p|∇u0|p−2∇u0∇(u0 − u)dx
=
∫
u0>u
ρn(λ1 + up
∗−p)γ up−10 (u0 − u)dx.
Subtraktion der beiden Gleichungen ergibt∫
u0>u
ρn−p(|∇u0|p−2∇u0 − |∇u|p−2∇u)(∇u0 −∇u)dx =∫
u0>u
ρn((λ1 + up
∗−p)γ up−10 − (λ+ up
∗−p)up−1)(u0 − u)dx.
Da nach Voraussetzung λ ≥ λ1 gilt, folgt∫
u0>u
ρn−p(|∇u0|p−2∇u0 − |∇u|p−2∇u)(∇u0 −∇u)dx
≤
∫
u0>u
ρn((λ1 + up
∗−p)(γ up−10 − up−1)(u0 − u)dx.
(2.34)
Sei u0 so normiert, dass sup(γ up−10 − up−1) = 0 gilt, womit die rechte
Seite der Ungleichung (2.34) negativ wird. Die linke Seite ist jedoch nach
Lemma 4.10 in Diaz [20] strikt positiv. Somit erhalten wir einen Wider-
spruch und folglich die Aussage des Satzes. !
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2.6 Der superlineare Fall
2.6.1 p = 2
Wir betrachten das in null superlineare Problem:
−"Snu− λuq−1 = u2∗−1 in Ω′ ⊂ Sn
u > 0 in Ω′
u = 0 auf ∂Ω′,
(2.35)
wobei 1 < q < 2. Mit Hilfe der stereographischen Projektion ist das a¨quiva-
lente Problem in Rn gegeben durch
−div(ρn−2∇u)− λρn uq−1 = ρn u2∗−1 in Ω ⊂ Rn
u > 0 in Ω
u = 0 auf ∂Ω.
(2.36)
Eine erste Lo¨sung von (2.36) erhalten wir als Minimierer des zum Funktional
Iλ(u) =
1
2
∫
Ω
ρn−2|∇u|2dx− λ
q
∫
Ω
ρn|u|qdx− 1
2∗
∫
Ω
ρn|u|2∗dx
zugeho¨rigen abgeschnittenen Funktionals Jλ, wie im Kapitel 1.3.1. Es gilt
der Satz:
Satz 2.28 Es existiert ein λ0 > 0 so, dass fu¨r alle 0 < λ < λ0 das zu (2.36)
geho¨rige Funktional Iλ einen Minimierer u0 ∈W 1,20 (Ω) mit
Iλ(u0) = C0 < 0
hat.
Beweis: Folgt direkt aus dem Satz 1.8
!
Um die Existenz einer zweiten Lo¨sung zu erhalten, betrachten wir das
Funktional I+λ : W
1,2
0 (Ω)→ R, definiert durch
I+λ (u) =
1
2
∫
Ω
(
ρn−2|∇u|2 − λ
q
ρn(u+)q − 1
2∗
ρn(u+)2
∗
)
dx.
Korollar 2.29 Aus dem Lemma 1.10 folgt, dass u0 ein lokales Minimum
von I+λ ist.
Satz 2.30 Sei n ≥ 3, dann existiert fu¨r alle λ ∈ (0,λ0) eine zweite Lo¨sung
u1 ∈W 1,20 (Ω) fu¨r das Problem (2.36) mit u1 > u0.
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Beweis: Fu¨r den Beweis des Satzes verwenden wir die Methode von Ambro-
setti, Brezis und Cerami [2]. Sei λ fest und u0 der dazu geho¨rige Minimierer
aus dem Satz 2.28. Wir suchen eine Lo¨sung u1 in der Form u1 = u0 + v.
Fu¨r das Problem (2.36) folgt
−div(ρn−2(∇u0 +∇v))− λρn(u0 + v)q−1 = ρn(u0 + v)2∗−1,
wobei der Minimierer u0 die Differenzialgleichung
−div(ρn−2∇u0)− λρnuq−10 = ρnu2
∗−1
0
erfu¨llt. Durch Subtraktion der beiden Gleichungen erhalten wir die folgende
Differenzialgleichung fu¨r v:
−div(ρn−2∇v) = λρn((u0 + v)q−1 − uq−10 ) + ρn((u0 + v)2
∗−1 − u2∗−10 ).
Wir definieren die Funktion
g(x, s) :=
{
λ((u0 + s)q−1 − uq−10 ) + (u0 + s)2
∗−1 − u2∗−10 fu¨r s ≥ 0
0 sonst.
Mit G(x, s) :=
∫ v
0 g(x, s)ds sei die Stammfunktion von g bezeichnet. G ist
gegeben durch
G(x, v) =

λ
q ((u0 + v)
q − uq0) + 12∗
(
(u0 + v)2
∗ − u2∗0
)
−λuq−10 v − u2
∗−1
0 v fu¨r v ≥ 0
0 sonst.
Wir betrachten nun das Funktional E : W 1,20 (Ω)→ R
E(v) :=
1
2
∫
Ω
ρn−2|∇v|2dx−
∫
Ω
ρn G(x, v)dx.
Das Ziel ist, die Existenz eines kritischen Punktes von E mit Hilfe des
Mountainpass-Lemmas zu beweisen, wobei wir v = 0 als lokales Mini-
mum verwenden. Das Funktional E muss zudem die lokale Palais-Smale-
Bedingung (P.-S.)β erfu¨llen. Falls v ∈ W 1,20 (Ω), v '≡ 0 ein kritischer Punkt
von E ist, folgt aus dem Maximumprinzip (siehe Gilbarg und Trudinger
[28]), dass v positiv in Ω ist. Unter dieser Voraussetzung erhalten wir eine
zweite positive Lo¨sung u1 = u0 + v von (2.35), wobei u1 '≡ u0 gilt. Wir
beweisen daher im na¨chsten Schritt das Lemma:
Lemma 2.31 v = 0 ist ein lokales Minimum von E in W 1,20 (Ω).
Beweis: Sei
f(x, s) =
{
λ sq−1 + s2∗−1 fu¨r s ≥ 0
0 fu¨r s < 0
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und F (x, v) =
∫ v
0 f(x, s)ds. Fu¨r ein beliebiges v ∈W 1,20 (Ω) gilt
G(x, v+)− F (x, v0 + v+) = −λ
q
vq0 − λ vq−10 v+ −
1
2∗
v2
∗
0 − v2
∗−1
0 v
+
und somit mit ‖v‖2 = ∫Ω ρn−2|∇v|2dx
E(v) =
1
2
(‖v+‖2 + ‖v−‖2)− ∫
Ω
ρnG(x, v+)dx
=
1
2
(‖v+‖2 + ‖v−‖2)− ∫
Ω
ρnF (x, u0 + v+)dx+
+
∫
Ω
ρn
(
λ
q
uq0 + λu
q−1
0 v
+ +
1
2∗
u2
∗
0 + u
2∗−1
0 v
+
)
dx
=
1
2
(‖v+‖2 + ‖v−‖2)− ∫
Ω
ρnF (x, u0 + v+)dx+
+
∫
Ω
ρnF (x, u0)dx +
∫
Ω
ρnf(x, u0)v+dx.
Fu¨r I+λ (u0 + v
+) erhalten wir
I+λ (u0 + v
+) =
1
2
(‖v0‖2 + ‖v+‖2)+ ∫
Ω
ρn−2∇u0 ·∇v+dx
−
∫
Ω
ρnF (x, u0 + v+)dx
=
1
2
(‖u0‖2 + ‖v+‖2)+ ∫
Ω
ρnf(x, u0)v+dx
−
∫
Ω
ρnF (x, u0 + v+)dx.
Somit folgt fu¨r E(v) in Termen von I+λ
E(v) =
1
2
‖v−‖2 + I+λ (u0 + v)−
1
2
‖u0‖2 +
∫
Ω
ρnF (x, u0)dx
=
1
2
‖v−‖2 + I+λ (u0 + v+)− I+λ (u0).
Da u0 ein lokales Minimum von I+λ ist, folgt unter der Voraussetzung ‖v‖ <
ε, mit ε > 0 genu¨gend klein
E(v) ≥ 1
2
‖v−‖2 ≥ 0.
!
Lemma 2.32 E(v) erfu¨llt die lokale Palais-Smale-Bedingung (P.-S.)β mit
β =
1
n
Sn/22 .
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Beweis: Folgt analog zu Lemma 1.4.
!
Fu¨r alle v > 0 gilt E(t v) → −∞ fu¨r t → ∞. Wir wa¨hlen fu¨r v die
spezielle Testfunktion v = ρ−
n−2
2 ψε analog zu Kapitel 2.5.1. Sei tε > 0 so,
dass E(tε ρ−
n−2
2 ψε) < 0 gilt. Zudem sei
Γε = {γ ∈ C([0, 1],W 1,20 (Ω)) : γ(0) = 0, γ(1) = tερ−
n−2
2 ψε}
und
cε = inf
γ∈Γε
max{E(γ(t)) : t ∈ [0, 1]}. (2.37)
Mit Hilfe des Mountainpass-Lemmas erhalten wir eine konvergente Palais-
Smale-Folge, falls cε < 1/nS
n/2
2 gilt.
Lemma 2.33 Es gilt
cε ≤ sup
t≥0
E(t ρ−
n−2
2 ψε) <
1
n
Sn/22
fu¨r ε > 0 genu¨gend klein.
Fu¨r den Beweis beno¨tigen wir die folgende Ungleichung: Fu¨r alle p > 1
existiert ein α = α(p) > 0 so, dass
(a + b)p ≥ ap + bp + α ap−1b, ∀ a, b ≥ 0. (2.38)
Fu¨r einen Beweis der Ungleichung sei auf Ambrosetti, Brezis und Cerami[2]
verwiesen.
Beweis von Lemma 2.33:
1. Fall n ≥ 4. Mit der Ungleichung (2.38) folgt
g(x, s) ≥ s2∗−1 + αu2∗−10 s fu¨r s > 0.
Aus dem Lemma 2.15 und dem Lemma A.1 folgt
E(t ρ−
n−2
2 ψε) ≤ 12 t
2
∫
Ω
|∇ψε|2dx− t
2∗
2∗
∫
Ω
ψ2
∗
ε dx−
1
2
α t2
∫
Ω
u
4
n−2
0 ψ
2
εdx
≤
 1nS
n/2
2 − C ε2 + O(εn−2) fu¨r n > 4
1
4S
2
2 − C ε2 log(ε) + O(ε2) fu¨r n = 4
.
Fu¨r ein ε > 0 genu¨gend klein folgt die Behauptung.
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2. Fall n = 3. In dem Fall scha¨tzen wir die Funktion g etwas anders ab.
Wir verwenden die Ungleichung
(a + b)5 ≥ a5 + b5 + 5ab4
und erhalten fu¨r g
G(x, s) ≥ 1
6
s6 + u0s5 fu¨r s ≥ 0
und somit
E(t ρ−
1
2ψε) ≤ 12 t
2
∫
Ω
|∇ψε|2dx− t
6
6
∫
Ω
ψ6εdx− C t5
∫
Ω
ψ5εdx.
Es gilt
C1 =
∫
Ω
|∇ψε|2dx = S3/22 + O(ε)
C2 =
∫
Ω
ψ6εdx = S
3/2
2 + O(ε
3)
C3 = C
∫
Ω
ψ5εdx = Cε
1/2 + O(ε5/2)
(2.39)
mit C > 0. Sei
d(ε) = max
t≥0 {
1
2
C1t
2 − 1
6
t6C2 − 15 t
5C3}.
Das Maximum d(ε) wird bei t˜ = t˜(ε) angenommen, fu¨r welches
C1 = C2t˜4 + C3t˜3
gilt. Aus (2.39) erhalten wir fu¨r t˜
t˜(ε) = 1− C
4S3/22
ε1/2 + o(ε1/2)
und somit fu¨r
d(ε) =
1
3
S3/22 −
C
3
ε1/2 + o(ε1/2).
Fu¨r ε > 0 klein genug folgt cε ≤ d(ε) < 13S3/22 .
!
Schluss des Beweises des Satzes 2.30. Fu¨r das Funktional E existiert eine
Umgebung U so, dass E(v) ≥ c > 0 fu¨r v ∈ ∂U gilt. Ferner existiert ein
t0 ≥ 0 mit E(t0 ρ−n−22 ψε) < 0. Aus dem Mountainpass-Lemma erhalten wir
fu¨r das Funktional E eine Palais-Smale-Folge {vj}mit E(vj)→ c fu¨r j →∞.
Aus dem Lemma 2.33 folgt c ≤ cε < 1/nSn/22 und somit aus dem Lemma
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2.32 die Konvergenz der Folge. Aus dem Maximumprinzip folgt v > 0 in Ω
(siehe Gilbarg und Trudinger [28]). Wir erhalten somit eine zweite Lo¨sung
u1 = u0 + v von (2.36). Es folgt die Behauptung.
!
Fu¨r das folgende zu Ambrosetti, Brezis und Cerami [2] analoge Resultat,
beno¨tigen wir das Lemma:
Lemma 2.34 Sei z die eindeutige Lo¨sung von
−div(ρn−2∇z) = ρn zq−1 in Ω
z > 0 in Ω
z = 0 auf ∂Ω.
(2.40)
Dann existiert ein γ > 0 mit∫
Ω
(
ρn−2|∇φ|2 − ρn(q − 1)zq−2φ2) dx ≥ γ ∫
Ω
ρnφ2dx ∀ φ ∈W 1,20 (Ω).
(2.41)
Wir bezeichnen γ als den kleinsten positiven Eigenwert von −div(ρn−2∇·)−
(q − 1)ρnzq−2· mit Dirichlet-Randwert.
Beweis: z kann als Minimierer von E : W 1,20 → R, definiert durch
E(v) :=
1
2
∫
Ω
ρn−2|∇v|2dx− 1
q
∫
Ω
ρn|v|qdx,
gefunden werden. Analog zu Lemma 3.5 in [2] folgt, dass die Bilinearform
D2E in z positiv semidefinit ist. (Die Spektraltheorie fu¨r −div(ρn−2∇·) −
a(x) kann auch fu¨r ein a(x) = +∞ auf ∂Ω in den W 1,20 (Ω) u¨bertragen
werden, siehe Bemerkung 3.1 in [2].) Daher gilt∫
Ω
(
ρn−2|∇φ|2 − (q − 1)ρnzq−2φ2) dx ≥ 0 ∀ φ ∈W 1,20 (Ω)
oder a¨quivalent: der kleinste Eigenwert λ1 von −div(ρn−2∇·)−(q−1)ρnzq−2·
mit Dirichlet-Randwert ist nicht negativ. Die Aussage des Lemmas folgt,
falls λ1 > 0 gilt. Wir nehmen λ1 = 0 im Widerspruch an. Dann existiert
ein φ ∈W 1,20 (Ω), φ > 0 mit
−div(ρn−2∇φ)− (q − 1)ρnzq−2φ = 0.
φ erfu¨llt die Gleichung∫
Ω
ρn−2∇φ∇zdx = (q − 1)
∫
Ω
ρnzq−1φdx = 0.
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Aus der Voraussetzung (2.40) folgt jedoch fu¨r z∫
Ω
ρn−2∇φ∇zdx =
∫
Ω
ρnzq−1φdx = 0.
Da 1 < q < 2 gilt, haben wir einen Widerspruch zur Annahme. Es folgt die
Behauptung mit γ = λ1. !
Die Lo¨sungen u0, deren Existenz durch Minimieren eines abgeschnit-
tenen Funktionals Jλ bewiesen wird, sind im Sinne des folgenden Satzes
eindeutig:
Satz 2.35 Fu¨r alle λ ∈ (0,λ0) existiert fu¨r das Problem (2.35) ho¨chstens
eine Lo¨sung u0 mit
|u0|∞ ≤ A =
(
γ
2∗ − 1
) 1
2∗−2
,
wobei γ > 0 den kleinsten Eigenwert von −div(ρn−2∇·)− (q− 1)ρnzq−2· mit
Dirichlet-Randwert bezeichnet, und z ∈ W 1,20 (Ω) die eindeutige Lo¨sung von
(2.40) ist.
Eine offene Frage ist, ob aus q ↗ p fu¨r die Konstante A ↘ 0 folgt. Dies
wu¨rde die Beobachtung 2(a) im spa¨ter folgenden Kapitel 2.8 u¨ber den Grenz-
fall beantworten.
Beweis: Sei A > 0 so, dass
(2∗ − 1)A2∗−2 < γ,
wobei γ der Wert aus dem obigen Lemma ist. Im Widerspruch nehmen wir
an, dass eine zweite Lo¨sung w = u0+v mit |w|∞ ≤ A existiert, wobei u0 der
Minimierer von (2.36) fu¨r ein festes λ ∈ (0,λ0) sei. Es kann gezeigt werden,
dass u0 eine Minimallo¨sung von (2.36) ist (mit der Methode II in [11], siehe
auch [2]). Fu¨r v folgt daher v > 0 in Ω. Sei ζ(x) = λ1/(2−q)z(x), wobei z
der Gleichung (2.40) genu¨ge. Dann erfu¨llt ζ
−div(ρn−2∇ζ) = λρnζq−1.
Zudem gilt fu¨r u0
−div(ρn−2∇u0) ≥ λρnuq−10 .
Analog zu Lemma 3.3 in Ambrosetti, Brezis und Cerami [2] gilt u0 ≥ λ
1
2−q z
und somit
uq−20 ≤ λ−1zq−2. (2.42)
Da w = u0 + v eine Lo¨sung von (2.36) ist, erfu¨llt w die Gleichung
−div(ρn−2∇(u0 + v)) = λρn(u0 + v)q−1 + ρn(u0 + v)2∗−1,
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und aus der Konkavita¨t von vq−1 folgt
λρn(u0 + v)q−1 ≤ λρn uq−10 + λ (q − 1)uq−20 v.
Wir erhalten somit fu¨r v die Ungleichung
−div(ρn−2∇v) ≤ λ ρn (q − 1)uq−20 v + ρn (u0 + v)2
∗−1 − ρn u2∗−10
und mit (2.42) folgt
−div(ρn−2∇v) ≤ ρn (q − 1) zq−2v + ρn (u0 + v)2∗−1 − ρn u2∗−10 . (2.43)
Andererseits haben wir vorausgesetzt, dass w = u0 + v ≤ A und somit
(u0 + v)2
∗−1 − u2∗−10 ≤ (2∗ − 1)A2
∗−2v
gilt. Fu¨r die Ungleichung (2.43) folgt
−div(ρn−2∇v)− ρn(q − 1) zq−2v ≤ (2∗ − 1)ρn A2∗−2v.
Mit v getestet erhalten wir∫
Ω
ρn−2|∇v|2 − ρn(q − 1) zq−2v2dx ≤ (2∗ − 1)
∫
Ω
ρn A2
∗−2v2dx.
Aus dem obigen Hilfslemma folgt
γ
∫
Ω
ρnv2dx ≤ (2∗ − 1)A2∗−2
∫
Ω
ρnv2dx.
Da nach Voraussetzung γ > (2∗ − 1)A2∗−2 folgt v = 0 und damit die Be-
hauptung.
!
Im Fall, dass das Problem (2.36) fu¨r λ = 0 keine Lo¨sung hat (vergleiche
Abbildung 2.4), folgt fu¨r die Mountainpass-Lo¨sungen u1 das Korollar:
Korollar 2.36 Sei n = 3 und Ω = BR(0) mit R < 1. Dann gilt |u1|∞ →∞
fu¨r λ↘ 0, wobei u1 die Mountainpass-Lo¨sung von (2.36) bezeichnet.
Beweisidee: Der Beweis folgt per Widerspruch. Wir nehmen an, dass
eine Folge von Lo¨sungen uλj '= u0λj fu¨r λj ↘ 0 mit |uλj |∞ ≤ C existiert,
wobei mit u0λj die Minimallo¨sungen bezeichnet seien. Aus dem Satz 2.35
folgt, dass eine Konstante A > 0 existiert so, dass |uλj |∞ > A fu¨r j gross
gilt. Mit Hilfe von elliptischen Ungleichungen kann andererseits eine, zu
einem w ∈W 1,20 (Ω), gleichma¨ssig konvergente Teilfolge uλjn von uλj gewa¨hlt
werden, mit
−"S3w = w
n+2
n−2 .
Da Ω = BR(0) mit R < 1, gilt w = 0 im Widerspruch zur Annahme.
!
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Existenz einer nichttrivialen Lo¨sung fu¨r λ < 0
Falls fu¨r λ = 0 eine nichttriviale Lo¨sung existiert, kann wegen des globalen
Fortsetzungssatzes (siehe Bandle und Reichel [9]) angenommen werden, dass
fu¨r λ < 0 mit |λ| klein eine nichttriviale Lo¨sung existiert. Als erstes werden
wir zeigen, dass v0 = 0 ein lokales Minimum des Funktionals I+λ fu¨r λ < 0 ist.
Unter den Voraussetzungen, I+λ erfu¨llt fu¨r negative λ die Bedingung (P.-S.)β˜
fu¨r ein gewisses β˜ ∈ R und I+λ hat einen Mountainpass unterhalb diesem
kritischen Niveau β˜, folgt aus dem Mountainpass-Lemma eine nichttriviale
Lo¨sung v1. Da im subkritischen Fall das Funktional I+λ die Bedingung (P.-
S.)β˜ fu¨r ein beliebiges β˜ ∈ R erfu¨llt, erha¨lt man eine nichttriviale Lo¨sung fu¨r
alle λ < 0.
Lemma 2.37 v = 0 ist ein lokales Minimum fu¨r λ < 0 von I+λ .
Beweis: Es gilt I+λ (0) = 0. Sei v ∈W 1,20 (Ω), v '= 0 mit ‖v‖ = ε. Dann gilt
I+λ (v) ≥
1
2
‖v+‖2 + 1
2
‖v−‖2 − 1
2∗
C2 ‖v+‖2∗
=
(
1
2
− 1
2∗
C2 ‖v+‖2∗−2
)
‖v+‖2 + 1
2
‖v−‖2 ≥ α > 0.
!
Es la¨sst sich das folgende zu Lemma 1.11 analoge Lemma beweisen:
Lemma 2.38 Sei λ < 0 und {vj} ⊂ W 1,20 (Ω) eine Palais-Smale-Folge fu¨r
I+λ mit I
+
λ (vj)→ C. Falls
C < β˜ =
1
n
Sn/22
gilt, existiert eine konvergente Teilfolge in W 1,20 (Ω).
Beweis: Sei vj eine Palais-Smale-Folge mit I+λ (vj)→ C fu¨r j →∞. Analog
zu Lemma 1.4 folgt, dass {vj} in W 1,20 (Ω) beschra¨nkt ist. Wir erhalten somit
C = lim
j
I+λ (vj) = limj
(
I+λ (vj)−
1
2
〈DI+λ (vj), vj〉
)
=
(−λ
q
+
λ
2
)∫
Ω
ρn(vj)q+dx +
1
n
∫
Ω
ρn(vj)2
∗
+ dx
≥ 1
n
∫
Ω
ρn(v)2
∗
+ dx +
1
n
Sn/22
im Widerspruch zur Voraussetzung. Es folgt die Behauptung analog zu
Lemma 1.4.
!
Das folgende Lemma ist eine Erga¨nzung zu Lemma 2.15:
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Lemma 2.39 Es gilt mit κ = n− q n−22
1.
∫
Ω
ρκ|ψε|qdx ≥
{
C1ε
n
2 | log(ε)|+ O(εn/2) fu¨r q = nn−2 , n > 4
C2ε
n−q n−22 + O(εq
n−2
2 ) fu¨r q '= nn−2 .
2.
∫
Ω
ρκ|ψε|qdx ≤
{
C1ε
n
2 | log(ε)|+ O(εn/2) fu¨r q = nn−2 , n > 4
C2ε
n−q n−22 + O(εq
n−2
2 ) fu¨r q > nn−2 .
Beweis: Fu¨r die erste Abscha¨tzung erhalten wir wie im Beweis des Lemma
2.15 ∫
Ω
ρκ|ψε|qdx =
∫
Ω
ρκ(φq − 1)uqεdx +
∫
Ω
ρκuqεdx
=
∫
Ω\Bρ/2(0)
ρκ(φq − 1)(n(n− 2)ε
2)
q(n−2)
4
(ε2 + |x|2) q(n−2)2
dx
+
∫
Ω
ρκ
(n(n− 2)ε2) q(n−2)4
(ε2 + |x|2) q(n−2)2
dx
=Cε
n−2
2 q +
∫
Ω
ρκ
(n(n− 2)ε2) q(n−2)4
(ε2 + |x|2) q(n−2)2
dx.
Es bleibt der letzte Term abzuscha¨tzen. Sei R > 0 so, dass BR(0) ⊂ Ω gilt.∫
Ω
ρκ
(n(n− 2)ε2) q(n−2)4
(ε2 + |x|2) q(n−2)2
dx ≥
∫
BR(0)
ρκ
(n(n− 2)ε2) q(n−2)4
(ε2 + |x|2) q(n−2)2
dx
= |Sn|
∫ R
0
ρκ
(n(n− 2)ε2) q(n−2)4
(ε2 + |r|2) q(n−2)2
rn−1dr
= |Sn|
[∫ ε
0
. . . dr +
∫ R
ε
. . . dr
]
.
Fu¨r den ersten Summanden erhalten wir∫ ε
0
ρκ
(n(n− 2)ε2) q(n−2)4
(ε2 + |r|2) q(n−2)2
rn−1dr ≥ ρ(ε)κ
∫ ε
0
(n(n− 2)ε2) q(n−2)4
(2ε2)
q(n−2)
2
rn−1dr
= C εq
n−2
2 −q(n−2)+n = C εn
2−q
2 +q
und fu¨r den zweiten∫ R
ε
ρκ
(n(n− 2)ε2) q(n−2)4
(ε2 + |r|2) q(n−2)2
rn−1dr ≥ ρ(R)κ
∫ R
ε
(n(n− 2)ε2) q(n−2)4
(2r2)
q(n−2)
2
rn−1dr
= C ε
q(n−2)
2
∫ R
ε
1
rn(q−1)−2q+1
dr
=
{
C1 ε
n−q n−22 + C2 ε
q(n−2)
2 fu¨r q '= nn−2
C1 εn/2| log(ε)|+ C2 εn/2 fu¨r q = nn−2
.
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Aus den verschiedenen Termen folgt die erste Behauptung. Fu¨r die zweite
Ungleichung wa¨hlen wir R > 0 so, dass Ω ⊂ BR(0) gilt. Wir erhalten somit∫
Ω
ρκ
(n(n− 2)ε2) q(n−2)4
(ε2 + |x|2) q(n−2)2
dx ≤
∫
BR(0)
ρκ
(n(n− 2)ε2) q(n−2)4
(ε2 + |x|2) q(n−2)2
dx
= |Sn|
∫ R
0
ρκ
(n(n− 2)ε2) q(n−2)4
(ε2 + |r|2) q(n−2)2
rn−1dr
= C εn−q
n−2
2
∫ T (ε)
0
tn−1
(1 + t2)q
n−2
2
dt
≤ C εn−q n−22
∫ ∞
0
tn−1
(1 + t2)q
n−2
2
dt︸ ︷︷ ︸
=:C1
.
Die Konstante C1 ist beschra¨nkt, falls q > nn−2 .
!
Satz 2.40 Sei n > 4. Fu¨r λ < 0 mit |λ| genu¨gend klein und nn−2 < q < 2
existiert eine Lo¨sung von (2.36).
Beweis: Die Bedingung C < β˜ fu¨r I+λ zu verifizieren, ist schwierig. Wir
verwenden daher das Lemma 1.15 und zeigen, dass ein v ∈ W 1,20 existiert
so, dass
Qµ(v) =
∫
Ω
(
ρn−2|∇v|2 + |µ|ρn|v|q) dx(∫
Ω ρ
n|v|2∗)2/2∗ < S2
gilt. Sei v = ρ−
n−2
2 ψ/. Mit den Lemmas 2.15 und 2.39 erhalten wir fu¨r
q > nn−2 und n > 4
Qµ(ρ−
n−2
2 ψε) ≤ S
n/2
2 − C1 ε2 + |µ|C2 εn−q
n−2
2 + O(εn−2)(
Sn/22 + O(εn−2)
)2/2∗
≤ S2 − C1 ε2 + |µ|C2 εn−q n−22 + O(εn−2).
(2.44)
Unter der Voraussetzung q < 2 und |µ| klein folgt Q+µ (ρ−
n−2
2 ψε) < S2 fu¨r ein
ε > 0 genu¨gend klein. Mit dem Lemma 1.15 erhalten wir einen Minimierer
v1 ∈ W 1,20 (Ω) fu¨r Qµ. Mit der Transformation u1 = K
n−2
4 v1 und λ =
µ q2K
(n−2)(2−q)
4 erhalten wir einen kritischen Punkt fu¨r I+λ , wobei K gegeben
ist durch
K =
∫
Ω
(
ρn−2|∇v1|2 + |µ|ρn|v1|q
)
dx∫
Ω ρ
n|v1|2∗dx > 0.
!
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Situation im hyperbolischen Raum
In diesem Abschnitt betrachten wir kurz die analoge Situation fu¨r das Brezis-
Nirenberg-Problem im hyperbolischen Raum Hn (fu¨r den linearen Fall q = 2
siehe Stapelkamp [40]). Wir betrachten daher das Problem
−"Hnu− λuq−1 = u2∗−1 in Ω′ ⊂ Hn
u > 0 in Ω′
u = 0 auf ∂Ω′
(2.45)
mit 1 < q < 2. Durch stereographische Projektion in den Rn erhalten wir
das a¨quivalente Problem
−div(ρn−2∇u)− λ ρn uq−1 = ρn u2∗−1 in Ω ⊂ Rn
u > 0 in Ω
u = 0 auf ∂Ω,
mit ρ(x) =
2
1− |x|2 .
(2.46)
Fu¨r λ = 0 existiert in einem sternfo¨rmigen Gebiet keine Lo¨sung (siehe Sta-
pelkamp [40]). Aus dem Satz 1.8 folgt fu¨r das Problem (2.46) die Existenz
eines Minimierers u0 fu¨r λ ∈ (0,λ0). Die Situation fu¨r eine zweite positive
Lo¨sung soll nun genauer betrachtet werden.
Analog zum spha¨rischen Fall suchen wir eine Lo¨sung u1 von (2.46) in
der Form u1 = u0 + v. Wir erhalten fu¨r v die Gleichung
−div(ρn−2∇v) = ρn(λ((u0 + v)q−1 − uq−10 ) + (u0 + v)2
∗−1 − u2∗−10 ).
Das zugeho¨rige Funktional bezeichnen wir wiederum mit E. Es gilt das zu
Lemma 2.33 analoge Lemma
Lemma 2.41 Fu¨r 0 < λ∗ < λ ≤ λ0 gilt
cε ≤ sup
t≥0
E(t ρ−
n−2
2 ψε) <
1
n
Sn/2
fu¨r ε > 0 genu¨gend klein, wobei cε analog zu (2.37) definiert sei.
Beweis: Analog zu Lemma 2.33 scha¨tzen wir das Funktional E(v) =
1
2‖v‖ −
∫
ΩG(x, v)dx ab, wobei
g(x, s) =
{
λ((u0 + v)q−1 − uq−10 ) + (u0 + v)2
∗−1 − u2∗−10 fu¨r s ≥ 0
0 sonst.
und G(x, s) =
∫ v
0 g(x, s)ds die Stammfunktion von g ist. G ist gegeben
durch
G(x, v) =

λ
q ((u0 + v)
q − uq0) + 12∗
(
(u0 + v)2
∗ − u2∗0
)
−λuq−10 v − u2
∗−1
0 v fu¨r v ≥ 0
0 sonst.
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1. Fall n ≥ 4. Mit der Ungleichung (2.38) folgt
g(x, s) ≥ s2∗−1 + αu2∗−10 s fu¨r s > 0.
Somit haben wir
E(t ρ−
n−2
2 ψε) ≤ 12 t
2
∫
Ω
|∇ψε|2dx− t
2∗
2∗
∫
Ω
ψ2
∗
ε dx
− t
2
2
∫
Ω
(
αu
4
n−2
0 −
1
2
n(n− 2)
4
ρ2
)
ψ2εdx
≤ 1
2
t2
∫
Ω
|∇ψε|2dx− t
2∗
2∗
∫
Ω
ψ2
∗
ε dx−
t2
2
C1
∫
Ω
ψ2εdx,
wobei
C1 = max
x∈Ω
(
αu
4
n−2
0 −
1
2
n(n− 2)
4
ρ2
)
> 0.
Da u0(x) und ρ(x) in r = |x| monoton fallend sind, das Maximum
bei x = 0 angenommen wird und |u0|∞ → 0 fu¨r λ → 0 gilt, folgt fu¨r
0 < λ∗ < λ < λ0 die Behauptung wie in Lemma 2.33.
2. Fall n = 3. In dem Fall mu¨ssen wir wiederum den linearen Term mit-
beru¨cksichtigen. Der Beweis folgt analog zum entsprechenden Lemma
fu¨r das Problem auf der Spha¨re.
!
Aus dem Mountainpass-Lemma erhalten wir somit eine zweite positive Lo¨sung
fu¨r λ ∈ (λ∗,λ0). Es gilt der Satz:
Satz 2.42 Sei n ≥ 3, dann existiert ein λ∗ > 0 so, dass das Problem (2.46)
fu¨r λ ∈ (λ∗,λ0) eine zweite Lo¨sung u1 ∈W 1,20 (Ω) hat.
Die Abbildung 2.6 zeigt numerisch berechnete Lo¨sungspfade fu¨r Kugeln
BR(0) im euklidischen, spha¨rischen und hyperbolischen Raum.
2.6.2 p '= 2
Im Folgenden betrachten wir wiederum das analoge p-Laplace Problem.
Nach stereographischer Transformation erhalten wir das Problem
−div(ρn−p|∇u|p−2∇u)− λ ρnuq−1 = ρnu2∗−1 in Ω ⊂ Rn
u > 0 in Ω
u = 0 auf ∂Ω,
(2.47)
wobei 1 < q < p und n ≥ 3 sei. Aus dem Satz 1.8 folgt die Existenz eines
Minimierers u0 mit Iλ(u0) < 0 fu¨r 0 < λ < λ0. Es gilt der Satz:
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Abbildung 2.6: Vergleich zwischen dem euklidischen, spha¨rischen und
hyperbolischen Raum fu¨r das Problem −"Mu−λ√u = u
n+2
n−2 in BR(0) ⊂
M ∈ {Rn,Hn,Sn}.
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Satz 2.43 Es existiert ein λ0 > 0 so, dass fu¨r das Problem (2.47) fu¨r alle
λ ∈ (0,λ0) ein Minimierer u0 existiert, wobei
Iλ(u0) =
1
p
∫
Ω
ρn−p|∇u0|pdx− λ
q
∫
Ω
ρnuq0dx−
1
p∗
∫
Ω
ρnup
∗
0 dx < 0
gilt.
Aus dem Satz 2.7 und dem Korollar 2.36 folgen die beiden Aussagen:
Korollar 2.44 Sei Ω = BR(0).
1. Fu¨r p > n+23 und λ < 0 existiert ein R0(n, p, q) so, dass fu¨r alle
Kugeln BR(0) mit 0 < R < R0(n, p, q) keine rotationssymmetrische
Lo¨sung fu¨r das Problem (2.47) existiert.
2. Falls fu¨r p > n+23 eine zweite rotationssymmetrische Lo¨sung u1 von
(2.47) mit λ > 0 existiert, dann folgt |u1|∞ → ∞ fu¨r λ ↘ λ∗ > 0 fu¨r
alle Kugeln BR(0) mit R < R0(n, p).
Bemerkung 2.45 Aus den numerischen Berechnungen (siehe Abbildung
2.7) kann man sehen, dass auch fu¨r p > n+23 eine zweite Lo¨sung fu¨r ge-
wisse λ existiert. Deren Existenz zu beweisen ist jedoch schwierig, da fu¨r
den p-Laplace-Beltrami-Operator das Lemma A.1 nicht richtig ist. Fu¨r
p < n+23 folgt ebenfalls die Existenz fu¨r λ < 0 mit |λ| klein. Es gilt
Sp,p∗(ρn−p, ρn,Ω) < S und entsprechend erhalten wir
0 < Qµ(u) =
∫
Ω ρ
n−p|∇u|pdx + |µ| ∫Ω ρn(u+)qdx(∫
Ω ρ
n|u|p∗dx)p/p∗
≤ Sp,p∗(ρn−p, ρn,Ω) + |µ|
∫
Ω ρ
n|u|qdx(∫
Ω ρ
n|u|p∗dx)p/p∗ .
2.7 Der sublineare Fall
In diesem Kapitel betrachten wir den in null sublinearen Fall. Die beiden
Fa¨lle p = 2 und p '= 2 unterscheiden wir im Folgenden nicht. Wir betrachten
das Problem (2.2):
−div(ρn−p|∇u|p−2∇u)− λ ρnuq−1 = ρnu2∗−1 in Ω ⊂ Rn
u > 0 in Ω
u = 0 auf ∂Ω
(2.48)
mit 1 < p < q < p∗. Als Korollar von Satz 1.7 ko¨nnen wir das folgende
Resultat festhalten:
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Abbildung 2.7: Numerische Berechnungen fu¨r n = 4, p = 3, q = 2 und
Ω = B1(0). In dem Fall gilt R0 > 1, daher existiert keine nichttriviale
Lo¨sung fu¨r λ = 0. Mit a)-c) sind verschiedene mo¨gliche Fortsetzungen
skizziert. Die Lo¨sungskurven 1)-3) wurden in finite Elementra¨umen V ⊂
W 1,30 mit dimV = 2048, 1024, 512 berechnet.
Korollar 2.46 Es existiert ein λ∗ so, dass fu¨r alle λ > λ∗ das Problem
(2.48) fu¨r 1 < p < q < p∗ und p < n eine schwache Lo¨sung u ∈ W 1,p0 (Ω)
hat.
Im Folgenden wird es nun darum gehen,
λ∗ = inf{λ ∈ R : fu¨r λ existiert eine Lo¨sung von (2.48)}
genauer zu beschreiben. Aus dem Satz 2.3 folgt das Korollar:
Korollar 2.47 Fu¨r p < n+23 ist λ
∗ < 0.
Fu¨r Ω = BR(0) folgt aus Satz 2.3 und Satz 2.7:
Korollar 2.48 Sei Ω = BR(0) und p > n+23 . Dann gilt λ
∗
rot ≥ 0 fu¨r R < R0,
wobei R0 der kritische Radius aus Satz 2.7 bezeichnet.
In der Abbildung 2.8 sind numerisch berechnete Beispiele zu den beiden
Korollaren zu sehen.
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Abbildung 2.8: Numerische Lo¨sungskurven fu¨r R = 0.5, n = 5. In a) ist
p = 2 < n+23 =
7
3 und daher λ
∗ < 0. In b) ist p > n+23 . Fu¨r q = 7, q = 6
bzw. q = 3.5 gilt λ∗rot ≥ 0, wobei man erwarten kann, dass in diesen
beiden Fa¨llen λ∗rot > 0 ist.
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Das Verhalten fu¨r q gegen p∗
Sei q = p∗, dann erhalten wir fu¨r (2.48) das Problem
−div(ρn−p|∇u|p−2∇u) = (1 + λ) ρnup∗−1 in Ω ⊂ Rn
u > 0 in Ω
u = 0 auf ∂Ω.
Unter der Voraussetzung, dass eine nichttriviale Lo¨sung u fu¨r λ = 0 existiert,
ko¨nnen wir fu¨r alle λ > −1 eine zugeho¨rige skalierte Lo¨sung v = αu finden.
Fu¨r p = q wissen wir, dass |u|∞ → ∞ fu¨r λ → λ∗ gilt. Fu¨r p < q < p∗
kann nun beobachtet werden, dass eine zweite positive Lo¨sung fu¨r gewisse λ
numerisch berechnet werden kann (siehe Abbildung 2.9). Es stellen sich fu¨r
dieses Verhalten diverse offene Fragen:
1. Wie la¨sst sich im sublinearen Fall die zweite - falls existent - positive
Lo¨sung charakterisieren?
2. Gibt es mehrfache Lo¨sungen?
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5
10
15
20
25
30
35
-2 -1.5 -1 -0.5
5
10
15
20
25
30
35
−∂λIλ(u)
λ∗ λ′
| · |∞
λ∗ λ′
q
=
2
q
=
2.
5
q
=
3
q
=
2.
5
q
=
3.
9
q
=
4
Abbildung 2.9: Verhalten fu¨r 2 < q < 2∗, n = 4, R = 6. Fu¨r q = 2
gilt λ∗ = −n(n−2)4 = −2 und fu¨r q = p∗ gilt λ∗ = λ′ = −1.
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2.8 Der Grenzfall
Wir sto¨ren den linearen Fall um ein kleines ε:
−div(ρn−p|∇u|p−2∇u)− λρnup−1+ε = ρnup∗−1 in Ω ⊂ Rn
u > 0 in Ω
u = 0 auf ∂Ω.
(2.49)
Die Abbildung 2.10 zeigt die Abha¨ngigkeit der Lo¨sungspfade Γε von ε. Aus
den numerischen Berechnungen ko¨nnen wir die folgenden Beobachtungen
machen, wobei diese offene Probleme sind. Es stellen sich zudem diverse
offene Fragen. Mit λ1 > 0 sei der kleinste positive Eigenwert des p-Laplace-
Beltrami-Operators −"p,Snu mit Dirichlet-Randwert bezeichnet.
ε < 0
ε > 0
λ1
λ1
λ∗
λ∗
λ∗ λ1 λ0
λ0
| · |∞
| · |∞
| · |∞
λ
λ
λ
Γε<02
Γ2
Γε<01
Γ1
Γε>01
Γ1 Γε>03
Γ3
Γ1
Γ2 Γ3
Abbildung 2.10: Verhalten im Grenzfall fu¨r ε klein.
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1. Im linearen Fall, ε = 0: Fu¨r p = 2 gilt λ∗ = −n(n−2)4 . Wie la¨sst sich
λ∗ fu¨r p '= 2 na¨her charakterisieren?
2. Im superlinearen Fall, ε < 0:
(a) Die Lo¨sungen u0 ∈ Γε<02 mit negativer Energie Iλ(u0) < 0 gehen
fu¨r ε→ 0 in die Nulllo¨sungen u¨ber.
(b) Die Lo¨sungen u1 ∈ Γε<01 bleiben im Grenzu¨bergang ε→ 0 erhal-
ten und gehen in die nichttrivialen Lo¨sungen des linearen Pro-
blems u¨ber. Insofern sind diese Lo¨sungen die wirklich nichttri-
vialen.
(c) Unklar ist das Verhalten von λ0. Gilt λ0 < λ1 ?
(d) Dieselbe Frage stellt sich fu¨r λ∗. Wie verha¨lt sich λ∗ in Abha¨ngig-
keit von q im superlinearen Fall?
3. Im sublinearen Fall, ε > 0:
(a) Die Lo¨sungen u1 ∈ Γε>01 gehen u¨ber in die nichttrivialen Lo¨sungen
des linearen Problems und bleiben somit als nichttriviale Lo¨sun-
gen erhalten.
(b) Die Lo¨sungen u0 ∈ Γε>03 gehen in die trivialen Lo¨sungen des
linearen Problems u¨ber.
(c) Gibt es in diesem Fall ein sinnvolles λ0 analog zum superlinearen
Fall?
(d) Wie verha¨lt sich λ∗ in Abha¨ngigkeit von q?
Die folgenden Abbildungen sind verschiedene numerische Beispiele zu
den obigen Beobachtungen. Die Abbildung 2.12 zeigt deren Lage bezu¨glich
dem Nichtexistenzsatz 2.7.
sublinearer Lo¨sungspfad, ε = −0.2 < 0
linearer Lo¨sungspfad, ε = 0
superlinearer Lo¨sungspfad, ε = 0.2 > 0
Abbildung 2.11: Linienmuster fu¨r die folgenden Beispiele
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Nichtexistenz in BR(0)
fu¨r R < R0 und λ = 0
Abbildung 2.12: Lage der Beispiele bezu¨glich der numerisch berech-
neten Nichtexistenzschranke R0(t) fu¨r λ = 0 aus dem Satz 2.7.
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(a) p = 2, q = 1.8, 2, 2.2
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Abbildung 2.13: Beispiele fu¨r den Grenzfall mit R = 3, n = 4
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Abbildung 2.14: Beispiele fu¨r den Grenzfall mit R = 3, n = 4
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2.9 Numerische Lo¨sungen in grossen Kugeln
Die Frage bezu¨glich Existenz und Nichtexistenz von Lo¨sungen fu¨r das Pro-
blem (2.2) in grossen Gebieten mit λ ( 0 ist offen (siehe auch Abbildung
2.4 fu¨r den Fall p = 2 ). Bandle und Benguria haben fu¨r die Dimension
n = 3 als erste das Auftreten von positiven numerischen Lo¨sungen in gros-
sen Kugeln beobachtet (siehe [4]). Aus dem Satz 2.18 folgt, dass fu¨r den
p-Laplace-Beltrami-Operator das Gebiet Ω genu¨gend gross sein muss, da-
mit diese Lo¨sungen beobachtet werden ko¨nnen. Wir verwenden die in Ka-
pitel 3 beschriebenen numerischen Methoden um die Situation zu untersu-
chen. In den folgenden Abbildungen sind daher Na¨herungslo¨sungen und
Na¨herungslo¨sungspfade zu sehen, die wir jedoch der Einfachheit halber als
Lo¨sungen und Lo¨sungspfade bezeichnen. In der Abbildung 2.15 sind fu¨r die
Dimension n = 3, 4, 5 Lo¨sungspfade in Abha¨ngigkeit von (λ, | · |∞), (λ, u(0))
und (λ,−∂λIλ) zu sehen. Um die Struktur der Lo¨sungen (siehe z.B. Abbil-
dung 2.16) hervorheben zu ko¨nnen, fu¨hren wir die folgende Bezeichnung ein:
Lo¨sungspfade von Lo¨sungen mit k Maxima bezeichnen wir mit Bk und sol-
che mit k Minima mit B−k. Die Lo¨sungskurven der Minimierer bezeichnen
wir mit B0. Die Existenz der B0 Lo¨sungen wurde in den vorangegangenen
Kapiteln eingehend diskutiert.
Mit uλ bezeichnen wir eine Lo¨sung von (2.10) fu¨r ein festes λ < 0. Fu¨r
λ < 0 ist die Konstante |λ|1/(p∗−q) eine schwache Lo¨sung der Differenzialglei-
chung −"p,Snu − λuq−1 = up∗−1 auf ganz Sn ohne Randbedingung. Diese
Lo¨sung hat drei interessante Eigenschaften:
1. Betrachtet man die Lo¨sungspfade in Abha¨ngigkeit von (λ, | · |∞), so
gilt fu¨r λ < 0: |uλ|∞ ≥ |λ|1/(p∗−q). Der Beweis ist einfach: Sei
x0 ∈ Ω so, dass uλ(x0) = |uλ|∞ gilt. Dann folgt 0 = "puλ(x0) +
λuλ(x0)q−1 + uλ(x0)p
∗−1 ≤ +λuλ(x0)q−1 + uλ(x0)p∗−1. Daraus erhal-
ten wir uλ(x0) ≥ |λ|1/(p∗−q).
2. Fu¨r die Lo¨sungspfade in Abha¨ngigkeit von u0 = u(0) ko¨nnen wir die
folgende Beobachtung machen: Die konstante “Lo¨sung” |λ| 1p∗−q trennt
die Lo¨sungspfade Bk und B−k fu¨r k > 0.
3. Die Parameterwahl (λ,−∂λIλ) ist fu¨r die Darstellung von Lo¨sungs-
pfaden ebenfalls interessant, siehe dazu [36]. In unserem Fall gilt
−∂λIλ(u) = 1/q
∫
Ω ρ
n|u|qdx. Fu¨r die konstante “Lo¨sung” erhalten
wir
−∂λIλ(|λ|1/(p∗−q)) = 1q |λ|
q
p∗−q
∫
Sn
ρndx.
Aus dieser Beobachtung und den numerischen Berechnungen ko¨nnen wir die
folgende Vermutung formulieren:
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Vermutung 2.49 Sei uλ eine Lo¨sung von (2.2) mit q = p, dann existiert
eine Konstante 0 < C(Ω) ≤ 1p
∫
Sn ρ
ndx so, dass
1
p
∫
Ω
ρnupλdx ≤ C(Ω) |λ1 − λ|
p
p∗−p .
Fu¨r den Fall q '= p ist das Wachstum von −∂λIλ beschra¨nkt durch eine
Kurve mit Wachstum in der Potenz |λ| qp∗−q .
Das Auftreten der Lo¨sungen Bk mit k > 0 ist nicht von der Nichtlinea-
rita¨t up∗−1 abha¨ngig. In der Abbildung 2.19 sind Beispiele fu¨r eine sub-
kritische, kritische und superkritische Nichtlinearita¨t us der Differenzialglei-
chung −"p,Snu−λuq−1 = us−1 zu sehen. Im subkritischen Fall (Abbildung
2.19(a)) mit s = 5 < 2∗ existiert zudem fu¨r alle λ < λ1 ein positiver Mini-
mierer B0. Die letzte Abbildung 2.19(c) zeigt den superkritischen Fall mit
s = 7. Die Lo¨sungen B1 bleiben erhalten. Hingegen ko¨nnen fu¨r das Bei-
spiel numerisch keine Lo¨sungen B−k gefunden werden. Fu¨r das Verhalten
der Lo¨sungen B0 sind in der Abbildung 2.21 noch weitere Beispiele in den
Dimensionen n = 3, 4 und 5 fu¨r den superkritischen Fall zu sehen.
Betrachtet man die Lo¨sungspfade in Abha¨ngigkeit von (λ,−∂λIλ) im
kritischen Fall, so zweigen die Lo¨sungspfade B−k aus den Lo¨sungspfaden Bk
(siehe Abbildung 2.15, numerierte Punkte). Im subkritischen Fall existieren
die Lo¨sungspfade B−k fu¨r alle λ < 0, wohingegen im superkritischen Fall
in den zu sehenden Beispielen keine Lo¨sungen gefunden werden ko¨nnen. Es
besteht die folgende Vermutung:
Vermutung 2.50 Wir betrachten die Lo¨sungspfade in Abha¨ngigkeit von (λ,
−∂λIλ). Dann gilt:
1. Im subkritischen Fall haben wir eine Verzweigung der Lo¨sungspfade
B−k aus den Lo¨sungspfaden Bk im Unendlichen.
2. Im kritischen Fall verzweigen die Lo¨sungspfade B−k aus Bk in den
Punkten (λ1,2k , uλ1,2k ) mit λ
1,2
k > −∞, wobei die Lo¨sungen uλ1,2k ∈ B−k
gegeben sind durch
uλ1,2k
= vλ1,2k + νkδ(0)
mit vλ1,2k ∈ Bk, δ ein Diracmass und νk > 0.
In der Abbildung 2.18 sind Beispiele zum zweiten Punkt der Vermutung
zu sehen. Die Numerierung der Lo¨sungen entspricht der Numerierung der
Punkte in den Lo¨sungspfaden der Abbildungen 2.15(a) und 2.15(b).
Fu¨r den superlinearen Fall sowie den sublinearen Fall ko¨nnen ebenfalls
Lo¨sungen fu¨r das Problem (2.2) in grossen Gebieten mit λ ( 0 berechnet
werden. Die Lo¨sungspfade sind wieder mit B±k, k ∈ N bezeichnet. In der
Abbildung 2.20 ist jeweils ein Beispiel zu sehen. Im sublinearen Fall ha¨ngen
die numerischen Lo¨sungen der Lo¨sungspfade B−k sehr stark von q und dem
Radius R ab.
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(a) n = 3, die Lo¨sungen zu den Punkten 1 - 6 sind in der Abbildung 2.18(a) zu
sehen.
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(b) n = 4, die Lo¨sungen zu den Punkten 1 - 4 sind in der Abbildung 2.18(b) zu
sehen.
-20 -15 -10 -5
5
10
15
20
25
30
-20 -15 -10 -5
5
10
15
20
25
30
-20 -15 -10 -5
20
40
60
80
100
120
| · |∞ u0 −∂λIλ
λ λ λ
|λ| 34
B2
B−1
B1
B0
|λ1 − λ|3/2
(c) n = 5
Abbildung 2.15: Lo¨sungspfade fu¨r R = 25, p = q = 2.
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Abbildung 2.16: Lo¨sungen in den θ-Koordinaten fu¨r n = 3, R = 25, p =
q = 2, skaliert mit |λ|−1/4.
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Abbildung 2.17: Die Lo¨sungen Bk, k > 0 treten fu¨r ein festes λ paarweise
auf (siehe auch Abbildung 2.16 linke Spalte). Das Beispiel zeigt die
Abha¨ngigkeit der B3-Lo¨sungen von λ (in den θ-Koordinaten, fu¨r n = 3,
R = 25, p = q = 2, skaliert mit |λ|−1/4). λ ≈ −11.4 ist das maximale λ
auf B3 (vgl. Abbildung 2.18(a)).
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Abbildung 2.18: Lo¨sungen u±k,j ∈ B±k mit j = 1, 2 in den θ-Koordina-
ten fu¨r R = 25, p = q = 2, skaliert mit |λ|−1/(2∗−2).
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Abbildung 2.19: Lo¨sungspfade fu¨r R = 3, n = 3, p = q = 2 mit verschiedenen
Nichtlinearita¨ten us−1.
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Abbildung 2.20: Lo¨sungspfade fu¨r den sub- und superlinearen Fall
mit n = 4, p = 2 und R = 6.
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Abbildung 2.21: Lo¨sungspfade fu¨r p = 2, q = 2, s = 2∗ + 1 und
R = 3.
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Fu¨r den p-Laplace ko¨nnen ebenfalls Lo¨sungen in grossen Gebieten be-
rechnet werden. Im Folgenden ist ein Beispiel fu¨r n = 4, p = q = 2.5 und
R = 25 zu sehen. Aus der Abbildung 2.22(a) geht hervor, dass das Ein-
deutigkeitsresultat der B0-Lo¨sungen fu¨r p = 2 in geoda¨tischen Kugeln im
Fall p '= 2 nicht erwartet werden kann. Weitere Beispiele fu¨r Lo¨sungen mit
einem grossen Wert fu¨r p sind in der Abbildung 3.2 zu sehen.
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(a) Lo¨sungspfade fu¨r n = 4, p = q = 2.5 und R = 25. Die Lo¨sungen in den
Punkten 1 & 2 sind unten zu sehen.
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(b) Lo¨sungen u±1,j ∈ B±1 mit j = 1, 2 in den θ-Koordinaten, skaliert mit
|λ|−1/(p∗−p)
Abbildung 2.22: Beispiel mit n = 4, p = q = 2.5 und R = 25.
Bemerkung 2.51 Die Struktur der Lo¨sungen kann im Allgemeinen wie
folgt beschrieben werden (vergleiche auch Abbildung 2.18):
u1,1 → u1,2
u2,1 ≈ u1,2 + u1,1 → u2,2
u3,1 ≈ u2,2 + u1,1 → u3,2
...
uk,1 ≈ uk−1,2 + u1,1→ uk,2
uk+1,1 ≈ uk,2 + u1,1→ uk+1,2
...
83
Kapitel 2. Das Brezis-Nirenberg-Problem auf der Spha¨re
84
Kapitel 3
Numerische Methoden
3.1 Strategie
Wir suchen numerische Na¨herungslo¨sungen fu¨r das Problem (2.2). Da wir
insbesondere an Na¨herungslo¨sungen fu¨r n ≥ 3 interessiert sind, beschra¨nken
wir uns auf rotationssymmetrische Lo¨sungen in einer Kugel Ω = BR(0).
Gesucht sind daher Na¨herungslo¨sungen u(r) des Randwertproblems (2.10).
Sei u(r) eine Lo¨sung von (2.10) und u0 = u(0), dann lo¨st u(r) = u(r;u0)
das Anfangswertproblem
−(ρn−prn−1|u′(r)|p−2u′(r))′ − λρnrn−1|u|q−2u = ρnrn−1|u|p∗−2u
fu¨r r ∈ (0, R)
u′(0) = 0
u(0) = u0 > 0.
(3.1)
Das Anfangswertproblem hat fu¨r jedes u0 > 0 und r klein eine eindeutige
Lo¨sung (siehe Bandle et al. [6]). In einem ersten Schritt werden wir nu-
merisch die Abha¨ngigkeit von R = min{r ∈ R+ : u(r;u0) = 0}, sofern eine
erste Nullstelle existiert, vom Anfangswert u0 studieren. Daraus erhalten
wir fu¨r einen festen Radius R eine Approximation der Anzahl rotations-
symmetrischer Na¨herungslo¨sungen von (2.10). Die zu einem gegebenen R
geho¨rige Approximation von u0 wird benutzt, um mit einer Schiessmethode
das Randwertproblem (2.10) numerisch zu lo¨sen. Im zweiten Schritt sol-
len die Na¨herungslo¨sungspfade in Abha¨ngigkeit des Parameters λ berechnet
werden. Dies werden wir mit einer finite Elemente Methode und der Newton-
Iteration machen. Fu¨r die Konvergenz der Newton-Iteration ist eine gute
Approximation einer Na¨herungslo¨sung des Randwertproblems notwendig.
Die Lo¨sung aus der Schiessmethode ist dazu geeignet.
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3.2 Schiessmethode
Anzahl Lo¨sungen
Da das Anfangswertproblem (3.1) eine eindeutige Lo¨sung fu¨r r klein hat,
ha¨ngt die Funktion
R(u0) =
{
min{r ∈ R+ : u(r;u0) = 0}, falls erste Nullstelle existent,
+∞ anderenfalls,
im Fall, dass eine erste Nullstelle existiert, stetig von u0 ab. Fu¨r Details
sei auf die Arbeit Bandle et al. [6] verwiesen. Aus dem Bild R = {R(u0) :
u0 ∈ [0,∞)} ist ersichtlich, wie viele rotationssymmetrische Lo¨sungen des
Randwertproblems fu¨r ein festes R existieren. Praktisch lo¨sen wir das An-
fangswertproblem (3.1) mit Hilfe einer Runge-Kutta Methode vierter Ord-
nung, mit Fehlerscha¨tzer fu¨r die Kontrolle der Schrittweite (siehe Schwarz
[39], Seite 388). Wir brechen die numerische Berechnung ab, falls u(r) < 0
oder r gro¨sser als ein gegebenes rmax ist. Ein Beispiel ist in der Abbildung
3.1 zu sehen.
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Abbildung 3.1: R(u0) fu¨r n = 5, p = q = 4,λ = −10. Die Anzahl
Lo¨sungen fu¨r u0 ∈ (0, 1) mit R(u0) = 33 betra¨gt 16. Die Beispiele 1-8
werden in der Abbildung 3.2 gezeigt.
Lo¨sungen des Randwertproblems
Mit u(r) = u(r;u0) bezeichnen wir eine Lo¨sung des Anfangswertproblems
(3.1). Das numerische Problem ist gegeben durch: finde u0 ∈ R+ so, dass
u(R;u0) = 0.
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Abbildung 3.2: Lo¨sungen in den θ-Koordinaten fu¨r n = 5, p = q = 4,
λ = −10 mit R = 33
Mit Hilfe der Newton-Iteration berechnen wir den numerisch exakten Wert
u0 so, dass u(r) eine Na¨herungslo¨sung von
−(ρn−prn−1|u′(r)|p−2u′(r))′ − λρnrn−1|u|q−2u = ρnrn−1|u|p∗−2u
fu¨r r ∈ (0, R)
u′(0) = u(R) = 0
(3.2)
fu¨r ein festes R ist, wobei wir in dem Fall der Einfachheit halber fu¨r die nu-
merische Na¨herungslo¨sung auch Vorzeichen wechselnde Lo¨sungen zu lassen
(wir ersetzen daher die Terme us−1 durch |u|s−2u). Die Newton-Iteration
fu¨r u0 ist gegeben durch
ui+10 = u
i
0 −
[
∂
∂u0
u(R;ui0)
]−1
u(R;ui0).
Um die Ableitung ∂∂u0u(R;u
i
0) zu berechnen, lo¨sen wir die Differenzial-
gleichung fu¨r v(r) = ∂∂u0u(r;u
i
0), gegeben durch
−(ρn−prn−1(p− 1)|u′(r)|p−2v′(r))′ − λρnrn−1(q − 1)|u|q−2v
= ρnrn−1(p∗ − 1)|u|p∗−2v fu¨r r ∈ (0, R)
v′(0) = 0
v(0) = 1.
(3.3)
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Durch die Substitution
x := ρn−prn−1|u′|p−2u′
y := ρn−prn−1(p− 1)|u′(r)|p−2v′(r) (3.4)
in der Gleichung (3.1) und (3.3) erhalten wir ein Differenzialgleichungssys-
tem erster Ordnung:
u′(r) = sign(x)
(
ρn−prn−1
)− 1p−1 |x| 1p−1 u(0) = u0
x′(r) = −ρnrn−1(λ|u|q−2u + |u|p∗−2u) x(0) = 0
v′(r) = 1p−1
(
ρn−prn−1
)− 1p−1 |x|− p−2p−1 y v(0) = 1
y′(r) = −ρnrn−1(λ(q − 1)|u|q−2 + (p∗ − 1)|u|p∗−2)v y(0) = 0.
(3.5)
In jedem Schritt der Newton-Iteration beno¨tigen wir u(R;ui0) und
∂
∂u0
u(R;ui0).
Da wir eine Runge-Kutta Methode mit flexibler Schrittweite benutzen, lo¨sen
wir das Differenzialgleichungssystem (3.5) bis r > R ist und interpolieren
dann zwischen u(rn+1;ui0) und u(rn;ui0), um u(R, ui0) mo¨glichst genau zu
erhalten. Den Wert fu¨r ∂∂u0u(R;u
i
0) erhalten wir auf die gleiche Art und
Weise. Das Differenzialgleichungssystem (3.5) ist in r = 0 singula¨r. Fu¨r den
ersten Schritt der Runge-Kutta Methode werten wir daher nicht die rechte
Seite des Systems (3.5) aus, sondern benutzen die Anfangswerte u′(0) = 0
und v′(0) = 0.
3.3 Keller-Methode
Als Na¨chstes sollen die verschiedenen Lo¨sungszweige in Abha¨ngigkeit von λ
fu¨r ein festes Gebiet berechnet werden. Dazu verwenden wir lineare finite
Elemente und die Newton-Iteration. Wir suchen schwache Lo¨sungen u ∈
W 1,p([0, R], u(R) = 0) =: W 1,p von (3.2). Daher Lo¨sungen die der Gleichung
∫ R
0
ρn−prn−1|u′|p−2u′ ϕ′ − λρnrn−1|u|q−2uϕdr
=
∫ R
0
ρnrn−1|u|p∗−2uϕdr ∀ϕ ∈ C∞([0, R],ϕ(R) = 0)
(3.6)
genu¨gen. Sei G : W 1,p × R→ (W 1,p)′ definiert durch
G(u,λ)[ϕ] :=
∫ R
0
ρn−prn−1|u′|p−2u′ ϕ′ − λρnrn−1|u|q−2uϕdr
−
∫ R
0
ρnrn−1|u|p∗−2uϕdr,
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wobei (W 1,p)′ den Dualraum von W 1,p bezeichnet. Anstelle von (3.6) benut-
zen wir die a¨quivalente Formulierung: finde u ∈ W 1,p so, dass G(u,λ) = 0
in (W 1,p)′.
Mit Γ bezeichnen wir einen Lo¨sungspfad Γ = {(u,λ) : G(u,λ) = 0}. In
singula¨ren Punkten, das sind Punkte in denen die Fre´chet-Ableitung von
Gu singula¨r ist (als Beispiel siehe Abbildung 3.3), kann die Fortsetzung von
Γ fehlschlagen oder Probleme bereiten. Um diese Probleme bei einfachen
einfacher
Umkehrpunkt
ulimit
λlimit
W 1,p
λ
Abbildung 3.3: Beispiel fu¨r einen singula¨ren Punkt
Umkehrpunkten zu umgehen, mu¨ssen wir eine geeignete Parametrisierung s
von Γ(s) wa¨hlen. Mit einem zusa¨tzlichen Parameter s ∈ R ko¨nnen wir eine
Nebenbedingung N : W 1,p × R2 → R einfu¨hren. Anstelle von G(u,λ) = 0
lo¨sen wir
G(u,λ) = 0
N(u,λ, s) = 0.
(3.7)
Wir werden N so wa¨hlen, dass s eine Approximation der Bogenla¨nge auf
einem Lo¨sungspfad ist.
Sei x ∈ X ≡ (W 1,p([0, R])× R) und P : X× R→ X′ mit
x = (u,λ), P (x, s) =
(
G(u,λ)
N(u,λ, s)
)
,
dann ist ein Lo¨sungspfad Γ von (3.7) gegeben durch x(s) = (u(s),λ(s)) mit
P (x(s), s) = 0. Zudem erfu¨llt x˙ = dx(s)ds auf einem glatten Lo¨sungspfad die
Gleichung
A(s) · x˙(s) = −
(
0
Ns(u,λ, s)
)
(3.8)
mit
A(s) :=
(
Gu(u,λ) Gλ(u,λ)
Nu(u,λ, s) Nλ(u,λ, s)
)
.
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Sei (u0,λ0) eine Lo¨sung von (3.7) und (u˙0, λ˙0) erfu¨lle
Gu(u0,λ0)u˙0 + Gλ(u0,λ0)λ˙0 = 0,
‖u˙0‖p + |λ˙0|2 > 0.
(3.9)
Dann bezeichnen wir (u0,λ0) als eine regula¨re Lo¨sung (Punkt), falls zusa¨tz-
lich die Fre´chet-Ableitung Gu(u0,λ0) nicht singula¨r ist. Wir nennen (u0,λ0)
ein einfacher Umkehrpunkt, falls (3.9) erfu¨llt ist und anstelle von “Gu(u0,λ0)
ist nicht singula¨r” gilt:
dimN (Gu(u0,λ0)) = codimR(Gu(u0,λ0)) = 1,
Gλ(u0,λ0) '∈ R(Gu(u0,λ0)),
(3.10)
wobei R den Bildraum und N den Nullraum von Gu(u0,λ0) bezeichnet.
Als Parametrisierung benutzen wir eine Pseudobogenla¨nge, welche von
Keller [32] eingefu¨hrt wurde: Sei (u0,λ0) ein regula¨rer Punkt auf Γ und
N(u,λ, s) =
1
2
〈u˙∗(s0), [u(s)− u(s0)]〉+ 12 λ˙(s0)[λ(s)− λ(s0)]− (s− s0),
wobei u˙∗(s0) ∈ (W 1,p)′ das duale Element von u˙(s0) ist. In [32] beweist
Keller den folgenden Fortsetzungssatz u¨ber regula¨re Punkte und einfache
Umkehrpunkte mit Hilfe dieser Parametrisierung:
Satz 3.1 (Keller) Sei (u0,λ0) ein regula¨rer Punkt oder ein einfacher Um-
kehrpunkt und G(u,λ) besitze zwei stetige Ableitungen in einer Umgebung
um (u0,λ0). Dann folgt mit (u(s0), λ(s0)) = (u0,λ0), (u˙(s0), λ˙(s0)) =
(u˙0, λ˙0) und u˙∗(s0) wie oben definiert, dass ein eindeutiger glatter Lo¨sungs-
pfad (u(s),λ(s)) von (3.7) fu¨r |s − s0| ≤ δ mit δ > 0 genu¨gend klein exis-
tiert. Auf diesem Lo¨sungspfad ist die Fre´chet-Ableitung von P , A(s) nicht
singula¨r.
Um x˙(s0) = (u˙(s0), λ˙(s0)) im regula¨ren Fall zu berechnen, ko¨nnen wir
die Gleichungen (3.8) benutzen und erhalten
y := u˙0/λ˙0 = −Gu(u0,λ0)−1Gλ(u0,λ0). (3.11)
Fu¨r die zweite Gleichung von (3.8) erhalten wir dann
1
2
〈u˙∗(s0), u˙(s0)〉+ 12 λ˙(s0)λ˙(s0) = 1.
Aus 〈u˙∗(s0), u˙(s0)〉 = ‖u˙(s0)‖p, erhalten wir die nichtlineare Gleichung fu¨r
λ˙(s0)
|λ˙(s0)|p‖y‖p + λ˙(s0)2 = 2.
Nach dem wir λ˙(s0) berechnet haben, folgt aus der Gleichung (3.11) u˙(s0).
Das Vorzeichen von u˙(s0) ha¨ngt vom Vorzeichen von λ˙(s0) ab. Daher kann
die Richtung der Fortsetzung mit s < s0 oder s > s0 kontrolliert werden.
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Um einen Lo¨sungspfad Γ zu berechnen, benutzen wir N(u,λ, s) = 0 u¨ber
eine Sequenz von Intervallen [s0, s1], [s1, s2], . . . Die Newton-Iteration konver-
giert in den jeweiligen Intervallen [sk+1, sk], falls |sk+1−sk| < δk(u(sk),λ(sk))
genu¨gt, wobei δk der Konvergenzradius aus dem Satz 3.1 sei. Der resultie-
rende Lo¨sungspfad ist daher nur stu¨ckweise glatt in s, mit Knickunstetig-
keiten in der Richtung des Tangentenvektors (u˙(sk), λ˙(sk)) .
Algorithmus: Sei s0 = 0.
• initialisiere x0 regula¨r "
• for k = 1 to m
– berechne x˙0
– while |s| < δk, berechne Lo¨sungen fu¨r unterschiedliche Werte
von s "
– setze ein neues regula¨res x0 "
" siehe Abbildung 3.4.
δ1
δ2 δ3
δ4
δ5
δ6
x(s70)
x(s60)
x(s50)
x(s40)
x(s30)
x(s20)
x(s10) λ
‖ · ‖
s < s40
s > s40
Abbildung 3.4: Keller-Methode
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Situation auf der Spha¨re
Fu¨r das Problem (3.2) sind die Eintra¨ge des Operators A(s) gegeben durch
Gu(u,λ)[ψ,ϕ] = (p− 1)
∫ R
0
ρn−prn−1|u′|p−2ψ′ ϕ′dr
− λ(q − 1)
∫ R
0
ρnrn−1|u|q−2ψ ϕdr − (p∗ − 1)
∫ R
0
ρnrn−1|u|p∗−2ψ ϕdr,
Gλ(u,λ)[ϕ] = −
∫ R
0
ρnrn−1|u|q−2uϕdr
und
Nu(u,λ, s)[ψ] =
1
2
∫ R
0
ρn−prn−1|u˙′(s0)|p−2u˙′(s0)ψ′dr,
Nλ(u,λ, s) =
1
2
λ˙(s0),
wobei
N(u,λ, s) =
1
2
〈u˙∗(s0), [u(s)− u(s0)]〉+ 12 λ˙(s0)[λ(s)− λ(s0)]− (s− s0)
=
1
2
∫ R
0
ρn−prn−1|u˙′(s0)|p−2u˙′(s0)(u′(s)− u′(s0))dr
+
1
2
λ˙(s0)(λ(s)− λ(s0))− (s− s0).
Sei V ⊂ W 1,p der endlich dimensionale Unterraum der linearen finiten
Elemente mit dimV = N +1. Sei TN eine Zerlegung des Intervalls [0, R] so,
dass mehr Stu¨tzstellen bei null vorhanden sind (als Beispiel siehe Abbildung
3.5).
0.5 1 1.5 2 2.5 3
5
10
15
20
25r
θ
Abbildung 3.5: Verteilung der
Stu¨tzstellen in den r, θ-Koordinaten
Sei {ϕi}Ni=0 eine lineare finite Element Basis von V . u˜ ∈ V ist dann
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gegeben durch u˜(r) =
∑N
j=0 Ujϕj , U ∈ RN+1. Sei
(A)i,j =
∫ R
0
ρn−prn−1|
∑
k
Ukϕ
′
k|p−2ϕ′i ϕ′jdr
(B)i,j =
∫ R
0
ρnrn−1|
∑
k
Ukϕk|q−2ϕi ϕjdr
(C)i,j =
∫ R
0
ρnrn−1|
∑
k
Ukϕk|p∗−2ϕi ϕjdr
(D)i,j =
∫ R
0
ρn−prn−1|
∑
k
U˙(s0)ϕ′k|p−2ϕ′iϕ′jdr.
Im Unterraum V ist die finite Element Diskretisierung A˜ von A gegeben
durch
A˜(s) =

[
(p− 1)A− λ(q − 1)B − (p∗ − 1)C
]
−B · U
1
2 U˙(s0)
T ·D 12 λ˙(s0)
 ,
und fu¨r die finite Element Diskretisierung P˜ von P erhalten wir
P˜ (x˜, s) =
(
(A− λB − C) · U
1
2 U˙(s0)
T ·D · (U − U(s0)) + 12 λ˙(s0)(λ− λ(s0))− (s− s0)
)
.
Die Newton-Iteration ist gegeben durch
x˜n+1 = x˜n − A˜(x˜n, s)−1P˜ (x˜n, s).
Den ersten Punkt x˜0 auf dem Na¨herungslo¨sungspfad berechnen wir mit
der Newton-Iteration, wobei wir als Startwert die Na¨herungslo¨sung aus
der Schiessmethode verwenden. In jedem Teilschritt mu¨ssen die Matrizen
A,B,C neu berechnet werden. Der Vektor U˙(s0)T ·D ist konstant.
Numerische Berechnungen im Grenzbereich der Existenz
Numerische Resultate mu¨ssen im Grenzbereich der Existenz sorgfa¨ltig in-
terpretieren werden. Im folgenden Beispiel (Abbildung 3.6) ist R ≈ R0, das
numerisch berechnete R0 aus dem Satz 2.7. Fu¨r λ < 0 kann in der L∞-Norm
keine Konvergenz beobachtet werden. −∂λIλ strebt in dem Bereich gegen
null.
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-0.2 0 0.2 0.4
2
4
6
8
10
-0.2 0 0.2 0.4
0.05
0.1
0.15
0.2
0.25
128
256
512
1024
2048
4096 | · |∞ −∂λIλ
λ λ
Abbildung 3.6: Lo¨sungszweige fu¨r R = 3, n = 4, p = q = 3, mit
unterschiedlicher Anzahl Stu¨tzstellen N = 128, 256, 512, 1024, 2048, 4098
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Anhang A
Substitution auf konformen
Mannigfaltigkeiten
Wir betrachten die partielle Differenzialgleichung
−"Mu− λuq−1 = u
n+2
n−2 (A.1)
auf einer konformen Mannigfaltigkeit M. Mit Hilfe der stereographischen
Projektion in den euklidischen Raum Rn erhalten wir die Differenzialglei-
chung
−ρ−ndiv(ρn−2∇u)− λuq−1 = un+2n−2 . (A.2)
Mit u = g v folgt fu¨r div(f ∇u)
div(f∇u) = ∇f ·∇u + f"u
= (f"g +∇f ·∇g)v + (g∇f + 2f∇g)∇v + fg"v
= div(f ∇g) v + (g∇f + 2f∇g)∇v + fg"v.
Um den ∇v-Term zu eliminieren, muss
(g∇f + 2f∇g) = 0
erfu¨llt sein und somit
−1
2
∇f
f
=
∇g
g
.
Im Fall f = ρn−2 erhalten wir die Gleichung
−n− 2
2
∇ρ
ρ
=
∇g
g
und mit g = ρ−
n−2
2 eine Lo¨sung. Fu¨r den Ausdruck div(f ∇g) erhalten wir
div(f∇g) = −div
(
n− 2
2
ρ
n−4
2 ∇ρ
)
= −"
(
ρ
n−2
2
)
.
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Mit Hilfe der Differenzialgleichung fu¨r die skalare Kru¨mmung K
−"
(
ρ
n−2
2
)
=
n− 2
4(n− 1)Kρ
n+2
2 (A.3)
erhalten wir fu¨r die partielle Differenzialgleichung (A.2)
−ρ−n+22 "v − n− 2
4(n− 1)Kρ
−n−22 v − λ ρ−(q−1)n−22 vq−1 = ρ−n+22 v n+2n−2 .
Es folgt das Lemma:
Lemma A.1 u = ρ−
n−2
2 v genu¨gt der Gleichung (A.1), wobei v eine Lo¨sung
der partiellen Differenzialgleichung
−"v − n− 2
4(n− 1)K ρ
2v − λ ρn−q n−22 vq−1 = v n+2n−2 (A.4)
ist.
Beispiele konformer Mannigfaltigkeit mit konstanter skalarer Kru¨mmung
sind:
Rn : KRn = 0 ρRn = 1
Sn : KSn = n(n− 1) ρSn = 21+|x|2
Hn : KHn = −n(n− 1) ρHn = 21−|x|2 .
Lemma A.2 Sei q = 2 und M ∈ {Rn,Sn,Hn}, dann ist die Funktion
u∗ε(x) = ρ
−n−22
M
(n(n− 2)ε2)n−24
(ε2 + |x|2)n−22
(A.5)
eine Lo¨sung von (A.2) in Rn mit λ = 0 im Fall M = Rn, λ = −n(n−2)4 im
Fall M = Sn und λ = n(n−2)4 im Fall M = Hn.
Beweis: Direktes Nachrechnen.
!
Zudem gilt
|uε|2∗L2∗ =
∫
Rn
|uε|2∗dx = Sn/22 (A.6)
und
‖uε‖2 =
∫
Rn
|∇uε|2dx = Sn/22 . (A.7)
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Die Pohozaev-Identita¨t
Wir betrachten das Problem
−"pu = g(x, u) in Ω ⊂ Rn
u > 0 in Ω
u = 0 auf ∂Ω,
(B.1)
wobei "pu = div(a(x)|∇u|p−2∇u) mit 1 < p < n und g : Ω × R → R eine
Caratheodory Funktion ist. In [21] hat Egnell die wohl bekannte Pohozaev-
Identita¨t fu¨r den p-Laplace bewiesen:
Lemma B.1 (Egnell) Sei u ∈ W 1,p0 (Ω) eine schwache Lo¨sung von (B.1),
dann erfu¨llt u die Pohozaev-Identita¨t
p− 1
p
∫
∂Ω
a(x)
∣∣∣∣∂u∂ν
∣∣∣∣p (x · ν)do = −∫
Ω
(
n− p
p
a +
1
p
x ·∇a
)
|∇u|pdx
+
∫
Ω
(nG(x, u) + x ·∇xG(x, u)) dx
(B.2)
mit G(x, u) =
∫ u
0 g(x, s)ds und ∇xG(x, u) =
(
∂
∂xi
G(x, u)
)
i=1,...,n
.
Die Identita¨t (B.2) auf das Problem
−div(a(x)|∇u|p−2∇u) = λ b(x)uq−1 + c(x)us−1 in Ω ⊂ Rn
u > 0 in Ω
u = 0 auf ∂Ω
(B.3)
angewendet, fu¨hrt zu dem folgenden Nichtexistenzresultat:
Korollar B.2 Sei s ≥ npn−p , x ·∇a > 0, x ·∇c < 0 inΩ und
a) fu¨r λ ≤ 0 sei q < s und b ≥ 0, x ·∇b > 0 in Ω oder allgemeiner(
n− n q
s
)
b + x ·∇b > 0 inΩ,
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b) fu¨r λ ≥ 0 sei q > s und b ≥ 0, x ·∇b < 0 in Ω oder allgemeiner(
n− n q
s
)
b + x ·∇b < 0 in Ω,
dann existiert fu¨r die Gleichung (B.3) in bezu¨glich 0 sternfo¨rmigen Gebieten
keine schwache Lo¨sung u ∈W 1,p0 (Ω).
Ferner erfu¨llt eine schwache Lo¨sung u ∈W 1,p0 (Ω) von (B.3) die Pohozaev-
Identita¨t
p− 1
p
∫
∂Ω
a
∣∣∣∣∂u∂ν
∣∣∣∣p (x · ν)do = ∫
Ω
[(
− n− p
p
+
n
s
)
a− x ·∇a
p
]
|∇u|pdx+
+
∫
Ω
(
λ
[(n
q
− n
s
)
b +
x ·∇b
q
]
uq +
x ·∇c
s
us
)
dx.
(B.4)
Beweis: Sei u ∈ W 1,p0 (Ω) eine schwache Lo¨sung von (B.3), dann folgt aus
dem Lemma B.1 fu¨r u die Pohozaev-Identita¨t
p− 1
p
∫
∂Ω
a
∣∣∣∣∂u∂ν
∣∣∣∣p (x · ν)do = −∫
Ω
(
n− p
p
a +
x ·∇a
p
)
|∇u|pdx
+
∫
Ω
(
n
q
λ b uq +
n
s
c us
)
dx +
∫
Ω
(
λ
q
(x ·∇b)uq + 1
s
(x ·∇c)us
)
dx.
Aus der Gleichung
∫
Ω a |∇u|pdx =
∫
Ω (λ b u
q + c us) dx erhalten wir die Iden-
tita¨t (B.4), womit leicht die Behauptung folgt. !
Korollar B.3 Sei Ω bezu¨glich 0 sternfo¨rmig, q = p, s = p∗, λ ≤ 0, x ·∇a ≥
0, x ·∇c ≤ 0 und p b+x ·∇b > 0, dann existiert fu¨r das Problem (B.3) keine
schwache Lo¨sung in W 1,p0 (Ω).
Fu¨r das Brezis-Nirenberg-Problem auf einer konformen n-dimensionalen
Mannigfaltigkeit M ⊂ Rn+1, gilt der Spezialfall a(x) = ρn−p und b(x) =
c(x) = ρn. Aus dem Korollar B.2 erhalten wir die Pohozaev-Identita¨t:
p− 1
n p
∫
∂Ω
ρn−p
∣∣∣∣∂u∂ν
∣∣∣∣p (x · ν)do = −∫
Ω
[
1
p∗
(1 + ρ−1∇ρ · x)− 1
s
]
|∇u|pρn−pdx
+ λ
∫
Ω
[
1
q
(1 + ρ−1∇ρ · x)− 1
s
]
uqρndx +
∫
Ω
1
s
(∇ρ · x)usρn−1dx.
(B.5)
Aus dieser Identita¨t folgt leicht das Korollar:
Korollar B.4 Sei Ω bezu¨glich 0 sternfo¨rmig, λ < 0, s > npn−p , q < s,
a(x) = ρn−p, b(x) = c(x) = ρn und
0 > ∇ρ · x >
(
p∗
s
− 1
)
ρ in Ω,
dann existiert fu¨r (B.3) keine schwache Lo¨sung u ∈W 1,p0 (Ω).
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