Collision risk modeling is a methodology to estimate the risk of aircraft collisions under given route spacing/ separation minima. Both pre-implementation risk estimation and continuous long-term risk monitoring are encouraged by the International Civil Aviation Organization. Collision risk modeling is an often-used methodology for that purpose. Mixture distribution models of Gaussian and Laplace distributions are often used for the modeling of lateral deviations of aircraft from the center line of air routes. We developed an iterative Bayesian parameter estimation algorithm of the mixture distributions which is classified as a variational Bayesian method. It is a heuristic algorithm which estimates the model parameters from observation data. We select the appropriate family of prior distributions so that the posterior distributions have the same form of the prior distributions. This feature enables iterative application of the algorithm. The algorithm also enables interval estimation of statistics such as lateral overlap probabilities, which is a key parameter of the collision risk model of route spacing. It can be used for long-term monitoring of lateral deviation of aircraft. We also applied the algorithm to the data of lateral deviations observed in Japanese oceanic airspace. The application example showed that our algorithm can be applied for real data.
to define the stopping condition of the algorithm Sð!; ; Þ: statistic determined by the model parameters !, and S y : route spacing of parallel routes ! y : average wing span of aircraft P y ðS y Þ: lateral overlap probability
Introduction
We developed an iterative Bayesian algorithm for estimation of the distribution model parameters from the aircraft lateral deviation data. We assumed arbitrary numbers for a mixture of Gaussian and Laplace distributions as the distribution model. The basic concept of our algorithm is introduced in section 2. Section 3 is devoted to the numerical example which shows the anticipated outputs of this algorithm. We applied the algorithm to a collection of the observed lateral deviations in Japanese oceanic airspace. The results of this analysis are introduced in section 4. Finally, section 5 summarizes the results of this paper. In the rest of this section, we introduce when this algorithm can be applied and explain the advantage of this algorithm Ó 2013 The Japan Society for Aeronautical and Space Sciences versus the other algorithms currently used.
Needs for the modeling of lateral deviations
An aircraft collision can result in serious damage to individuals and society. A typical strategic/tactical way to avoid a collision is to keep aircraft separated from other aircraft. However, airspace is limited, and extremely large separations make it impossible to handle the current air traffic demand. We need to determine the separation minima and route spacing taking into account two aspects: safety and efficiency.
Collision risk models [1] [2] [3] [4] [5] [6] [7] [8] are used in determining separation minima/route spacing. Pre-implementation collision risk assessments are conducted prior to the implementation of new or reduced separation minima/route spacing. Various factors are considered in collision risk models, such as traffic volume and aircraft navigation performance. Some of them change through the process of time. Therefore, long-term collision risk monitoring is encouraged by the International Civil Aviation Organization. En-route monitoring agencies (EMA) 9) are entities that conduct long-term monitoring.
The task of EMA is to monitor the collision risk of performance-based navigation (PBN) 10) aircraft in the AsiaPacific region. They conduct collision risk estimation once a year by means of a collision risk model. A remedial action is initiated by them if the estimated risk exceeds the internationally agreed target called the target level of safety (TLS). EMA collects various data for the sake of collision risk estimation. For example, aircraft position data is collected by surveillance systems, typically surveillance radars. Another example is mandatory ''large lateral deviation'' reports submitted by air traffic control authorities when large deviations occur. Both are used to estimate the frequency and magnitude of actual lateral deviations. These data are important for the collision risk estimation because lateral deviations are the main reason for the collision of aircraft flying on adjacent air routes. The mandatory reports are also used to analyze the cause of occurrence and the development of mitigation. TLS is extremely small. It is 5:0 Â 10 À9 fatal accidents per flight hour. On the other hand, the number of available data is generally thousands or more. As a result, it is necessary to estimate the probability of extremely rare lateral deviation occurrences from the small amount of data in the course of collision risk estimation. Extrapolation is inevitable in this process. In the collision risk estimation practice, we assume some type of probability distribution model for lateral deviations of aircraft, and estimate the parameter values from the data.
Reduced vertical separation minima (RVSM) is the reduction of the standard vertical separation required between aircraft flying at a height of between FL290 (29,000 feet) and FL410 (41,000 feet) from 2,000 feet to 1,000 feet.
11)
The entities which monitor the vertical performance of aircraft and the feasibility of collisions due to loss of vertical separation are called regional monitoring agencies (RMA). We focus on the model selection problem of lateral deviations, but the same methodology is applicable to the RVSM case. The need for model parameter estimation is not limited to the lateral deviation case. 1.2. Reason for using a mixture of Gaussian and Laplace distributions as the distribution model Errors and deviations are often modeled as Gaussian distributions. The justification of this modeling is the central limit theorem. A Gaussian model may be appropriate for frequently observed small deviations. In fact, an analysis based on observation data 12) showed that a Gaussian distribution is appropriate for small lateral deviations. However, the central limit theorem holds true only when the technical assumptions are satisfied, for instance, when the error is the sum of many error components. The same observation also shows that the Gaussian distribution model underestimates the frequency of occurrences of rare large errors/deviations. Many observed large position error data follow a Laplace distribution or a generalized Pareto distribution. [12] [13] [14] [15] [16] At the very least, the Laplace distribution does not underestimate the risk in many cases. Reference 8) introduces the concept of the distribution of ''atypical'' error, which is not observed frequently, but has a significant impact on the collision risk.
Collision risk models estimate the expected number of collisions. Collisions probably occur due to large errors. Underestimation of the frequency of large errors should be avoided. The mixture of Gaussian and Laplace distributions looks like a Gaussian distribution for small errors and a Laplace distribution for large errors. This model fits to both Gaussian-like small deviation data and Laplace-like large deviation data. This is the reason why mixture models that have non-Gaussian components are often used. The same type of modeling has been also used for the vertical navigation performance monitoring such as altimetry system errors. 17) 1.3. Features of the algorithm proposed and comparison with current methodologies The main topic of this paper is a methodology for estimating the model parameters from lateral deviation data. The distribution model considered in this paper is a mixture of arbitrary numbers of Gaussian and Laplace distributions.
The maximum likelihood principle has often been applied for the parameter estimation. We can derive the formula of parameters maximizing the likelihood function analytically in a single Gaussian or a single Laplace case. However, it is not the case for mixture models. Reference 12) uses a bruteforce search algorithm to find parameters of mixture models. However, the brute-force search is a very time-consuming algorithm, and it takes hours or days. If the collision risk estimation does not meet the target, EMA should identify the cause. For instance, it may want to verify the hypothesis that single extremely large deviation datum causes the large collision risk estimation. In this case, it needs to estimate the collision risk eliminating this datum to verify its hypothesis. Parameter estimation will be conducted many times in the course of these kinds of analyses. On the other hand, data are generally obtained periodically, but all the data typically become available one or two months before the deadline of reports. An estimation of model parameters should be finished in minutes taking into account the time required for these additional analyses.
An algorithm satisfying the above computation time requirement is the expectation maximization (EM) algorithm.
18) The EM algorithm is a point estimation algorithm. Another method is the application of the Newton algorithm to the likelihood function. It has the same features as the EM algorithm. EMA estimates the frequency of extremely rare mid-air collisions, but the number of data is small in general. The estimated parameter by means of a point estimation methodology may include a large uncertainty because of small sample size. However, the point estimation result does not give information on this uncertainty. Resampling methods 19) coupled with the above EM algorithm give the interval estimation of parameters, but they have another problem. The sample size of a few thousand is too small to obtain reliable collision risk estimation. EMA should continue data collection for years to obtain the large size of data, but resampling methods need to retain all the data, and computation time grows as the sample size grows.
Data is obtained periodically, and we want to conduct the estimation only using the output of previous estimation and newly obtained data. One solution is Bayesian update. Interval estimation of navigation performance model parameters in Bayesian statistics has already been conducted in Ref. 13 ), but the mixture of two Laplace distributions was only considered in this study. We could not find the study on the more general case. The mixture of two Laplace distributions is too specific for wider application. This is the motivation of our study, and the algorithm we developed satisfies all the above requirements.
Bayesian Parameter Estimation Algorithm

Distribution models of lateral deviations
We assume that the true mean of the lateral deviations from the route center line is zero. In addition, we assume that the measurement errors contained in the data are already eliminated in the pre-processing. Intentional lateral offset is allowed in oceanic airspace without having to inform air traffic controllers. Hence, this assumption does not hold true strictly in oceanic airspace. Lateral offset is not discussed in this paper and is left as future work. This assumption seems to be appropriate for the modeling of typical lateral/vertical deviations of aircraft.
We consider the following probability density function. It is the probability density function of the mixture of Gaussian and Laplace distributions.
Here, ! i , ' i and ! i are parameters. Bayesian method Under Bayesian philosophy, the parameters of the distribution models are considered not as unknown constants but as random variables. We update the distribution models of parameters every time when new data x, which is multiple observations of lateral deviations, is obtained. Let pðzÞ be the distribution model of parameter z of the lateral deviation distribution model before data x is available. Note that z is a vector in general. It is called prior distribution. Let pðzjxÞ be the distribution model of the parameter z after data x is obtained. It is called posterior distribution. Then, we assume the following Bayes' theorem.
Here, pðxjzÞ is the likelihood of the deviations under the condition that parameter z is fixed. It is generally hard to calculate pðzjxÞ by means of Eq. (2). The variational Bayesian method 20) is used to overcome this problem. We assume that parameter z can be divided into independent random variables, say z ¼ ðz 1 ; . . . ; z l Þ. Let qðz i Þ be the probability density function of the random variable z i and set
The analytical solution of qðz i Þ minimizing the KullbackLeibler divergence 21) of pðzjxÞ and qðzÞ is found for every i ¼ 1; . . . ; l under the assumption that all the parameters other than z i are fixed. The variational Bayesian method uses these analytical solutions iteratively to find the parameter values of qðzÞ with smaller Kullback-Leibler divergence value until the decrement of Kullback-Leibler divergence value becomes significantly small. We consider qðzÞ obtained through the above algorithm as an approximation of pðzjxÞ. Note that the above algorithm guarantees the convergence because the value of Kullback-Leibler divergence decreases at each step and the existence of a minimum value is guaranteed in theory. However, it is a heuristic algorithm, and there is no guarantee that the converged value is truly the global minimum. One can develop several variational Bayesian algorithms changing the assumptions on the prior and posterior distributions and the assumption on the independent decompositions of parameter space z. We develop a variational Bayesian algorithm applicable for the mixture distribution in this section. There is no formal proof that it converges to the global minimum, but we will show that an arbitrary chosen special case is convergent to the correct value in section 3.
Bayesian methods for the mixture of Gaussian and
Laplace distributions The variational Bayesian algorithm for multi-dimensional Gaussian distributions is well-known. 20) However, no actual implementation of the variational Bayesian method applicable to the mixture of Gaussian and Laplace distributions can be found in the air traffic community. We develop a variational Bayesian algorithm for the mixture of Gaussian and Laplace distributions. We adopt the following assumptions on the prior distribution. These technical assumptions are determined in order to obtain an algorithm where the analytical forms of the prior and posterior distribution functions are identical. As discussed in section 1, it is preferable to estimate the parameter values using new data and the output from old data without retaining old data. Our algorithm enables this because the analytical forms of the distribution models of the prior and posterior distributions are identical.
Assumptions: Define the variable k as follows.
The prior distribution of ! is assumed to be a Dirichlet distribution Dir ð!j 0 Þ. 0 ¼ ð 0;1 ; . . . ; 0;mþn Þ is the parameter of the Dirichlet distribution and an (m þ n)-dimensional vector. We also assume that the prior distribution of the random variable k is a gamma distribution Gam ð k ja 0;k ; b 0;k Þ. The features of Dirichlet and gamma distributions are found in Ref. 20) .
The following is the algorithm we developed. The set x ¼ fx 1 ; . . . ; x N g denotes the observation data and " is a very small positive number used in order to define the stopping condition of the algorithm.
1
2. Evaluate r i;k by means of the following equations. Here, ðÁÞ is the digamma function.
3. Update , a k and b k by means of the following equations.
The posterior distribution of ! and k deduced from these assumptions are again a Dirichlet distribution Dir ð!jÞ and a gamma distribution Gam ð k ja k ; b k Þ, respectively, in the variational Bayesian method. The deduction process is omitted in this paper.
Initial choice of parameters of prior distribution
The parameter values of the initial prior distribution are arbitrary. The output of the algorithm depends on the chosen values of these initial parameters. In our application, we have almost no information on the mixing coefficients ! in general. The initial 0 should be chosen such that each component of 0 is significantly small. The value of P mþn i¼1 i increases by the number N when N observation data are input. The initial condition does not affect the estimation result if we choose sufficiently small 0 except in the special cases where i ¼ 0 for some i. We will discuss this special case later in section 3.3.
As to the initial choice of a 0;k and b 0;k , we can guess the possible range of ' k and ! k . We determine the mean and the variance of k from this initial guess, and determine the values of a 0;k and b 0;k by means of the formulae of mean and variance of gamma distributions. For instance, let us consider the mixture of a Gaussian distribution and a Laplace distribution. In this case, m ¼ n ¼ 1 in Eq. (1). Reference 12) showed that this model is appropriate for observation data of GPS-equipped aircraft's lateral deviations. We assume that a large part of the whole data comes from the Gaussian distribution, namely, ! 1 ) ! 2 . In other words, we consider that the Gaussian distribution represents the ''typical'' navigation performance of aircraft. The Laplace distribution represents ''atypical'' navigation. We first evaluate the standard deviation of a small number of samples. The value of ' 1 is expected to be near to the standard deviation of samples. We can make a rough guess as to the possible range of ' 1 . The standard deviation of lateral deviations of ''atypical'' aircraft is larger than that of ''typical'' aircraft, and it has some obvious upper limit. This gives the possible range of the value 2 . The mean of 2 will be determined conservatively to avoid underestimation of the risk.
Finding the percentile and expectation of statistics
Let us consider a statistic Sð!; ; Þ which is determined only by the parameters !, and . Note that Sð!; ; Þ is a random variable because !, and are also random variables in Bayesian philosophy. Typical examples of statistic Sð!; ; Þ are the parameters !, and themselves. We can generate an arbitrary number of samples of the statistic Sð!; ; Þ by means of sampling !, and from the posterior distributions and evaluating the statistic Sð!; ; Þ for the sampled !, and . We can evaluate the expected number of Sð!; ; Þ by evaluating the mean of the generated samples. If Sð!; ; Þ is scalar, we can calculate percentiles from the generated samples. We introduce two interesting examples of such a statistic.
Ninety-five percent of lateral deviations by RNAV-X/ RNP-X aircraft 10) should be smaller than X nautical miles in magnitude. We call it the 95 percent containment condition in this paper. We also call the value X the 95 percentile of the lateral deviations in magnitude, if the probability that the magnitude of the deviation of aircraft is not larger than X nautical miles is 0.95. We can evaluate the 95 percentile of the lateral deviations in magnitude by solving the equation
for the fixed values of !, and . Here, f ðxÞ is the probability density function given in Eq. (1). Hence, the 95 percentile of the lateral deviations in magnitude is an example of a statistic which is determined only by the parameters !, and .
Another example of statistic Sð!; ; Þ is lateral overlap probability. Lateral overlap probability [1] [2] [3] is one of the most important parameters in collision risk modeling of route spacing. The lateral overlap probability is the probability that two aircraft overlap in the lateral dimension. The lateral overlap probability is determined by the following formula.
Here, f ðxÞ denotes the probability density function of the distribution model. The notations S y and ! y denote the route spacing and the average wing span of the aircraft. They are considered to be fixed values. The lateral overlap probability is also a statistic determined by the parameters !, and .
Numerical Example
True distribution
We conduct a simulation to investigate the output of this algorithm. As described previously, this algorithm is a heuristic algorithm, and there is no formal proof that it converges to the global minimum. We first generate pseudorandom numbers from the distribution whose probability density function is of the form in Eq. (1) . We then estimate model parameters by means of our algorithm. The parameter values used for the pseudo-random number generation are as follows.
Ninety-five percent of this distribution is included in [À5:04, 5.04]. The aircraft group whose lateral deviations are given by this distribution does not even slightly satisfy the 95 percent containment condition of the RNAV-5 specification.
Results
The 95 percentile of the lateral deviations in magnitude P is a random variable as discussed in section 2.5. We evaluated the 2.5 percentile and the 97.5 percentile of ! 1 , ' 1 , ! 1 and P by means of our algorithm, changing the sample size used for the estimation of the posterior distributions. Table 1 summarizes the parameters of prior distribution. Figures 1-4 illustrate the results. Figure 1 is the 95 percent credible interval of the mixing parameter ! 1 . Figures 2 and  3 are the 95 percent credible interval of parameters ' 1 and ! 1 , respectively. Figure 4 is the 95 percent credible interval Table 1 Sep. 2013 M. FUJITA: Iterative Bayesian Estimation of Navigation Performance Modelof the random variable P. The horizontal axis is the number of samples, and the vertical axis shows the value of the parameters and the random variable P. The dotted lines represent the 2.5 percentile, the solid lines represent the true value of parameters of the original distribution model whose parameters are given in Eq. (13) , and the dashed lines represent the 97.5 percentile. We calculate these values by increasing the sample size by 100. The figures show that the credible intervals become narrower and converge to the true values as the sample size grows. It shows that our algorithm succeeds in the estimation of the true parameter values. The credible interval of the parameter ! 1 is relatively large. The intuitive explanation of this phenomenon is as follows. Only 5 percent of samples are generated from the Laplace distribution because the mixing coefficient % 2 is 0.05. Even if 10,000 samples are generated in total, only 500 can be used for the estimation of ! 1 . The sample size of 500 is not large enough for the estimation of the tiny credible interval.
This credible interval of the 95 percentile of the lateral deviations in magnitude can be used for confirmation of the specification compliance. We can conclude that a monitoring group of aircraft satisfies the 95 percent condition if the larger endpoint of the credible interval is not larger than X. Here, the monitoring group is the group of aircraft which are considered to have almost identical navigation performance. Figure 4 shows that the larger endpoint of the credible interval is larger than five. Hence, we cannot conclude that this group satisfies the 95 percent containment condition of RNAV-5. We also cannot conclude that this group does not satisfy the 95 percent containment condition because the smaller endpoint of the credible interval is not larger than five.
Extreme cases
We have considered the case where the value of % 2 is 0.05. Let us consider an extreme case where the value of % 2 is zero. The Laplace component is not necessary in this case. The second component 2 of the parameter of the posterior distribution Dir ð!jÞ coincides with the second component 0;2 of the parameter 0 of the prior distribution Dir ð!j 0 Þ. In addition, we cannot obtain any information on ! 1 because no samples are generated from the Laplace distribution. As a result, the posterior distribution of ! 1 or its inverse 2 coincides with the prior distribution. We may encounter the case where the gap of the k-th component k of parameter with the k-th component 0;k of parameter 0 is significantly small. As discussed above, the k-th component is not necessary in this case. We should find the distribution model which does not include the k-th component.
Application Example
Data considered
The North Pacific (NOPAC) route system in Fig. 5 connects Japan with North America. It is one of the most congested route systems in the oceanic airspace of the Fukuoka Flight Information Region (FIR). A 50-nautical-mile route spacing for RNP10 10) aircraft has been implemented in NOPAC. The segment between NUBDA and NANNO is within the radar coverage of Kushiro Air Route Surveillance Radar (ARSR).
We estimate the deviations from the route center line of aircraft on R220 at the middle point between NUBDA and NANNO from Kushiro ARSR data. Flight Data Management System (FDMS) data includes the flight plan submitted by all the aircraft flying in Fukuoka FIR. FDMS data is used to specify the aircraft intending to fly in the segment between NUBDA and NANNO. This data was collected between October 2006 and September 2007. The deviation at the middle point of the segment is estimated by means of the least square method. Deviations are evaluated as positive values if aircraft deviate to the left, and negative otherwise. The trajectory model assumed in this analysis is linear uniform motion. We apply our algorithm to this deviation data. This data was also analyzed 15) in the extreme value theoretic framework. 22) Table 2 shows the fundamental statistics. Figure 6 illustrates the ''one-minus-cumulative'' graph of the data. The horizontal axis represents the lateral deviation in magnitude. The vertical axis gives the value of the relative frequency of the samples whose magnitude is not smaller than X. The vertical axis uses the logarithmic scale. Roughly speaking, the graph of samples generated from a Gaussian distribution seems to be a quadratic curve, and the graph of samples generated from a Laplace distribution seems to be a line on the ''one-minus-cumulative'' graph. Gaussian distribution models are not appropriate for large lateral deviations judging from Fig. 6 .
Application of the algorithm
We first considered the mixture of one Gaussian distribution and one Laplace distribution. In this case, m ¼ n ¼ 1 in Eq. (1). We applied our algorithm to the data. The parameters of prior distribution are the same as in Table 1 . According to the extreme value theoretic analysis in Ref. 15 ), the ''tail'' distribution, which is the distribution of the magnitude of lateral deviations larger than five, seems to be the exponential distribution whose scale parameter is three. Therefore, the parameters a 0;1 and b 0;1 are to be set such that the mean of 2 ¼ 1=! 1 is 1/3. Figure 7 illustrates the oneminus-cumulative graph again with some additional curves. The dashed curve represents the maximum a posteriori (MAP) estimation. The parameters of the MAP estimation are the modes of posterior distributions. The dotted lines show the 2.5 percentile and 97.5 percentile. The MAP estimation and 95 percent credible interval diverge from the graph of the observed data. The assumption on the distribution model does not seem to be appropriate.
We next considered the mixture model of one Gaussian distribution and two Laplace distributions. In this case, m ¼ 1 and n ¼ 2 in Eq. (1). Table 3 gives the parameters of prior distribution. The values of the parameters a 0;2 and b 0;2 are determined for the same reason as above. Figure 8 is their one-minus-cumulative graph. The notations are the same as for Fig. 7 . A good match of MAP estimation with the observed data is observed, and the observed data is almost included in the 95 percent credible interval. Therefore, we conclude that the ''one-Gaussian-and-two-Laplace'' model is appropriate for this data. We found the 95 percent credible Minimum (nautical miles) À15.9
Maximum (nautical miles) 12.9 interval of the lateral overlap probability by means of the methodology discussed in section 2.5. The current route spacing in the NOPAC route system is 50 nautical miles. We assume that wing span is 0.032 nautical miles. Then, the mean of the lateral overlap probability is 8:83 Â 10 À11 , and the 95 percent credible interval is [5: 35 Â 10 À12 , 3:84 Â 10 À10 ]. The conservative estimation of the lateral overlap probability is 3:84 Â 10 À10 in this case.
Conclusions
We introduced a variational Bayesian algorithm applicable to the mixture of Gaussian and Laplace distributions, which is often used as a model of various errors in collision risk modeling. This algorithm is iterative and enables the interval estimation of model parameters and its statistics. It is a heuristic algorithm, and there is no proof that it converges to a correct value. However, our numerical example showed that the algorithm converges to a correct value in an arbitrarily chosen special case.
We applied the algorithm for the data of the lateral deviations of aircraft in the congested oceanic airspace of Fukuoka FIR. A one-Gaussian-and-two-Laplace model fits the empirical data. We evaluated the 95 percentile and the expectation of the lateral overlap probability, which is used for collision risk estimations.
We only discussed lateral deviation in this paper, but this methodology is also applicable to other types of errors such as the altimetry system errors.
