The well-established right visual field (RVF-lh) advantage in word recognition is commonly attributed to the typical left hemisphere dominance in language; words presented to the LVF-rh are processed less efficiently due to the need for transcallosal transfer from the right to left hemisphere. The exact stage for this hemispheric transfer is currently unsettled. Some studies suggest that transfer occurs at very early stages between primary visual regions, whereas other studies suggest that transfer occurs between the left visual word form area and its right hemisphere homolog. This study explores these conflicting accounts and finds evidence for both.
| INTRODUCTION
For most right-handed individuals, words presented to the right visual field, and therefore to the left hemisphere (RVF-lh), are processed faster and more accurately than words presented to the left visual field and right hemisphere (LVF-rh). There is a general agreement that this advantage is related to the direct intrahemispheric projections from the RVF-lh to higher-order association cortex within the languagedominant left hemisphere (Banich, 2003; Bourne, 2006; Bradshaw & Nettleton, 1983; Hellige, 1993 ; though see Ducrot & Grainger, 2007 for a review of alternative accounts). As such, this long-established RVF-lh advantage has been the foundation for several behavioral (Fernandino, Iacoboni, & Zaidel, 2007; Iacoboni & Zaidel, 1996; Olk & Hartje, 2001; Perrone-Bertolotti, Lemonnier, & Baciu, 2013; Weems & Zaidel, 2004 , 2005 and neuroimaging studies (Barca et al., 2011; Doron, Bassett, & Gazzaniga, 2012; Rauschecker, Bowen, Parvizi, & Wandell, 2012; Selpien et al., 2015; Stephan, Marshall, Penny, Friston, & Fink, 2007) looking to further delineate the underlying interhemispheric interactions in language processing.
In behavioral work, many studies have reported a "bilateral effect" for lateralized lexical decision; LVF-rh targets are asymmetrically sensitive to interfering stimuli from the contralateral visual field (Fernandino et al., 2007; Iacoboni & Zaidel, 1996; Olk & Hartje, 2001; Perrone-Bertolotti et al., 2013; Weems & Zaidel, 2004 , 2005 . Bilateral effect studies use a lateralized lexical decision task, in which targets are presented randomly to either visual field. As with many other lateralized language tasks, the typical RVF-lh advantage is observed.
More importantly, in some of the trials, a lexically incongruent distractor is presented to the contralateral visual field (e.g., a RVF-lh word target would be accompanied by a LVF-rh pseudoword distractor).
These bilateral trials typically impair accuracy, but only for LVF-rh targets, indicating that the RVF-lh is resistant to interference from the contralateral hemisphere.
The presence of interference with bilateral trials is a clear demonstration that interhemispheric interactions are involved in lateralized word recognition. However, the exact stage for this interaction is unclear. Studies have shown that the bilateral effect is significantly weaker with perceptual distractors (e.g., XXXX; Fernandino et al., 2007; Perrone-Bertolotti et al., 2013) and unaffected by response hand (Olk & Hartje, 2001; Weems & Zaidel, 2005) . As such, interhemispheric interactions likely exist at the stage of lexical access, following prelexical perceptual processing but prior to postlexical response generation (Fernandino et al., 2007; Perrone-Bertolotti et al., 2013; Weems & Zaidel, 2005) . Rauschecker et al. (2012) proposed that the earliest stage for interhemispheric interactions occurs between the visual word form area (VWFA) and its right hemisphere homolog (RVFWA). The VWFA is a well-studied left hemisphere region, located at the posterior ventral occipitotemporal cortex. This area was initially thought to hold position-invariant representations of visual word forms, and as such, act as a gateway from the visual system to the left hemisphere language network (Cohen et al., 2000 Cohen et al., 2002; McCandliss, Cohen, & Dehaene, 2003) . However, Rauschecker et al. (2012) recently demonstrated that both the left and right VFWA and RVWFA encode retinotopic information, as a functional magnetic resonance imaging (fMRI)-based multivariate classifier was highly accurate at predicting stimulus horizontal position within bilateral early visual cortex (V1/V2) and the VWFA, but not in the inferior frontal gyrus. These findings counter the hypothesis of position-invariant encoding within the VWFA and led the authors to propose a systems-level circuitry model for lateralized reading. They suggested that visual information is processed independently in each hemisphere and interhemispheric interactions occur between the left and right VWFAs. Evidence against this model can be found in recent connectivity studies of magnetoencephalography (MEG) and fMRI (Doron et al., 2012; Stephan et al., 2007) . Doron et al. (2012) assessed MEG connectivity across sensors during a lateralized lexical decision task. Analyses of low-frequency amplitude envelope correlations showed that LVF-rh targets led to a greater density of interhemispheric connectivity when compared with RVF-lh targets. This LVF-rh specific increase in interhemispheric connectivity was observed 100 ms after stimulus onset along posterior sensors. The authors suggest that this reflects a very early transfer of visual information, though the exact locus for this transfer could not be confirmed with analyses in sensor space.
Interhemispheric connectivity in language has also been explored with dynamic causal modeling of functional magnetic resonance imaging (DCM-fMRI) data (Stephan et al., 2007) . Using lateralized presentation of letter strings, the authors observed that letter judgments but not spatial judgments were associated with asymmetric excitatory connectivity from the right lingual and fusiform gyri to their left hemisphere homologs. These results suggest that letter judgments are associated with asymmetric transfer of perceptual information along the ventral visual stream starting as early as the lingual gyrus.
The results from Stephan et al. (2007) suggest that letter detection starts with transfer from the right lingual gyrus, but does this hold for word recognition as well? Recent electrophysiological studies have provided evidence for asymmetrical transfer between occipital regions of interest (ROIs) (Barca et al., 2011; Selpien et al., 2015 nates: x = 35, y = 85, z = 13 and x = 27, y = 96, z = 9) showed two main findings: (a) the response at each ROI was greater for contralateral versus ipsilateral stimuli, and (b) there was a clear response in the left hemisphere to LVF-rh stimuli but not vice versa. The authors took this as evidence for asymmetrical transfer of information between visual areas.
More recently, Selpien et al. (2015) used a lateralized lexical decision task with horizontal and vertical word presentations to examine asymmetries in the earliest visual event-related potential (ERP) component associated with left hemisphere language dominance, the N100. Vertical presentation abolished the RVF-lh behavioral advantage along with N100 asymmetries in the left ventral extrastriate cortex, although asymmetries were still present in higher order areas.
These findings suggest that the N100 asymmetries found under natural (horizontal) reading conditions, are driven by the left ventral extrastriate cortex.
The proposal of independent hemispheric processing up until the VWFA (Rauschecker et al., 2012 ) is at odds with neuroimaging studies showing asymmetrical transfer between visual areas (Barca et al., 2011; Doron et al., 2012; Selpien et al., 2015; Stephan et al., 2007) .
The current study explores these conflicting accounts and provides evidence that both are correct; interhemispheric transfer occurs early between primary visual regions, but LVF-rh stimuli are also transferred intrahemispherically to the RVWFA. Furthermore, the two VWFAs also transfer information to each other. We combined the lateralized lexical decision task described above with connectivity analyses of source localized MEG signals to explore the connectivity pattern in bilateral ROI along the ventral occipitotemporal stream. Specifically, this study combined MEG with a bilateral lexical decision task to (a) identify the first stage of interhemispheric transfer in visual word recognition using connectivity analyses of homologous occipital and VWFA ROIs and (b) determine the stage of interhemispheric interference from the RVF-lh by comparing the neural responses to unilateral and bilateral trials.
| MATERIALS AND METHODS

| Participants
Nineteen right-handed, healthy adults participated in the experiment (12 females; mean age = 25.47 AE 3.8 years). Participants were recruited through advertisements from Greater Toronto Area and the University of Toronto community. All were native speakers of English, with normal hearing and normal or corrected-to-normal vision. None had history of neurological or psychiatric illness, neurological injury, or use of psychotropic medication. Participants gave informed consent and were financially compensated for their time. design. The visual field factor determined the visual field of the target and the condition factor determined the type of distractor: no distractor for the unilateral trials, a lexically congruent distractor for the bilateral congruent conditional (e.g., a word distractor for a word target) and a lexically incongruent distractor for the bilateral incongruent trials (e.g., a pseudoword distractor for a word target). There were 50 trials for each condition, adding up to a total of 600 trials for the entire experiment; there was an equal number of word and pseudoword target trials. The session was divided into 12 runs of 50 trials each, allowing for a brief rest period between runs. Participants remained seated with their head in the helmet during the rest periods. The total time for the MEG session was approximately 120 min, including setup and instructions.
| MEG experimental procedures
| Stimulus selection
To ensure sufficient power in our MEG analyses, there were 50 trials for each of the 12 conditions. Four of the 12 conditions were unilateral and eight were bilateral, thus requiring a total of 1,000 unique stimuli (4 × 50 + 8 × 100 = 1,000; 500 words and 500 pseudowords).
About 500 monosyllabic, regular words of length 4-6 characters and celex frequency greater than 10 occurrences per million were selected from the CELEX database. Then, 500 pseudowords were generated and matched to the words using the Wuggy pseudoword generator (Keuleers & Brysbaert, 2010) . Each pseudoword was matched to its word counterpart according to length, number of phonemes, and the OLD20 measure of orthographic distance (Keuleers & Brysbaert, 2010) . These 500 words and 500 pseudowords were then separated into 20 distinct sublists, all matched according to length, number of phonemes, bigram and trigram frequency, OLD20, and for words, word frequency. All lexical variables were provided by the N-watch stimulus selection program (Davis, 1983) . Latin square counterbalancing was used to assign each of the 20 sublists to be presented in a specific condition and visual field across each of 10 experimental lists.
Participants were then pseudorandomly assigned without replacement to one of the 10 experimental lists.
| Task
Participants performed a lateralized lexical decision task while in the MEG. Figure 1 outlines the stimulus presentation sequence for a typical trial. Every trial begins with a fixation cross lasting 3,000 ms. This is followed by a 200 ms presentation of the target screen which includes the target, and arrow pointing toward the target visual field, and a distractor for bilateral trials. The screen is then masked for 200 ms, and participants are then cued to respond as to whether the target was a word or pseudoword. Participants are given up to 3,000 ms to respond, and are given feedback immediately after each response.
Target visual field was randomized across trials so participants could not predict the location of each upcoming target. This presentation method was chosen specifically to minimize eye movements within the time period of data analysis (Hunter & Brysbaert, 2008) .
Targets and distractors (for bilateral trials) were all presented along the horizontal meridian with the inner edge subtending 1.5 from the center of the screen. The exact sizes of the stimuli were digitally adjusted to maintain this subtension given the measured distance from the screen to the participant's eyes once they were stable within the MEG helmet.
| MEG acquisition
MEG signals were acquired with a 151-channel whole-head system with axial gradiometers (VSMMedTech, Coquitlam, Canada) . MEG was recorded continuously at a sampling rate of 625 Hz, with online synthetic third-order gradient noise reduction (Vrba and Robinson, 2001 ).
After acquisition, continuous signals were cut into epochs corresponding to each trial. Head position with respect to the MEG helmet was monitored using three coils placed at anatomical landmarks of the head (nasion, left and right preauricular points). The head position was measured before and after each run, and averaged across runs for source analysis. The average maximum root-mean-square motion of the fiducial points over the entire 12 runs was 0.5 cm. During the experiment, participant head position at the beginning of each run was monitored visually using CTF software, so that participants could be readjusted if they drifted far from their starting position (e.g., slouching down resulting in vertical displacement), but no such readjustments were performed in this study. After the experiment, the amount of motion across runs was examined for each participant, and no runs or participants were excluded based on excessive motion. Concerns about motion over the course of the experiment were mitigated by the use of principal components analysis to extract common signal variance across all voxels in a given ROI (see below), thus generating a single representative timecourse for a region robust to small displacements of its location over the course of the entire data acquisition period.
| MRI acquisition and processing
Each subject underwent a structural MRI session on a 3-Tesla scanner (Siemens TIM Trio) located at Baycrest Health Sciences. A highresolution T1-weighted anatomical scan was used to construct a head model for MEG source modeling (MPRAGE, 1 mm isotropic voxels). To construct head models for MEG analysis, the anatomical MRI was coregistered with the coordinates of the MEG system. The AFNI Volume
Rendering Plugin was used to create a 3D reconstruction of the head to identify the locations of the three fiducial points (nasion and left and right preauricular points) on the MRI. These were marked manually in AFNI software, and then a six-parameter rigid transformation (three translations and three rotations) was used to transform the T1-weighted MRI into the coordinate space defined by the same three fiducial points tracked with localization coils during the MEG acquisition. Thus, source analyses of MEG data were overlaid on the individual's MRI in the same space. Next, the skull was stripped using Brain Extraction Tool, and a three-dimensional (3D) convex hull approximating the inner surface of the skull was constructed using the software package Brainhull (NIMH MEG Core Facility, 2018; https://kurage.nimh.nih.gov/meglab/Meg/ Brainhull). Taking into account the position of the head relative to the sensors, a multi-sphere model (Huang, Mosher, & Leahy, 1999) was computed. To normalize MEG source estimates into MNI space, we computed a nonlinear warp of each subject's brain (in the MEG-defined coordinate system) to a single-subject template, the "colin27" brain, using the software package ANTS (Avants et al., 2011) . This template is in the space defined by the MNI atlas obtained from 151 healthy individuals.
| Source localization
For source localization of the MEG signal, we applied the adaptive beamforming technique synthetic aperture magnetometry (SAM). For each voxel in the brain, SAM constructs an optimized spatial filter that estimates a virtual signal of electromagnetic activity generated at the target location while attenuating activity arising from anywhere else (Van Veen, van Drongelen, Yuchtman, & Suzuki, 1997; Vrba and Robinson, 2001 ). The spatial filter is constructed from the data covariance matrix and a lead field map derived from the MRI head model. This technique was used to localize activity for both whole-brain SAM maps of brain activity and for time-frequency analysis localized to specific ROIs.
| Source localization -whole-brain SAM maps
For each subject, at a regular grid of locations spaced 7 mm apart throughout the brain, we computed the pseudo T-statistic, which is a normalized measure of the difference in signal power between two time windows (Vrba and Robinson, 2001 ). Due to this "dual-state"
analysis approach, multi-subject statistical maps were derived from subtractive contrast images computed on the single-subject level, not from individual conditions. These "dual-state" maps contrasted 1-5 Hz oscillatory power from an active window 100-300 ms after stimulus onset against a baseline from −300 to −100 ms before stimulus onset.
This time frequency-window was based on the results from ROI ana- 
| Source localization-ROI analysis
For ROI analysis, beamforming weights for each subject were computed for a 3D grid of 10 mm 3 voxels across the entire brain. These 
| ROI analyses
The source-localized time-series were subjected to three analyses:
(a) ERFs were computed to assess the low-frequency evoked responses that were time-locked to stimulus presentation at each ROI separately, (b) time-frequency analyses were computed to assess induced changes in oscillatory power at each ROI separately, and (c) the time-frequency spectra of the Weighted Phase Lag Index (wPLI) was computed across the two intrahemispheric connections and the two homologous interhemispheric connections, for a total of four different connections.
| Event-related fields
For ERF analyses, we first low-pass filtered the raw sensor data at 5 Hz. The filtered single-trial data were then localized with beamforming to voxels within the ROIs and submitted to the PCA described above. The resulting set of individual trial time-series were then baseline-corrected (subtracting the mean of the signal prior to stimulus onset) and averaged within their respective conditions, resulting in 12 ERF time-series for each of the four ROIs and for each participant.
For statistical analysis of ERFs across participants using source-space virtual channels estimated by beamforming, some additional steps of normalization are necessary. First, unlike analysis of scalp ERPs, the polarity of the signal is arbitrary. For a scalar beamformer technique such as SAM used here, the software estimates an optimal direction of current flow for an equivalent dipole at the target location. This estimate could produce a positive signal with a given dipole orientation, or a negative signal with the opposite orientation. Thus, it is conventional to rectify the signal prior to multi-subject analysis. Second, the scaling of the signal output by the beamforming procedure varies greatly across participants. As described in Barca et al. (2011) , who introduced a normalization procedure to correct for this problem, the scale of the signal can vary up to an order of magnitude across participants, and thus the multi-subject average will be dominated by participants with the largest signals. This is not an issue for analyses of oscillatory signals, as activity at each frequency is typically normalized to a ratio of activity in the baseline period. However, for ERFs, the baseline is flat after averaging the signal across trials, making it useless for scaling. Therefore, we adopted the procedure introduced by Barca et al. (2011) . Normalization involved first squaring the time-series (making it all positive regardless of polarity), then subtracting the squared series by the mean and dividing by the standard deviation (SD) of the squared response for a period of 0-1,000 ms post stimulus onset across all 12 conditions. This results in responses that are standardized to a mean zero and unit SD across that time period, but preserves differences in response strength between conditions.
| Time-frequency analysis
Time frequency analyses were computed by first low-pass filtering the raw sensor data at 40 Hz. The filtered trial data were then localized and submitted to the PCA described above. Changes in oscillatory power time-locked to the stimulus presentation, also known as timefrequency responses (TFR), centered on −500 to 1,000 ms poststimulus onset, were computed using a sliding Hanning window of 500 ms in length implemented in the FieldTrip toolbox (Oostenveld, Fries, Maris, & Schoffelen, 2010) . Note that the minimum frequency computed with these window parameters is approximately 1 Hz, thus activity between 0 and 1 Hz is not estimated. The same is true for the wPLI and Phase Slope Index (PSI) analyses, which used identical parameters.
| Weighted-phase locking index
Connectivity analyses were computed by first low-pass filtering the raw sensor data at 40 Hz. The filtered trial data were then localized and submitted to the PCA described above. Connectivity between ROIs was measured using the wPLI (Vinck, Oostenveld, van Wingerden, Battaglia, & Pennartz, 2011) , implemented in FieldTrip. This index measures the extent to which one signal consistently leads another signal in phase at a given frequency, and is similar to the older measure Phase Lag Index (Stam, Nolte, & Daffertshofer, 2007) , with exception that wPLI is weighted by the magnitude of the imaginary component of the cross-spectrum between the two time-series. This weighting results in a measure that is more robust to noise and has a greater sensitivity to detect true lagged interactions, while remaining insensitive to influence from common sources projecting to both signals through volume conduction. wPLI was computed using a sliding window of 500 ms in width centered on each timepoint from −500 ms to 1,000 ms poststimulus onset, resulting in matrices of wPLI values at each time point and frequency. These time-frequency responses were computed for four ROIs pairs: LMOG-RMOG, LVWFA-RVWFA, LMOG-LVWFA, and RMOG-RVFWA.
| Statistical analysis
Statistical analyses for the ERF and wPLI time-series were conducted in two ways. The first set of analyses computed paired t tests at each time point to assess the effect of visual field for unilateral word trials. To provide the flexibility necessary to reveal effects of interest while protecting against type-1 error given multiple comparisons across time points, we employed a cluster-based analysis approach to identify significant differences across conditions, a technique adopted from Maris and Oostenveld (2007) and implemented in FieldTrip.
Briefly, a paired t test or repeated measures ANOVA was conducted at FIGURE 3 Behavioral results. Plots present accuracy (top) and inverse reaction time (bottom) separately for words (left) and pseudowords (right).
Significant differences between left and right visual field are thresholded at *p < .05 (uncorrected), **p < .05 (corrected), and ***p < .01 (corrected) each time point, and t or f values exceeding a threshold of p < .05
were clustered based on adjacent time bins. Cluster-based corrected p values were produced by randomly permuting the assignment of individual subjects' values to the four conditions 1,000 times, and counting the number of permutations in which larger clusters (defined by the total t or f values of all timepoints exceeding p < .05) were obtained than those in the correct assignment of conditions.
Both the ERF and wPLI cluster analyses focused on activity below 5 Hz, and were conducted across all analyzed time points from −500 to 1,000 ms relative to stimulus onset. Figure 4 shows the full timefrequency responses of wPLI, averaged across all conditions. The results showed that most of the connectivity occurred at the lower frequency bands as such cluster-based wPLI was restricted to the low frequency band (1-5 Hz). (Schlogl & Supp, 2006; Seth, 2010) . A simpler alternative is PSI, which measures the consistency of lag/lead phase relationships across multiple adjacent frequencies to estimate directionality (Nolte & Muller, 2010) . Although PSI is an effective means to test directionality for strongly asymmetric interactions, it is relatively insensitive to bidirectional interactions, making it nonideal as a general quantitative measure of connectivity, but it is frequently recommended as a follow-up analysis to determine the directionality of connections that have been identified (Bastos & Schoffelen, 2015; Cohen, 2014) . Therefore, we computed PSI across the 1-5 Hz range using identical window parameters as those used for wPLI, again implemented in FieldTrip. To avoid conducting two complete statistical analyses of connectivity with potentially conflicting results, we limit our interpretation of PSI timecourses to evaluating the predominant direction of interaction between ROIs within time windows already identified by wPLI as containing significant differences in connectivity between conditions.
3 | RESULTS
| Behavioral analysis
Accuracy and inverse reaction time (Whelan, 2008) .244]. Finally, there was a significant three-way interaction between condition, visual field and lexicality [F(2,36) = 7.723, MSe = 0.007, To summarize, the two-way interaction between visual field and condition reflects differences in visual field advantages across conditions, that are present for both word and pseudoword trials.
| Accuracy
| Reaction time
Specifically, there is a right visual field advantage to reaction time for all conditions, but this advantage is greatest for unilateral trials. Furthermore, the two-way interaction between lexicality and condition shows that participants respond faster to words than pseudowords for unilateral trials specifically, whereas this lexicality advantage was attenuated under conditions of bilateral stimulus presentation. which may be thought of as a "beta rebound," i.e., an increase in power above baseline that is often seen to follow an ERD (Kilavik, Zaepffel, Brovelli, MacKay, & Riehle, 2012) . For this figure, we extend the plotted time range to 1.2 s to show the full extent of ERD and ERS in these higher frequency ranges, although they were not the focus of subsequent statistical analyses. Figure 4b Previous work from our lab using visually presented words showed that the amplitude of ERPs is highly correlated with ERS magnitude obtained from time-frequency analyses at frequencies below 5 Hz, but not with ERD at higher frequencies (Kielar, Meltzer, Moreno, Alain, & Bialystok, 2014) . For these reasons, we chose to limit the analysis of ERFs and connectivity to below 5 Hz. To check if anything was missed with this approach, we conducted a supplementary analysis of ERFs, wPLI, and PSI in the range of 5-20 Hz, presented in Supporting Information, but this revealed very few significant differences between the conditions of experimental interest, except for PSI in which it improved the ability to observe directional differences in the connectivity for the LMOG-RMOG pair. 3.6 | ROI analysis-unilateral trials 3.6.1 | Event-related fields Additionally, although the following effects did not reach the criteria for statistical significance, it should be noted both the LMOG-RMOG and RMOG-RVWFA ROI pairs showed a later peak in wPLI for RVF-lh trials compared to LVF-rh trials, in a time range of approximately 300-500 ms. That is, presentation to the preferred RVF-lh seems to induce a later wave of connectivity both between bilateral early visual areas and within the processing stream of the right hemisphere. Between the two bilateral VWFA regions (Figure 7b) , and within the left hemisphere stream (Figure 7c ), there is a strong increase in connectivity induced by unilateral word presentation, but it is equivalent for both visual fields. Within higher frequencies (5-20 Hz, Supporting Information), no significant differences in wPLI were observed across the conditions.
| Time frequency maps
| SAM maps
3.7 | ROI analysis-unilateral and bilateral trials 3.7.1 | Event-related fields 3.7.2 | Weighted-phase lag index showed a significant main effect of visual field at the LMOG-RMOG (~100-300 ms; p < .05), reflecting greater wPLI for LVF-rh trials in an early time period. This finding suggests that in both unilateral and hemisphere. Significant main effects of visual field was also found at the RMOG-RWFA, reflecting greater wPLI for RVF-lh trials at early (~0-200 ms; p < .05) and late (~400-600 ms; p < .05) windows.
Although there was no significant interaction effect, inspection of Figure 9d suggests that the main effect of visual field is driven mainly by a later wave of intrahemispheric connectivity within the nondominant right hemisphere, especially not only with unilateral RVF-lh targets but also, to a smaller degree, with bilateral RVF-lh targets. This finding suggests again that the results of left-hemisphere computations may be "shared" with the right hemisphere in a later time period Horizontal ticks indicate significant main effects of visual field (in black), condition (unilateral vs. bilateral congruent, in red), and significant interactions (in blue) from the cluster-based permutation analysis. Cluster-wise significance is indicated as *p < .05, **p < .01, and ***p < .005. The same plot with shaded error bars for the SEM can be found in the Supporting Information [Color figure can be viewed at wileyonlinelibrary.com] FIGURE 9 wPLI for unilateral and bilateral trials. Plots present raw wPLI values between LMOG-RMOG (top left), LVWFA-RVWFA (top right), LMOG-LVWFA (bottom left), and RMOG-RVWFA (bottom right) channel pairs. Horizontal ticks indicate significant main effects of visual field (black), condition (red), and significant interactions (blue) from the cluster-based permutation analysis. Cluster-wise significance is indicated as *p < .05, **p < .01, and ***p < .005. The same plot with shaded error bars for the SEM can be found in the Supporting Information [Color figure can be viewed at wileyonlinelibrary.com] after the left hemisphere has completed its linguistic analysis of the input.
The analyses also revealed significant effects of condition at the LMOG-LVWFA (~400-600 ms; p < .05), LMOG-RMOG (~180-300 ms; p < .05;~310-500 ms; p < .005), LVWFA-RVWFA (~200-450 ms; p < .005) pairs, reflecting reduced connectivity for bilateral trials.
Together, these results indicate that bilateral trials result in reduced interhemispheric homotopic connectivity. Notably, the strength of intrahemispheric connections did not vary appreciably between unilateral and bilateral conditions, except in a relatively late time period (between 400-600 ms) in the left hemisphere (Figure 9c ).
3.7.3 | ROI analysis-directed connectivity with phase slope index 
| DISCUSSION
This study aimed to examine the patterns of brain connectivity that underlie the right visual field advantage in reading. Readers are faster and more accurate reading words presented in the right visual field, presumably because these words are processed directly by the language-dominant left hemisphere, and furthermore, the RVF-lh is highly resistant to interference from the other visual field, whereas the LVF-rh is highly susceptible to interference. We analyzed behavioral data from 12 conditions to verify these phenomena in our sample, and focused on four conditions in detailed analyses of MEG data to discern the patterns of information flow in the brain that underlie it.
The behavioral results are in line with previous studies; word targets showed a clear interaction between visual field and presentation condition. In all cases, accuracy was higher for RVF-lh trials, an advantage that was greater for bilateral congruent trials and greatest for bilateral incongruent trials. These results replicate previous findings of asymmetrical interference of LVF-rh stimulus processing from the contralateral hemisphere (Fernandino et al., 2007; Iacoboni & Zaidel, 1996; Perrone-Bertolotti et al., 2013) . Interestingly, the results for pseudowords were reversed, showing an LVF-rh advantage for bilateral congruent trials. Given that we were specifically interested in hemispheric communication during word reading, the neuroimaging analyses included only word trials. Having found the desired behavioral pattern, we proceeded to perform two sets of neuroimaging analyses to address the main questions of the study: (a) where does interhemispheric transfer occur for unilateral trials? and (b) where does interhemispheric interference occur for bilateral trials? The first question was answered by looking at differences in ERF responses and brain connectivity for unilateral word trials only. We aimed to adjudicate between two sets of studies, both of which agree that linguistic stimuli presented to the LVF-rh are ultimately processed by the language-dominant left hemisphere, albeit inefficiently, but disagree about the stage at which this transfer of information occurs. Some studies reported early transfer in visual cortex (Barca et al., 2011; Selpien et al., 2015) , whereas the circuit model of Rauschecker et al. (2012) The degree of connectivity between the two VWFA regions is similar for both LVF and RVF stimuli, although the PSI analyses suggest that the predominant direction of information flow is from the stimulated to the unstimulated hemisphere in both cases.
The second main question in this study concerned the mechanisms behind the asymmetry of interhemispheric interference. As mentioned above, several behavioral studies show that the LVF-rh is asymmetrically susceptible to interference from the contralateral hemisphere (Fernandino et al., 2007; Olk & Hartje, 2001; PerroneBertolotti et al., 2013; Wey, Cook, Landis, Regard, & Graves, 1993) . It may seem surprising that RVF-lh stimuli are processed also in the right hemisphere, albeit in a later time window, but these results are consistent with the prior MEG study of Doron et al. (2012) , which examined low-frequency amplitude correlations between sensors during unilateral lexical decision trials. That study also found a higher density of interhemispheric connections for LVF-rh trials immediately following stimulus onset, but the interhemispheric network density peaked later for RVF-lh trials, eventually surpassing the density for LVF-rh trials at 400 ms after stimulus onset (Doron et al., 2012 , Figure 2 ). Thus, both the current study and the results from Doron et al. (2012) show that lateralized displays lead to increased low frequency connectivity early for LVF-rh trials and later for RVF-lh trials.
It would seem that visual information related to unilateral RVF-lh stimuli is in fact transferred from the left to the right hemisphere and processed independently, although the behavioral significance of this is uncertain, given that current models hold that the left hemisphere is ultimately responsible for making the lexical decision. It is possible that this right-hemisphere processing could support residual linguistic abilities after damage to the left hemisphere, as suggested by neuroimaging studies of visual language comprehension in people with poststroke aphasia following left-hemisphere lesions (Kielar, Deschamps, Jokel, & Meltzer, 2016; Turkeltaub, 2015) .
In summary, we find that unilateral stimulation induces transcallosal information flow from the stimulated to the unstimulated hemisphere regardless of which visual field is stimulated, as evidenced by the connectivity patterns discussed above, but this transmission seems to be far more effective at inducing stimulus-related neural activity the right-to-left direction, as both sides of stimulation effectively elicit ERFs in the left hemisphere, but only the disadvantaged LVF-rh side elicits ERFs in the right hemisphere. This pattern of findings can account for the general RVF behavioral advantage, although the underlying neuroanatomical mechanisms accounting for this asymmetric pattern of connectivity remain to be elucidated.
For bilateral stimulation, transcallosal information flow appears to be greatly reduced, as evidenced by the relative lack of interhemispheric connectivity in these conditions, although intrahemispheric connectivity is preserved, with both LMOG-LVWFA and RMOG-RVWFA pairs exhibiting strong connectivity in a similar time range. Thus, when each hemisphere receives its own visual stimulus simultaneously, processing appears to occur in parallel in each hemisphere. However, the ERFs in both hemispheres are suppressed under bilateral stimulation, a neural phenomenon that is likely to be related to the behavioral phenomenon of interference (reduced performance for bilateral displays).
However, the finding of generally reduced interhemispheric connectivity in ventral visual areas does not fully explain the behavioral asymmetry of the interference effect: RVF-lh stimuli are relatively resistant to behavioral interference, with stable performance across the increasingly difficult conditions of unilateral, bilateral congruent, and bilateral incongruent, whereas LVF-rh performance degrades across them. The left hemisphere's relative immunity to interference from bilateral word displays is consistent with that hemisphere's specialization for processing verbal stimuli (Banich, 2003; Bourne, 2006; Bradshaw & Nettleton, 1983; Hellige, 1993) . The observed disruption of transcallosal connectivity during bilateral display may relate to the increased vulnerability of LVF-rh stimuli in two ways: (a) bilateral displays may interfere with transcallosal transfer causing stimulus degradation during transfer of information to the left hemisphere or (b) bilateral displays may completely block transcallosal transfer forcing the unspecialized RH to process the target in a direct access manner (Iacoboni & Zaidel, 1996; Weems & Zaidel, 2004) . The current study supports the former hypothesis, as LMOG-RMOG connectivity for bilateral LVF-rh trials was reduced relative to unilateral trials, but still increased above baseline (Figure 9 ).
One possible explanation is that there is an additional inhibitory interaction between these areas, asymmetrical from left to right hemisphere, which is not detected by the methods used in this study. Another possibility is that bilateral interference occurs in other brain regions downstream from these ventral visual areas, areas such as the inferior frontal gyrus (IFG), implicated in higher order aspects of language processing.
Several studies have used dynamic causal modeling (DCM) of fMRI data to distinguish directed excitatory and inhibitory interactions from the blood oxygen level-dependent (BOLD) signal present in different regions. These studies have reported predominantly excitatory interactions in posterior regions (Stephan et al., 2007; Carreiras et al., 2009; Kawabata-Duncan et al., 2014; Bitan, Lifshitz, Breznitz, & Booth, 2010) . These findings are consistent with the results of the current study, in which all observed instances of increased connectivity between the ROIs seem to reflect excitatory transmission of information rather than suppression. In contrast, some DCM studies have reported inhibitory interactions between more anterior brain areas.
Seghier, Josse, Leff, and Price (2011) reported asymmetrical left-toright inhibitory interactions between dorsal frontal regions during semantic decision tasks on words and pictures. Kawabata-Duncan et al. (2014) examining reading of Japanese kanji and kana characters, reported excitatory interactions among bilateral posterior regions, but right-to-left inhibition between IFGs. Thus, it is possible that the asymmetrical behavioral disruption of LVF-rh stimuli under conditions of bilateral display may relate to a transcallosal inhibitory process in more anterior areas that would require a different experimental design to detect it using MEG. Interference in lateralized lexical decision is mediated by the semantic and lexical properties of the distractor (Fernandino et al., 2007; Perrone-Bertolotti et al., 2013) , and interhemispheric inhibition may play a role in later processing stages related to such properties rather than earlier visual processes involved in letter and word recognition. More research is needed to delineate the interhemispheric interactions that mediate semantic and lexical interference.
