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ABSTRACT
A Medical Price Prediction System
The health care costs constitute a significant fraction of the U.S. economy. Nearly 20% of the
Gross Domestic Product (GDP) is spent on health care. The health spending in the US is the
highest among all developed nations in absolute numbers as well as a percentage of the
economy. The U.S. government bears a large portion of seniors’ health expenditure through its
Medicare program. The growing health related expenses combined with the fact that the babyboomer generation is retiring, and hence they will be eligible for Medicare, puts a great burden
on the U.S. exchequer. Therefore, it is essential to contain health related payments through all
means possible.
In this work, we will develop a medical price prediction system using machine learning
algorithms which will aid in steering patients to cost effective providers and thereby curb health
spending. The policymakers can also use the tool to better understand which providers are
relatively expensive and take punitive actions if necessary. The prediction of the medical price
will be done using implementing Random Forest Regression algorithm in machine learning.
Additionally, we plan to include the experiments on the same data with other machine learning
models such as Gradient Boosted Trees and Linear Regression and compare results. The findings
from these experiments will also be included.
Key terms- Health care, GDP, medical price prediction system, Random Forest Regression,
machine learning, Gradient Boosted Trees, Linear Regression.
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CHAPTER 1

Introduction
The health care costs in the U.S. account for 17.80% of the national output [2], which is the
highest among all developed nations. The U.S. government runs Medicare insurance program for
seniors and bears nearly half of seniors’ total health care spending [3], [4], [5]. The number of
seniors is set to expand dramatically with the ongoing and impending retirement of the babyboomer generation, which is expected to swell the ranks of Medicare beneficiaries a lot more in
the coming years. Consequently, the Medicare outlay for the government has to increase and that
adds a great strain on the budget. Therefore, ways and means to control health care costs and
thereby, slow down the rise of Medicare spending have assumed great significance. One of the
key components to restrain the rise in health care costs is access to an accurate medical price
prediction system. That is, if patients have accurate information on medical pricing such as, a
certain medical procedure costs dollar amount X at hospital A, the same procedure comes with a
price tag of Y at hospital B then they have the opportunity to choose the provider that costs them
less.
In this project our goal is to predict medical prices based on the data we have in hand. In the first
few chapters of this report, we will compare the work of various authors in the area of price
prediction and we will also provide the information in detail, about some of the techniques used
in health care domain to predict the health care prices. Later, we will propose the design of a new
system which will use Medicare payment datasets. The proposed system can be called as a
medical price prediction system. Such a system will be useful for patients, and government
officials alike. Patients can use the price prediction tool to choose the most cost-efficient
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providers. It can be used by Medicare administrators to forecast expenditure for future months
and years and plan the budget accordingly. Additionally, high cost providers can be identified
using the system. Deeper investigations may be subsequently carried out involving high charging
providers and punitive measures may be initiated against them when necessary [2]. We will build
the proposed system by implementing two machine learning algorithms from the scratch. The
first algorithm is, Regression Tree and the second one is, Random Forest Regression. While
implementing the Random Forest regression algorithm, we will make use of Regression Trees
algorithm to build base trees. In the end, we will also include the results from other two machine
learning algorithms which are, Linear Regression and Gradient Boosted Decision Trees. These
two algorithms we will not implement from the scratch but we will use in-built libraries of them
from python’s scikit-learn tool kit [6] to build our machine learning model based on the dataset
we have.
Fig. 1 shows the organization of this project. The following are some of the questions
which will be answered in this project report: What are the different approaches people have
used to predict various types of prices? Which machine learning techniques can be used in this
area? What is Classification and Regression in machine learning? How will the new proposed
system work?
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Fig. 1. Organization of this project

Some of the work done in this project is done in the paper Tike et al. [1]. The rest of the work in
this report is organized in the following way. Chapter 2 contains a history of price prediction
system. Chapter 3 describes different machine learning approaches used in price prediction, for
example, supervised and unsupervised learning techniques in machine learning. In Chapter 4, we
3

propose a new medical price prediction system. Chapter 5 specifies data pre-processing
techniques performed in order to get the cleaned input data for processing. In Chapter 6, we give
implementation details of two algorithms which are Decision trees and Random Forest
regression. Chapter 7 describes Gradient boosted decision trees and linear regression in detail. In
Chapter 8, we provide results from all the experiments done in this project. Finally, we conclude
the work done and the future work for this project in Chapter 9. Additionally, we are giving
references used in this project and the source code in the end.
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CHAPTER 2

Price Prediction History
Price prediction is a popular problem. There are several price prediction systems which are used
to predict different kinds of prices. Some of them include stock prices [7], [8], [9], [10], [11],
home prices [12], [13], electricity prices [14], [15], [16] etc. The techniques used in above papers
have been varied such as fuzzy logic, neural networks, genetic algorithms, Naive Bayesian
method and others.
In the health domain, there have been numerous works on predicting medical prices in different
contexts [17], [18], [19], [20], [21]. For example, Moran et al. [17] use generalized linear
regression methods to predict Intensive Care Unit (ICU) costs and use patient demographics,
DRG (Diagnostic Related Group), length of stay in the hospital and a few others as features.
Sushmita et al. [18] attempt to predict future health-care costs of individuals based on their
medical and cost history. The expected costs for the future 3-, 6-, 9-, and 12-months are
projected. They apply linear regression and Random Forest regression analysis for cost
prediction. Lahiri et al. [19] employ classification algorithms to predict whether an individual’s
health care costs will increase in the next year given the health care costs for the previous year.
Researchers have also used hierarchical regression analysis to tackle price prediction problem.
Multilevel linear regression is used to determine effects of patient and physician characteristics
on diagnostic testing [22]. Hierarchical decision trees are used for classification tasks where the
class labels are hierarchical in nature [23].
The problem which will be addressed in this project is distinct from the problems addressed by
other researchers. We will tackle the problem of predicting costs of treating DRGs at a hospital
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located anywhere in the U.S. using Medicare payment datasets and picking only relevant
attributes from the dataset which are useful for our problem.
In the next chapter, we provide information regarding different machine learning techniques used
in the price prediction systems.
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CHAPTER 3

Machine Learning Approaches
Price prediction history shows that authors have used machine learning techniques in this domain
extensively. Health domain is no exception for this where medical prices are being predicted
using health related data. Broadly machine learning techniques are categorized into two types of
learnings, supervised and unsupervised learning.

3. 1 Supervised Learning
Supervised learning is more widely used among the mentioned types. It is called supervised
learning because in this approach, the algorithm is trained on the input data to get the desired
result. Another way to define it is an algorithm is trained under a supervision of training data. In
this case, the data used to train the algorithm is a labeled data. When the target or the result is
known, the data is called labeled data. In a typical supervised machine learning problem, the data
has two parts. The first part consists of input variables which are called features. The second part
is actual target variable or label. Features helps to find out the target. The mapping of features
and the label would look like,
Y= f(X)
where Y is the label and X is the input variable.
There are two phases in supervised learning. The first is the training phase and the second is the
testing phase. In the training phase, data consists of input variables and a label associated with
those. When the algorithm is sufficiently trained on this data, new data is given for testing. This
new data is not labeled. Therefore, based on the training algorithm has gained in the training
phase, it has to predict the label for new set of data. Examples of supervised learning are
7

classification and regression techniques. These techniques train your model/machine with the
chosen dataset and when the new input comes classifies or predicts the output.

3.1.1 Classification
The target variable or the label in a classification problem holds categorical values. That means
the target variable is discrete. The categorical values of this target variable are usually finite. The
mapping function given in the previous section then would try to predict one of the categorical
values, the target variable has with the help of input variables.
For example, given a set of input variables an algorithm would try to predict whether a person
will buy a house or not. In this example, Buying a house is a label and it has two values Yes or
No. When the label has only two values such as either “Yes” or “No”, or “1” or “0” then the
problem is called as a binary classification problem. The label can have multiple class values as
well then it is called as multi-class classification problem. For example, given a set of input
variables an algorithm would try to predict whether a given fruit is “Mango” or “Apple” or
“Banana”. There are many algorithms used to solve classification problems. Some of the
algorithms are Decision Trees, Random Forest, Naïve Bayes, Logistic regression etc.

3.1.2 Regression
The target variable or the label in a regression problem holds continuous values. That means the
target variable is continuous e.g. 1240, 1256, 4800.89 etc. These continuous numerical values of
this target variable are not finite. These values can range from any real value to another real
value. The mapping function given in the previous section then would try to predict the
continuous value in the given range of the target variable with the help of input variables.
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For example, given a set of input variables, an algorithm would try to predict the house price. In
this example the house price is a label and it can have any value within the given range of values
of training data. There are many algorithms used to solve a regression problem. Some of the
algorithms are Decision Trees usually called as Regression Trees, Random Forest Regression,
Linear Regression etc.

Tree Approaches and Regression Algorithms
A price prediction is a regression task because any kind of a price is a continuous value and as
mentioned in the previous section, regression problem tries to predict a continuous value [24]. In
a regression task the dependent variables may or may not be continuous valued but the final
outcome being predicted should be continuous.
A typical price prediction system will take the set of input variables, apply the technique chosen
to get the final outcome and based on that predicts the price. Some of these techniques are
machine learning algorithms which are related to trees approaches. These algorithms are decision
trees and ensemble methods like random forest regression, gradient boosted regression trees etc.
These algorithms are popular because of their simplicity and their efficiency over other
complicated techniques. We will discuss these algorithms as we are going to use them to solve
our medical payment price prediction problem.

(a)

Decision Trees

Decision trees [25] are a class of popular machine learning models that are used for classification
and regression. Fig. 2 shows a simple decision tree used for classification that uses features to

9

classify a person into two categories fit or unfit. The feature set contains age, whether a person
eats a lot of pizzas and whether a person exercise in the morning.

Fig. 2. An example of Decision Tree classification

The decision trees are constructed in a top-down fashion using the training data. At each step, the
goal is to split the elements of the training set such that the subsets are as homogeneous as
possible. Towards this end, the common metrics used while constructing a decision tree classifier
are gini impurity and information gain [26]. For decision tree regressor, the criterion employed
for splitting is variance [27].
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While using the decision trees one of the best practice is to calculate the importance of each
feature [28]. The basic idea is to capture the relative importance of features in a particular
dataset. Features are the different variables in a dataset whose values differentiate each row in
the data. The feature having the highest importance gets the priority and data is split according to
that and so on. The constructed decision tree is subsequently used to classify or predict a new
instance. If the decision tree is being used as a classifier, then the new instance is classified into
one of the classes provided and if it is being used as a regressor then, it is used to predict the
outcome.
A classification tree predicts the class of a new instance by taking the mode of all the class
values at leaf nodes. A regression tree predicts the value by taking mean of all the values at leaf
nodes [28]. There are many algorithms to build regression trees, some of them are AID, CART,
M5 and GUIDE [27]. AID and CART construct piecewise constant regression trees. Among
these algorithms, CART uses binary split on the node where as others use multiple split on the
node.

(b)

Ensemble Methods

The Random Forests [30], gradient-boosted trees [29] are called ensemble methods, for
constructing multiple decision trees. Ensemble methods take multiple weak learners, such as
decision trees, and construct a strong learner from them such as random forest. The Random
Forests and gradient-boosted trees both can be used for classification and regression task.
In ensemble methods a classification task for a new instance will be done by taking the majority
of votes from each tree. The class getting the highest votes will be chosen as the final target
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value for the new instance. Fig. 3 shows a simple illustration of random forest classifier.

Fig. 3. An example of Random Forest classification

On the other hand, in a regression task, the new instance is passed through all the trees and the
outcomes from all the individual trees are aggregated to produce an overall outcome. Fig. 4
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shows a simple illustration of random forest regressor.
Like decision trees, we can calculate the importance of each feature in the ensemble method also.
They are calculated by computing the importance of features of individual trees and then
averaging them across the trees. Ensemble methods are more robust because they decrease the
tendency of a single decision tree to overfit the training data.

Fig. 4. An example of Random Forest regression
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3. 2 Unsupervised Learning
The second type of machine learning technique is unsupervised learning. Unlike supervised
learning, unsupervised learning algorithms don’t learn from the input data. That is, the data in
case of unsupervised learning don’t have labels associated. An algorithm only takes input
variables and finds patterns in the given data. It then tries to predict the right answer from those
patterns. The most common examples of unsupervised learning are clustering algorithms and
association rule mining algorithms. For example, in clustering the algorithm tries to find pattern
in a given set of input variables. These patterns are called clusters. When the new input data
comes for testing, an algorithm tries to put it into the right cluster formed during the training
phase.

In the next chapter, we propose a medical price prediction system which will be used to predict
medical prices. Additionally, we will provide the details of the dataset information and feature
selection from the dataset.
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CHAPTER 4

Proposed Medical Price Prediction System
As seen in the earlier chapters, a lot of work has been done in the area of medical price
prediction and researchers have used various techniques to predict various medical prices. A new
proposed medical price prediction system will predict the costs of treating DRGs at a hospital
located anywhere in the U.S. using Medicare payment datasets. The problem of a price
prediction is a regression task and for this use of machine learning models to perform regression
will be suitable solution. The system will use random forest regression algorithm as a machine
learning algorithm to predict the prices.

4. 1 Dataset Information
The input dataset for our proposed system will be a dataset which will be a combination of two
separate datasets. In our final input dataset, we are going to incorporate some columns from the
inpatient Medicare payment data [31] and one column from the Zillow Data [32]. We will
examine these columns in detail in the next section.
The first dataset which is a medicare payment data, includes hospital-level charges for over 3000
U.S. hospitals for the top 100 most frequently billed Diagnostic-Related Groups (DRGs). The
payment for the top 100 DRGs constitutes 60% of the total inpatient-related Medicare payments
and it represents 7 million discharges [31].
Table I lists four randomly selected rows from the payment dataset for exposition [31].

15

TABLE I
Sample rows from the payment dataset

Each row consists of the DRG definition column, the provider ID, the provider name, address,
ZIP code, state where the hospital is located, the number of discharges from the hospital for the
fiscal year in the DRG category, and the average payment across all discharges. The DRGs are a
patient-classification system [33] used by Medicare as the basis for hospital payments. The
patients within a DRG are deemed clinically similar and are expected use similar quantity of
hospital resources and hence, are expected to be billed similarly. Even so, a wide variation in the
prices for a given DRG among different providers is observed.
The second dataset is a median house price per square feet data. It includes median house prices
per square feet by zip code for all states in US from the year 1996 to 2017. In this dataset we are
only concerned about the median house prices for the year 2011 in every zip code because our
medicare payment data is for the year 2011.
Table II lists four randomly selected rows from the house price dataset for exposition [32]. Each
row in this dataset consists of RegionID which is a zip code for that region. Other columns in the
dataset are Region Name, City, State, Metro area and County Names for the particular region.
The last column in the table is the most important column for us which is median house prices
for the particular region for the year 2011.
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TABLE II
Sample rows from the house price dataset

We will examine which columns to select as features for our price prediction problem and why
from above two datasets in detail in the next section.

4. 2 Feature Selection
As seen in the previous section, each row in the payment dataset has ten columns. Each of these
columns represent a feature in the field of machine learning. A feature is an important property
on which a prediction variable under consideration is dependent upon. Every problem under
observation consist of a set of independent features which help to build an accurate machine
learning model.

4.2.1 Types of Features
There are total four types of features. They are following [34]:
1. Binary: This type of feature has only two values. For example, feature “Eat Pizza” will have
only two values “Yes” or “No”.
2. Nominal/Categorical: This type of feature has multiple values. For example, in our dataset
“DRG Definition” is a categorical feature. It has 100 unique values.
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3. Ordinal: The values of this type of features are in order and that order cannot be changed.
For example, consider feature “T-shirt Size” it will have the values as “Small”, “Medium”
and “Large” etc. which are in order.
4. Continuous: This type of feature is usually numerical. They can have as many values as
defined in continuous range of numbers. For example, consider feature “House Price”, it can
have any value in a given range of data.

4.2.2 Selection of Features from the Dataset
It is a very crucial task to select only important features from the given set of features which are
more relevant and build a robust model. That is why, from our medicare dataset we are going to
select only those features which will independently help us to predict medical prices. Columns
such as provider address, ZIP code, state, city and hospital region referral description, all
represent the location of the provider. Hence, instead of considering all of them we will only take
one of them as a feature in our feature set. We will choose ‘hospital region referral description’
as it is not as specific like provider address or city and not broad like state. Other independent
features we will choose from medical payment data are DRG Definition and Total Discharges.
Along with these features in the Medicare payment dataset, a new feature which is real estate
prices. These prices are the prices of real estates present in the locality of hospitals for the same
year as the medical data. Our vision is, this feature can also be dominant feature in predicting
prices. The hypothesis is that a hospital’s cost of operation factors into the price charged by the
hospital. Among the various costs a hospital has to bear, a significant one relates to real estate
cost – the cost of owning a building or renting it. The real estate cost is a surrogate for other
costs too in that if a certain region has high real estate costs, then it likely has higher costs in the
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other categories as well such as salary paid to doctors, staff etc [1]. Therefore, real estate cost
will also be included in the feature set, in particular the median per-square foot price of homes –
MedianPerSqFtPrice – within the hospital’s ZIP code [32] compiled by the real estate portal
www.zillow.com. Fig. 5 plots the real estate prices against the payment amounts for the DRG
that has the highest number of prices for it, viz., “194 - SIMPLE PNEUMONIA & PLEURISY
W CC” [1]. The linear trend line generated using the least-squares fit is shown. It is shown
clearly in the figure that as the per-sq-ft prices go up in a ZIP code, the medical prices also go up
in the area.

Fig. 5. The relation between real estate and medical prices for the DRG: 194 [1]

4.3 The Total Feature Set
The system uses following features to train and test the machine learning model.
1) DRG Definition
2) Hospital Region Referral Description
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3) Total Discharges
4) MedianPerSqFtPrice

In the feature set, the DRG Definition and the Hospital Region Referral Description are
categorical features where the Total Discharges and the MedianPerSqFtPrice are continuous
features. While training the model, the Average Total Payment column becomes the “label” or
the value being predicted by the model at the time of testing.

4.4 Basic Architecture of the Proposed System
The system architecture is shown in Fig. 6 Medicare payment and real estate datasets are used to
train various machine learning models. The efficacy of the different trained models will be
decided using a test dataset. The system will be useful to patients and policymakers for
predicting prices of medical procedures.
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Fig. 6. System Architecture

In the next chapter, we will provide the implementation details of the data pre-processing task.
The data pre-processing task includes following steps:
1. Data Integration
2. Data Cleaning
3. Data Transformation
We will describe each of these steps in detail.
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CHAPTER 5

Data Pre-Processing
One of the most important parts of machine learning problems is the data to be used to solve the
problem at hand. In a typical machine learning project, data preparation takes around sixty to
seventy percent of the total time of the project [35]. The correct data for the problem at hand is
very important in getting good results. Data preparation in general is a combination of feature
selection and pre-processing those features. Hence, once the feature selection is done from the
large amount of data, the next important part is to pre-process those features. Because the data in
its raw form is not useful. The purpose of pre-processing here is, to make features suitable for the
machine learning model which we are going to apply. Better results can be achieved from the
model if the features are in proper manner. Also, the format of data are different for different
models. For example, there are machine learning models which do not accept null values in the
data. So, before using the raw data for those models, we have to manage null values properly to
get the best results.

5. 1 Data Pre-Processing Steps
There are many steps involved in data pre-processing. Some of them are data cleaning, data
integration, data transformation and data reduction. In data pre-processing the steps to use from
the mentioned steps is dependent upon the nature of raw data, the problem statement and the
machine learning algorithm to be used to solve the problem. Sometimes all of the steps of data
pre-processing are required in order to get the results or sometimes only some of them are
required.
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Hence, from the above mentioned steps of data pre-processing we mainly need three steps for
our price prediction problem.

5.1.1 Step 1: Data Integration
Data integration involves identifying different data sources to be required for processing and
consolidating their data into one. This step is very important for any system which requires huge
data processing to be done to solve the problem at hand. There are different tools in the industry
to integrate data from varied sources and combine it. Such tools can be used where data is huge
and there are many data sources. But for our machine learning problem these tools are not
required because our data is very less. So we have used a simple python program to integrate our
data sources.
As mentioned in the previous chapter, we will be using two datasets for our price prediction
problem. One of them is medical payment data and the other is median house price data. Both of
these datasets have “Zip Code” column in common. Therefore, we applied inner join on this
column. Inner join selects only those records from both datasets which are matching the
specified condition. In our case, the matching condition is zip code values. After performing this
step, we get the combined dataset which will be further used for data cleaning and
transformation.

5.1.2 Step 2: Data Cleaning
Raw data can have many impurities. These impurities can affect the final outcome especially in
machine learning problems. Therefore, once the data is integrated, it needs to be cleaned. Data
cleaning involves detecting the impurities such as inaccurate entries, irrelevant and inconsistent
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records and removing these impurities. There are many techniques by which we can perform
data cleaning. Some of the techniques in data cleaning are using automated tools, manual
intervention and writing scripts to programmatically clean the data according to our needs.
As discussed in the previous section our data is not big enough to use automated tools.
Therefore, we have used manual intervention and python script to clean the data based on our
requirement. Firstly, we checked by manual intervention whether our records do not have any
erroneous or wrong entries. After that, we removed null records using the script as Random
Forest Algorithm does not accept such values. In addition to this, our script removed unexpected
spaces between the values. Once the task of data cleaning is done, the cleaned data can be
transformed into required format for the problem.

5.1.3 Step 3: Data Transformation
When data integration and data cleaning are done the next step is to transform the integrated and
clean data into suitable format required by our system. Typically, data transformation consists in
converting source data into the format required by the destination data. In our case the source
data will be the data we received after data cleaning step and the destination data will be the data
to be fed to the machine learning model. Data transformation can be done using automated tools
and writing scripts. For our price prediction problem, to perform data transformation we have
written python script which transforms the data into required format.
Data for our problem is the set of features used to predict the prices. Though theoretically every
machine learning algorithm takes all types of features e.g. categorical, numerical etc. and tries to
build the model with the help of them, technically these features have to be converted into
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numerical format in order to understand by the computer. Hence, we have to transform all
categorical features fed to our machine learning algorithm into numerical ones.
There will be two types of transformations done on the input data. First is, the conversion of
categorical features into numerical ones and second is, removing unnecessary characters in
feature values.
We have done the data transformation step by step. The first step is data discovery in which we
identified which columns in the data to transform. For our problem, the columns to be
transformed are “DRG Definition”, “Hospital Referral Region Description” and “Average Total
Payments”. The next two steps after data discovery are data mapping and converting data into
required format with the help of a program.
From the above three mentioned columns “DRG Definition” and “Hospital Referral Region
Description” are categorical features. There are two ways to transform categorical features into
numerical features. First is, using one-hot encoding and other is writing a program which will
convert feature formats into required ones.
One-hot encoding generates one boolean column for each unique category present for the
particular categorical feature. Only one of these columns could take the true value that is 1 for
each record. For our dataset one-hot encoding is not suitable because, categorical features in our
dataset has too many unique categories. Adding Boolean column for each of those categories
will make data grow horizontally unnecessarily. It will make the model very complex. For
example, “Hospital Referral Region Description” column has 101 unique values hence we have
to add 101 boolean columns for each category value which is very complex to process even
further.
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Therefore, we decided to write a program to convert all categorical features into numerical ones
according to our needs which will be simple.

Transforming categorical feature “DRG Definition” into numerical feature:
The actual value for “DRG Definition” column was in the following format: “039 EXTRACRANIAL PROCEDURES W/O CC/MCC”. We identified a pattern in this format
which is a number followed by the DRG description. It made sense to just extract first three
characters from the original string. These three characters are actually numbers corresponding to
each unique DRG. Hence, the old value is transformed into new value, which is “039”. Finally,
we converted this three characters string to number giving us the end result as number 39.

Transforming categorical feature “Hospital Referral Region Description” into numerical
feature:
The actual value for “Hospital Referral Region Description” column was in the following
format: “AK – Anchorage”. The pattern we identified in this format is State Code followed by
region within the particular city i.e. zip code region. This column has total 101 unique values.
We assigned 101 random numbers to these string values. Hence, for example all the rows having
“AK- Anchorage” value will have the numerical value 1.

Transforming the label “Average Total Payments” in numerical format:
The actual value for the label “Average Total Payments” following: $5787.57
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The pattern here is “$” followed by a number which is float. At the time of applying the
algorithm on such value we do not need “$” sign hence, we removed dollar sign from the values
of this column. Also, for the simplicity we converted float values to integer.

5. 2 Totally Pre-Processed Data
After performing all of the previously mentioned steps, we get our final data which can be fed to
our machine learning algorithm to predict the prices. Table III shows the sample four rows from
the final pre-processed data.

TABLE III
Sample rows from the final dataset

In the next chapter, we provide the implementation details of the regression tree algorithm.
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CHAPTER 6

Regression Tree and Random Forest Regression Implementation
6.1 Regression Trees
We provided a description of decision trees in Chapter 3. Decision trees are one of the
techniques used in the predictive modeling. Predictive modeling is the technique in which the
data at hand is used to predict the value for new data. As described in Chapter 3, a new instance
is either classified or predicted in the predictive modeling. Based on classification or prediction,
a decision tree is also divided into two types. The first type is classification tree and the other is
regression tree. A classification tree is used when the label of the data is categorical, that is, the
label has discrete values. When the new record is passed to the classification tree, it will classify
the record into one of the classes the label represents. On the other hand, a regression tree is used
when the label is a continuous value, for example, medical price. Hence, when the new record is
passed to the regression tree, it will predict the value of the label for that record based on the data
at hand. The label values in this case can be any value.
Any decision tree has three types of nodes. The nodes in a decision tree are a root node,
intermediate nodes and leaf nodes. A root node will always have all the data before splitting.
Then, as we go down in the hierarchy, the data are further split using intermediate decision
nodes. The leaf nodes will have the prediction value. The root node and the intermediate nodes
will represent the features and their values. The leaf nodes will have the label values or
predictions. Once the tree is created, for the new record it can be traversed through the branches
and nodes of a tree based on the feature values the record has until the leaf node is reached. Fig.
7 shows the tree structure.
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Fig. 7. A basic tree structure

6.1.1 Working of a machine learning model
Once the data is pre-processed, we need to divide it into train and test records. As discussed in
Chapter 3, supervised learning methods need to perform this step in order to build the machine
learning model to train the model to do the prediction for new records that are test records. For
our project the machine learning models are regression trees and random forest.
As discussed in Chapter 4, our price prediction system will use the following steps in order to
predict the prices.
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1. Pre-process the data: We discussed pre-processing of input data in Chapter 5.
2. Dividing the pre-processed data into train and test records.
3. Build the model using train data.
4. Test the built model using test records by predicting the values of label.

There are many techniques which are used to divide the input data into training and testing
records. Some of them divide the input data into training and testing records randomly or by
fixed number. In random division, the records in input data will be randomly selected and
divided into training and testing sets based on the user specified ratio of training is to testing. For
example, if the input data has 100 records and user specified train is to test ratio is 80:20, then
the training set will have 80 randomly selected records from 100 and testing set will have 20
randomly selected records from 100. On the other hand, in case of fixed split user can specify the
range of record indices which will go in training and testing sets respectively. Though these
methods are easy to implement and very simple, they have problems associated with them. A
machine learning model can overfit because of these methods. Overfitting means that model is
trained too much on the training data and it is not generalized. That is the model is well trained
for the training records but when the new records are passed to it, the model does not predict the
results accurately. To avoid this problem of overfitting the solution is to use a method crossvalidation split. To split the input data into training and testing sets, we have used crossvalidation split in our project.

6.1.2 Cross-validation Split
Cross-validation splitting tries to minimize the overfitting and generalizes the model. We used kfold cross-validation which comes under the type Non-exhaustive cross-validation [36]. In k-fold
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cross-validation, entire input data is divided into k number of subsets. Among these k subsets, k1 subsets are used as a training set and kth set is used as a testing set. Selection of k-1 sets is
random. This process of selection is repeated k times. In each iteration exactly one fold is used as
a testing set. When all the iterations are done all the results got from each iteration are averaged
to get the final result. There are many other ways to use cross-validations which are slightly
different from k-fold cross validation [37]. It depends upon the input dataset which type of crossvalidation split to use. Fig. 8 shows the working of k-fold cross-validation split.

Fig.8. k-fold Cross-validation split

6.1.3 CART Algorithm
Once the input data is divided into training and testing sets, the next step is to build the machine
learning model using the training set. As discussed in Chapter 2, price prediction is a regression
task so, we have used regression tree to predict medical prices for our data. The algorithm we
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have implemented in order to build the trees is CART [37]. CART uses recursive partitioning
technique. Recursive partitioning partitions the input data recursively [37]. It starts partitioning
the input data starting from the root node and keeps partitioning the data until the leaf node is
reached that is, there are no more records for partitioning are left. The recursive partitioning in
case of CART is binary. Binary partitioning divides the data into at-most two parts or regions.
This is called dividing the input space. There are three main components in recursive
partitioning. They are as follows:
1. Selection of a feature from the set of features to split the data.
2. Selection of a particular value of the selected feature in step 1.
3. Termination criteria, that is, when should the splitting stop and records are reached to the leaf
node.

Selection of a feature from the set of features to split the input data
When a particular feature and its value is selected for splitting, a model will try to minimize the
cost function defined and will try to maximize the information gain from this split. This strategy
of dividing the input space is called greedy strategy as each time a node is selected which will
give the best split. The features and its value to split will be selected based on the loss function.
For regression trees, mainly two cost functions are used across all the training records which fall
within each divided input space. These functions are the sum squared error and the weighted
variance.

Sum squared error:
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where n is the total number of the observations falling under the selected input-space. Xi is the ith
observation and X bar is the mean of the values of all observations.
So, the split with minimum sum squared error is selected.

Variance Reduction:
Variance reduction is the other criteria used to select the split. We have employed weighted
variance reduction in our implementation of regression trees as it gave better results than the sum
of squared error for our input data.

where n is the total number of the observations falling under the selected input-space. X is the
value of observation and X bar is the mean of the values of all observations.
So, the split with minimum variance is selected. To calculate weighted variance, first the
variance of each node on which we want to split the data is calculated. Then after that, we
calculate variance for each split as weighted average of each node variance.
Once the variance is calculated, we calculate the information gain for the split. The idea is to
maximize the information gain. A split is selected such that it gives maximum information gain
which means for that split we are getting homogenous records. Fig. 9 shows homogenous splits.
In the Fig.9, a dataset has two types of classes, triangles and squares. A node to split on will be
selected such that two splits we will be getting, will have homogenous records that is records of
the same class. As in the Fig.9, we are getting homogenous splits such split is desirable and gives
maximum information gain.
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Fig. 9. An example of Homogenous split

Selection of a particular value of the selected feature in step 1
To calculate variance and eventually information gain, when we select a particular feature to
split on at that time we also select the particular value of that feature which will be used as a
condition to split. For example, in our dataset there is a feature “DRG definition”. If this feature
is selected at the time of tree building for splitting, then we select its particular value as a
condition to divide the records into regions. DRG definition has set of values. Hence among
those values, for example, “DRG definition <= 56” will be a condition. This condition will be
used to divide the records into two separate regions. Region 1 will have all the records matching
the condition and region 2 will have all the records which are not matching the condition. The
notion here is, to determine how well the split condition performs. For that, we compare the
degree of impurity of a parent node before splitting and degree of impurity of child nodes after
splitting, this difference should be larger to consider the split as the best split [36]. The larger the
difference, the more the is split homogenous.
There are many techniques to choose a value of a particular feature so that it will provide the best
information gain. These techniques are different for different types of features as mentioned in
Chapter 4. We converted all of the features required for our price prediction task into continuous
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features. For example, if there is a continuous feature called “F” and it holds a value “V” then
split conditions can be one of the following conditions mentioned:
1. F < V
2. F<=V
3. F> V
4. F>=V
With these conditions to split continuous attributes, there are mainly four techniques [34]. First
technique is to go through all the values the feature holds in order to find the best split which will
provide the maximum information gain. For example, if there is a feature F which has total n
values, then the earlier mentioned technique will go over each value. While checking the
condition for each value, it calculates the variance and information gain for this split. Finally, it
chooses the value with minimum variance. This technique is computationally expensive as it
requires O(N) operations to compute the variance and information gain at each candidate split
position. There are a total of N features, so the total time complexity required by this task will be
O(N2).
The modification in this technique is the next technique. This technique sorts the values of
features before starting the comparison. Then it selects only those values as split points which are
the midpoints between two adjacent values. This approach reduces time complexity of the task to
O(N log N). We do not need to evaluate all values of the feature but just the midpoints of two
adjacent values.
The third technique is binning the values of a feature. If the feature represents wide range of
values, then we can put certain range of values in a bin. For example, if feature “F” has values
ranging from 1 to 100, then we can make 10 bins, each of these will hold 10 values. For
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example, bin 1 will have values 1 to 10, bin 2 will have 11 to 20 and so on. This will reduce the
comparison time if the feature has too many values.
The fourth technique is to calculate the mean of all values a feature holds and always compare
the other values with the mean. This technique is not robust as it may miss the best split value
which can give the maximum information gain ultimately making the model strong.
The technique we have used in our project to find the best split which will give us the minimum
variance each time, firstly sorts all the values a particular feature holds. It then, checks the
comparison condition for only those values which are unique for this feature and finds the split
point which gives the minimum variance each time. The comparison condition we used is “<=”.
For example, if we want to check split for a feature “DRG Definition” for a value 56 then the
condition will be “DRG Definition<=56”. This condition will divide the records into two parts.
Records matching the condition and records which are not satisfying the condition.

Termination criteria
For building trees, CART uses recursive partitioning algorithm because of which trees can grow
large. The algorithm uses the greedy approach to find the best split which leads to grow larger
trees. This strategy can induce errors in the machine learning model. The most important error
which can occur is overfitting because as the tree becomes larger the model learns too much
from the data and fails to give correct prediction when the new record is passed to it [34]. To
avoid this error, the technique called pruning is used. Pruning cut the tree when it grows very
large. There are two types of pruning techniques, the first one is pre-pruning and the second one
is post-pruning. Both of the techniques reduce the tree size. In our tree building process, we have
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used pre-pruning as the strategy to stop the growth of the tree because post-pruning is
computationally time consuming.

Pre-pruning: Pre-pruning is also called as early stopping [34] because in this approach tree is
pruned at the time of building. The stopping criteria we used are following:
1. Number of records reached to the leaf node: We have provided a parameter which can hold
the value of user defined number of records reached to the leaf node. The value of this
parameter is always checked when a particular record reaches the leaf node. If the number of
records reached to the leaf node are greater than this parameter, then the tree should be
stopped from growing.
2. Maximum depth of a tree: We have provided a parameter which can hold the value of user
defined depth of a tree. If the depth of the tree is greater than equal to the maximum depth of
a tree given by user, then the tree should be stopped growing.
3. Information gain threshold: We have provided a variable parameter which holds the
minimum threshold value for the information gain. If the information gain from the current
split on a feature is below the threshold, then this split should not be considered for building
the tree. This will help to consider only those splits which are relevant ultimately reducing
the size of the tree.
4. Partitioning of records: When the partitioning is performed on the particular value of a
feature which gives either one or both, the number of true records and the number of false
records as zero, then such a split should not be considered.
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Post-pruning: As mentioned in the previous section we have not implemented post-pruning
technique in our project as it is computationally complex and we have less number of features at
the time of growing of a tree. Due to a low number of features for our project pre-pruning is
sufficient to reduce the size of the tree. Post-pruning can be done by replacing an entire sub-tree
with a new leaf node which will have the prediction from the most frequently used branch of the
subtree [34].

6.1.4 Error calculation
To calculate the accuracy of the model the criterion we used is called mean absolute error [38].
Mean absolute error is the average of the absolute difference between actual value of label and
predicted value of label by the model in a set of test records. The formula for mean absolute error
is given as following:

where n is the total number of records in the test set, j is the record in a test set,
value of a label and

is the actual

is a prediction.

We used this metric as it can be used for all machine learning models we have implemented.
Hence, it will be easy to compare the results for each model.

6.1.5 Regression Tree Figures
The following are some example figures of regression trees built from our regression tree
implementation:
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1. Example 1:

Fig.10. Example 1: Regression Tree built from implemented algorithm

2. Example 2:

Fig.11. Example 2: Regression Tree built from implemented algorithm

In the next section, we provide the implementation details of the random forest regression
algorithm.

6.2 Random Forest Regression Implementation
We introduced ensemble learners and random forests in the Chapter 3. In this section, we will
give the implementation details of a Random Forest Regression algorithm which we
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implemented, run and tested in our project. Like CART, Random Forest algorithm can also be
used for both regression as well as classification tasks. It is a supervised learning algorithm
where we train the algorithm on some data and test its performance on new data. The problem
with decision trees is they can be easily overfit. Random forest tries to avoid this problem of
overfitting. As the name suggests Random Forest consist of number of trees. Decision Trees act
as a weak learner for it. The strategy used while building the random forest is creating a strong
learner from multiple weak learners which will minimize the errors produced by weak learners.
Random Forest tries to minimize overfitting by introducing randomness in the creation of trees in
the forest. The randomness in introduced in selection of features and selection of subsamples
used while building each tree.

6.2.1 Working of Random Forest Regression
The algorithm works in a following way [30]:

1. Suppose there are n number of trees in the forest. Then for each tree a random subsample of
train data with replacement is selected.
2. Suppose there are total m features in the feature set. Then, for each tree in the forest, the
algorithm selects “k” features out of “m”. It depends upon the value of m, what should be the
value of k. For example, you can select k=1 or you can select all m values to build each tree,
in that case k==m. If you are selecting the criteria as k<<m then the possible values of m are,
1/2m, m, 2 m.
3. Once the features are selected for each tree, then each tree is built using the regression tree
algorithm we specified in previous sections.
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4. Steps 1, 2 and 3 are repeated until all n number of trees are built. Once all trees are built, then
test records are passed to each tree for prediction. Each tree predicts the output and the final
prediction is the average of all predictions from each tree in the forest.

The method Random Forest uses to build trees and make prediction is called bagging or
bootstrap aggregation. Fig.12 explains random forest regression [39].

Average of
predictions
of all trees

Random
Forest’s
decision

Fig. 12. Subsampling and Random Forest
In Fig. 10, step A shows a subsample of a train data given to each tree in the forest. Picking a
subsample with replacement means when a record “r” is selected for subsample 1 then it can be
again picked for subsample 2. This method does not remove a picked record from the original
train data. The approach of subsampling without replacement can also be used to create
subsamples. Step B in Fig 10. shows how each tree will be different when built.
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6.2.2 Error Calculation
To calculate the accuracy of a model we used the same criteria as the regression trees which is
mean absolute error.

In the next chapter we give the description of two algorithms Gradient Boosted Trees and Linear
Regression.
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CHAPTER 7

Gradient Boosted Trees and Linear Regression
In the previous chapter, we gave the implementation details of algorithms which we have
implemented from scratch. The second part of our project is to make use of two other algorithms
and get the price prediction results for the same dataset which we have used earlier. The
algorithms we are going to use are Gradient Boosted Decision Trees [29] and Linear Regression
[38]. To implement these algorithms on our dataset we are going to use available libraries,
GradientBoostingRegressor and LinearRegression from “scikit learn” toolkit [6]. Scikit learn
toolkit is a free machine learning library for python programming language. It has a wide range
of machine learning as well as feature pre-processing in-built libraries. A user has to import these
libraries in the program in order to use them.

8.1 Gradient Boosted Decision Trees
Gradient Boosted Decision Trees are considered as an ensemble learning method which use
decision trees as weak learners for prediction. They can be used for classification as well as
regression task. To build the trees, they use a mechanism called boosting.
Boosting consists of iteratively training weak learners with respect to a distribution of the
training data and adding these weak learners to a final strong learner. When they are added, they
are weighted in way that is usually related to the weak learners' accuracy. Each time a weak
learner is added, the data are reweighted that is, the examples that are not predicted correctly
gain weight and examples that are predicted correctly lose weight. It depends on the particular
boosting algorithm to be used which strategy to use to add weights. Thus, future weak learners
focus more on the examples that previous weak learners did not predict well.
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Boosting is considered a form of numerical optimization problem. A numerical optimization
problem tries to minimize a certain function f(X). In the case of gradient boosting, the goal is to
minimize the loss of the entire model by adding weak learners using a gradient descent like
procedure.

8.1.1 Gradient Boosting Working
As mentioned in the previous section, a gradient boosting tries to minimize the defined loss
function. Hence there are three important things to be considered in case of gradient boosting.
Those are loss of a function, weak learner and additive model strategy to be used to minimize the
loss function.

Loss Function:
Depending upon the problem to be solved a loss function can be any function which is
differentiable. For example, for the regression task a squared error is a common loss function
which can be used on the other hand for the classification task a logarithmic loss is a common
loss function which can be used.

Weak Learner - Decision Trees:
Predictions are made using decision trees as weak learners in gradient boosted decision trees.
Specifically, regression trees are used which output real values for splits and whose output can
be added together. They allow subsequent models’ outputs to be added and “correct” the
residuals in the predictions.
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Trees are constructed in a greedy manner like random forest, choosing the best splits to minimize
the loss or to maximize the information gain.

Additive Model Strategy:
Trees are added in a sequential manner. The entire model is constructed in a stage wise fashion.
At each stage, new tree is added and which does not impact the already existing trees. At each
stage while adding the new tree the model tries to minimize the total loss. This strategy is called
as additive model strategy in which each tree is added in additive manner at each stage
minimizing the loss every time. After calculating error or loss at each stage, the weights are
updated to minimize that loss. After calculating the loss, to perform the gradient descent
procedure, we must add a tree to the model that reduces the loss. The output for the new tree is
then added to the output of the existing sequence of trees in an effort to correct or improve the
final output of the model. Fig.13 shows gradient boosting procedure [41].

Fig. 13. An example of Gradient Boosted Decision Trees

The final output for a new record in Fig. 13 is done by taking weighted average of predictions
from all the trees.
45

8.1.2 Difference between Random Forest and Gradient Boosted Trees
Table IV lists the differences between Random Forest and Gradient Boosted Trees [27].

TABLE IV
Difference between Random Forest and Gradient Boosted Trees
Random Forest

Gradient Boosted Trees

Reduces error mainly by reducing variance.

Reduces error mainly by reducing bias.

Trees are built in parallel manner.

Trees are built in sequential manner.

The tree built in each stage is trained

The tree built in each stage is trained to

independently from all other previously

improve the performance of already trained

trained trees.

trees.

Each time the tree is built by taking random

Each time the tree is built by taking random

subsample from the training data with

subsample from the training data but the

replacement. This method is called bagging.

subsequent samples depend on weights given
to records in the previous sample which did
not predict correctly. This method is called
boosting.

The final prediction is the average of all the

The final prediction is the weighted average

predictions from all the trees.

of predictions from all the trees.

Can be built and tuned with keeping only few

There are too many hyper-parameters to be

hyper-parameters in consideration.

considered to build and tune the tree.
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8.2 Linear Regression
In statistics, a linear regression is a method to find a relationship between a scalar dependent
variable y and one or more explanatory variables or independent variables called X. When there
is only one independent variable it is called a simple linear regression. On the other hand, when
there are more than one independent variables, it is called as a multiple linear regression.
In machine learning, a linear regression model tries to model the relationship between two
variables by fitting a linear equation to observed data. Observed data is the training data.
For example, a modeler might want to relate the area of a rectangles to their heights using linear
regression.
A linear regression line has an equation of the form,
Y = c + mX
where X is the independent variable and Y is the dependent variable. The slope of the line is m,
and c is the intercept that is the value of y when x = 0.
In machine learning, we pass the training data to a model and train it so as when the new data
come a model predicts the outcome for it. For example, (x1, y1), (x2, y2), (x3, y3) till (xm, ym)
can be training data. Then the model uses these set of points to find the coefficient m and the
constant c such that they fit in the equation mentioned above.
Once it is done, when the new point (xn) is given as a test record the model predicts the value of
yn for this value for x.
The most common method for fitting a regression line is the method of least-squares. This
method calculates the best-fitting line for the observed data by minimizing the sum of the
squares of the vertical deviations from each data point to the line. If a point lies on the fitted line
exactly, then its vertical deviation is 0. Fig.14 shows simple linear regression [40].
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Fig. 14. Simple Linear Regression
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CHAPTER 8

In this chapter, we report and then discuss the results of prediction from the algorithms
mentioned in Chapter 6 and 7.

Results
1. Parameters:
Maximum depth of a tree = 1
Number of folds in cross-validation= 2
Minimum samples reached at leaf= 1
Number of trees in Random Forest (used only for Random Forest) = 2
Loss function used for Regression Tree and Random Forest= variance reduction
Loss function used for Gradient Boosted Regression Trees = least absolute deviation

TABLE V
Mean Absolute Error of each model for Configuration 1
Regression Tree

Random Forest

Gradient Boosted

Regression

Regression Trees

Mean Absolute Error

Mean Absolute Error

Mean Absolute Error

Mean Absolute Error

= 0.612

= 0.617

= 0.385

= 0.610
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Linear Regression

2. Parameters:
Maximum depth of a tree =

3

Number of folds in cross-validation=

5

Minimum samples reached at leaf= 1
Number of trees in Random Forest (used only for Random Forest) = 5
Loss function used for Regression Tree and Random Forest= variance reduction
Loss function used for Gradient Boosted Regression Trees = least absolute deviation

TABLE VI
Mean Absolute Error of each model for Configuration 2
Regression Tree

Random Forest

Gradient Boosted

Linear Regression

Regression

Regression Trees

Mean Absolute Error

Mean Absolute Error

Mean Absolute Error

Mean Absolute Error

= 0.546

= 0.510

= 0.243

= 0.610

3. Parameters:
Maximum depth of a tree =

5

Number of folds in cross-validation=

5

Minimum samples reached at leaf= 2
Number of trees in Random Forest (used only for Random Forest) = 5
Loss function used for Regression Tree and Random Forest= variance reduction
Loss function used for Gradient Boosted Regression Trees = least absolute deviation
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TABLE VII
Mean Absolute Error of each model for Configuration 3
Regression Tree

Random Forest

Gradient Boosted

Linear Regression

Regression

Regression Trees

Mean Absolute Error

Mean Absolute Error

Mean Absolute Error

Mean Absolute Error

= 0.460

= 0.450

= 0.175

= 0.610

4. Parameters:
Maximum depth of a tree = 5
Number of folds in cross-validation= 3
Minimum samples reached at leaf= 5
Number of trees in Random Forest (used only for Random Forest) = 5
Loss function used for Regression Tree and Random Forest= variance reduction
Loss function used for Gradient Boosted Regression Trees = least absolute deviation

TABLE VIII
Mean Absolute Error of each model for Configuration 4
Regression Tree

Random Forest

Gradient Boosted

Regression

Regression Trees

Mean Absolute Error

Mean Absolute Error

Mean Absolute Error

Mean Absolute Error

= 0.452

= 0.418

= 0.181

= 0.613
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Linear Regression

5. Parameters:
Maximum depth of a tree =

7

Number of folds in cross-validation=

7

Minimum samples reached at leaf= 5
Number of trees in Random Forest (used only for Random Forest) = 7
Loss function used for Regression Tree and Random Forest= variance reduction
Loss function used for Gradient Boosted Regression Trees = least absolute deviation

TABLE IX
Mean Absolute Error of each model for Configuration 5
Regression Tree

Random Forest

Gradient Boosted

Linear Regression

Regression

Regression Trees

Mean Absolute Error

Mean Absolute Error

Mean Absolute Error

Mean Absolute Error

= 0.329

= 0.320

= 0.124

= 0.615

In this work, we test each model on a few test configuration parameters. In the future, we can test
the results on all possible combinations of the test configuration parameters. The results may
vary when tested on all possible combinations.
In the mentioned configurations, we are gradually increasing the depth of a tree, number of folds
in cross-validation, number of trees in the forest and number of samples reached at leaf. From the
results, it is clear that for tree based machine learning models such as regression trees, random
forest regression and gradient boosted regression trees the performance improved with increasing
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the previously mentioned parameters. For linear regression, we performed testing with only one
parameter which is number of folds in cross-validation.
Table IX shows that Gradient Boosted Regression Trees performed the best giving ~88%
accuracy. Regression Trees and Random Forest Regression, which we implemented from scratch
gave ~70% accuracy. Linear regression gave ~39% accuracy. These results can be improved by
testing on all the possible combinations of test parameters and also adding more parameters
while testing.

In the next chapter, we conclude the work and suggest future directions.
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CHAPTER 9

Conclusion
In this project, we have successfully implemented Regression Trees and Random Forest
Regression algorithms from scratch to predict the medical prices from the input dataset. We also
compared the results of Regression Trees, Random Forest Regression, Gradient Boosted
Regression Trees and Linear Regression for the same dataset. From the results, we cannot
conclude which model performed the best because the model performance can vary depending
upon the configuration tried while testing. Hence, the model performing best for some
configurations can give unsatisfactory results for some other configurations. Overall for the test
configuration parameters, the order of performance of each model from the best to worst is
Gradient Boosted Regression Trees, Random Forest Regression, Regression Trees and Linear
Regression. The average medical payments predicted by Gradient Boosted Regression Trees,
Random Forest Regression and Regression Trees are close to the actual values of payments.

Future Work
As possible future work for this project, we can add new features to the dataset we are already
using. These newly added features can be totally new or can be derived from the dataset itself.
For example, we can calculate distinct DRG counts feature from the DRG Definition column. It
will give the count of each unique DRG in the entire dataset. We think it will be useful because,
the dataset has the top 100 most frequently billed Diagnostic-Related Groups (DRGs) and a wide
variation in the prices for a given DRG among different providers is observed. Hence, it will be
important to know if the particular DRG has more impact on the medical price. The addition of
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more features can improve the accuracy of prediction as we can add randomness in the selection
of features while building the individual trees for the Random Forest algorithm.
Another addition in the future work can be, making the system even more scalable. Right now
we are using few thousands of records to train and test the algorithm. In future, we can try to
scale the algorithm for a larger dataset having at least a million records and see the results for it.
To make the system scalable we can make use of distributed frameworks like Spark and Hadoop.
These frameworks can handle big data efficiently.
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