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Abstract
Inter-subject variability between individuals poses a challenge in inter-subject
brain signal analysis problems. A new algorithm for subject-selection based on
clustering covariance matrices on a Riemannian manifold is proposed. After un-
supervised selection of the subsets of relevant subjects, data in a cluster is mapped
to a tangent space at the mean point of covariance matrices in that cluster and
an SVM classifier on labeled data from relevant subjects is trained. Experiment
on an EEG seizure database shows that the proposed method increases the accu-
racy over state-of-the-art from 86.83% to 89.84% and specificity from 87.38% to
89.64% while reducing the false positive rate/hour from 0.8/hour to 0.77/hour.
1 Introduction
Brain signal classification plays a crucial role in understanding underlying mental processes [1].
Perhaps the simplest and most convenient modality for analyzing the brain is through the electroen-
cephalogram (EEG). Classification of EEG features can be used for voluntary and involuntary tasks
such as controlling the neuroprosthesis and detection of epileptic seizures [1]. It is well-known that
brain signals are subject-specific, thus brain decodingmodels are traditionally designed individually:
training and test data belongs to the same subject [2, 3]. However, it is often inconvenient, expensive
and time-consuming to obtain a large number of training samples to train an associated classifier for
every subject. To mitigate these issues, subsets of past subjects can be used to initialize a classifier
for training on a new subject [3]. This form of learning is referred to as cross-subject learning [3].
However, this method is less effective, due to inter-subject variability and possibly large differences
between the current subject and past training data. To address this problem, we use a clustering
method on Riemannian manifold, which groups subjects based on the similarity of the features used
by the classifier.
Barachant et al. [4] proposed a simple classifier based on the Riemannian distance for brain-
computer interface classification. Appropriate forms of data covariance matrices were used as fea-
tures and classification was performed based on a simple distancemetric [4]. This approach provided
superior cross-subject generalization capabilities compared to earlier works, as well as robustness to
EEG artifacts, outliers and mislabeling [2, 3].
In this article, we focus on the problem of cross-subject brain signal classification without assuming
knowledge of labels from the new (test) subject. The key contribution of this work is to develop a
subject selection algorithm on a Riemannian manifold. Clearly, the inherent inter-subject variability
between individuals poses a challenge for the brain signal classification, therefore it is important
to identify subsets of subjects that most closely map to the test case, and allow for a selection of a
model trained completely or weighted towards such a subset. In order to obtain subsets of relevant
subjects, we apply spectral clustering on a Riemannian manifold. Subsequently, a support vector
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machine (SVM) classifier is used in the tangent space to classify signals. Finally, the algorithm’s
performance is assessed on the open access CHB-MIT database [5].
2 Subject Selection on a Riemannian Manifold
In machine learning, it is often assumed that the training and test subjects are drawn from the same
distribution. Moreover, the patients on which we train the data should exhibit enough variation to
allow an accurate sampling of the distribution. However, in the cross-subject classification problem,
the distribution of training subjects and test subject are different from each other due to inherently
high inter-subject variability and our inability to accurately sample the feature space for the patient
population. Consequently, the training data comprises several sub-distributions. Therefore, identi-
fying (and using) the subset of training subjects that are most similar to our test subject is likely
to improve classification. To find the similar subjects, spectral clustering is applied on the feature
space.
To describe the extraction of a feature, we let Xi ∈ ℜ
C×Ts denote a trial indexed by i, with C the
number of channels, Ts the number of time samples and yi the class label of the trial. The feature
covariance matrices are obtained simply by using a Sample Covariance Matrix (SCM) estimator [6],
such as
Σi =
1
Ts − 1
XiX
T
i . (1)
Such second-order information has been shown to be suitable for capturing the relevant information
about mental states [3]. The covariance matrices in (1) belong to the space of Symmetric Positive
Definite (SPD) matrice, which form a Riemannian manifold [6]. Therefore, we can use tools from
differential geometry on Riemannian manifolds to manipulate the features.
Riemannian Distance: For any two covariance matrices Σ1 and Σ2, the Riemannian distance is
defined according to the Riemannian metric as [4]
δR(Σ1,Σ2) = ‖log
(
Σ
−1/2
1
Σ2Σ
−1/2
1
)
‖F =
[
C∑
c=1
log2 λc
]1/2
(2)
where λc, c = 1 . . . C are the real eigenvalues of Σ
−1/2
1 Σ2Σ
−1/2
1 and C the number of channels.
This distance is Affine-invariant [4], i.e, it is invariant with respect to similar and congruent transfor-
mations, and inversion.
Riemannian Mean: The Riemannian geometric mean of I covariance matrices, also called the
Fréchet or Karcher mean, is the point on the manifold minimizing the dispersion given by [4]:
G (Σ1, . . . ,ΣI) = argmin
Σ
I∑
i=1
δ
2
R (Σ,Σi) . (3)
There is no closed form expression for the mean of I > 2. However a gradient descent procedure in
the manifold can be used in order to find the solution [6].
Zianai et al [3] have proposed to transform the covariance matrices of every subject in order to
center them with respect to a reference covarince matrix, making the data from different subjects
comparable. We use this transformation in our work., which is given by
Σ
(j)
i ⇒ (Σ¯
(j))−
1
2Σ
(j)
i (Σ¯
(j))−
1
2 (4)
where Σ¯(j) is the center of mass of covarinace matrices for subject j. In order to find relevant
subjects, spectral clustering is applied on Riemannian manifold. At first, an affinity matrix is defined
using Gaussian function and the Riemannian distance. Following [7], the diagonal elements of the
affinity matrix are set to zero, giving
Aij = exp(−
δ2R(Σ¯i, Σ¯j)
σ2
) (5)
The width of RBF kernel was chosen as σ = 0.5, without attempting to optimize, since the database
is not large enough and we are likely to overfit.
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Based on [8], the number of clusters can be estimated by the number of eigenvalues of A′, the
normalized affinity matrix, which are approximately equal to unity. In this work, based on the
computed affinity matrix, the number of clusters was found to be five.
Algorithm 1 summarizes the proposed method for subject selection using spectral clustering on a
Riemannian manifold.
Algorithm 1 Subject Selection on Riemannian Manifold
Input: Xut Unlabeled Signal from all subjects
Output:
{
X
l
s
}NR
s=1
Relevant Subjects
1: Estimate Sample Covariance Matrix from feature matrix as Eq.(1)
2: Apply the transformation as Σ(j)i ⇒ (Σ¯
(j))−
1
2 Σ
(j)
i (Σ¯
(j))−
1
2
3: Calculate the mean for each subject as Σ¯s = argminΣ∈M
∑ns
i=1 δ
2
R (Σ,Σi)
4: Use Riemannian distance as similarity metric and define Affinity matrix Aij = exp(−
δ2
R
(Σ¯i,Σ¯j)
σ2
)
5: DefineD = diag(d11, d22, · · · , dNN), where dii =
∑N
j=1 Aij
6: Determine the number of clusterK by counting the eigenvalues ofA′ = D−
1
2AD−
1
2 which are most close to 1.
7: Compute theK eigenvectors {uj}Kj=1 of A
′ associated with itsK largest eigenvalues, and form the matrixU = [u1,u2, · · · ,uK ]
by stacking the eigenvectors in columns
8: Apply k-means to the rows ofU to cluster the data intoK different groups.
9: Assign the original point Σi on Riemannian manifold to cluster j if and only if row i of the matrix U was assigend to cluster j
3 Experiment
To demonstrate the merit of the proposed approach, we used a public EEG database, the
PhysioNet CHB-MIT database. This database contains EEG data with 23 channels from
23 patients divided among 24 cases (one patient has 2 recordings, 1.5 years apart) [9]
(www.physionet.org/physiobank/database/chbmit/). The goal in this database is to detect whether
a 10 second segment of signal contains a seizure or not with high sensitivity and specificity and low
false negative rate, as annotated in the database.
At the first step of pre-processing, a 5th-order Butterworth 0.5-30 Hz band-pass filter was applied.
Each recording was divided into 10 sec epochs and classified as either dominantly seizure or non-
seizure (using expert labels). Then, the FFT coefficients were extracted in three standard bands:
theta (4-7 Hz), alpha (8-13 Hz) and beta (13-30 Hz). With a bin size of 0.1 Hz, this resulted in
250 Fourier coefficients for each of the 23 channels. These coefficients were then concatenated and
covariance matrices extracted. Then to increase the similarity of the data between subjects, each
covariance matrix was transformed per equation (4). The subsets of relevant subjects were then
determined per Algorithm 1. After subject selection, a SVM classifier was trained on labeled data
from the subjects that were located in the same cluster and then tested on the withheld patient (i.e via
a leave-one-subject-out cross validation (LOSO-CV) procedure). In order to use many popular and
efficient classifiers, most of the literature focuses on mapping the covariance matrices into a tangent
space of Riemannian manifolds to extend Euclidean-based algorithms to the Riemannian manifold
of the SPD matrices [4, 3]. The SVM classifier can be applied on the tangent space located at the
geometric mean of the whole set of trials from relevant subjects to a given test subject as follows:
ΣG = G(Σi, i = 1, · · · , I). Each SCM, Σi, is then mapped into this tangent space, to yield the set
ofm = n(n+1)2 dimensional vectors [4]:
si = ΣG
− 12 logΣG(Σi)ΣG
− 12 (6)
In the experiments detailed here, the LIBSVM toolbox [10] was used.
Table 1 provides the per-patient (LOSO-CV) results and table 2 summarizes the average results and
compares them to the state-of-the-art. The methods proposed previously by Chen et al. [11] and
Thodoroff et al. [12] are based on the wavelet transformation and deep learning, respectively. Table
2 shows an increase over previous works in accuracy and specificity by 2-3%. (Subject-specific
works are not included in this comparison, since training and testing on the same subject is less
useful and inflates statistics.) We also note that we improve the false positive rate from 1.7/hour to
0.77/hour over Shoeb’s original work [9]. To the best of our knowledge, the method described in this
article is the first work to propose a subject selection on a Riemannian manifold for unsupervised
cross-subject seizure detection.
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Table 1: Performance on CHB-MIT database
Subject ID Accuracy (%) Sensitivity (%) False Positive rate (seizures/h) Latency (sec)
1 93.33 98.28 0.194 5.10
2 84.47 100.00 0.43 7.52
3 93.51 100.00 0.26 2.63
4 91.41 84.14 0.22 7.42
5 94.25 100.00 0.34 4.46
6 82.79 46.63 1.74 3.01
7 86.56 98.22 1.48 5.62
8 88.89 100.00 0.35 4.02
9 95.41 100.00 1.28 8.23
10 92.82 100.00 1.20 2.87
11 94.39 85.16 0.46 2.52
12 84.13 62.40 2.34 5.63
13 90.62 83.53 2.86 8.12
14 84.73 56.33 0.55 3.78
15 86.13 78.49 0.24 5.85
16 86.40 58.42 1.66 3.34
17 90.84 81.19 0.82 6.21
18 85.40 97.93 0.41 5.13
19 91.84 100.00 0.21 9.89
20 93.76 69.59 0.58 2.84
21 93.62 100.00 0.46 2.78
22 87.28 100.00 0.52 12.44
23 92.76 68.79 0.14 1.36
24 90.76 89.38 0.10 5.01
mean±(std) 89.84± (3.90) 85.77±(16.96) 0.77±(0.75) 5.24±(2.65)
Table 2: Performance comparison of works on CHB-MIT database
Method Accuracy (%) Sensitivity (%) Specificity (%)
Chen et al [11] 86.83 % 85.29 % 87.38 %
Thodoroff et al [12] 84.18% 85.16 % 83.21 %
Proposed Method 89.84% 85.77% 89.64 %
4 Conclusion
It is well-known that EEG signals are very specific to each subject. As a result, establishing a
generic population model with high classification performance is extremely challenging, due to the
inherent inter-subject variability. In this work, a novel subject selection approach for cross-subject
brain signal classification was proposed and tested. Spectral clustering on a Riemannian manifold
was applied in order to identify subsets of relevant subjects to create sub-models. By evaluating the
proposed algorithm on the CHB-MIT scalp EEG database, we have shown that the our method can
outperform previous published works on the same data (not focused on individually specific models).
Future work will focus on evaluating the proposed method on other databases and addressing how
the mismatch between the distributions of training and test subjects may be reduced.
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