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Abstract
For the Jacobian resulting from the previously considered problem
of the path integral reduction in Wiener path integrals for a mechan-
ical system with symmetry describing the motion of two interacting
scalar particles on a manifold that is the product of a smooth com-
pact finite-dimensional Riemannian manifold and a finite-dimensional
vector space, a geometric representation is obtained. This representa-
tion follows from the formula for the scalar curvature of the original
manifold endowed by definition with a free isometric smooth action
of a compact semisimple Lie group. The derivation of this formula is
performed using adapted coordinates, which can be determined in the
principal fiber bundle associated with the problem under the study.
These coordinates are similar to those used in the standard approach
to quantization of Yang-Mills fields interacting with scalar fields.
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1
1 Introduction
It is known that some finite-dimensional mechanical systems with symmetry
resemble dynamical systems with gauge degrees of freedom. An example of
such a system is a dynamical system that describes the motion of a scalar
particle on a compact Riemannian manifold with a given free isometric action
of a compact semisimple Lie group. As in gauge theories, the configuration
space of this system is the total space of the principal fiber bundle. The
reduction of the system leads to a mechanical system defined on the orbit
space of this bundle. The same is true for gauge theories. Therefore, one
can hope that this mechanical system can be useful in studying methods for
quantizing gauge fields, especially methods based on the use of path integrals.
The reduction procedure in the Wiener path integrals1 for the mechanical
system under consideration, which is a model system for the pure Yang-Mills
theory, was considered in [1–4]. In these articles, path integrals were deter-
mined by the method of the Belopolskaya and Daletskij [5, 6], with which
measures of these path integrals are generated by the stochastic processes
defined on the manifold. The stochasic processes of this definition are so-
lutions of the local stochastic differential equations. These local stochastic
processes are used to determine the local evolution semigroups acting in the
corresponding space of functions. In turn, the local evolutionary semigroup
has a representation through the path integral whose path integral measure
is given by the probability distribution of the stochastic process. The path
integral on a manifold (the global path integral) is determined by the global
evolution semigroup, which is the limit of the superposition of local evolution
semigroups on the manifold
By the reduction procedure the original path integral was transformed
to the path integral for the mechanical system whose configuration space is
the orbit space of the principal fiber bundle. This was done by factorizing
the measure in the path integral. For this, a nonlinear filtering equaobtained
tion from the theory of stochastic processes was applied [7, 8].
The non-invariance of the path integral measure under reduction leads
to the additional term to the potential of the reduced dynamical system.
This term is the Jacobian of the reduction procedure performed in the path
integral. A geometric representation of this Jacobian was found later in [9,10].
The path integral reduction procedure for a mechanical system, which
can be regarded as a model system for a gauge system that describes the
interaction of the scalar field with a Yang-Mills field, was considered in [11].
The model system of this case consists of two interacting scalar particles
1These path integrals are used for Euclidean quantization.
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that move on a manifold, which is the product of a smooth compact finite-
dimensional Riemannian manifold and a finite-dimensional vector space. As
in the previous case, this manifold is endowed with a free isometric smooth
action of a compact semisimple Lie group. It is also assumed that the model
system is invariant under the action of this group.
It was shown in [11] that the path integral measure is not invariant under
the reduction procedure and, therefore, the potential of the reduced Hamil-
tonian operator has a quantum correction – the reduction Jacobian. The
purpose of our study in this article is to identify the geometric structure of
this Jacobian.
2 Definitions
The path integrals we were dealing with in [11] are used to represent so-
lutions of the backward Kolmogorov equation given on a smooth compact
Riemannian manifold P˜ = P × V:

(
∂
∂ta
+
1
2
µ2κ
[△P(pa) +△V(va)]+ 1
µ2κm
V (pa, va)
)
ψtb(pa, ta) = 0,
ψtb(pb, vb, tb) = φ0(pb, vb), (tb > ta),
(1)
where µ2 = ~
m
, κ is a real positive parameter, V (p, f) is the group-invariant
potential term: V (pg, g−1v) = V (p, v), g ∈ G, △P(pa) and △V(v) are the
Laplace–Beltrami operators on a manifold P and the vector space V. In
coordinates (QA, fa) of the point (p, v) belonging to the local chart (UP ×
UV , ϕ) of the manifold P˜, △P has the following form2:
△P(Q) = G−1/2(Q) ∂
∂QA
GAB(Q)G1/2(Q)
∂
∂QB
, (2)
where G = det(GAB), GAB(Q) is the initial Riemannian metric on P in the
coordinate basis { ∂
∂QA
}. The operator △V is given by
△V(f) = Gab ∂
∂fa∂f b
.
It is assumed that matrix Gab representing the metric on V consists of fixed
constant elements. In addition, it is also assumed that Gab may have off-
diagonal elements.
2In our formulas we assume that there is sum over the repeated indices. The indices
denoted by the capital letters run from 1 to nP = dimP , and the small Latin letters,
except i, j, k, l, – from 1 to nV = dimV .
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If the necessary smooth requirements imposed on the terms of the equa-
tion are satisfied, then, according to [5], the solution of equation (1) , can be
represented as follows:
ψtb(pa, va, ta) = E
[
φ0(η1(tb), η2(tb)) exp{ 1
µ2κm
∫ tb
ta
V (η1(u), η2(u))du}
]
=
∫
Ω−
dµη(ω)φ0(η(tb)) exp{. . .}, (3)
where η(t) = (η1(t), η2(t)) is a global stochastic process on a manifold P˜ =
P × V; µη is the path integral measure on the path space Ω− = {ω(t) =
ω1(t) × ω2(t) : ω1,2(ta) = 0, η1(t) = pa + ω1(t), η2(t) = va + ω2(t)} given on
manifold P˜ .
In a local chart of the manifold P˜ , the process η(t) is given by the solution
of two stochasic differential equations:
dηA1 (t) =
1
2
µ2κG−1/2
∂
∂QB
(G1/2GAB)dt+ µ
√
κXAM¯(η1(t))dwM¯(t), (4)
and
dηa2(t) = µ
√
κX ba¯dwb¯(t). (5)
XA
M¯
and X ba¯ are defined by the local equalities
∑nP
K¯=1
XA
K¯
XB
K¯
= GAB and∑nV
a¯=1
X ba¯X ca¯ = Gbc, dwM¯(t) and dwb¯(t) are the independent Wiener processes.
Here we denote the Euclidean indices by over-barred indices.
The geometry of the problem under consideration is determined by the
principal fiber bundle pi′ : P×V → P×G V [12–15]. It follows that the initial
manifold P˜ can be viewed as a total space of this principal fiber bundle,
which is denoted by P(M˜,G). The orbit space manifold M˜ = P ×G V is
the base space of pi′. Therefore, it is possible to replace the local coordinates
(QA, fn) of the point (p, v) ∈ P˜ with the coordinates given on the principal
fiber bundle. As the coordinates in the bundle space the adapted coordinates
were used [16–20].
These coordinates were determined using the local section Σ chosen in
the total space of the principal fiber bundle pi : P →M, M = P/G. Σ, the
local submanifold in P, is given by the system of equations χα(Q) = 0, α =
1, ..., nG . Moreover, it was assumed that Σ can be defined parametrically:
QA = Q∗A(xi), where xi, i = 1, ..., nM are the invariant coordinates, which
can be identified with the coordinates given on the base manifold M.
The point (p, v) ∈ P˜, which has the coordinates e (QA, f b), obtains the
adapted coordinates (xi(Q), f˜a(f), aα(Q)) [15]. The group coordinates aα(Q)
of a point p ∈ P are defined by the solution of the following equation:
χα(FA(Q, a−1(Q))) = 0.
4
(The group element carries the point p to the submanifold Σ.3 )
Invariant coordinates xi(Q) can be determined from the equation
Q∗A(xi) = FA(Q, a−1(Q))),
and f˜ b(Q) are given by
f˜ b(Q) = Dbc(a(Q)) f
c.
The original metric of the Riemannian manifold P˜ in the coordinate basis
{∂/∂xi, ∂/∂f˜ b, ∂/∂aα} has the following form:
GA˜B˜ =

 h˜ij + A
µ
i A
ν
j dµν 0 A
µ
i dµν u¯
ν
α(a)
0 Gab A
µ
a dµν u¯
ν
α(a)
A
µ
j dµν u¯
ν
β(a) A
µ
b dµν u¯
ν
β(a) dµν u¯
µ
α(a)u¯
ν
β(a)

 , (6)
where h˜ij(x, f˜) = Q
∗A
i G˜
H
ABQ
∗B
j with G˜
H
AB = GAB − GACKCµ dµνKDν GDB,
G˜HAB = Π˜
C
AGCB. (A
α
i ,A
α
p ) are components of the mechanical connection
ωα = ρ¯αβ(a)(A
β
i dx
i + A βc df˜
c) + uανda
ν
existing in P(M˜,G). They are determined as
A
α
i (x, f˜) = d
αβKCβ GDCQ
⋆D
i , A
α
c (x, f˜) = d
αβKaβGac.
KAβ and K
a
β are the Killing vector fields for the metric given on P˜ . dµν is
metric on the orbits in P(M˜,G):
dµν(x, f˜) = γµν(x) + γ
′
µν(f˜) = GABK
A
µK
B
ν +GabK
a
µK
b
ν .
And ρ¯αβ is an inverse matrix to the matrix ρ
α
β = u¯
α
σv
σ
β of an adjoint represen-
tation of the group G.
Further, we will also denote expressions that include dµν , with a tilde
mark above the character associated with that expression.
The inverse matrix GA˜B˜ to matrix (6) is as follows:
GA˜B˜ =


hij A µm
(γ)
Kaµh
mj −hnj A βn
(γ)
v¯αβ
A µm
(γ)
Kbµh
ni GABNaAN
b
B +G
ab −GECΛβEΛµCKbµv¯αβ
−hkiA εk
(γ)
v¯βε −GECΛεEΛµCKaµv¯βε GBCΛα
′
BΛ
β′
C v¯
α
α′v
β
β′

 , (7)
3FA(Q, g) denotes the right action of the group G on P . On the vector space V , such
an action is defined as follows: f˜ b = D¯ba(g)f
a, where D¯ba(g) ≡ Dba(g−1) and Dba(g) is the
matrix of the finite-dimensional representation of the group G.
5
where ΛβE = (Φ
−1)βµχ
µ
E, h
ij is an inverse matrix to the matrix hij = Q
∗A
i G
H
ABQ
∗B
j
with
GHAB = GAB −GADKDα γαβKCβ GCB.
Also, for the mechanical connection in P(M,G), where the orbit metric is
γµν , we use the following notation:
A
µ
m
(γ)
= γµνKAν GABQ
∗B
m .
By χαB we denote χ
α
B = ∂χ
α(Q)/∂QB|Q=Q∗(x), (Φ)αβ = KAβ χαA is the Faddeev-
Popov matrix, N bB = −Kbµ(Φ)µνχνB ≡ −KbµΛµB is one of the components of a
particular projector on a tangent space to the orbit space M˜. This projector
N = (NAB = δ
A
B −KAµ ΛµB, N bB, NAb = 0, Nab = δab ) was defined in [13, 14].
The determinant of the matrix (6) consists of three multipliers:
detGA˜B˜ = (det dαβ) (det u¯
µ
ν(a))
2 det
(
h˜ij G˜
H
BbQ
∗B
i
G˜HAaQ
∗A
j G˜
H
ba
)
, (8)
where G˜HAa = −GABKBµ dµνKbνGba, G˜Hba = Gba −GbcKcµdµνKpνGpa.
The last determinant on the right hand side of (8) is the determinant of
the metric defined on the orbit space M˜ = P ×G V of the principal fiber
bundle P(M˜,G). In the paper, this determinant is denoted by H(x, f˜).
Note that the upper left quadrant of the matrix (7) is a matrix that
represents the inverse metric to the metric on the orbit space of our principal
fiber bundle.
As a result of the path integral transformation, which consists of the trans-
formation of the stochastic process (transition to the adapted variables) and
making use of the nonlinear filtering stochastic differential equation followed
by the Girsanov transformation, we obtained [11] the integral relation be-
tween the path integral given on M˜ and the path integral defined on the
total space of the principal fiber bundle P˜ . For the zero-momentum level
reduction this relation is as follows:
d
−1/4
b d
−1/4
a GM˜(xb, f˜b, tb; xa, f˜a, ta) =
∫
G
GP˜(pbθ, vbθ, tb; pa, va, ta)dµ(θ),
(x, f˜) = pi′(p, v), and db = d(xb, f˜b), da = d(xa, f˜a). dµ(θ) is a normalized
invariant Haar measure on a group G, (∫
G
dµ(θ) = 1).
The Green function GP˜(Qb, fb, tb;Qa, fa, ta) representing the kernel of the
evolution semigroup (3) acts in the Hilbert space of functions with the scalar
product (ψ1, ψ2) =
∫
ψ1(Q, f)ψ2(Q, f)dvP˜(Q, f), (vP˜ is a volume measure on
P˜ , dvP˜(Q, f) =
√
G(Q, f)dQ1 . . . dQnPdf 1 . . . dfnV).
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The semigroup which is determined by the Geen function GM˜ acts in
the Hilbert space with the scalar product (ψ1, ψ2) =
∫
ψ1(x, f˜), ψ2(x, f˜)dvM˜,
where dvM˜ =
√
H(x, f˜)dx1 . . . dxnMdf˜ 1 . . . df˜nV .
The Green function GM˜ is given by the following path integral:
GM˜(xb, f˜b, tb; xa, f˜a, ta)
=
∫
ξ˜(ta)=(xa,f˜a)
ξ˜(tb)=(xb,f˜b)
dµξ˜ exp
{
1
µ2κm
∫ tb
ta
V˜ (ξ˜1(u), ξ˜2(u))du
}
× exp
{
−1
8
µ2κ
∫ tb
ta
(△M˜σ + 1
4
< ∂σ, ∂σ >M˜
)
du
}
,
(x, f˜) = pi′(p, v), σ = σ(ξ˜1(u), ξ˜2(u)), (9)
where V˜ (x, f˜) = V (F (Q∗(x), a), D¯(a)f˜) and < ∂σ, ∂σ >M˜ is the quadratic
form obtained using the metric on M˜:
[
hijσiσj + 2h
kj
A
µ
k
(γ)
Kaµσaσj +
(
(γαβ + hklA αk
(γ)
A
β
l
(γ)
)KaαK
b
β +G
ab
)
σaσb
]
,
σi =
∂
∂xi
(ln d) and σa =
∂
∂f˜a
(ln d).
The measure in the path integral (9) is generated by the stochastic process
ξ˜ = (ξ˜1, ξ˜2) on the manifold M˜. The local stochasic differential equation of
this process is
dξ˜loc(t) =
1
2
µ2κ
(
b˜i
b˜a
)
dt+ µ
√
κ
(
X˜ im¯ 0
X˜am¯ X˜
a
b¯
)(
dw˜m¯
dw˜b¯
)
.
The drift coefficients of this equation are given by the following expressions:
b˜i =
1√
H
∂
∂xj
(√
Hhij
)
+ A µn
(γ)
hni
1√
H
∂
∂f˜ b
(√
HKbµ
)
and
b˜a =
1√
H
∂
∂xj
(√
HhmjA µm
(γ)
)
Kaµ + (G
ab +GABNaAN
b
B)
1√
H
∂
∂f˜ b
(√
H
)
+
∂
∂f˜ b
(
GABNaAN
b
B
)
.
The diffusion coefficients are as folows:
X˜ im¯ = (h
ij)1/2, X˜am¯ = X˜
k
m¯A
µ
k
(γ)
Kaµ, X˜
a
b¯ = (γ
αβKaαK
b
β +G
ab)1/2.
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Note that with respect to the variables (xb, f˜b, tb), the Green function GM˜,
which is the kernel of the reduced evolution semigroup, satisfies the forward
Kolmogorov equation. The differential operator Hˆκ of this equation (differ-
ential generator of a reduced semigroup) has the following form:
Hˆκ =
~κ
2m
△M˜ − ~κ
8m
[
△M˜σ + 1
4
< ∂σ, ∂σ >M˜
]
+
1
~κ
V˜ ,
where △M˜ is the Laplace-Beltrami operator on the manifold M˜. Assuming
k = i, the forward Kolmogorov equation can be rewritten as the Schro¨dinger
equation with the Hamilton operator HˆM˜ = − ~κHˆκ
∣∣
κ=i
.
Thus, the measure in the path integral (3) is not invariant under the
reduction procedure. and the reduction Jacobian is
J = −µ
2κ
8
[
△M˜σ + 1
4
< ∂σ, ∂σ >M˜
]
≡ −µ
2κ
8
J˜(x, f˜). (10)
This is the result of the calculations performed in [11]. In the next section,
we proceed to the search for a geometrical representation of this Jacobian.
3 Jacobian
In this section, we will show that the geometrical representation of the Jaco-
bian (10) follows from the formula for the scalar curvature of the Riemannian
manifold P˜ with the Kaluza-Klein metric (6). The formula is obtained in Ap-
pendix B using the Christoffel coefficients, which were calculated in Appendix
A. This was done using a special basis, a horizontal lift basis (Hˆi, Hˆa, Lα), in
which the metric (6) is written as a block diagonal matrix. As a result, we
get the following representation for the scalar curvature RP˜ :
RP˜ = RM˜ + RG +
1
4
h˜A
′B′ h˜C
′D′dµνF
µ
A′C′F
ν
B′D′
+
1
4
h˜A
′B′dµσdνκ(DA′dµν)(DB′dσκ) +△M˜ ln d+ 1
4
GM˜(∂ ln d, ∂ ln d).(11)
(The capital letters with a prime as a superscript that we have used here in
indices, mean the condensed notation, for example, A′ = (i, a), etc.)
In the obtained formula, RG =
1
2
dµνcσµαc
α
νσ +
1
4
dµσd
αβdǫνcµǫαc
σ
νβ is the
scalar curvature of the orbit, the covariant derivative DA′dµν is given by
DA′dµν = ∂A′dµν − cκσµA σA′dκν − cκσνA σA′dµκ and the curvature F µA′C′ is defined
as F µ
A′C′
= ∂A′A
µ
C′
− ∂C′A µA′ + cµσνA σA′A νC′ . The Laplace-Beltrami operator is
8
△M˜ = h˜A′B′∂A′∂B′ − h˜A′B′ΓC′A′B′∂C′ , h˜A′B′ are the elements of the upper left
quadrant of the matrix (7).
From the obtained expression for the curvature RP˜ we see that the two
last terms are equal to expression J˜ of the Jacobian (10). So, we have
J˜ = RP˜−RM˜−RG−
1
4
dµνF
µ
A′B′
F
νA′B′−1
4
h˜A
′B′dµσdνκ(DA′dµν)(DB′dσκ). (12)
The last expression on the right-hand side (12) also has a geometric rep-
resentation, which, as will be shown below, is associated with the second
fundamental form of the orbit in the principal fiber bundle P(M˜, G˜).
In the total space of the bundle this form is determined as
jαβ(Q, f) =
(
Π˜DC (∇KαKβ)C(Q) + Π˜Db (∇KαKβ)b(f)
) ∂
∂QD
+
(
Π˜aC(∇KαKβ)C(Q) + Π˜ab (∇KαKβ)b(f)
) ∂
∂fa
, (13)
where Π˜ = (Π˜DC , Π˜
D
b , Π˜
a
C , Π˜
a
b) is the horizontal projector, the projector “in
the direction orthogonal to the orbit.” The Killing vector fields
Kα(Q, f) = K
A
α (Q)
∂
∂QA
+Kaα(f)
∂
∂fa
.
are tangent to the orbit.
(∇KαKβ)C(Q) can be decomposed into symmetric and antisymmetric
parts:
(∇KαKβ)C(Q) =
1
2
[
(∇KαKβ)C +(∇KβKα)C
]
+
1
2
[
(∇KαKβ)C − (∇KβKα)C
]
.
Note that in the consequent calculations it will be sufficient to use only the
symmetric part of this expression. This conclusion can be drawn from the
following.
Since there is no torsion, the expression in the second bracket can be
rewritten as 1
2
cϕαβK
C
ϕ . For the antisymmetric part of (∇KαKβ)b(f), a similar
expression can be obtained . Then it can be shown that the antisymmetric
part of Π˜DCK
C
ϕ +Π˜
D
b K
b
ϕ = 0, vanishes due to the identity Π˜
D
CK
C
ϕ +Π˜
D
b K
b
ϕ = 0.
Note that the same is true for the antisymmetric part of (∇KαKβ)a(f).
Next, it is necessary to project the second quadratic form jαβ onto “the
direction which is parallel to the the orbit space”4 M˜. This can be done as
follows:
h˜knG˜(jαβ , Hˆk)Hˆn + h˜
kbG˜(jαβ , Hˆk)Hˆb + h˜
bkG˜(jαβ , Hˆb)Hˆk + h˜
abG˜(jαβ, Hˆa)Hˆb,
4Projection is performed on the plane in P˜ that is parallel to the tangent plane taken
at the point (xi, f˜ b) belonging to M˜.
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where G˜ is the metric (6), jαβ is an expression obtained from the right-
hand side of (13) by replacing the original coordinates (QA, f b) in it with
(xi, f˜ b, aα). Hˆi =
(
∂
∂xi
− A˜ αi Lα
)
and Hˆa =
(
∂
∂f˜a
− A˜ αa Lα
)
, where A˜ αi =
ρ¯αβA
β
i , are the vector filds of the horizontal lift basis.
The previous four terms representing the projection jαβ can be written
as
j(1)αβ =
[
h˜knG˜HBMQ
∗B
k (. . . )
M + h˜knG˜HAbQ
∗A
k (. . . )
b
]
Hˆn,
j(2)αβ = h˜
kb
[(
GHMLQ
∗L
m h
mih˜ki +N
a
M h˜ak
)
(. . . )M + h˜ck(. . . )
c
]
Hˆb,
j(3)αβ = h˜
bk
[(
GHMLQ
∗L
m h
mih˜ib +N
a
M h˜ab
)
(. . . )M + h˜cb(. . . )
c
]
Hˆk,
j(4)αβ = h˜
ab
[
G˜HMa(. . . )
M + G˜Hda(. . . )
d
]
Hˆb, (14)
where (. . . )M =
1
2
(
(∇KαKβ)M(Q∗(x)) + (∇KβKα)M(Q∗(x))
)
,
(. . . )d =
1
2
(
(∇KαKβ)d(f˜) + (∇KβKα)d(f˜)
)
.
Appendix C shows how, using identities expressing (. . . )M and (. . . )b in
terms of the partial derivatives dαβ, to simplify the expressions for these
components of the projection jαβ . As a result of the calculation performed
in this application, we get
j(1)αβ = −1
2
h˜kn(Dkdαβ)Hˆn, j(2)αβ = −1
2
h˜kb(Dkdαβ)Hˆb,
j(3)αβ = −1
2
h˜bk(Dbdαβ)Hˆk, j(4)αβ = −1
2
h˜ab(Dadαβ)Hˆb.
So, the second fundamental form of the orbit is
jαβ = −1
2
[
(h˜knDkdαβ + h˜
bn
Dbdαβ) Hˆn + (h˜
kb
Dkdαβ + h˜
abDadαβ) Hˆb].
It can be shown that the necessary Jacobian term can be represented as
a trace of the square jαβ taken on M˜:
GM˜(jαβ , jµν)d
αβdµν =
1
4
dαβdµν
[
(Dkdαβ)(Dldµν)h˜
kl + (Dbdαβ)(Dldµν)h˜
bl
+(Dkdαβ)(Dddµν)h˜
dk + (Dadαβ)(Dddµν)h˜
ad
]
,
GM˜ is the metric on M˜ in the basis Hˆn|M˜ = ∂∂xn and Hˆa|M˜ = ∂∂f˜a .
Thus, we conclude that the Hamilton operator of the Schro¨dinger equa-
tion on the reduced manifold M˜ has the following form:
HˆM˜ = − ~
2
2m
△M˜ + ~
2
8m
[
RP˜ − RM˜ − RG − 1
4
dµνF
µ
A′B′
F
νA′B′ − ||j||2
]
+ V˜ .
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Appendix A
Christoffel symbols for the metric on P˜
In this article, the Christoffel symbols are calculated using a nonholonomic
basis on the manifold P˜. This basis consists of the following vector fields
(Hˆi, Hˆa, Lα), where
Hˆi =
∂
∂xi
− A˜ αi Lα, Hˆa =
∂
∂f˜a
− A˜ αa Lα, Lα = vµα(a)
∂
∂aµ
,
with A αa (x, f˜) = d
αβ(x, f˜)Kbα(f˜)Gba , A˜
α
i (x, f˜ , a) = ρ¯
α
β(a)A
β
i and
A αi (x, f˜) = d
αβ(x, f˜)KAα (Q
∗(x))GAB(Q
∗(x))Q∗Bi (x).
5
The commutation relations of these vector fields have the form:
[Hˆi, Hˆj] = −F˜ γijLγ , [Hˆi, Hˆb] = −F˜ γibLγ, [Hˆa, Hˆb] = −F˜ γabLγ ,
[Hˆi, Lα] = 0, [Hˆb, Lα] = 0, [Lα, Lβ ] = c
γ
αβLγ .
We denote the structure constants of these commutation relation as
C
γ
ij = −F˜ γij , Cγib = −F˜ γib, Cγab = −F˜ γab, Cγαβ = cγαβ.
In the basis (Hˆi, Hˆb, Lα), the original metric (6) can be represented as
follows: 
 h˜ij h˜ia 0h˜bj h˜ba 0
0 0 d˜αβ

 , (A.1)
d˜αβ = ρ
α′
α ρ
β′
β dα′β′ .
The metric on M˜ is given by the matrix
(
Q∗Ai G˜
H
ABQ
∗B
j G˜
H
AaQ
∗A
i
G˜HBbQ
∗B
j G˜
H
ba
)
=
(
h˜ij h˜ia
h˜bj h˜ba
)
, (A.2)
G˜Hab = Gab −GacKcαdαβKdβGdb.
The inverse matrix to the matrix (A.2) is

 h
ij A µm
(γ)
Kaµh
mj
A α
′
n
(γ)
Kbα′h
ni Gab +GABNaAN
b
B

 . (A.3)
5 ωα = ρ¯αβ(A
β
i dx
i + A βc df˜
c) + uαν da
ν .
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hij is an inverse to hij = Q
∗A
i G
H
ABQ
∗A
j withG
H
AB = GAB−GACKCα γαβKDβ GDB,
A
β
j
(γ)
is determined as A βj
(γ)
= γβµKAµGABQ
∗B
j .
Note that the components of the inverse matrix (A.3) can also be written
as follows:
h˜ji = GEFNSEN
D
F T
j
ST
i
D = h
ij
h˜jb = GEFN bFN
P
E T
j
P
h˜cb = Gcb +GEFN cEN
b
F .
In our case, we use the following formula to calculate the Christoffel
symbols:
ΓABC =
1
2
GAD(∂ˆBGCD + ∂ˆCGBD − ∂ˆDGBC)
−1
2
GAD(CEBDGCE + C
E
CDGBE) +
1
2
C
A
BC . (A.4)
In this formula, capital Latin indices mean the condensed notations according
to which, for example, A = (i, a, α).
As a result of the calculation performed by the formula (A.4), we obtain
the following Christoffel symbols:
Γijk =
HΓ˜ijk, Γ
i
jb =
HΓ˜ijb, Γ
i
ab =
HΓ˜iab,
Γajk =
HΓ˜ajk, Γ
a
jb =
HΓ˜ajb, Γ
a
bc =
HΓ˜abc,
Γijα =
1
2
d˜αβ(h˜
im
F˜
β
jm + h˜
ia
F˜
β
ja), Γ
i
αj = Γ
i
jα,
Γiαβ = −
1
2
(h˜imD˜md˜αβ + h˜
ia
D˜ad˜αβ),
where D˜md˜αβ = ∂md˜αβ − A˜ σm(cεσαd˜εβ + cεσβ d˜εα).
Γajα =
1
2
d˜αβ(h˜
am
F˜
β
jm + h˜
ab
F˜
β
jb), Γ
a
αj = Γ
a
jα,
Γabµ =
1
2
d˜µγ(h˜
ac
F˜
γ
bc + h˜
an
F˜
γ
bn), Γ
a
bµ = Γ
a
µb,
Γaβα = −
1
2
h˜amHˆm(d˜βα)− 1
2
h˜aa
′
Hˆa′(d˜βα).
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Γαjk = −
1
2
F˜
α
jk, Γ
α
jb = −
1
2
F˜
α
jb, Γ
α
ab = −
1
2
F˜
α
ab,
Γαβγ =
1
2
d˜αµ(cεβγ d˜εµ − cεµγ d˜εβ − cεµβd˜εγ),
Γααγ = 0 (for the semisiple Lie group),
Γαβk =
1
2
d˜αγHˆk(d˜βγ), Γ
α
kβ = Γ
α
βk,
Γαβa =
1
2
d˜αγHˆa(d˜βγ),
Γγγi =
1
2
dγµ∂idγµ, Γ
γ
γa =
1
2
dγµ∂adγµ.
Appendix B
The scalar curvature of the manifold P˜
In the article, the Riemann tensor of the manifold P˜ is defined by the Rie-
mannian curvature operator, Ω(X, Y ) = [∇X ,∇Y ]−∇[X,Y ] as follows:
R˜(X, Y, Z, Z ′) = GP˜(Ω(X, Y )Z,Z
′).
The Ricci tensor R˜AC = R˜
M
AMC has the following representation in terms
of Christoffel symbols:
R˜AC = ∂ˆAΓ
B
BC − ∂ˆBΓBAC + ΓDBCΓBAD − ΓLACΓBBL − CEABΓBEC.
For tensors on P˜ , capital Latin letters, used as indices, denote three types of
indices: A = (i, a, α).
Then the scalar curvature of the orbit space M˜ is represented as
RM˜ = h˜
ikRik + h˜
iaRia + h˜
aiRai + h˜
abRab.
Here Rik is
Rik = ∂ˆiΓ
B′
B′k − ∂ˆB′ΓB
′
ik + Γ
D′
B′kΓ
B′
iD′ − ΓL
′
ikΓ
B′
B′L′ − CE
′
iB′Γ
B′
E′k,
where capital letters with a prime as a superscript represent indices for ten-
sors on M˜, and therefore they denote only two types of indices: B′ = (i, b).
Note also that in our basis (Hi, Ha, Lα), the terms with C
E′
iB′ will not con-
tribute to Rik.
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The scalar curvature of the orbit G is obtained from the Ricci curvature
Rαβ , which is defined as
Rαβ = LαΓ
γ
γβ − LγΓγαβ + ΓµνβΓναµ − ΓσαβΓγγσ − cκαγΓγκβ.
For the semisimple group Lie Γγγβ = 0, therefore we only have
Rαβ = −LγΓγαβ + ΓµνβΓναµ − cκαγΓγκβ.
The scalar curvature of the orbit RG = d˜
αβRαβ :
RG =
1
2
dµνcσµαc
α
νσ +
1
4
dµσd
αβdǫνcµǫαc
σ
νβ
is the scalar curvature of the orbit
Scalar curvature of P˜
The scalar curvature of P˜ is defined as
R˜P˜ = h˜
ikR˜ik + h˜
iaR˜ia + h˜
aiR˜ai + h˜
abR˜ab + d˜
αβR˜αβ .
The calculation of this scalar curvature is based on the assumption of
its structure. Namely, we assume that R˜P˜ includes the scalar curvature
RM˜, the scalar curvature RG , the terms with the square of the curvature of
the mechanical connection, denoted as FF -term, and the Laplace-Beltrami
operator on R
M˜
, acting on det d. Given our assumption, we will successively
analyze each term of R˜P˜ . We begin with the R˜ik.
The terms in R˜ik that remain after subtracting the terms used in the
Ricci tensor Rik of the manifold M˜ are as follows:
−LαΓαik + HˆiΓααk
−ΓααjΓjik − ΓααbΓbik − ΓbbαΓαik − ΓββαΓαik − ΓnnαΓαik
+ΓβijΓ
j
βk + Γ
β
iaΓ
a
βk + Γ
b
iαΓ
α
bk + Γ
β
iαΓ
α
βk + Γ
n
iαΓ
α
nk
−CαijΓjαk − CαibΓbαk − CαiβΓβαk. (B.1)
Thus, R˜ik = Rik+“(B.1)”-terms.
Terms of the first line in (B.1):
−LαΓαik = −Lα(−12F˜ αik) = 0. This follows from Lαρ¯αµ = cασαρ¯σµ, in which
cασα = 0, because in our case G is a semisimple Lie group.
HˆiΓ
α
αk = Hˆi(
1
2
d˜αβHˆkd˜αβ) =
1
2
∂i(d
αβ∂kdαβ). Therefore in R˜P˜ we will have
h˜ik
1
2
∂i(d
αβ∂kdαβ) =
1
2
(h˜ikdαβ∂i∂kdαβ + h˜
ik(∂id
αβ)(∂kdαβ)).
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The terms of the second line in (B.1):
−ΓααjΓjik = −
1
2
dαγ(∂jdαγ)Γ
j
ik
−ΓααbΓbik = −
1
2
dαγ(∂bdαγ)Γ
b
ik
−ΓbbαΓαik =
1
2
dαγh˜
bn
F
γ
bn · (−
1
2
)F αik
−ΓββαΓαik = 0
−ΓnnαΓαik = −
1
2
dαβ(h˜
nm
F
β
nm + h˜
na
F
β
na) · (−
1
2
F
α
ik).
The terms of the third and fourth lines in (B.1):
ΓβijΓ
j
βk = −
1
4
dβµ(h˜
jm
F
β
ijF
µ
km + h˜
ja
F
β
ijF
µ
ka)
ΓβiaΓ
a
βk = −
1
4
dβµ(h˜
am
F
β
iaF
µ
km + h˜
ab
F
β
iaF
µ
kb)
ΓbiαΓ
α
bk = −
1
4
dαβ(h˜
bm
F
β
im + h˜
bc
F
β
ic)F
α
bk
ΓβiαΓ
α
βk =
1
4
(d˜βµHˆid˜αµ)(d˜
ανHˆkd˜νβ)
ΓniαΓ
α
nk =
1
2
dαβ(h˜
nm
F
β
im + h˜
na
F
β
ia) · (−
1
2
)F αnk
−CαijΓjαk =
1
2
dαβ(h˜
jm
F
β
km + h˜
ja
F
β
ka)F
α
ij
C
α
ibΓ
b
αk =
1
2
dαβ(h˜
bm
F
β
km + h˜
bc
F
β
kc)F
α
ib
C
α
iβΓ
β
αk = 0.
The remaining terms in R˜ia:
−LαΓαia + HˆiΓγγa
−ΓγγjΓjia − ΓγγbΓbia − ΓµµγΓγia − ΓnnγΓγia − ΓbbγΓγia
+ΓβinΓ
n
βa + Γ
µ
ibΓ
b
µa + Γ
n
iβΓ
β
na + Γ
c
iαΓ
α
ca + Γ
µ
iβΓ
β
µa
−CαinΓnαa − CαibΓbαa − CαiβΓβαa. (B.2)
Thus, R˜ia = Ria+“(B.2)”-terms.
Terms of the first line in (B.2):
−LαΓαia = 0,
HˆiΓ
γ
γa = Hˆi(
1
2
d˜γµ(Hˆad˜γµ)) =
1
2
(dγµ∂i∂adγµ + (∂id
γµ)(∂adγµ)).
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Terms of the second line in (B.2):
ΓγγjΓ
j
ia = −
1
2
dγµ(Hˆjdγµ)Γ
j
ia
ΓγγbΓ
b
ia = −
1
2
dγµ(Hˆbdγµ)Γ
b
ia
ΓnnγΓ
γ
ia = −
1
2
d˜γβ(h˜
nm
F˜
β
nm + h˜
nb
F˜
β
nb)
(
−1
2
F˜
γ
ia
)
ΓbbγΓ
γ
ia = −
1
2
d˜γµ(h˜
bc
F˜
µ
bc + h˜
bm
F˜
µ
bm)
(
−1
2
F˜
γ
ia
)
ΓµµγΓ
γ
ia = 0.
The terms of the third and fourth lines in (B.2):
ΓβinΓ
n
βa = −(
1
2
F˜
α
in) ·
1
2
d˜αγ(h˜
nm
F˜
γ
am + h˜
nb
F˜
γ
ab)
ΓµibΓ
b
µa = (−
1
2
F
µ
ib) ·
1
2
dµν(h˜
bm
F
ν
am + h˜
bc
F
ν
ac)
ΓniβΓ
β
na =
1
2
d˜βγ(h˜
nm
F˜
γ
im + h˜
nb
F˜
γ
ib)(−
1
2
F˜
β
na)
ΓciαΓ
α
ca =
1
2
d˜αβ(h˜
cm
F˜
β
im + h˜
cb
F˜
β
ib)(−
1
2
F˜
α
ca)
ΓµiβΓ
β
µa =
1
4
(d˜µγHˆid˜γα)(d˜
ανHˆad˜µν)
−CαinΓnαa = −(−F αin) ·
1
2
dαβ(h˜
nm
F
β
am + h˜
nb
F
β
ab)
−CαibΓbαa = −(−F αib) ·
1
2
dαγ(h˜
bc
F
γ
ac + h˜
bm
F
γ
am)
C
α
iβΓ
β
αa = 0.
The remaining terms in R˜ai:
−LβΓβai + HˆaΓββi
−ΓγγnΓnai − ΓγγbΓbai − ΓµµγΓγai − ΓnnγΓγai − ΓbbαΓαai
+ΓβanΓ
n
βi + Γ
µ
abΓ
b
µi + Γ
n
aβΓ
β
ni + Γ
b
aβΓ
β
bi + Γ
µ
iβΓ
β
µa
−CαanΓnαi − CαabΓbαi − CαaγΓγαi. (B.3)
R˜ai = Rai+“(B.3)”-terms.
Terms of the first line in (B.3): −LβΓβai = 0,
HˆaΓ
β
βi = Hˆa(
1
2
d˜αγ(Hˆid˜αγ)) =
1
2
(dαγ∂a∂idαγ + (∂ad
αγ)(∂idαγ)).
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Terms of the second line in (B.3):
−ΓγγnΓnai = −
1
2
(dαγ∂ndαγ)Γ
n
ai
−ΓγγbΓbai = −
1
2
(dαγ∂bdαγ)Γ
b
ai
−ΓµµγΓγai = 0
−ΓnnγΓγai = −
1
2
d˜γβ(h˜
nm
F˜
β
nm + h˜
na
F˜
β
na)Γ
γ
ai
−ΓbbαΓαai = −
1
2
d˜αβ(h˜
bc
F˜
β
bc + h˜
bn
F˜
β
bn)Γ
α
ai.
Terms of the fourth and fifth lines in (B.3):
ΓαanΓ
n
αi = (−
1
2
F˜
α
an) ·
1
2
d˜αγ(h˜
nm
F˜
γ
im + h˜
nb
F˜
γ
ib)
ΓµabΓ
b
µi = (−
1
2
F
µ
ab) ·
1
2
dµν(h˜
bm
F
ν
im + h˜
bc
F
ν
ic)
ΓnaβΓ
β
ni =
1
2
d˜βγ(h˜
nm
F˜
γ
am + h˜
nb
F˜
γ
ab)(−
1
2
F˜
β
ni)
ΓbaβΓ
β
bi =
1
2
d˜βγ(h˜
bc
F˜
γ
ac + h˜
bm
F˜
γ
am)(−
1
2
F˜
β
bi)
ΓµiβΓ
β
µa =
1
4
(d˜µγHˆid˜γβ)(d˜
βνHˆad˜µν)
−CαanΓnαi = −(−F αan) ·
1
2
dαβ(h˜
nm
F
β
im + h˜
nb
F
β
ib)
−CαabΓbαi = −(−F αab) ·
1
2
dαγ(h˜
bm
F
γ
im + h˜
ba
F
γ
ia)
−CαaγΓγαi = 0.
The remaining terms in R˜ab:
−LαΓαab + HˆaΓµµb
−ΓµµnΓnab − ΓµµcΓcab − ΓnnαΓαab − ΓccαΓαab − ΓµµαΓαab
+ΓαanΓ
n
αb + Γ
α
acΓ
c
αb + Γ
m
aβΓ
β
mb + Γ
c
aβΓ
β
cb + Γ
β
aµΓ
µ
βb
−CαaiΓiαb − CαacΓcαb − CαaµΓµαb. (B.4)
Thus, R˜ab = Rab+“(B.4)”-terms.
Terms of the first line in (B.4):
−LαΓαab = 0,
HˆaΓ
µ
µb = Hˆa(
1
2
d˜µγ(Hˆbd˜µγ)) =
1
2
(dµγ∂a∂bdµγ + (∂ad
µγ)(∂bdµγ)).
17
Terms of the second line in (B.4):
−ΓµµnΓnab = −
1
2
dµγ(∂ndµγ)Γ
n
ab
−ΓµµcΓcab = −
1
2
dµγ(∂cdµγ)Γ
c
ab
−ΓnnαΓαab = −
1
2
d˜αβ(h˜
nm
F˜
β
nm + h˜
na
F˜
β
na)(−F˜ αab),
where the first term on the right vanishes.
−ΓccαΓαab = −
1
2
d˜αβ(h˜
cm
F˜
β
cm + h˜
cd
F˜
β
cd)(−F˜ αab),
where the second term on the right vanishes.
−ΓµµαΓαab = 0,
since Γµµα = 0 for the semisimple Lie group.
Terms of the third and fourth lines in (B.4):
ΓαanΓ
n
αb = (−
1
2
F˜
α
an) ·
1
2
d˜αγ(h˜
nm
F˜
γ
bm + h˜
nc
F˜
γ
bc)
ΓαacΓ
c
αb = (−
1
2
F
α
ac) ·
1
2
dαγ(h˜
cd
F
γ
bd + h˜
cm
F
γ
bm)
ΓmaβΓ
β
mb =
1
2
d˜βγ(h˜
mk
F˜
γ
ak + h˜
mc
F˜
γ
ac)(−
1
2
F˜
β
mb)
ΓcaαΓ
α
cb =
1
2
d˜αγ(h˜
cd
F˜
γ
ad + h˜
cm
F˜
γ
am)(−
1
2
F˜
α
cb)
ΓβaµΓ
µ
βb =
1
4
(d˜βγHˆad˜γµ)(d˜
µνHˆbd˜νβ)
−CαaiΓiαb = −(−F αai) ·
1
2
dαβ(h˜
im
F
β
bm + h˜
ic
F
β
bc)
−CαacΓcαc = −(−F αac) ·
1
2
dαγ(h˜
cm
F
γ
bm + h˜
cd
F
γ
bd)
−CαaγΓγαb = 0.
The remaining terms in R˜αβ :
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−HˆiΓiαβ − HˆaΓaαβ + LαΓiiβ + LαΓaaβ
−(Γkki + Γaai + Γγγi)Γiαβ − (Γkka + Γbba + Γγγa)Γaαβ − ΓiiγΓγαβ − ΓaaγΓγαβ
+ΓjαiΓ
i
jβ + Γ
a
αiΓ
i
aβ + Γ
µ
αiΓ
i
µβ + Γ
i
αbΓ
b
iβ + Γ
a
αbΓ
b
aβ + Γ
µ
αbΓ
b
µβ + Γ
i
αγΓ
γ
iβ + Γ
a
αγΓ
γ
aβ
−CγαiΓiγβ − CγαbΓbγβ) (B.5)
R˜αβ = Rαβ+“(B.5)”-terms.
Terms of the first line in (B.5):
−HˆiΓiαβ = −Hˆi
[−1
2
(h˜imD˜md˜αβ + h˜
ia
D˜ad˜αβ)
]
,
HˆaΓ
a
αβ = Hˆa
[1
2
(h˜amHˆmd˜αβ + h˜
abHˆbd˜αβ)
]
,
LαΓ
i
iβ = Lα
[1
2
d˜βγ(h˜
im
F˜
γ
im + h˜
ia
F˜
γ
ia)
]
=
1
2
Lα
[
d˜βγ h˜
ia
F˜
γ
ia
]
,
LαΓ
a
aβ = Lα
[1
2
d˜βγ(h˜
ac
F˜
γ
ac + h˜
an
F˜
γ
an)
]
=
1
2
Lα
[
d˜βγ h˜
an
F˜
γ
an
]
.
Terms of the second line in (B.5):
−(Γkki + Γaai + Γγγi)Γiαβ =
1
2
(Γkki + Γ
a
ai + Γ
γ
γi)(h˜
im
D˜md˜αβ + h˜
ia
D˜ad˜αβ)
−(Γkka + Γbba + Γγγa)Γaαβ =
1
2
(Γkka + Γ
b
ba + Γ
γ
γa)(h˜
amHˆmd˜αβ + h˜
abHˆbd˜αβ)
−(Γiiγ + Γaaγ)Γγαβ = −
1
2
(Γiiγ + Γ
a
aγ)(c
γ
αβ − d˜γσcϕσβ d˜ϕα − d˜γσcϕσαd˜ϕβ)
Γγγa =
1
2
(dαµ∂adαµ), Γ
γ
γi =
1
2
(dαµ∂idαµ),
Γiiγ =
1
2
(dβγ h˜
ia
F˜
β
ia), Γ
a
aγ =
1
2
(dµγ h˜
an
F˜
µ
an).
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Terms of the third line in (B.5):
ΓjαiΓ
i
jβ =
1
2
d˜αν(h˜
jn
F˜
ν
in + h˜
jb
F˜
ν
ib) ·
1
2
d˜βµ(h˜
im
F˜
µ
jm + h˜
ia
F˜
µ
ja)
ΓaαiΓ
i
aβ =
1
2
d˜αµ(h˜
am
F˜
µ
im + h˜
ab
F˜
µ
ib) ·
1
2
d˜βν(h˜
ik
F˜
ν
ak + h˜
ic
F˜
ν
ac)
ΓaαiΓ
i
aβ =
1
2
d˜αµ(h˜
am
F˜
µ
im + h˜
ab
F˜
µ
ib) ·
1
2
d˜βν(h˜
ik
F˜
ν
ak + h˜
ic
F˜
ν
acb)
ΓµαiΓ
i
µβ =
1
2
d˜µγ(Hˆid˜γα) · (−1
2
)(h˜imD˜md˜µβ + h˜
ia
D˜ad˜µβ)
ΓiαbΓ
b
iβ =
1
2
d˜αγ(h˜
im
F˜
γ
bm + h˜
ia
F˜
γ
ba) ·
1
2
d˜βν(h˜
bk
F˜
ν
ik + h˜
bc
F˜
ν
ic)
ΓaαbΓ
b
aβ =
1
2
d˜αγ(h˜
ac
F˜
γ
bc + h˜
am
F˜
γ
bm) ·
1
2
d˜βµ(h˜
bd
F˜
µ
ad + h˜
bk
F˜
µ
ak)
ΓµαbΓ
b
µβ =
1
2
d˜µγ(Hˆbd˜αγ) · (−1
2
)(h˜bkHˆkd˜µβ + h˜
bcHˆcd˜µβ)
ΓiαγΓ
γ
iβ = −
1
2
(h˜imD˜md˜αγ + h˜
ia
D˜ad˜αγ) · 1
2
d˜γσ(Hˆid˜βσ)
ΓaαγΓ
γ
aβ = −
1
2
(h˜amHˆmd˜αγ + h˜
abHˆbd˜αγ) · 1
2
dγµ(Hˆadµβ)
−CγαiΓiγβ = 0, −CγαbΓbγβ = 0.
To obtain the expression for the scalar curvature R˜, we first arrange the
elements of (B.1), (B.2), (B.3), (B.4) and (B.5) in four group. Also at this
stage of the consideration, we do not take into account terms that depend
on F .
In the first group we include 2, 3, 4, 11 terms of (B.1) and those parts of
1, 5, 6, 7, 15, 19 terms of (B.5) that contain covariant (or partial) derivatives
only with respect to the variables xi.
In R˜, terms belonging to (B.1) that were taken to form the first group
are represented as follows:
HˆiΓ
α
αkh˜
ik =
1
2
h˜ik∂i(d
αβ∂kdαβ),
−ΓααjΓjikh˜ik = −
1
2
h˜ikΓjik(d
αγ∂jdαγ),
−ΓααbΓbikh˜ik = −
1
2
h˜ikΓbik(d
αγ∂bdαγ),
ΓβiαΓ
α
βkh˜
ik =
1
4
h˜ik(dβµHˆidαµ)(d
ανHˆkdνβ) =
1
4
h˜ik(dβµDidαµ)(d
αν
Dkdνβ).
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As for the terms taken from (B.5), they are represented by the first terms
on the right of the following equations:
−d˜αβHˆiΓiαβ =
1
2
d˜αβHˆi(h˜
im
D˜md˜αβ) +
1
2
d˜αβHˆi(h˜
ia
D˜ad˜αβ),
−d˜αβΓkkiΓiαβ =
1
2
Γkki(h˜
im
D˜md˜αβ + h˜
ia
D˜ad˜αβ),
−d˜αβΓaaiΓiαβ =
1
2
Γaai(h˜
im
D˜md˜αβ + h˜
ia
D˜ad˜αβ),
−d˜αβΓγγiΓiαβ =
1
2
(dγµ∂idγµ)(h˜
im
D˜md˜αβ + h˜
ia
D˜ad˜αβ),
d˜αβΓµαiΓ
i
µβ = −
1
4
(d˜γµHˆid˜γα)(h˜
im
D˜md˜µβ + h˜
ia
D˜ad˜µβ),
d˜αβΓiαγΓ
γ
iβ = −
1
4
d˜αβ(h˜imD˜md˜αγ + h˜
ia
D˜ad˜αγ)(d˜
γσHˆid˜βσ).
Note that the first term on the right of the previous expression is equal to
−1
4
h˜imdαβdγσ(Dmdαγ)(Didβσ), and
1
2
d˜αβ(Γkki + Γ
a
ai + Γ
γ
γi)(h˜
im
D˜md˜αβ) =
1
2
h˜im(Γkki + Γ
a
ai + Γ
γ
γi)(d
αβ∂mdαβ).
It can be shown that the first term of −d˜αβHˆiΓiαβ is equal to
1
2
(∂ih˜
im)(dαβ∂mdαβ) +
1
2
h˜im∂i(d
αβ∂mdαβ) +
1
2
h˜imdασdµβ(Didσµ)(Dmdαβ).
Using the general relation
(∂A′h
D′E′) = −hB′D′ΓE′B′A′ − hC
′E′ΓD
′
C′A′
(here prime indexes mean the following: A′ = (i, a)), we can represent (∂ih˜
im)
in the previous expression as follows:
∂ih˜
im = −h˜kiΓmki − h˜akΓmak − h˜mkΓiki − h˜mbΓibi.
Combining the terms of R˜ikh˜
ik and R˜αβ d˜
αβ just written out, we get that the
first group of elements in R˜ is defined as
h˜ik∂i(d
αβ∂kdαβ)− h˜ikΓjik(dαγ∂jdαγ)−
1
2
h˜ikΓbik(d
αγ∂bdαγ)
−1
2
h˜akΓmak(d
αγ∂mdαγ)− 1
2
h˜mbΓibi(d
αγ∂mdαγ) +
1
2
h˜imΓaai(d
αγ∂mdαγ)
+
1
4
h˜imdασdµβ(Didσµ)(Dmdαβ) +
1
4
h˜im(dµν∂idµν)(d
αβ∂mdαβ).
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The second group of elements in R˜, the elements of R˜iah˜
ia and R˜αβ d˜
αβ,
includes the corresponding parts of 2, 3, 12 terms of (B.2) and 1, 5, 6, 7, 15,
19 terms of (B.5). Using the same approach as for the elements of the first
group, we obtain
h˜ia∂i(d
αβ∂adαβ)− h˜iaΓbia(dαγ∂bdαγ)−
1
2
h˜iaΓjia(d
αγ∂jdαγ)
−1
2
h˜miΓami(d
αγ∂adαγ) +
1
2
h˜iaΓbbi(d
αγ∂adαγ)− 1
2
h˜baΓibi(d
αγ∂adαγ)
+
1
4
h˜imdασdµβ(Didσµ)(Dadαβ) +
1
4
h˜ia(dµν∂idµν)(d
αβ∂adαβ).
The third group in R˜ includes the elements of R˜aih˜
ai and R˜αβd˜
αβ. This
group can be written as
h˜ai∂a(d
αβ∂idαβ)− h˜naΓmna(dαγ∂mdαγ)−
1
2
h˜baΓmba(d
αγ∂mdαγ)
−1
2
h˜nmΓana(d
αγ∂mdαγ)− 1
2
h˜aiΓbai(d
αγ∂bdαγ) +
1
2
h˜amΓkka(d
αγ∂mdαγ)
+
1
4
h˜amdασdµβ(Dadσµ)(Dmdαβ) +
1
4
h˜am(dµν∂adµν)(d
αβ∂mdαβ).
To get result, we used the corresponding parts of 2, 3, 12 terms from (B.3)
and necessary for us the parts of 2, 8, 9, 10, 18, 20 terms from (B.5).
The fourth group consists of the terms taken from R˜abh˜
ab and R˜αβ d˜
αβ.
Proceeding as before, we find that in R˜, this group of terms is represented
as follows:
h˜ab∂a(d˜
αβ∂bd˜αβ)− h˜abΓcab(dαβ∂cdαβ)
−1
2
(
h˜iaΓbia + h˜
ibΓaia + h˜
cbΓaca − h˜abΓkka − h˜abΓcca
)
(dαγ∂bdαγ)
−1
2
h˜abΓnab(d
µγ∂ndµγ)
+
1
4
h˜abdασdµβ(Dadσµ)(Dbdαβ) +
1
4
h˜ab(dαβ∂adαβ)(d
µν∂bdµν).
This group is formed from the corresponding parts of 2, 3, 4, 12 terms from
(B.4) and parts of 2, 8, 9, 10, 18, 20 terms taken from(B.5).
The result of summing all the terms we have received is given by the
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following expression:
h˜ik∂i(d
αβ∂kdαβ) + h˜
ia∂i(d
αβ∂adαβ) + h˜
ai∂a(d
αβ∂idαβ) + h˜
ab∂a(d˜
αβ∂bd˜αβ)
−h˜ikΓjik(dαγ∂jdαγ)− h˜iaΓbia(dαγ∂bdαγ)− h˜naΓmna(dαγ∂mdαγ)
−h˜abΓcab(dαβ∂cdαβ)− (h˜ikΓbik∂b + h˜akΓmak∂m + h˜aiΓbai∂b + h˜abΓmab∂m) ln d
+
1
4
h˜ik(∂i ln d)(∂k ln d) +
1
4
h˜ia(∂i ln d)(∂a ln d)
+
1
4
h˜am(∂a ln d)(∂m ln d) +
1
4
h˜ab(∂a ln d)(∂b ln d)
+
1
4
h˜imdασdµβ(Didσµ)(Dmdαβ) +
1
4
h˜imdασdµβ(Didσµ)(Dadαβ)
+
1
4
h˜amdασdµβ(Dadσµ)(Dmdαβ) +
1
4
h˜abdασdµβ(Dadσµ)(Dbdαβ),
where d = det dαβ. The obtained expression can be rewritten as
(
h˜ik∂i∂k + h˜
ia∂i∂a + h˜
ai∂a∂i + h˜
ab∂a∂b)
−h˜ikΓjik∂j − h˜iaΓbia∂b − h˜naΓmna∂m − h˜abΓcab∂c
−h˜ikΓbik∂b − h˜akΓmak∂m − h˜aiΓbai∂b − h˜abΓmab∂m
)
ln d
+
1
4
h˜ik(∂i ln d)(∂k ln d) +
1
4
h˜ia(∂i ln d)(∂a ln d)
+
1
4
h˜am(∂a ln d)(∂m ln d) +
1
4
h˜ab(∂a ln d)(∂b ln d)
+
1
4
h˜imdασdµβ(Didσµ)(Dmdαβ) +
1
4
h˜imdασdµβ(Didσµ)(Dadαβ)
+
1
4
h˜amdασdµβ(Dadσµ)(Dmdαβ) +
1
4
h˜abdασdµβ(Dadσµ)(Dbdαβ). (B.6)
The first terms of this expression can be presented in the following form:
△M˜ ln d+ 1
4
GA
′B′
M˜
(∂A′ ln d)(∂B′ ln d),
where △M˜ is the Laplace-Beltrami operator on M˜:
△M˜ = h˜A′B′∂A′∂B′ − h˜A′B′ΓC′A′B′∂C′ ,
and the prime indexes also mean the following: A′ = (i, a).
Taking into account the fact that, in addition to the terms (B.6) we have
obtained, the scalar curvature RM˜, the scalar curvature of the orbit RG, and
the terms with the curvature F also contribute to the scalar curvature RP˜ ,
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we will have
RP˜ = RM˜ + RG +
1
4
h˜A
′B′ h˜C
′D′dµνF
µ
A′C′F
ν
B′D′
+
1
4
h˜A
′B′dµσdνκ(DA′dµν)(DB′dσκ) +△M˜ ln d+ 1
4
GM˜(∂ ln d, ∂ ln d).
(B.7)
Appendix C
The second quadratic form of the orbit
Identities
For the initial metric ds2 = GAB(Q)dQ
AdQB +Gabdf
Adf b and the metric on
the orbit dαβ(Q, f) = K
A(Q)GAB(Q)K
B
β (Q)+K
a(f)GabK
b
β(f), the following
identities can be easily obtained:
−GEC(Q)∂dαβ(Q, f)
∂QC
=
[
(∇KαKβ)E(Q) + (∇KβKα)E(Q)
]
,
−Gab∂dαβ(Q, f)
∂f b
=
[
(∇KαKβ)a(f) + (∇KβKα)a(f)
]
.
In the variables (xi, f˜ b, aα), these identities looks as follows:
1
2
GCE(Q∗(x))
[
GHCDQ
∗D
m h
mi∂dαβ(Q
∗(x), f˜)
∂xi
− ΛβCKaβ(f˜)
∂dαβ(Q
∗(x), f˜)
∂f˜a
+ΛεC(c
ϕ
εµdϕν + c
ϕ
ενdϕµ)
]
= −1
2
[
(∇KαKβ)E(Q∗(x)) + (∇KβKα)E(Q∗(x))
]
,
(C.1)
1
2
Gpq
∂
∂f˜ q
dαβ(Q
∗(x), f˜) = −1
2
[
(∇KαKβ)p(f˜) + (∇KβKα)p(f˜)
]
. (C.2)
(dαβ(Q, f) = ρ
α′
α ρ
β′
β dα′β′(Q
∗(x), f˜) = ρα
′
α ρ
β′
β (γα′β′(Q
∗(x)) + γ′α′β′(f˜)).)
Note that in these identities, the expressions in square brackets to the right
were denoted in the main text as (. . . )E and (. . . )p.
Calculation of j(1)αβ
j(1)αβ =
[
h˜knG˜HBMQ
∗B
k (. . . )
M + h˜knG˜HAbQ
∗A
k (. . . )
b
]
Hˆn.
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Using the expression for (. . . )M from the indentity (C.1) in the first term of
j(1)αβ, we rewrite this term as follows:
−1
2
h˜knGMCG˜HBMQ
∗B
k
[
GHCDQ
∗D
m h
mi∂dαβ
∂xi
−ΛβCKaβ(f˜)
∂dαβ
∂f˜a
+ΛεC(c
ϕ
εµdϕν+c
ϕ
ενdϕµ)
]
.
Since GMCGHCD = Π
M
D , G˜
H
BMΠ
M
D = G
H
BD and Q
∗B
k G
H
BDQ
∗D
m = hkm, the
first term of the previous expression is equal to
−1
2
h˜jn
∂
∂xj
dαβ .
In the second term, −1
2
h˜knGMCG˜HBMQ
∗B
k (−ΛβC)Kaβ(f˜) ∂∂f˜adαβ, we have
GMCG˜HBM = Π˜
C
B and Π˜
C
BQ
∗B
k Λ
β
C = A
β
k . So, this term is equal to
−1
2
h˜knA βk K
a
β
∂
∂f˜a
dαβ.
Similarly, for the last term we get 1
2
h˜knA εk (c
ϕ
εµdϕν + c
ϕ
ενdϕµ).
Using the identity (C.2) for (. . . )b in j(1)αβ, we get that this term is equal
to
1
2
h˜knA νk K
c
ν
∂
∂f˜ c
dαβ.
(Note that −1
2
h˜knQ∗Ak (−GARKRµ dµν)Kcν = 12 h˜knA νk Kcν .)
Combining the obtained expressions we come to the following represen-
tation for j(1)αβ:
j(1)αβ = −1
2
h˜kn(Dkdαβ)Hˆn.
Calculation of j(2)αβ
j(2)αβ = h˜
kb
[(
GHMLQ
∗L
m h
mih˜ki +N
a
M h˜ak
)
(. . . )M + h˜ck(. . . )
c
]
Hˆb,
where for the metric on M˜ we have
h˜kb = GEFN bFN
P
E T
k
P , h˜ki = Q
∗A
k G˜
H
ABQ
∗B
i , h˜ak = G˜
H
BaQ
∗B
k , hab = G˜
H
ab.
The operator T iA is defined as
T iA = (P⊥)
D
A(Q
∗(x))GHDL(Q
∗(x))Q∗Lm (x)h
mi(x).
It has two important properties: T iAQ
∗A
k = δ
i
k and Q
∗A
j T
j
B = (P⊥)
A
B.
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First, we transform terms placed in parentheses which followed by (. . . )M :
GHMLQ
∗L
m h
miQ∗Ak G˜
H
ABQ
∗B
i +N
a
MG˜
H
BaQ
∗B
k =
= (NBMG˜
H
AB +N
a
MG˜
H
Aa)Q
∗A
k = G˜
H
MAQ
∗A
k .
Then j(2) is rewritten as
h˜kb
[
G˜HAMQ
∗A
k (. . . )
M + G˜HBcQ
∗B
k (. . . )
c
]
Hˆb.
Using the identities (C.1) and (C.2) for (. . . )M and (. . . )c in this expression,
and then transforming the result, just like for j(1), we obtain
j(2)αβ = −1
2
h˜kb(Dkdαβ)Hˆb.
Calculation of j(3)αβ
j(3)αβ = h˜
bk
[(
GHMLQ
∗L
m h
mih˜ib +N
a
M h˜ab
)
(. . . )M + h˜cb(. . . )
c
]
Hˆk.
To calculate j(3)αβ, we proceed in the same way as in the case of j(1)αβ
and j(2)αβ. First, we also transform the terms placed in parenthesis. But
now we use the following property: NBMG˜
H
Bb +N
a
MG˜
H
ab = G˜
H
Mb. Therefore, in
this case
j(3)αβ = h˜
bk
(
G˜HMb(. . . )
M + G˜Hdb(. . . )
d
)
Hˆk.
Next, we use the identity (C.1) for (. . . )M . After substitution, the first
term of j(3)αβ looks as follows:
−1
2
h˜bkGMCG˜HMb
[
GHCDQ
∗D
m h
mi ∂
∂xi
dαβ−ΛβCKaβ(f˜)
∂
∂f˜a
dαβ+Λ
ε
C(c
ϕ
εµdϕν+c
ϕ
ενdϕµ)
]
The first term of this expression vanishes, since GMCGHCD = Π
M
D and
G˜HMbΠ
M
D = 0. The second term can be presented as −12 h˜bkA βb Kaβ ∂∂f˜adαβ.
The third term is equal to 1
2
h˜bkA εb (c
ϕ
εµdϕν + c
ϕ
ενdϕµ).
Using the identity (C.2) for (. . . )d in h˜bkG˜Hdb(. . . )
d(f˜), the second term of
j(3)αβ, we get
−1
2
h˜bkG˜HdbG
da∂ dαβ
∂f˜a
= −1
2
h˜bkΠ˜ab
∂ dαβ
∂f˜a
= −1
2
h˜bk
∂ dαβ
∂f˜a
+
1
2
h˜bkA µb K
a
µ
∂ dαβ
∂f˜a
.
Combining the previous expressions, we get that j(3)αβ can be represented
as follows:
j(3)αβ = −1
2
h˜bk(Dbdαβ)Hˆk.
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Calculation of j(4)αβ
j(4)αβ = h˜
ab
[
G˜HMa(. . . )
M + G˜Hda(. . . )
d
]
Hˆb.
Replacing (. . . )M in j(4)αβ with the help of the identity (C.1), we obtain,
as previously, three terms. It can be shown that the term with the derivative
∂ dαβ
∂xi
vanishes. This follows from the equality G˜HMaΠ
M
D = 0. The second term
is equal to −1
2
h˜abA βa K
d
β (∂dαβ/∂f˜
d). The third term of this replacement is
1
2
h˜abA εa (c
ϕ
εµdϕν + c
ϕ
ενdϕµ).
On the other hand, using the identity (C.2) for (. . . )d in j(4)αβ , we find
that h˜abG˜Hda(. . . )
d = −1
2
h˜ab
(
∂ dαβ
∂f˜a
−A µa Kpµ ∂ dαβ∂f˜p
)
. As a result, we get
j(4)αβ = −1
2
h˜ab(Dadαβ)Hˆb.
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