We consider a challenging multi-label classification problem where both feature matrix X and label matrix Y have missing entries. An existing method concatenated X and Y as [X; Y] and applied a matrix completion (MC) method to fill the missing entries, under the assumption that [X; Y] is of low-rank. However, since entries of Y take binary values in the multi-label setting, it is unlikely that Y is of low-rank. Moreover, such assumption implies a linear relationship between X and Y which may not hold in practice. In this paper, we consider a latent matrix Z that produces the probability σ(Zij) of generating label Yij, where σ(·) is nonlinear. Considering label correlation, we assume [X; Z] is of low-rank, and propose an MC algorithm based on subgradient descent named co-completion (COCO) motivated by elastic net and one-bit MC. We give a theoretical bound on the recovery effect of COCO and demonstrate its practical usefulness through experiments.
Introduction
Multi-label learning [1] , which allows an instance to be associated with multiple labels simultaneously, has been applied successfully to various real-world problems, including images [2] , texts [3] and biological data [4] . An important issue with multi-label learning is that collecting all labels requires investigation of a large number of candidate labels one by one, and thus labels are usually missing in practice due to limited resources.
Multi-label learning with such missing labels, which is often called weakly supervised multi-label learning (WSML), has been investigated thoroughly [5, 6, 7] . Among them, the most popular methods are based on matrix completion (MC) [5, 8, 9] , which is a technique to complete an (approximately) low-rank matrix with uniformed randomly missing entries [10, 11] .
The MC-based WSML methods mentioned above assume that only the label matrix Y has missing entries, while the feature matrix X is complete. However, in reality, features can also be missing [12] . To deal with such missing features, a naive solution is to first complete the feature matrix X using a classical MC technique, and then employ a WSML method to fill the label matrix Y. However, such a two-step approach may not work well since recovery of X is performed in an unsupervised way (i.e., label information Y is completely ignored). Thus, when facing a situation with both label and feature missing, it would be desirable to employ the label information Y to complete the feature matrix X in a supervised way. Following this spirit, [8] proposed concatenating the feature matrix X and label matrix Y into a single big matrix [X; Y], and employed an MC algorithm to recover both features and labels simultaneously.
In the WSML methods reviewed above, the label matrix Y is commonly assumed to be of (approximately) low-rank, based on the natural observation that labels are correlated in the multi-label setting. However, such a low-rank assumption on Y may not be true in reality since entries of Y take binary values and thus Y is unlikely to be of low-rank. Indeed, as we observe in Figure 1 , the singular values of the label matrix Y of the CAL500 data [13] have a heavy tail and thus such a low-rank assumption on Y may not be reasonable. Another assumption of [8] is that there is a linear relationship between the feature and label matrices. Such an assumption may not hold well on some datasets, where classical multi-label methods learn a nonlinear classifier [14, 15] . In this paper, we propose a method to deal with WSML learning when both features and annotations are incomplete. Motivated by [16] learning a low-dimensional shared subspace between labels and features, we assume that there is some latent matrix Z generating the annotation matrix. More specifically, each entry of Z will be mapped by a nonlinear function σ(·) to [0, 1], which corresponds to the probability of setting the corresponding entry of Y to be 1. Considering the label correlation, we assume [X; Z] is low-rank. Motivated by elastic net [17] and one-bit MC [18, 19, 20] , we propose a subgradient-based MC method named co-completion (COCO) which can recover X and Y simultaneously. Furthermore, we give a theoretical bound on the recovery effect of COCO. In the experiments, we demonstrate that COCO not only has a better recovery performance than baseline, but also achieves better test error when the recovered data are used to train new classifiers.
The following of the paper is organized as follows. In Section 2 we introduce our proposed algorithm COCO, followed by theoretical guarantee in Section 3 and experimental results in Section 4. We finally give conclusion and future work in Section 5.
Algorithm
In this section, we will first give the formal definition of our studied problem. Then, we will give our learning objective, as well as the optimization algorithm.
Formulation
We will assume X ∈ R n×d is the feature matrix, in which n is the number of instances and d is the number of features. There is a label matrix Y ∈ {0, 1} n×l where l is the number of labels in multi-label learning. We assume that Z ∈ R n×l generates the label matrix Y, that is,
In the following, we will assume σ(·) is the sigmoid function, i.e., P[
Our basic assumption is that X and Z are concatenated together into a big matrix M which is written as [X; Z], and M is low-rank. Note that previous work [8] has two assumptions when using matrix completion to solve a multi-label problem. One is that the label matrix Y has a linear relationship with the feature matrix X. However, such an assumption may not hold well on real data, otherwise, there may not exist so many algorithms learning a nonlinear mapping between features and labels. Another assumption is that the label matrix Y is low-rank. Such an assumption is motivated by the fact that labels in multi-label learning are correlated, thus only a few factors determine their values. However, we want to argue that a sparse 0/1 matrix may not be low-rank, and instead, we assume that the latent matrix Z generating labels is low-rank. Thus in our problem, we assume the concatenate of X and Z forms a low-rank matrix, and will recover such a matrix when entries in both X and Z are missing.
Similarly to previous works [5, 9] , we assume that data are uniformly randomly missing with probability
for contains all the indices of observed entries in the matrix M. Let Ω X , Ω Y ⊂ Ω be the subsets containing all the indices of observed entries in X and Y respectively. Based on all these notations, in the following we will give our learning objective.
Learning Objective
In our learning objective, we need to consider three factors. One focuses on the feature matrix. To recover the feature matrix, a classical way is to use the Frobenius norm on those observed entries, i.e.,
Note that the Frobenius norm on matrices is corresponding to the L2 norm on vectors, and the trace norm on matrix singular values is similar to the L1 norm on vectors. Motivated by the advantage of the elastic net [17] which uses both the L1 norm and L2 norm for regularization, we additionally consider optimizing the trace norm of the difference between the recovered feature matrix and the observed feature matrix, i.e.,
For the label matrix Y, motivated by previous work on one-bit matrix completion [18] , we will consider the log-likelihood of those observed entries, i.e.,
where 1 is the indicator function. Note that we will minimize the negative log-likelihood instead of maximizing the log-likelihood, in order to agree with other components in the objective.
To incorporate all the above conditions into consideration, we have our final learning objective,
where M is the concatenation of X and Z, i.e., [ X; Z].
Optimization
Previous deterministic algorithms on trace norm minimization [21, 22] always assume that the loss function is composed of two parts. One part is a differential convex function, and another part is the trace norm on the whole matrix, which is not differentiable but convex. In this way, it is easy for them to find a closed-form solution using algorithms such as proximal gradient descend, because minimizing the trace norm on the whole matrix plus a simple loss function will have a closed-form solution [21] . However, in our problem Eq (1), besides the simple trace norm on the whole matrix, we still have the trace norm on the submatrix, while R Ω X ( X − X) is a linear transformation of the whole matrix M. Thus classical methods based on proximal gradient descent cannot be employed.
We divide the learning objective into two parts, and consider each part seperatedly. One part is
where
and
where I (d+l)×d is a matrix whose diagonal entries are 1 and other entries are 0.
Another part contains only M tr . Note that in previous works on the stochastic L1 loss minimization problem [23, 24] , they first perform gradient descent on the loss function without considering the L1 loss part, and then derived a closed-form solution for the L1 loss part. Motivated by this, we will first perform gradient descent on Eq (2) and then obtain a closed-form solution taking M tr into consideration.
f ( M) is convex and it is easy to calculate the derivation. To calculate the subgradient of h( M), we will need the following results: Lemma 1. (Subgradient of the trace norm [25] ) Let X ∈ R m×n with m ≥ n, and let X = UΣV be an singular value decomposition (SVD) of X. Let r = rank(X). Then, U 1:m,1:r V 1:n,1:r ∈ X tr .
In this way,the subgradient of h( M) is given by
We will perform iterative optimization. In the tth iteration, after we have the subgradient G t of Eq (2), M will be updated using gradient descent by
where η > 0 is the step size. We then have a closed-form solution of M t taking the trace norm into consideration, which is,
where U t Σ t V t is the SVD of M t and Update M t using Eq (3);
5:
Calculate M t using Eq(4);
We will call our proposed method co-completion (COCO) and give the whole process in Algorithm 1. Note that such a solution coincides with works on stochastic trace norm minimization [26, 27] . In both works, they constructed a random probe matrix, and multiplied the gradient with the probe matrix in each iteration to generate a stochastic gradient. In this way, the expectation of the stochastic gradient calculated in each iteration will be the exact gradient, which agrees with the principle of stochastic gradients in ordinary stochastic gradient descent (SGD). [27] provided a theoretical guarantee of the O(log T / √ T ) convergence rate for such a kind of problems. As their objective is to save space for trace norm minimization, here we will not consider the space limitation problem, and will use plain gradient descent instead of subgradient descent. However, their convergence results on SGD can be used as a weak guarantee for the convergence of our algorithm.
Theory
In this section, we give a bound on the following optimization problem:
Note that if we change the max operator in Eq (5) to min and change the objective to its additive inverse, we will have an equivalence of Eq (5). We can then use Lagrange multiplier and add the two inequality constraints into the objective. In this way, the problem will have similar form as Eq (1). Thus by appropriately setting parameters λ 1 and λ 2 in Eq (1), the maximization problem Eq (5) and the minimization problem Eq (1) will be equal.
We assume that
We further define
in which 0 is an all-zero matrix of size n × l. Since [X; 0] is a constant matrix, minus L Y,Ω ([X; 0]) will not affect optimizing of the objective function, i.e., maximizing L Y,Ω ( M) and L Y,Ω ( M) under the same constraints will result in the same M * . In the following, we will start deriving our theoretical results.
where C 0 and C are constants, and the expectation are both over the choice of Ω and the draw of Y.
With Lemma 2, we can have the following results:
and the largest entry of M is less than γ. Suppose that Ω is chosen independently at random following a binomial model with probability |Ω|/(n(d + l)). Suppose that Y is generated using σ(Z). Let M * be the solution to the optimization problem Eq (5). Then with a probability at least 1 − C/(n + d + l), we have
where KL denotes the Kullback-Leibler on two matrices. For A, B ∈ R n×m it is defined as
By enforcing γ → ∞ and using the fact that that L γ = 1 when σ(·) is a sigmoid function [18] , we can have our main result: Theorem 2. Assume that M tr ≤ α rn(d + l). Suppose that Ω is chosen independently at random following a binomial model with probability |Ω|/(n(d + l)). Suppose that Y is generated using σ(Z). Let M * be the solution to the optimization problem Eq.(5). Then with probability at least 1 − C/(n + d + l), we have
Furthermore, as long as |Ω| ≥ (n + d + l) log(n + d + l), and further assuming that r log(n + d + l), we will have
Remarks Theorem 2 tells us that the average KL-divergence of the recovered σ( Z * ) and σ(Z), together with the average Frobenius norm of X * − X weighted by d/l are bounded above by O( (d + l)/l) if |Ω| ≥ O(m log m), in which m = max(n, d + l). Note that when d l, the X part will take the majority of M, and the bound implies that we can have a nearly perfect feature recovery result with sample complexity O(mlogm), agreeing with previous perfect-recovery results although the confidence is degenerated a bit from 1 − m −β where β > 1 to 1 − m −1 [28] . Otherwise if l d, our bound also agrees with previous bound on one-bit matrix completion [18] .
Experiments
We evaluate the proposed algorithm COCO on both synthetic and real data sets. Our implementation is in Matlab except the neural network which is implemented in Python and used to show the generalization performance of classifiers trained on recovered data.
Experimental Results on Synthetic Data
Our goal is to show the recovery effect of our proposed algorithm on both the feature matrix and label matrix. We will also show how adding the term R Ω X ( X − X) tr can enhance our recovery effect.
Settings and Baselines
To create synthetic data, following previous works generating a low-rank matrix [29] , we first generate a random matrix L ∈ R n×r and R ∈ R r×(d+l) with each entry drawn uniformly and independently randomly from [−5, , 5]. We then construct M by L · R. The first d columns of M is regarded as the feature matrix X and the rest is regarded as the Z matrix. We then set each entry of Y ∈ R n×l by 1 with probability σ(Z ij ) and 0 with 1 − σ(Z ij ). Here σ(·) is the sigmoid function. Finally both X and Y are observed with probability ω% for each entry.
We set a variety of different numbers to n, d, l, r, ω. More specially, n ∈ {1000, 5000, 10000}, d ∈ {500, 800}, l ∈ {100, 300}, r ∈ {10, 20}, ω ∈ {0.2, 0.3, 0.4}. In the experiments, we weight R Ω X ( X − X) 2 F by 0.01 and set all other weight parameters to be 1 . The step size is set initially as 100 and decays at the rate of 0.99, i.e., η t = 0.99η t−1 , until it is below 40. We will compare two cases: One is the parameter λ 2 = 0 without considering the R Ω X ( X − X) tr term in the optimization; another is λ 2 = 1 motivated by the elastic net. The Maxide method is to first complete features using proximal graident descent [22] and then perform weakly supervised multi-label learning [9] . The Mc method is to complete the concatenate of X and Y, which is proposed in [8] . We repeat each experiment five times, and report the average results.
Results We measure the recovery performance on the feature matrix X by the relative error X−X F / X F . The classification performance is measured by the Hamming loss. More specially, after we got Z, we setŶ ij = 1 if σ(Ẑ ij ) > 0.5 and 0 otherwise. The recovery performance on Y is then measured by i,j L 0/1 (Y ij ,Ŷ ij )/(nl) where L 0/1 (·, ·) is the zero-one loss. The results are shown in Table 1 . Note that we have 72 results in total. We present 10 results here and put all others in Appendix. From the results, we can see that, when data satisfy our assumption, our proposed COCO with the term X − X F / X F in the optimization objective Table 1 : Recovery results (mean±std) over 5 trails on 10 synthetic datasets. n is the number of rows. d is the number of features. l is the number of labels. r is the matrix rank and ω% is the percentage of observed entries. COCO-1(0) is the proposed algorithm with λ 2 = 1(0). The best result and comparable ones (pairwise single-tailed t-tests at 95% confidence level) in each row are bold. is always better at X recovery. For the Y recovery, our proposal is always better than two baselines, i.e., Maxide and Mc. Occasionally (13 among all 72 cases) it is comparable to COCO-0. This would be reasonable since the term R Ω X ( X − X) tr put more emphasis on feature recovery, and does not aid label recovery much. Comparing Maxide and Mc, we find that both two algorithms have the same recovery results on X, but Maxide performs much worse on Y than MC. This may due to the fact that when recovery Y, Mc uses additional information on the structure of [X; Y] instead of using only the non-perfect recovered feature data.
To further study the impact of R Ω X ( X − X) tr on the final performance, we illustrate how the recovery error of X and Y decrease when the iterations evolve in Figure 2 . We can see that the X recovery error of COCO-1 decreases to a lower point when it converges, and get a slightly better recovery results than COCO-0. Although the Y recovery error also decreases to a lower point, the difference is not obvious. We can conclude that adding the term R Ω X ( X − X) tr to the optimization objective can benefit X recovery.
Experimental Results on Real Data
We evaluate the proposed algorithm on real data. Here we will evaluate the performance using the CAL500 dataset [13] . CAL500 is a music dataset containing 502 instances, 68 features, 174 labels. As we previously shown in Figure 1 , CAL500's annotation matrix does not have the low-rank or approximately low-rank property. In this experiment, we will not only report the recovery performance of COCO, but also use the recovered data to train new classifiers, and report the test error of the trained classifier.
Settings and Baselines
We will first divide the datasets into two parts, 80% for training and 20% for testing. For the 80% training data, we will randomly sample 20% as observed data, and make all other entries unobserved. We will use the same parameter setting as Section 4.1, except that the step size will [30] and a single hidden layer neural network to test the generalization performance when using the recovered data to train a classifier. To make a fair comparison, we also use the clean data to train a classifier and record its test error, which can be counted as the best baseline for the current model. We will call this method the oracle. All the experiments are repeated twenty times and report the average results.
Results The results are reported in Table 2 . We can see that our proposed COCO achieves the best recovery results among all three methods. For the generalization performance, we can see that our method also achieves the best results in all comparable methods, and it is more closer to the baseline using clean data.
Conclusion
In this paper, we considered the problem where both features and labels have missing values in weakly supervised multi-label learning. Realizing that previous methods either recover the features ignoring supervised information, or make unrealistic assumptions, we proposed a new method to deal with such problems. More specifically, we considered a latent matrix generating the label matrix, and considering labels are correlated, such a latent matrix together with features form a big low-rank matrix. We then gave our optimization objective and algorithm motivated by the elastic net. Experimental results on both simulated and real-world data validated the effectiveness of our proposed methods.
