We study a new class of ergodic backward stochastic differential equations (EBSDEs for short) which is linked with semi-linear Neumann type boundary value problems related to ergodic phenomenas. The particularity of these problems is that the ergodic constant appears in Neumann boundary conditions. We study the existence and uniqueness of solutions to EBSDEs and the link with partial differential equations. Then we apply these results to optimal ergodic control problems.
Introduction
In this paper we study the following type of (Markovian) backward stochastic differential equations with infinite horizon that we shall call ergodic BSDEs or EBSDEs for short: for all 0 t T < +∞, Our aim is to find a triple (Y, Z, µ), where Y, Z are adapted processes taking values in R and R 1×d respectively. ψ : R d × R 1×d → R is a given function. Finally, λ and µ are constants: µ, which is called the "boundary ergodic cost", is part of the unknowns while λ is a given constant.
It is now well known that BSDEs provide an efficient alternative tool to study optimal control problems, see, e.g. [19] or [8] . But up to our best knowledge, the paper of Fuhrman, Hu and Tessitore [9] is the only one in which BSDE techniques are applied to optimal control problems with ergodic cost functionals that are functionals depending only on the asymptotic behavior of the state (see e.g. costs defined in formulas (1.6) and (1.7) below). That paper deals with the same type of EBSDE as equation (1.1) but without boundary condition (and in infinite dimension): their aim is to find a triple (Y, Z, λ) such that for all 0 t T < +∞, where (Wt) t 0 is a cylindrical Wiener process in a Hilbert space and X x is the solution to a forward stochastic differential equation starting at x and with values in a Banach space. In this case, λ is the "ergodic cost".
There is a fairly large amount of literature dealing by analytic techniques with optimal ergodic control problems without boundary conditions for finite dimensional stochastic state equations. We just mention papers of Arisawa and Lions [3] and Arisawa [1] . In this framework, the problem is treated through the study of the corresponding Hamilton-Jacobi-Bellman equation. Of course, same questions have been studied in bounded (or unbounded) domains with suitable boundary conditions. For example we refer the reader to Bensoussan and Frehse [6] in the case of homogeneous Neumann boundary conditions and to Lasry and Lions [14] for state-constraint boundary conditions. But in all these works, the constant µ does not appear and the authors are interested in the constant λ instead.
To the best of our knowledge, only works where the problem of the constant µ appears in the boundary condition of a bounded domain are those of Arisawa [2] and Barles and Da Lio [5] . The purpose of the present paper is to show that backward stochastic differential equations are an alternative tool to treat such "boundary ergodic control problems". It is worth pointing out that the role of the two constants are different: our main results say that, for any λ and under appropriate hypothesis, there exists a constant µ for which (1.1) has a solution. At first sight λ doesn't seem to be important and could be incorporated to ψ, but our proof strategy needs it: we first show that, for any µ, there exists a unique constant λ := λ(µ) for which (1.1) has a solution and then we prove that λ(R) = R.
To be more precise, we begin to deal with EBSDEs with zero Neumann boundary condition in a bounded convex smooth domain. As in [9] , we introduce the class of strictly monotonic backward stochastic differential equations
with α > 0 (see [7] or [20] ). We then prove that, roughly speaking,
is the solution of (1.2) (see Theorem 2.6). When there is non zero Neumann boundary condition, we consider a functionṽ such that ∂ṽ ∂n (x) + g(x) = µ, ∀x ∈ ∂G and thanks to the processṽ(X x ) we modify EBSDE (1.1) in order to apply previous results relating to zero Neumann boundary condition. In Theorems 3.1 and 3.2 we obtain that for any µ, there exists a unique constant λ := λ(µ) for which (1.1) has a solution. µ → λ(µ) is a continuous decreasing function and, under appropriate hypothesis, we can show that λ(µ) µ→+∞ −→ −∞ and λ(µ) µ→−∞ −→ +∞ which allow us to conclude: see Theorem 3.5 when ψ is bounded and Theorems 3.7 and 4.3 when ψ is bounded in x and Lipschitz in z. All these results are obtained for a bounded convex domain but it is possible to prove some additional results when the domain is not convex.
Moreover we show that we can find a solution of (1.1) such that Y x = v(X x ) where v is Lipschitz and is a viscosity solution of the elliptic partial differential equation (PDE for short)
with
The above results are then applied to control problems with costs
where ρ is an adapted process with values in a separable metric space U and E ρ,T denotes expectation with respect to P ρ T the probability under which
d is a bounded function. With appropriate hypothesis and by setting ψ(x, z) = infu∈U {L(x, u) + zR(u)} in (1.1) we prove that λ = infρ I(x, ρ) and µ = infρ J(x, ρ) where the infimum is over all admissible controls.
The paper is organized as follows. In the following section we study EBSDEs with zero Neumann boundary condition. In section 3 we treat the general case of EBSDEs with Neumann boundary condition. In section 4 we study the example of reflected Kolmogorov processes for the forward equation. In section 5 we examine the link between our results on EBSDEs and solutions of elliptic semi-linear PDEs with linear Neumann boundary condition. Section 6 is devoted to optimal ergodic control problems and the last section contains some additional results about EBSDEs on a non-convex bounded set.
Ergodic BSDEs (EBSDEs) with zero Neumann boundary conditions
Let us first introduce some notations. Throughout this paper, (Wt) t 0 will denote a d-dimensional Brownian motion, defined on a probability space (Ω, F, P). For t 0, let Ft denote the σ-algebra σ(Ws; 0 s t), augmented with the P-null sets of F. The Euclidean norm on R d will be denoted by |.|. The operator norm induced by |.| on the space of linear operator is also denoted |.|. Given a function f :
will denote respectively the set of real functions of class C k on O, the set of the functions of class C k which are bounded and whose partial derivatives of order less than or equal to k are bounded, and the set of the functions of class C k whose partial derivatives of order k are Lipschitz functions.
denotes the space consisting of all progressively measurable processes X, with values in R k such that, for all T > 0,
Throughout this paper we consider EBSDEs where forward equations are stochastic differential equations (SDEs for short) reflected in a bounded subset G of R d . To state our results, we use the following assumptions on G:
(G2). G is a bounded convex set.
If x ∈ ∂G, we recall that −∇φ(x) is the outward unit vector to ∂G in x. We also consider b : 
This section is devoted to the following type of BSDEs with infinite horizon
where λ is a real number and is part of the unknowns of the problem and ψ : G × R d → R verifies the following general assumptions: (H2). there exist K ψ,x 0 and K ψ,z 0 such that
We notice that ψ(., 0) is continuous so there exists a constant M ψ verifying |ψ(., 0)| M ψ . As in [9] , we start by considering an infinite horizon equation with strictly monotonic drift, namely, for α > 0, the equation
Existence and uniqueness have been first study by Briand and Hu in [7] and then generalized by Royer in [20] . They have established the following result:
Lemma 2.2 Assume that (G1), (H1) and (H2) hold true. Then there exists a unique solution
x,α is a bounded adapted continuous process and
It is worth noting that |vα(x)| M ψ /α and uniqueness of solutions implies that vα(X 
ff .
We will use the following assumption:
Remark 2.3 When σ is a constant function, (H3) becomes
sup x,y∈G,x =y  t (x − y)(b(x) − b(y)) |x − y| 2 ff < 0, i.e. b is dissipative.
Proposition 2.4 Assume that (G1), (G2), (H1), (H2) and (H3) hold. Then we have, for all α > 0 and
Proof. We use a Girsanov argument due to P. Briand and Y. Hu in [7] . Let x, x ′ ∈ G, we set
βsds + Wt. By hypothesis (H2), β is a R d valued adapted process bounded by K ψ,z , so we are allowed to apply the Girsanov theorem: for all T ∈ R+ there exists a probability QT under which (Wt) t∈[0,T ] is a Brownian motion. Then, from equation (2.3) we obtaiñ
To conclude we are going to use the following lemma whose proof will be given after the proof of Theorem:
Lemma 2.5 Assume that (G1), (G2), (H1), (H2) and (H3) hold. For all 0 t s T ,
Furthermore, if σ is constant then, for all 0 t s, we have
From the last inequality, we deduce
Finally, let T → +∞ and the claim follows by setting t = 0. ⊓ ⊔ Proof of Lemma 2.5. Let us apply It's formula to e
G is a convex set, so t (x − y)∇φ(x) 0 for all (x, y) ∈ ∂G × G. Furthermore |βs| K ψ,z and σ is Kσ-Lipschitz. By the definition of η we obtain,
Taking the conditional expectation of the inequality we get the first result. To conclude, the stochastic integral is a null function when σ is a constant function. ⊓ ⊔ As in [9] , we now setv
|x| for all x ∈ G and all α > 0, according to Proposition 2.4.
Moreover, α|vα(0)| M ψ by Lemma 2.2. Thus we can construct by a diagonal procedure a sequence
-Lipschitz function uniformly with respect to α. Sov can be extended to a
Lipschitz function defined on the whole G, therebyvα n (x) →v(x) for all x ∈ G. Thanks to this construction, we obtain the following theorem which can be proved in the same way as that of Theorem 4.4 in [9] .
Theorem 2.6 (Existence of a solution) Assume that (G1), (G2), (H1), (H2) and (H3) hold. Letλ be the real number andv the function constructed previously. We defineȲ
We remark that the solution to EBSDE (2.2) is not unique. Indeed the equation is invariant with respect to addition of a constant to Y . However we have a result of uniqueness for λ.
Theorem 2.7 (Uniqueness of λ) Assume that (G1), (H1) and (H2) hold. Let (Y, Z, λ) a solution of EBSDE (2.2). Then λ is unique amongst solutions (Y, Z, λ) such that Y is a bounded continuous adapted process and Z
β is bounded: by the Girsanov theorem there exists a probability measure QT under which
Computing the expectation with respect to QT we obtaiñ
becauseỸ is bounded. So we can conclude the proof by letting T → +∞. ⊓ ⊔ To conclude this section we will show a proposition that will be usefull later.
Proposition 2.8 Assume that (G1), (H1)
with K f the Lipschitz constant of f . We are able to apply Lemma 2.5 with ψ = 0: for all s ∈ R + ,
Then the claim ends by use of a density argument and the monotone class theorem. ⊓ ⊔
EBSDEs with non-zero Neumann boundary conditions
We are now interested in EBSDEs with non-zero Neumann boundary conditions: we are looking for solutions to the following type of BSDEs, for all 0 t T < +∞,
where λ is a parameter, µ is part of the unknowns of the problem, ψ still verifies (H2) and g : G → R verifies the following general assumption:
Moreover we use extra assumption on φ:
In this situation we will say that (Y, Z, µ) is a solution of EBSDE (3.1) with λ fixed. But, due to our proof strategy, we will study firstly a modified problem where µ is a parameter and λ is part of the unknowns. In this case, we will say that (Y, Z, λ) is a solution of EBSDE (3.1) with µ fixed. We establish the following result of existence:
Theorem 3.1 (Existence of a solution) Assume that (G1), (G2), (G3), (H1), (H2), (H3) and (F1) hold true. Then for any
Proof. Our 
We setỸ
. These processes verify for all 0 t T < +∞,
We now consider the following EBSDE with infinite horizon:
So we are able to apply Theorem 2.6:
is a solution of EBSDE (3.1) linked to µ. ⊓ ⊔ We have also a result of uniqueness for λ that can be shown exactly as Theorem 2.7:
Theorem 3.2 (Uniqueness of λ) Assume that (G1), (H1) and (H2) hold. Let (Y, Z, λ) a solution of EBSDE (3.1) with µ fixed. Then λ is unique among solutions (Y, Z, λ) such that Y is a bounded continuous adapted process and Z
Thanks to the uniqueness we can define the map µ → λ(µ) and study its properties.
Proposition 3.3 Assume that (G1), (G2), (G3), (H1), (H2), (H3) and (F1) hold true. Then λ(µ) is a decreasing continuous function on R.
Proof. Let (Y x , Z x , λ) and (Ỹ x ,Z x ,λ) two solutions of (3.1) linked to µ andμ. We setȲ
As usual, we set
βsds + Wt. According to the Girsanov theorem there exists a probability QT under which (Wt) t∈[0,T ] is a Brownian motion. Then we havē
(3.4)
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If we suppose that µ μ and λ <λ then
this is a contradiction. So µ μ ⇒ λ λ . To show the continuity of λ we assume that |μ − µ| ε with ε > 0. Thenλ
Let us now prove a lemma about the bound on E
Lemma 3.4 There exists a constant C such that
Proof of the lemma. Applying It's formula to φ(X x t ) we have for all t ∈ R + and all
⊓ ⊔ Let us return back to the proof of Proposition 3.3. By applying Lemma 3.4 we obtainλ
The proof is therefore completed. ⊓ ⊔ To prove our second theorem of existence we need to introduce a further assumption.
(F2).
1. |ψ| is bounded by M ψ ;
2. E[Lφ(X0)] < 0 if X0 ∼ ν with ν the invariant measure for the process (Xt) t 0 .
Theorem 3.5 (existence of a solution) Assume that (G1), (G2), (G3), (H1), (H2), (H3), (F1) and (F2) hold true. Then for any
is a solution of EBSDE (3.1) with λ fixed, for all x ∈ G. Moreover we have
Proof. Let (Y, Z, λ(µ)) and (Ỹ ,Z, λ(0)) two solutions of equation (3.1) linked to µ and 0 respectively. Let X0 ∼ ν independent of (Wt) t 0 . Then, from equation (3.3), we deduce for all
from which we deduce that
By using equation (3.5) we have
Combining the last two relations, we get
Thus letting T → +∞ we conclude that
So, we obtain λ(µ) µ→+∞ −→ −∞ and λ(µ)
Finally the result is a direct consequence of the intermediate value theorem. ⊓ ⊔ The hypothesis E[Lφ(X0)] < 0 say that the boundary has to be visited recurrently. When σ is non-singular on G we show that this hypothesis is always verified.
Proposition 3.6 Assume that (G1), (G2) and (H1) hold true. We assume also that σ(x) is non-singular
for all x ∈ G. Then for the invariant measure ν of the process (Xt) t 0 we have E[Lφ(X0)] < 0 if X0 ∼ ν.
Proof.
Let us take a random variable X0 ∼ ν independent of (Wt
for all t ∈ R + . So the process X X 0 is the solution of the stochastic differential equation
. But according to [12] (Corollary 2 of Theorem 7.1), the solution of equation (3.6) is a recurrent Markov process on R d . Thus this process is particularly unbounded: we have a contradiction.
⊓ ⊔ When σ is singular on G then (F2) is not necessarily verified.
Examples.
• Let G = B(0, 1), φ(x) = •
R k is a stationary subspace for solutions of equa-
Theorem 3.5 is not totally satisfactory for two reasons: we have not a result on the uniqueness of µ and ψ is usually not bounded in optimal ergodic control problems. So we introduce another result of existence with different hypothesis.
Theorem 3.7 (Existence and uniqueness of a solution 2) Assume that (G1), (G2), (G3), (H1), (H2), (H3), (F1) and (F2') hold true. Then for any
λ ∈ R there exists µ ∈ R, v ∈ C 0 lip (G), ζ : R d → R a measurable function such that, if we define Y x t := v(X x t ) and Z x t := ζ(X x t ) then Z x ∈ M 2 (R + , R d ) and P − a.s. (Y x , Z x , µ
) is a solution of EBSDE (3.1) with λ fixed, for all x ∈ G. Moreover µ is unique among solutions (Y, Z, µ) with λ fixed such that Y is a bounded continuous adapted process and Z
Proof. Let (Y, Z, λ(µ)) and (Ỹ ,Z, λ(μ)) two solutions of equation (3.1) linked to µ andμ. As in the proof of Proposition 3.3 we setȲ
T /T˜has a limit lµ,μ 0 when T → +∞ and µ = µ ′ such that
By use of equation (3.5) we have
We set c = − sup x∈G Lφ − |∇φσ| ∞,G K ψ,z . Since hypothesis (F2') holds true, we have c > 0 and lµ,μ c > 0 when µ = µ ′ . Thus, thanks to equation (3.7),
Once again the existence result is a direct consequence of the intermediate value theorem. Moreover, if λ(µ) = λ(μ) then µ =μ. ⊓ ⊔
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Remark 3.8 By applying Lemma 3.4 we show that E
Q TˆK x T /T˜is bounded. So we have:
0 < c lµ,μ C, ∀µ =μ.
Remark 3.9 If we interest in the second example dealt in this section we see that (F2') hold true when
k/2 − 1 > K ψ,z .
Study of reflected kolmogorov processes case
In this section, we assume that (Xt) t 0 is a reflected Kolmogorov process. The aim is to obtain an equivalent to Theorem 3.7 with a less restrictive hypothesis than (F2'). We set σ = √ 2I and b = −∇U where U : R d → R verify the following assumptions:
We notice that (H4) implies (H3) and (H1). Moreover, without loss of generality, we use an extra assumption on φ:
To study the reflected process we will introduce the related penalized process:
with Un = U + nd 2 (., G). According to [10] , d 2 (., G) is twice differentiable and
Un cI. Let Ln the transition semigroup generator of (X n t ) t 0 with domain D2(Ln) on L 2 (νn) and νn its invariant measure given by
for all Lipschitz functions f . Particularly, νn converge weakly to ν.
The proof is given in the appendix. We obtain a simple corollary:
We now introduce a different assumption that will replace (F2'):
(F2").
Theorem 4.3 (Existence and uniqueness of a solution 3) Theorem 3.7 remains true if we assume that (G1), (G2), (G3), (G4), (H2), (H4), (F1) and (F2") hold.
Proof. If we use notations of the previous section, it is sufficient to show that there exists a constant
C for all µ =μ, where X0 ∼ ν is independent of (Wt) t 0 . We set ε and define AT such that
with X0 ∼ ν and T > 0. ε is well defined thanks to hypothesis (F2").
By using Hlder's inequality with p > 1 and q > 1 such that 1/p + 1/q = 1 we obtain
To conclude we are going to use the following proposition which will be proved in the appendix thanks to Theorem 3.1 of [11] :
Proposition 4.4 Assume that (G1), (G2), (G3), (G4), (H1) and (H4) hold. Then
Bp is a trinomial in p that has two different real roots 1 and
hypothesis (F2"). So we are able to find p > 1 such that Bp < 0. Then QT (AT )
T →+∞ −→ 0 and
⊓ ⊔ 
Remark 4.5 All these results stay true if
. Indeed, as we see in the previous example, ν is nonzero at most on the set G ∩ F k . So it is possible to restrict the process to the subspace F k .
Probabilistic interpretation of the solution of an elliptic PDE with linear Neumann boundary condition
Consider the semi-linear elliptic PDE:
We will prove now that v, defined in Proof . It is a very standard proof that we can adapt easily from [18] , Theorem 4.3.
⊓ ⊔
Remark 5.2 With other hypothesis, uniqueness of solution v is given by Barles and Da Lio in Theorem 4.4 of [5].
If σ is non-singular on G we notice that it is possible to jointly modify b and ψ without modify the PDE 5.1. We setb(x) = b(x) − ξx andψ(x, z) = ψ(x, z) + ξzσ −1 (x)x for ξ ∈ R + . Then we are able to find a new hypothesis substituting (H3). We noteη the scalar η corresponding tob.
Proposition 5.3
If η + K ψ,z Kσ < 0 or Kσ sup x∈G |σ −1 (x)x| < 1 then there exists ξ 0 such that η + Kψ ,z Kσ < 0. In particular it is true when σ is a constant function.
Proof: It suffices to notice thatη = η − ξ and Kψ ,z K ψ,z + ξ sup x∈G |σ
Optimal ergodic control
Let U be a separable metric space. We define a control ρ as an (Ft)-progressively measurable U -valued process. We introduce R : U → R d and L : R d × R 1×d → R two continuous functions such that, for some constants MR > 0 and ML > 0,
Given an arbitrary control ρ and T > 0, we introduce the Girsanov density
and the probability P ρ T = Γ ρ T P on FT . Ergodic costs corresponding to a given control ρ and a starting point x ∈ R d are defined in the following way:
3) where E ρ,T denotes expectation with respect to P ρ T . We notice that
Our purpose is to minimize costs I and J over all controls. So we first define the Hamiltonian in the usual way
and we remark that if, for all x, z, the infimum is attained in (6.4) then, according to Theorem 4 of [16] , there exists a measurable function γ :
We notice that ψ is a Lipschitz function: hypothesis (H2) is verified with K ψ,z = MR. Proof. As (Y, Z, µ) is a solution of the EBSDE with λ fixed, we have
To conclude we are going to use the following lemma that we will prove immediately after the proof of this theorem: 
Since Y is bounded we finally obtain µ lim sup
Similarly, if L(X and the claim is proved. We now assume that hypothesis of Theorem 4.3 hold true. Let X0 ∼ ν be a random variable independent of (Wt) t 0 and ν the invariant measure of (Xt) t 0 . Exactly as in the Finally,
Since hypothesis (H3) holds true, η + MRKσ < 0 and so
Thus, for all x ∈ G there exists T0 0 such that 
Some additional results: EBSDEs on a non-convex bounded set
In previous sections we have supposed that G was a bounded convex set. We shall substitute hypothesis (G2) by this one:
