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Abstract—Application of neural network architectures for
financial prediction has been actively studied in recent years. This
paper presents a comparative study that investigates and
compares feed-forward neural network (FNN) and adaptive
neural fuzzy inference system (ANFIS) on stock prediction using
fundamental financial ratios. The study is designed to evaluate the
performance of each architecture based on the relative return of
the selected portfolios with respect to the benchmark stock index.
The results show that both architectures possess the ability to
separate winners and losers from a sample universe of stocks, and
the selected portfolios outperform the benchmark. Our study
argues that FNN shows superior performance over ANFIS.
Keywords—Neural network, Feed-forward neural network
(FNN), Adaptive neural fuzzy inference system (ANFIS), Stock
portfolio selection, Fundamental analysis (FA), Stock prediction

I.

INTRODUCTION

Stock trading is a process of buying and selling shares of
publicly listed companies on a stock exchange platform, with
millions of investors and traders from all over the world
actively involved at any given time when the market is open.
Stock market prediction is an extremely complex and difficult
problem because there are simply too many factors and noises
affecting the movement of the price. Many existing studies
associated with stock market prediction support the well-known
efficient market hypothesis (EMH), according to which the
price of a stock at any given time reflects all information
available about it and is therefore impossible to predict [1]. This
problem remains a topic of interest among economists and
researchers to this day [2]. There are three forms of EMH, based
on the degree of stock market efficiency:
●

Weak form EMH implies that the market efficiently
reflects all past market information. The hypothesis
assumes that past rates of return have no effect on
future rates.

●

Semi-strong form EMH implies that the market
efficiently reflects all publicly available information.
This hypothesis assumes that the stock price adjusts
quickly to absorb new information. Semi-strong form
incorporates weak form EMH.

●

Strong form EMH implies that the market efficiently
reflects all information, both public and private. This
hypothesis assumes that no investor would be able to
achieve above average returns even if he/she was given
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new information that is not available publicly. Strong
form EMH incorporates weak form and semi-strong
form EMH.
Recent studies which have explored using machine learning
and soft computing techniques for stock prediction, have
achieved results that challenge the weak and semi-strong form
EMH [3]-[11]. However, most of these studies use historical
price, technical indicators or investor sentiments as
independent variables for model training and prediction. The
main motivation of this research is to develop feed-forward
neural network (FNN) and adaptive neural fuzzy inference
system (ANFIS) models to resemble the decision-making
process of investment experts based on a stock’s fundamental
financial ratios. Moreover, instead of simply predicting future
absolute values of stocks, portfolios which consist of predicted
winners or losers are selected and assessed. The portfolio
selection mechanism resembles a more realistic approach to
stock investment.
II.

RELATED WORK

The approaches investors and financial analysts use to
predict stock market prices can be broadly classified into two
types: fundamental analysis and technical analysis [12].
Fundamental analysis is based on a company’s financial
profile as well as macroeconomic data. Technical analysis on
the other hand focuses solely on historical price and volume.
Hu et al. [13] did a comprehensive literature review in 2015 and
concluded that most existing studies which apply soft
computing and neural network for financial prediction are
based on technical analysis. An earlier literature review by
Atsalakis et al. [14] shows the same pattern. Guresen et al. [3]
explored using multi-layer perceptron (MLP) to predict the
NASDAQ stock index. They treated the historical index price
as a time series prediction problem and used Mean Square Error
(MSE) and Mean Absolute Deviation (MAD) as evaluation
criteria. Atsalakis et al. [4] applied ANFIS to predict the stock
daily trend. The ANFIS model was compared with the FNN
model and ANFIS achieved better performance in terms of hit
ratio. Comparative studies which assessed different NN based
architectures for stock prediction based on historical price
movement were then conducted [5]-[7].
A few studies explored NN assisted stock selection based
on fundamental analysis [8]-[11]. Shen and Tzeng[8] proposed

a combined soft computing model for value stock selection.
They concluded that their model could distinguish value stocks
with satisfactory financial returns. Eakins and Stansell [9]
applied FNN model for stock selection based on a set of
fundamental financial ratios. They backtested their model for a
20-year period and achieved an investment return superior to
that of benchmark stock index. Quah and Srinivasan [10] did a
similar experiment using FNN for stock selection based on
fundamental financial ratios. They also achieved above
benchmark returns over their test period. In 2008, Quah [11]
again compared FNN and ANFIS for stock selection based on
fundamental analysis. Quah classified stocks into two classes
based on their yearly return and converted the prediction
problem into a classification problem. Eight years of quarterly
data were used for training and 2 years for testing in Quah’s
study. His results show that ANFIS and FNN achieved
comparable prediction results.
III.

NEURAL NETWORK ARCHITECTURES

A. Feed-forward Neural Network
FNN, or multi-layer perceptrons (MLP), is the simplest and
most widely used form of neural network architecture. An FNN
consists of at least three layers: an input layer, a hidden layer
and an output layer. Each node is a neuron that uses a nonlinear
activation function, except for the input neurons. The
supervised learning technique of gradient descent is used for
training. In the training process, the change of weight between
two nodes is calculated as [15]:
𝛥𝛥𝑤𝑤𝑗𝑗𝑗𝑗 (𝑛𝑛) = −𝛾𝛾

𝛿𝛿𝛿𝛿(𝑛𝑛)
𝑦𝑦 (𝑛𝑛)
𝛿𝛿𝑣𝑣𝑗𝑗 (𝑛𝑛) 𝑖𝑖

(1)

where 𝛾𝛾 is the learning rate, 𝜀𝜀 is the error in the final output, 𝑣𝑣𝑗𝑗
is the induced local variable and 𝑦𝑦𝑖𝑖 is the output of the previous
neuron.

B. Adaptive Neural Fuzzy Inference System
ANFIS is an instance of the more generic form of the
Takagi-Sugeno-Kang (TSK) model. It replaces the fuzzy sets in
the implication with a first order polynomial equation of the
input variables [15]. The ANFIS system consists of rules in IFTHEN form. In general, there are five different layers in an
ANFIS system. Layer 1 converts each input value to the outputs
of its membership functions. Layer 2 calculates the firing
strength of a rule. Layer 3 normalizes the firing strengths. Layer
4 consists of adaptive nodes with function defined as [16]:
𝑂𝑂𝑖𝑖4 = 𝑤𝑤𝑖𝑖 (𝑝𝑝𝑖𝑖 𝑥𝑥 + 𝑞𝑞𝑖𝑖 𝑦𝑦 + 𝑟𝑟𝑖𝑖 )

(2)

where 𝑤𝑤𝑖𝑖 is the normalized firing strength from the previous
layer and (𝑝𝑝𝑖𝑖 𝑥𝑥 + 𝑞𝑞𝑖𝑖 𝑦𝑦 + 𝑟𝑟𝑖𝑖 ) is a parameter in the node. Layer 5
sums all incoming signals and delivers a final output. The
structure of a typical ANFIS is shown in Fig.1.

Fig.1. Structure of a ANFIS[15]

IV.

METHODOLOGY

For each stock, two models are developed for each
algorithm. The experiments have been designed to evaluate the
performance of the two algorithms in terms of the average
quarterly portfolio return and the compounding portfolio return
relative to the benchmark for the backtesting period.
A. Data Preprocessing
Sample stocks used for this experiment are chosen from the
S&P 100 Index components. The index includes 102 leading
U.S. stocks which represent about 51% of the market
capitalization of the entire U.S. equity market [17]. There are
two major reasons behind choosing the S&P 100 components
as sample stocks. First, financial fundamental ratios for the
S&P 100 stocks are relatively complete and large in terms of
data volume. This is because these stocks are large-cap, and
most of them were publicly listed relatively early in history.
Second, the S&P 100 components are well balanced across
different sectors, and we decide that the number of its
components was suitable for the size of our sample stock
universe. Because the composition of the S&P 100 index is
frequently revisited, we decide to use its components as of
December 2018 [17].
Historical financial data for each of the S&P 100
components were retrieved online in csv format [18]. These
data are extracted from companies’ SEC 10_Q filings published
quarterly. In order to prepare the raw data for model fitting, we
go through the following steps for data preprocessing:
1) Feature Dropping
Features with a high density of missing values consistently
across stocks were also dropped.
2) Trend Stationarization
Our target variable in this research is quarterly relative
returns, while many features from the raw dataset possess a
clear global trend with respect to time. These features with
global trends could hinder our supervised learning models’
ability to generalize and provide reliable predictions. We
therefore take the percentage change between consecutive
observations for all features, which is calculated as follows:
∆𝑦𝑦𝑡𝑡 =

(𝑦𝑦𝑡𝑡 −𝑦𝑦𝑡𝑡−1 )
𝑦𝑦𝑡𝑡−1

× 100%

(3)

An example of trend stationarizing a feature is shown in Fig.
2.

Fig. 2. Historical Quarterly Revenue for BA: the original data vs. after
applying trend stationarization

3) Filling Missing Entries
Although features with many missing entries are dropped in
step 1, there were still some sparsely located or missing
entries. Mean substitution is used to replace these missing
values with the average of their neighboring entries. Mean
substitution is based on the assumption that the average of
the neighboring observations in a time series is a good guess
for a randomly selected observation [19].
4) Standardization
As the scales of features vary dramatically, standardization
is applied to all features in order to improve the performance
of our prediction models.
5) Fixing the Time Frame
We choose to use data from Q1 1996 to Q4 2017. This
period provides 88 observations for each stock, as the
financial data are published on a quarterly basis. Stocks with
the earliest available observation later than Q1 1996 were
dropped from the stock universe.
After data preprocessing, we end up with 21 features and 70
stocks. The 21 features are financial ratios such as ∆𝑃𝑃𝑃𝑃,
∆𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴, ∆𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙, etc. The only non-financial feature is
the past quarter’s relative return on price. Each stock has 88
observations, ranging from Q1 1996 to Q4 2017, with an
interval of one quarter between two consecutive observations.
The data are then partitioned into Train-Validation-Test sets in
proportion of 60%-20%-20%. After model validation, the
validation set is merged into the training set for final model
training before generating testing results.
B. Experiment
1) Relative Return
In the experiment, a stock’s quarterly relative return with
respect to the Dow Jones Industrial Average (DJIA) is used
as the target variable instead of simple absolute return. The
DJIA is one of the most widely used U.S. stock market
benchmarks. The relative return of a stock is the difference
between its absolute return and the return of some
benchmark. By subtracting overall market performance
from the performance of each individual stock, we are able
to filter out the factors affecting the broader market. In
theory, using such a technique helps to reduce the
complexity of the prediction problem and improve the
prediction performance and stability of our models.

2) Portfolio Construction
After the simulated results are generated by the models for
each of the 70 stocks, the stocks are then ranked by their
predicted relative returns for the next quarter. Stocks with
the top 30 predicted relative returns are chosen to construct
a ‘Buy’ portfolio, and the bottom 30 stocks are put into a
‘Sell’ portfolio. In this experiment, we use equal-weight
strategy for constructing portfolios. This means the
hypothetical investment would be distributed equally across
stocks in a portfolio. The portfolios are constructed for
every quarter in the validation set during the model
validation stage and the test set during the final testing
stage.
3) Model Validation
FNN and ANFIS models are both validated on the
validation set. After validation, we settle on an FNN with a
single hidden layer of 21 perceptrons. Rectifier and sigmoid
were the activation functions for hidden layer and output
layer respectively. The FNN uses mean squared error for
loss function and Adam algorithm for optimization. For the
ANFIS model, subtractive clustering with cluster influence
range of 0.5 is used for defining membership functions and
fuzzy rules.
C. Evaluation
Both FNN and ANFIS models are tested using the test set
which has 18 observations from Q3 2013 to Q4 2017 for each
of the 70 stock. “Buy” and “Sell” portfolios are constructed for
each of the 18 quarters in the testing period. Models are
evaluated based on the mean and standard deviation of the
quarterly relative return of the portfolio. Moreover, simulated
compound relative return through the entire testing period is
also computed for each model. The compound relative return is
calculated based on the assumption that the investor
redistributes his/her investment according to the recommended
portfolio on a quarterly basis with no friction cost.
V.

RESULT AND DISCUSSION

We construct “Buy” and “Sell” portfolios for each quarter
in the test set based on the predictions provided by FNN and
ANFIS models. The mean and standard deviation of the real
quarterly relative return of these equal-weight portfolios are
then computed. The real quarterly relative returns of an equalweight portfolio which includes all 70 stocks are also computed
as a benchmark for comparison. The relative return which
compounds the 18 quarters in the test set was calculated in the
end. Our observations based on the experimental results are as
follows:
●

Both “Buy” portfolios constructed using FNN and
ANFIS models outperform the full sample universe of
70 stocks in terms of mean quarterly relative return by
a significant margin. On the other hand, both “Sell”
portfolios underperform the benchmark. The
compound results confirm this finding. We can land a
safe conclusion that both FNN and ANFIS are able to
predict, with some degree of accuracy, the near-term
winners and losers from a universe of stocks based on

the stocks’ most recent fundamental financial ratios.
The results obtained challenge both the weak and the
semi-strong form of EMH.
●

FNN outperforms ANFIS in constructing both “Buy”
and “Sell” portfolios in terms of mean quarterly relative
return. In terms of compound relative return, FNN also
dominates ANFIS by a large margin.

●

The standard deviations of quarterly relative returns for
the selected portfolios are higher than that of the
benchmark. This means the selected portfolios are
more volatile than the benchmark. Excessive volatility
would diminish compound return in the long term.
However, the simulated compound returns for the
selected portfolios are significantly higher than that of
the benchmark, especially for FNN. This confirms the
conclusion that both FNN and ANFIS have the ability
to separate winners from losers based on fundamental
ratios.

●

Both FNN and ANFIS are better at identifying losers
than identifying winners by a small margin. More
investigation is required to find the reasons behind such
a phenomenon.

The complete results for both models are illustrated in Table
Ⅰ and Ⅱ. Fig. 3 shows the compound relative return of the
portfolios constructed by both models for the test period.
TABLE Ⅰ
CONSTRUCTED ‘BUY’ PORTFOLIO RELATIVE RETURN
Mean
STD
Compound
FNN
0.72%
3.92
12.34%
ANFIS
0.27%
4.07
3.45%
Full Sample
-0.02%
3.55
-1.35%
TABLE Ⅱ
CONSTRUCTED ‘SELL’ PORTFOLIO RELATIVE RETURN
Mean
STD
Compound
FNN
-0.83%
3.87
-14.97%
ANFIS
-0.34%
4.03
-7.19%
Full Sample
-0.02%
3.55
-1.35%

ratios rather than commonly used technical indicators. An
individual stock’s relative return with respect to the DJIA index
was used for model training and testing rather than absolute
return. Predicted relative returns of 70 stocks were then ranked,
and “Buy” and “Sell” portfolios, which consist of the top 30
and bottom 30 stocks respectively, were selected for each
quarter. The result of our experiment reveals that “Buy”
portfolios and “Sell” portfolios selected by FNN and ANFIS are
able to respectively outperform and underperform the full
sample universe. Moreover, FNN noticeably outperforms
ANFIS in portfolio selection.
As for future work, iterative feature selection can be
employed to reduce the number of features and potentially
improve prediction accuracy. The sample universe may be
expanded and the time span of data may be manipulated to
further validate the findings of this research.
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