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In this paper we study the double scaling limit of the multi-orientable tensor model. We prove
that, contrary to the case of matrix models but similarly to the case of invariant tensor models, the
double scaling series are convergent. We resum the double scaling series of the two point function
and of the leading singular part of the four point function. We discuss the behavior of the leading
singular part of arbitrary correlation functions. We show that the contribution of the four point
function and of all the higher point functions are enhanced in the double scaling limit. We finally
show that all the correlation functions exhibit a singularity at the same critical value of the double
scaling parameter which, combined with the convergence of the double scaling series, suggest the
existence of a triple scaling limit.
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INTRODUCTION
Tensor models (see [1–3] for a detailed introduction)
generalize matrix models [4] in dimension higher than
two. Matrix models posses a 1/N expansion [5, 6] dom-
inated by planar graphs [7] and a double scaling limit
[8–10]. In this limit one sends N (the matrix size) to in-
finity and the coupling constant λ to some critical value
λc in such a way that arbitrary genus surfaces contribute
to a 2r−point function. This is achieved if one keeps the
double scaling parameter N
5
4 (λc − λ) fixed. As in this
regime all the topologies contribute, the double scaling
limit corresponds to a theory at finite Newton coupling
[11]. It should be emphasized that, in the case of matri-
ces, the double scaling series are divergent [4].
Tensor models [2] generalize matrix models in higher
dimension. They posses a 1/N expansion (where N is
now the tensor size) [12, 13] and reach a continuum limit
[2] by tuning to criticality. The 1/N expansion of tensor
models is indexed by the degree, which, contrary to the
genus, is not a topological invariant.
Tensor models fall into two broad categories: the in-
variant models [14] which exist for tensors of arbitrary
rank and the multi-orientable (MO) one [15]. While the
MO model exists only for tensors of rank three, it ex-
hibits a richer combinatorics than the invariant models
in rank three: the class of graphs the MO model sums
over is strictly larger than the one the invariant models
sum over. In particular, for the multi-orientable model
the degree is a halfinteger, while it can only be an integer
for the invariant models.
The double scaling limit has recently been studied for
the invariant tensor models [16–18]. It has been found
that, denoting D ≥ 3 the rank of the tensor, the ap-
propriate double scaling parameter is ND−2(λc − λ) for
D < 6 and N
2
3D(λc − λ) for D ≥ 6. The double scaling
series are convergent for D < 6 and divergent (as they
are for matrices) for D ≥ 6.
In order to identify what features of the double scaling
limit of tensor models are robust, we study in this paper
the double scaling limit of the MO model. As this model
sums over a larger family of graphs than the invariant
models in rank three, it is the ideal testing ground for
this study. We find that, as it was the case for the invari-
ant models in rank three, the double scaling series in the
MO model are convergent. We perform below the ana-
lytic resummation of these series for the two point func-
tion, the leading singular part of the four point function,
and discuss the leading singular part of arbitrary corre-
lation functions. Surprisingly, although the convergence
of the double scaling series is robust, the double scal-
ing parameter is not. We show that for the MO model
the appropriate double scaling parameter is N
1
2 (λc− λ),
hence scales with an exponent of N different from the
one of the invariant models in rank three.
Finally, we show that all the (leading singular parts
of the) correlation functions become critical at the same
critical value of the double scaling parameter and discuss
the consequences of this behavior.
THE MULTI-ORIENTABLE TENSOR MODEL
Let φijk, i, j, k = 1, . . . , N , be the components of a
rank three complex tensor φ. The action of the MO ten-
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2sor model is [13]:
S[φ] =
∑
ijk
φijkφ¯ijk− λ
2N3/2
∑
ijk
lmn
φijkφ¯mlkφmjnφ¯iln , (1)
where the scaling with N of the interaction term above is
chosen in order for the model to admit a 1/N expansion
[13].
The partition function of the MO model:
Z =
∫
D[φ]e−S[φ] , D[φ] =
∏
ijk
dφijk dφ¯ijk
2piı
,
writes in perturbation theory as a sum over Feynman
multi-orientable graphs [15]. The vertices of the MO
graphs are four valent, the edges are oriented from φ
to φ¯ and the orientations alternate around a vertex. The
edges can be represented as three parallel strands (one
for each index of the tensor) and the vertices as the in-
tersection of four half edges such that every pair of half
edges share a strand. This leads to the representation in
Fig. 1.
+
+
-
-
FIG. 1: An MO vacuum (Feynman) graph.
The strands are divided into three classes: the ones
in the middle of the edges, called the S (for straight)
strands, the ones on the right (with respect to the φ→ φ¯
orientation) of the edges, called the R (for right) strands
and the ones on the left of the edges, called the L (for
left) strands. At a vertex the S (R or L) strands only
connect to S (R or L) strands.
To any MO graph one can associate three canonical
ribbon graphs, called the jackets, obtained by erasing
throughout the graph all the strands in the same class (S,
L or R). For the graph of Fig. 1 for example this leads
to the three jackets represented in Fig. 2. Crucially, the
FIG. 2: The three jackets associated to the graph of Fig. 1.
jackets of the MO graphs can be non-orientable (dual to
non orientable surfaces). This is a fundamental difference
between the MO model and the invariant models.
The degree δ(G) of a connected MO graph G is the half
sum of the non orientable genera of its three jackets. It
is therefore a positive half integer.
The Feynman amplitude of the graph G is [13] A(G) =
λv(G)N3−δ(G), where v(G) is the number of vertices of G.
The free energy, which is a sum over connected graphs,
admits the 1/N expansion:
lnZ =
∑
G
A(G) =
∑
δ∈N/2
N3−δ
( ∑
G|δ(G)=δ
λv(G)
)
.
In the sequel we will use a simplified representation
of the MO graphs (introduced in [19]) as graphs with
oriented edges.
CORRELATION FUNCTIONS
Let us denote
〈
φ¯ . . . φ . . .
〉
c
the connected correlation
functions of the MO model. The action in Eq. (1) is
invariant under the field transformation:
φ′i1j1k1 =
∑
ijk
URi1iO
S
j1jU
L
k1kφijk ,
φ¯′i1j1k1 =
∑
ijk
U¯Ri1iO
S
j1jU¯
L
k1kφijk ,
where UR and UL are two (distinct) complex unitary
matrices and OS is a real orthogonal matrix. The indices
S are special: one must use an orthogonal transformation
because the quadratic part contracts and index S of a
field φ with an index S of a field φ¯ while the interaction
contracts two indices S belonging either both to fields φ
or both to fields φ¯.
This invariance constrains the correlation functions:
averaging over the unitary and orthogonal groups [20] one
finds that the indices of any correlation function must be
pairwise identified. For the R and L indices, an index of
a φ must be identified with an index of a φ¯, while for the
S indices any pairing is allowed. Thus:〈
φ¯a¯b¯c¯φabc
〉
c
= δa¯aδ
b¯
bδ
c¯
c K2 , (2)
twelve pairings are allowed (see Fig. 3) for a four point
function and 2−rr!(2r)! pairings for a 2r point function.
Out of these pairings, r! correspond to a pairing of the
FIG. 3: The twelve index pairings of the four point function.
external legs (the top row in Fig. 3):〈
r∏
i=1
φ¯a¯ib¯ic¯iφaibici
〉
c
=
3= K
(1)
2r
∑
σ
r∏
i=1
δa¯iaσ(i)δ
b¯i
bσ(i)
δc¯icσ(i) + . . . , (3)
where σ runs over permutations of r elements.
The two point function is related to lnZ by the
Schwinger Dyson equation:
0 =
1
Z
∫
D[φ]
∑
abc
∂
(
φabc e
−S[φ])
∂φabc
⇒
⇒ K2 = 1 +N−32λ∂λ lnZ .
This equation is interpreted as follows: lnZ is a sum
over graphs and ∂λ acting on lnZ marks a vertex. To-
gether with the factor 2 this comes to marking one of the
edges incoming at the vertex and K2 is a sum over MO
graphs rooted at an edge, G×:
K2 = 1 +
∑
δ∈N/2
N−δ
( ∑
G×|δ(G×)=δ
λv(G
×)
)
. (4)
The constant term 1 represents the ring graph consist-
ing in the root edge closed onto itself and can be included
in the sum. The ring graph has three faces, one edge and
no vertex hence it has degree zero.
Equation (4) can also be understood as follows. Let us
denote (φ¯φ) the invariant
∑
abc φ¯abcφabc. The expecta-
tion 〈(φ¯φ)〉c is precisely a sum over connected MO graphs
having a special edge corresponding to the insertion (φ¯φ)
which is taken as root. Eq. (2) leads to N3K2 = 〈(φ¯φ)〉c
and Eq. (4) follows.
Similarly,
〈
(φ¯φ)r
〉
c
is a sum over graphs with r root
edges and Eq. (3) leads to:〈
(φ¯φ)r
〉
c
= K
(1)
2r
(
N3r +O(N3r−1)
)
+ . . . .
CLASSIFICATION BY DEGREE
We first discuss graphs with a unique root edge. Let us
call a fundamental submelon of G× a subgraph consisting
in two vertices connected by three non-root edges such
that the two vertices belong to three faces of length two.
The degree of G× does not change if one replaces a funda-
mental submelon by an edge. The melonic graphs [21] are
the graphs which reduce to the ring graph by eliminat-
ing iteratively all the fundamental submelons (see Fig. 4)
and therefore have degree zero.
→ →
FIG. 4: Melonic graphs.
It turns out that the converse is also true [21]: a graph
has degree zero if and only if is it is melonic. The gener-
ating function of rooted melonic graphs with respect to
the number of vertices, T (λ2), obeys the equation:
T (λ2) = 1 + λ2[T (λ2)]4 .
Cores Deleting iteratively all the fundamental sub-
melons a graph G× reduces to its core Gˆ×. The core of
the melonic graphs is the ring graph. The set of all the
cores consists in all the MO graphs having no fundamen-
tal submelon.
Of course there are many graphs corresponding to the
same core and the sum over graphs can be reorganized
by cores:
∑
G× λ
v(G×) =
∑
Gˆ×
(∑
G× with core Gˆ× λ
v(G×)
)
.
The graphs corresponding to a core are obtained by in-
serting melonic graphs on the edges of the core:∑
G× with core Gˆ×
λv(G
×) = λv(Gˆ
×) [T (λ2)]2v(Gˆ×)+1 ,
where we accounted for insertions of melonic graphs at
both ends of the root edge of the core.
Schemes The classification of graphs in terms of cores
is not sufficient because there are still an infinite number
of cores of the same degree.
Let us call a dipole a sub graph made of two vertices
connected by two non-root edges such that the two ver-
tices belong to exactly one face of length two. As the face
of length two can be of type L, R or S, there are three
types of dipoles, depicted in Fig. 5. The dipoles can join
together into chains of dipoles. A chain is called broken
(and denoted B) if the dipoles in the chain are not of
the same type and unbroken if they are. The unbroken
chains can be R, L, or S and the unbroken chains of type
S are further classified into those with an odd number of
dipoles, So, and those with an even number of dipoles,
Se.
L R S not 2-dipoles
FIG. 5: The three types of dipoles, on the left. On the right,
subgraphs which are not dipoles.
Replacing a chain of dipoles by a chain of the same
type but having a different number of dipoles does not
change the degree of a graph. This is why the number of
cores of the same degree is infinite. In order to classify
the graphs with the same degree into only a finite number
of classes one needs to gather in the same class all the
cores which only differ by the length of the chains of
dipoles. Such a class is represented by a scheme, which
is a rooted MO graph with no fundamental submelons
and no chains of dipoles, but having, on top of the usual
4λ vertices, five kinds of chain vertices representing the
five kinds of chains: B,R,L, So, Se.
Let us denote U(λ2) = λ2[T (λ2)]4 the generating func-
tion of nonempty melonic graphs. We denote v the
total number of usual vertices and c, b, s and so the
total numbers of chain vertices, broken chain vertices,
straight chain vertices and straight odd chain vertices in
a scheme. The generating function of rooted MO graphs
corresponding to the scheme S is [19]:
F
(δ)
S (λ) =
T (λ2)6b[U(λ2)]
v
2+2c+so
[1− U(λ2)]c−s[1− U(λ2)2]s[1− 3U(λ2)]b .
Graphs with r root edges are dealt with identically.
They are classified by schemes with r roots and the gen-
erating function of graphs with r roots corresponding to
a scheme with r roots is:
F
(δ),r
S (λ) =
T (λ2)r6b[U(λ2)]
v
2+2c+so
[1− U(λ2)]c−s[1− U(λ2)2]s[1− 3U(λ2)]b .
The main gain in classifying MO graphs by schemes is
that the set Sδ,r of the schemes of degree δ with r roots
is finite [19].
DOMINANT SCHEMES
The generating function of rooted melonic graphs be-
comes critical for λ2c = 3
3/28. In this regime:
T (λ2) ∼ 1
3
(
4−
√
8
3
√
1− λ
2
λ2c
)
,
1− 3U(λ2) ∼
√
8
3
(
1− λ
2
λ2c
)1/2
.
The generating functions of graphs corresponding to
a scheme F
(δ),r
S (λ) (and consequently the ones of graphs
of fixed degree) become singular. The leading singular
behavior is given by the schemes which maximize the
number of broken chains at fixed degree δ, which we call
dominant.
The deletion of a chain vertex consists in deleting the
chain vertex and joining the two pairs of half edges at the
same end of the chain vertex into two new edges. A chain
vertex is called separating if by deleting it the scheme
separates into two connected components and non sepa-
rating if not.
It can be shown [19] that by deleting a non separating
chain vertex the degree of a scheme strictly decreases,
while by deleting a separating chain vertex the degree of
the scheme is distributed among the connected compo-
nents. It follows that all the chain vertices in a dominant
scheme must be separating, and (so as to maximize the
number of broken ones) all of them must be broken.
The dominant schemes have then the structure of an
abstract tree whose edges represent the broken chain ver-
tices and whose vertices represent the MO graphs ob-
tained by deleting simultaneously all the broken chain
vertices. The tree is binary so as to maximize the num-
ber of broken chain vertices
The three valent nodes of the tree represent MO graphs
of degree zero (otherwise one can build a binary tree rep-
resenting a scheme with strictly smaller degree by replac-
ing such a node by a MO graph of degree zero). There
are four possible graphs: either the ring graph or three
melonic graphs with two vertices.
The univalent nodes of the tree can be of two types:
they either represent a ring graph consisting in a root
edge or they represent a MO graph with exactly one ver-
tex and two edges (a “double tadpole graph”[19]) which
has degree 1/2. There are two possible double tadpole
graphs. The structure of a dominant scheme with several
roots is then presented in Fig. 6 below.
B
B
B B B
BB
B
B
BB
FIG. 6: A dominant scheme
The dominant schemes with r root edges contribute to
the 2r−point function. As all the chain vertices in such
a scheme are broken, the dominant schemes contributed
only to K
(1)
2r .
The set of dominant schemes with degree δ and r roots,
Sdomδ,r , consists in binary trees with r univalent root ver-
tices and another 2δ univalent vertices. Such trees have
2δ + r − 2 three valent internal vertices and 4δ + 2r − 3
edges. The leading singular contribution to the 2r−point
function is then:
K
(1)sing
2r = N
3(1−r) ∑
δ∈N/2
N−δ
∑
S∈Sdomδ,r
T (λ2)r[22U(λ2)]δ[1 + 3U(λ2)]2δ+r−2×
×
(
6[U(λ2)]2
[1− U(λ2)][1− 3U(λ2)]
)4δ+2r−3
, (5)
where for the two point function (r = 1) one needs to
add the contribution T (λ2) of the degenerate dominant
scheme consisting in a unique root vertex.
THE DOUBLE SCALING LIMIT
In the double scaling limit one compensates the 1/N
suppression of the higher order terms in the series in
5Eq. (5) by the enhancement at criticality due to the
[1 − 3U(λ2)]−1 factors. This is achieved by sending at
the same time N to infinity and λ to criticality while
keeping the double scaling parameter
N
1
2
(
1− λ
2
λ2c
)
≡ κ−1 ,
fixed. In the double scaling regime we get:
T (λ2) ∼ 4
3
(
1−
√
1
6κ
√
N
)
, 1− 3U(λ2) ∼
√
8
3κ
√
N
.
The two point function The dominant schemes are
rooted binary trees which are counted by the Catalan
numbers: there are Catn−1 such trees with n − 1 three
valent vertices, hence with n non root univalent vertices.
The degree of the scheme is δ = n/2 and taking into
account the contribution of the degenerate scheme con-
sisting in a unique root vertex we obtain:
Ksing2 = T (λ
2) +
∑
n≥1
Catn−1
1
N
n
2
×
× T (λ2)[22U(λ2)]n2 [1 + 3U(λ2)]n−1
×
(
6[U(λ2)]2
[1− U(λ2)][1− 3U(λ2)]
)2n−1
= T (λ2)
(
1 +
1
N1/2
12 · U(λ2)5/2
[1− U(λ2)][1− 3U(λ2)]×
×
∑
n≥0
Catn
(
1
N1/2
72 · U(λ2)9/2[1 + 3U(λ2)]
[1− U(λ2)]2[1− 3U(λ)]2
)n ,
which in the double scaling limit becomes:
KDS2 =
4
3
(
1−
√
1
6κ
√
N
)
+
+
4
3
1
N
1
4
√
κ
2
∑
n≥0
Catn
(
κ
√
3
2
)n
=
4
3
(
1−
√
1− 2√3κ
N
1
4
√
6κ
)
,
where the sum over n converges for κ < 2−13−
1
2 .
The four point function The dominant schemes are
binary trees with two roots. There are again Catn−1
such trees with n− 1 three valent vertices, but this time
they have n − 1 non root univalent vertices and degree
δ = n−12 . We obtain:
K
(1)sing
4 = N
−3∑
n≥1
Catn−1
1
N
n−1
2
T (λ2)2[22U(λ2)]
n−1
2 [1 + 3U(λ2)]n−1×
×
(
6[U(λ2)]2
[1− U(λ2)][1− 3U(λ2)]
)2(n−1)+1
=N−3T (λ2)2
(
6[U(λ2)]2
[1− U(λ2)][1− 3U(λ2)]
)
×
∑
n≥0
Catn
(
1
N1/2
72 · U(λ2)9/2[1 + 3U(λ2)]
[1− U(λ2)]2[1− 3U(λ)]2
)n
.
In the double scaling limit this becomes
K
(1)DS
4 = N
−3+ 14√κ8
√
3
9
√
2
(
1−
√
1− 2√3κ√
3κ
)
.
Observe that K
(1)DS
4 is enhanced by a factor N
1
4 with
respect to the natural N scaling of K
(1)
4 . This is a conse-
quence of the fact that the singularity of the generating
function of dominant schemes boosts this four point func-
tion in double scaling.
The 2r−point function The dominant schemes are bi-
nary trees with r roots and the double scaling limit of K
(1)
2r
is:
K
(1)DS
2r ∼N3(1−r)N
1
4 (2r−3)f2r(κ) ,
for some function f2r depending only on the double scal-
ing parameter κ. As it was the case for the four point
function, the higher point functions are also boosted in
double scaling with respect to their natural scaling in N .
All the functions f2r(κ) are convergent for 2
√
3κ < 1
and exhibit a square root singularity at the critical dou-
ble scaling coupling κc = 2
−13−
1
2 .
TOWARDS A TRIPLE SCALING LIMIT
The results of the previous section open up the pos-
sibility to explore a triple scaling regime in which one
sends N →∞, λ→ λc such that κ =
[
N
1
2
(
1− λ2λ2c
)]−1
,
instead of being fixed, also goes to criticality κ →
κc = 2
−13−1/2 such that the triple scaling constant
Nα(κ − κc) = x, with an appropriate choice of α, is
kept fixed. In this regime the double scaled two point
function itself becomes critical and, for a suitable triple
scaling exponent α, one expects an even larger family of
graphs to contribute.
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