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Cap´ıtulo 1
Introduccio´n
El flujo de carga es una herramienta comu´n en la evaluacio´n de sistemas de potencia en
condiciones de estado estacionario y bajo la prescripcio´n de un conjunto de los para´metros
de la red; generacio´n, carga y l´ıneas [10]. La forma cla´sica de resolucio´n es la metodolog´ıa
determinista la cual aporta informacio´n de la red para un instante de tiempo u´nicamente, sin
embargo, debido a la presencia de incertidumbre es necesario evaluar la red dando anticipacio´n
a la aleatoriedad de la generacio´n y la carga por medio de un flujo de carga probabil´ıstico
(FCP) [25], en este u´ltimo el objetivo es obtener una distribucio´n de probabilidad para las
variables de salida deseadas, (como puede ser valores de tensio´n, carga, o en el presente caso
valores de potencia generada en un nodo) cuando las entradas como la generacio´n o la carga
son expresadas como variables aleatorias con funciones de distribucio´n asociadas [22]. Un
me´todo popular de resolucio´n del flujo de carga probabil´ıstico es el me´todo de Monte Carlo
en el cual se generan muestras aleatorias de una distribucio´n de probabilidad de una variable
aleatoria, para este caso la carga, y se resuelve el flujo de manera determinista para cada
muestra, obteniendo as´ı un conjunto de valores de salida, producto de las muestras aleatorias,
que a su vez crean una distribucio´n de probabilidad por el nu´mero de iteraciones realizadas
en el flujo [17]. Para este trabajo de grado la creacio´n de la distribucio´n de probabilidad a
trabajar se genera a partir de una serie de tiempo que contiene datos de generacio´n energe´tica
previamente clasificados y adaptados a una distribucio´n normal, adema´s se realizara´ la
comparacio´n de resultados del flujo de carga para dos distribuciones, generadas con datos
pronosticados adicionales de la serie de tiempo, los modelos ARIMA y las redes neuronales
artificiales (RNA).
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1.1. Justificacio´n
La elaboracio´n del presente documento se debe principalmente a la necesidad de explorar
nuevas alternativas de solucio´n al FCP, esta vez mediante la estimacio´n de la carga con
dos te´cnicas de prediccio´n, RNA y modelos ARIMA, pretendiendo con este me´todo conocer
el comportamiento de una red de prueba levemente enmallada y con la observacio´n de los
resultados comparar y determinar si las te´cnicas son adecuadas en la obtencio´n de resultados
confiables que puedan dar una perspectiva ma´s amplia del sistema de potencia bajo la
condicio´n de demanda estoca´stica. Cabe mencionar adema´s que los trabajos de pregrado
sobre FCP son escasos, y que la mayor´ıa de estudios se encuentran redactados en trabajos
de posgrado y publicaciones cient´ıficas, estos en su mayor´ıa se basan en la reduccio´n del
costo computacional, optando por utilizar me´todos anal´ıticos y descartar los nume´ricos en
la bu´squeda de la solucio´n al FCP [18], por tanto se pretende tambie´n ampliar el estado
del arte y asimismo aportar en la asociacio´n del flujo de carga con me´todos que ofrezcan
estimaciones de las variables involucradas, estos son las te´cnicas de series de tiempo que
como se menciono´ anteriormente arrojan prono´sticos, en corto y mediano plazo, y posibilitan
lograr otros objetivos en el a´rea de planeacio´n del sistema ele´ctrico.
1.2. Objetivos
1.2.1. General
Realizar la implementacio´n del flujo de carga probabil´ıstico estimando la carga con las
te´cnicas de series de tiempo ARIMA y RNA.
1.2.2. Especificos
Analizar y emplear los modelos de prediccio´n de series de tiempo ARIMA y RNA.
Formular las distribuciones de probabilidad de la carga con base en los datos conocidos
y los datos pronosticados.
Modelar y simular adecuadamente el flujo de carga probabil´ıstico usando la te´cnica de
aleatoriedad de Monte Carlo.
Comparar los ana´lisis obtenidos en las diferentes implementaciones conforme a la carga
conocida y la carga prevista.
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1.3. Estado del arte
El flujo de carga probabil´ıstico (FCP) se desarrollo´ en los an˜os setenta [4] basado en
me´todos nume´ricos, como la simulacio´n de Monte Carlo, o los me´todos anal´ıticos, basados
en la convolucio´n, con el fin de manejar las incertidumbres del sistema ele´ctrico, debidas a
variaciones de la generacio´n y la demanda en la red ele´ctrica, estas incertidumbres no eran
consideradas por el me´todo determin´ıstico tradicional el cual analiza la red en un u´nico
instante de tiempo, estado estable, limitando el panorama sobre el comportamiento de la red
ele´ctrica [22]. Desde la primera implementacio´n del FCP las investigaciones acerca de e´ste han
venido creciendo tanto en el ana´lisis de redes de transmisio´n como las redes de distribucio´n, as´ı
como diferentes topolog´ıas, radial, enmallada y combinacio´n de ambas [2]. En lo que respecta
a los me´todos de solucio´n del flujo de carga determin´ıstico se suelen usar determinados
algoritmos para cada tipo de red, debido a su relacio´n R/X por ejemplo, en las redes de
distribucio´n generalmente se usan me´todos como el barrido iterativo, suma de potencias o
la regla de la cadena , mientras que para las redes de transmisio´n se usan los algoritmos de
Gauss Seidel o Newton Raphson [18], por otra parte, en los me´todos de solucio´n al FCP la
simulacio´n de Monte Carlo y los me´todos anal´ıticos, nombrados inicialmente, son el principal
enfoque de la literatura, en donde generalmente se observa que el me´todo nume´rico, Monte
Carlo tiene la desventaja del alto costo computacional, debido al alto nu´mero de iteraciones
a fin de reducir el error de la respuesta, mientras que los me´todos nume´ricos se f´ıan de la
realizacio´n de suposiciones a fin de facilitar la computacio´n del flujo de carga, debido a estas
desventajas de los me´todos, la mayor´ıa de investigaciones se centran en realizar mejoras en
estos y comparar resultados obtenidos, generando adema´s me´todos hibridos que potencien la
resolucio´n del FCP [22].
Generalmente en la literatura se encuentran los siguientes me´todos [10]:
Simulacio´n de MonteCarlo
Aproximacio´n lineal
Me´todo de estimacio´n por puntos
Combinacio´n de cumulantes
Expansiones Gram-Charlier
Estimacio´n estad´ıstica de mı´nimos cuadrados
Transformacio´n de Nataf
Latin Hypercube Sampling
CAPI´TULO 1. INTRODUCCIO´N 4
1.4. Estructura del trabajo de grado
El contenido del trabajo de grado inicia con las descripciones previas de la informacio´n
involucrada en el mismo, como es introduccio´n, justificacio´n, objetivos y estado del arte,
continua con el marco teo´rico en el cual se explican algunos conceptos ba´sicos de estad´ıstica
para luego seguir con los modelos de prediccio´n de series de tiempo ARIMA y redes neuronales,
donde se muestra en detalle sus conceptos y las formas de generar prono´sticos, seguidamente
se observa brevemente la descripcio´n del flujo de carga determin´ıstico para despue´s finalizar
con el me´todo de Monte Carlo enfocado obviamente en el flujo de carga probabil´ıstico, all´ı se
ensen˜a el modelo matema´tico que obtiene los posibles resultados bajo la incertidumbre de la
carga. Despue´s del marco teo´rico se comenta acerca de la metodolog´ıa a utilizar para resolver
el problema planteado, los sistemas de prueba usados y los resultados obtenidos en dichos
sistemas, y en el u´ltimo cap´ıtulo del documento se exponen las conclusiones recomendaciones
y trabajos futuros.
Cap´ıtulo 2
Marco teo´rico
2.1. Datos de generacio´n
Los datos disponibles contienen la informacio´n de generacio´n ele´ctrica en kW de 32
distribuidores colombianos, desde el an˜o 2000 al 2009 para cada hora del d´ıa y cada d´ıa
del an˜o. La clasificacio´n realizada para este trabajo de grado se reduce a tomar los datos
de generacio´n de un distribuidor para una hora espec´ıfica del d´ıa, preferiblemente una hora
fuera de los picos de demanda, los d´ıas laborales de lunes a jueves y separando los meses
de lluvia (abril, mayo, octubre y noviembre) de los meses de e´poca seca segu´n el calendario
de precipitaciones en la regio´n andina colombiana [19], esto se realiza con el fin de no tener
datos demasiado dispersos y poder modelar la distribucio´n de la carga como una distribucio´n
normal, adema´s de este tratamiento estad´ıstico los datos se podra´n modelar como una serie de
tiempo, usando diferentes te´cnicas se podra´n realizar prono´sticos y con base en ellos formular
diferentes resultados para el flujo de carga como se mostrara´ ma´s adelante, se asume entonces
que para conocer el comportamiento del flujo de carga para otros de los datos contenidos,
por ejemplo otro distribuidor, otra hora del d´ıa u otra e´poca del an˜o, se debera´ realizar los
mismos procedimientos que se vera´n en este trabajo.
2.2. Distribucio´n normal
Es la distribucio´n de mayor uso en la aproximacio´n de feno´menos reales, su importancia
radica en la posibilidad de modelar diferentes comportamientos aleatorios de variables f´ısicas,
sociales y comerciales. Por la cantidad de feno´menos que explica es la ma´s importante de las
distribuciones estad´ısticas, se le conoce tambie´n por el nombre de campana de Gauss, ya que
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la representacio´n de su funcio´n de probabilidad tiene esta forma, otras caracter´ısticas de la
funcio´n de probabilidad normal es su simetr´ıa alrededor de su media, esta u´ltima se encuentra
ubicada en el pico de la campana, tambie´n es asinto´tica, quiere decir que los extremos o colas
de la curva se acercan al eje x pero nunca lo tocan, en consecuencia los valores ma´s frecuentes
son los ma´s cercanos a la l´ınea de simetr´ıa (media) y los menos ocurrentes son los de las colas
[3]. La figura 2.1 muestra las cualidades gra´ficas mencionadas.
Figura 2.1: Gra´fico de distribucio´n normal
f (x) =
e−
1
2(
x−µ
σ )
2
σ
√
2pi
(2.1)
Como se observa, la expresio´n matema´tica (2.1) representa las caracter´ısticas nombradas
anteriormente y solo depende de dos para´metros: media (µ), que indica el valor promedio de
un conjunto de datos, y se expresa como la suma de los xi datos sobre el numero datos (2.2),
y la desviacio´n esta´ndar σ, que indica el grado de dispersio´n del conjunto de datos respecto
de la media (2.3) [21], en funcio´n de estos valores se define la distribucio´n normal con la
notacio´n X = N(µ, σ)
µ =
∑N
i=1 xi
N
(2.2)
σ =
√∑N
i=1 (xi − µ)2
N
(2.3)
Ademas la funcio´n de distribucio´n de cualquier variable aleatoria X, se define como
F (x0) = P (X < x0), indicando la probabilidad de que dicha variable adquiera un valor
menor que x, en te´rminos matema´ticos esta funcio´n coincide con P (X < x0) =
∫ x0
−∞ f(x) [3].
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2.3. Gra´fico de probabilidad normal P-P
Es una te´cnica descriptiva que comprueba la normalidad de una variable aleatoria. La
forma de realizar la gra´fica es ordenar los datos y obtener su probabilidad acumulada para
graficarla en el eje x contra la probabilidad que le corresponde a ese valor en el eje y, de
esta manera se halla la probabilidad normal para cada valor de xi. Si los puntos graficados
corresponden a una distribucio´n normal estara´n aproximadamente posicionados sobre la recta
y = x (Figura 2.2) [21]. Con este gra´fico se comprobara´ la normalidad de la variable de intere´s
que en este caso es la carga del sistema ele´ctrico.
Figura 2.2: Gra´fico de probabilidad normal P-P
2.4. Series de tiempo
Una serie de tiempo es una agrupacio´n de observaciones ordenadas de un proceso durante
intervalos de tiempo perio´dicos que exhiben, por ejemplo, las ventas mensuales en un comercio,
el valor diario de una accio´n (Figura 2.3), o como es el caso de este trabajo de grado, los
valores de generacio´n energe´tica por horas. Es posible mediante el ana´lisis de una serie de
tiempo generar prono´sticos de datos futuros, para ello es primordial la recoleccio´n de datos
confiables y validos ya que la precisio´n y validez de los ana´lisis y predicciones depende de la
calidad y veracidad de los datos de la serie [24]. En el ana´lisis de las series de tiempo se estudia
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el cambio de una variable a trave´s del tiempo, y su relacio´n con este para poder predecir
el comportamiento futuro, primero se deben analizar los datos histo´ricos y determinar si
estos presentan patrones no aleatorios, identificando los componentes de la serie de tiempo y
despue´s emplear los me´todos estad´ısticos que muestren su comportamiento para finalmente
realizar los prono´sticos de datos futuros [16].
Figura 2.3: Precio historico kW-h en bolsa [5]
2.4.1. Componentes de las series de tiempo
Sirven para entender mejor el comportamiento de la serie a trave´s de tiempo, al identificar
estos componentes se facilita la formulacio´n de un modelo que describa la serie en cuestio´n
y que adema´s de´ lugar al prono´stico de datos futuros. Las series de tiempo generalmente
consisten en la composicio´n de uno o ma´s de estos componentes [8]:
Tendencia: Descrito como un desplazamiento lineal de alza o baja de las observaciones
en un horizonte de tiempo grande, determina la tasa de incremento o descenso de la
serie.
Estacionalidad: Consiste en desplazamientos repetidos oscilatorios de las observaciones
alrededor de una l´ınea de tendencia reiterando este comportamiento para una e´poca
del an˜o.
Ciclicidad: A diferencia de la estacionalidad, las variaciones oscilatorias alrededor de
la l´ınea de tendencia ocurren por prolongados intervalos de tiempo.
CAPI´TULO 2. MARCO TEO´RICO 9
Aleatoriedad: Es un comportamiento irregular de la serie compuesto por fluctuaciones
ocasionadas por hechos impredecibles o no perio´dicos, se conoce tambie´n como ruido y
no tiene un patro´n definido ni causa identificable.
2.4.2. Prono´sticos
Son estimaciones del valor de una variable en algu´n punto futuro del tiempo. Ayuda en
las necesidades de la planeacio´n futura, de acuerdo con las series conocidas de los datos de
generacio´n de los distribuidores energe´ticos. Los me´todos de prono´stico pueden clasificarse en
dos grandes bloques: me´todos cualitativos o subjetivos y me´todos cuantitativos. Los me´todos
cuantitativos modelan las series de tiempo estudiando la estructura de correlacio´n que el
tiempo y distancia inducen en las variables aleatorias que originan la serie. Dentro de estos
me´todos de prono´stico cuantitativo se tienen los modelos ARIMA y las redes neuronales,
estos estudian el sistema de la serie de tiempo y con sus respectivas te´cnicas calculan los
prono´sticos y los intervalos de prediccio´n [7].
2.5. Modelos ARIMA
Tradicionalmente las series de tiempo se han analizado desde un punto de vista determinista,
pero en la bu´squeda de una estructura que permita predecir un proceso aleatorio se ha
cambiado la perspectiva a un estudio estoca´stico moderno que emplea me´todos ma´s complejos
y su manejo requiere de series ma´s prolongadas [8]. Los modelos ARIMA (AutoRegresive
Integrated Moving Average) fueron desarrollados por Box y Jenkins, los cuales consideran
el v´ınculo existente entre los datos, quiere decir que cada observacio´n en cierto momento es
modelada en funcio´n de los valores anteriores, adema´s permite describir un valor como una
funcio´n lineal de datos anteriores y errores debidos al azar, en donde se puede ver incluido
algu´n componente c´ıclico o estacional, por lo que se deben tener los elementos necesarios
para describir el feno´meno [26].
Para implementar un modelo ARIMA se tiene la siguiente metodolog´ıa [8]:
1. Identificar el posible modelo ARIMA: En esta parte se decide que transformaciones
aplicar inicialmente para la conversio´n de la serie observada en estacionaria, adema´s se
debe determinar un modelo ARMA y sus respectivos o´rdenes p y q (AR(p),MA(q)).
2. Estimacio´n del modelo: Los para´metros u o´rdenes del modelo hallado anteriormente
de manera provisional son estimados y se obtiene el error esta´ndar y los residuos del
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modelo.
3. Verificacio´n o diagno´stico: Se comprueba que los residuos del modelo no tienen una
estructura que los vincule y que siguen un proceso de ruido blanco, si los residuos
contienen una estructura de dependencia se debe modificar el modelo para incorporar
esta estructura, por tanto se deben repetir las etapas anteriores.
4. Prediccio´n: Despue´s de haber obtenido el modelo adecuado de la serie de tiempo se
realizan las predicciones a futuro.
Los modelos estoca´sticos de series temporales contemplan una serie temporal como una
coleccio´n de observaciones mue´stralesXt, cada una correspondiente a una variable del proceso,
para comprender esta idea anterior en conjunto con las etapas de la metodolog´ıa de formulacio´n
de los modelos es necesario conocer primero algunos conceptos y operadores de las series de
tiempo [8].
2.5.1. Estacionariedad
Para la identificacio´n del modelo es necesario que las caracter´ısticas observadas en la serie
permanezcan en el tiempo, esta cualidad recibe el nombre de estacionariedad y en sentido
estad´ıstico significa que las funciones de distribucio´n de las observaciones [Xt, Xt+1, . . . , Xt+n]
y [Xt+s, Xt+1+s, . . . , Xt+s+n] son iguales para cualquier desplazamiento en el tiempo s, esta
condicio´n es demasiado fuerte y cuando un proceso estoca´stico la cumple (dif´ıcilmente para
un proceso real) se dice que es estrictamente estacionario [8] [15].
Un proceso es de´bilmente estacionario cuando: la media del proceso es constante independiente
del tiempo, la varianza y la autocovarianza, son solo funcio´n del lapso temporal considerado,
y no del tiempo histo´rico. Se constituira´ entonces que un proceso es estacionario cuando se
encuentra en equilibrio estad´ıstico, en el sentido en que sus propiedades, media, varianza y
autocovarianzas entre las distintas variables del proceso, no var´ıan a lo largo del tiempo [16].
2.5.2. Funcion de autocorrelacio´n
Es un concepto de gran utilidad para observar gra´ficamente si la serie es estacionaria, esta
funcio´n da origen a los correlogramas, primero es importante conocer que la funcio´n se define
en te´rminos de la autocovarianza γk = cov(Xt, Xt−k) = E[(Xt−µ)(Xt−k−µ)], donde el valor
de e´sta es equivalente a la varianza cuando el sub´ındice k es igual a 0, γ0 = cov(Xt, Xt−0) =
E[(Xt − µ)2] = σ2 Finalmente se tiene que la funcio´n de autocorrelacion (FAC), (2.4)
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ρk =
γk
γ0
=
E[(Xt − µ)(Xt−k − µ)]
σ2
(2.4)
A partir de esta funcio´n, (2.4) se puede realizar el correlograma (Figura 3.4) que es una
representacio´n gra´fica de rhok en el eje de las ordenadas y k en las abscisas,
Figura 2.4: Correlograma FAC para distincio´n de procesos
Si los coeficientes se muestran decrecientes y alcanzan ra´pidamente un valor de 0, el
proceso es estacionario, de lo contrarios si su disminucio´n es lenta se trata de un proceso
no estacionario, para este u´ltimo caso se mostrara el tratamiento a seguir ma´s adelante.
Para conocer los rasgos de los modelos ARIMA es necesario observar los valores diferentes
de cero de la FAC, adema´s se debe estimar otra funcio´n derivada de esta; la funcio´n de
autocorrelacion parcial (FAP) la cual indica la medida del desfase de la serie respecto al
modelo autorregresivo, el ca´lculo de sus para´metros se realiza con base en la FAC, se grafica
de igual manera y se explica con el me´todo recursivo de Durbin como se muestra en (2.5)
[15].
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φ̂11 = γ1
φ̂22 =
γ2 − φ̂11γ1
1− φ̂11γ1
φ̂21 = φ̂11 − φ̂22γ1
φ̂33 =
γ3 − φ̂21γ2 − φ̂22γ1
1− φ̂21γ1 − φ̂22γ2
φ̂31 = φ̂21 − φ̂33φ̂22
φ̂32 = φ̂22 − φ̂33φ̂21
φ̂j+1,j+1 =
γj+1 −
∑j
i=1 φ̂jiγj+1−i
1−∑ji=1 φ̂jiγi
φ̂j,i = φ̂j−1,i − φ̂j,jφ̂j,j+1−i
i = 1...j
(2.5)
2.5.3. Operador de diferencias y operador de retrasos
En la vida real muy pocas series de tiempo son estacionarias puesto que la mayor´ıa
presentan tendencia, varianza no constante y variaciones estacionales. Para las series no
estacionaria s que presentan una tendencia lineal existe la transformacio´n lineal de diferencias
que consiste en restar al valor presente el valor anterior de la serie, es decir: Zt = Xt −Xt−1
, si la serie presenta tendencia cuadra´tica se aplicara una doble diferenciacio´n, primero Wt =
Xt −Xt−1 , y as´ı sucesivamente segu´n el grado de tendencia, se puede explicar mejor con el
operador de retardos L, el cual retrasa un valor en el tiempo a la variable aleatoria discreta,
LXt = Xt−1 o LkXt = Xt−k. Una mejor presentacio´n para la trasformacio´n de diferencias es
como se observa en (2.6) con el operador ∆.
∆Xt = Xt −Xt−1 → ∆Xt = (1− L)Xt
∆ = 1− L (2.6)
∆kXt = (1− L)kXt
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Proceso
Funcio´n de
autocorrelacio´n FAC
Funcio´n de autocorrelacio´n
parcial FAP
MA(q)
Solo los q primeros coeficientes
son significativos. El resto
se anulan bruscamente
(coeficiente 0 para retardo¿q)
Decrecimiento ra´pido
exponencial atenuado u
ondas sinusoidales
AR(p)
Decrecimiento ra´pido
exponencial atenuado u
ondas sinusoidales
Solo los p primeros coeficientes
son significativos. El resto
se anulan bruscamente
(coeficiente 0 para retardo¿p)
ARIMA(p,d,q)
Comportamiento irregular
en los retardos (1,. . . ,q)
con q picos. Decrecimiento
para retardos posteriores a q
Decrece (aproximadamente
con exponenciales atenuados
y ondas atenuadas y ondas
sinusoidales). No es cero pronto
Tabla 2.1: Especificacio´n del comportamiento de los correlogramas [15]
Es de aclarar que realizar una diferenciacio´n a una serie estacionaria es innecesario pues
altera el esquema de autocorrelacio´n en la serie y complica el ana´lisis [8].
2.5.4. Identificacio´n de los valores p y q de los modelos AR(p) y
MA(q)
Antes de conocer en detalle la estructura de los modelos, es preciso saber que, despue´s
de lograr la estacionariedad en la serie por medio de las correspondientes transformaciones,
la graficacio´n de los correlogramas FAC y FAP indica los valores (p,q) como se indica en la
Tabla 2.1.
2.5.5. Ruido blanco
Es un proceso puramente estoca´stico con las caracter´ısticas de tener esperanza y covarianza
igual a cero y varianza constante, esta contenido en los modelos ARIMA y tiene cara´cter
de proyeccio´n, se denota por at, este proceso es distinguido por la cualidad de que sus
correlogramas tienen apenas el primer te´rmino y los dema´s son eliminados, hecho que indica
estacionariedad en sus datos [16]. Con base en los conceptos anteriores se vera´ que los modelos
ARIMA expresan la evolucio´n de una variableXt en funcio´n de los valores pasados de esta y de
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los movimientos aleatorios que tuvo. Con este objetivo claro se utilizara´n y definira´n como
dos formas funcionales lineales simples, los modelos AR (Autorregresivos) y MA (Medias
mo´viles).
2.5.6. Modelos Autorregresivos AR(p)
En este modelo la serie de estudio, en un periodo t es explicada por los valores de esta
en periodos anteriores agregando adema´s un te´rmino de error, ruido blanco. La abreviatura
AR del modelo va acompan˜ada por su orden que generalmente es AR(1) o AR(2), este orden
expresa el nu´mero de observaciones retrasadas de la serie temporal que intervienen en la
ecuacio´n. De esta manera un modelo AR(1), por ejemplo, se expresa como en (2.7)
Xt = φ0 + φ1Xt−1 + at (2.7)
En ese orden de ideas un modelo de orden p, AR (p), ser´ıa como la ecuacio´n (2.8)
Xt = φ0 + φ1Xt−1 + φ2Xt−2 + · · ·+ φpXt−p + at (2.8)
Abreviando los te´rminos se obtiene: φp(L)Xt = φ0 + at, donde φp(L) es el polinomio de
retrasos descrito por la ecuacio´n (2.9)
1− φ1L− φ2L2 − · · · − φLp (2.9)
El proceso AR(p) es estacionario cuando las ra´ıces del polinomio en L igualado a cero,
ecuacio´n (2.10), son todas inferiores a cero [15].
1− φ1L− φ2L2 − · · · − φpLp = 0 (2.10)
2.5.7. Modelos de Medias Moviles MA(q)
Con este modelo el valor actual puede predecirse a partir de la componente aleatoria
de este momento t y en menor medida de las variaciones aleatorias anteriores, ponderadas
convenientemente. Su abreviatura MA va acompan˜ada tambie´n por el orden del modelo y al
igual que los autorregresivos en estos modelos se usa regularmente los de orden 1 y 2. Para
lo cual un modelo MA de orden q se formula como la ecuacion (2.11) [15].
Xt = µ+ at + θ1at−1 + θ2at−2 + · · ·+ θqat−q (2.11)
Abreviando (2.11) con el polinomio de retardos queda como (2.12):
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Xt = θq(L)at + µ (2.12)
2.5.8. Modelos ARMA(p,q)
Una generalizacio´n de los modelos AR y MA previamente descritos consiste en combinar
ambas clases de modelos para obtener los modelos autorregresivos y de medias mo´viles, los
cuales se componen de te´rminos de ambos modelos, ya que las series de tiempo emp´ıricas
muchas veces contienen caracter´ısticas de cada uno. La expresio´n general para un modelo
ARMA de orden p autorregresivo y q de medias mo´viles es como (2.13)[8] [15].
Xt − φ1Xt−1 − φ2Xt−2 − · · · − φpXt−p = at + θ1at−1 + θ2at−2 + 1 · · ·+ θqat−q (2.13)
Abreviando (2.13) con el polinomio de retraso se obtiene (2.14)
φp(L)Xt = θq(L)at (2.14)
2.5.9. Modelos ARIMA(p,d,q)
Los modelos autorregresivos integrados de promedios mo´viles pueden ser vistos como una
generalizacio´n de los modelos ARMA anteriores y permiten describir una serie de observaciones
despue´s de que la serie que las contiene haya sido diferenciada d veces, con el fin de extraer
las posibles fuentes de no estacionariedad y a partir de la serie estacionaria ya es posible
conseguir un modelo ARMA, de la combinacio´n de estos procedimientos es que surge el
modelo ARIMA descrito por (2.15).
φp(L)∆
dXt = θq(L)at (2.15)
Los o´rdenes que se ven en el modelo se hallan, primeramente el orden d, que indica las
diferencias que fueron necesarias realizar para lograr la estacionariedad en la serie, luego la
identificacio´n de los o´rdenes p de los componentes autorregresivos y q de los componentes de
medias mo´viles, se hallan de acuerdo a las funciones de autocorrelacion FAC y autocorrelacion
parcial FAP, como se comento´ en la tabla 2.1. Despue´s de este proceso de identificacio´n del
modelo se continu´a con la parte de la estimacio´n de los valores de los para´metros [16] [15].
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2.5.10. Estimacio´n
Para esta etapa se supone que el modelo ha sido identificado y que de ser este adecuado,
u´nicamente resta encontrar los mejores valores de los para´metros para que dicho modelo
represente adecuadamente la serie de estudio. Por tanto, despue´s de conocer los o´rdenes p y
q de los polinomios autorregresivo y de medias mo´viles, as´ı como el orden de diferenciacio´n
d, se analizara´ el modelo ARIMA (2.16).
(1− φ1L− φ2L2 − · · · − φpLp)Zt = (1− θ1L− θ2L2 − · · · − θqLq) (2.16)
donde Zt = ∆
dXt
El objetivo principal es estimar los vectores formados por los para´metros correspondientes
de la parte autorregresiva φj y de la parte de medias mo´viles θj, los cuales esta´n expresados
como φ = (φ1, . . . , φp) y θ = (θ1, . . . , θq), deben minimizar la suma del cuadrado de los errores∑
t at
2, as´ı la expresio´n de error para el periodo t es como (2.17)
at = Zt − φ1Zt−1 − · · · − φpZt−p + θ1at−1 − · · · − θqat−q (2.17)
El proceso de estimacio´n sera´ complejo debido a la no linealidad de la expresio´n de la suma
cuadra´tica del error, por esto se concluye que cualquiera que sea el me´todo de estimacio´n, es
necesario usar algoritmos de resolucio´n no lineales [13] [8].
2.5.11. Verificacio´n
Despue´s de tener un modelo estimado, puesto que este es una simplificacio´n de la serie
es necesario saber si es el ma´s acertado, detectando fallas que se miden como violaciones a
los supuestos que fundamentan al modelo. Una verificacio´n completa surge de la inspeccio´n
del gra´fico de residuos, si estos provienen de un proceso de ruido blanco, no debe haber
correlacio´n entre ellos, en los correlogramas solo aparece el primer valor, y esto indicar´ıa
que el modelo es acertado, de lo contrario si existiese correlacio´n entre los residuos, o de la
misma manera, que los correlogramas no decrezcan inmediatamente, es un indicativo de mala
especificacio´n del modelo, por lo que se debe volver a realizar los pasos de identificacio´n y
estimacio´n. Para tener precisio´n en la obtencio´n del modelo se realiza ma´s de una estimacio´n
y se verifica el modelo que ma´s se ajuste a la serie [15].
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2.5.12. Prediccio´n
Es el objetivo primordial del ana´lisis de series temporales. Despue´s de verificar que el
modelo estimado ARIMA se ajusta a la serie, es momento de plantear su utilizacio´n para
conseguir la mejor prediccio´n de los valores futuros de la serie, para este objetivo el modelo a
escoger debe ser el que minimice el error cuadra´tico medio respecto a otro potencial modelo
predictor alternativo, como en (2.18).
E[(Xt+1 − X̂t(h))2|It] ≤ E[(Xt+1 − X˜t(h))2|Xt−1, Xt−2, ...] (2.18)
Donde X̂t(h) es el valor o´ptimo de prediccio´n de la serie para el periodo (t+1) condicionado
a los valores histo´ricos de Xt(Xt = X(t − 1), X(t − 2), . . . ) con un horizonte de tiempo h
diferente de X˜t(h) que arroja una prediccio´n menos precisa. El prono´stico o´ptimo de la serie
Xt para un horizonte h se formula en (2.19).
X̂t(h) = Et[Xt+h]
= φ1Et[Xt+h−1] + · · ·+ φpEt[Xt+h−p] + Et[at+h]− θ1Et[at+h−1]− · · · − θqEt[at+h−q]
(2.19)
Donde:
Et[Xt+h−j] =
{
Xt+h−j si j ≥ h
X̂t(h− j) si j < h
y Et[at+h−j] =
{
Xt+h−j−1 − X̂t+h−j si j ≥ h
0 si j < h
(2.20)
Aqu´ı Et[Xt+h] es la esperanza condicional, que significa el valor esperado de una variable,
en este caso del prono´stico hasta la observacio´n h, respecto a la distribucio´n de los valores
pasados de la serie, esta u´ltima expresada en te´rminos del modelo ARIMA [15].
2.6. Redes Neuronales Arificiales (RNA)
Las redes neuronales artificiales tienen su comportamiento basado en las redes neuronales
biolo´gicas, y esta´n disen˜adas para aprender y generar estrategias de decisio´n y solucio´n
de problemas con base en conductas t´ıpicas de patrones, esto se realiza a partir de la
formacio´n de relaciones arbitrarias entre unos datos de entrada y de salida, las relaciones
se construyen a partir del entrenamiento de la red, en resumen es un me´todo matema´tico
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que ajusta el sistema de la red por medio de un aprendizaje de patrones, permitiendo que
despue´s se pueda ejecutar una tarea sin necesidad de programarla, las principales aplicaciones
son de reconocimiento, de ima´genes, sonido, patrones, aproximacio´n de funciones y control
inteligente [27] [6]. Para conocer el modo de funcionamiento de estas es necesario ver el
descubrimiento en que se inspira el modelo; las redes neuronales biolo´gicas, su unidad ba´sica,
la neurona, esta´ compuesta por el soma o cuerpo, las dendritas, el axo´n y el nu´cleo. Las
dendritas son terminaciones nerviosas que reciben sen˜ales ele´ctricas y las llevan al soma,
este u´ltimo aloja al nu´cleo y acumula las sen˜ales entrantes traslada´ndolas al axo´n que las
transmite a las neuronas vecinas. El lugar de contacto entre dos neuronas, el axo´n y las
dendritas, se llama sinapsis (Figura 2.5) [20].
Figura 2.5: Neurona biolo´gica
Partiendo del modelo biolo´gico de la neurona se puede plantear su modelo artificial,
en la Figura 2.6 se tiene el vector de entradas p que representan las sen˜ales enviadas por
otras neuronas capturadas por las dendritas, tambie´n esta´ la matriz de pesos sinapticos w
representado la intensidad de la sinapsis y por u´ltimo el sumador que constituye el umbral
de activacio´n, equivalente al soma o cuerpo de la neurona.
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Figura 2.6: Neurona artificial
ni = p1wi1 + · · ·+ pRwiR + bi (2.21)
wi1
wi2
...
wiR
 ,

p1
p2
...
pR
 → ni = w
T
i + bi
ai = f(w
T
i + bi)
(2.22)
Del planteamiento matema´tico observado en la neurona artificial i es importante ver la
sen˜al que esta env´ıa en la salida a (axo´n) esta´ determinada por la funcio´n de activacio´n f ,
es funcio´n de n y es escogida a partir del problema a resolver.
2.6.1. Funciones de activacio´n
Son las que definen la salida de una neurona dada una entrada o conjunto de entradas
y representa una tasa de potencial de activacio´n de la neurona, en otras palabras convierte
el estado de activacio´n de la neurona en una sen˜al de salida. Existen diferentes tipos de
funciones de activacio´n, lineales y no lineales, la eleccio´n depende del problema a resolver,
las ma´s usuales se muestran en la Figura 2.7.
2.6.2. Arquitectura de las redes neuronales
La arquitectura de una red neuronal se identifica por la estructura o patro´n de conexio´n
sina´ptica de las neuronas ya que esto determina su comportamiento, estas conexiones son
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Figura 2.7: Funciones de activacio´n [1]
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direccionales y es por esto que la informacio´n en la red neuronal puede propagarse en un
solo sentido [27]. Usualmente la conformacio´n de diversas entradas y una neurona basta para
resolver un problema, pero en caso de no poderse realizar se debe recurrir a la implementacio´n
de varias neuronas actuando en paralelo, esta configuracio´n se conoce como capa, y existen de
tres tipos; de entrada, de salida y oculta. La capa de entrada contiene las neuronas encargadas
de recibir datos y sen˜ales del entorno, en te´rminos matema´ticos es la que procesa el vector de
entradas pi, la capa de salida contiene las neuronas que dan la respuesta al problema que se
delego´ a la red neuronal y la capa oculta es la encargada del procesamiento de los datos y no
tiene contacto con el entorno, quiere decir que no recibe sen˜ales de entrada ni env´ıa soluciones
directas de la red, esta u´ltima capa es usada para representar y modelar caracter´ısticas de un
sistema ma´s complejo. La clasificacio´n comu´n de las redes neuronales segu´n su arquitectura
es en redes monocapa y multicapa [1].
2.6.3. Red monocapa
Una red monocapa esta´ conformada como se muestra en la figura por R entradas las
cuales tienen conexio´n con cada una de las S neuronas de la capa, generan un nu´mero de
conexiones S × R, equivalente tambie´n al nu´mero de pesos sina´pticos, adema´s se tienen S
salidas ai, las cuales esta´n conformadas segu´n la Figura 2.8 y la ecuacion 2.23 [27].
Figura 2.8: Red monocapa
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a1 = f(w
T
1p+ b1)
a2 = f(w
T
2p+ b2)
...
as = f(w
T
sp+ bs)
(2.23)
Las dimensiones de los componentes neuronales se expresan en (2.24).
p =

p1
p2
...
ps
 ; b =

b1
b2
...
bs
 ;a =

a1
a2
...
as
 ;W =

wT 1
wT 2
...
wT s
 =

w11 w12 . . . wS1
w21 w22 . . . wS2
...
...
. . .
...
wS1 wS2 . . . wSR
 ;wij (2.24)
i:neurona j:entrada
S: nu´mero de neuronas R: nu´mero de entradas
Finalmente se pude comprimir toda la capa con la generalizacio´n de la Figura 2.9 que
entrega finalmente la salida a en una sola ecuacio´n: (2.25).
Figura 2.9: Red monocapa comprimida
a = f(Wp+ b) (2.25)
2.6.4. Red multicapa
Como se dijo anteriormente algunos problemas de mayor dificultad requieren una red
ma´s compleja en la que existan ma´s capas, la notacio´n de la red multicapa es igual a la
monocapa, cada capa tendra´ su propio vector de entradas, matriz de pesos sina´pticos, vector
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Figura 2.10: Red multicapa
de ganancias y vector de salidas, por lo que la distincio´n entre capas se entiende por el valor
del super´ındice.
a3 = f3(W 3p3(W 2p2(W 1p1 + b1) + b2) + b3) (2.26)
En la Figura 2.10 se observa una compresio´n de tres capas puesto que es una complicacio´n
innecesaria mostrar todas las conexiones de la red debido a que cada capa puede contener
diferente nu´mero de neuronas. La salida de la primera capa de neuronas es la entrada de
la segunda capa y as´ı sucesivamente, por lo que al final se tiene la u´ltima salida que da la
respuesta de toda la red, esta incluye todos los vectores y matrices contenidos en las capas
anteriores, esto es similar para una red con ma´s capas ocultas [27].
2.6.5. Aprendizaje o entrenamiento de la red neuronal
El proceso de aprendizaje de la red neuronal es esencialmente una modificacio´n de los
pesos sina´pticos en respuesta a la informacio´n entrante, que desde la perspectiva biolo´gica es
la adaptacio´n de las sinapsis para una respuesta distinta de la red a los est´ımulos del entorno.
Durante la etapa de aprendizaje, los pesos sina´pticos son modificados constantemente hasta
que se estabilizan, o dependiendo del tipo de entrenamiento hasta que el error entre las salida
esperada y calculada sea mı´nimo [1].
Un aspecto importante del aprendizaje es la forma de modificacio´n de los pesos sina´pticos,
esta forma se conoce segu´n el tipo de aprendizaje que se utiliza, existen tres tipos; aprendizaje
supervisado, en el cual se tienen entradas y salidas objetivo, los pesos cambian hasta que la
red pueda dar las respuestas deseadas, el aprendizaje no supervisado; para el que solo se tienen
entradas y la red aprende a categorizarlas y por u´ltimo el aprendizaje por reforzamiento, en
la cual se utiliza un algoritmo que indica si la red va en camino a la respuesta deseada o no.
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Para el caso de la prediccio´n de series de tiempo, el aprendizaje a utilizar es el supervisado,
por lo que solo se describira´ este [27].
2.6.6. Aprendizaje supervisado
Este tipo de entrenamiento se realiza con el control de un agente externo que determina
la respuesta que debe generar la red en la salida a partir de un determinado valor que ingresa
en la capa de entrada, esta´ basado en comparar el error entre a salida calculada y la deseada,
este error es usado para cambiar los para´metros de la red y que esta proporcione las soluciones
requeridas [1].
2.6.7. Backpropagation
Es un tipo de red que trabaja bajo aprendizaje supervisado, es decir que se necesita
conocer la salida a obtener. El est´ımulo aplicado en la red se propaga por todas las capas
hasta generar una sen˜al de salida, la cual es comparada con la salida deseada calculando de
esta manera una sen˜al de error que se propaga desde la salida hasta la entrada de la red a
trave´s de todas sus capas hasta que todas las neuronas hayan percibido dicha sen˜al de error.
De esta manera la sen˜al de error actualiza los valores de ganancias y pesos entre las conexiones
neuronales con el fin de reducir el error medio cuadra´tico y de esta manera la red pueda
aprender los patrones de entrenamiento. Este algoritmo es implementado principalmente en
redes multicapa y el disen˜o de su topolog´ıa debe ser constituido de manera experimental y
segu´n el problema a resolver [27] [12].
2.6.8. Red neuronal NARX (Non-linear Autorregresive Exogenus
model)
La red neuronal autorregresiva con entradas exo´genas (NARX) es una red dina´mica
recurrente que posee conexiones para alimentar los estados de salida hacia la entrada de
la red, lo que indica que es un sistema no lineal realimentado. Como ya se ha visto los
modelos autorregresivos son basados en que el valor actual de una serie de tiempo Yt se
puede explicar en funcio´n de los valores pasados de la misma serie.
Yt = f(Xt−1, . . . , Xt−d, Yt−1, . . . , Yt−d) (2.27)
En (2.27), Yt es la salida que en este caso es el valor en kW de los datos de generacio´n, d el
nu´mero de retardos y Xt es la entrada exo´gena. Para el estudio presente la variable exo´gena
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corresponde a un retraso de la serie es decir; Xt = Yt−1 que en el momento de ingresar dos
valores uno sera´ el valor presente y el otro el valor anterior a este, y a la salida de la red
estara´ el valor siguiente al presente, de esta manera la red podra´ aprender el comportamiento
de la serie que adema´s se basa en el algoritmo de backpropagation e incluye la optimizacio´n
Levenberg-Madquart, la cual asigna los valores de prediccio´n necesarios con un error mı´nimo
[12].
2.7. Flujo de carga
Es la implementacio´n de me´todos y modelos matema´ticos que permiten gestionar el
sistema ele´ctrico a trave´s de la comprensio´n de su comportamiento y mantenerlo estable.
El planteamiento del equilibrio de potencias se realiza a trave´s de un conjunto de ecuaciones,
da la solucio´n en estado estable del sistema ele´ctrico funcionando bajo ciertas condiciones
de generacio´n y carga, esto se logra conociendo las tensiones en los nodos del sistema para
despue´s determinar los flujos de potencias y perdidas en las l´ıneas. La esencia de la resolucio´n
del flujo de carga radica en el algoritmo que da solucio´n a las ecuaciones no lineales que
describen el sistema. El me´todo utilizado por excelencia es el Newton Raphson (NR) el cual
constituye la base de las aplicaciones computacionales que calculan el flujo de potencia, este
consiste en una expansio´n en series de Taylor de la funcio´n f(x) en torno al punto que
corresponda la iteracio´n xn , la cual tiene la siguiente formulacio´n (2.28) [14].
f(x) = f(xn) + f
′(xn)(x− xn)2f
′′(xn)
2!
+ · · · (2.28)
De (2.28) se desprecian los te´rminos de orden superior, para despue´s evaluar f(xn+1),
termino en el cual su argumento tiende a la ra´ız y equivale a cero, obteniendo (2.29).
f(xn+1) = f(xn) + f
′(xn+1)(xn+1 − xn)→ f ‘(xn) = f(xn)
xn − xn+1 (2.29)
La ecuacio´n (2.29) es la base del algoritmo, se aplica ciertamente a las ecuaciones del flujo
de potencia, estas tienen por objeto calcular las inyecciones de potencia activa y reactiva a
partir de valores propuestos para los voltajes y a´ngulos, que mientras se realizan iteraciones
se van aproximando a la respuesta real, con los errores obtenidos en el momento presente
se corrigen los valores para realizar una nueva iteracio´n, el procedimiento se detiene cuando
se alcanza la convergencia expresada por una tolerancia, que indica a su vez que se tiene la
respuesta de los valores de tensio´n en modulo y a´ngulo.
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Una descripcio´n breve del algoritmo es que inicialmente se fijan unos valores de potencia
inyectada en los nodos, dependiendo si es de tipo PV o PQ [11], estos son Pi,prog y Qi,prog y
con estos se calculan las diferencias de potencias segu´n (2.30).
(∆Pi)
k = Pi,prog − P ki,calc
(∆Qi)
k = Qi,prog −Qki,calc
(2.30)
donde los valores con sub´ındice i, calculado se obtienen de las ecuaciones (2.31) y (2.32).
Pi,calc = |Vi|2Gii +
N∑
n=1
n6=1
|ViVnYin| cos(θin + δn − δi) (2.31)
Qi,calc = − |Vi|2Bii +
N∑
n=1
n6=1
|ViVnYin| sin(θin + δn − δi) (2.32)
Los valores obtenidos de potencia activa (2.31) y potencia reactiva (2.32) estan en funcion
de Vi que es la magnitud de tension en el nodo presente i, Gii, Bii, Yin son las magnitudes de
conductancia, susceptacia y admitancia respectivamente, extra´ıdos de la matriz de impedancias
nodales (YBUS), los cuales indican la conexio´n f´ısica entre nodos segu´n el sub´ındice, seguido
de los angulos θin,que junto a Yin forman el fasor impedancia entre los nodos n e i, δn y δi
son los angulos de las tensiones de los nodos n e i [14].
Esta formulacio´n de la inyeccio´n de potencia se realiza con el previo ca´lculo de la matriz
de admitancia nodal (YBUS), y los valores inicialmente calculados no son precisos debido a
que las tensiones y sus a´ngulos deben ser modificados en el proceso del flujo de carga. Los
valores de las diferencias (∆Pi)
k y (∆Qi)
k, adema´s de indicar el fin de las iteraciones segu´n
la tolerancia impuesta, realizan la actualizacio´n de valores en tensiones y a´ngulos nodales al
momento de realizar el me´todo de NR multivariable, es decir que ya no se expresa como se
menciono´ anteriormente en (2.29) sino que se aplica al sistema ele´ctrico descrito por diferentes
variables contenidas en varias ecuaciones, precisamente las de inyeccio´n de potencia, (2.31
y 2.32), las cuales sera´n derivadas con respecto a los valores de tensio´n y a´ngulo, formando
una matriz Jacobiana con una dimensio´n que depende del tipo y nu´mero de nodos de la red,
ecuacio´n simplificada en (2.33) [11].
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J =
∂P∂θ ∂P∂V
∂Q
∂θ
∂Q
∂V
 (2.33)
Una vez obtenidos los valores de la matriz Jacobiana y las diferencias de potencias ,
se procede a calcular las diferencias de tensio´n en mo´dulo y a´ngulo (2.34), y con estas se
obtienen sus actualizaciones como se muestra en (2.35).[
∆P
∆Q
]
= J ·
[
∆θ
∆V
]
→
[
∆θ
∆V
]
= J−1 ·
[
∆P
∆Q
]
(2.34)
θk+1i + ∆θi V
k+1
i + ∆Vi (2.35)
Finamente con los valores actualizados se calcula para la iteracio´n siguiente, (k + 1), las
diferencias de potencia, ecuacio´n (2.36).
(∆Pi)
k+1 = Pi,prog − P k+1i,calc(V k+1i , θk+1i )
(∆Qi)
k+1 = Qi,prog −Qk+1i,calc(V k+1i , θk+1i )
(2.36)
Con (2.36) se determina si se continu´a con una nueva iteracio´n del proceso, si estos
valores superan la tolerancia impuesta se debe repetir todo el desarrollo, pero si los valores
son menores a la tolerancia quiere decir que se ha obtenido la respuesta esperada. Este me´todo
es de cara´cter puramente determinista y tiene diferentes variaciones para lograr convergencia
en menores iteraciones, esto a partir de algunos arreglos en la matriz Jacobiana, dependiendo
adema´s del tipo de red que se trabaje [11].
2.8. Me´todo de Monte Carlo enfocado en el flujo de
carga probabil´ıstico.
Es un me´todo nume´rico que posibilita resolver problemas f´ısicos y matema´ticos por medio
de la simulacio´n de variables aleatorias, es usado para aproximar expresiones matema´ticas
complejas y costosas de evaluar con exactitud. El me´todo es aplicable a cualquier problema,
sea de tipo estoca´stico o determinista, y se basa en la existencia de problemas que tienen dif´ıcil
solucio´n por me´todos exclusivamente anal´ıticos o nume´ricos, pero que dependen de factores
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aleatorios o se pueden asociar a un modelo probabil´ıstico artificial, su gran calidad radica
en la disminucio´n del error a partir de un gran nu´mero de iteraciones y pruebas aleatorias,
obteniendo un error de 1√
N
, siendo N el numero de pruebas realizadas [9].
El me´todo de simulacio´n de Montecarlo no es determin´ıstico y es usado para aproximar
expresiones matema´ticas complejas y costosas de evaluar con exactitud. Proporciona soluciones
aproximadas a una gran variedad de problemas matema´ticos posibilitando la realizacio´n de
experimentos con muestreos de nu´meros aleatorios en una computadora. Por definicio´n una
simulacio´n de Montecarlo es el experimento de generacio´n de nu´meros aleatorios de una
distribucio´n de probabilidad, para evaluar en forma nume´rica un modelo matema´tico que
permita estimar el comportamiento de un sistema que involucra variables estoca´sticas. Entre
mayor sea la cantidad de iteraciones o realizaciones, mayor sera´ la estabilidad de la simulacio´n;
es decir, el conjunto de observaciones de la salida bajo estudio se estabilizara´ sobre una misma
distribucio´n [18].
La aplicacio´n directa del me´todo en este documento se enfoca en la observacio´n de la
generacio´n en el nodo slack de un determinado sistema de potencia a partir de la simulacio´n
de la carga estimada como variable aleatoria distribuida normalmente, aplicando el siguiente
algoritmo:
(i) Generar una muestra aleatoria de la variable de entrada, que para este caso es la
demanda de potencia activa, estimada previamente con las te´cnicas de series de tiempo,
para un nodo del sistema.
(ii) Resolver el flujo de carga para el sistema, (algoritmo Newton Raphson)
(iii) Almacenar la variable de salida de la iteracio´n; en este caso, la potencia generada por
el nodo slack.
(iv) Se repiten los pasos anteriores hasta cumplir con el criterio de convergencia; aqu´ı el
criterio se logra al alcanzar un nu´mero espec´ıfico de iteraciones.
(v) Una vez terminada la simulacio´n, se pueden calcular los estad´ısticos descriptivos (valor
promedio y desviacio´n estandar) y obtener un histograma de la muestra de datos.
(vi) Finalmente el metodo se aplica a diferentes nodos para obtener diferentes resultados y
determinar la sensibilidad del nodo slack ante la incertimdumbre de la demanda. [18]
Cap´ıtulo 3
Metodolog´ıa
La propuesta para implementar el flujo de carga probabil´ıstico es inicialmente realizar
una clasificacio´n de los datos histo´ricos de generacio´n de los distribuidores colombianos, y
generar una serie de tiempo que se adapte a la distribucio´n normal, para ello se toman los
datos de un solo distribuidor, para la 1 am tomando u´nicamente los d´ıas laborales de lunes a
jueves sin festivos , y los meses de e´poca seca, desde el an˜o 2000 al 2006 y se pronostican los
valores del 2007 por medio de los modelos ARIMA y las RNA, obteniendo as´ı tres series de
tiempo distintas; una conocida y dos series con prono´sticos para datos entre el 2000 y 2007.
Antes de realizar el flujo de carga se comprueban los errores de prediccio´n escogiendo las
series ma´s certeras de cada modelo y se comprueba adaptacio´n de la serie a la distribucio´n
normal con los gra´ficos P-P.
Posteriormente se ingresan a un sistema de prueba los valores aleatorios normalmente
distribuidos de la carga, y se realiza para cada uno de ellos un flujo Newton Raphson, al final
se reu´nen la totalidad de las respuestas del flujo que dara´n una perspectiva ma´s amplia del
comportamiento estoca´stico de la variable de intere´s. Este procedimiento se realiza con los
datos conocidos del an˜o 2000 a 2007 y para las estimaciones de la carga obtenidas con los
me´todos predictivos de ARIMA y RNA del an˜o 2007, con esto se logran los resultados y el
objetivo de realizar la comparacio´n entre los flujos derivados de las estimaciones. Es de aclarar
que este procedimiento se puede realizar para diferentes distribuidores y clasificaciones de
valores de demanda.
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Cap´ıtulo 4
Sistema de prueba
El sistema de prueba a usar es una red de transmisio´n de 17 nodos levemente enmallada
(Figura 4.1), extra´ıdo de [23], la cual posee cargas en todos los nodos excepto el slack (nodo
11), donde se genera ciertamente la mayor parte de la energ´ıa, junto con otros dos nodos de
la red (nodo 18 y 114)1.
Figura 4.1: Sistema de prueba levemente enmallado de 17 nodos
1La notacio´n de agregar un 1 a los nodos, (nodo 1 es nodo 11),tiene el u´nico propo´sito de no confundir
con la notacio´n de los tramos de lineas.
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Figura 4.2: Para´metros del sistema de prueba
El propo´sito del estudio es realizar la simulacio´n de Monte Carlo, con el me´todo expuesto
en la seccio´n 2.8 sobre los nodos que tengan una demanda cercana al promedio proporcionado
por las estimaciones de la carga y as´ı poder observar el comportamiento del nodo slack
intercalando la incertidumbre de la demanda entre los nodos.
Cap´ıtulo 5
Aplicacio´n y resultados
5.1. Serie de tiempo de los datos iniciales
Para empezar se tienen los datos de generacio´n clasificados para la 1 am desde el an˜o
2000 al 2006 (azul, 905 datos), para los d´ıas laborales, lunes a jueves, sin festivos y para los
meses de e´poca seca de enero, febrero, marzo, junio, julio, agosto, septiembre y diciembre,
diferencia´ndolos de los datos del an˜o 2007 (rojo, 128 datos), (Figura 5.1), sobre los cuales se
plantea realizar el prono´stico, e implementar el flujo de carga que compare las predicciones
y posteriormente comprobar la normalidad en los datos.
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Figura 5.1: Serie de tiempo de los datos a trabajar
5.2. Prediccio´n con modelos ARIMA
Por medio del software IBM SPSS Statistics se ingresan los datos a trabajar y se comprueba
estacionariedad en la serie a partir de las gra´ficas de los correlogramas, como se indica en
la seccio´n 2.5.2, en la Figura 5.2 y 5.3 se observan los gra´ficos de autocorrelacio´n (FAC) y
autocorrelacio´n parcial (FAP), con sus correspondientes valores.
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Figura 5.2: Correlograma FAC
Figura 5.3: Correlograma FAP
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Respecto a los gra´ficos de las Figuras 5.2 y 5.32 se puede observar que conforme aumentan
los retardos la funcio´n no decae ra´pidamente y por tanto no cumplen con el criterio gra´fico
de estacionariedad mencionado en la seccio´n 2.5.2. Para poder realizar las predicciones es
necesario lograr que la serie sea estacionaria por medio de la aplicacio´n de diferencias, seccio´n
2.5.3, en las Figuras 5.4 y 5.5 se observan los correlogramas de la serie despue´s de la aplicacio´n
de una diferencia.
Figura 5.4: Correlograma FAC
2En la figuras de los correlogramas se puede observar que el eje vertical se nombra FAS que significa
funcio´n de autocorrelacio´n simple, sigla utilizada por el software IBM SPSS Statistics, en este documento se
nombra FAC, un nombre ma´s utilizado en la literatura
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Figura 5.5: Correlograma FAP
Despue´s de comprobar gra´ficamente que la serie es estacionaria tras la aplicacio´n de una
diferencia, Figuras 5.4 y 5.5, es posible realizar los prono´sticos.
5.3. Prediccio´n con RNA
Se realizaron dos predicciones para comparar cual arrojaba los mejores resultados, gra´fica,
matema´tica y estad´ısticamente, con la herramienta (toolbox) de Matlab para redes neuronales
NARX, la cual muestra todos los resultados de prediccio´n sobre la serie de tiempo.
Figura 5.6: Red neuronal NARX
CAPI´TULO 5. APLICACIO´N Y RESULTADOS 37
La estructura de la red neuronal para las dos predicciones es igual, para otros arreglos
diferentes a los especificados los errores fueron ma´s grandes. La red posee dos capas, una
capa oculta con 10 neuronas que tienen contacto directo con las entradas y que se activan
con la funcio´n tansig (tangente hiperbo´lica sigmoide). Se tiene tambie´n la capa de salida, la
cual tiene solo una neurona y presenta una funcio´n de activacio´n lineal, seccio´n 2.6.1.
En el disen˜o de la red se usaron los 905 datos de generacio´n del an˜o 2000 al 2006, de los
cuales 70 % fueron para el entrenamiento, 15 % para validacio´n y 15 % para la prueba, con lo
cual para la utilidad del estudio se obtienen; las predicciones graficadas en serie de tiempo
de la Figura 5.7, el error de prediccio´n, y los estad´ısticos descriptivos de los datos iniciales
(2000-2006) en conjunto con los prono´sticos.
CAPI´TULO 5. APLICACIO´N Y RESULTADOS 38
(a) Serie Pronostico 1
(b) Serie Pronostico 2
Figura 5.7: Pronosticos de la red neuronal NARX
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Nu´mero
de datos
Valor
mı´nimo [W]
Valor
ma´ximo [W]
Media
[W]
Desviacio´n
esta´ndar [W]
Serie
conocida
1033 40180,35 575911,31 334848,68 147910,46
Serie
Prono´stico 1
1033 40180,35 575911,31 330600,84 144114,8
Serie
Prono´stico2
1033 40180,35 655476,82 335789,04 148905
Tabla 5.1: Estad´ısticos descriptivos de las predicciones con RNA
Los errores de prediccio´n se calcularon segu´n el logaritmo del error cuadra´tico medio
ln( 1
N
∑N
i=1 (xi − µ)2), y los resultados son:
Error en prediccio´n 1 = 11, 45 Error en prediccio´n 2 = 11, 52
5.4. Comprobacio´n de probabilidad normal de
las estimaciones de la carga
Antes de implementar el flujo de carga probabil´ıstico es necesario saber si las estimaciones
de la carga pueden ser ajustadas a una distribucio´n normal (ver seccio´n 2.3). A continuacio´n
se presentan los gra´ficos P-P de los valores conocidos y los prono´sticos realizados.
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Figura 5.8: Grafico P-P de los datos conocidos
PP ARIMA
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Figura 5.9: Grafico P-P de la prediccio´n 1 con RNA
Figura 5.10: Grafico P-P de la prediccio´n 2 con RNA
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Tal como se observa en las figuras anteriores, las estimaciones de carga de los datos de
todas las series de tiempo; datos conocidos, ARIMA y RNA cumplen los criterios de los
gra´ficos P-P para poder ser aproximados cada uno a una distribucio´n normal.
5.5. Implementacio´n del FCP
La implementacio´n del flujo de carga probabil´ıstico se realiza sobre el sistema de prueba
de la seccio´n 4, donde se menciono´ que posee un nodo slack y dos nodos de generacio´n (PV)
[11], en el sistema, todos los nodos poseen carga excepto el slack.
En los resultados obtenidos en los ana´lisis de las estimaciones de la carga, secciones 5.2
y 5.3, se puede observar que los estad´ısticos descriptivos de las predicciones ARIMA y RNA
son muy similares a los de los datos conocidos y que todos los conjuntos de datos se pueden
aproximar a la distribucio´n normal, seccio´n 5.4, por lo que el FCP se implementara´ con
muestras aleatorias derivadas de la distribucio´n normal descrita por el promedio y desviacio´n
esta´ndar de los datos conocidos, o sea: µ = 334, 848kW y σ = 148, 910kW .
En total se realiza una Simulacio´n de Monte Carlo (SMC) que consta de 10000 iteraciones,
cada iteracio´n ingresa un valor de carga aleatorio en un determinado nodo para despue´s correr
un flujo de carga deterministico (FCD) y obtener la potencia generada en el nodo slack, es
decir, 10000 datos de salida, que sera´n graficados como un histograma con sus estad´ısticos
descriptivos, a fin de conocer el comportamiento del nodo slack, este procedimiento se realiza
para un total de 7 nodos escogidos por variedad en la carga y distancia al slack.
CAPI´TULO 5. APLICACIO´N Y RESULTADOS 43
(a) SMC en nodo 2 (b) SMC en nodo 10 (c) SMC en nodo 13
(d) SMC en nodo 11 (e) SMC en nodo 12 (f) SMC en nodo 6
(g) SMC en nodo 7
Figura 5.11: Histogramas de FCP en nodo slack bajo SMC en diferentes nodos
En la Figura 5.11 se observan los histogramas de los valores de potencia activa (en p.u.)
en el nodo slack como respuesta a la SMC efectuada en cada uno de los 7 nodos del sistema
de prueba.
En la Tabla 5.2 se pueden ver los estad´ısticos de los valores de la Figura 5.11, en donde se
corresponden; un histograma, un nodo bajo simulacio´n de Monte Carlo (SMC), un valor de
carga en el nodo con condiciones iniciales, es decir, flujo de carga deterministico (FCD), los
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valores del promedio (µ11) y la desviacio´n estandar (σ11) de potencia generada por el nodo
slack de los histogramas de la Figura 5.11. Es oportuno observar al formular un FCD con los
datos iniciales del sistema de prueba, seccio´n 4, se tiene que la potencia generada por el nodo
slack es 13,284700 MW, con esto se puede comparar resultados del FCP y obtener diferentes
conclusiones.
Histogramas
Figura 5.11
Nodo
bajo SMC
Carga con
FCD [W]
µ11 [MW] σ11 [kW]
a 12 800 12,806938 152,101
b 110 2000 11,420081 164,653
c 113 1800 11,661845 163,029
d 111 400 13,213546 169,746
e 112 240 13,392080 166,284
f 16 800 12,318966 165,437
g 17 800 12,761832 169,448
Tabla 5.2: Estadisticos descriptivos de los resultados de SMC
Cap´ıtulo 6
Conclusiones, recomendaciones y
trabajos futuros
Bajo la observacio´n de los resultados obtenidos del FCP y en comparacio´n con los del
FCD, se concluye en la proposicio´n de una nueva alternativa al FCP, en la cual se estima la
carga adaptada a una distribucio´n normal que realiza la SMC y provee informacio´n sobre la
respuesta de la red ante la incertidumbre de la demanda.
Teniendo en cuenta el valor de potencia generada por el nodo slack bajo condiciones de FCD,
se observa el cambio que este tiene bajo FCP, la generacio´n var´ıa segu´n el nodo sobre el que
se aplique la SMC, por lo que se tiene que los nodos con mayor carga, hacen que el slack
entregue menos potencia al sistema, esto tambie´n es explicable por el equilibrio de potencias
que debe tener la red al tener que compensar un valor mas bajo de carga, en cuanto a la
topolog´ıa de los nodos se puede ver que la diferencia de generacio´n del slack cuando se aplica
SMC; entre los nodos 12, que esta mas cerca del slack, y 17, que esta mas alejado, no es
muy importante la diferencia de generacio´n, mientras que entre el nodo 12 y 16, contiguo al
17, esta diferencia se nota mas, un interesante resultado que puede deberse a la posicio´n del
nodo 16 entre dos mallas.
Respecto a los me´todos de prediccio´n de series de tiempo, se pudo obtener acertados prono´sticos
de las series de tiempo, resultados aprovechables para trabajos futuros con estudios de
planeacio´n a corto y mediano plazo. Es recomendable al momento de trabajar con redes
neuronales en los prono´sticos de una serie de tiempo demasiado cao´tica, adaptar esta ultima
con formas de suavizacio´n de los datos, te´cnica que no altera la estructura correlacional de
la serie [21][8], para obtener un error menor en los prono´sticos reduciendo los tiempos de
entrenamiento y complejidad de la red neuronal. Entre muchos de los trabajos futuros que se
podr´ıan llegar a realizar, los principales esta´n relacionados en trabajar el mismo me´todo de
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este trabajo con otras clasificaciones de datos de los distribuidores energe´ticos, que pudiesen
ade´mas arrojar otras distribuciones de probabilidad, a esto se puede sumar que en el FCP se
realice la SMC en todos los nodos del sistema con datos reales de los distribuidores. Otras
ideas van ligadas a la utilizacio´n de estas te´cnicas con la generacio´n distribuida, el cual es un
campo muy extenso para trabajar las incertidumbres de la red y que pueden aprovechar de
gran forma las herramientas implentadas en este trabajo de grado.
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