Summary: Let σ, δ > 0, b ≥ 0. Let λ 2 : R + → R + , be continuous, and locally of bounded variation. We develop a general analytic criterion for pathwise uniqueness of
where p ∈ (0, 1), and where ℓ 0 t (R − λ 2 ) is the symmetric semimartingale local time of R − λ 2 . The criterion is related to the existence of certain sub-/superharmonic functions for the associated time dependent generator (see Theorem 2.12, and 3.4).
As an application, we show in Corollary 2.13 that pathwise uniqueness holds, if
The inequalities are to be understood in the sense of signed measures on R + . Weak existence of R has been established in various cases (see [12] ). In particular, we show at least in case λ 2 is absolutely continuous, there is no solution if |p| > 1 (see Remark 2.3(ii)). 
Introduction
For λ ≡ 0, or p = 1 2 we obtain the Cox-Ingersoll-Ross process. Starting from [1] the CIR process has been used intensively to model the evolution of the interest rate in a financial market. For σ = 2, b = 0, and λ 2 ≡ 0, or p = 1 2 we obtain the squared Bessel process of dimension δ. The reason for writing λ with a square in (1), i.e. λ 2 (t) = λ(t) · λ(t), is that the square root √ R t satisfies a SDE involving ℓ 0 t ( √ R − λ) (see [12] ). As in the well-known cases a solution to (1) always stays positive when started with positive initial condition (see Lemma 2.1(ii)). One can hence in that case discard the absolute value under the square root in (1) . The reflection term has a prefactor 2p − 1. Diffusions involving such a term with p = 0, 1 2 , or 1 are called skew reflected diffusions. Skew reflected diffusions were studied by many authors (see [5] and references therein) starting from [6] , and [13] , and provide typical examples of diffusions with discontinuous local times (see Lemma 2.2, and [13] ). In simple situations the skew reflection can be described in terms of excursion theory, such as e.g. for the skew Brownian motion (cf. [13] , [4] , [5] ). Heuristically (and very roughly), one has a reflection downwards with probability 1 − p and upwards with probability p where 2p − 1 = p − (1 − p). For various applications (recently also in finance) of skew Brownian motion and other skew reflected processes see [5] and references therein. In particular it was noted in [15] that SDEs with prefactored local time may be used to model diffusion processes in a medium with permeable barrier. Besides the degenerated diffusion coefficient, the specialty of (1) is that the reflection takes place whenever R meets the given time dependent curve λ 2 . Weak existence of a solution to (1) has been achieved in [12] in various cases. It is worth to remark that we were not able to construct a solution in the extreme cases p = 0 and p = 1, and for other than increasing (though nonetheless for constant) λ 2 in case 2p − 1 < 0. However, in case 2p − 1 < 0 pathwise uniqueness could be obtained for λ 2 strictly decreasing while above the mean-reverting level δ b (see paragraph right below). In this note we develop an analytic criterion for pathwise uniqueness of (1). This is done in Theorem 2.12. Uniqueness is reduced to the resolution of a certain parabolic partial differential equation corresponding to the generator of R. The general criterion of Theorem 2.12 is directly applied in Corollary 2.13 in order to show that, if λ 2 is locally of bounded variation, σ, δ > 0, b ≥ 0, p ∈ (0, 1), then pathwise uniqueness holds for (1) whenever of the CIR process. This is remarkable in the sense that one might wonder whether this is improvable or not. In order to obtain the result we made use of Kummer functions of the first kind (see Corollary 2.13). Even after "localizing" the main argument, we were not able to get any uniqueness result by using Kummer functions of the second kind (see however the proof of Corollary 2.10(ii)). Now, let us explain in detail how we obtain pathwise uniqueness. We emphasize that the technique developed here is general and can be used to show pathwise uniqueness for a much larger class of skew reflected equations in dimension one. However, (1) is already involved enough and formulating the result with general coefficients leads to technical and theoretical complications that are not beneficial to the clarity of its exposition. Looking at the difference of |R (1) t −R (2) t |, where R (1) , R (2) , are two solutions, we can not use directly Le Gall's trick (see [3] ), since although ℓ
, there always remains a term involving the local time on λ 2 . The coefficients, as well as the parabolic situation, makes simple transformations through harmonic functions as used in [4] impossible, and sup/superharmonic functions w.r.t. the time homogeneous generator may lose of their advantageous properties under parabolic boundary conditions. Our line of arguments, is to first show that together with R (1) , R (2) , the supremum S = R (1) ∨ R (2) , and the infimum I = R (1) ∧ R (2) , is also a solution. Then we have to find a good function H(t, x), increasing in x, and to apply a generalized Gronwall inequality to the expectation of H(t, S t ) − H(t, I t ) in order to conclude (see Corollary 2.13, and Theorem 2.12). In order to find that S = R (1) ∨ R (2) , I = R (1) ∧ R (2) , is also a solution we profited from [14] (see also [8] ). In order to make disappear the local time on λ 2 with the help of a good function H, we made use of special Itô-Tanaka formulas (see Lemma 2.8), which are proved using Lemma 2.7. Lemma 2.8 is also used to show that there may be no solution to (1) , if |2p − 1| > 1 (see Corollary 2.10). In the third section we solve the martingale problem related to R on a nice class of test functions (see Proposition 3.1, and Remark 3.2 for its usefulness). We also add another pathwise uniqueness criterion in Theorem 3.4 which is developed with the help of a recent generalization of Ito's formula from [9] . In fact, it is analogous to the criterion of Theorem 2.13, but uses "true" time dependent functions. Unfortunately, we have to assume λ 2 ∈ C 1 (R + ), but we think nonetheless that Theorem 3.4 may be useful, in particular for specialists in PDEs who potentially might be able to better resolve the given equation. In order to keep the exposition as clear as possible, the statement and main argument for the proof of Theorems 2.12, 3.4, is only presented in global form. It can easily be localized but then loses of its clarity. We really think that equation (1) is worth to be studied. As seen in [5] for skew Brownian motion and other skew reflected processes, equation (1) will find its application if only enough analytic tractability is provided. This work and [12] provides a first step.
2 Pathwise uniqueness in the non absolutely continuous case
Throughout this article Á A will denote the indicator function of a set A. We let R + := {x ∈ R| x ≥ 0}. An element of R + × R is typically represented as (t, x), i.e. the first entry is always for time, the second always for space. The time derivative is denoted by ∂ t , the space derivative by ∂ x , and the second space derivative by ∂ xx . Functions depending on space and time are denoted with capital letters, functions depending only on one variable are denoted with small case letters. If a function f only depends on one variable we write f ′ , resp. f ′′ , for its derivative, resp. second derivative.
Let σ, δ > 0, b ≥ 0, and λ 2 : R + → R + be continuous and locally of bounded variation. On an arbitrary complete filtered probability space (Ω, F , (F t ) t≥0 , P ), consider an adapted continuous process with the following properties: R solves the integral equation
where
A process R with the given properties is called a weak solution to (2). In particular, one can show exactly as in [10, VI.
for any positive Borel function H on R + × R.
We say that pathwise uniqueness holds for (2), if, any two solutions R (1) , R (2) , on the same filtered probability space (Ω, F , P ), with R
0 P -a.s., and with same Brownian motion, are P -indistinguishable, i.e. P [R
For later purposes we introduce the upper (or right) local time of R − λ
and the lower (or left) local time ℓ 0− (R − λ 2 ), which can be extracted from the following formula for the symmetric local time
Accordingly, ℓ 0 (X), ℓ 0+ (X), ℓ 0− (X), are defined for any continuous semimartingale X. Another useful formula, is the occupation times formula: If X is a continuous semimartingale, then a+ (X) has only countably many jumps in a, the formula holds for ℓ a (X), and ℓ a− (X), as well.
The statements of the following lemma are direct consequences of well-known formulas. Note however, that for the proof of Lemma 2.1(ii) we cannot use comparison results as usual since these are unknown to hold for equations like (2).
Lemma 2.1 Let R be a weak solution to (2) . Then:
The time of R spent at zero has Lebesgue measure zero, i.e.
(iv) The time of R spent on λ 2 has Lebesgue measure zero, i.e.
Proof (i) By (7) we have
is not integrable in any neighborhood of zero, we obtain that
The statement thus holds for ℓ 0+ (R−λ 2 ), and ℓ 0− (R−λ 2 ), and therefore also for ℓ 0 (R−λ 2 ). (ii) As a direct consequence of the occupation time formula ℓ 0+ t (R) ≡ 0 (replace λ 2 by zero in the proof of (i)). Then, applying Tanaka's formula (cf. e.g. [10, VI. (1.2) Theorem]), using (i) and (4), taking expectations, and cutting with τ n := inf{t ≥ 0||R t | ≥ n}, we obtain
It follows that R t∧τn is P -a.s. equal to its positive part R + t∧τn . Letting n → ∞ concludes the proof. (iii) Due to the presence of the square root in the diffusion part, we have ℓ
2 by zero in the proof of (i)). Using [10, VI. (1.7) Theorem], (i) and (4), it follows P -a.s.
(iv) As a simple consequence of the occupation time formula, we have
But P -a.s. σ 2 |R s |Á {Rs =0} > 0 ds-a.e. by (iii) and the assertion follows.
From the next lemma one observes at least when λ 2 is absolutely continuous the discontinuity of the local times in the space variable at zero. Lemma 2.2 Let R be a weak solution to (2) . We have P -a.s.:
Proof Since R − λ 2 is a continuous semimartingale w.r.t. P . Thus, by Tanaka's formula (5) it follows P -a.s.
On the other hand, the symmetrized Tanaka formula (3) together with Lemma 2.1(iii) gives
Comparing the two formulas for (R t − λ 2 (t)) + we obtain the first statement. The second follows from (6) by simple algebraic transformations. If λ 2 is absolutely continuous, then
by Lemma 2.1(iv), and the last statement follows.
Remark 2.3 (i) Using the previous Lemma 2.2 and (6), one can easily derive that
and
In [12, Remark 2.7(i) ] these formulas were derived by analytic means for λ ∈ H 
Suppose that additionally ℓ
holds for ℓ s = ℓ 
Lemma 2.5 Let R
(1) , R (2) , be two solutions to (2) with same Brownian motion, on the same filtered probability space (Ω, F , (F t ) t≥0 , P ), and such that R 
(ii) The supremum R 1 ∨ R 2 , and the infimum R 1 ∧ R 2 , are also solutions to (2) . (iii) For the supremum S := R 1 ∨ R 2 , and the infimum I := R 1 ∧ R 2 , it holds P -a.s. that
Proof (i) Since R (1) , R (2) , are continuous semimartingales w.r.t. P , the same is true for 
and applying Tanaka's formula (cf. e.g. [10, VI.(1.2)]), we easily obtain after some calculations
s )dt
Now, we just use (i) and conclude that R 1 ∨ R 2 is another solution. Clearly, by linearity R 1 ∧ R 2 is also a solution. One just has to use the formula
which can easily be derived from the corresponding formula for upper local times (see e.g. [10] , [17] , [7] ). h is continuously differentiable with locally integrable second derivative. We may hence apply Itô's formula with h. Note that h is a harmonic function, and strictly increasing in (−∞, 0]. After taking expectations and stopping w.r.t. τ n := inf{t ≥ 0||S t | ≥ n} we obtain
for any t ≥ 0. Letting n → ∞ we get h(S t ) = h(I t ) P -a.s. By continuity of the sample paths, this holds simultaneously for all t ≥ 0. Decomposing Ω in disjoint sets
and then Á {St>0}∩{It<0} = 0, as well as
immediately follow. 
Remark 2.6 (i) In order to obtain pathwise uniqueness for (2) is is enough to show that the expectation E[R t ] is uniquely determined by (2) for all t ≥ 0. Indeed, if the latter holds then E[S t − I t ] = 0 and the result follows (cf. Lemma 2.5(ii), and (iii) for the definition of S and I). Unfortunately, it turns out that the determination of E[R t ] seems to be rather difficult. Therefore we proceed as indicated in Remark 2.9. (ii) Suppose that we replace
In particular, if R is a solution to (2) , then P -a.s.
where f ′− denotes the left hand derivative (resp. f ′+ the right hand derivative) of f . (ii) If f is additionally continuously differentiable, and R is a solution to (2) , then P -a.s.
Proof For (i) see [8, Remark, p.222] . For (ii) see [8, Corollary 2.11] For the purposes of this section we indicate two special Itô-Tanaka formulas in the next lemma. The derivation of these formulas takes advantage of the fact that the time dependency is put into a semimartingale structure. Lemma 2.8 is useful, and allows λ 2 just to be of bounded variation.
whenever this makes sense. In what follows we shall use the notations f (′) , f (′′) , for distributional derivatives in general.
Lemma 2.8 Let f be a strictly increasing function on R, which is the difference of two convex functions. Assume moreover (for simplicity) that f (′′) is absolutely continuous. Let
Then P -a.s.
(ii) Let f additionally be continuously differentiable. Put
) and
Proof ( 
Applying again the symmetric Itô-Tanaka formula, (7), and Lemma 2.7(i), the right hand side equals
which easily leads to the desired conclusion.
(ii) Using Lemma 2.7(ii) instead of Lemma 2.7(i) the proof of (ii) is nearly the same that the proof of (i). We therefore omit it.
Remark 2.9 If α, β, are strictly positive, then
is strictly increasing in x, whenever f is. 
4).
As an application of the preceding Lemma 2.8, we present the next corollary. It provides for some special λ's a different proof of the fact that is derived in Remark 2.3(ii) for general time dependent λ. The idea for its proof is similar to the idea used in [4] to show that the p-skew Brownian motion doesn't exist if |p| > 1. Proof (i) Let us to the contrary assume that there is a solution. Then we can apply Lemma 2.8(i) with f (x) = x, and
which holds pathwise, hence also with t replaced by t∧τ n , where τ n := inf{t ≥ 0||R t | ≥ n}. Clearly τ n ր ∞ P -a.s. It follows that the P -expectation of H(t, R t ) is zero, hence R ≡ λ 2 P -a.s., which is impossible. In case dλ
ds we first note that R 0 = λ 2 (0) ≥ 0, implies P -a.s.
R t for all t, by Lemma 2.1(ii). Then we apply Lemma 2.8(i) with f (x) = e bx 2 and conclude in the same manner as before with f (x) = x.
(ii) Let us to the contrary assume that there is a solution. Let g : R → R + be such that Then f g ∈ C 1 (R) is strictly increasing, with locally integrable second derivative, and
Now, we can apply Lemma 2.8(ii) with f (x) = f g (x) , and
By our assumptions on g, the bounded variation part is non-positive. Thus we may conclude analogously to (i), that f g (R t ) = f g (c), and hence R ≡ c, which is impossible.
We will make use of the following generalization of Gronwall's inequality. 
We are now prepared to formulate our main theorem. 
where (2) .
Proof Let g be as in Lemma 2.8, with α = 1 − p, γ = p, and
, be two solutions to (2) with same Brownian motion, same initial condition, and on the same filtered probability space (Ω, F , P ). By Lemma 2.5 we know that S =
R
(1) ∨ R (2) , and I = R (1) ∨ R (2) , are also solutions to (1) . Define the stopping time τ n := inf{t ≥ 0 : |S t | ∧ |I t | ≥ n}. Then clearly τ n ր ∞ P -a.s. Applying Lemma 2.8, we obtain for Z = S, and for Z = I,
. By Lemma 2.5(iii) we know that P -a.s.
We can therefore neglect what happens outside {S t > 0} ∩ {I t ≥ 0}. Thus, by assumption (10)
which is further, since sgn(2p − 1)g is decreasing, estimated from above by Applying Fubini's theorem and Theorem 2.11, we obtain that E [H(t ∧ τ n , S t∧τn ) − H(t ∧ τ n , I t∧τn )] = 0, 0 ≤ t < ∞.
Since H increases in the space variable, for any fixed time, it follows that S ·∧τn and I ·∧τn are P -indistinguishable. Letting n → ∞ we see that S = I, hence R (1) = R (2) , and pathwise uniqueness is shown. Consider the following linear operator
acting pointwise on C 1,2 (R + × R).
Let F ∈ D(L). Then
is a P -martingale.
Proof First observe that t 0 LF (s, R s )ds, F ∈ D(L), is well-defined by Lemma 2.1(iv). By [9, Theorem 2.1] and Lemma 2.1(iv), we obtain P -a.s. . Let F ∈ C 1,2 (R + × R) be such that F (t, x) is strictly increasing in x for every fixed t ≥ 0, and F (t, λ 2 (t)) = 0 ∀t ≥ 0.
Let H(t, x) := g(x − λ 2 (s))F (t, x), where g is as in Lemma 2.8, with α = 1 − p, γ = p. Suppose further that LH(t, x) = β(t)H(t, x) + g(x − λ 2 (t))v(t), for (t, x) ∈ R + × R + \ Γ(λ 2 ) where v ≥ 0, if p > . Then pathwise uniqueness holds for (2) .
Proof The proof is exactly the same than the proof of Theorem 2.12. We therefore omit it.
