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Abstract
It is shown that the class PCSLec of existentially closed pseudo-
complemented semilattices is finitely axiomatizable by appropriately
extending a finite axiomatization of the class PCSLac of algebraically
closed pseudocomplemented semilattices. Because PCSLec coincides
with the model companion of the class PCSL of pseudocomplemented
semilattices this answers the question asked by Albert and Burris in
a paper in 1986: “Does the class of pseudocomplemented semilattices
have a finitely axiomatizable model companion?”
0 Changes concerning the author’s paper
Algebra Universalis (2014),
(DOI) 10.1007/s00012-014-0297-9 contain-
ing Lemma 5.3, which does not hold.
The main theorem of the published version [1, Theorem 5.9] is split into
a necessity part —Theorem 5.7— and a sufficiency part —Theorem
5.12. The intermediate result in the proof of the sufficiency in the main
theorem of the published version is now the independent Lemma 5.1.
This lemma is put at the beginning of Section 5 because it determines
the section.
The proof of Lemma 5.1 has to be carried out without using [1,
Theorem 5.3] from the published version. Without this lemma the
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subalgebra S cannot be assumed to be isomorphic to a subdirectly
irreducible p-semilattice 2 or F̂t, t ≥ 1. It may still be assumed to be
isomorphic to a direct product of subdirectly irreducible p-semilattices
2t ×
∏p
i=1 F̂f(i), which is part of the statement of Lemma 5.1. In the
proof of this lemma the new Lemma 4.4 is used.
We have the following situation
S ∼= 2r ×
s1∏
i=1
Ff1(i) ×
s2∏
i=1
F̂f2(i) (r, s1, s2 ∈ N) (0.1)
T ∼= 2r
′
×
s′∏
i=1
F̂g(i) (r
′, s′, g(i) ∈ N), (0.2)
with r ≤ r′, s1 + s2 ≤ s′, 1 ≤ f1(i) ≤ g(i) (1 ≤ i ≤ s1), 1 ≤ f2(i) ≤
g(s1 + i), (1 ≤ i ≤ s2) and 1 ≤ g(i) (s1 + s2 + 1 ≤ i ≤ s′) because of
S ≤ T
On the semantic side a new lemma, Lemma 5.2, is necessary. The
corresponding new syntactic lemma is Lemma 5.8. To prove Lemma
5.8 axiom (EC3) has to be strengthened.
The semantic lemmas Lemma 5.3 and Lemma 5.4 as well as the
syntactic lemmas Lemma 5.9 (Lemma 5.6 in the published version)
and Lemma 5.10 (Lemma 5.7) have to be adapted.
• Lemma 5.3 ([1, Lemma 5.4] in the published paper): In the
published paper the chain of extensions starts with a subalge-
bra S of T = 2r ×
∏q
i=1 F̂f(i) isomorphic to S
∼= F̂ℓ, 0 ≤ ℓ ≤
max{f(i) : 1 ≤ i ≤ q}. Now we have S ∼= 2r ×
∏p
i=1 F̂f(i), p < q.
• Lemma 5.4 (corresponding to [1, Lemma 5.5]): In the published
paper the chain of extensions starts with a subalgebra S of T =
2r
′
×
∏q
i=1 F̂f(i) satisfying S
∼=
∏q
i=1 F̂f(i). The chain of ex-
tensions T0, . . . ,Tr can canonically be obtained by adjoining an
explicit sequence of Boolean elements of T. Without [1, Lemma
5.3] the chain to consider starts with S ∼= 2r×
∏q
i=1 F̂f(i), r < r
′.
The chain is obtained by splitting a Boolean atom of S that is
not an atom of T.
• Lemma 5.9 (corresponding to [1, Lemma 5.6]): In the published
version we have S ∼=
∏q
i=1 F̂f(i) and T
∼=
∏q+1
i=1 F̂f(i). Now we
have S ∼= 2p ×
∏q
i=1 F̂f(i) and T
∼= 2p ×
∏q+1
i=1 F̂f(i).
• Lemma 5.10 (corresponding to [1, Lemma 5.7]): In the published
version we have S ∼=
∏q
i=1 F̂f(i) and T
∼=
∏q−1
i=1 F̂f(i) × F̂f(q)+1.
Now we have S ∼= 2p ×
∏q
i=1 F̂f(i) and T
∼= 2p ×
∏q−1
i=1 F̂f(i) ×
F̂f(q)+1.
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The syntactic Lemma 5.11 (corresponding to [1, Lemma 5.8]) re-
mains unchanged.
1 Introduction
Given a first-order theory T a model companion of T is an extension T ∗
such that under very general assumptions on T the class of first-order
structures Mod(T ∗) satisfying T ∗ consists exactly of the existentially
closed models of T . In this case we use the notion of model companion
of a theory T also to denote the class of the existentially closed models
of T , and we speak of the model companion of T .
As PCSL consists of the models of a theory Σ satisfying these
assumptions determining a model companion Σ∗ amounts to axioma-
tizing PCSLec.
Our work is based on the finite axiomatization of PCSLac in [2].
We extend the axiomatization given there by five axioms to obtain a
finite axiomatization of the subclass PCSLec of PCSLac, thus of the
model companion of PCSL.
The paper is organized as follows: Section 2 provides the basic prop-
erties and algebraic notions concerning pseudocomplemented semilat-
tices, p-semilattices for short, while Section 3 presents a summary of
the relevant model-theoretic concepts.
In Section 4 we consider algebraically closed p-semilattices. We
present the semantic characterization of the class PCSLac that is the
basis of its finite axiomatization. The four axioms (AC1)–(AC4),
which together with the identities (2.1)–(2.4), (2.11)–(2.13) charac-
terize PCSLac, are listed.
Finally, in Section 5 we tackle the proof of this paper’s title. Before
showing that axioms (EC1)–(EC5) are sufficient in the proof of the cru-
cial result —Theorem 5.12— existential closedness of a p-semilattice
is reduced to the extendability of subalgebras that are finite subdi-
rectly irreducible p-semilattices to finite direct products of such p-
semilattices. The necessary lemmas to deal with the occurring cases
are proved beforehand.
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2 Pseudocomplemented semilattices
A meet-semilattice with 0 is an algebra 〈P ;∧, 0〉 axiomatized by the
identities
x ∧ x = x, (2.1)
x ∧ y = y ∧ x, (2.2)
(x ∧ y) ∧ z = x ∧ (y ∧ z), (2.3)
0 ∧ x = 0. (2.4)
A p-semilattice 〈P ;∧,∗ , 0〉 is a meet-semilattice with 0 with an ad-
ditional unary operation ∗ that satisfies the equivalence
x ∧ y = 0←→ x ∧ y∗ = x. (2.5)
Defining x ≤ y if x ∧ y = x it follows from (2.1)–(2.4) that 〈P ;≤〉 is a
partial order with least element 0 and x ∧ y = inf{x, y}. Furthermore,
(2.5) amounts to y∗ being the greatest element disjoint from y, where
two elements are called disjoint if their meet is 0. From (2.1)–(2.5) we
immediately obtain the very useful properties
x ≤ y =⇒ y∗ ≤ x∗, (2.6)
x ≤ x∗∗, (2.7)
x∗ = x∗∗∗, (2.8)
(x ∧ y)∗∗ = x∗∗ ∧ y∗∗. (2.9)
Obviously, 1 := 0∗ is the greatest element of P . We define x ‖ y to hold
if neither x ≤ y nor y ≤ x holds. A minimal element of P different
from 0 is called an atom, a maximal element different from 1 is called
an anti-atom. An element d of P satisfying d∗ = 0 is called dense, and
if additionally d 6= 1 holds, then d is called a proper dense element. For
P ∈ PCSL the set D(P) denotes the subset of dense elements of P with
〈D(P);∧〉 being a filter of 〈P ;∧〉. An element s is called skeletal if s∗∗ =
s. The subset of skeletal elements of P is denoted by Sk(P). We will
write Sk(x) for x ∈ Sk(P) and D(d) for d ∈ D(P). From (2.8) follows
Sk(P) = { x∗ : x ∈ P }. In Sk(P) the supremum of two elements exists
with supSk{a, b} = (a
∗ ∧ b∗)∗ for a, b ∈ Sk(P). Instead of supSk{a, b}
we use the shorter a∨˙b, assuming a, b ∈ Sk(P), which follows from
(2.6) and (2.7). Observe that 〈Sk(P);∧, ∨˙,∗ , 0, 1〉 is a Boolean alge-
bra. In the subset Sk(P) of skeletal elements we consider the sub-
set C(P) := { c ∈ Sk(P) : x ≥ c & x ≥ c∗ −→ x = 1 for all x ∈ P } of
central elements of P.
From (2.8) and (2.9) we obtain
Sk(b) & D(d) =⇒ (d ∧ b)∗ = b∗, (2.10)
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which will be used among else to show that certain sets are closed
under the operation ∗:
(d∧b)∗ = (d∧b)∗∗∗ = ((d∧b)∗∗)∗ = (d∗∗∧b∗∗)∗ = (0∗∧b∗∗)∗ = b∗∗∗ = b∗
Equation (2.10) means that the pseudocomplement x∗ of a meet
x = d∧ b of a dense and a skeletal element is again the meet of a dense
and a skeletal element as x∗ = b∗ = 1 ∧ b∗.
Balbes and Horn [4] showed, assuming (2.1)–(2.4), that (2.5) is
equivalent to the identities
x ∧ (x ∧ y)∗ = x ∧ y∗, (2.11)
0∗ ∧ x = x, (2.12)
0∗∗ = 0. (2.13)
Thus the class PCSL, axiomatized by the set of identities Σ := {(2.1),
(2.2), (2.3), (2.4), (2.11), (2.12), (2.13)}, is equational. As an equational
classPCSL is closed under products, subalgebras and homomorphisms.
Therefore, every p-semilattice is a subdirect product of subdirectly ir-
reducible p-semilattices, thus a subalgebra of a direct product of subdi-
rectly irreducible p-semilattices. Jones [8] showed that PCSL is finitely
generated by 3, the p-semilattice order-isomorphic to the three-element
chain 0 < e < 1. With [5, Corollary 3.8] we obtain that the class PCSL
is locally finite. This fact is also proved in [8], where it is shown that
a free p-semilattice with finitely many generators is finite (Corollary
3.1).
To characterize the subdirectly irreducible p-semilattices we define
for any p-semilattice P the p-semilattice P̂ to be the p-semilattice ob-
tained from P by adding a new top element. The maximal proper
dense element of P̂ is denoted by e. Jones [8] showed that the p-
semilattices B̂ with B being a Boolean algebra are exactly the sub-
directly irreducible p-semilattices. Moreover, let 2 denote the two-
element Boolean algebra, Fn the n-atom Boolean algebra and A the
countable atomfree Boolean algebra interpreted as p-semilattices. F0
then is the one-element Boolean algebra and F̂0 = 2.
For a p-semilattice P and an arbitrary element a ∈ P the binary re-
lation xθay :⇐⇒ a∧x = a∧y is a congruence. The factor algebra P/θa
is isomorphic toP′ := 〈{a∧x : x ∈ P}; ·,′ , 0〉 where 〈P ′;∧, 0〉 is the sub-
meet semilattice of 〈P ;∧, 0〉 and ′ the associated pseudocomplementa-
tion. Given the direct product
∏n
i=1Pi and a = (0, . . . , 0, 1, . . . , 1)
with the first k places being 0, the factor algebra (
∏n
i=1Pi) /θa is iso-
morphic to
∏n
i=k+1 Pi. Furthermore, the map νa : P → P/θa defined
by νa(x) = a ∧ x is a surjective homomorphism.
Finally, we need the notion of a homomorphism over a set: Let P
and Q be p-semilattices, {a1, . . . , am} a subset of P ∩ Q. We say a
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homomorphism f : P → Q is over {a1, . . . , am} if f(ai) = ai holds for
1 ≤ i ≤ m. If in this situation f is an isomorphism we say that P and
Q are isomorphic over {a1, . . . , am} and write P ∼={a1,...,am} Q.
For more background on p-semilattices in general consult [6] and
[8], for the notions concerning the problem tackled in this paper consult
[2].
3 Model theory
For a first-order language L and an L-structure M with universe M
the language L(M) is obtained by adding a constant symbol for every
m ∈ M . To define the notion of model companion we first have to
define the notion of model completeness. An L-theory T is said to
be model complete if for every model M of T the set of L-sentences
T ∪ diag(M) is complete, where diag(M) is the set of atomic and
negated atomic L(M)-sentences that hold in M. T ∗ is said to be a
model companion of T if (i) every model of T ∗ is embeddable in a
model of T and vice versa and (ii) T ∗ is model complete.
An L-structure M is called algebraically closed in a class of L-
structures M if M satisfies every positive existential L(M)-sentence
that happens to hold in some extension M′ of M with M′ ∈M. This
means for a first-order language L without relation symbols —as is
the case for PCSL— that an L-structure M is algebraically closed in
M if and only if every finite system of L-equations with coefficients
from M that is solvable in some M′ ∈M with M ≤M′ already has a
solution in M . The stronger notion of being existentially closed differs
from algebraically closed by allowing all existential L(M)-sentences,
thus allowing also negated equations. Finally, Mac and Mec denote
the subclass of algebraically and existentially closed models of M, re-
spectively.
In the class of fields existential and algebraic closedness coincide:
If K is a field and p (−→x ) and q (−→x ) are polynomials over K, then the
satisfiability of the negated equation p (−→x ) 6= q (−→x ) is equivalent to
the satisfiability of the equation x · (p (−→x )− q (−→x )) = 1 assuming x is
not among the variables −→x . Thus every system of negated equations
over K can be replaced by a system of equations.
However, the following examples show that this is not the general
situation: In the class of Boolean algebras every Boolean algebra is
algebraically closed whereas a Boolean algebra B is existentially closed
if and only if B is atomfree. An abelian groupG is algebraically closed
if and only if G is divisible, whereas G is existentially closed if and
only if G is divisible and contains an infinite direct sum of copies of
Q/Z (as a module). For a more detailed description of the notion of
algebraic and existential closedness we refer the reader to [9].
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There is the following close relationship between a model compan-
ion T ∗ of T and the class of its existentially closed models Mod(T )ec. If
T is inductive —that is, Mod(T ) is closed under the union of chains—
then we have Mod(T ∗) = Mod(T )ec. Thus any axiomatization of the
existentially closed models of T is a model companion of T if T is
inductive.
As PCSL is a finitely generated universal Horn class with both the
joint embedding and the amalgamation property, PCSL has a model
companion. The joint embedding property is [8, Theorem 6.1], the
amalgamation property is [8, Theorem 9.1]. The model companion
need not exist with groups and commutative rings serving as examples.
Because the set of identities Σ axiomatizing PCSL is inductive, we have
Mod(Σ∗) = PCSLec.
4 The class PCSLac
On various occasions we will use the following —semantic— character-
ization of algebraically closed p-semilattices, established in [10].
Theorem 4.1. A p-semilattice P is algebraically closed if and only if
for any finite subalgebra S ≤ P there exist r, s ∈ N and a p-semilattice
S′ isomorphic to 2r ×
(
Â
)s
such that S ≤ S′ ≤ P.
In [2] the list of axioms below is introduced to axiomatize the class
of algebraically closed p-semilattices. These axioms as well as the ax-
ioms (EC1)–(EC5) introduced in Section 5 to axiomatize existential
closedness are ∀∃-sentences. The ∀-quantified variables represent con-
stants in a p-semilatticeP, whereas the ∃-quantified variables represent
elements that exist in an extension Q and so must exist in P if P is
existentially closed. Each of these two types of variables can repre-
sent either an arbitrary element, a skeletal element or a dense element.
Therefore we distinguish six types of variables. To identify the vari-
ables easily within these axioms we adopt the following conventions:
• a, a1, a2, . . . for ∀-quantified arbitrary constants,
• b, b1, b2, . . . for ∀-quantified skeletal (Boolean) constants,
• d, d1, d2, . . . for ∀-quantified dense constants,
• x, x1, x2, . . . for ∃-quantified arbitrary elements,
• y, y1, y2, . . . for ∃-quantified skeletal (Boolean) elements,
• z, z1, z2, . . . for ∃-quantified dense elements.
Definition 4.2. Let P be a p-semilattice. P will be said to satisfy
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(AC1) if
(∀a1, a2, a3)(a3 ≥ a1 ∧ a2 −→
(∃x1, x2)(x1 ≥ a1 & x2 ≥ a2 & x1 ∧ x2 = a3)),
(AC2) if
(∀a, d1, d2, d3)(d1 < d2 < d3 & a ∧ d1 < a ∧ d2 < a ∧ d3 −→
(∃z)(d1 < z < d3 & z ∧ d2 = d1 & a ∧ d1 < a ∧ z < a ∧ d3)),
(AC3) if
(∀d, dm, b, b1, b2, a ∈ P )(d ‖ dm & b1 ≤ dm & b2 ≤ d &
b2 6≤ dm & b ≤ d & b
∗ ∧ b1 6≤ d & a
∗ ≤ dm −→
(∃y)(b ≤ y ≤ d & y∗∧b1 6≤ d & y∧b2 6≤ dm & (y∧a)
∗ ≤ dm)),
(AC4) if
(∀b, d)(b < d < 1 −→ (∃y)(b1 < y < d & b∨˙y
∗ < d)).
The following theorem, the main result of [2], states that the pre-
ceding list of axioms together with a finite axiomatization of the class
PCSL is a finite axiomatization of the class PCSLac.
Theorem 4.3. A p-semilattice P is algebraically closed if and only if
P satisfies the axioms (AC1)–(AC4).
The following lemma will be used in Lemma 5.1 to put a simplifying
assumption on the set of coefficients S of a system of equations and
negated equations that can be solved in an extension of a p-semilattice
P whose existential closedness is to be shown.
Lemma 4.4. Let P be a p-semilattice satisfying (AC1)–(AC4). Then
for every finite subalgebra S ≤ P there exists S′ ≤ P such that S ≤ S′
and S′ ∼= 2k ×
∏ℓ
i=1 F̂h(i) with k, ℓ ∈ N, h : {1, . . . , ℓ} → N \ {0}.
Proof. The statement of the lemma is an intermediate result in the
proof of [2, Theorem 9.1].
5 A finite axiomatization of PCSLec
The following criterion for a p-semilattice to be existentially closed will
determine this section.
Lemma 5.1. A p-semilattice P satisfying axioms (AC1)–(AC4) is
existentially closed if
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(1) S ≤ P ≤ Q, S ≤ T ≤ Q
(2)
S ∼= 2r ×
s1∏
i=1
Ff1(i) ×
s2∏
i=1
F̂f2(i) (r, s1, s2 ∈ N) (5.1)
T ∼= 2r
′
×
s′∏
i=1
F̂g(i) (r
′, s′, g(i) ∈ N), (5.2)
where we have r ≤ r′, s1+ s2 ≤ s′, 1 ≤ f1(i) ≤ g(i) (1 ≤ i ≤ s1),
1 ≤ f2(i) ≤ g(s1 + i), (1 ≤ i ≤ s2) and 1 ≤ g(i) (s1 + s2 + 1 ≤
i ≤ s′) because of S ≤ T,
imply the existence of a subalgebra S′ of P with S ≤ S′ ∼=S T.
Proof. First we observe that P is existentially closed if for any ex-
tension Q of P with a1, . . . , am ∈ P and v1, . . . , vn ∈ Q arbitrary,
there exist u1, . . . , un ∈ P such that Sg
P({a1, . . . , am, u1, . . . , un}) and
SgQ({a1, . . . , am, v1, . . . , vn}) are isomorphic over {a1, . . . , am}:
Every finite system of equations and negated equations with co-
efficients a1, . . . , am ∈ P corresponds to a formula ϕ(
−→x ,−→a ), with ϕ
being a quantifier-free L(P)-formula. If Q |= (∃−→x )ϕ(−→x ,−→a ), say Q |=
ϕ(−→w ,−→a ), then there exist r1, . . . , rn ∈ P such that by assuming the
assumption of the preceding paragraph SgP({a1, . . . , am, r1, . . . , rn})
and SgQ({a1, . . . , am, w1, . . . , wn}) are isomorphic over {a1, . . . , am}.
We obtain P |= ϕ(−→r ,−→a ), thus P |= (∃−→x )ϕ(−→x ,−→a ).
To simplify notation we define S = {a1, . . . , am} and T = {a1, . . . ,
am, v1, . . . , vn}, where we may assume that S and T are the carrier sets
of subalgebras S and T of P and Q, respectively (otherwise consider
SgP(S) and SgQ(T ) and add the equations xi = ai, i = k + 1, . . . ,m,
if SgP(S) \ S = {ak+1, . . . , am}). By local finiteness of PCSL we may
assume S and T to be finite.
It remains to show that we can assume S and T to satisfy (5.1) and
(5.2), respectively. We first consider S. With Lemma 4.4 it follows that
S can be extended in P to a subalgebra as in (5.1).
Now we turn to T. Using subdirect representation, Q = B̂I may
be assumed for a suitable atomfree Boolean algebra B and a suitable
index set I. B̂ is algebraically closed by Theorem 4.1, therefore Q as
a direct product of algebraically closed factors is algebraically closed
according to [10, Lemma 5]. According to Theorem 4.3, Q satisfies
(AC1)–(AC4). According to Lemma 4.4 the finite subalgebra T can
be extended within Q to a subalgebra as in (5.2).
According to Lemma 5.1 a finite axiomatization of PCSLec can
be obtained by adding to the axioms (AC1)–(AC4), which axiomatize
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PCSLac, finitely many axioms ϕ1, . . . , ϕm such that P |=
∧m
i=1 ϕi im-
plies the existence of S′ ≤ P with S′ ∼=S T whenever S, T and Q
satisfy (1) and (2) of Lemma 5.1.
We are going to obtain such a finite axiomatization by carrying out
the following steps.
1. Given S, T and Q satisfying (1) and (2) of Lemma 5.1 we show
that there is a chain (Ti)0≤i≤n of subalgebras of Q of type (5.2)
such that T0 = S, Tn = T and Ti ≤ Ti+1 for i = 0, . . . , n− 1.
Furthermore, for 0 ≤ i ≤ n − 1 there is b ∈ Sk(Ti) and d ∈
D(Ti) such that Ti+1 = Sg
Q(Ti ∪ {b}) or Ti = Sg
Q(Ti ∪ {d}),
respectively.
The construction of such a chain is the contents of the Lemma
5.2–Lemma 5.4.
2. We introduce the five axioms (EC1)–(EC5) such that if P satis-
fies these axioms there is a chain (Si)0≤i≤n of subalgebras of P
such that Si ∼=S Ti for i = 1, . . . , n.
The axioms guarantee that if the universally bound variables
range over the elements of Si of the appropriate type there is
an element x ∈ P with SgP(Si ∪ {x}) ∼=S Ti+1.
That (EC1)–(EC5) ensure these extension steps is the contents
of the Lemmas 5.8–5.11.
Carrying out Step 1
In the following a direct product
∏k
i=ℓ B̂i of subdirectly irreducible
p-semilattices with k < ℓ is assumed to be the one-element p-semilattice.
Lemma 5.2. If T = 2r ×
∏q
i=1 F̂g(i) with 1 ≤ g(i) for 1 ≤ i ≤ q, and
S ≤ T such that S ∼= 2r×
∏p
i=1 Fg(i)×
∏q
i=p+1 F̂g(i), p ≤ q, then there
is a sequence of subalgebras T0, . . . ,Tp of T satisfying
• T0 = S,
• Tk ≤ Tk+1 for k = 0, . . . , p,
• Tk ∼= 2r ×
∏k
i=1 F̂g(i) ×
∏p
i=k+1 Fg(i) ×
∏q
i=p+1 F̂g(i), 0 ≤ k ≤ p,
• Tp = T.
Proof. To simplify notation we define dℓ = (1, . . . , 1, e, 1, . . . , 1) where
e is at the ℓ-th place, 1 ≤ ℓ ≤ r + q. We put T0 = S and Tk+1 :=
SgT(Tk∪{dr+k+1}) for 0 ≤ k ≤ p−1. Obviously, the sequence (Tk+1)
fulfils the claim of the lemma.
Lemma 5.3. If T = 2r ×
∏q
i=1 F̂f(i) with 1 ≤ f(i) for 1 ≤ i ≤ q
and S ≤ T such that S ∼= 2r ×
∏p
i=1 F̂f(i), 0 ≤ p < q, then there is
g : {p+1, . . . , q} → N and a sequence of subalgebras T0, . . . ,T2(q−p) of
T satisfying
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• T0 = S,
• Tk ≤ Tk+1 for k = 0, . . . , 2(q − p)− 1,
• Tk ∼= 2r ×
∏p
i=1 F̂f(i) ×
∏p+k
i=p+1 F̂g(i), 1 ≤ k ≤ q − p, g(i) ≤ f(i)
for p+ 1 ≤ i ≤ q,
• Tq−p+k ∼= 2r ×
∏p+k
i=1 F̂f(i) ×
∏q
i=p+k+1 F̂g(i) for 1 ≤ k ≤ q − p,
• T2(q−p) = T.
Proof. As in the proof of Lemma 5.2 we first simplify notation. We
define ck = (0, . . . , 0, 1, 0, . . . , 0) where 1is at the k-th place, 1 ≤ k ≤
r+q. Furthermore, we define da ∈ D(T) for a ⊆ {1, . . . , r+q} to be the
dense element satisfying πi(da) = e if and only if i ∈ a. Analogously,
ca ∈ Sk(T) is defined to be the central element satisfying πi(ca) = 1 if
and only if i ∈ a.
Since S is the product of subdirectly irreducible factors there are
j1, . . . , jp ∈ {1, . . . , r+q} such that πji (S) = πji(T ) for i = 1, . . . , r+p.
We may assume {j1 . . . , jp} = {r + 1, . . . , r + p}.
Now we look at πr+i(S) for i = p + 1, . . . , q. Due to the subdirect
irreducibility of the factors of S there is for i ∈ {p+1, . . . , q} an index
j ∈ {1, . . . , p} such that |πi(S)| ≤ |πj(S)|. In case of equality there is
j ∈ {1, . . . , p} with πr+i(s) = πr+j(s) for all s ∈ S —after renaming
the atoms if necessary. For 1 ≤ j ≤ p let mj ⊂ {r+p+1, . . . , r+ q} be
the subset of these indices and mj := mj ∪ {r + j}. By the definition
of mj we have S/θcmj
∼= πr+j(S) for 1 ≤ j ≤ p. We have 1 ≤ |mj |
and m :=
∑p
j=1 |mj | ≤ q. We may assume mj = {r+ p+
∑j−1
i=1 |mi|+
1, . . . , r + p+
∑j
i=1 |mi|} without loss of generality.
If |πi(S)| < |πj(S)| then πi(d) = 1 for d ∈ D(S): There are elements
a, b ∈ Sk(S) such that a∗i = bi but a
∗
j 6= bj. Then at least one of
aj ∧ b∗j > 0 and a
∗
j ∧ bj > 0 holds, thus either a ∧ b
∗ = (u1, . . . , ur+q)
or a∗ ∧ b = (u1, . . . , ur+q) such that uj > 0 and ui = 0, implying
1 = u∗i ≤ di. Therefore we have that pr+p+i(d) = 1 for d ∈ D(S) and
r + p+m < i ≤ r + q. We define
Sl =
{
πr+p+l(S), if πr+p+l(d) = e for some d ∈ D(S);
̂πr+p+l(S), if πr+p+l(d) = 1 for all d ∈ D(S).
(5.3)
for l = 1, . . . , q − p. g(i) used in the statement of the lemma is such
that F̂g(i) ∼= Si−p.
We put T0 = S. Now, we are first going to extend T0 successively
by splitting the maximal dense elements of S/θcmj , j = 1, . . . , p, where
necessary, that is where 1 ≤ |mj | holds. S/θcmj then yields a factor
isomorphic to πr+j(S)×
∏
i∈mj
Si−(r+p).
Let us consider j = 1. dr+p+1 is maximal dense not only with
repect to S/θcm1 but to T; d{r+p+2,...,r+p+|m1|} is its complement with
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respect to S/θcm1 . Therefore,
T1 := Sg
T(T0 ∪ {dr+p+1, d{r+p+2,...,r+p+|m1|}, cr+p+1}),
T2 := Sg
T(T1 ∪ {dr+p+2, d{r+p+3,...,r+p+|m1|}, cr+p+2})
and generally
Tk+1 := Sg
T(Tk ∪ {dr+p+k+1, d{r+p+k+2,...,r+p+|m1|}, cr+p+k+1})
for 0 ≤ k ≤ |m1| − 1. We have to show T1 ∼= T0 × S1, T2 ∼= T1 × S2
and in general
Tk+1 ∼= Tk × Sk+1. (5.4)
Considering 1 ≤ j ≤ p arbitrary,
∑j−1
i=1 |mi| ≤ k ≤
∑j
i=1 |mi| − 1,
we define
Tk+1 := Sg
T
(
Tk ∪ {dr+p+k+1, d{r+p+k+2,...,r+p+
∑j
i=1
|mi|}
, cr+p+k+1}
)
,
(5.5)
having to show that (5.5) satisfies (5.4).
Secondly, we consider m < k ≤ q − p− 1, where we define
Tk+1 = Sg
T (Tk ∪ {dr+k+1, cr+k+1}) (5.6)
and for which we again have to show (5.4).
We define ϕk : Tk →
∏r+p+k
i=1 πi(T) by ϕk(x1, . . . , xr+q) = (x1, . . . , xr+p+k).
Obviously, ϕk is an homomorphism. We show inductively that ϕk is
injective and
im(ϕk) =
r+p∏
i=1
πi(S)×
k∏
i=1
Si. (5.7)
Injectivity holds since x, y ∈ Tk, πi(x) 6= πi(y) for i > k implies πi(x) 6=
πi(y) for an i ≤ k by the construction of Tk. Equation (5.7) holds for
k = 0 as T0 = S and S ∼=
∏r+p
i=1 πi(S). For the induction step we
consider the two cases of the definition of Tk.
1. Validity of (5.7) for (5.5): By (5.5) and the induction hypothesis
we have
ϕk+1({c
∗
r+p+k+1∧x : x ∈ Tk+1}) =
r+p∏
i=1
πi(S)×
k∏
i=1
Si×{0}. (5.8)
By (5.5) we have
ϕk+1({cr+p+k+1 ∧ x : x ∈ Tk+1}) = (0, . . . , 0)︸ ︷︷ ︸
r+p+k places
×Sk+1. (5.9)
From (5.8) and (5.9) and the construction ofTk+1 in (5.5) follows
the claim.
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2. Analogous to the first case.
After q − p steps we obtain the subalgebra Tq−p, which is isomorphic
to S ×
∏q−p
l=1 Sl. If |S1| < |F̂f(p+1)|, there is b ∈ Sk(Tq−p) such that
b < dr+p+1 and b an anti-atom of Sk(Tq−p) but no anti-atom of Sk(T).
There is a skeletal element b¯ with b < b¯ < dr+p+1 and b∨˙b¯
∗
< dr+p+1.
Setting Tq−p,1 = Sg
T(Tq−p ∪ {b¯}) we obtain
Tq−p,1 = { ((b¯ ∧ s)∨˙( b¯
∗
∧ t)) ∧ d : s, t ∈ Sk(Tq−p), d ∈ D(Tq−p) }
(5.10)
using conjunctive normal form for Boolean terms, (2.10) and D(SgT(Tq−p∪
{b¯})) = D(Tq−p). The right hand side of (5.10) is isomorphic to
S × F̂r1+1 ×
∏q−p
l=2 Sl if r1 ∈ N is such that S1
∼= F̂r1 . Repeating
this procedure for Tq,n as long as r1 + n < f(p + 1) yields a sub-
algebra Tq+1 of T isomorphic to S × F̂f(p+1) ×
∏q−p
l=2 Sl. Applying
this procedure to the factors Sl for l = 2, . . . , q − p finally finishes the
proof.
Lemma 5.4. If T = 2r
′
×
∏q
i=1 F̂f(i) with r
′, q, f(i) ∈ N \ {0}, 1 ≤
i ≤ q, and S ≤ T such that S ∼= 2r ×
∏q
i=1 F̂f(i), 0 ≤ r < r
′, then
there is a sequence of subalgebras T0, . . . ,Tr′−r of T with the following
properties:
• T0 = S,
• Tk ≤ Tk+1 for k = 0, . . . , r′ − r − 1,
• Tk ∼= 2r+k ×
∏q
i=1 F̂f(i) for k = 0, . . . , r
′ − r.
Proof. The subalgebra Tk+1 can obtained from Tk by splitting an
atom of Tk that is not an atom of T.
Carrying out Step 2
We begin with the introduction of the axioms (EC1)–(EC5).
Definition 5.5. Let P be a p-semilattice. P will be said to satisfy
(EC1) if
(∀b1, b2)(b1 < b2 −→ (∃y)(b1 < y < b2)),
(EC2) if
(∀b1, b2, d)(b1 ≤ b2 < d & b
∗
1 ‖ d −→
(∃y)(b2 < y < 1 & b
∗
1 ∧ y ‖ d & b1∨˙ y
∗ < d)),
(EC3) if
(∀b)(b < 1 −→ (∃z)(b < z & z 6> b∗)).
(EC4) if
(∀d1, d2)(d1 < d2 −→ (∃z)(d1 < z < d2)),
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(EC5) if
(∀b, d)(0 < b < d −→ (∃z)(z < d & b ‖ z & d ∧ b∗ = z ∧ b∗)),
A couple of sentences to explain what the axioms (EC1)–(EC5)
mean are appropriate. Axioms (EC1) and (EC4) are the usual density
conditions holding in existentially closed posets for skeletal and dense
elements. Skeletal and dense elements must be mentioned separately
because b1 < y < b2 with b1 and b2 skeletal does not imply that y is
skeletal as well.
In a p-semilattice P satisfying (EC3) a finite subalgebra S ∼= 2p
with 1 ≤ p can be extended to a subalgebra S′ isomorphic to T over
S for any subalgebra T ∼= 2p × F̂n of an extension Q of P that is an
extension of S with 1 ≤ n.
To understand (EC2) and (EC5) diagrams may be helpful.
b1 ◦
b2 ◦
d ◦ ◦ b∗1
d ‖ b∗1
d ‖ b∗1 ∧ y
(EC2)
=⇒
y∗◦
◦b2∨˙y∗
◦
❏
❏
❏◦✡
✡
✡
✡
✡
✡
b2
d
✡
✡
✡
◦ b∗1 ∧ y
◦ ◦ b∗1y
✡
✡
✡
❏
❏
❏
In a p-semilatticeP satisfying (EC2) a finite subalgebra S ∼=
∏q
i=1 F̂f(i)
with 1 ≤ f(i) for 1 ≤ i ≤ q can be extended to a subalgebra S′ iso-
morphic to T over S for any subalgebra T ∼= 2 ×
∏q
i=1 F̂f(i) of an
extension Q of P that is an extension of S. Applying (EC2) to suit-
able d, b1, b2 ∈ S yields a skeletal element y that behaves with respect
to S as the element (0, 1, . . . , 1) ∈ T \ S.
0
◦
◦
b
d ◦
(EC5)
=⇒
0
◦
◦
b
d ◦
❅
❅
❅
❅
✦✦
✦✦
◦z◦ b
∗
◦
d ∧ b∗ = z ∧ b∗
✦✦
✦
In a p-semilattice P satisfying (EC5) a finite subalgebra S ∼= 2p ×∏q
i=1 F̂f(i) with 0 ≤ p, 1 ≤ q, 1 ≤ f(i) can be extended to a subalgebra
S′ isomorphic to T over S for any subalgebra T ∼= 2p ×
∏q+1
i=1 F̂f(i) of
an extension Q of P that is an extension of S with 1 ≤ f(q + 1)
and min(D(T)) < min(D(S)). Applying (EC5) to suitable d, b ∈ S
yields a dense element z that behaves with respect to S as the element
(e, . . . , e) ∈ T \ S.
Remark 5.6. 1. Observe in (EC4) that d∗ = 0 & d < d′ implies
d′∗ = 0.
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2. Let P be a p-semilattice satisfying (EC1). Then the subalgebra
Sk(P) is atomfree and thus existentially closed in Sk(Q) for any
p-semilattice Q extending P.
We first show the necessity of the axioms (AC1)–(AC4) and (EC1)–
(EC5) for a p-semilattice to be existentially closed.
Theorem 5.7. If a p-semilattice P is existentially closed, then it sat-
isfies (AC1)–(AC4) and (EC1)–(EC5).
Proof. We consider an arbitrary existentially closed p-semilattice P
and show that it satisfies axioms (AC1)–(AC4) as well as axioms
(EC1)–(EC5).
That P satisfies axioms (AC1)–(AC4) follows from Theorem 4.3
because every existentially closed p-semilattice is algebraically closed.
To prove the necessity of the axioms (EC1)–(EC5) we replace in
these five axioms the universally bound variables by arbitrary elements
of P of the appropriate type. We have to show the satisfiability in P
of the resulting ∃-sentences of L(P ).
• ϕ1(b1, b2): (∃x)(Sk(x) & b1 < x < b2) with Sk(b1), Sk(b2) and
b1 < b2
• ϕ2(b1, b2, d): (∃x)(Sk(x) & b2 < x < 1 & b∗1 ∧ x ‖ d &
b2∨˙x∗ < d) with Sk(b1), Sk(b2),D(d), b∗1 ‖ d and b1 ≤ b2 < d < 1
• ϕ3(b): (∃x)(D(x) & b < x < 1 & x 6> b
∗) with Sk(b), b < 1
• ϕ4(d1, d2): (∃x)(d1 < x < d2) with D(d1),D(d2) and d1 < d2
• ϕ5(b, d): (∃x)(D(x) & x < d & x ‖ b & x ∧ b∗ = d ∧ b∗) with
D(d) & Sk(b) & 0 < b < d
To obtain the satisfiability of the sentences ϕ1 and ϕ4 we use that
P as a subdirect product of subdirectly irreducible p-semilattices can
be embedded in some direct product Q of subdirectly irreducible p-
semilattices. With suitably many factors 2 and B̂i each of these sen-
tences can be satisfied in a suitable Q. Thus they can also be satisfied
in P if P is existentially closed.
For ϕ2 let U be an ultrafilter of Sk(P) not containing b2. Such an
U exists since b2 < 1. We define f : P→ P× 2 by
f(x) =
{
(x, 1) x∗∗ ∈ U,
(x, 0) otherwise.
(5.11)
As P satisfies (AC1) there is for every x ∈ P a dense element dx ∈ P
such that x = dx∧x∗∗ as is shown in [2, Lemma 4.5]. Therefore, f is a
homomorphism. We have f(b1) = (b1, 0), f(b2) = (b2, 0), f(d) = (d, 1).
The extension P× 2 contains d = (1, 0) satisfying ϕ2.
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For ϕ3 let U be an ultrafilter of Sk(P) not containing b. We define
f : P→ P×3 as in (5.11). We have f(b) = (b, 0). The extension P×3
contains d = (1, e) satisfying ϕ3.
For ϕ5 consider an ultrafilter U containing b and define f as in
(5.11). The extension P× 3 contains d = (1, e) satisfying ϕ5.
The following lemmas can, as mentioned earlier, be considered the
syntactic counterparts of Lemmas 5.2, 5.3 and 5.4 (Lemma 5.4 corre-
sponding to the two lemmas Lemma 5.9 and Lemma 5.10). Lemma
5.9 states that if S is a finite subdirectly irreducible subalgebra of a
p-semilattice P that satisfies (AC1)–(AC4) and (EC1)–(EC5), then P
contains a sequence Si, i = 0, . . . , q, of subalgebras satisfying Si ∼= Ti
for i = 0, . . . , q with T0, . . . ,Tq as in Lemma 5.3. Lemma 5.10 is the
corresponding statement for the sequence Tq+1, . . . ,T2q of Lemma 5.3,
whereas Lemma 5.11 is the corresponding statement for the sequence
T0, . . . ,Tp of Lemma 5.4.
Lemma 5.8. Let P and Q be p-semilattices with Q being an extension
of P, let S ∼= 2r×
∏p
i=1Fg(i)×
∏q
i=p+1 F̂g(i) be a finite subalgebra of P
with 0 < p < q, g(i) ≥ 1 for 1 ≤ i ≤ q. Furthermore, we assume that
T ∼= 2r × F̂g(1) ×
∏p
i=2Fg(i) ×
∏q
i=p+1 F̂g(i) is a finite subalgebra of
Q that is an extension of S. If P satisfies (AC1)–(AC4) and (EC1)–
(EC5), then there is an extension S′ of S in P satisfying S′ ∼=S T.
Proof. Since T ∼= 2r×F̂g(1)×
∏p
i=2Fg(i)×
∏q
i=p+1 F̂g(i) we may assume
T = 2r × F̂g(1)×
∏p
i=2 Fg(i)×
∏q
i=p+1 F̂g(i) identifying the subalgebra
T of Q with the direct product T is isomorphic to. There is a maximal
dense element d in T \ S and a maximal central element c with c < d.
We can assume d = dr+1 and c = c
∗
r+1 using the notation of the proofs
of Lemma 5.2 and Lemma 5.3. We have c ∈ S as Sk(T) = Sk(S).
We then have property (0) T = S ∪ {d ∧ s : s ∈ S and s 6≤ d} =
S ∪ {d ∧ s : s ∈ S and πr+1(s) = 1} = S ∪ {d ∧ s : s ∈ S and c∗ ≤ s}.
Now, for s1, s2 ∈ S the properties (1) c∗ ≤ s2 → s1 6= d ∧ s2 and (2)
c∗ ≤ s1 ∧ s2, s1 6= s2 → d ∧ s1 6= d ∧ s2 obviously hold.
Applying (EC3) yields a dense element d˜ ∈ P for which c < d˜ and
d˜ 6≥ c∗ holds. For S′ := SgP(S ∪ {d˜}) we have S′ ∼=S T. This is
obtained by showing that the homomorphism f : T → S′ defined by
f(s) for s ∈ S and f(d) = d˜ is an isomorphism. The map f is surjective
due to the above property (0) and the corresponding S′ = S∪{d˜∧s : s ∈
S and s 6≤ d˜} = S ∪ {d˜ ∧ s : s ∈ S and πr+1(s) = 1} = S ∪ {d˜ ∧ s : s ∈
S and c∗ ≤ s}. It is injective due to the above properties (1) and (2)
and the corresponding properties (1’) s1, s2 ∈ S, c
∗ ≤ s2 → s1 6= d˜∧s2,
(2’) s1, s2 ∈ S, c∗ ≤ s1 ∧ s2, s1 6= s2 → d˜ ∧ s1 6= d˜ ∧ s2 for S′.
(1’) and (2’) are obtained as follows: We first deal with (1’). We
show that the assumption c∗ ≤ s2 together with s1 = d˜∧ s2 leads to a
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contradiction. We obtain the sequence of implications s1 = d˜ ∧ s2 =⇒
c∗ ∧ s1 = c∗ ∧ d˜ =⇒ (c∗ ∧ s1)∗∗ = (c∗ ∧ d˜)∗∗ =⇒ c∗ ∧ s∗∗1 = c
∗ =⇒
c∗ ≤ s∗∗1 . The last inequality implies πr+1(s
∗∗
1 ) = 1, which implies
πr+1(s1) = 1 as there is no element x ∈ S with πr+1(x) < (πr+1(x))∗∗.
Thus c∗ ≤ s1 implying c∗∧s1 = c∗. Due to d˜ 6> c∗ we have c∗∧(d˜∧s2) <
c∗. Thus s1 6= d˜ ∧ s2 contradicting s1 = d˜ ∧ s2. For (2’) we first note
that the assumption c∗ ≤ s1 ∧ s2 means πr+1(s1) = πr+1(s2) = 1,
which is the same as c∗∧s1 = c
∗∧s2. This yields c∧s1 6= c∧s2, which
implies d˜ ∧ s1 6= d˜ ∧ s2 as d˜ > c.
Lemma 5.9. Let P and Q be p-semilattices with Q being an extension
of P, let S ∼= 2p ×
∏q
i=1 F̂f(i) be a finite subalgebra of P with p ≥ 0,
f(i) ≥ 1 for 1 ≤ i ≤ q. Furthermore, we assume that T ∼= 2p ×∏q+1
i=1 F̂f(i) with f(q + 1) ≥ 1 is a finite subalgebra of Q that is an
extension of S. If P satisfies (AC1)–(AC4) and (EC1)–(EC5), then
there is an extension S′ of S in P satisfying S′ ∼=S T.
Proof. Again, since T ∼= 2p ×
∏q+1
i=1 F̂f(i) we may assume T = 2
p ×∏q+1
i=1 F̂f(i) identifying the subalgebra T of Q with the direct product
T is isomorphic to. To simplify notation we define −→x = (x1, . . . , xp+q)
for x ∈ T , −→x ≤ −→y if x, y ∈ T and xi ≤ yi for 1 ≤ i ≤ p + q, and
−→x < −→y if −→x ≤ −→y and xk < yk for a k ∈ {1, . . . , p+ q}. Furthermore,
we set
−→
U = {−→x : x ∈ U } if U is a subset of T .
Again, since S is isomorphic to the direct product of the subdirectly
irreducible factors 2 and F̂f(i) for i = 1, . . . , p+ q, and since T = 2
p×∏q+1
i=1 F̂f(i) is an extension of S we have —changing the enumeration if
necessary—
−→
S =
−→
T , which implies πi(S) = πi(T ) for i = 1, . . . , p+ q.
We set d0 = min(D(T)) = (1, . . . , 1, e, . . . , e) and consider two cases:
(1) min(πp+q+1(D(S))) = e, that is min(D(S)) = min(D(T))
(2) min(πp+q+1(D(S))) = 1
We will in both cases first attend to the dense elements. We will
extend S with a dense element d by applying (EC4) and (EC5), re-
spectively such that firstly S1 := Sg
P(S ∪ {d}) can be embedded over
S into T and secondly the application of (AC1)–(AC4) to S1 yields a
subalgebra S2 such that D(S2) ∼=S D(T) . Once more applying (AC3)
and (AC4) to SgP(S∪{D(S2)}) will finally yield the desired subalgebra
S′.
(1): There is a k ∈ {1, . . . , p + q} such that πk(S) ∼= πp+q+1(S)
and πk(x) = πp+q+1(x) (after renaming the atoms of πp+q+1(S) if
necessary) for x ∈ S: |πk(S)| > |πp+q+1(S)| for all k ∈ {1, . . . , p + q}
would contradict S being the direct product of subdirectly irreducible
factors as we assume S ∼= 2p ×
∏q
i=1 F̂f(i). For a > b there is no
embedding of F̂a into F̂a × F̂b such that the proper dense element of
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F̂a is mapped on (e, e) ∈ F̂a × F̂b, which extends to more than two
factors.
There is a unique d ∈ D(S) being an anti-atom of S but no anti-
atom of T, thus d = (1, . . . , 1, e, e) if we assume k = p + q. Applying
axiom (EC4) to d and 1 yields a dense element d1 such that d < d1 < 1.
Observe that for all anti-atoms d′ of S with d′ 6= d we have d′ ‖ d1 since
d′ < d1 together with d < d1 would imply d1 = 1. There is a dense
element d˜1 ∈ T such that d < d˜1 < 1. If we define S1 = Sg
P(S ∪ {d1})
then the map h1 : S1 → T defined by
h1(s) =
{
s, for s ∈ S,
d˜1, for s = d1
is an embedding over S.
To extend D(S1) in P appropriately we exploit that P satisfies
(AC1)–(AC4). S1 can be extended in P to a subalgebra S2 ∼= T.
In the construction of S2 from S1 in [2] it is not taken care of
whether S2 ∼=S T. But there is a maximal dense element d2 ∈ S2 such
that d = d1 ∧ d2. For S3 := Sg
P(S ∪ {d1, d2}) we have D(S3) ∼= D(T)
and that there is an embedding h3 : S3 → T extending h1.
(2): Let a be the least element of S such that a ‖ d0. Then a∗∧d0 =
a∗ ∧ d1 where d1 := min(D(S)) = (e, . . . , e, 1) > d0. Applying axiom
(EC5) to d1 and a yields a dense element d˘0 such that a ‖ d˘0 and
a∗ ∧ d˘0 = a∗ ∧ d1. Therefore, if S1 := Sg
P(S ∪ {d˘0}) then the map
h1 : S1 → T defined by
h1(s) =
{
s, for s ∈ S,
d0, for s = d˘0
is an embedding over S. As P satisfies (AC1)–(AC4) S1 can be ex-
tended in P to a subalgebra S2 ∼= T. There is a maximal dense element
d ∈ S2 \ S1. For S3 := Sg
P(S ∪ {d˘0, d}) we have D(S3) ∼= D(T) and
that there is an embedding h3 : S3 → T extending h1.
Thus in both subcases there is a subalgebra S3 of P extending
S such that D(S3) ∼= 2q+1 and an embedding h3 : S3 → T over S.
In the first subcase there are two maximal dense elements d1, d2 ∈
D(S3) \ D(S). Again proceeding as in the proof of [2, Proposition
6.6] applying axiom (AC3) yields elements k1 and k2 such that S4 :=
SgP(S3∪{a1, a2}) ∼= S×πp+q+1(S): There one defines ai = ki∨˙c∗0 with
c0 = (
−→
0 , 1, . . . , 1) ∈ S, the first p places being 0.
The homomorphism h4 : S4 → T extending h3 by h4(a1) := (1, . . . , 1,
0, 1) ∈ T \ S and h4(a2) := (1, . . . , 1, 0) ∈ T \ S is an embedding. As
h3 is over S so is h4.
In the second subcase there is by the construction of S1 a unique
maximal dense element d ∈ D(S3) \ S. Again proceeding as in the
18
proof of [2, Proposition 6.6] we find a skeletal element kd ∈ P such that
S4 := Sg
P(S3 ∪ {ad}) ∼= S × πp+q+1(S), ad = kd∨˙c∗0. Therefore, the
homomorphism h4 : S4 → T extending h4 by h(kd) := (1, . . . , 1, 0) ∈
T \ S is an embedding. As h3 is over S so is h4.
Finally, we come to S′. If not S4 ∼= T we apply (AC4) appropriately
to obtain an extension S′ congruent to T and an isomorphism h : S′ →
T extending h4.
Lemma 5.10. Let P and Q be p-semilattices with Q being an exten-
sion of P, let S ∼= 2p ×
∏q
i=1 F̂f(i) be a finite subalgebra of P with
D(S) \ {1} 6= ∅, and let T ∼= 2p ×
∏q−1
i=1 F̂f(i) × F̂f(q)+1 be a finite sub-
algebra of Q that is an extension of S, 0 ≤ p, 1 ≤ f(i), 1 ≤ i ≤ q. If P
satisfies (AC1)–(AC4) and (EC1)–(EC5), then there is an extension
S′ of S in P satisfying S′ ∼=S T.
Proof. There are uniquely determined d ∈ D(S) \ {1} with d being an
anti-atom, and b1 ∈ Sk(S) such that b1 < d and b1 is an anti-atom of
Sk(S) but no anti-atom of Sk(T). Applying (AC4) to b1 and d yields
a skeletal element b2 such that b1 < b2 < d and b1∨˙b∗2 < d. Putting
S′ = SgP(S ∪ {b2}) we obtain as for (5.10)
S′ = { ((s ∧ b2)∨˙(t ∧ b
∗
2)) ∧ d : s, t ∈ Sk(S), d ∈ D(S) } , (5.12)
whose right hand side is isomorphic to
∏q−1
i=1 F̂f(i) × F̂f(q)+1 and thus
to T. Therefore there is a skeletal anti-atom b¯ ∈ T \ S such that
b1 < b¯ < d and b1∨˙ b¯
∗
< d.
Now there is according to (5.12) a isomorphism h : S′ → T over S
defined by
h(((s ∧ b2)∨˙(t ∧ b
∗
2)) ∧ d) = ((s ∧ b¯)∨˙(t ∧ b¯
∗
)) ∧ d.
Lemma 5.11. Let P and Q be p-semilattices, Q an extension of P, let
S ∼= 2p×
∏q
i=1 F̂f(i) be a finite subalgebra of P with 0 ≤ p and 1 ≤ f(i)
for 1 ≤ i ≤ q, and let T ∼= 2p+1 ×
∏q
i=1 F̂f(i) be a finite subalgebra of
Q that is an extension of S. If P satisfies (AC1)–(AC4) and (EC1)–
(EC5), then then there is an extension S′ of S in P satisfying S′ ∼=S T.
Proof. We first consider the case p > 0. In this case there is a unique
anti-atom b1 of Sk(S) such that b1 ‖ d for all d ∈ D(S) \ {1} and b1 is
not an anti-atom of T. Applying (EC1) to b1 and 1 yields a skeletal
element b2 such that b1 < b2 < 1. Since T ∼= 2p+1 ×
∏q
i=1 F̂f(i)
there is a skeletal anti-atom b¯ ∈ T \ S such that b1 < b¯ < 1. Setting
S′ = SgP(S ∪ {b2}) there is a unique isomorphism h : S′ → T over S
and h(b2) = b¯:
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This holds because b2 and b¯ satisfy the same equations with respect
to D(S) as b1 and because there is a unique isomorphism
h1 : Sg
P(Sk(S) ∪ {b2})→ Sg
Q(Sk(S) ∪ {b¯})
over Sk(S), see Remark 5.6.
We now consider the case p = 0, that is T ∼= 2 ×
∏q
i=1 F̂f(i). We
proceed by the following steps:
(i) We describe how S is embedded in T and as a result the set T \S.
(ii) We determine a Boolean element b ∈ T \S such that SgP
(
S ∪ {b}
)
=
T .
(iii) Applying axiom (EC2) yields a Boolean element b, which behaves
with respect to S in the same way as b.
(iv) We determine the subalgebra S′ := SgP(S ∪ {b}), which will be
shown to be isomorphic to T over S.
(v) We define a map h : S′ → T that is over S. We will show that h is
an isomorphism.
(v.i) h is a homorphism.
(v.ii) h is injective.
(i): Again we may assume T =
∏q
i=0 F̂f(i) with F̂f(0) := F̂0 =
2, identifying the subalgebra T of Q with the direct product T is
isomorphic to. There is an atom ai,j of F̂f(i) with i ∈ {1, . . . , q} and
j ∈ {1, . . . , f(i)}, such that
S = {x ∈ T : (πi(x) ≥ ai,j −→ π0(x) = 1) &
(πi(x) 6≥ ai,j −→ π0(x) = 0)}. (5.13)
We may assume i = q and j = 1. For b¯ := (0, 1, . . . , 1) ∈ T \S we have
b¯ ‖ d and b¯
∗
< d for all d ∈ D(T) \ {1}. We obtain
T = S ∪ { d ∧ b¯ ∧ s : d ∈ D(S), s ∈ Sk(S), π0(s) = 1 }∪
{ d ∧
(
b¯ ∧ s
)∗
: d ∈ D(S), s ∈ Sk(S), π0(s) = 1 } (5.14)
as follows: From (5.13) it follows
T \ S = {x ∈ T : (πq(x) ≥ aq,1 −→ π0(x) = 0) &
(πq(x) 6≥ aq,1 −→ π0(x) = 1)}. (5.15)
Let x ∈ T \ S be such that πq(x) 6≥ aq,1 and π0(x) = 1. There is
dx ∈ D(T) = D(S) such that x = dx ∧ x∗∗. For t := x∗∗ due to (5.13),
as t 6∈ S follows from x 6∈ S, we have π0(t) = 1 and πq(t) 6≥ aq,1.
For u ∈ T such that π0(u) = 0 and πk(u) = πk(t) for k = 1, . . . , q
we have u ∈ Sk(S) according to (5.13). Setting s = u∗ we obtain
t = b¯
∗
∨˙u =
(
b¯ ∧ u∗
)∗
=
(
b¯ ∧ s
)∗
, thus x = dx ∧ t = dx ∧
(
b¯ ∧ s
)∗
such
that s ∈ S and π0(s) = 1. Similarly one shows that for x ∈ T \ S such
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that πi(x) ≥ aq,1 and π0(x) = 0 there is s ∈ Sk(S) such that π0(s) = 1
and d ∈ D(S) such that x = d ∧ s ∧ b¯. Obviously, the right hand side
of (5.14) is a disjoint union.
(ii): Now we are going to show that there is a skeletal element
b ∈ P that behaves with respect to S in the same way as b¯. In order
to express what this means, we define am ∈ S to be the maximal
central element below the maximal dense element dm for 1 ≤ m ≤ q.
Therefore, πk(dm) = e if and only if m = k, and
πk(am) =
{
1, for k 6= m;
0, for k = m;
(m 6= q) πk(aq) =
{
1, for k 6∈ {0, q};
0, for k ∈ {0, q}.
Furthermore, we have
aq =
∨˙
{ a∗m : 1 ≤ m ≤ q − 1 } , (5.16)
b¯ ‖ dm & b¯
∗
< am for m ∈ {1, . . . , q − 1}, (5.17)
aq < b¯ & b¯ ∧ a
∗
q ‖ dq & b¯
∗
∨˙ aq < dq. (5.18)
(iii): Define s0 =
∨˙
{ s ∈ Sk(S) : π0(s) = 0 } and let b be the result of
applying (EC2) to aq, s0 and dq. Then (5.17) and (5.18) are satisfied
if b¯ is substituted by b: (5.17) follows from dm ‖ a∗m < aq ≤ s0 < b,
the first inequality being implied by (5.16). b satisfies (5.18), as b is
obtained by applying (EC2) to aq, s0 and dq. We additionally have
(∀s ∈ S)(π0(s) = 0 −→ s < b), (5.19)
dropping the assumption s ∈ Sk(S): There is ds ∈ D(S) with s =
ds ∧ s∗∗. π0(s) = 0 implies π0(s∗∗) = 0. By s0 < b we obtain
s ∧ b = (ds ∧ s
∗∗) ∧ b = ds ∧ (s
∗∗ ∧ b) = ds ∧ s
∗∗ = s.
(iv): Now we show that for S′ := SgP(S ∪ {b}) there is an isomor-
phism h : T → S′ over S with h
(
b¯
)
:= b. We first describe S′, the
carrier set of S′:
S′ = S ∪ { d ∧ b ∧ s : d ∈ D(S), s ∈ Sk(S), π0(s) = 1 }∪
{ d ∧ (b ∧ s)∗ : d ∈ D(S), s ∈ Sk(S), π0(s) = 1 } . (5.20)
That rhs(5.20) is contained in S′ and that rhs(5.20) contains S ∪ {b}
is obvious. For the converse we have to show that rhs(5.20) is closed
under the operations. We consider the cases that are not obvious. In
the sequel we assume d ∈ D(S) and s ∈ Sk(S) with π0(s) = 1.
(d ∧ (b ∧ s)∗)∗ = ((b ∧ s)∗)∗ by (2.10)
= b ∧ s by (2.9)
= 1 ∧ b ∧ s
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and similarly (d ∧ (b ∧ s))∗ = 1 ∧ (b ∧ s)∗.
(d1 ∧ (b ∧ s1)
∗) ∧ (d2 ∧ (b ∧ s2)
∗) = d1 ∧ d2 ∧ ((b ∧ s1) ∨˙ (b ∧ s2))
∗
= d1 ∧ d2 ∧ (b ∧ (s1∨˙s2))
∗
,
d1 ∧ d2 ∧ (b ∧ (s1∨˙s2))
∗
∈ S′ as we have π0 (s1∨˙s2) = 1.
(d1 ∧ (b ∧ s1)
∗) ∧ (d2 ∧ (b ∧ s2)) = d1 ∧ d2 ∧ (b
∗∨˙s∗1) ∧ b ∧ s2
= d1 ∧ d2 ∧ (s
∗
1 ∧ b) ∧ s2
= d1 ∧ d2 ∧ s
∗
1 ∧ s2 by (5.19)
∈ S
Finally, we look at x ∈ S and show that x∧d∧(b∧s) and x∧d∧(b∧s)∗
are also contained in rhs(5.20). First we consider x ∧ d ∧ (b ∧ s). If
π0(x) = 1 then x∧d∧(b∧s) is contained in rhs(5.20) since π0(x∧s) = 1.
If π0(x) = 0 then x ∧ d ∧ (b ∧ s) = x ∧ d ∧ s ∈ S by (5.19). Next we
consider x ∧ d ∧ (b ∧ s)∗. There is dx ∈ D(S) with x = dx ∧ x∗∗. First
we assume π0(x) = 0, which implies x
∗∨˙b = 1.
x ∧ (d ∧ (b ∧ s)∗) = d ∧ dx ∧ x
∗∗ ∧ (b ∧ s)∗
= d ∧ dx ∧ (x
∗∨˙(b ∧ s))
∗
= d ∧ dx ∧ ((x
∗∨˙b) ∧ (x∗∨˙s))
∗
= d ∧ dx ∧ (x
∗∨˙s)
∗
by x∗∨˙b = 1
∈ S
Now let π0(x) = 1.
x ∧ (d ∧ (b ∧ s)∗) = d ∧ dx ∧ x
∗∗ ∧ (b ∧ s)∗
= d ∧ dx ∧ (x
∗∨˙(b ∧ s))
∗
= d ∧ dx ∧ ((x
∗∨˙b) ∧ (x∗∨˙s))
∗
= d ∧ dx ∧ (b ∧ (x
∗∨˙s))
∗
by (5.19) and π0 (x
∗) = 0
Note that aq is the only maximal central element of S that is not a
maximal skeletal element of S′ anymore. In S′ we have aq < b
∗∨˙aq =
(b ∧ a∗q)
∗ < dq.
(v): As rhs(5.14) is a disjoint union
h(x) :=

x, x ∈ S;
d ∧ b ∧ s, x = d ∧ b¯ ∧ s, s ∈ Sk(S), π0(s) = 1,
d ∈ D(S);
d ∧ (b ∧ s)∗ x = d ∧
(
b¯ ∧ s
)∗
, s ∈ Sk(S), π0(s) = 1,
d ∈ D(S)
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is well-defined. Obviously, h is over S. (5.20) implies that h is onto S′.
It remains to show that for all u, v ∈ T
h(u ∧ v) = h(u) ∧ h(v) (5.21)
h(u∗) = h(u)∗ (5.22)
hold and that h is injective.
(v.i): For (5.21) we consider, assuming π0(su) = π0(sv) = 1, four
cases.
(1): u = du ∧ (b¯ ∧ su)∗, v = dv ∧ (b¯ ∧ s2)∗.
h(u ∧ v) = h
(
(du ∧ (b¯ ∧ su)
∗) ∧ (dv ∧ (b¯ ∧ sv)
∗)
)
= h
(
du ∧ dv ∧ ((b¯ ∧ su)∨˙(b¯ ∧ sv))
∗
)
= h
(
d ∧
(
b¯ ∧ (su∨˙sv)
)∗)
= du ∧ dv ∧ (b ∧ (su∨˙sv))
∗
= du ∧ dv ∧ ((b ∧ su)∨˙(b ∧ sv))
∗
= (du ∧ (b ∧ su)
∗) ∧ (dv ∧ (b ∧ sv)
∗)
= h(u) ∧ h(v)
(2): u = du ∧ b¯ ∧ su, v = dv ∧ (b¯ ∧ sv)∗.
h(u ∧ v) = h
(
(du ∧ b¯ ∧ su) ∧ (dv ∧ (b¯ ∧ sv)
∗)
)
= h
(
du ∧ dv ∧ b¯ ∧ su ∧
(
b¯
∗
∨˙s∗v
))
= h
(
d ∧ su ∧
((
b¯ ∧ b¯
∗)
∨˙
(
b¯ ∧ s∗v
)))
by d := du ∧ dv
= h
(
d ∧ su ∧ b¯ ∧ s
∗
v
)
= h (d ∧ su ∧ s
∗
v) by b¯ > s
∗
v
= d ∧ su ∧ s
∗
v
= d ∧ su ∧ (b ∧ (b
∗∨˙s∗v)) by (5.19)
= (du ∧ b ∧ su) ∧ (dv ∧ (b ∧ sv)
∗
)
= h(u) ∧ h(v)
(3): u ∈ S, v = d∧ b¯∧ s with π0(s) = 1. We consider two subcases:
(3.1): π0(u) = 1. Then π0(u ∧ s) = 1, thus
h(u ∧ v) = h(u ∧ (d ∧ b¯ ∧ s))
= h(d ∧ b¯ ∧ (u ∧ s))
= d ∧ b ∧ (u ∧ s)
= u ∧ (d ∧ b ∧ s)
= h(u) ∧ h(v)
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(3.2): π0(u) = 0.
h(u ∧ v) = h(u ∧ (d ∧ b¯ ∧ s))
= h(d ∧ u ∧ s) by b¯ > u
= d ∧ u ∧ s
= u ∧ (d ∧ b ∧ s) by (5.19)
= h(u) ∧ h(v)
(4): u ∈ S, v = d ∧ (b¯ ∧ s)∗ with π0(s) = 1. There is du ∈ D(S)
such that u = du ∧ u∗∗. We consider again two subcases:
(4.1): π0(u) = 1. Then π0(u ∧ s) = 1, thus
h(u ∧ v) = h
(
(du ∧ u
∗∗) ∧
(
d ∧
(
b¯ ∧ s
)∗))
= h
(
du ∧ d ∧
(
u∗∨˙
(
b¯ ∧ s
))∗)
= h
(
du ∧ d ∧
((
u∗∨˙b¯
)
∧ (u∗∨˙s)
)∗)
= h
(
du ∧ d ∧
(
b¯ ∧ (u∗∨˙s)
)∗)
by b¯ > u∗
= du ∧ d ∧ (b ∧ (u
∗∨˙s))
∗
= du ∧ d ∧ ((u
∗∨˙b) ∧ (u∗∨˙s))
∗
by (5.19)
= du ∧ d ∧ (u
∗∨˙(b ∧ s))
∗
= (du ∧ u
∗∗) ∧ (d ∧ (b ∧ s)∗)
= h(u) ∧ h(v).
(4.2): π0(u) = 0:
h(u ∧ v) = h
(
(du ∧ u
∗∗) ∧
(
d ∧
(
b¯ ∧ s
)∗))
= h
(
du ∧ d ∧ u
∗∗ ∧
(
b¯
∗
∨˙s∗
))
= h
(
du ∧ d ∧
((
u∗∗ ∧ b¯
∗)
∨˙(u∗∗ ∧ s∗)
))
= h(d ∧ du ∧ u
∗∗ ∧ s∗) by u∗∗ ∧ b¯
∗
= 0
= d ∧ du ∧ u
∗∗ ∧ s∗
= d ∧ du ∧ ((u
∗∗ ∧ b∗)∨˙(u∗∗ ∧ s∗)) by (5.19)
= du ∧ d ∧ (u
∗∗ ∧ (b∗∨˙s∗))
= u ∧ (d ∧ (b ∧ s)∗)
= h(u) ∧ h(v)
For (5.22) we consider, assuming π0(s) = 1, the following cases:
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(1): u = d ∧ b¯ ∧ s:
h(u∗) = h
((
d ∧ b¯ ∧ s
)∗)
= h
(
1 ∧
(
b¯ ∧ s
)∗)
by (2.10)
= 1 ∧ (b ∧ s)∗
= (d ∧ b ∧ s)∗
= h(u)∗
(2): u = d ∧ (b¯ ∧ s)∗:
h(u∗) = h
((
d ∧
(
b¯ ∧ s
)∗)∗)
= h
(
1 ∧
(
b¯ ∧ s
)∗∗)
by (2.10)
= h
(
1 ∧ b¯ ∧ s
)
= 1 ∧ b ∧ s
= (d ∧ (b ∧ s)∗)∗
= h
(
d ∧
(
b¯ ∧ s
)∗)∗
= h(u)∗
(v.ii): To show the injectivity of h assume x, y ∈ T with x 6= y. If
x, y ∈ S then h(x) 6= h(y) trivially holds. We consider the following
non-trivial cases:
(1): x ∈ S, y ∈ T \ S. We consider the following subcases:
(1.1): y = dy ∧ b¯ ∧ sy, π0(x) = 0. Then h(x) = h(y) is impossible:
h(x) = h(y) =⇒ x = dy ∧ b ∧ sy
=⇒ x∗∗ = b ∧ sy
=⇒ a∗q∨˙x
∗∗ = a∗q∨˙ (b ∧ sy)
=⇒ a∗q∨˙x
∗∗ =
(
a∗q∨˙b
)
∧
(
a∗q∨˙sy
)
=⇒ a∗q∨˙x
∗∗ = a∗q∨˙sy by a
∗
q∨˙b = 1
=⇒ πq
(
a∗q∨˙x
∗∗
)
= πq
(
a∗q∨˙sy
)
=⇒ πq (x
∗∗) = πq (sy)
But as π0(x) = 0 and π0(sy) = 1 we have π0(x) 6≥ aq,j , πq(sy) ≥ aq,j ,
contradicting the preceding equality.
(1.2): y = dy ∧ b¯ ∧ sy, π0(x) = 1. Then h(x) = h(y) again implies
x∗∗ = b ∧ sy from which we obtain x∗∗ ≤ b. Furthermore, x∗ < b
from (5.19) since π0(x
∗) = 0. The last two inequalities imply b = 1
contradicting the choice of b.
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(1.3): y = dy ∧
(
b¯ ∧ sy
)∗
, π0(x) = 0. h(x) = h(y) is impossible:
Similarly to the preceding subcase we obtain x∗ ≤ b. But (5.19) and
π0(x) = 0 imply x ≤ b. Together we obtain b = 1 again contradicting
the choice of b.
(1.4): y = dy ∧
(
b¯ ∧ sy
)∗
, π0(x) = 1. h(x) = h(y) is impossible:
h(x) = h(y) =⇒ x = dy ∧ (b ∧ sy)
∗
=⇒ x∗∗ = (b ∧ sy)
∗
=⇒ x∗∗ = b∗∨˙s∗y
=⇒ b ∧ x∗∗ = b ∧ s∗y
=⇒ b∗∨˙x∗ = b∗∨˙sy
=⇒ a1∨˙x
∗ = a1∨˙sy by (5.17) and m = 1
=⇒ πq(a1∨˙x
∗) = πq(a1∨˙sy)
=⇒ πq(x
∗) = πq(sy)
But the last equation contradicts πq(x
∗) 6≥ aq,j , πq(y) ≥ aq,j .
(2): x, y ∈ T \ S. We consider the following subcases:
(2.1): x = dx ∧ b¯ ∧ sx, y = dy ∧ b¯ ∧ sy. Then h(x) = h(y) implies
b ∧ sx = b ∧ sy. As π0(s∗x) = π0(s
∗
y) = 0 (5.19) implies s
∗
x, s
∗
y < b, thus
b∗ ≤ sx, sy, from which we obtain b∗ ∧ sx = b∗ ∧ sy. It follows sx = sy.
dx ∧ b¯∧ sx 6= dy ∧ b¯∧ sy is not possible: Because of π0(b¯) = 0 there
is, setting s = sx = sy, m ∈ {1, . . . , q} such that πm(dx) = e and
πm(dy) = 1, which is equivalent to a
∗
m ∧dx < a
∗
m ∧dy = a
∗
m ∧ s. In the
case m < q we have a∗m < b due to (5.17), thus dx∧ b∧sx 6= dy ∧ b∧sy.
In the case m = q we have b ∧ a∗q ‖ dq, which is (5.18). Furthermore,
s ≥ a∗q as π0(s) = πq(s) = 1. We obtain h(y) = dy ∧ b ∧ s ‖ dq. On
the other hand because of dx ≤ dq we have h(x) ≤ dx ≤ dq, again
contradicting our assumption h(x) = h(y).
(2.2): x = dx ∧
(
b¯ ∧ sx
)∗
, y = dy ∧
(
b¯ ∧ sy
)∗
. As in the preced-
ing subcase h(x) = h(y) implies b ∧ sx = b ∧ sy, again leading to a
contradiction.
(2.3): x = dx ∧ b¯∧ sx, y = dy ∧
(
b¯ ∧ sy
)∗
. Here h(x) = h(y) implies
b ∧ sx = b∗∨˙s∗y, which is impossible.
Now we can prove that the satisfiability of the axioms (AC1)–(AC4)
and (EC1)–(EC5) is sufficient for a p-semilattice to be existentially
closed.
Theorem 5.12. If a p-semilattice P satisfies the axioms (AC1)–(AC4)
and (EC1)–(EC5), then it is existentially closed.
Proof. We assume that S, T and Q satisfy (1) and (2) of Lemma 5.1
and show that there is S′ ≤ P such that S′ ∼=S T. With Lemma 5.1
follows that Lemma P is existentially closed.
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As S ≤ T the number r of Boolean anti-atoms of S that are also
anti-atoms of T is less or equal than r′, the number of Boolean anti-
atoms of T. k−r =
∑s1
i=1 f1(i) is the number of Boolean anti-atoms of
S that are below a proper dense element of T; the factor
∏s1
i=1Ff1(i)
in (5.1) generates the Boolean anti-atoms of S that are not anti-atoms
of T.
If s′ = 0 then s1 = s2 = 0; applying (EC1) r
′ − r times yields
a subalgebra S of P satisfying S ∼=S T. Therefore we assume 0 ≤
s1 + s2 < s
′ and 0 ≤ r ≤ r′.
According to Lemma 5.2 there is a sequence T0, . . . ,Ts1 of sub-
algebras of T with T0 = S such that for k = 0, . . . , s1 − 1 we have
Tk ≤ Tk+1 and
Tk ∼= 2
r ×
k∏
i=1
F̂f1(i) ×
s1∏
i=k+1
Ff1(i) ×
s2∏
i=1
F̂f2(i), (5.23)
thus,
Ts1
∼= 2r ×
s1∏
i=1
F̂f1(i) ×
s2∏
i=1
F̂f2(i),
which we can write as
Ts1
∼= 2r ×
s1+s2∏
i=1
F̂f(i) (5.24)
with f(i) = f1(i) if 1 ≤ i ≤ s1 and f(i) = f2(i) if s1 + 1 ≤ i ≤ s1 + s2.
For all i ∈ {1, . . . , s1 + s2} there is a sequence Ti,0, . . . ,Ti,g(i)−f(i)
such that
Ti,j ≤ Ti,j+1 (0 ≤ j < g(i)− f(i)), (5.25)
Ti,j1 ≤ Ti+1,j2 (0 ≤ j1 < g(i)− f(i), 0 ≤ j2 < g(i+ 1)− f(i+ 1)),
(5.26)
Ti,j ∼= 2
r ×
i−1∏
k=1
F̂g(k) × F̂f(i)+j ×
s1+s2∏
k=i+1
F̂f(k) (0 ≤ j ≤ g(i)− f(i)),
(5.27)
thus
Ts1+s2,g(s1+s2)−f(s1+s2)
∼= 2r ×
s1+s2∏
i=1
F̂g(i). (5.28)
According to Lemma 5.3 there is, setting q = s′ − s1 − s2, a sequence
U0, . . . ,U2q of subalgebras of T with U0 = Ts1+s2,g(s1+s2)−f(s1+s2)
and U2q ∼= 2r ×
∏s′
i=1 F̂g(i) such that for k = 0, . . . , 2q − 1 we have
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Uk ≤ Uk+1, whereby Uk+1 ∼= Uk × F̂lk+1 (k = 0, . . . , q − 1 and 1 ≤
lk+1 ≤ g(k + 1)),
Uq+k ∼= 2
r ×
s1+s2+k∏
i=1
F̂g(i) ×
s′∏
i=s1+s2+k+1
F̂li (k = 0, . . . , q). (5.29)
In (5.29) there is for every k ∈ {0, . . . , q − 1} a sequence Uq+k,0,
. . . ,Uq+k,g(k)−lk such that
Uq+k,j ≤ Uq+k,j+1 (0 ≤ j < g(k)− lk), (5.30)
Uq+k,j ∼= 2
r ×
s1+s2+k−1∏
i=1
F̂g(i) × F̂lk+j (5.31)
×
s′∏
i=s1+s2+k+1
F̂li (0 ≤ j ≤ g(k)− lk).
Finally, there is according to Lemma 5.4 a sequence V0, . . . ,Vr′−r of
subalgebras of T such that Vj ≤ Vj+1 for 0 ≤ j < r′ − r and
Vj ∼= 2
r+j ×
s′∏
i=1
F̂g(i) (j = 0, . . . , r
′ − r). (5.32)
We set S0 = S and h0 = idS . According to Lemma 5.8 there exists for
every k ∈ {0, . . . , s1 − 1} a subalgebra Sk+1 of P and an isomorphism
hk+1 : Sk+1 → Tk+1 extending hk, (Tk)0≤k≤s1 the above sequence of
subalgebras of T satisfying (5.23).
Now we set S0,0 = Ss1 . According to Lemma 5.10 there exists for
every i ∈ {1, . . . , s1 + s2} and every j ∈ {0, . . . , g(i)− f(i)} a subalge-
bra Si,j+1 and an isomorphism hi,j+1 : Si,j+1 → Ti,j+1 extending hi,j ,
the above sequences of subalgebras (Ti,j)0≤j≤g(i)−f(i) of T satisfying
(5.25)-(5.27).
Now we set Sq = Ss1+s2,g(s1+s2)−f(s1+s2). According to Lemma
5.9 there exists for every k ∈ {0, . . . , q − 1} a subalgebra Sq+k+1
of P and an isomorphism hq+k+1 : Sq+k+1 → Uk+1 extending hq+k,
(Uk)1≤k≤q the above sequence of subalgebras of T satisfying (5.30)
and (5.31) respectively. According to Lemma 5.10 there exists for ev-
ery k ∈ {1, . . . , q} and every j ∈ {0, . . . , g(k) − lk − 1} a subalgebra
Sq+k,j+1 and an isomorphism hq+k,j+1 : Sq+k,j+1 → Uk,j+1 extending
hq+k,j , (Uk,j)0≤j≤g(k)−lk−1 the above sequence of subalgebras of T
satisfying (5.31).
According to Lemma 5.11 there exists for every j ∈ {0, . . . , r′ − r}
a subalgebra S2q+j+1 of P and an isomorphism h2q+j+1 : S2q+j+1 →
Vj+1 extending h2q+j , (Vj)0≤j≤r′−r the above sequence of subalgebras
of T satisfying (5.32).
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The above implies that h2q+r′−r : S2q+r′−r → T is the desired iso-
morphism over S since Vr′−r = T and every extension of h1 is over
S.
With the preceding results we finally obtain the desired result.
Corollary 5.13. A p-semilattice P is existentially closed if and only
if P satisfies (AC1)–(AC4) and (EC1)–(EC5).
Proof. Combine Theorem 5.7 and Theroem 5.12.
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