ABSTRACT: An empirical potential based on permanent atomic multipoles and atomic induced dipoles is reported for alkanes, alcohols, amines, sulfides, aldehydes, carboxylic acids, amides, aromatics, and other small organic molecules. Permanent atomic multipole moments through quadrupole moments have been derived from gas phase ab initio molecular orbital calculations. The van der Waals parameters are obtained by fitting to gas phase homodimer QM energies and structures, as well as experimental densities and heats of vaporization of neat liquids. As a validation, the hydrogen bonding energies and structures of gas phase heterodimers with water are evaluated using the resulting potential. For 32 homo and heterodimers, the association energy agrees with ab initio results to within 0.4 kcal/mol. The RMS deviation of the hydrogen bond distance from QM optimized geometry is less than 0.06 Å. In addition, liquid self diffusion and static dielectric constants computed from a molecular dynamics simulation are consistent with experimental values. The force field is also used to compute the solvation free energy of 27 compounds not included in the parametrization process, with a RMS error of 0.69 kcal/mol. The results obtained in this study suggest that the AMOEBA force field performs well across different environments and phases. The key algorithms involved in the electrostatic model and a protocol for developing parameters are detailed to facilitate extension to additional molecular systems.
' INTRODUCTION
Organic molecules are the basic constituents of biology and material science. Modeling studies involving organic compounds are widely used in many areas such as physical chemistry, bio logical structure and function, and nanotechnology. Progress in quantum chemistry and the availability of fast computers has empowered the routine study of small molecules with high levels of ab initio theory and large basis sets. However, first principles statistical thermodynamics sampling techniques are still not practical for use with most high level QM methods. Thus, molecular modeling based on empirical potentials is widely used for theoretical inquiries into microscopic and macroscopic phenomena across chemistry and biology. Atom based force field models such as MM3, 1 AMBER, 2 CHARMM, 3 OPLS, 4 and GROMOS 5 have been developed for a wide range of organic compounds and biomacromolcules. These models describe electrostatic interactions with fixed point charges on atoms and treat van der Waals interactions via Lennard Jones potentials or other simple functions. Numerous studies have shown that many of the physical properties and structures of organic molecules can be adequately reproduced with current fixed charge force fields. Increases in computing power have enabled the simulation of larger molecular systems and more precise investigation of their properties. However, there are acknowledged shortcomings of the current generation of fixed charge potentials. They assume the atomic charges derived from training systems are approxi mately transferable to systems in different chemical environ ments. Explicit accounting of many body effects is required for a general potential to capture the electrostatic response to different molecular environments: homo or heterogeneous, low or high dielectric, nonpolar or highly polarizable.
Polarization effects were initially used in the description of molecular refractivity and other chemical phenomena nearly 100 years ago. 6 Early in the era of modern computational chem istry, polarization was applied to the study of enzymatic reac tions 7 and incorporated into prototype molecular dynamics algorithms. 8 Recently, there have been increasing efforts toward developing polarizable force fields for molecular simulation, based on a variety of empirical models for induction, such as classical induced dipoles, 2,9 22 fluctuating charges, 23 30 and Drude oscillators. 9,31 35 Detailed discussions of the various polarization models can be found in recent reviews of polarizable force field development. 36 40 The performance of different approaches in accounting for polarization has been compared in the study of ion and small molecule interactions. 41, 42 The modeling of neat organic liquids, including alcohols, acids, amides, and aromatics, has also been reported using polarizable potentials. 11,22,35,43 50 Restriction to fixed atomic point charges constrains the flexibility of a model in representing the electrostatic potential around a molecule 51, 52 and thus limits the accuracy of the treatment of molecular interactions. Improvement can be achieved by adding extra charge sites, typically at bond centers or lone pair positions. For example, the TIPxP series of water models, TIP3P, 53 TIP4P, 53 and TIP5P, 54 adopts increasing numbers of charge sites. Re cently, the extra site approach was introduced into a Drude Alternatively, one can directly incorporate higher order mo ments, such as dipole and quadrupole moments, at the atomic centers to improve the representation of the charge distribution. The convergence advantage of using multipoles distributed over atomic sites, as opposed to a single molecule centered set of moments, has been discussed in the literature. 55, 56 Over two decades ago, Buckingham and Fowler 57, 58 were the first to apply distributed multipole moments to structural modeling of small molecule complexes. Their proposed intermolecular potential, consisting of hard sphere repulsion and atomic multipole based electrostatics, was able to reproduce a number of experimental equilibrium geometries and orientational pre ferences. Recently, coarse grained potentials with point multi poles have been used successfully in modeling hydrogen bonded molecular liquids. 59, 60 The AMOEBA (Atomic Multipole Optimized Energetics for Biomolecular Applications) force field was initially developed for water. 18, 20 The current study reports the extension of the AMOEBA model to organic compounds including alkanes, alcohols, amines, sulfides, aldehydes, carboxylic acids, amides, and aromatics. A cornerstone of the AMOEBA force field is an improved electrostatic potential based on atomic multipoles and classical induced dipole moments. The atomic multipole mo ments are obtained from high level ab initio calculations on gas phase monomers. An empirical atomic dipole induction model describes the many body polarization effects important in clus ters and condensed phase environments. A small, consistent set of atomic polarizability parameters is used to treat intermolecular polarization as well as intramolecular polarization between func tional group fragments. van der Waals (vdW) parameters are refined via gas phase homodimer molecular orbital calculations and molecular dynamics simulation of liquid properties. Addi tional gas phase and liquid phase computations, including hy drogen bonding in gas phase heterodimers, the dielectric and diffusion constants of neat liquids, and hydration free energies of organic compounds have been utilized to validate the resulting force field.
' METHODS Potential Energy Model. The interaction energy among atoms is expressed as
where the first five terms describe the short range valence interactions: bond stretching, angle bending, bondÀangle cross term, out of plane bending, and torsional rotation. The last three terms are the nonbonded interactions: van der Waals, permanent electrostatic, and induced electrostatic contributions. The indi vidual terms for these interactions have been described in detail in a previous publication. 61 Some additional methodology, intro duced to treat electrostatic polarization in molecular systems beyond water, will be detailed below. Polarization effects in AMOEBA are treated via Thole's interactive induction model that utilizes distributed atomic polarizability. 62, 63 According to this interactive induction scheme, induced dipoles produced at the atomic centers mutually polarize all other sites. A damping function is used at short range to eliminate the polarization catastrophe and results in correct anisotropy of the molecular response (i.e., diagonal components of the molecular polariz ability tensor) starting from isotropic atomic polarizabilities. Thole damping is achieved by screening of pairwise atomic multipole interactions and is equivalent to replacing a point multipole moment with a smeared charge distribution. 13 The damping function for charges is given by
where u = r ij /(α i α j ) 1/6 is the effective distance as a function of interatomic distance r ij and the atomic polarizabilities of atoms i (α i ) and j (α j ). The coefficient a is the dimensionless width of the smeared charge distribution and controls the damping strength. The corresponding damping functions for charge, dipole, and quadrupole interactions were reported previously. 18 The Thole model is able to reproduce the molecular polariz ability tensors of numerous small molecules with reasonable accuracy using only element based isotropic atomic polarizabil ities and a single value for the damping factor. 62 In our water study, it was discovered that the dependence of molecular polarizability on the damping coefficient is weak, but the polariza tion energy is much more sensitive to the strength of damping. After fitting the interaction energies of a series of small water clusters, we have chosen a universal damping factor of a = 0.39, rather than the value of 0.572 suggested by Thole. We adopt the atomic polarizabilities (Å 3 ) as originally given by Thole, i.e., 1.334 for carbon, 0.496 for hydrogen, 1.073 for nitrogen, and 0.837 for oxygen. The only exception is for aromatic carbon and hydrogen atoms, where we found that the use of larger values greatly improves the molecular polarizability tensor of benzene and polycyclic aromatics. The AMOEBA values for atomic polarizability are given in Table 1 . In addition, for metal dications, we have found it necessary to use stronger damping (a < 0.39) to better represent the electric field around the ions. 21, 61, 64 Intramolecular Polarization. For a large molecule such as a multifunctional organic or a biopolymer, polarization arises not only from the electric field of other molecules but also from distal portions of the same molecule. It is crucial to describe the intra and the intermolecular response in a consistent manner. In prior work, we investigated the effect of intramolecular polarization on the conformational dependence of the electrostatic potential surrounding a dipeptide. 15 As observed by others, 65 the electro static parameters derived for alanine dipeptide vary significantly depending upon the conformation used to derive the values. A simple average over multipole moments obtained from a set of conformers does not transfer well between conformers, i.e., gives poor electrostatic potentials on different conformers. Furthermore, when short range polarization between bonded atoms is ignored, use of intramolecular polarization yields only marginal improvement over current nonpolarizable potentials. To overcome this problem, a group based intramolecular polar ization scheme has been devised. 15 The "groups" are typically functional groups with limited conformational degrees of free dom, such as an amide group or phenyl ring. In this scheme, the permanent atomic multipoles (PAM) polarize between, and not within, groups. For a small molecule consisting of a single polariza tion group, such as water or ammonia, permanent atomic multipoles do not polarize sites within the same molecule, while "mutual" induction occurs among all polarizable sites as described above. This design offers a clear connection between the treatment of small molecules and that of the analogous fragments inside a larger
where μ i is the dipole induced by intramolecular polarization by M i The M i are obtained by substituting μ i from eq 4 below into the preceding equation. This approach allows derivation of conformation independent atomic multipole parameters for larger organic compounds with multiple polarization groups. A local coordinate frame is defined at each atomic site and used to rotate atomic multipole moments as neighboring atoms move during structure manipulation. As shown in Figure 1 , three types of local frames are sufficient to handle essentially all situations arising in organic chemistry. Polarization Energy. Formally, the induced dipole vector on any polarizable site i can be expressed as
and the associated energy is
where
,r 2 ,r 3 , etc.] is a 3 Â 13 matrix with
n representing the second through fourth rows of the multipoleÀmultipole interaction matrix T ij (see Appendix, eq A2). T ij 11 = r ik 2 is a 3 Â 3 submatrix consisting of elements in T ij 1 corresponding to the dipole moments. As discussed above, the atomic polarizability is isotropic. Therefore, the off diagonal elements of the tensor, α i , are all zero, and the Figure 1 . Local coordinate frame definitions for atomic multipole sites. (a) The Z then X frame is used for general sites and, with the addition of a third orthogonal y axis, can treat chiral centers. The majority of AMOEBA multipole sites are defined using this local frame. (b) The Bisector frame is useful for molecules with 2 fold local symmetry or pseudosymmetry, such as water and aliphatic methylene carbon atoms. (c) The Z Bisector frame is used for sites such as the sulfur atom of dimethylsulfoxide, which have a distinct primary ("Z") axis and symmetry or pseudosymmetry along a secondary direction.
three diagonal elements take the same scalar value. The factor of 1/2 is a result of the induction cost for the formation of induced dipoles. In eq 4, the first term inside the parentheses on the right hand side is the "direct" electric field, E, due to permanent multipoles outside the polarization group of atom i (index j). The second term corresponds to "mutual" induction by all induced dipoles (index k). Thus, direct induction due to permanent multipoles only occurs between groups, while mutual polarization between induced dipoles involves every atom pair. When computing energies, as opposed to induced dipoles, the scaling of 1À2, 1À3, and other local interactions is applied to permanent and polarized electro static terms as with other molecular mechanics models. In addition, dipole induction is damped at short range to avoid the "polarization catastrophe", and damping is applied consis tently to the induced field, energy, and force. For convenience, scaling and damping is assumed to be implicitly included with the T matrix elements in the present discussion.
The set of induced dipole equations is solved iteratively to obtain the final dipole values. The convergence is accelerated via a successive over relaxation (SOR) procedure.
where μ i (0) = α i ∑ T ij 1 M j is the "direct" induced dipole moment generated by the permanent field. The default ω value is 0.7, while for the case ω = 1, eq 6 reduces to eq 4.
Energy Gradient and Ewald Summation. The energy gra dient due to permanent multipole moments, including force and torque components, was derived by Smith for a standard Ewald summation. 68 We have previously reported the AMOEBA Ewald force, torque, and virial arising from dipole induction in water systems. 18 Note that the pairwise direct (non Ewald) formula can be obtained by replacing the real space screening factor B(r) with the corresponding function of 1/r 18, 68 and vice versa. The torque components are converted to atomic forces on the relevant frame defining atoms in our implementation. It is also possible to derive the analytical forces corresponding to the torques directly via an infinitesimal rotation, 69 or by taking the derivative of the rotation matrix. 70 When evaluating the energy derivative directly, the additional chain rule terms due to the local frame rotation matrices are equivalent to the forces converted by means of the torque implementation. In the Appendix, we provide a derivation of the polarization energy gradient, with a focus on terms arising from intramolecular polarization.
The Ewald real space interactions need to be modified to accommodate short range scaling of electrostatics and damping of dipole induction as mentioned above. To scale the interaction between an atom pair, a term (f scale À 1) U 0 is added to the total Ewald energy, where U 0 is the full (non Ewald) interaction between the pair, and the scaling factor, f scale , ranges from 0 to 1. Analogous approaches are used in computing forces, fields, and torques.
Particle mesh Ewald (PME) for point multipoles 69 has been implemented in the TINKER and AMBER/PMEMD software packages. PME significantly improves the computational effi ciency as its cost scales as N log N, where N is the number of particles. The addition of dipole and quadrupole moments to the PME method roughly doubles the computational expense versus point charge only models. Calculation of induced dipoles can be time consuming with the simple iterative solution method, depending upon the level of SCF convergence required. Alter native fast predictive induced dipole schemes have been sug gested. 71, 72 Acceleration via extended Lagrangian methods has been reported for induced dipole polarization 73 75 and is under investigation for the AMOEBA model.
A standard Ewald summation implies the use of "tinfoil" boundary conditions, corresponding to a system immersed in a conducting dielectric environment (i.e., ε = ∞). It is possible to include a boundary correction to the Ewald energy if other environments, such as insulating boundary conditions, are de sired. For a cubic box, the correction term is a function of the total cell dipole moment, while for other system shapes the analytical form is difficult to derive. 76, 77 Note that the energy obtained via Ewald summation is equivalent to the energy obtained using an infinitely long atom based cutoff for the same periodic system. However, group based cutoffs are often applied to preserve local charge neutrality. When using group cutoffs, the energy asymp totically approaches a different value from atom cutoffs as the cutoff length increases. The difference between the two energies is exactly equal to the above boundary correction term. This suggests that care must be taken if cutoff methods are applied to a system containing multipoles since the dipole and higher order moments are intrinsically group based.
Parameterization. The atomic polarizabilities are listed for each AMOEBA atom type in Table 1 . The values are the same as those derived by Thole 62 except for aromatic carbon and hydrogen atoms, which have been systematically refined using a series of aromatic systems, including a small carbon nanotube (see Table 3 ). The molecular polarizabilities computed using the current model are compared to experimental values for selected compounds in Table 2 . Reducing the damping factor from Thole's original value of 0.567 to AMOEBA's 0.39 is critical to correctly reproducing water cluster energetics. 18 On the other hand, AMOEBA's greater damping leads to a slight systematic underestimation of molecular polarizabilities. However, given the simplicity of the model, the agreement is generally satisfactory for both average polarizabilities and their anisotropies. As described above, polar ization groups are defined for purposes of treating intramolecular polarization. Typically, a functional group is treated as a single polarization group. For example, methylamine is a group by itself, while ethylamine has two groups: ÀCH 2 NH 2 and CH 3 À. The groups are specified in AMOEBA parameter files in the following format: "polarize A α 0.39 B C", where α is the polarizability for atom type A, 0.39 is the damping coefficient in eq 2, and B and C are possible bonded atom types that belong to the same polar ization group as atom type A.
The permanent atomic multipoles were derived for each molecule from ab initio QM calculations. Ab initio geometry optimization and a subsequent single point energy evaluation were performed at the MP2/6 311G(1d,1p) level using Gaussian 03. 78 For small molecules with less than six heavy atoms, Distributed Multipole Analysis (DMA v1.2 79 ) was used to com pute the atomic multipole moments in the global frame using the density matrix from the QM calculation. Next, the TINKER POLEDIT program rotates the atomic multipoles into a local frame and extracts Thole based intramolecular polarization to produce permanent atomic multipole (PAM) parameters. Thus, when the AMOEBA polarization model is applied to the perma nent atomic moments, the original ab initio derived DMA is recovered. Finally, the POTENTIAL program from the TINKER package is used to optimize the permanent atomic multipole
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parameters by fitting to the electrostatic potential on a grid of points outside the vdW envelope of the molecule. The reference potential for the fitting step is typically derived from a single point calculation at the MP2/aug cc pVTZ level. Only a partial optimization to the potential grid is used to keep the atomic moments close to their DMA derived values while still providing an improved molecular potential. The fitting approach is also useful for molecules containing symmetry averaged atoms of the same atomic multipole type. In this case, simple arithmetic averaging would degrade the quality of the PAM. For example, in dimethyl or trimethylamine, all of the methyl hydrogen atoms are indistinguishable and adopt the same atom type. The DMA multipole values for these atoms are somewhat different due their nonequivalence in any single conformation, and PAM derived by simple averaging would lead to a large error in the molecular dipole moment. The potential optimized PAM, where methyl hydrogens are constrained to adopt equivalent values, will reproduce almost exactly both the ab initio potential and the molecular multipole moments. Our standard procedure is to use a molecular potential grid consisting of a 2 Å shell beginning 1 Å out from the vdW surface. The DMA monopole values are generally fixed during the potential fitting procedure.
This electrostatic parametrization protocol is particularly impor tant for larger molecules and for molecules with high symmetry. It is known that the original DMA approach tends to give "unphysical" multipole values for large molecules when diffuse functions are included in the basis set even though the resulting electrostatic potential is correct. A recent modification of DMA 80 has been put forward to address this issue. However, in our hands, the multipoles from the modified scheme seem less transferable between conformations. The above protocol allows derivation of PAM corresponding to larger basis sets than would be practical with the original DMA method. Note that this procedure is different from restrained potential fits commonly used to fit fixed atomic charge models, as the starting DMA values are already quite reasonable and the fitting can be considered as a small perturbation biased toward the larger basis set potential. The overall procedure has been extensively tested in a small molecule hydration study 81 and will be used in future AMOEBA parameterization efforts.
Empirical vdW parameters were determined by fitting to both gas and liquid phase properties. The gas phase properties include homodimer binding energy (BSSE corrected) and structure from ab initio calculations at the MP2/aug cc pVTZ level or above. Liquid properties include experimental density and the heat of vaporization of neat liquids. The vdW parameters were first estimated by comparing the structure and energy of the AMOE BA optimized dimer with ab initio results and then fine tuned to reproduce the experimental liquid density and heat of vaporiza tion via molecular dynamics simulation. Additional homodimers at alternative configurations, heterodimers with water, and liquid properties were computed post facto for the purpose of validation. A more generic force field atom classification for vdW param eters was enforced to ensure transferability. Table 1 lists the common vdW atom classes used by AMOEBA, together with the corresponding vdW parameters and polarizabilities. The vdW atom classes are also used to define parameters for all of the valence potential energy terms. The parameters for bonded terms, initially transferred from MM3, are optimized to repro duce ab initio geometries and vibration frequencies. In the final parametrization step, after all other parameters are fixed, tor sional parameters are obtained by fitting to ab initio conforma tional energy profiles at the MP2/6 311++(2d,2p) level of theory.
' COMPUTATION DETAILS
All force field calculations were carried out using the TINKER molecular modeling package. 82 The ab initio molecular orbital calculations were performed using Gaussian 03. 78 AMOEBA energy minimization of gas phase dimers was performed to achieve a RMS gradient of 0.01 kcal/mol/Å per atom. For bulk phase simulations, Particle Mesh Ewald was applied to treat the long range electrostatic interactions, with a 9 Å real space cutoff. A 12 Å switched cutoff is used for vdW interactions. Crystal minimizations were terminated when the gradient fell below 0.1 kcal/mol/Å per degree of freedom (atomic coordinates and cell parameters). The periodic box for neat liquid simulation systems was a cube approximately 20 Å on a side. A 2 ns NVT simulation was performed for each neat liquid, with an integration time step of 1 fs and the density set to the experimental value. A Berendsen thermostat was used to control the temperature. 83 The average pressure, heat of vaporization, and diffusion constant were calculated from the trajectories using the same formula reported for water. 18 Starting from the final configuration of each NVT run, NPT simulations of 2 ns were performed and used to compute average densities. NPT simulations of up to 6 ns were used to estimate the dielectric constants for selected compounds. NPT simula tions used the Berendsen barostat with a relaxation time τ of 5 ps to control pressure. 83 Solvation free energies were computed using the same free energy perturbation procedure reported previously. 84 The hydration free energy of each small molecule was calculated by summing up free energies for three thermo dynamic cycle steps: solute discharging in a vacuum, solute vdW coupling with a solvent (water), and solute recharging in water. Charging steps were performed over seven windows, and vdW coupling steps were performed in 16 windows. A softcore modifcation of the buffered 14À7 function was used in the vdW coupling. 84 Samples of solutes in a vacuum were collected every 0.5 ps from 10 ns stochastic dynamics simulations with an integration time step of 0.1 fs. Condensed phase simulations were run for 1 ns under NVT in 850 water molecules as the solvent, with the system density fixed at 1.000 g cm 3 . Snapshots were saved every 0.5 ps for free energy evaluation. Induced dipoles are converged to a RMS change of 0.00001 D per step for simulations in a vacuum and 0.01 D in bulk simulations. Free energy was calculated by re evaluating the energy from the saved MD snapshots with the induce dipoles converged to 0.00001 D RMS. The Bennett Acceptance Ratio (BAR) method 85 was used to estimate the free energy change between neighboring steps.
The TINKER VIBRATE program was used for normal mode calculations, implemented via diagonalization of the mass weighted Hessian matrix of Cartesian second derivatives.
' RESULTS AND DISCUSSION Gas Phase Calculations. In conventional fixed charge force fields, atomic partial charges are often "pre polarized" to match those in the liquid state by empirical scaling of ab initio charges from the gas phase. In contrast, the electrostatics parameters in AMOEBA are derived from high level ab initio calculations in the gas phase, and electronic polarization by the environment is accounted for explicitly. Homodimer association energies and equilibrium geometries in the gas phase were used in conjunction with the condensed phase properties to obtain vdW parameters for alkanes, aromatics, amines, alcohols, amides, and sulfides. Additional local minima corresponding to heterodimers with a water molecule, as hydrogen bond donor and acceptor, were utilized to further validate the parameters.
Intramolecular Interactions. The intramolecular valence para meters for AMOEBA were initially transferred from MM3. 1 These values were already known to perform satisfactorily in terms of producing reasonable equilibrium molecular geome tries. We have further optimized the bond, angle, and other valence parameters against the ab initio equilibrium structures and vibration frequencies. As an illustration, the vibration frequen cies of methanol, ethanol, propanol, dimethylether, and phenol (total of 117 data points) calculated using the final AMOEBA parameters are compared with MP2/6 311++G(2d,2p) data in Figure 2 , where excellent agreement between AMOEBA and QM is seen to result from the parameter optimization. The average absolute vibration frequency error is 27.17 cm 1 , with a root mean square error (RMSE) of 33.77 cm 1 . The inclusion of a stretchÀbend cross term is critical to the quality of the vibration frequencies. Examples of conformational energy are given in Figure 3 for butane, methanol, phenol, ethylamine, and ethyl sulfide. The AMOEBA intramolecular nonbonded interactions, plus a standard torsional energy contribution computed via a traditional three term Fourier expansion, reproduce the ab initio conformational energy very well for these and other organic compounds. Table 4 gives the relative conformational energies (kcal/mol) of n butane.
Intermolecular Interactions. The equilibrium geometry and association energy of 32 homo and heterodimers of alkanes, amides, alcohols, amines, sulfides, and aromatics have been computed. Results are reported in Table 5 . For homodimers, the global minima have been utilized in the parametrization process, with vdW parameters adjusted further on the basis of liquid properties (see below). The results reported here are computed using the final AMOEBA parameter values. In addi tion, heterodimers with a water molecule serve as a test of the transferability of the model. The parameters of the water model were as reported previously. 18 In Table 5 , the dimer equilibrium geometries and association energies from AMOEBA and MP2/ aug cc pVTZ, with and without basis set superimposition error (BSSE) correction, are compared. The excellent correlation (R 2 = 0.99) of the AMOEBA energy with BSSE corrected ab initio QM association energy is shown in Figure 4 . Across the 32 dimer pairs, the average unsigned error in AMOEBA association energy is 0.31 kcal/mol with a RMSE of 0.38 kcal/mol. The AMOEBA association energy is calculated from the AMOBEA optimized dimer structures, which are also in good agreement with ab initio structures, as indicated by the hydrogen bond distance and angle comparison in Table 5 . In comparison to the aug cc pVTZ dimer geometry, AMOEBA gives a 0.056 Å RMSE in hydrogen bond lengths and 9.53°in angle values. Recently, Faver et al. 86 compared AMOEBA results for a series of dimer interaction energies. They found AMOEBA energies to be in better agree ment with high level QM results than the GAFF and MMFF force fields as well as many lower level QM protocols. The CHARMM fluctuating charge force field, another systematically derived polarizable force field, reported a 0.19 Å RMSE in hydrogen bond distance and 0.98 kcal/mol in dimerization energy for a series of soluteÀwater complexes when compared to DFT results. 29 Harder et al. reported good agreement on NMAÀwater dimer energies with MP2/6 311+G(3df,2p) using a Drude oscillator base polarizable force field. 34 In addition to the global minimum structures discussed above, several additional local minima for the dimers of formamide, DMF, NMAÀwater, ammonia, and benzene have been investi gated using AMOEBA. These calculations provide an additional check of the potential energy surface beyond the global energy basin.
Hydrogen Bond Directionality. One of the most important interactions in organic molecules, and one that molecular me chanics methods should model accurately, is the hydrogen bond. Classical molecular orbital arguments describe the directional dependence of hydrogen bonding as a balance between electro statics and charge transfer. 87 Since the mid 1980s, 88 most poten tials for biological simulation have used simple Coulombic interactions to describe hydrogen bonds, while some organic force fields have incorporated special directionally dependent terms. 89 Recently, a new energy decomposition analysis of the water dimer based on absolutely localized molecular orbitals (ALMOs) by the Head Gordon group suggested that the waterÀ water interaction is largely due to electrostatics and polarization, with only minimal formal charge transfer. 90 In Figure 5 , we compare AMOEBA results for the directionality of the formal dehydeÀwater hydrogen bond with those from MP2/aug cc pVTZ calculations and the fixed partial atomic charge based OPLS AA force field. For the planar hydrogen bonded struc tures, both AMOEBA and ab initio calculations yield minima at an acceptor angle near 120°with the linear structure lying about 1.5 kcal/mol higher in energy. This is in rough agreement with statistical distributions compiled from small molecule X ray structures. 91 For OPLS AA and other fixed partial charge models such as Amber and CHARMM (data not shown), there is very little angular dependence of the energy for a broad range of values centered at 180°. In AMOEBA, the quadrupole value on the carbonyl oxygen plays a major role in favoring the nonlinear configuration. A recently reported NEMO potential for formal dehyde provides independent evidence for the importance of local quadrupole moments. 92 Models based entirely on atomic charges (or atomic dipoles) are unable to break the symmetry along the CdO axis in order to provide a more favorable electro static potential at the "lone pair" angles. While the directional dependence of atomic charge models can be improved by including additional charges at lone pair 93 or π cloud sites, 94 this is not a general solution and may not adequately address nonstandard hydrogen bonds. 95, 96 Amides. Ab initio studies of a series of formamide and dimethyl formamide dimers have been reported previously 97, 98 and are compared with our own quantum calculations and AMOEBA results in Table 6 . In earlier work, we reported the inter and intramolecular electrostatic models for NMA and alanine dipeptide, 
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ARTICLE as well as free energy calculations of ion solvation in liquid formamide. 99 The six formamide dimer configurations investigated here are similar to those found by Vargas et al. 97 The global minimum is a cyclic configuration where two O 3 3 3 H hydrogen bonds con strain the dimer to form an 8 membered ring. The hydrogen bonding structure and distance in this dimer were used to adjust vdW parameters for carbonyl oxygen and amide hydrogen, while liquid simulations of a series of amides were utilized to fine tune vdW parameters for the amide C, O, N, and H atoms simulta neously. As shown in Table 6 , the six formamide dimer config urations optimized using MP2/aug cc pVDZ and AMOEBA are in excellent agreement, with an average RMSE of ∼0.1 Å in atomic coordinates.
For comparison, association energies were computed using AMOEBA and at the MP2/aug cc pVQZ level (for MP2/aug cc pVDZ optimized geometries) for each configuration. At this level of ab initio theory, the BSSE correction is about 0.6 kcal/mol for dimer A. Sponer and Hobza 98 have shown that the association energy is well converged between the MP2/aug cc pVQZ and MP2/cc pV5Z levels. At the MP2/aug cc pVTZ level, the asso ciation energy of dimer A is about 0.5 kcal/mol less negative than that obtained with the aug cc pVQZ basis set. Agreement between the ab initio and AMOEBA association energies for all six dimer configurations is 0.32 ( 0.22 kcal/mol.
These same dimers, especially the cyclic structure A, have been widely investigated using various ab initio methods, including CCSD(T)/CBS. 98, 100, 101 Both association and binding energies have been reported. The association energy is defined as the energy to separate the dimer without relaxing the monomer geometry, while the binding energy refers to the energy of the dimer relative to those of fully relaxed monomers. The difference between the two, i.e., the deformation energy upon binding, is reasonably small except for the cyclic dimer A. Our calculations suggest a deformation energy per molecule in dimer A of 0.8 kcal/mol at the MP2/aug cc pVQZ level. Moving from the equilibrium geometry of monomeric formamide to that in dimer A, the CdO bond elongates and the amide CÀN bond becomes shorter, similar to the changes observed for amides upon moving from the gas to the liquid phase. The strong orbital delocalization favored by dimer A leads to changes in bond order, and the large deformation energy observed is not correctly described by the classical description of bond stretching and angle bending used by AMOEBA. In the force field calculations, the changes in the bond lengths are in the correct direction; however, the magni tudes are less than those observed in ab initio results. Thus, the AMOEBA deformation energy for dimer A is only 0.2 kcal/mol per molecule. Similar problems exist in the treatment of general conjugated, π bonded systems. One possible solution, as imple mented for the MM3 model, 102 involves using a simple VESCF molecular orbital calculation to reassign bond orders on the fly.
In the current work, we omit such MO based corrections and attempt to compromise between agreement with the gas phase dissociation energies and reproduction of liquid phase thermo dynamics, structure ,and dynamics.
The dimethylformamide dimer provides an additional valida tion of the amide vdW parameters. Ab initio results, including binding energy and dimer structures at equilibrium, were re ported by Vargas et al. 95 A comparison between AMOEBA and the ab initio results is made in Table 6 . It should be noted that the BSSE corrections at the MP2/aug cc pVTZ level are almost 2 kcal/mol for dimers A and B, and more than 3 kcal/mol for dimers C and D. Overall, the AMOEBA results closely follow the BSSE corrected ab initio values.
Furthermore, three configurations of N methylacetamide (NMA) complexed with a single water molecule have been identified as minima by MP2/6 31+G* energy minimization, similar to those reported previously. 29 The association energies were evaluated at the MP2/aug cc pVTZ level. In two of the minima, water is the hydrogen donor, while in the third the water oxygen atom is hydrogen bonded to the NMA amide hydrogen. In Table 6 , the association energy and equilibrium structure given by AMOEBA are shown to be in excellent agreement with ab initio results for all three configurations.
Amines, Alcohols, and Acids. Among the stationary point structures of the ammonia dimer explored in the literature, 103, 104 the so called "linear" configuration is found to be a true minimum by both AMOEBA and ab initio optimization. A comparison of energies and geometries is given in Table 6 . Analogous to AMOE BA water, 18 the quadrupole components of the ammonia N and H atoms are scaled downward by 40%. The scaling of quadrupole moments has no effect on the molecular dipole moment but is necessary for producing correct dimer equilibrium structures (i.e., "flap angles") in the case of both water and ammonia, possibly due to the limited basis set used in the PAM derivation or the lack of quadrupole polarization in the AMOEBA model. For ammonia, we have chosen a quadrupole scaling factor of 0.6, which yields a reduced molecular quadrupole moment (Qzz = 2.46 au) in close agreement with available experimental values of 2.42 ( 0.04 au 105 and 2.45 ( 0.30 au. 106,107 For consistency, we have similarly scaled the atomic quadrupole moments of the ÀNH and ÀOH groups in amines and alcohols so they are comparable to those of water and ammonia. AMOEBA predicted methylamine and methanol dimer structures and energies are compared to corresponding ab initio results in Table 6 . Results from liquid simulations are also satisfactory, as shown in the next section on condensed phase simulations.
For both aldehydes and acids, the vdW parameters of the carbonyl group are transferred from amides, as given in Table 1 . A number of dimer configurations for formic acid have been investigated using both AMOEBA and ab initio methods. In Table 7 , we note that the deformation energy upon binding is 1.4 kcal/mol for formic acid configuration A (even higher than that of formamide), while in other configurations it is only a fraction of a kilocalorie per mole. This suggests a very strong electron delocalization in the cyclic configuration of dimer A. The BSSE from ab initio binding calculation using MP2/aug cc pVQZ at the MP2/aug cc pVTZ minimum geometry is 0.8 kcal/mol for dimer A. Deformation energies under the AMOEBA model are close to 0.1 kcal/mol, as expected.
Benzene and Other Aromatics. Benzene dimers have been widely studied in recent years using very high level ab initio quantum mechanics. 108 111 A comparison between AMOEBA and QM results on four dominant stationary benzene dimer configurations is shown in Table 6 . Overall agreement for the structure and energy is satisfactory, although AMOEBA selects the PD (parallel displaced) structure as the global minimum while QM favors the TT (T shaped tilted) configuration. As has been noted, the potential energy surface of the benzene dimer is extremely shallow. 109 According to AMOEBA, the two T shaped dimers (T and TT) are transition state structures rather than true minima, as indicated by negative eigenvalues of the Hessian matrix. Many QM calculations impose symmetry and/or do not minimize completely, so it is not yet clear which structures are true minima on high level ab initio surfaces.
The polarizability of various aromatics and a carbon nanotube section were calculated using AMOEBA with an atomic polariz ability of 1.75 Å 3 for C and 0.696 Å 3 for H. The carbon nanotube studied is an "armchair" configuration made of three units of (3,3) structure. DFT calculations of molecular polarizability were performed using geometries optimized at the HF/6 31G* level. Many combinations of carbon and hydrogen atomic polarizabil ities are able to reproduce the benzene molecular polarizability quite reasonably. However, upon comparing the molecular polarizabilities of a series of aromatic compounds, it is found that aromatic atomic polarizabilities for carbon and hydrogen must be increased from aliphatic values (see Table 3 ).
Condensed Phase Simulations. Density and Heat of Vaporization. The experimental density and heat of vaporization of a series of neat organic liquids were used to optimize vdW parameters. To enforce transferability, sets of compounds shar ing the same atom types (Table 1) were parametrized together with compounds from different functional group families. This simultaneous parametrization helps to maintain the chemical consistency among different elements and functional groups. Liquid phase MD simulations were used to sample virial based pressure values from NVT ensembles, and at the same time the heat of vaporization was computed from these trajectories. Table 6 for the formamide dimer. 
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In Table 8 , the results from liquid simulations are compared with experimental results. The overall RMSE in the heat of vaporization is 0.23 kcal/mol for the 37 compounds listed. The largest error of 0.9 kcal/mol was observed for acetamide at 494 K. The average pressure from the NVT simulations of all 37 compounds is 39 ( 124 atm, and the RMSE from the experimental value (1 atm) is 131 atm. This pressure deviation corresponds to a less than 1% change in density for most of these liquids. Selected NPT simulations were performed to confirm the density estimates. For liquid ammonia, we obtained an average pressure of 146 atm from the NVT simulation at the experi mental density 0.682 g cm 3 , while a corresponding NPT trajectory at 1 atm gave an average density of 0.676 g cm 3 (relative error 0.8%). For formic acid, the liquid expanded slightly from 1.218 to 1.200 g cm 3 when the pressure changed from 163 to 1 atm (1.5%). For methanol, the density increased by 0.3% from the 0.786 g cm 3 experimental value in the NPT simulation, while the NVT simulation produced an average pressure of À40 atm. The largest error is for the NVT pressure of 349 atm for dimethylacetamide (DMA), resulting in a density decrease of 2.2% from 0.936 to 0.915 in the NPT simulation. The statistical error in the pressure, estimated using a block average approach, is on the order of 50 atm, while the statistical error in the heat of vaporization is negligible. For liquid hydrogen sulfide, the heat of vaporization values calculated at four different temperatures are in excellent agreement with experimental values, as shown in Table 9 .
The overall performance on neat liquid properties seems slightly better than for fixed charge potentials such as OPLS AA 4 and COMPASS. 112, 113 Density and heat of vaporization are explicit targets in the AMOEBA force field optimization and development, as they are in nearly all force field models intended for bulk simulation. However, it should be kept in mind that gas phase cluster properties computed using the same AMOEBA parameter set are also in good agreement with ab initio MP2 results. The error in heat of vaporization for 14 organic liquids given by the CHARMM fluctuating charge force field was about 1 kcal/mol, which is somewhat greater than the fixed charge CHARMM force field. 29 Other polarizable force fields, including Drude oscillator 34, 35 and PIPF models, 22 have reported an accuracy comparable to AMOEBA for selected molecules.
Dielectric and Diffusion Constants. Dielectric constants and diffusion constants were computed for selected compounds and are compared with available experimental measurements in Figures 7  and 8 (see also Table 10 ). For both static dielectric and self diffusion constants, the overall agreement between AMOEBA and experiment values is satisfactory. Static dielectric constants were computed numerically from the cell dipole moment fluctuations and generally required multiple nanoseconds of simulation time to achieve convergence. Dielectric constants of individual liquids have been reported previously from fixed charge and polarizable force field simulations. Among the common fixed charge water models, TIP5P 54 reproduces the experimental static dielectric constant accurately, while other TIPxP, 53, 114 SPC, 115 and SPC/E 116 models give values that are either far too low or much too high. 54, 117 There seems to be no obvious correlation between the molecular electric moments and the 
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ARTICLE ability to reproduce the dielectric constant in the series of TIPxP models. Nonetheless, the adoption of five sites in TIP5P clearly has an effect on electrostatic interactions, as reflected in the water dimer energy surface and an increased tendency to form tetra hedral structure in the bulk. 54 Both the polarizable AMOEBA and the Drude oscillator model 33 can accurately reproduce the dielectric constant for water. Formamide has a high dielectric constant of 105. An early calculation using OPLS reported a value of 59 for formamide, while for DMF the computed value of 32 was in reasonable agreement with the experiment value of 37. 118 In the current study, the dielectric constant of formamide is slightly underestimated by AMOEBA at 98. The dielectric constant given by the recent CHARMM Drude oscillator model was somewhat too low as well. It was suggested that the static dielectric constant of NMA has a strong dependence on its average dipole moment, and a 0.2 D drop in the dipole moment lowered the dielectric constant by 30. 34 However, the induced dipole based PIPF model overestimated the dielectric constant for NMA by 50% even though its liquid molecular dipole moment (5.0 D) is lower than that of a Drude model (5.7 D). The average NMA dipole according to AMOEBA is 5.5 D. Therefore, the dependence of the dielectric constant on the molecular dipole moment may only hold for a given, specific model. Dielectric constants of small alcohols are generally in the 20À30 range. The dielectric constant of methanol was repro duced accurately by a polarizable force field, 49 whereas a fixed charge potential underestimated the ethanol dielectric constant. 119 These results suggest that it is difficult for the classical models to capture the static dielectric constant without explicit incorpora tion of polarization effects.
For self diffusion coefficients, there seems to be a systematic underestimation by the AMOEBA model, although the errors for water, ethanol, NMA, TMA, and benzene are insignificant. The polarizable Drude oscillator model also reported reasonable diffusion coefficients for benzene and toluene. 35 It was noticed by the early developers of polarizable force fields 43 that polariza tion slowed diffusion in neat liquids significantly compared to the fixed charge counterparts. For water, most of the fixed charge models overestimate the diffusion coefficient by as much as a factor of 2, 120 with TIP5P and SPC/E 116 being notable excep tions. On the hand other hand, the diffusion coefficients given by the CHARMM FQ model are very similar to fixed charge CHARMM22, with random errors in both directions. 29 Radial distribution functions for methanol and ammonia are compared to those derived from neutron scattering experiments in Figure 9À11 . AMOEBA gives a more dominant first peak in the OÀH RDF for liquid methanol, corresponding to the hydrogen bonding of the hydroxyl group, than that inferred from the experiment. 121 A previous CPMD study has also suggested a similar peak height at about 3.3. 122 For weakly hydrogen bonded ammonia, the "experimental" radial distribution function 123 given 
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in Figure 11 was derived for molecular centers from X ray scattering assuming spherical symmetry. A more recent neutron diffraction experiment 124 and first principle calculations 125 have argued that the shoulder at 3.7 A in the early X ray results may be artifactual, in agreement with our simulation.
Crystal Structures. The crystal structures of formamide, acet amide, acetic acid, imidazole, and 1H indole 3 carboxaldehyde have been examined using the AMOEBA potential. Crystal models were constructed from experimental fractional coordi nates and subjected to full geometry optimization of the system energy by varying both atomic coordinates and cell parameters (i.e., all cell lengths and angles). Since the unit cells of these crystals are fairly small, replicated supercells were computed to allow use of particle mesh Ewald for long range electrostatics. After full optimization, the atomic coordinates deviated from the experimental crystal by at most 0.3 Å in all cases (Table 11 ). In general, the overall cell volume shrank slightly, as expected for energy minimization. Molecular dynamics simulations of these and other crystals at experimental temperatures are underway and will be reported in due course.
Hydration Free Energy. Solvation plays a critical role in many chemical and biological processes. Accurate knowledge of solva tion energetics is needed as part of the calculation of absolute association energies, for example, the binding of ligands to proteins. There is an extensive history of estimating the solvation free energy for small organics, protein side chain analogs, etc. using various force fields and water models. Vialla and Mark calculated the hydration free energies of 18 small molecules using a GROMOS96 force field 126 and SPC water model. 127 The average error was 2.8 kcal/mol using the original GROMOS partial charges, and it was suggested that the error might be reduced to 1 kcal/mol if the charge values were increased by 10%. In similar work by Maccallum and Tieleman using the OPLS AA force field for solutes, an average unsigned error of 1.1 kcal/mol was reported for OPLS AA in TIP4P water, 1.2 for OPLS AA in SPC water, and 2.1 kcal/mol for GROMOS96 in SPC water. 128 Later, the GROMOS force field was optimized to reproduce the solvation free energies in water and cyclohexane, resulting in a much smaller error (0.2 kcal/mol). 129 However, this last study required the solutes to adopt different atomic charges in water and cyclohexane. Recently, effort has been devoted to increasing precision in hydration free energy calculations and optimizing the force field charges to capture solvation free energy more accurately. Shirts and co workers 130 showed that it is possible to reduce the statistical uncertainty in the calculated hydration free energy to below 0.05 kcal/mol, and exhaustive sampling of various parameters was achieved using the folding@home com puting resource. 131 Subsequently, the hydration free energy of 15 amino acid side chain analogs was determined using OPLS AA and the above mentioned water models plus SPC/E, TIP4P EW, 132 and TIP3P MOD. 133, 134 The TIP3P MOD, a modified TIP3P model to improve the solvation free energy of methane, gave the most accurate hydration free energy values with a RMSE of 0.51 kcal/mol. It is interesting to note that the TIP4P EW model that yields the best overall pure water properties led to the worst hydration energies among all water models tested. Further modification of TIP3P vdW parameters in the spirit of TIP3P MOD has been able to optimize the solvation energy of all 15 compounds to a RMSE of 0.39 kcal/mol. However, it should be cautioned that changes in the vdW parameters have profound effects on bulk water properties. While the heat of vaporization and density may remain reasonable, the structure of water (e.g., radial distribution function for O 3 3 3 O and O 3 3 3 H pair distances) is very sensitive to the vdW parameters. More recently Mobley et al. took a different approach, investigat ing the effect of solute charges on hydration free energy. 135 Among the protocols they tested, RESP charges from HF/ 6 31G* performed the best, with a RMSE of 1.04 kcal/mol in hydration free energy of 44 compounds, closely followed (RMSE = 1.10 kcal/mol) by semiempirical charges from an AM1 BCC method tuned to reproduce HF/6 31G* charges. 136, 137 Recent calculations using Amber GAFF parameters for 504 neutral molecules reported a RMSE of 1.24 kcal/mol and a correlation of 0.89 between simulation and experimental values. 138 In the current study, we have computed the hydration free energy of 27 compounds as a validation of the AMOEBA force field. None of the hydration free energy data was incorporated into the parametrization process. Results are listed in Table 12 , and the correlation with experimental data is plotted in Figure 12 . For this small set of compounds, the RMSE between AMOEBA and experimental results is 0.69 kcal/mol. The average signed error is 0.11, and the average unsigned error is 0.56 kcal/mol. The correlation (R 2 ) between the calculated and experimental value is 0.96 with a slope of 1.09. The largest error was observed for phenol, at 1.57 kcal/mol. Five out of 27 compounds had a deviation from experimental results greater than 1 kcal/mol. There is no obvious correlation between the error in hydration free energy and errors in gas phase dimer energy or neat liquid heat of vaporization. The errors for methyl, dimethyl, and trimethyl amine are all about 1 kcal/mol. The densities of both dimethyl and trimethylamine are higher than experimental results, while the density of methylamine is underestimated, as 
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ARTICLE indicated by the average pressure from NVT simulations reported in Table 8 . In retrospect, it seems likely that the methyl vdW parameters, shared by all three amines, are not fully optimized for the condensed phase. The solvation energy RMSE for the other 24 compounds is 0.45 kcal/mol, indicating that there remains room for improvement in the amine solvation energies. We note that AMOEBA gives a RMSE of 0.23 kcal/mol for liquid heat of vaporization and 0.38 kcal/mol for dimer energy in the gas phase, two properties that were actively utilized during parameter optimization. Thus, the ideal RMSE target of the calculated hydration free energy should probably lie below 0.5 kcal/mol. The error may come from various sources. The three main contributions to intermolecular interaction in the AMOE BA model arise from permanent electrostatics by atomic multi poles, polarization via atomic polarizability, and vdW interactions. It is possible that the level of ab initio theory and basis set used to derive the atomic multipoles is not sufficient. The buffered 14À7 vdW potential, and particularly the effect of a combining rule on heteroatomic vdW interactions in differing environments, is a likely impediment to improved accuracy. 139 
' CONCLUSIONS
A polarizable point multipole potential has been developed for a range of common small organic molecules. Molecular electro statics is represented by atomic multipole moments through the quadrupole, while polarization effects are treated via classical induced dipole interactions. The permanent atomic multipoles are derived from ab initio theoretical calculations at the MP2/6 311G(1d,1p) and MP2/aug cc pVTZ levels. Dipole polarization is modeled empirically with a damped, interactive atomic dipole scheme and using a small set of highly transferable atomic polarizabilities. The vdW parameters are derived via simulta neous fitting to gas phase dimer calculations and liquid thermo dynamic properties such as the density and heat of vaporization. Sharing atom types within and across families of organic mol ecules ensures transferability of parameters. A number of other gas phase and condensed phase properties were computed for use in validation, including stable homo and heterodimer energies and structures, liquid diffusion and dielectric constants, radial distribution functions, molecular crystal structures, and solvation free energies in water. Overall, satisfying agreement between the polarizable potential, ab initio, and experimental results has been achieved in both the gas and condensed phases. The improvement in energy and density of homogeneous liquids is modest compared to a well tuned fixed charge force field such as OPLS AA, but the introduction of polarization and atomic multipoles significantly improves the ability of AMOEBA to describe details of molecular interactions across different envir onments. Current and prior results using this polarizable force field 34 suggest that the inclusion of induction effects is crucial for capturing diffusion and dielectric properties. The hydration free energy of 27 organic compounds computed using the current parameters verifies the general transferability of the model (RMSE = 0.69 kcal/mol), but further improvement is likely still possible.
A realistic physical model is critical for an accurate and transferable empirical force field. Obtaining consistent param eters for such a model presents an immense challenge. On the basis of the lessons learned in the current study and recent work by others on polarizable force fields, we expect that the overall performance of the AMOEBA model can be further refined.
Nowadays, accurate QM calculations can be performed routinely on small to moderate sized organics. The DMA procedure com bined with potential fitting allows us to utilize high level ab initio calculations directly in AMOEBA parametrization. While our current feeling is that the AMOEBA permanent electrostatics are sufficient to construct a highly accurate force field, there are some indications that the polarization model can be improved in comparison to rigorous quantum results. 140 Given the increas ing availability of computing resources, it should be possible to systematically optimize vdW parameters to reproduce neat liquid properties and transfer free energies simultaneously. The inclu sion of TangÀTonnies damping of dispersion interactions at short range 141 is formally analogous to Thole damping of polarization effects and may be important for applications such as crystal structure prediction. 142 An important omission in most current force fields, including AMOEBA, is explicit coupling of electrostatics to the valence parameters. Simple schemes have been proposed to include this coupling, 143 and it is known to play a role in bond angle deformation in liquid water, 144 pyramida lization at amide nitrogen atoms, 145 and other important struc tural features. Future studies should also move beyond calculation of hydration free energy to include an examination of free energies of transfer, solvation structure around the solutes, and additional dynamic properties using AMOEBA and alternative polarizable force fields.
' APPENDIX Polarization Energy Gradient. A derivation of the gradient of the AMOEBA polarization energy is provided below. It is con venient to express the system energy via super matrices: 
where M i is the transposed permanent multipole vector at site i, and T ij is the interaction matrix between site i and j: 
Rewriting eq 4 in terms of a super matrix yields
Here ., 3N Â 13N) . Now, we define C = α 1 À T 11 and note that it is a symmetric matrix such that C T = C. The induction energy is then defined by the product of the induced dipole with the permanent field
Subsequently, the energy gradient on site k is given by
The gradient on the left is a 3N vector in the above equation. Given C 1 C = I, i.e., (∂C 1 /∂x k )C + C 1 (∂C/∂x k ) = 0, we can simplify to obtain
Given the total multipoles at each site as M t = M + M ind , the net force at the site becomes
where the factor 1/2 takes care of the redundancy due to the inclusion of both ij and ji in the above summation. While permanent multipoles in the local frame are invariant parameters, the permanent multipole moments, M, in the global frame are a function of the local frame rotation matrix, leading to additional chain rule terms related to the rotational force, i.e., a torque. The exact formula for the force and torque components can be easily obtained by comparing the above to the permanentÀpermanent terms 18 and keeping in mind the additional factor of 1/2. Note that the torque term does not include an inducedÀinduced contribution since induced dipoles are always defined in the global frame.
When the field "E" in the induction energy is different from the "E" that produces the induced dipoles, the gradient formula requires further modification. The induction energy is then given by
where E p is the field acutally used in the polarization energy calculation, and E d is the "direct" field due to permanent multipoles responsible for polarization. The difference be tween the two subscripts, d and p, results from differing local interaction scaling. In traditional molecular mechanics, short range nonbonded interactions between bonded atoms are generally neglected. In the current model, the interaction energy between E p and induced dipoles is ignored for 1À2, 1À3, etc. bonded pairs, as these effects are implicitly included in bond and angle terms, while we recall that intramolecular "direct" polarization occurs between polarization groups.
The gradient of the above energy becomes
Now define an intermediate quantity,
Recall that C is invariant with respect to local interaction scaling since "mutual" induction always occurs between every atom pair.
In cases where there is no intermolecular polarization (e.g., water molecule), μ p ind equals μ d ind , and the above equation reduces to eq A6. In practice, the two sets of μ are converged simultaneously, as the only difference between the two is the scaling of real space local interactions.
Upon comparing eqs A6 and A11, it can be seen that within inducedÀpermanent terms the induced dipole on site i (where force is . Throughout the energy, force, torque, and virial terms, similar substitutions can be made for induced permanent terms and inducedÀinduced terms in the Ewald formulation. The algorithms for computing the permanent and induced force, torque, and virial, both for pairwise non periodic systems and when using PME, have been implemented and verified numerically in the TINKER and AMBER software packages.
' ASSOCIATED CONTENT b Supporting Information. Detailed protocol outlining a step by step parametrization procedure for determination of AMOEBA values for new organic molecules is provided. This material is available free of charge via the Internet at http:// pubs.acs.org/.
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(S1)
In the order listed in the above equation, the AMOEBA model consists of terms describing bond stretching, bond angle bending, torsional rotation, out-of-plane bending, bondangle coupling, !-torsion term, torsion-torsion coupling, atomic multipole interactions, induced dipole polarization and buffered-14-7 vdW interactions.
The general procedure for parameterizing the AMOEBA force field is similar to the parameterization of other molecular mechanics force fields, in that both ab initio QM and experimental data are used to derive the valence and non-bonded interaction parameters. Since AMOEBA is a polarizable force field, both the electrostatic interaction functional terms and the ( ) 2 parameterization protocols are more complex than those for fixed charge force fields. The AMOEBA model is able to treat both gas phase and bulk phase properties due to inclusion of polarization energy. As a result, relatively high quality force field parameters, including nonbonded parameters, can be derived directly from gas phase ab initio calculations. This is especially convenient for those molecules lacking reported experimental property data, for example ionic liquids and many drug-like compounds. In this document we explain the procedure needed to construct AMOEBA parameters for a new organic molecule, with emphasis on steps unique to the AMOEBA model.
Before moving on to the protocols outlined below, we would suggest obtaining the latest TINKER software package and corresponding parameter files. TINKER is freely available for download at http://dasher.wustl.edu/tinker/. As part of the distributed package, there is a Programmer's Manual and a User's Guide, as well as a Wiki page available from the aforementioned TINKER web site.
The software contains several AMOEBA force field parameter files as well as parameter files for a number of other standard force fields (Amber, CHARMM, OPLS-AA, MM2/3, MMFF, etc.) implementing water, ions, proteins, nucleic acids, and many common organic molecules. All of the distributed parameters are located in the /params subdirectory of the TINKER distribution, and the current release contains the AMOEBA parameter files listed in Table S1 . The atom types, which are keyed to one of the TINKER parameter files, provide an index into the force field parameters to be used for each atom of the molecule.
In the AMOEBA force field, each atom type is projected to one corresponding atom class.
The valence parameters including force constants, equilibrium values for bond, angle, torsion, out-of-plane, stretch-bend, !-torsion, torsion-torsion terms are assigned based on atom class numbers. The AMOEBA vdW parameters are also indexed by atom class. The electrostatic parameters, including atomic multipoles and atomic polarizabilities, are assigned by atom type.
Typically, several different atom types may share the same atom class. The local coordinate 4 frames for atomic multipoles are also defined with atom types. Understanding the distinction between atom type and atom class is essential for following the parameterization protocol.
AMOEBA Atomic Multipoles and Polarizabilities
A general set of atomic polarizabilities for use with AMOEBA's Thole polarization model have been obtained by fitting the experimental polarizabilities of a series of molecules and the energetics of water clusters. The current atomic polarizability values can be found in the AMOEBA parameter files listed in Table S1 . In Table S2 , we provide several polarizabilities adapted form those files. Here we will outline a seven-step protocol for derivation of atomic multipole parameters for a new molecule of interest. Before beginning, you will need to obtain Anthony Stone's GDMA program, which can be downloaded free of charge from the web site at http://wwwstone.ch.cam.ac.uk/documentation/gdma/. All the ab initio calculations described here are run with the Gaussian program suite, and both G03 and G09 are compatible with the current GDMA release.
(1) Optimize the molecule of interest using the Gaussian program and the MP2/6-311G(1d,1p) level of theory. If the molecule is flexible, try to choose a fairly low energy conformation, and if possible use one without intramolecular hydrogen bonds (though none of fields, which define the potential functions and will be applied during AMOEBA energy calculations. You can either add a parameter file path in your .key file or just copy these setup parameters into your .key file from an existing AMOEBA parameter file (Table S1 ).
Shown below is a list of the setup parameters for AMOEBA: It is also common to just include a parameter file path in your .key file, which gives access to a full set of existing valence and vdW parameters for the specified force field parameter file. To access regular organic molecules using AMOEBA, we suggest you add:
11 To use the current parameters for simulation of biomolecules (proteins and nucleic acids), include the corresponding parameter file via the keyword shown below:
Before including the existing parameters to your .key file, you need to make sure the atom type numbers in your .key file do not conflict with existing atom types and classes already present in the parameter file you are going to include. You may use TINKER's PRMEDIT program to change the atom type and atom classe numbers, and to renumber the multipole and polarizability definitions as necessary.
AMOEBA Valence Parameters
The an automated procedure to perform least squares fits of torsional parameters for single or coupled torsions using QM reference data.
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AMOEBA vdW Parameters
We have determined vdW parameters for common atom classes, as shown in the accompanying paper. Whenever possible, we recommend the direct transfer of vdW parameters for a new molecule from a similar molecule in the existing parameter files listed in Table S1 .
Once you have the electrostatic parameters, valence parameters, and an initial set of vdW parameters, a trial molecular dynamics (MD) simulation can be performed. In some cases it may be necessary to refine the vdW values to achieve optimal bulk phase property values. If you need to refine the vdW values, or derive new vdW parameters, two steps are involved:
(1) Gas phase dimer interaction energies
As a first step, perform another QM calculation for a dimer formed by your molecule and a water molecule (or another molecule that forms a dimer interaction of interest). Use MP2/ccpVTZ to optimize the dimer structure, and then compute the MP2/aug-cc-pVTZ energy with a BSSE correction to get the dimer interaction energy. By slightly adjusting the involved vdW parameters, AMOEBA should yield a satisfactory dimer interaction energy close to the BSSE corrected value (to our experience, the AMOEBA energy is usually in between BSSE corrected and uncorrected interaction energies, but closer to the corrected energy when using large basis sets). For small systems, you are encouraged to consider MP2/CBS extrapolated (aug-cc-pVTZ -> aug-cc-pVQZ ) calculations to obtain the dimer interaction energies.
The AMOEBA binding energies for dimers are then calculated with the TINKER ANALYZE program, after optimizing the dimer with TINKER MINIMIZE. The dimer interaction energy E(AB) is computed as:
E(AB) = E(A-B) -E(A----B)
14 where E(A-B) is the total energy of the minimized dimer; E(A----B) is the total energy of the dimer, but with the two monomers have been separated far enough to have negligable interaction energy. The resulting vdW parameters must to be reasonable in magnitude and consistent with the parameters in the files listed in Table S1 .
(2) Condensed phase properties (heat of vaporization, liquid density, etc.).
Condensed phase NVT dynamics simulations are typically performed to fine-tune the vdW parameters for molecules for which experimental heat of vaporization and liquid density data is available. Use a simple periodic box containing a pure liquid of your molecule. Generate an MD trajectory at the experimental density and controlled by thermostat at an appropriate temperature, while monitoring the average pressure. The average simulated pressure should generally be in the range from -100 to +100 atm. A second simulation should be run on a single isolated molecule in the gas phase. This single molecule trajectory is best computed using stochastic dynamics with a small integration time step of 0.1 fs.
These simulations can be performed using options passed to the DYNAMIC program from the TINKER suite. Once you have the average molar potential energy for the liquid and in gas-phase, the heat of vaporization can be calculated as:
!H vap = E(gas) -E(liq) + RT
Adjustment of vdW parameters is best done by making small changes to the buffered 14-7 atomic radius and well depth values of individual atoms. Parameters for polar hydrogen atoms, in particular, often require fine adjustment to produce optimal agreement with gas phase and condensed phase structures, energies and properties. Large vdW parameter changes, outside the range of existing AMOEBA values, should not be necessary for non-hydrogen atoms.
