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Summary
The interaction of electrons and photons lies at the heart of quantum physics. The
most notable phenomena which are described by quantum physics but which obvi-
ously invalidate a classical description of the electromagnetic field—the photoelectric
effect, the Compton effect, or the antibunching of photons emitted from a single atom,
to mention a few—are intimately related to the interaction of electrons and photons.
Electrons possess an internal degree of freedom, the spin. The spin S of an electron
can be described as an internal angular momentum, leading to a magnetic moment
m due to the electric charge of the electron. Stern and Gerlach have shown that
the projection of m onto a quantization axis (defined by an external magnetic field
in their experiment), e.g., along the z axis, is either mz = gµB/2 (“spin up”) or
mz = −gµB/2 (“spin down”), where µB ≈ 9.2741 · 10−24 J/T is the Bohr magneton
and g is the g-factor of the electron (g = 2 for free electrons). An electron spin
is therefore usually referred to as a two-level system. Due to this property, the
spin of electrons which are localized in semiconductor quantum dots has recently
attracted significant attention regarding the implementation of quantum information
processing: Electron spins can be used as carriers of quantum information. One
can define that the spin pointing “up” corresponds to the logical value “0” and
the spin pointing “down” corresponds to “1”. Moreover, because the electron spin
is a quantum mechanical property one can form arbitrary coherent superpositions of
“up” and “down” with a single spin. A system with this property is called a quantum
bit (qubit). The additional possibilities due to quantum superpositions of qubits are
exploited, e.g., in the algorithms introduced by Shor and Grover to solve certain tasks
much more efficiently than with a classical computer (i.e., the prime factorization of
large numbers for Shor’s algorithm and the search within an unstructured database for
Grover’s algorithm). While quantum computation has presently only been achieved
in prototypical experiments with few qubits, the implementation of efficient large-
scale quantum computation with many qubits still remains an extremely demanding
task. Yet, other quantum mechanical properties of qubits, such as entanglement,
have already been exploited experimentally with photons in quantum communication
schemes, for example, quantum teleportation and quantum data compression.
In this thesis, we investigate the interaction of electrons and photons in semiconductor
quantum dots. Optical transitions in quantum dots enable a direct link between
electron spins and photon polarizations due to conservation laws. We show that
v
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entanglement can be transferred from electron spin qubits to qubits defined by the
photon polarization, enabling the measurement of entangled spin states via photons.
The mechanism under study can also be used for the production of entangled photons,
for instance for the implementation of quantum communication protocols. In contrast
to the presently used sources of entangled photons, the photon source we propose here
is deterministic, providing entangled photons on demand. It has been demonstrated
in several recent experiments that the most obvious way to achieve such a transfer of
entanglement—using the recombination of biexcitons in a single quantum dot—fails
in the presently available quantum dot structures. We have analyzed the problems
of this approach. As a solution, we propose schemes based on charged excitons in
single or coupled quantum dots. We discuss the generation of entangled two- and
four-photon states.
In addition to the transfer of quantum states, photons can also be used to probe
electron spin states. We investigate in detail different methods to optically measure
the decoherence time of a single electron spin in a quantum dot. The decoherence time
of a spin establishes the time scale during which coherent manipulation is possible.
Measurements of the electron spin decoherence time are therefore highly desirable
in view of the implementation of spin-based quantum information processing. We
show that the schemes we propose can be implemented with current experimental
techniques.
We then study the magneto-optical effect called Faraday rotation. Using the tech-
nique of time-resolved Faraday rotation, a recent experiment has demonstrated the
coherent transfer of spin between quantum dots coupled by molecules. We calcu-
late the Faraday rotation signal for a coupled dot system and show that a two-site
Hamiltonian with a transfer term captures the essential features observed in this ex-
periment. We also present results for a system of two coupled dots doped with a
single electron.
We finally show that the coupled states of two qubits can be detected via the optical
interaction with a cavity in the dispersive regime. We present a Schrieffer-Wolff
transformation which removes the coupling of the two qubits to the cavity in leading
order. The different two-qubit states lead to a different spectral shift of the cavity
line. For a sufficiently low cavity linewidth, this enables the direct readout of a
two-qubit system.
Zusammenfassung
Die Wechselwirkung von Elektronen und Photonen ist von zentraler Bedeutung fu¨r
die Quantenphysik. Die wahrscheinlich beru¨hmtesten Pha¨nomene, welche von der
Quantenphysik korrekt beschrieben werden, sich aber einer Beschreibung mit einem
klassischen elektromagnetischen Felde vollsta¨ndig entziehen—beispielsweise der pho-
toelektrische Effekt, der Compton-Effekt, oder das “Antibunching” von Photonen,
welche von einem einzelnen Atom emittiert werden, um nur ein paar zu nennen—
sind direkt mit der Wechselwirkung von Elektronen und Photonen verbunden.
Elektronen besitzen einen inneren Freiheitsgrad, den Spin. Der Spin S eines Elektrons
kann als innerer Drehimpuls beschrieben werden, welcher aufgrund der elektrischen
Ladung des Elektrons zu einem magnetischen Moment m fu¨hrt. Das Experiment von
Stern und Gerlach bewies, dass die Projektion von m auf eine Quantisierungsachse
(welche im Experiment durch ein a¨usseres Magnetfeld gegeben war), zum Beispiel
z, entweder den Wert mz = gµB/2 (“spin up”) oder den Wert mz = −gµB/2 (“spin
down”) annimmt, wobei µB ≈ 9.2741·10−24 J/T das Bohrsche Magneton ist und g der
gyromagnetische Faktor des Elektrons (g = 2 fu¨r das freie Elektron). Ein Elektronen-
spin wird daher auch als ein Zwei-Niveau-System bezeichnet. Aufgrund dieser Eigen-
schaft hat der Spin von Elektronen, welche in Halbleiter-Quantenpunkten lokalisiert
sind, grosse Aufmerksamkeit erregt hinsichtlich der Verarbeitung von Quanteninfor-
mation: Elektronenspins ko¨nnen als Tra¨ger von Quanteninformation benutzt wer-
den. Dem “spin up”-Zustand kann der logische Wert “0” zugeordnet werden, sowie
dem “spin down”-Zustand der logische Wert “1”. Daru¨berhinaus ko¨nnen beliebige
koha¨rente Superpositionen dieser beiden Zusta¨nde mit einem einzelnen Spin gebildet
werden, da es sich beim Spin um eine quantenmechanische Gro¨sse handelt. Ein Sy-
stem mit dieser Eigenschaft wird auch Quantenbit oder Qubit genannt. Das zusa¨tz-
liche Potential von Qubits, das sich durch die Mo¨glichkeit der quantenmechanischen
Superposition ero¨ffnet, wird beispielsweise im Algorithmus von Shor oder im Algo-
rithmus von Grover ausgenutzt, um bestimmte Aufgaben schneller zu lo¨sen als es ein
herko¨mmlicher klassischer Computer vermag. Im Falle des Shor-Algorithmus ist dies
die Primfaktorzerlegung grosser Zahlen, wa¨hrend der Grover-Algorithmus eine Suche
in einer nicht geordneten Datenbasis durchfu¨hrt. Wa¨hrend solches “Quantencompu-
ting” zur Zeit erst in prototypenhaften Experimenten und erst mit wenigen Qubits
durchgefu¨hrt wurde, bleibt die Verwirklichung von effizientem und umfangreichem
“Quantencomputing” mit vielen Qubits eine a¨usserst schwierige Aufgabe. Aller-
vii
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dings wurden auch schon weitere quantenmechanische Eigenschaften von Qubits, zum
Beispiel Verschra¨nkung, in Experimenten mit Photonen verwendet zur Implemen-
tierung von Schemen der Quantenkommunikation, beispielsweise Quantenteleporta-
tion und Quanten-Datenkompression.
In dieser Dissertation ist die Wechselwirkung von Elektronen und Photonen in Halb-
leiter-Quantenpunkten der Gegenstand der Untersuchung. Optische U¨berga¨nge in
Quantenpunkten ermo¨glichen eine direkte Verknu¨pfung des Elektronenspins mit der
Polarisation des Photons aufgrund der Erhaltungssa¨tze. Wir zeigen, dass Verschra¨n-
kung von Elektronenspins auf die Polarisation von Photonen transferiert werden
kann, was die Messung von verschra¨nkten Spinzusta¨nden ermo¨glicht. Der hier unter-
suchte Mechanismus kann ebenfalls zur Herstellung von verschra¨nkten Photonen be-
nutzt werden, beispielsweise zur Implementierung von Protokollen der Quantenkom-
munikation. Im Gegensatz zu den momentan weit verbreiteten Quellen von ver-
schra¨nkten Photonen ist die Photonenquelle welche wir hier vorschlagen determini-
stisch, d.h. es ko¨nnen quasi “auf Knopfdruck” verschra¨nkte Photonen emittiert wer-
den. In zahlreichen Experimenten wurde es ku¨rzlich gezeigt, dass die naheliegendste
Art dies zu erreichen—durch die Rekombination eines Biexzitons in einem einzel-
nen Quantenpunkt—in den momentan verfu¨gbaren Quantenpunktstrukturen versagt.
Wir haben die diesem Befund zugrunde liegenden Ursachen analysiert. Als Lo¨sung
schlagen wir die Verwendung von geladenen Exzitonen in einzelnen oder gekoppelten
Quantenpunkten vor. Wir diskutieren die Produktion von verschra¨nkten Zwei- und
Vier-Photonenzusta¨nden.
Zusa¨tzlich zu dem Transfer von Quantenzusta¨nden ko¨nnen Photonen auch zur Mes-
sung von Elektronenspinzusta¨nden benutzt werden. Wir untersuchen hier im Detail
verschiedene Methoden zur optischen Messung der Spin-Dekoha¨renzzeit eines einzel-
nen Elektrons in einem Quantenpunkt. Die Spin-Dekoha¨renzzeit legt die Zeitskala
fest, auf welcher koha¨rente Manipulation des Spins mo¨glich ist. Die Messung der Spin-
Dekoha¨renzzeit eines einzelnen Elektrons ist daher von grossem Interesse hinsichtlich
der Implementierung von spin-basierter Verarbeitung von Quanteninformation. Wir
zeigen, dass die von uns vorgeschlagenen Methoden mit bereits heute verfu¨gbaren
experimentellen Techniken durchgefu¨hrt werden ko¨nnen.
Wir untersuchen anschliessend den magneto-optischen Effekt der Faraday-Rotation.
Anhand der Technik von zeitaufgelo¨ster Faraday-Rotation hat ein Experiment neulich
koha¨renten Spintransfer zwischen molekular gekoppelten Quantenpunkten aufgezeigt.
Wir berechnen das Faraday-Rotationssignal fu¨r ein System von gekoppelten Quanten-
punkten und zeigen, dass ein Hamilton-Operator mit einem Transferterm zwischen
zwei Punkten die wesentlichen Befunde des Experimentes reproduziert. Wir pra¨sen-
tieren auch Resultate fu¨r ein System von zwei gekoppelten Quantenpunkten, welches
mit einem zusa¨tzlichen Elektron geladen ist.
Schlussendlich zeigen wir, dass die gekoppelten Zusta¨nde zweier Qubits u¨ber die
optische Wechselwirkung mit einer Kavita¨t im dispersiven Regime detektiert werden
ko¨nnen. Wir beschreiben eine Schrieffer-Wolff-Transformation, welche die Kopplung
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der zwei Qubits mit der Kavita¨t in fu¨hrender Ordnung entfernt. Die verschiedenen
Zwei-Qubit-Zusta¨nde fu¨hren zu einer unterschiedlichen spektralen Verschiebung der
Kavita¨tslinie. Fu¨r eine hinreichend scharfe Kavita¨tslinie ermo¨glicht dies das direkte
Auslesen eines Zwei-Qubit-Zustandes.
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Chapter 1
Introduction
During the last years, a new branch of electronic technology that benefits from the
usage of the spin degree of freedom of the electron (or other charge carriers) has
attracted a lot of attention in solid-state physics [1, 2]. This branch of electronics
is called spintronics. The giant magnetoresistance (GMR) effect [3, 4] has led to a
major breakthrough for spintronics: Only a few years after the detection of GMR,
industry has started the commercial production of hard-disk read and write heads
based on GMR, which has sparked large interest in the research on spintronics. In
addition to metals and magnetic materials, significant research efforts are currently
dedicated to semiconductor spintronic devices. Spin-related phenomena in semicon-
ductors are interesting from a fundamental point of view. For example, spin can be
transported in spin currents, analogous to electrical currents for the charge. Many
interesting effects arise due to the coupling of spin and charge, which is mediated
by the spin-orbit interaction in semiconductors. An example of such an effect is the
recently observed spin Hall effect in semiconductor films, where a spin current flows
transverse to an electric field even if no external magnetic field is applied [5]. This
effect has been named in analogy to the conventional Hall effect (which is not related
to spin), where an electric current in the presence of a magnetic field acquires a non-
zero transverse component due to the Lorentz force, giving rise to a transverse Hall
voltage. Spin-dependent effects in semiconductors also promise new commercially
interesting applications that can be integrated into standard electronic circuits. To
mention one important proposal, Datta and Das [6] proposed a transistor which en-
ables the electrical switching of electron spin states using the spin-orbit interaction
in semiconductors.
Many important branches of technology are related to photons, the quanta of the
electromagnetic field. Photons are only weakly interacting with their environment
and propagate very quickly, namely with velocity v = c/n in a material with refractive
index n, where c ≈ 2.998 · 108 m/s is the vacuum speed of light and typically n ∼ 1
for transparent materials. Using fiber optics, photons can also be directed along
arbitrary paths. Due to such properties, photons are well suited for applications in
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high-speed and long-distance communication, as well as in information technology.
Furthermore, entire photonic circuits can in principle be constructed, where photons
are the carriers of information, similar to the electrons in electronics. A high level of
control on photon states has been reached with the development of many innovative
laser techniques, e.g., the generation of ultrafast laser pulses with pulse lengths as
short as femtoseconds. Such laser techniques have enabled an enormous number
of experiments exploring the interaction of light and matter, bringing the field of
quantum optics, and especially also semiconductor optics, to bloom.
Spins in semiconductors can be detected and manipulated with photons. On a mi-
croscopic level, spin polarization can be converted into photon polarization and vice
versa because of the selection rules for optical transitions, establishing a link be-
tween spintronics and photonics. Moreover, magneto-optical effects such as the Fara-
day rotation, for instance, provide novel mechanisms for spin detection, including–in
principle– quantum non-demolition measurements of single spins.
1.1 Spins and photons as quantum bits
A spin 1/2 is a generic two-level system which can be used to define a logical bit.
One can define that the spin pointing ”up”, |↑〉, corresponds to the logical value ”0”,
whereas the spin pointing ”down”, | ↓〉, is attributed to the logical value ”1”. Thus,
one (classical) bit of information can be encoded into a spin 1/2. But this is not
yet the full potential of spin-based information storage. The dynamics of a spin 1/2
is governed by the laws of quantum mechanics. It is therefore possible to create an
arbitrary coherent superposition α|↑〉+β|↓〉 of the spin states |↑〉 and |↓〉, where the
complex numbers α and β satisfy |α|2+|β|2 = 1. A two-level system with this property
is called a quantum bit (qubit). For qubits, algorithms have been discovered which
solve certain problems much more efficiently than classical algorithms, exploiting the
coherent dynamics of qubits for computation [7, 8]. This type of computation is
referred to as quantum computation. From the discussion above we conclude that
a spin 1/2 represents a natural candidate for a qubit [9]. Based on this intrinsic
property of spin-1/2 systems, Loss and DiVincenzo proposed to use electron spins
localized in quantum dots for the implementation of quantum computation [11, 9].
Quantum dots are structures which provide electron confinement in three spatial
dimensions, see Section 1.3 for a more detailed discussion. Since the proposal by
Loss and DiVincenzo, an impressive number of proposals for spin-based quantum
computation has been published in the literature. For a recent review article, see
Ref. [10].
An electron spin in the solid state is interacting with its environment. This interac-
tion leads to dissipative effects for the spin which can be described in the frame of a
system–reservoir approach. In this approach, an effective dynamics is derived for the
spin system by tracing over the degrees of freedom of the reservoir, and one can define
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lifetimes for the spin. For spins which are used as qubits, the spin lifetime limits the
time during which quantum information can be processed. For single spins, one dis-
tinguishes between the two characteristic decay times T1 and T2. The relaxation of an
excited spin state in a static magnetic field into the thermal equilibrium occurs with
the spin relaxation time T1, whereas the spin decoherence time T2 is associated with
the loss of phase coherence of a single spin that is prepared in a coherent superposition
of its eigenstates. See Section 2.2 for a more detailed discussion of spin relaxation
and decoherence. It is remarkable that the electron spin is only weakly interacting
with its environment in many semiconductor systems, due to a rather weak coupling
of the spin and orbital degrees of freedom. A series of ground-breaking experiments
has given clear evidence for amazingly long spin lifetimes in semiconductors [12, 9].
Spin decoherence times in n-doped semiconductors have been shown to be on the
order of nanoseconds up to room temperature [13], and even on the order of one hun-
dred nanoseconds in n-doped GaAs at cryogenic temperatures [14]. Further, coherent
transport of electron spins in semiconductors has been demonstrated over distances
exceeding one hundred micrometers [15], nourishing hopes that the electron spin may
be used as carrier of information, similar to the electron charge. Recently, expecta-
tions for the stability of spin qubits in quantum dots have also grown considerably as
progressively longer spin lifetimes have been reported. A series of works on electron
spin relaxation in quantum dots started with a reported triplet-to-singlet relaxation
time of τS−T = 200 µs [16]. Several groups have since measured T1 for single electron
spins. For electrostatically-defined GaAs dots, a lower bound T1 & 50 µs has been
measured at a magnetic field of B = 7.5 T [17] which was subsequently topped with
T1 ≈ (0.85 ± 0.11) ms at B = 8 T [18]. For In(Ga)As self-assembled dots, a lower
bound T1 & 20 ms at T = 1 K and B = 4 T has been established [19]. The larger
level spacing of self-assembled dots (compared to gated GaAs dots) is responsible for
the longer T1-time seen in this experiment (which is limited by spin-orbit coupling).
Recently, a lower bound τS−T ≥ 70 µs has been reported for the triplet-singlet relax-
ation time in electrostatically defined dots [20], and τS−T = (2.58±0.09) ms has been
measured independently, using a novel spin readout technique [21]. Spin coherence
in quantum dots has also been studied already and has been shown to persist during
at least on the order of hundreds of picoseconds [22, 23, 24]. Recently, a decoherence
time T2 ≈ 16 ns of a single electron spin has been measured in GaAs quantum dots
[25]. These and also other experiments suggest that the processing of quantum infor-
mation encoded in spins in semiconductors is nowadays within experimental reach.
For a further discussion of electron spin coherence in quantum dots see Section 4.1.
Another generic two-level system is the polarization of a photon. In the basis of
circular polarization, the two basis states are the left- and the right-hand circular
polarization, whereas in the basis of linear polarization the two basis states can be
chosen along two orthogonal directions, e.g., in horizontal and vertical direction. Pho-
tons are capable of carrying quantum information encoded in their polarization. In
stark contrast to their solid-state counterparts, photonic qubits exhibit an exemplary
phase coherence because they can efficiently be protected from interactions with their
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environment. Similarly to electrons, one can also define other types of qubits based
on photons, for example using two photon number states or two distinct modes. In
the following, we focus on photon qubits defined in terms of the photon polarization.
A qubit that is encoded in the photon polarization is closely related to an electron spin
qubit via optical transitions in semiconductor quantum dots. For many applications
it is desirable to combine the complementary qualities of electron spins and pho-
tons we have described above. In view of quantum information schemes, converting
spin into photon quantum states corresponds to a conversion of localized into flying
qubits, which can be transmitted over long distances and could overcome limitations
caused by the short-range nature of the electron exchange interaction [9]. On a more
fundamental level, the photon polarization can be readily measured experimentally
such that an interface between spins and photons will allow one to measure quantum
properties of the spin system via the photons generated on recombination. Among
such quantum properties, entanglement is of particular importance.
1.2 Entanglement
The entanglement of qubits is a crucial resource for both quantum computation and
quantum communication. Quantum communication comprises schemes, for instance,
for the faithful transmission of a quantum state (”quantum teleportation”), to pro-
duce a secure cryptographic key (”quantum key distribution”), or to enhance classi-
cal communication (e.g., with ”quantum superdense coding”) using entangled qubits
[7, 8]. Entanglement is a purely quantum mechanical phenomenon without a classical
analogue. Two particles are entangled if their wave function can not be written as a
tensor product of two single-particle wave functions. This property is a direct conse-
quence of the superposition principle of quantum mechanics. For example, it follows
directly from the Pauli principle that two electrons in the same orbital state (which
we assume to be only degenerate for the spin quantum number) form a spin-entangled
state, namely, a spin singlet |Ψ−〉 = (|↑〉1|↓〉2 − |↓〉1|↑〉2)/
√
2, where |Sz〉i is the spin
state Sz = ↑, ↓ of particle i. Further, interaction between two systems leads often to a
ground state where the two systems are entangled. Entanglement is therefore almost
a ubiquitous phenomenon in atomic physics and especially also in solid-state physics.
If entangled particles are spatially separated, nonlocal correlations of the particles
exist according to quantum theory. In order to test quantum mechanics versus the
principle of local causes in such experimental setups, John Bell has formulated a set
of inequalities [26, 27]. However, the direct detection of entanglement in solid-state
systems is in general enormously difficult because there are many possible types of
interaction which may perturb a measurement. It is also usually difficult to measure
individual particles in a solid-state environment.
For photons the situation is fundamentally different than for electrons. In vacuum or
in air, photons are practically non-interacting for the low radiation intensities that
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are usually produced in the laboratory (except for the case of high-energy physics).
Nevertheless, entanglement can be transferred from an emitter system to photons
upon optical recombination, as we discuss in Chapters 2 and 3. For example, photon
entanglement can be generated in emission cascades where decay paths with differ-
ent polarizations interfere quantum mechanically [28]. Such photon entanglement
due to atomic cascades has been demonstrated by several experimental violations of
Bell’s inequalities [29, 30, 31]. In these experiments, an atomic s-p-s emission cas-
cade has been studied, giving rise to the emission of two photons that are entangled
in polarization. Subsequently, parametric down-conversion has been exploited for
the production of entangled photons [32]. In particular, type-II parametric down-
conversion has evolved as a widely used method to produce polarization-entangled
photons [33]. In type-II parametric down-conversion, a photon from an intense light
source decays spontaneously in an optically nonlinear medium (typically a beta-
barium-borate (BBO) crystal) into two daughter photons of lower frequency that
are emitted along the directions of two cones of ordinary and of extraordinary polar-
ization, respectively. The conservation laws for energy and momentum induce strong
correlations among the daughter photons. One can adjust the experimental setup
such that the two emission cones intersect. Two photons that are emitted at the two
intersection points, respectively, are entangled in polarization [33]. In addition to the
production of pairs of entangled photons, parametric down-conversion has also been
used for the production of entangled three- [34] and four-photon [35] states of the
Greenberger-Horne-Zeilinger (GHZ) type. Such entangled multiphoton states are an
essential ingredient of multiparty quantum communication schemes [36].
In spite of the many successful demonstrations of the production of entangled photons,
e.g., in experimental quantum teleportation [37, 38], there are two major shortcom-
ings of parametric down-conversion: the efficiency is low and the process is intrinsi-
cally stochastic. For efficient processing and transmission of quantum information,
a deterministic source of entangled photons is highly desirable, producing entangled
photon pairs on demand. In Section 1.3, we show that the goal of an efficient and
deterministic source of entangled photons could be realized using solid-state systems,
especially, semiconductor quantum dots.
1.3 Semiconductor quantum dots
In this thesis, we discuss the interaction of semiconductor quantum dots and the elec-
tromagnetic field with a special focus on spin-related effects and entanglement. We
show that spin-entangled electrons can be used for the production of polarization-
entangled photons. Further, we investigate the optical detection of electron spin
decoherence in quantum dots and the magneto-optical properties of coupled quan-
tum dots. Quantum dots provide confinement in three spatial dimensions and have
a size that can range from a few nanometers up to one hundred nanometers, which is
comparable to the de Broglie wavelength of electrons in semiconductors. Quantum
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dots therefore provide well-separated discrete levels for electronic states with a typi-
cal level spacing of several meV. Due to this property, quantum dots are sometimes
referred to as artificial atoms [39] (even though they usually contain hundreds of
thousands of real atoms). In the following, we consider quantum dots that confine
conduction-band electrons as well as valence-band holes. These quantum dots are
referred to as type I quantum dots. Such quantum dots are particularly interesting
for optical investigations because of their good coupling to photons. See Sections 2.4,
2.5, and 3.4 for a microscopic discussion of the optical properties of quantum dots. In
contrast, in type II quantum dots only one type of charge carrier is confined and the
other type is repelled. In such systems (e.g., electrostatically defined quantum dots),
the optical transition rates are significantly reduced because of the small overlap of
electron and hole wave functions. Several techniques have been developed for the
fabrication of quantum dots, e.g., etching of a quantum well [40]. Quantum dots
also form “naturally” at monolayer steps at the interface of, e.g., thin GaAs/AlGaAs
quantum wells [41, 42]. Usually, molecular beam epitaxy (MBE) is used for the
growth of such systems. If the MBE growth process is performed without interrup-
tion, such steps occur at random positions as natural fluctuations of the quantum
well width. Quantum dots of this type possess excellent optical properties, including
very sharp optical linewidths. Coherent control of optically excited states has been
achieved for such quantum dot structures [43, 44], culminating in the recent imple-
mentation of a crot gate for qubits which were defined by the presence or absence of
an optically excited electron-hole pair (exciton) in the dot [45]. Further, quantum dot
structures can be grown by self-assembly, e.g., using the Stranski-Krastanov growth
technique. In this technique, self-assembled dot islands form spontaneously during
epitaxial growth due to a lattice mismatch between the dot and the substrate mate-
rial [46]. Small self-assembled dots typically have a pyramidal shape with four facets,
whereas larger dots (containing, e.g., 7 monolayers of InAs) form multi-faceted domes
[47]. If pyramidal self-assembled dots are covered with a thin layer of the substrate
material (called the capping layer), the capped dots take-on an elliptical (sometimes
even a circular) shape. We do not restrict our analysis to a specific kind of type I
quantum dot in the following. Rather, our goal is to provide theoretical studies based
on simple models that cover the relevant low-energy physics of the class of typical
type I quantum dot systems. For the quantum dots mentioned above, the quantum
confinement along the growth direction (e.g., [001]) is typically much stronger than
in the plane perpendicular to it. For low temperatures it is then usually a good
approximation to only take the lowest subband of the quantization along [001] into
account and make a quasi two-dimensional ansatz for the quantum dot confinement
potential [48]. We continue this discussion in Section 2.4.4.
1.3.1 Quantum dot photon sources
In addition to the conversion of spin into photon polarization, semiconductor quan-
tum dots have recently attracted a lot of attention as non-classical light sources. Sin-
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gle quantum dots have been proposed as single-photon sources [49], and this purely
quantum mechanical emission property has been demonstrated subsequently in sev-
eral experiments [50, 51, 52, 53, 54, 55]. Recently, quantum cryptography [56] and
quantum teleportation [57] have been demonstrated with quantum dot single-photon
sources. Single photons can be produced by the recombination of single excitons in
quantum dots. The production rate of such quantum dot single-photon sources has
an upper limit given by the inverse exciton lifetime, which is typically ∼ 1/(1 ns).
Single photons can be created deterministically by pulsed carrier injection into the
dots (via laser pulses or by switching external gate voltages). Electrons and holes
can be stored for very long times (several milliseconds [19], or even seconds [58]) in
different locations before they are brought into the same dot for recombination. As
soon as more than one electron-hole pair are present in the dot, e.g., two (forming a
so-called biexciton), the energy of the first emitted photon is shifted with respect to
the second photon due to the different Coulomb interaction energies of the exciton
and the biexciton. The collection of the emission of a single excitonic line of a single
quantum dot is therefore sufficient to obtain single photons. Further, excitation of
single excitons in the dot can be achieved by electrical injection of single electrons
and single holes, via cw laser excitation with sufficiently low intensity, or via opti-
cal pi-pulses, as the recent demonstrations of exciton Rabi oscillations have shown
[59, 60, 61, 62].
As an extension of the scheme for single-photon generation, the decay cascade of
ground-state biexcitons has been proposed as a mechanism for the deterministic pro-
duction of pairs of polarization-entangled photons in single quantum dots [63]. The
photon pair emitted during the biexciton decay cascade is entangled in polarization
due to the spin entanglement of the biexciton ground state, which is transferred to
the photons via optical selection rules. For optical injection of the biexciton, the con-
version efficiency of entangled photon pair per pump photon has been estimated to be
four orders of magnitude larger than for parametric down-conversion [64]. However,
such entanglement has not been observed up to present in InAs [65, 66, 67, 68] and
CdSe [69] quantum dots. It is believed that the electron-hole exchange interaction in
asymmetric quantum dots is responsible for the observed lack of entanglement. We
discuss this issue in Chapter 2.
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1.4 Outline
This thesis is organized as follows. In Chapter 2 we discuss the transfer of entangle-
ment from electron spins to photons using spin-LEDs which contain semiconductor
quantum dots as the optically active medium. We show that nonlocal spin-entangled
electron pairs that recombine in spatially separated spin-LEDs are converted into
polarization-entangled photon pairs. Such a setup could be used to test the perfor-
mance of devices which produce spin-entangled electrons. We start with a discussion
of spin relaxation and decoherence. We then discuss optical properties of quantum
dots and describe the production of entangled four- and two-photon states using
spin-LEDs. The implications of the electron-hole exchange interaction in asymmetric
quantum dots is reviewed. After discussing the fine structure of positively charged
excitons we show that entangled two-photon states can be produced even with asym-
metric quantum dots using positively charged excitons. We discuss the dependence
of the polarization entanglement on the emission directions of the photons.
In Chapter 3 we specialize to a setup consisting of two tunnel-coupled quantum dots.
We calculate the low-lying energies of a biexciton in the double dot and discuss the
production of entangled photons with this setup. For two positively charged excitons
instead of two (neutral) excitons, we show that the schemes for the generation of
entangled photons discussed in Chapter 2 can also be realized using such a double
quantum dot. With this respect, the two-electron ground state of the double dot
provides the necessary spin entanglement which is transferred to the photons. We
further study the optical properties of coupled quantum dots in terms of the oscillator
strength.
In Chapter 4 we propose to apply optical detection of magnetic resonance to measure
the decoherence time T2 of a single electron spin in a quantum dot. Spin-dependent
absorption due to Pauli blocking in the electron level enables the detection of electron
spin resonance in such a setup. We show that relaxation of the total angular mo-
mentum of valence-band holes leads to a polarization of the electron spin, similarly
as in an optical pumping scheme. For quick hole spin relaxation the efficiency of
the discussed electron spin decoherence measurement is increased. We also discuss
additional optical methods to measure T2 or, alternatively, the spin relaxation time
T1.
In Chapter 5 we present a model that describes coherent spin transfer between molec-
ularly coupled quantum dots, motivated by a recent experiment [70]. We calculate
the Faraday rotation signal for such a system and obtain results that are in good
agreement with the experiment. We also provide results for the Faraday rotation of
two coupled dots that are initially charged with one excess electron.
Finally, in Chapter 6 we study a model for two coupled qubits which additionally
interact with a single cavity mode. We show that the cavity mode dispersion allows
one to measure the state of the coupled-qubit system in the dispersive regime.
Chapter 2
Entanglement transfer from
electron spins to photons
We show that non-local spin-entangled electron pairs that recombine in spatially
separated spin light-emitting diodes (spin-LEDs) are converted into polarization-
entangled photons [71]. In Section 2.1 we introduce the building blocks of the setup
under theoretical study. In Section 2.2 we describe the time evolution of an entan-
gled two-electron state, where the two electrons are subject to different environments,
leading to spin relaxation and decoherence. The dynamics of the entire conversion
process is modelled in Section 2.3. We discuss the interaction of light and matter
as well as optical properties of quantum dots in Section 2.4 and derive microscopic
expressions for the optical transitions in quantum dots in Section 2.5. In Section 2.6
we show that entangled four-photon states can be produced deterministically with
an electron entangler and symmetric quantum dots charged with two valence-band
holes for optical recombination. In Section 2.7 the electron-hole exchange interaction
is discussed. Subsequently, in Section 2.8 we discuss the effect of the electron-hole ex-
change interaction on positively charged excitons (which are relevant for the emission
of the first two photons in our scheme). We show in Section 2.9 that it is possible to
avoid the loss of photon entanglement encountered for the decay cascade of a biexci-
ton in single quantum dots [65, 66, 67, 68, 69] by providing entangled electrons that
recombine in two separate quantum dots with two holes per dot. Namely, a maxi-
mally entangled two-photon state can be extracted from the four-photon state by a
measurement of the third and the fourth photon or an equivalent measurement of the
hole spins. In Section 2.10 we study the dependence of the photon entanglement on
the photon emission directions and we conclude in Section 2.11.
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Figure 2.1: Schematic setup for the transfer of entanglement between electrons and
photons. An electron entangler (gray box) injects a pair of spin-entangled electrons
into two current leads. The electrons then recombine individually in one of the
quantum dots located in the left (L) or the right (R) spin-LED and give rise to the
emission of two photons.
2.1 Setup
The system under study, shown schematically in Figure 2.1, relies on an entangler
as a source of spin-entangled electron pairs. Several schemes have been proposed
that provide such pairs of spin-entangled electrons. For instance, two electrons in
the orbital ground state of a double dot form a spin singlet at low magnetic fields
[72, 73, 74]. Due to the Coulomb repulsion, there is only one electron per dot and
the entangled pair of electrons can be injected into two adjacent current leads by
applying a voltage across the dot structure. Alternatively, the two electrons of the
ground-state singlet of a single quantum dot can be separated using tunneling into
two adjacent quantum dots in the Coulomb blockade regime if sequential tunneling
of single electrons is the dominant transport channel [75]. Another source of electron
singlets are the Cooper pairs of an s-wave superconductor [76, 77, 78, 79, 80]. The
two spin-entangled electrons of a Cooper pair can be separated by Andreev tunneling
into two quantum dots in the Coulomb blockade regime [76], by tunneling into two
Luttinger liquid leads [78, 79, 80], or by dynamical Coulomb blockade of the tunneling
process into a normal lead [81]. Yet another proposal for an electron spin entangler
is based on electron-electron scattering in a two-dimensional electron system [82].
For a scattering angle pi/2, the two scattered electrons form a spin singlet. In the
setup shown in Figure 2.1, the two spin-entangled electrons are injected from the
output leads of the entangler into two spin-LEDs (denoted by L and R) where they
recombine under photon emission.
Spin-LEDs [83, 84, 85, 86, 87, 88, 9, 19], in which electron recombination is accom-
panied by the emission of a photon with well-defined circular polarization, provide
an efficient interface between electron spins and photons, as we already discussed in
Section 1.3. Operation of such devices at the single-photon level would allow one
2.2 Spin relaxation and decoherence 11
to convert the quantum state of an electron encoded in its spin state into that of a
photon with a wide range of possible applications. More specifically, entanglement
of electron spins could be demonstrated not only in current noise [73, 89] but also by
measurements of photon polarizations which allows one to test Bell’s inequalities [26]
without the stringent limitations posed by decoherence in a solid-state environment.
The scheme discussed here is performed with two single quantum dots located within
a spin-LED, respectively. Experimental access to single quantum dots can be achieved
with the well-established techniques of single-dot spectroscopy [90, 91].
2.2 Spin relaxation and decoherence
After the production of the entangled spin state, the two electron spins interact with
their environments. In the presence of a magnetic field, the effect of relaxation and
decoherence of the two spins due to a dissipative environment is taken into account
in the frame of the single-spin Bloch equation [92],
P˙(t) = P× h−R(P−P∞). (2.1)
Here, the first term describes the precession of the spin polarization P = (〈σx〉, 〈σy〉, 〈σz〉)
due to a magnetic field B contained in h = (0, 0, h), where h = geµBB with the effec-
tive electron g factor ge and the Bohr magneton µB, and σi are the Pauli matrices.
The second term describes the effect of relaxation and decoherence of P towards the
equilibrium polarization P∞ = (0, 0, P˜ ), which occurs due to
R =
 1/T2 0 00 1/T2 0
0 0 1/T1
 , (2.2)
where T2 is the decoherence time (or transverse spin lifetime) and T1 the relaxation
time (or longitudinal spin lifetime). The single-spin Bloch equation can be written in
the compact form P˙(t) = −Ω(P−P∞) since h×P∞ = 0. The solution of Eq. (2.1)
is given by
P(t) = e−ΩtP(0) + (1− e−Ωt)P∞, (2.3)
with the components
Px(t) = Px(0)e
−t/T2 cos (ht) + Py(0)e−t/T2 sin (ht), (2.4a)
Py(t) = −Px(0)e−t/T2 sin (ht) + Py(0)e−t/T2 cos (ht), (2.4b)
Pz(t) = Pz(0)e
−t/T1 + P˜
(
1− e−t/T1) . (2.4c)
Given that the electrons are in different leads, they interact with different environ-
ments (during times t and t′, respectively). Therefore, we consider different magnetic
fields h = (0, 0, h) and h′ = (h′ sin β, 0, h′ cos β), enclosing an angle β, acting each on
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an individual spin, and also different relaxation and decoherence times T ′1, T
′
2 for the
second spin. We obtain for the polarization of the second spin the solution
P ′x(t
′) = P ′x(0)
[
cos2βe−t
′/T ′2 cos (h′t′) + sin2βe−t
′/T ′1
]
+ cos βP ′y(0)e
−t′/T ′2 sin (h′t′) + sin βP˜ ′
(
1− e−t′/T ′1
)
+P ′z(0) sin β cos β
[
e−t
′/T ′1 − e−t′/T ′2 cos (h′t′)
]
, (2.5a)
P ′y(t) = −P ′x(0) cos βe−t
′/T ′2 sin (h′t′) + P ′y(0)e
−t′/T ′2 cos (h′t′)
+ sin βP ′z(0)e
−t′/T ′2 sin (h′t′), (2.5b)
P ′z(t) = P
′
x(0) sin β cos β
[
e−t
′/T ′1 − e−t′/T ′2 cos (h′t′)
]
−P ′y(0) sin βe−t
′/T ′2 sin (h′t′) + P˜ ′ cos β
(
1− e−t′/T ′1
)
+P ′z(0)
[
cos2βe−t
′/T ′1 + sin2βe−t
′/T ′2 cos (h′t′)
]
. (2.5c)
From Eq. (2.4) we readily obtain the master equation for the single-spin density
matrix ρ(1) of the first spin, using the relations Px = 2Re ρ
(1)
↑,↓, Py = −2Im ρ(1)↑,↓,
Pz = ρ↑(1)−ρ↓(1), and ρ↑(1) +ρ↓(1) = 1. We proceed similarly for the second spin with
Eq. (2.5) and obtain for the density matrix
ρ↑(2)(t′, β) =
1
2
[
ρ↑(2)(0) + ρ↓(2)(0)
] [
1 +
(
1− e−t′/T ′1
)
P˜ ′ cos β
]
+Re ρ
(2)
↑,↓(0) sin β cos β
[
e−t
′/T ′1 − e−t′/T ′2 cos (h′t′)
]
+Im ρ
(2)
↑,↓(0) sin βe
−t′/T ′2 sin (h′t′) +
1
2
[
ρ↑(2)(0)− ρ↓(2)(0)
]
×
[
cos2βe−t
′/T ′1 + sin2βe−t
′/T ′2 cos (h′t′)
]
, (2.6a)
ρ↓(2)(t′, β) =
1
2
[
ρ↑(2)(0) + ρ↓(2)(0)
] [
1−
(
1− e−t′/T ′1
)
P˜ ′ cos β
]
−Re ρ(2)↑,↓(0) sin β cos β
[
e−t
′/T ′1 − e−t′/T ′2 cos (h′t′)
]
−Im ρ(2)↑,↓(0) sin βe−t
′/T ′2 sin (h′t′)− 1
2
[
ρ↑(2)(0)− ρ↓(2)(0)
]
×
[
cos2βe−t
′/T ′1 + sin2βe−t
′/T ′2 cos (h′t′)
]
, (2.6b)
ρ
(2)
↑,↓(t
′, β) =
1
2
(
1− e−t′/T ′1
)
P˜ ′ sin β + Re ρ(2)↑,↓(0)
{
sin2βe−t
′/T ′1
+ cos βe−t
′/T ′2 [cos β cos (h′t′) + i sin (h′t′)]
}
+iIm ρ
(2)
↑,↓(0)e
−t′/T ′2 [cos (h′t′) + i cos β sin (h′t′)]
− i
2
[
ρ↑(2)(0)− ρ↓(2)(0)
] (
sin β cos βe−t
′/T ′1
− sin βe−t′/T ′2 [cos β cos (h′t′)− i sin (h′t′)]
)
. (2.6c)
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Figure 2.2: The singlet fidelity f [Eq. (2.7)] at time t = t′ = t0 as a function of the
decoherence time T2 in units of t0. In (a), β = 0 and f is shown for the relaxation
times T1 = 3t0, 10t0, 100t0 for T2 ≤ 2T1. In (b), β = pi/2, T1 = 100t0 and h = h′. f
is plotted for different magnetic field strengths h (for a given t0).
The density matrix for the first spin is obtained from above equations for β = 0 [92].
We calculate the two-spin density matrix χ(t, t′) = ρ(1)(t, 0) ⊗ ρ(2)(t′, β), and obtain
for the fidelity f = 4〈Ψ− |χ(t, t′)|Ψ−〉 of the singlet
f = 1− cosβ aa′P˜ P˜ ′ + e1
[
e′2sin
2β cos(h′t′) + e′1cos
2β
]
+e2e
′
1sin
2β cos(ht) + e2e
′
2 [2 cosβ sin(ht) sin(h
′t′)
+
(
cos2β + 1
)
cos(ht) cos(h′t′)
]
, (2.7)
where for the first (second) spin ei = e
−t/Ti (e′i = e
−t′/T ′i ) and a = 1−e1 ( a′ = 1−e′1).
For t  T1, T2 and t′  T ′1, T ′2 (in bulk GaAs T2 ∼ 100 ns and typically T1  T2),
the electrons form a non-local spin-entangled state after their injection into the dots
L and R and after their subsequent orbital relaxation to the single-electron orbital
ground states φcα(rcα, σ). A local rotation of one of the two spins (for h 6= h′)
enables a transformation of |Ψ−〉 into another (maximally entangled) Bell state. For
instance, for h ‖h′ the singlet |Ψ−〉 is rotated continuously into the triplet |Ψ+〉 =
(|↑↓〉+|↓↑〉)/√2 and vice versa [92]. Further, for β 6= 0 [see Figure 2.2 (b)] the singlet
can also evolve into one of the remaining Bell states |Φ±〉 = (| ↑↑〉 ± | ↓↓〉)/√2. The
situation with h 6= h′ can be achieved, e.g., by controlling the local Rashba spin-orbit
interaction1 in the current leads [89, 92].
In Figure 2.2, we show the fidelity f of the singlet as a function of the spin decoherence
time T2. For simplicity, we assume that the two electrons spend the same time in
the current leads, t = t′ = t0, with T ′1 = T1 and T
′
2 = T2. For a GaAs structure of
length 1µm, t0 = vF/(1µm) ≈ 10 . . . 100 ps for a Fermi velocity vF ≈ 104 . . . 105m/s
1The Rashba spin-orbit interaction in a quantum well is due to structure inversion asymmetry
(in z direction) and is of the form HR = αR(pxσy − pyσx)/~, where pi are the in-plane components
of the electron momentum, σi are the Pauli spin matrices, and αR is a coefficient that is tunable via
external electric gates. For a propagating electron, HR leads to a momentum-dependent effective
magnetic field, inducing spin precession.
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Figure 2.3: The singlet fidelity f [Eq. (2.7)] at time t = t′ = t0 (a) as a function of
the magnetic field difference δh = h − h′ for h′ = 0 and (b) as a function of h with
h′ = h for different angles β. In (a), T1 = 100t0 and T2 is as indicated in the figure.
In (b), T1 = T2 = 100t0 and β = 0 (dotted line), β = pi/2 (dashed line), and β = pi
(solid line).
[92]. For T2 = 100 ns we thus obtain T2/t0 ≈ 103 . . . 104. Figure 2.2 (a) shows f for
different spin relaxation times T1 and for β = 0. In Figure 2.2 (b), f is shown as a
function of T2 for T1 = 100t0, β = pi/2, and for different strengths of the magnetic
fields (assuming h′ = h). The different limits for f that are approached for T2 →∞
for different h and β = pi/2 are the result of spin precession with a fixed t0.
We show in Figure 2.3 the dependence of f on the magnetic fields h and h′. For a given
transmission time t0 for both electrons, electron precession induces an oscillation of
f . This oscillation is damped due to T1 and T2 and depends on the relative difference
of the magnetic field strengths, as shown in Figure 2.3 (a) (where we consider h′ = 0).
The dependence of f on the magnetic field strengths is shown for h′ = h in Figure
2.3 (b) for the angles β = 0, pi/2, and pi.
2.3 Dynamics of the conversion process
We describe the dynamics of the electron injection and recombination in the two
spin-LEDs using a master equation. The rate for the injection and the subsequent
relaxation of electrons into the conduction band ground state in the dot α is denoted
by Weα. It has been demonstrated that this entire process is spin-conserving and
occurs much faster than the optical recombination [87, 88], which is described by the
rates Wpα. Typically, Wpα ∼ 1 ns−1 and Weα ∼ 0.1 ps−1 for the incoherent transition
rates [93, 94]. We solve the master equation for the classical occupation probabilities
and obtain the probability that two photons are emitted after the injection of two
electrons into the dots at t = 0,
P2p =
∏
α=L,R
Weα(1− e−tWpα)−Wpα(1− e−tWeα)
Weα −Wpα . (2.8)
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ForWpα  Weα, P2p ≈
∏
α=L,R(1−e−tWpα). After photon emission, an entangled four-
photon state can be produced by subsequent injection of another pair of electrons,
as we discuss in Section 2.6. Further, bipartite photon entanglement of the two
emitted photons can be achieved by a measurement of the hole spins (or equivalently,
of the second pair of photons) as we discuss in Section 2.9. The initial state is
finally restored by injection of two holes into each of the two dots. We estimate the
production rate of entangled photons in a setup to test some of the proposed electron
entanglers [76, 77, 78, 79, 80, 75, 81, 82]. E.g., pairs of entangled electrons in a spin
singlet state |Ψ−〉 = (| ↑↓〉 − | ↓↑〉)/√2 are produced by the Andreev entangler [76]
with an average time separation ∆t ∼ 10−5s, while for the entangler based on three
quantum dots [75], ∆t ∼ 10−8s. The two spin-entangled electrons of a pair typically
are injected into the current leads with a relative time delay τ ' 10−13s for both of
these entanglers. Because τ,W−1pα  ∆t, photons originating from a single pair of
entangled electrons can be identified with high reliability. In the steady state, the
generation rate of entangled photons is determined by the rate at which entangled
electron pairs leave the entangler, 1/∆t.
2.4 Interaction of radiation and matter
In this section we review the basics of the interaction of radiation and matter [32, 95].
We derive the interaction of a quantum-mechanical emitter with the quantized elec-
tromagnetic field, starting with the classical expression for the electromagnetic field.
We then turn to semiconductors and discuss the band structure of zincblende semicon-
ductors. To conclude the section we focus on the optical properties of semiconductor
quantum dots.
We consider a system with two electronic levels |1〉 and |2〉, for example, an atom or
a quantum dot, coupled to the electromagnetic field. The Hamiltonian of an electron
with mass m0 and charge e is in Gaussian units
H =
1
2m0
[
p− e
c
A(r, t)
]2
+ V (r, t)− e
m0c
S ·B(r, t), (2.9)
comprising the vector potential A(r, t), the magnetic field B(r, t) which couples to the
electron spin S, and an external potential V (r, t). For simplicity, we consider a time-
independent potential V (r) which gives rise to the stationary electron states |1〉 and
|2〉 under study. We choose the Coulomb (or transverse) gauge, divA(r, t) = 0, such
that [pˆ, Aˆ] = 0 for the quantum mechanical operators for the electron momentum
pˆ and the quantized expression Eq. (2.18) for the vector potential which we derive
below. We obtain
H =
p2
2m0
+ V (r)− e
m0c
A(r, t) · p + e
2
2m0c2
A2(r, t)− e
m0c
S ·B(r, t). (2.10)
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For the radiation field in vacuum, we consider a cubic volume of length L, with L
much bigger than the photon wavelength λ. Then, the vector potential A(r, t) can
be expanded in plane waves,
A(r, t) =
1√
0L3
∑
k
Ak(t) e
ik·r, (2.11)
with Fourier coefficients Ak(t) and the dielectric constant 0. The vector k is dis-
cretized, kα = 2pinα/L, where α = x, y, z and nα ∈ Z. In the Coulomb gauge, A(r, t)
satisfies the homogeneous wave equation [32]
∇2A(r, t)− 1
c2
∂2
∂t2
A(r, t) = 0. (2.12)
This leads to Ak(t) = ck exp(−iωkt) + c ∗−k exp(iωkt), where ωk = ck with k = |k|,
and the asterix denotes complex conjugation. We introduce two orthogonal unit
polarization vectors eks (s = 1, 2) which satisfy transversality k · eks = 0 (s = 1, 2),
orthonormality e∗ks · ek′s′ = δss′δkk′ , and right-handedness ek1 × ek2 = k/k. By
definition, the unit polarization vectors eks are parallel to the electric field vector.
Two real eks correspond to a linear polarization basis. For circular polarization, one
usually chooses the complex unit polarization vectors eks = (1, ±i)/
√
2 in the plane
perpendicular to k. Because Ak ⊥ k, we can write ck =
∑
s=1,2 ckseks. We introduce
eks in Ak(t) and define the complex amplitudes uks(t) = cks exp(−iωkt) to obtain an
expansion in the fundamental vector mode functions eks exp(ik · r),
A(r, t) =
1√
0L3
∑
k,s
(
uks(t) ekse
ik·r + u∗ks(t) e
∗
kse
−ik·r) . (2.13)
We finish the discussion of the classical case here and proceed to the quantization
of the electromagnetic field. For this purpose, we introduce a pair of real canonical
variables, qks(t) = uks(t) + u
∗
ks(t) and pks(t) = −iωk [uks(t)− u∗ks(t)]. The Hamilto-
nian of the electromagnetic field Hf can be derived from the expression of the field
energy [32] such that, in terms of qks(t) and pks(t),
Hf =
1
2
∑
k,s
[
p2ks(t) + ω
2
kq
2
ks(t)
]
. (2.14)
Thus every photon mode k with polarization s contributes the energy of an indepen-
dent harmonic oscillator to the field. Expressed in the canonical variables qks(t) and
pks(t), the vector potential reads
A(r, t) =
1
2
√
0L3
∑
k,s
[(
qks(t) +
i
ωk
pks(t)
)
ekse
ik·r + c.c.
]
. (2.15)
According to the postulates of quantum mechanics, the canonically conjugate vari-
ables qks(t) and pks(t) are replaced by operators qˆks(t) and pˆks(t) that satisfy the
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commutation relations [qˆks(t), pˆk′s′(t)] = i~δss′δkk′ and
[qˆks(t), qˆk′s′(t)] = [pˆks(t), pˆk′s′(t)] = 0 for all k,k
′, s, s′. We now define the non-
Hermitian operators
aˆks(t) =
1√
2~ωk
[ωkqˆks(t) + ipˆks(t)] = aˆks(0) e
−iωkt, (2.16a)
aˆ†ks(t) =
1√
2~ωk
[ωkqˆks(t)− ipˆks(t)] = aˆ†ks(0) eiωkt, (2.16b)
which satisfy the usual commutation relations of a harmonic oscillator,[
aˆks(t), aˆ
†
k′s′(t)
]
= δkk′δss′ . In the Heisenberg picture, the Hamiltonian of the quan-
tized electromagnetic field can be written as
Hf =
∑
k,s
~ωk
[
aˆ†ks(t)aˆks(t) +
1
2
]
, (2.17)
where the term proportional to 1/2 is the zero-point contribution. The quantized
expression for the vector potential finally reads
A(r, t) =
√
~
20ωkL3
∑
k,s
[
aˆks(0) ekse
i(k·r−ωkt) + aˆ†ks(0) e
∗
kse
−i(k·r−ωkt)
]
. (2.18)
In the following, we omit the hat for quantum mechanical operators. For the total
Hamiltonian of the electron, interacting with the quantized electromagnetic field, we
obtain with Eqs. (2.10), (2.17), and (2.18),
H = H0 +Hf +Hint, (2.19)
where
H0 =
p2
2m0
+ V (r), (2.20)
Hf =
∑
k,s
~ωk
[
aˆ†ks(t)aˆks(t) +
1
2
]
, (2.21)
Hint = − e
m0c
A(r, t) · p + e
2
2m0c2
A2(r, t)− e
m0c
S ·B(r, t). (2.22)
In Hint, we neglect the term ∝ A2(r, t) which describes photon-photon scattering,
assuming that it is small compared to the first term in Eq. (2.22) which is linear
in A. This is true for low-intensity fields and is a good approximation for most
optical experiments. We now transform into the Schro¨dinger picture where the factors
exp(±iωkt) are removed. Defining Ak =
√
~/2ωk0L3, we obtain
A(r) · p =
∑
k,s
Ak
[
aks e
ik·reks · p + a†ks e−ik·re∗ks · p
]
. (2.23)
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For atoms or quantum dots2 , the wavelength of the coupled photon mode is typically
much larger than the spatial extension of the corresponding electron wave functions.
In this limit, one can perform a multipole expansion exp(±ik·r) = 1±ik·r+. . . in Eq.
(2.23) and truncate the series after the lowest non-vanishing term in the transition
matrix elements. In the following, we discuss the first two interaction terms of the
multipole expansion. The first term gives rise to electric dipole transitions, whereas
the second term gives rise to magnetic dipole and electric quadrupole transitions.
2.4.1 Electric dipole transitions
Most optical transitions are electric dipole transitions [95], which are described by
Eq. (2.22) (with the term ∝ A2 neglected) in the electric dipole approximation,
exp(±ik · r) ≈ 1. The dipole approximation is exact for a point-like emitter, where
r = 0 and the spatial variation of the electromagnetic field is not important for the
interaction. Further, the term eS ·B(r, t)/m0c in Eq. (2.22) can safely be neglected
in the dipole approximation because its transition matrix elements are smaller by a
factor kr ( 1) than the transition matrix elements of A · p [95]. Eq. (2.22) then
simplifies to
Hint = − e
m0c
∑
k,s
Ak
[
aks eks · p + a†ks e∗ks · p
]
. (2.24)
In the following we consider coupling of the states |2〉 and |1〉 with one single photon
mode and drop the summation over k and s. In the basis of the states |1〉 and |2〉 we
obtain
Hint = − e
m0c
Ak
[
aks
(
|2〉〈1|〈2|eks · p|1〉+ |1〉〈2|〈1|eks · p|2〉
)
+a†ks
(
|2〉〈1|〈2|e∗ks · p|1〉+ |1〉〈2|〈1|e∗ks · p|2〉
)]
. (2.25)
The momentum matrix elements in the above expression, 〈2|eks · p|1〉, etc., are non-
zero only if the states |1〉 and |2〉 satisfy certain symmetry criteria, which are called
selection rules. First of all, for a non-zero momentum matrix element the states |1〉
and |2〉 must have different parity. For the orbital angular momentum eigenstates
|l,m〉 and |l′,m′〉, respectively, the so-called electric dipole transition selection rules
l − l′ = ±1 and m −m′ = 0, ±1 must be satisfied [95]. |1〉 and |2〉 must also have
the same spin state. In the presence of spin-orbit coupling Hso = λL · S the angular
momentum eigenstates are classified according to the total angular momentum J =
L+S with eigenstates |j,mj〉. The dipole selection rules then transform into j− j′ =
0, ±1, l − l′ = ±1, and mj −mj′ = 0, ±1. Note that a j − j′ = 0 transition is only
allowed for j, j′ 6= 0 [95].
2For InAs or GaAs quantum dots, e.g., the energetically lowest optical transitions are typically
in the near infrared (with photon wave number k ∼ 1 µm−1) and r is on the order of the quantum
dot size (at most a few tens of nanometers). Thus, kr ≈ 10−2.
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The coupling strength is characterized by the (optical) Rabi frequency
~Ωks = − e
m0c
Ak〈2|eks · p|1〉 = − e
m0c
√
~
2V 0ωk
〈2|eks · p|1〉. (2.26)
We exclude transitions to other levels (which are in principle possible in real atoms).
Note that the Hamiltonian Eq. (2.25) contains energy non-conserving terms, namely,
the emission of a photon combined with an excitation of the emitter and the Hermitian
conjugate expression of this process. However, these terms vanish due to angular
momentum selection rules if we consider coupling with a circularly polarized mode (cf.
Ref. [32], pp.752). For the coupling with a mode of arbitrary polarization, the rotating
wave approximation is usually applied, i.e., only the energy-conserving interaction
terms in Eq. (2.25) are kept. This is usually a good approximation when the mode
and the emitter are resonant, ωk = |E2−E1|/~, or quasi-resonant, ωk ≈ |E2−E1|/~,
where H0|i〉 = Ei|i〉 for i = 1, 2. For a circularly polarized mode, or alternatively, for
a mode with non-circular polarization in the rotating wave approximation, we thus
obtain the standard interaction Hamiltonian for electric dipole transitions,
Hint = − e
m0c
Ak
(
aks |2〉〈1|〈2|eks · p|1〉+ a†ks |1〉〈2|〈1|e∗ks · p|2〉
)
. (2.27)
With this interaction Hamiltonian, H = H0 + Hf + Hint is the well-known Jaynes-
Cummings Hamiltonian [96] which has successfully been applied to describe the in-
teraction of atoms and photons in a cavity [97].
Further, if the two-level system is coupled to a laser field, Eq. (2.27) can be sim-
plified by assuming that the laser field is in a coherent state, described by |α〉 =
exp (αa†L − α∗aL)|0〉, where α ∈ C, a(†)L are photon operators of the laser mode, and
|0〉 is the photon vacuum. Since coherent states are eigenstates of the annihilation
operator, aL|α〉 = α|α〉, the matrix elements of Hint can readily be calculated in the
laser field subspace. For the coherent state |α〉 the mean number of photons in the
mode is given by |α|2. Thus, the well-known semi-classical expression for the cou-
pling of a two-level system with a classical field is recovered from the fully quantum
mechanical expression when a coherent state is taken into account [32].
In the dipole approximation the coupling term A·p can be transformed into a coupling
of the form d · E, where d = er is the electric dipole moment operator and E the
electric field. This can be readily understood from the relation [98]
〈2|p|1〉 = im0
~
〈2|[H0, r]|1〉 = im0~ (E2 − E1)〈2|r|1〉, (2.28)
where we used [r, H0] = i~p/m0. Further, for (E2 − E1)/~ = ωk we can use the
definition E = −(1/c)(∂/∂t)A for the electric field to obtain the desired expression
of the form d · E.
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2.4.2 Magnetic dipole and electric quadrupole transitions
The second term in the multipole expansion (∝ k · r) leads to momentum matrix
elements of the form 〈i|(k · r)(eks ·p)|j〉 in Hint. We add to this term the interaction
∝ S · B of the spin with the magnetic field. The resulting interaction term can be
represented as the sum of a magnetic dipole term and an electric quadrupole term [95].
The magnetic dipole term describes the coupling of the total magnetic moment to
the magnetic field. For transitions between angular momentum eigenstates |l,ml,ms〉
and |l′,ml′ ,ms′〉 with orbital and spin magnetic moment ml and ms, respectively, the
selection rules for magnetic dipole transitions are l − l′ = 0, ml −ml′ = 0 ± 1, and
ms − ms′ = 0, ±1. In the presence of spin-orbit interaction (defined as in Section
2.4.1), the magnetic dipole selection rules transform into l−l′ = 0, j−j′ = 0, ±1, and
mj−mj′ = 0, ±1. The selection rules for electric quadrupole transitions are given by
l − l′ = 0, ±2 and ml −ml′ = 0, ±1, ±2. The electric quadrupole transition can be
interpreted as the interaction of the electric quadrupole moment with the gradient
of the electric field [95]. It is usually experimentally possible to place the emitter at
a location, e.g., inside a cavity, where the magnetic field is large and the gradient
of the electric field is negligible, enabling the excitation of only a magnetic dipole
transition. A typical example for magnetic dipole transitions are magnetic resonance
transitions, like electron spin resonance which we consider in Chapter 4.
2.4.3 Band structure of III-V semiconductors
In the following, we mainly focus on quantum dots made of III-V semiconductor
compounds with zincblende structure [99], e.g., GaAs or InAs. Additionally, the
zincblende structure (with an additional anisotropy) can be assumed to a good ap-
proximation for small II-VI quantum dots with hexagonal crystal structure (e.g.,
CdSe), as discussed in Chapter 5.
The electronic bandstructure of a three-dimensional semiconductor with zincblende
structure is illustrated in Figure 2.4 (a). The bands are parabolic close to their
extrema which are all located at the Γ point, i.e., the center of the Wigner-Seitz
cell. The conduction (c) band Bloch states have orbital s symmetry and are spin-
degenerate. The valence (v) band consists of three twofold degenerate subbands, the
heavy-hole (hh), the light-hole (lh), and the spin-orbit split-off (so) band. The v-band
Bloch states have orbital p symmetry. The bottom of the c band and the top of the
v band are split by the band-gap energy Egap. Provided the spin-orbit interaction
is nearly isotropic (Hso ≈ λL · S, where L is the orbital angular momentum and
S the spin operator of the electron), the total angular momentum J2 = (L + S)2
provides (to a good approximation) a good quantum number j in semiconductors.
The valence-band states with different j (j = 1/2 for the so band, j = 3/2 for the
hh and lh band) are then split by ∆so in energy due to the spin-orbit interaction.
The corresponding spinor representations are usually called Γ8 for the hh and the lh
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Figure 2.4: Electronic bandstructure (schematically) in the vicinity of the Γ point
for (a) a three-dimensional crystal (b) an effectively two-dimensional structure (a
quantum well) with zincblende lattice structure. The bands are shown as a function
of (a) the wavevector k (b) the in-plane wavevector k‖ and are the conduction (c)
band, the heavy-hole (hh) band, the light-hole (lh) band, and the spin-orbit split-off
(so) band. The spinor representation of the c band is Γ6, whereas the hh and the lh
band have spinor representation Γ8, and the spinor representation of the so band is
Γ7 [99, 100]. In (b), the hh and the lh bands are split by ∆hh−lh due to the uniaxial
confinement, as explained in the text. The black and white circles represent electrons
and holes, respectively.
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band, Γ7 for the so band, and Γ6 for the c band [99, 100]. The hh and lh subbands
are degenerate at the Γ point, see Figure 2.4 (a). The hh states have the angular
momentum projections Jz = ±3/2 and the lh states Jz = ±1/2. For finite electron
wavevectors k 6= 0, the hh and lh subbands split into two branches, according to the
different curvatures of the energy dispersion, which implies different effective masses
of heavy and light holes. Further away from the extrema, strong inter-band mixing
usually occurs (especially between hh and lh) and leads to non-parabolic bands.
Quantum confinement along one crystal axis (as in a quantum well), e.g., z, quantizes
the momentum component pz. Consequently, the hh and lh states of the lowest sub-
band are split by an energy ∆hh−lh at the Γ point (because of their different effective
masses3), as illustrated in Figure 2.4 (b). Such a confinement asymmetry also defines
a spin quantization axis for the v-band states along z. Typically, ∆hh−lh ∼ 10 meV
for a quantum well of thickness ∼ 10 nm [101]. Uniaxial strain in the semiconductor
crystal is another mechanism that lifts the degeneracy of heavy and light holes [99]
and can thus define the spin quantization axis. Typically, the energetically lowest
interband transitions between the c and v band in quantum wells are transitions
including the hh subband, as depicted in Figure 2.4 (b).
Via photon absorption, an electron in a valence-band state (e.g., the hh subband)
can be excited to a c-band state, as shown schematically in Figure 2.4. Such inter-
band transitions are determined by optical selection rules (see Section 2.4.1), which
establish conditions on the quantum numbers of the optically coupled states. Due to
optical selection rules, the c-hh transitions between the band extrema are circularly
polarized, and there are both circularly and linearly polarized c-lh and c-so transi-
tions [99]. Photons with circular polarization σ± carry an angular momentum with
projection ±1 (in units of ~) along their propagation direction. Consequently, there is
a one-to-one correspondence between circular photon polarization and electron spin
for optical excitations of hh states.
The electron-hole pair created with an inter-band transition is called an exciton. The
electron and hole of an exciton form a bound state due to the Coulomb interaction,
similar to that of a hydrogen atom (or rather positronium, depending on the ratio of
the effective masses for the electron and the hole). Several excitons can form bound
complexes. We refer to the system of two bound excitons as a biexciton. Another
type of exciton which is important in the following is the charged exciton: Excitons
may bind an extra charge carrier (an electron or a hole), leading to a negatively or a
positively charged exciton, respectively.
2.4.4 Optical properties of quantum dots
Due to the usually strong confinement along one direction in semiconductor quantum
dots, say z, it is often useful to start with the band structure of a quantum well [shown
3The hh and lh energies for k‖ = 0 are 〈p2z〉/2mhh and 〈p2z〉/2mlh, respectively.
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in Figure 2.4 (b)] and introduce an additional weak confinement in the plane. By
only taking the lowest subband of the quantum well into account we obtain quasi two-
dimensional quantum dots. For circular confinement in the xy plane, the z component
Jz of J is a good quantum number. Then, the confined valence band states have pure
hh or lh character since they can be classified according to J2 and Jz. The one-to-one
correspondence of electron spin and circular photon polarization (as for a quantum
well, see Section 2.4.3) is then preserved for the ground-state transitions since they
are related to hh excitons. Taking advantage of this property for the readout of
spin states, light-emitting diodes (“spin-LEDs”) have been fabricated using quantum
wells [83, 84] or quantum dots [85, 87, 88] as the optically active medium, where the
polarization of the emitted photons indicates the spin polarization of the electrons
(or holes) injected into the spin-LED.
In contrast, an anisotropic quantum dot confinement in the plane induces mixing
of angular momentum eigenstates, which weakens the one-to-one correspondence of
spin and photon polarizations. Yet, we will mostly discuss quantum dots with a
pure hh ground state in the following, motivated by the published results of many
experiments. We therefore assume a symmetric parabolic in-plane confinement for
the low-energy physics with few carriers in the dot. We will discuss the effect of an
anisotropic dot shape or hh-lh mixing directly in the corresponding chapters.
For excitons in quantum dots one can distinguish between different confinement
regimes. In the strong-confinement regime, the single-particle confinement energies
due to the quantum dot potential are much larger than the electron-hole Coulomb
interaction energy. An alternative definition of the strong-confinement regime is ob-
tained in the limit where the quantum dot radius is much smaller than the Bohr
radius aX of a free exciton. Small colloidal semiconductor quantum dots, which we
consider in Chapter 5, or small self-assembled quantum dots are examples for dots in
the strong confinement regime. In this situation one can use non-interacting wave-
functions for electrons and holes and take the Coulomb interaction into account in
the frame of perturbation theory.
2.5 Optical transitions in quantum dots
We turn to a microscopic description of the optical recombination processes of the
two electrons which occur independently, except for the entanglement of the spin
wave functions. We consider now one single branch α = L,R of the apparatus and
omit the index α. The state of the single quantum dot which is charged with two
heavy holes (hh’s) in the orbital ground state and into which a single electron with
spin σ has been injected is given by
|e, σ〉 =
∫
d3rcφ
∗
c(rc, σ)b
†
cσ|χ〉. (2.29)
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Figure 2.5: Definition of the photon emission angles θ and φ. The axes x, y, and z are
along the cubic crystal axes [100], [010], and [001], respectively. The spin quantization
axis is defined along z.
Here, b†nσ creates an electron with spin Sz = σ/2 = ±1/2 in the state n of the dot,
|χ〉 = ∑τ 6=τ ′ ∫ d3rv1d3rv2φv(rv1, τ ; rv2, τ ′)bvτbvτ ′|g〉, where |g〉 is the electrostatically
neutral ground state of the quantum dot, and φv(rv1, τ ; rv2, τ
′) is the orbital part
of the two-hole wave function. In the strong-confinement regime where Coulomb
correlations are negligible, φv is a product of the single-particle valence-band states.
The labels τ, τ ′ denote the hh spin component Sz = τ/2 = ±1/2 that factor out for
angular momentum Jz = ±3/2.
We now calculate the emission matrix element (see Section 2.4.1),
〈f |Hem|i〉 = − e
m0c
Ak〈f |a†kλe∗kλ · p∗cv|i〉, (2.30)
for the electric dipole transition with initial state |i〉 = |e, σ〉⊗| . . . , nkλ, . . . 〉 and final
state |f〉 = bvτ ′|g〉 ⊗ | . . . , nkλ + 1, . . . 〉, where | . . . , nkλ, . . . 〉 is a Fock state of the
electromagnetic field, typically the photon vacuum. Because of quantum mechanical
selection rules, the optical transitions connect only states with the same spin such
that τ = σ and τ ′ 6= σ. We apply the envelope-function approximation for the
single-particle levels and write φn(rn, σ) = ψn(rn)unσ(rn), where unσ(rn) is a Bloch
function and ψn(rn) an envelope function determined by Vqd(r), where n = c, v1, v2.
The orbital part of the c-band Bloch wave function is an s-type function |s〉, whereas
the hh band has a p-type function |x+ iτy〉. We obtain
|〈f |Hem|i〉| = e
m0c
Ak
√
nkλ + 1 |e∗kλ · p∗cvCeh| , (2.31)
where p∗cv = pvc = 〈uvσ|p|ucσ〉 is the inter-band momentum matrix element, ekλ =
(cos θ cosφ− iλ sinφ, cos θ sinφ+ iλ cosφ, − sin θ)/√2 is the unit polarization vector
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for a photon with λ = ±1 for circular polarization |σ±〉, and Ceh =
∫
d3r ψ∗c (r, σ)ψv(r, σ).
The photon is emitted into a direction given by the polar angle θ and the azimuthal
angle φ, see Figure 2.5. For cubic symmetry, e∗kλ · p∗cv = pcv(cos θ − σλ)e−iσφ/2 ≡
pcvmσλ(θ, φ), where pcv = 〈s|px|x〉. With the transition |e, σ〉 → bv−σ|g〉, a photon in
the state
|σ, θ, φ〉 = N(θ)(mσ,+1(θ, φ)|σ+〉+mσ,−1(θ, φ)|σ−〉) (2.32)
is emitted into the direction (θ, φ). Here, N(θ) = [2/(1+cos2 θ)]1/2 is a normalization
factor. Eq. (2.32) shows that for θ = 0, a spin up (σ = +1) electron generates a |σ−〉
photon, whereas a |σ+〉 photon is obtained from a spin down (σ = −1) electron which
ensures a one-to-one correspondence between spin and photon polarization. The
admixture of the opposite circular polarization increases with θ, leading to elliptical
polarization for θ ∈ (0, pi/2) and linear polarization for θ = pi/2. For θ 6= 0, the
spin-inverted states |+ 1, θ, φ〉 and | − 1, θ, φ〉 have interchanged coefficients for |σ+〉
and |σ−〉, up to a relative phase which is determined by the global phase factors
exp (−iσφ) of the single-photon states. Note that in two-photon states the azimuthal
angles thus provide a relative phase which we exploit in Section 2.9.
2.6 Entangled four-photon state
Due to the antisymmetric hole ground state, the two photons produced at recombi-
nation are entangled with the two holes which remain in the dots. For injection of an
electron singlet and subsequent photon emission along z, this state is proportional to
|σ+〉L|σ−〉R| − 3/2〉L|+ 3/2〉R − |σ−〉L|σ+〉R|+ 3/2〉L| − 3/2〉R. (2.33)
The corresponding expressions for the other Bell states are obtained analogously. If
only the two photons in Eq. (2.33) are measured, an incomplete test of the state is
performed [102]. No photon correlations due to entanglement can then be measured
because of the orthogonal two-hole wave functions. Similarly, no additional holes
should be injected into the dots at this point. When the system is in the state Eq.
(2.33) and a hole is injected resonantly into one of the dots, the photons are projected
into a completely mixed state. For non-resonant injection with subsequent orbital
relaxation of the hole, the projection into a mixed photon state occurs on a time scale
given by the heavy-hole singlet-triplet decoherence time.
Instead, by injecting a pair of electrons with spins polarized in the xy plane into
the dots, a four-photon state of GHZ type can be produced if the T2-time of the
exciton polarization exceeds well the exciton lifetime. For circularly polarized photons
emitted along z, the electron Bell states give rise to the states
|Ψ±〉 → |σ+σ−σ−σ+〉 ± |σ−σ+σ+σ−〉, (2.34)
|Φ±〉 → |σ−σ−σ+σ+〉 ± |σ+σ+σ−σ−〉, (2.35)
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where the first two entries indicate the first photon pair (L,R) and the third and fourth
entry the second photon pair (L,R), respectively. Normalization has been omitted
for simplicity. In order to preserve the entanglement in Eq. (2.33), the two electrons
with in-plane polarization need to be injected within the hole-spin coherence time
after emission of the first photon pair. Yet, the second photon pair is generated by
neutral excitons which in asymmetric quantum dots are subject to a significant fine
structure splitting, the consequences of which we discuss in Section 2.7.
To switch between the production of entangled and in-plane polarized electron pairs,
a double quantum dot can be used with a tunable exchange splitting J and to which
an in-plane magnetic field B⊥ is applied [73, 74]. If J is larger than the electron
Zeeman energy, the two-electron ground state is a singlet and entangled electrons can
be extracted. In contrast, if J is tuned to a value smaller than the electron Zeeman
energy, the ground state is a triplet with spins aligned along B⊥. The exchange
splitting J can be reduced by applying an electric gate voltage such that the two
electrons are pushed apart from each other. See Chapter 3 for a more detailed
discussion of double dots. Alternatively, for subsequent injection of two entangled
electron pairs, ± → + on the right-hand side of Eqs. (2.34) and (2.35). We discuss
in the following two sections the criteria which need to be satisfied in experiments to
produce the GHZ states Eqs. (2.34) and (2.35).
2.7 Electron-hole exchange interaction
The inter-band Coulomb exchange interaction, which is usually referred to as the
electron-hole exchange interaction, leads to a fine structure splitting of excitonic lev-
els. This mechanism has been identified to be responsible for the recent observation
that photon pairs produced at the recombination cascade of biexcitons in quantum
dots are not entangled [65, 66, 67, 68, 69], in contradiction with theoretical expecta-
tions [63, 64]. We review the electron-hole exchange interaction here and discuss its
consequences to our scheme.
According to the method of invariants, the exchange splitting of the ground state of
a confined exciton with symmetry Γ6 × Γ8 (see Section 2.4.3) can be written as an
effective coupling of the electron spin S and the hole angular momentum J [100, 103],
Hexc = −
∑
i=x,y,z
(
aiJ
h
i S
e
i + bi(J
h
i )
3Sei
)
. (2.36)
Here, ai, bi are coupling constants, and the j = 3/2 angular momentum operators for
the valence-band holes can be represented in the basis |3/2〉, |1/2〉, | − 1/2〉, | − 3/2〉,
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by
Jhx =

0
√
3/2 0 0√
3/2 0 1 0
0 1 0
√
3/2
0 0
√
3/2 0
 , (2.37a)
Jhy =

0 −i√3/2 0 0
i
√
3/2 0 −i 0
0 i 0 −i√3/2
0 0 i
√
3/2 0
 , (2.37b)
Jhz =

3/2 0 0 0
0 1/2 0 0
0 0 −1/2 0
0 0 0 −3/2
 . (2.37c)
The corresponding cubed matrices are obtained as
(Jhx )
3 =

0 7
√
3/8 0 3/4
7
√
3/8 0 5/2 0
0 5/2 0 7
√
3/8
3/4 0 7
√
3/8 0
 , (2.38a)
(Jhy )
3 =

0 −i7√3/8 0 i3/4
i7
√
3/8 0 −i5/2 0
0 i5/2 0 −i7√3/8
−i3/4 0 i7√3/8 0
 , (2.38b)
(Jhz )
3 =

27/8 0 0 0
0 1/8 0 0
0 0 −1/8 0
0 0 0 −27/8
 . (2.38c)
In terms of the exciton states |Jhz , Sez〉, Eq. (2.36) can be represented in the basis
|3
2
,−1
2
〉, | − 3
2
, 1
2
〉, |3
2
, 1
2
〉, | − 3
2
,−1
2
〉, |1
2
, 1
2
〉, | − 1
2
,−1
2
〉, |1
2
,−1
2
〉, | − 1
2
, 1
2
〉 as
Hexc
.
=
(
Ahh Ahh−lh
A∗hh−lh Alh
)
, (2.39)
where Ahh, Alh, and Ahh−lh are 4× 4 block matrices. Explicitly,
Ahh =

∆0 ∆1 0 0
∆1 ∆0 0 0
0 0 −∆0 ∆2
0 0 ∆2 −∆0
 (2.40)
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couples hh exciton states, and ∆0 = (3/4)az + (27/16)bz, ∆1 = −(3/8)(bx − by), and
∆2 = −(3/8)(bx + by). The block matrix
Ahh−lh =

∆3 0 0 0
0 ∆3 0 0
0 0 ∆4 0
0 0 0 ∆4
 (2.41)
mixes hh and lh excitons with ∆3 = −(
√
3/4)(ax + ay) − (7
√
3/16)(bx + by) and
∆4 = −(
√
3/4)(ax − ay)− (7
√
3/16)(bx − by), and
Alh =

−∆5 ∆6 0 0
∆6 −∆5 0 0
0 0 ∆5 ∆7
0 0 ∆7 ∆5
 (2.42)
couples lh exciton states, where ∆5 = (1/4)az + (1/16)bz, ∆6 = −(1/2)(ax − ay) −
(5/4)(bx − by), and ∆7 = −(1/2)(ax + ay)− (5/4)(bx + by).
The electron-hole exchange interaction splits bright and dark hh-exciton states by
2∆0, whereas the splitting between dark and bright lh states amounts to 2∆5. For
cubic crystal symmetry (which is given for a Γ6×Γ8 exciton) and rotational symmetry
of the dot, ax = ay and bx = by. In this case Hexc is diagonal for the bright excitons
(∆1 = ∆6 = 0), in contrast to the dark excitons which are mixed due to ∆2 and
∆7. In quasi two-dimensional systems, the electron-hole exchange interaction can
further be simplified because of the splitting ∆hh−lh of heavy and light holes [103,
104]. In quantum dots, typically ∆hh−lh ∼ 10 meV, being much larger than typical
electron-hole exchange interaction energies (. 0.05 meV in “natural” GaAs dots [42],
. 0.2 meV in InAs dots [104, 105, 106], . 0.3 meV in CdSe/ZnSe dots [107]). We
may therefore restrict ourselves to hh states and the exchange interaction described
by Eq. (2.40). For a quantum dot with an asymmetric shape in the xy plane, bx 6= by
is possible, leading to a coupling of |3
2
,−1
2
〉 and | − 3
2
, 1
2
〉. The new bright exciton
eigenstates are the linearly polarized exciton states (|3
2
,−1
2
〉 ± | − 3
2
, 1
2
〉)/√2 which
are split by the energy δehx = 2∆1. For elliptic dots these intrinsic basis states are
oriented along the major and the minor axis, respectively [108].
The third and the fourth photon of the GHZ states Eqs. (2.34) and (2.35) are emit-
ted from single excitons. For bx 6= by these excitons are subject to a fine structure
splitting. It has been pointed out that if δehx is larger than the exciton linewidth
(which is typically only a few µeV [109]), then a polarization-entangled photon state
is also entangled in energy [110], and entanglement is already destroyed after an
energy measurement. Further, it is essential for the GHZ states that the photons
are emitted from a coherent superposition of exciton polarization states (the same
condition applies to the second photon of the biexciton cascade). For such a co-
herent superposition of exciton spins, the decoherence rate is, e.g., in the frame
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of a generalized master equation in the Lindblad form (see Section 4.2.2) given by
1/T2,X = 1/2T1,X + 1/Tϕ,X , where T1,X is the exciton polarization relaxation time
and Tϕ,X is the pure decoherence time. In several experiments [111, 66, 112], exciton
spin relaxation times on the order of the exciton lifetime have been reported4. It can
therefore be expected that with such quantum dots the entanglement of the GHZ
states would in most cases be lost. Here, it is important to note that for δehx = 0 the
exciton spin relaxation via acoustic phonon processes [113] is suppressed since the
phonon density of states is proportional to the phonon frequency squared, leading
to a maximization T2,X → Tϕ,X of the exciton spin decoherence time. It is therefore
desirable to compensate the exciton fine structure splitting δehx.
To achieve δehx = 0 one could in principle modify the quantum dot potential elec-
trostatically such that bx = by (as for circular dots with cubic crystal symmetry).
Another possibility would be to have an extra charge carrier present in the dot. For
example, with an additional electron, a negatively charged exciton X− is formed.
In the ground state of an X−, the two electrons form a spin singlet. It is therefore
expected from Hexc [Eq. (2.36)] that the fine structure splitting vanishes, which has
also been demonstrated experimentally [104, 105, 106]. We discuss in Section 2.8 that
this is also true for a positively charged exciton, where an additional hole is bound to
the exciton. We thus expect an increased polarization coherence of the first photon
pair compared to a transition with neutral excitons. Another way to enhance the po-
larization coherence of the photons is to reduce the exciton lifetime to a value much
smaller than T2,X . This could be achieved if the quantum dots are located inside
a cavity which couples to the exciton transition, since the exciton lifetime is then
reduced due to the Purcell effect. Further, for δehx larger than the exciton linewidth
and if both exciton lines couple to the same cavity mode, also the photon energy
entanglement can be erased [110].
2.8 Fine structure of X+
We show that the electron-hole exchange interaction of an exciton in a quantum
dot can be compensated by adding an extra hole. From this and the results of the
previous section, a regime can be identified in which creation of four photons in the
GHZ states Eqs. (2.34) and (2.35) can be expected for the scheme discussed in Section
2.6.
Recent experiments have demonstrated the controlled creation of positively charged
excitons (X+) in quantum dots [114, 115]. In contrast to the two electrons of an
X−, the antisymmetric two-hole ground state of an X+ is not an isotropic singlet
because the holes have total angular momentum j = 3/2 rather than just spin 1/2.
For an X+ in a quantum dot in the strong-confiment regime,
〈
Jh1z + J
h2
z
〉
= 0 for
4Still, experiments with different types of quantum dots showed much longer exciton polarization
relaxation times [120, 121, 122].
30 2 Entanglement transfer from electron spins to photons
the two heavy holes is sufficient for a vanishing δehx because
〈
Jhx
〉
=
〈
Jhy
〉
= 0 up to
corrections of order ∆3/∆hh−lh  1, cf. Eq. (2.39). We now discuss the stability of the
compensation of the electron-hole exchange interaction for an X+ in the presence of
external magnetic fields and anisotropy of the quantum dot shape. The p symmetry of
the v-band states is responsible for the hyperfine interaction being much weaker than
for the c-band states (which have s symmetry). We therefore neglect the Overhauser
field for the holes and discuss external magnetic fields only. We treat the Zeeman
interaction HvZ for the v-band holes [116] in first-order perturbation theory, where
HvZ =
e
m0c
∑
i=x,y,z
[
κJhi + q(J
h
i )
3
]
Bi, (2.43)
with the Zeeman parameters κ and q. The term that is cubic in Jh is usually much
smaller than the linear term and is often neglected [103]. Yet, by restricting ourselves
to heavy holes we can use (Jhi )
2 = 9/4 and define an effective hole g-factor ghi =
κ+ 9q/4 such that the (exact) Zeeman interaction is given by HZ =
∑
i g
h
i J
h
i Bi. For
B = 0, 〈Jh1z +Jh2z 〉 = 0 is satisfied due to the Kramers theorem and the electron-hole
exchange interaction vanishes exactly for an X+ in a quantum dot. For a circular
quantum dot,
〈
Jh1z + J
h2
z
〉
= 0 remains true for B along z (B = B⊥) or in the xy
plane (B = B‖). In the latter case, this is because the lh components | ± 1/2〉
are admixed with equal weight. Yet, for B = c⊥B⊥ + c‖B‖ this is no longer true
and
〈
Jh1z + J
h2
z
〉 ∝ (gh‖ c‖B‖)(ghz c⊥B⊥)/∆2hh−lh. Typically, (ghz c⊥B⊥)/∆hh−lh < 0.1 for
magnetic fields B < 10 T, and the in-plane hole g factor gh‖ is very small, g
h
‖ ≈ 0.
For heavy holes gh‖ = 0 is even satisfied exactly, which follows directly from 〈Jx〉 =
〈Jy〉 = 0. Only the admixture of light holes leads to a non-zero gh‖ . For a more
detailed discussion of angular momentum j = 3/2 states in quasi two-dimensional
systems see Ref. [117]. We have shown above that the admixture of light holes is
negligible for circular dots. We therefore conclude that for a X+ in a circular dot a
perturbation by a (weak) magnetic field only induces a negligible exchange splitting.
Moreover, for strong magnetic fields which induce a Zeeman splitting that is much
larger than the electron-hole exchange splitting, the electron-hole exchange can be
neglected even for neutral excitons, for which circularly polarized states | ± 3
2
,∓1
2
〉
are then good eigenstates [118]. For a quantum dot with broken rotational symmetry
in the xy plane, 〈Jh1z + Jh2z 〉 = 0 is still obtained as long as reflection symmetry
along the z axis is given. In this case, the states with opposite z component are
admixed with equal amplitudes, similarly as for a magnetic field B‖, and there is no
exchange splitting. If reflection symmetry along z is broken, then the mixing of hh
and lh states is determined by a new parameter, the anisotropy energy divided by
∆hh−lh. The exciton fine structure splitting can only be neglected if this parameter
is small. The anisotropy energy depends crucially on the individual quantum dot
shape. For further predictions on the anisotropy energy and related effects, a more
detailed numerical modelling of the quantum dot is usually required [119], which is
not within the scope of this thesis.
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2.9 Entangled two-photon state
Full bipartite photon entanglement of the first photon pair is obtained in Eqs. (2.34)
and (2.35) by a measurement of the second photon pair which projects the GHZ state
into a state where the two photon pairs form a product state. This can be achieved,
e.g., by directing the second photon pair (which is emitted some time after the first
photon pair) via secondary optical paths to a linear polarization measurement which
is performed before the first photon pair is measured, see Figure 2.6. Even different
bases {|H〉, |V 〉} and {|H ′〉, |V ′〉} can be chosen for the two photons of the second
pair. The four-photon states Eqs. (2.34) and (2.35) read in this basis
|Ψ±〉 → (|σ+σ−〉 ± |σ−σ+〉) (|HH ′〉 − |V V ′〉)
+
(|σ+σ−〉 ∓ |σ−σ+〉) (|HV ′〉 − |V H ′〉) , (2.44)
|Φ±〉 → (|σ−σ−〉 ± |σ+σ+〉) (|HH ′〉+ |V V ′〉)
+
(|σ−σ−〉 ∓ |σ+σ+〉) (|HV ′〉+ |V H ′〉) . (2.45)
Note that the electron-hole exchange interaction in elliptical dots assists this projec-
tion into a linear basis, as discussed in Section 2.7. Further, even loss of the (linear)
polarization coherence of the second photon pair is tolerable in Eqs. (2.44) and (2.45)
if the intrinsic linear polarization bases of the dots are chosen for H, V and H ′, V ′,
respectively. Yet, the entanglement of the first photon pair is only preserved if the
relaxation time T1,X of the linear exciton polarization is longer than the exciton life-
time τX . Otherwise, the four photons are in a completely mixed state. However, such
long exciton polarization relaxation times have been reported in several experiments
[120, 121, 122]. We therefore assume T1,X  τX in the following. If the second photon
pair is measured in the state |HH ′〉 or |V V ′〉, the electron Bell states have given rise
to the two-photon states
|Ψ±〉 → |+1, θ1, φ1〉L |−1, θ2, φ2〉R ± |−1, θ1, φ1〉L |+1, θ2, φ2〉R, (2.46)
|Φ±〉 → |+1, θ1, φ1〉L |+1, θ2, φ2〉R ± |−1, θ1, φ1〉L |−1, θ2, φ2〉R. (2.47)
Here, we consider arbitrary emission directions and have omitted normalization for
simplicity. Obviously, the two-photon states (2.46) and (2.47) are maximally en-
tangled for θ1 = θ2 = 0. For θ1 = θ2 ∈ (0, pi/2), the total relative phase factor
between the two-photon states in Eq. (2.46) is exp(iγ + 2i∆φ). Here, ∆φ = φ1 − φ2,
γ = pi for |Ψ−〉, and γ = 0 for |Ψ+〉. For Eq. (2.47), the relative phase factor is
exp[iγ+ 2i(φ1 +φ2)], with γ = pi for |Φ−〉 and γ = 0 for |Φ+〉. By tuning the relative
phase factors in Eqs. (2.46) and (2.47) to −1, two circularly polarized photons can be
recovered for θ1 = θ2 ∈ (0, pi/2) from the elliptically polarized single-photon states due
to quantum mechanical interference. Explicitly, the maximally entangled two-photon
state (|σ+〉L|σ−〉R − |σ−〉L|σ+〉R) /
√
2 is created from |Ψ−〉 for ∆φ = 0 (modpi) and
from |Ψ+〉 for ∆φ = pi/2 (modpi). Further, another maximally entangled two-photon
state (|σ−〉L|σ−〉R − |σ+〉L|σ+〉R) /
√
2 is obtained from |Φ−〉 for φ1 + φ2 = 0 (modpi),
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Bell measurement Bell measurement
Photon 4
H H’
V V’
Spin−LED  R
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Photon 1 Photon 2
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Figure 2.6: A scheme how to extract and measure two-photon entanglement of the
four-photon GHZ states Eqs. (2.34) and (2.35). Photons 3 and 4 are directed towards
a measurement in linear polarization. For asymmetric quantum dots, the linear bases
H, V and H ′, V ′ are preferably chosen along the (intrinsic) exciton polarization axes.
As described in the text, the photons 1 and 2 are entangled after detection of the
photons 3 and 4, which can be detected with a subsequent Bell measurement.
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and from |Φ+〉 for φ1 +φ2 = pi/2 (modpi). Thus, maximal entanglement is transferred
from two electron spins to the polarizations of two photons for certain ideal emission
angles. Further, such ideal angles can readily be identified for an arbitrary relative
phase γ of the two-electron state. Note that for θ1 = θ2 = pi/2 the two-photon states
vanish completely due to destructive interference.
The conditions for maximum entanglement of the four-photon GHZ states Eqs. (2.34)
and (2.35) for arbitrary emission directions can be obtained analogously to the two-
photon states. If the entangled electron pair is in the state |Ψ−〉, φ1−φ2−φ3 +φ4 = 0
(modpi) must be satisfied, and φ1 − φ2 − φ3 + φ4 = pi/2 (modpi) for |Ψ+〉. Further,
φ1 +φ2−φ3−φ4 = 0 (modpi) must be satisfied for |Φ−〉, and φ1 +φ2−φ3−φ4 = pi/2
(modpi) for |Φ+〉.
We finally mention that an alternative scheme to achieve bipartite photon entangle-
ment can be realized as follows [123]. After emission of the first photon pair the
two photons and the two holes are in the state Eq. (2.33). A Hadamard operation
can now be performed on the hh states, e.g., via an optical Raman transition [124].
This produces states that are analogous to Eqs. (2.44) and (2.45), since the holes
are brought into a coherent superposition ∝ |3/2〉 ± | − 3/2〉, respectively. The hole
spins can now be measured in the z basis, e.g., via state-selective absorption of cir-
cularly polarized photons [125]. This procedure projects Eq. (2.33) into a state with
full entanglement of the photons, where the relative phase of the two-photon state is
different for aligned or anti-aligned hole spins (similarly as for the linear polarizations
H, V and H ′, V ′).
2.10 Polarization entanglement of the photons
For arbitrary emission directions of the two photons, described by the pure states
Eqs. (2.46) and (2.47), the degree of polarization entanglement can be quantified by
the von Neumann entropy E = −tr2(ρ˜ log2 ρ˜) [8]. Here, ρ˜ = tr1ρ2ph, where ρ2ph is the
two-photon density operator and tri is the trace taken over the Hilbert space of photon
i. For a maximally entangled two-photon state E = 1, while E = 0 represents a pure
state ρ˜ (which implies the absence of bipartite entanglement). If the two electrons
recombine after times much shorter than the spin lifetimes T1, T
′
1, T2, T
′
2, E oscillates
for Eq. (2.46) as a function of ∆φ of the two emitted photons between a minimal
value,
Emin = log2(1 + x1x2)−
x1x2
1 + x1x2
log2(x1x2), (2.48)
and a maximal value that is (only) obtained for the ideal angles φ1 and φ2 mentioned
above,
Emax = log2(x1 + x2)−
x1 log2(x1)
x1 + x2
− x2 log2(x2)
x1 + x2
, (2.49)
see Figure 2.7. In Eqs. (2.48) and (2.49), xi = cos
2θi. For Eq. (2.47), E oscillates
between Emin and Emax as a function of φ1 + φ2. As expected, Emax = 1 for all
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Figure 2.7: The von Neuman entropy (a) E = Emin and (b) E = Emax as a function
of the polar angles θ1 and θ2 for photon emission. Depending on the azimuthal angles
φ1 and φ2, E oscillates between (a) and (b). The photon-polarization entanglement
is maximal for emission along the spin quantization axis (θ1 = θ2 = 0). For small θi
entanglement is only weakly reduced, while even Emax = 1 is exactly satisfied for the
continuous set of directions θ1 = θ2 ∈ [0, pi/2), as explained in Section 2.9. If at least
one of the photons is emitted in-plane (θi = pi/2), entanglement is absent.
θ1 = θ2 ∈ [0, pi/2). Note that the discontinuity in Emax for θ1 = θ2 = pi/2 is due to
the vanishing two-photon state.
Allowing for small deviations δθ = θ1 − θ2 and δφ = φ1 − φ2 from the ideal emission
angles, we expand the two-photon density matrix in δφ and δθ and recalculate the
von Neumann entropy. For |Ψ−〉 we obtain, e.g., for the ideal configuration with
θ = pi/11 and φ = 0 a maximum reduction of E by less than 6% with δθ ∈ [−pi/11, 0]
and δφ ∈ [0, pi/4].
2.11 Conclusion
In this chapter, we have studied the transfer of entanglement from electron spins to
photon polarizations [71]. We have discussed the generation of entangled four-photon
and two-photon states by the injection of spin-entangled electrons into quantum dots
with two excess holes. We have proposed a scheme to achieve complete entangle-
ment transfer from two electron spins to two photons with state-of-the-art quantum
dots. We have shown the dependence of the entanglement on the emission angles
and identified the conditions for maximal entanglement. Surprisingly, due to quan-
tum mechanical interference, the fidelity for the entanglement conversion approaches
unity not only for photon emission along the spin quantization axis, but for a contin-
uous set of observation directions. This offers the possibility to efficiently test Bell’s
inequalities for electron spins. We have also discussed the influence of deviations
from the ideal configuration. We have estimated that the loss of entanglement under
realistic experimental conditions is smaller than a few percent.
Chapter 3
Biexcitons in coupled quantum
dots as a source of entangled
photons
Biexcitons consist of two excitons, bound together by an (all in all) attractive Coulomb
interaction. Biexcitonic states have been investigated in many experiments in single
quantum dots [126, 127, 128, 129, 130, 131, 132, 65, 133, 66]. In this chapter we study
biexcitons in two tunnel-coupled quantum dots [134]. In view of the comparison of
quantum dots with artificial atoms, coupled quantum dots are similar to artificial
molecules. In tunnel-coupled dots, charge carriers are delocalized due to an overlap
of the single-dot wave functions. Coupling of quantum dots can also be established
via the electromagnetic field, e.g., via a cavity mode (see Chapter 6), via the elec-
trostatic interaction of excitons, or via Fo¨rster transfer of excitons. Electrostatically
coupled quantum dots have been theoretically studied with respect to applications in
quantum information processing [135]. Fo¨rster transfer between quantum dots has
been shown to induce entanglement of exciton number states [136] and to transfer
spin and energy of excitons [137].
Here, we study the production of polarization-entangled photons using two tunnel-
coupled quantum dots, including the electrostatic interaction of excitons. Tunnel-
coupled double quantum dots can be formed with cleaved-edge overgrowth [138] or
with self-assembled dots, e.g., by prepatterning of the substrate for lateral coupling
[139] or by growth of vertically stacked dots [140, 141, 142, 143]. Single excitons
in coupled dots have been observed in experiment [138, 142, 143] and have also
been studied numerically using correlated pseudopotential calculations [144]. We
show within a (analytical) model from molecular physics that for a ground-state
biexciton, spin entanglement is provided by delocalized pairs of charge carriers and is
transferred to polarization-entangled photons through a decay cascade. Alternatively,
spin-entangled electrons can be optically generated with this scheme. Here, a double
dot simplifies the spatial separation of the entangled electrons. Biexcitons in quantum
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dots can be generated by electrical injection of two electrons and two holes [63] or by
optical excitation with sufficiently low laser intensities [133].
In Section 3.1 we present our model for the double dot and for the single-particle wave
functions. In Section 3.2 we use the Heitler-London method for a variational ansatz
for the biexciton wave function in the double dot. We obtain analytical expressions
for the low-lying energies of biexciton states in the presence of externally applied
magnetic and electric fields. Using a Heitler-London ansatz for delocalized electrons,
in Section 3.3 we calculate the low-lying energies of two positively charged excitons
in a double dot. In Section 3.4 we calculate oscillator strengths for the optical tran-
sitions that give rise to the emission of entangled photons. In Section 3.5 we discuss
the conditions that need to be satisfied for the production of polarization-entangled
photons and we conclude in Section 3.6.
3.1 Model
We consider two identical two-dimensional quantum dots labeled by D = 1, 2 which
are laterally tunnel-coupled. An external magnetic field B = Bzˆ with zˆ = (0, 0, 1)
is applied perpendicular to the plane and an electric field E = εn‖ is applied in the
plane, where n‖ = (nx, ny, 0) with n2x +n
2
y = 1. We formulate our model here already
in the form used in Section 3.3, i.e., for two electrons and four holes. The Hamiltonian
for the particles αi ∈ {e1, e2, h1, h2, h3, h4} in the double dot is given by
H =
∑
αi
Hαi +HC +HZ . (3.1)
In Section 3.2 we consider two neutral excitons in the double dot and the holes h3
and h4 are discarded. As introduced in Section 1.3, we consider type I quantum dots
with zincblende structure and restrict the valence band to the heavy-hole states. The
orbital single-particle energy of a carrier is given by
Hαi =
1
2mα
[
pαi +
qα
c
A(rαi)
]2
+ Vα(rαi)− qαE · rαi. (3.2)
For electrons (α = e), the charge is qα = −e and the effective mass mα = me,
whereas for holes (α = h), qα = +e and mα = mh. The vector potential is taken in
the symmetric gauge, A(r) = (B× r)/2. The double dot potential is chosen as
Vα(r) =
mαω
2
α
2
[
1
4a2
(
x2 − a2)2 + y2] , (3.3)
where the two dots are centered at (±a, 0, 0) and ωα are confinement frequencies.
Using the Zeeman term Eq. (2.43) for the holes, the Zeeman interaction is obtained
as
HZ = µBB
(
gez
∑
i
Se,iz + g
h
z
∑
i
Jh,iz
)
(3.4)
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Figure 3.1: Scheme of the mean positions of electrons (black circles) and holes (white
circles) in parabolic quantum dots located at (±a, 0, 0) in presence of an in-plane
electric field (a) E = yˆ and (b) E = xˆ. The particles are shifted away from the
dot centers due to E by distances ∆α = qαε/mαω
2
α. Note that the inter-dot distances
between electrons and holes are different in (a) and (b).
and comprises the Bohr magneton µB, the effective g factors g
α
z , the spin S
e,i
z of the
conduction-band electrons, and the total angular momentum projection Jh,iz of the
heavy holes. Using (Jhz )
2 = 9/4, we have defined ghz such that the typically small
cubic term ∝ (Jhz )3 is absorbed in the linear term.
The Coulomb interaction between the carriers in the double dot is described by
HC = (1/2)
∑
αi 6=βj Cαi,βj, where Cαi,βj = qαqβ/κ|rαi − rβj| with the (low-frequency)
dielectric constant κ.
Below, we use Fock-Darwin states [145, 146] as approximate solutions of the single-
particle Hamiltonians Eq. (3.2). Fock-Darwin states are harmonic oscillator states
that are obtained for a harmonic confinement in the presence of a perpendicular
magnetic field. In the single-particle Hamiltonians Hαi we form Fock-Darwin Hamil-
tonians h±aαi (rαi) which contain parabolic potentials v
±a
α (rαi) centered at (±a, 0, 0)
and with frequencies ωα. For compensation, we obtain in Hαi an additional term
describing the difference of the double dot potential Eq. (3.3) and the parabolic po-
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tentials,
HW =
∑
αi
Vα(rαi)− v−ae (re1)− v+ae (re2)−
2∑
i=1
[v−ah (rh,2i−1) + v
+a
h (rh,2i)]. (3.5)
The single-particle Fock-Darwin ground-state energies are given by bα~ωα, where bα =√
1 + (eB/2cmαωα)2 characterizes the effect of the magnetic field on the confinement.
Further, the electric field E = εn‖ shifts the parabolas v±aα (r) in the xy plane by
distances ∆α = qαε/mαω
2
α to the final positions aα1 = (−a + nx∆α, ny∆α, 0) and
aα2 = (a + nx∆α, ny∆α, 0), respectively, see Figure 3.1. Consequently, the electric
field is readily included into the Fock-Darwin Hamiltonians by the transformations
h±aαi (rαi)→ haαDαi (rαi). Additionally, the field component in the x direction shifts the
energy levels of dot 1 and 2 relative to each other by 2nxaeε. In the case of dots with
misaligned levels (e.g., for dots with different sizes), this energy shift can be used to
tune levels of the two dots into resonance [74, 147]. Resonant coupling of the ground
state of carrier α in one dot with the first excited state of the other dot is avoided
for electric fields satisfying ε < εmax = ~ωα/2nxae.
Finally, the total orbital single-particle energies in Eq. (3.1) are given by
∑
αiHαi =
H0 +HW , where HW is given by Eq. (3.5) and
H0 =
∑
αi
[
haαDαi (rαi)−
~ωα
2
(
∆α
aα
)2]
, (3.6)
with aα =
√
~/mαωα.
For the excitonic wave functions, we assume the strong confinement regime aX 
ae, ah, where aX is the exciton radius in the bulk crystal and aα the effective Bohr
radius of the electron or the hole inside the dot. In this regime, the single-particle
envelope wave functions are defined by the quantum dot potential and the Coulomb
interaction can be included as a perturbation in first order. According to the Hamil-
tonians haαDαi (rαi), we use Fock-Darwin ground states
〈r|D〉α =
√
bα
pia2α
exp
(
− bα
2a2α
(r− aαD)2
)
exp
(
iqα
2el2B
(zˆ× aαD) · r
)
(3.7)
for the envelope functions centered at aαD. Here, the phase factor containing the
magnetic length lB =
√
~c/eB is obtained from a gauge transformation of the vector
potential, AaαD = (1/2)B× (r− aαD) → A = (1/2)B× r.
3.2 Biexciton in a double dot
For the orbital biexciton wave function in the double dot we form the product |Φe〉e⊗
|Φh〉h of a two-electron and a two-hole orbital wave function. This product ansatz
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for the biexciton wave function is suitable for the strong-confinement regime where
the Coulomb interaction between carriers can be treated as a perturbation. For the
biexciton we consider two situations. The carriers can be delocalized in the double
dot, similarly as for a dimer in molecular physics. Alternatively, the carriers can be
localized in one of the dots. For the delocalized case, we form two-particle states
|Φα〉α according to the Heitler-London method [148, 72, 74],
|Φα〉α ≡ |I〉α = NαI(|12〉α + (−1)I |21〉α), (3.8)
where I = 0 (I = 1) for the spin singlet (triplet). For simplicity, we use here the terms
singlet and triplet also for the holes (in spite of their different spin algebra). In the
two-particle states |DD′〉α = |D〉α1⊗|D′〉α2 the particle α1 is located on dot D and the
particle α2 on dot D
′. Furthermore, NαI = 1/
√
2(1 + (−1)I |Sα|2) is a normalization
constant where Sα = α〈1|2〉α denotes the overlap (or tunneling amplitude) between
the two orbital wave functions |1〉α and |2〉α [Eq. (3.7)]. A Heitler-London ansatz
is suitable for a tunnel-coupled double dot because the single-particle orbitals are
defined by the strong quantum dot confinement. A tunnel-coupled system of two
identical dots is with this respect very similar to a H2 molecule. This is in stark
contrast to biexcitons in the bulk for which the Heitler-London ansatz fails for some
values of ξ = me/mh [149]. The four resulting orbital biexciton states are
|IJ〉 = |I〉e ⊗ |J〉h = |1212〉+ (−1)
I |2112〉+ (−1)J |1221〉+ (−1)I+J |2121〉
2
√
(1 + (−1)I |Se|2)(1 + (−1)J |Sh|2)
, (3.9)
where the entries of the four-particle kets indicate the dot D of e1, e2, h1, and h2. We
apply the notation |IJ〉 ∈ {|ss〉, |st〉, |ts〉, |tt〉} for the biexciton states, according to
the spin configuration, where s ≡ 0 and t ≡ 1. The corresponding singlet and triplet
spin wave functions for the two electrons are
|χs〉e = 1√
2
(
|uc,+ 1
2
〉|uc,− 1
2
〉 − |uc,− 1
2
〉|uc,+ 1
2
〉
)
, (3.10a)
|χt0〉e =
1√
2
(
|uc,+ 1
2
〉|uc,− 1
2
〉+ |uc,− 1
2
〉|uc,+ 1
2
〉
)
, (3.10b)
|χt↑〉e = |uc,+ 12 〉|uc,+ 12 〉, (3.10c)
|χt↓〉e = |uc,− 12 〉|uc,− 12 〉, (3.10d)
where |uc,± 1
2
〉 is a conduction-band (c-band) Bloch function for spin ±1/2. For the
valence-band (v-band) holes, we form wave functions |χs〉h, |χt0〉h, |χt↑〉h, |χt↓〉h ana-
logously to Eq. (3.10) by replacing |uc,± 1
2
〉 → |uv,± 3
2
〉.
The energies of the biexciton states |IJ〉 can be calculated analytically using the
Hamiltonian (3.1),
EIJ = 〈IJ |H|IJ〉 = E0 + EWIJ + ECIJ + EZ , (3.11)
40 3 Biexcitons in coupled quantum dots as a source of entangled photons
where we define EAIJ ≡ 〈IJ |HA|IJ〉. In units of ~ωe, we obtain the single-particle
energies
E0 ≡ E0IJ = 2
(
be +
bh
η
)
−
(
∆e
ae
)2
− 1
η
(
∆h
ah
)2
, (3.12)
where η = ωe/ωh. Further, the Coulomb energy is obtained as
ECIJ =
Eee + (−1)IE˜ee
1 + (−1)IS2e
+
Ehh + (−1)JE˜hh
1 + (−1)JS2h
+2
EX + Eeh + (−1)ISeE˜Xe + (−1)JShE˜Xh + (−1)I+JSeShE˜Xeh
[1 + (−1)IS2e ][1 + (−1)JS2h]
. (3.13)
Here, Se = exp[−d2(2be−1/be)] and Sh = exp[−d2(2bh−1/bh)/ξη] (see Appendix A.1),
where ξ = me/mh and d = a/ae is half the inter-dot distance in units of the electron
Bohr radius. The results for the different matrix elements represented by symbols
Eαβ, E˜αβ in above expression are given in the Appendix A, where we have considered
the orientations E = εyˆ and E = εxˆ of the electric field. Note that an electric field
in general does not change the relative distance of two carriers with identical charge.
Consequently, an electric field reduces the attractive Coulomb interaction but does
not alter the repulsive interaction of the carriers in the double dot. For an in-plane
electric field E = ε(nx, ny, 0), we obtain for the matrix element of the term HW ,
EWIJ =
3
16d2
(
1
b2e
+
ξ
b2h
)
− 3d
2
4
(
1 +
1
ξη2
)
+
(nx∆e)
2
4d2a2e
(
3
be
+
(nx∆e)
2
a2e
)
+
(nx∆h)
2
4ξη2d2a2e
(
3ξη
bh
+
(nx∆h)
2
a2e
)
+3NIJ
[
d2
(
1 +
1
ξη2
)
+ (−1)JS2h
(
d2 − 1
ηbh
− 2(nx∆h)
2
a2e
)
+(−1)IS2e
(
d2
ξη2
− 1
be
− 2(nx∆e)
2
a2e
)
−(−1)I+JS2eS2h
(
1
be
+
1
ηbh
+ 2
n2x(∆
2
e + ∆
2
h)
a2e
)]
, (3.14)
which only depends on the electric field component εnx along the inter-dot axis
because HW is independent of the coordinates yαi. Further, we define NIJ = N
2
eIN
2
hJ .
Up to this point we have focused on a delocalized biexciton in the double dot. We
next consider the energy E¯D of the states |DDDD〉 where all carriers occupy the
same dot D. Unlike carriers of equal charge, two electron-hole pairs can attract or
repel each other, depending on their wave functions. It therefore depends on various
parameters if the biexciton ground state is a localized or a delocalized state in a
double dot. In units of ~ωe, we obtain E¯D = E0 +EZ + E¯WD + E¯C , where E0 and EZ
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Figure 3.2: Biexciton energies in units of ~ωe as a function of (a) a magnetic field
B = Bzˆ (including the Zeeman interaction with |ge| = |gh| = 1), (b) half the inter-dot
distance d = a/ae, (c) an electric field E = εyˆ, (d) an electric field E = εxˆ. We have
set ε = 0 in (a) and (b), B = 0 in (b), (c), and (d), and d = 0.7 in (a), (c) and
(d). Further, we have used effective masses for a GaAs quantum well, me = 0.067m0,
mhh = 0.112m0, and ~ωe = 3 meV, η = 1/ξ = 1.67 (implying ae = ah). For
these parameters, ae ≈ 20 nm. The plotted single-occupancy energies EIJ are Ess
(solid line), Est (short-dashed line), Ets (dot-dashed line), and Ett (dotted line). The
exciton double-occupancy energies E¯1 and E¯2 (long-dashed lines) coincide in (a), (b),
and (c), whereas they satisfy E¯1 ≤ E¯2 in (d).
are the same as above,
E¯WD =
3
16d2
(
1
b2e
+
ξ
b2h
)
± nx∆e
dae
[
3
2be
+
(
nx∆e
ae
)2]
∓nx∆h
daeη
[
3
2bh
+
1
ξη
(
nx∆h
ae
)2]
+
1
4d2
(
nx∆e
ae
)2 [
3
be
+
(
nx∆e
ae
)2]
+
1
4ηd2
(
nx∆h
ae
)2 [
3
bh
+
1
ξη
(
nx∆h
ae
)2]
, (3.15)
42 3 Biexcitons in coupled quantum dots as a source of entangled photons
0 1 2 3 4 5 6
1.3
1.5
1.7
0 100 200 300 400
1.3
1.5
1.7
1.9
0 100 200 300 400
1.3
1.5
1.7
1.9
0.7 0.9 1.1 1.3 1.5
1.3
1.7
2.1
2.5
(a)
µ/(mV/   m)ε
(d)
µ/(mV/   m)ε
(b)
(c)
ωE/h e
ωE/h e
B/T d
Figure 3.3: Biexciton energies in units of ~ωe for InAs quantum dots as a function of
(a) a magnetic field B = Bzˆ (including the Zeeman interaction with |ge| = |gh| = 1),
(b) half the inter-dot distance d = a/ae, (c) an electric field E = εyˆ, (d) an electric
field E = εxˆ. We have set ε = 0 in (a) and (b), B = 0 in (b), (c), and (d), and
d = 1 in (a), (c) and (d). Further, we have used effective masses for InAs quantum
dots [146], me = 0.05m0, mhh = 0.25m0, and ~ωe = 33 meV, η = 1/ξ = 5 (implying
ae = ah). For these parameters, ae ≈ 7 nm. The plotted single-occupancy energies
EIJ are Ess (solid line), Est (short-dashed line), Ets (dot-dashed line), and Ett (dotted
line). The exciton double-occupancy energies E¯1 and E¯2 (long-dashed lines) coincide
in (a), (b), and (c), whereas they satisfy E¯1 ≤ E¯2 in (d).
where the upper (lower) sign holds for D = 1 (2), and
E¯C = c
(√
be +
√
bh
ξη
)
− 4c
√
b¯ exp
(
− b¯∆
2
4
)
I0
(
b¯∆2
4
)
, (3.16)
where ∆ = (|∆e| + |∆h|)/ae, b¯ = 2bebh/(bh + ξηbe), I0 is the zeroth-order modified
Bessel function, and c = e2
√
pi/2 /κae~ωe is a dimensionless parameter characterizing
the strength of the Coulomb interaction.
In Figures 3.2 and 3.3 the biexciton energies EIJ (I, J = 0, 1 = s, t) and E¯D in
the double dot are shown for typical parameters for GaAs and InAs quantum dots,
respectively. In both figures, the energies are shown (a) as a function of a magnetic
field in the z direction, (b) as a function of half the inter-dot distance d = a/ae,
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(c) as a function of an electric field in the y direction, and (d) as a function of an
electric field in the x direction, with all other parameters kept fixed, respectively.
The Zeeman interaction HZ is included in (a) and causes an additional level splitting
of the triplet states. We assume |ge| = |gh| = 1. For GaAs dots, |ss〉 is the biexciton
ground state in a large parameter regime (see Figure 3.2), whereas this is true for
almost the complete regime considered for InAs dots in Figure 3.3. For magnetic
fields larger than a critical field B∗, the state |tt〉 is the biexciton ground state (not
shown in Figure 3.3), mainly as a result of the orbital effect of B. Note that because of
the Zeeman interaction the biexciton ground state is for B > B∗ an unentangled spin
state (with polarized spins at temperatures which are low compared to the Zeeman
splitting). We find B∗ ≈ 2.7 T in Figure 3.2 (a). The Heitler-London ansatz is
self-consistent as long as ECIJ + E
W
IJ is smaller than the dot level spacing ~ωα. For
the parameters used in Figure 3.2, this criterion is satisfied for 2a & 20 nm, and
we further require kBT < ~ωα (i.e., T < 20 K) and  < max ≈ 128 mV/µm for the
electric field in the x direction to avoid coupling to the first excited hole level. For
Figure 3.3, 2a & 10 nm is required for self-consistency and ε < εmax ≈ 470 mV/µm.
Before discussing optical properties of the biexciton states in Section 3.4 we present
in the following section results for the energies of two positively charged excitons in
the double dot.
3.3 Two X+ in a double dot
We calculate the low-lying energy spectrum of two positively charged excitons (X+)
in a double dot, following the model of Section 3.1. As discussed in Chapter 2, an
additional hole suppresses the exciton fine structure splitting, and we show in Section
3.5 that the schemes for the production of entangled photons discussed in Chapter 2
can also be realized with a double dot.
Within the strong confinement regime and with lh states neglected, the ground state
of a positively charged exciton in a single quantum dot D is given by
|X+σ 〉D = |D〉e|ucσ〉 ⊗ |DD〉h1,h2|χs〉h. (3.17)
Here, σ denotes the electron spin state and |DD〉h1,h2 = |D〉h1|D〉h2. For the heavy
holes h1 and h2, |χs〉h = (|uv,+3/2〉|uv,−3/2〉 − |uv,−3/2〉|uv,+3/2〉)/
√
2.
For simplicity, we consider holes that are localized within each quantum dot. Tun-
neling between v-band states is typically much weaker than for c-band states because
of the larger effective mass. Tunneling of the holes is even further suppressed if the
hole levels of the two dots are not of the same energy. Such misaligned hole levels are
given, e.g., if two dots with different sizes are coupled. Then, the conduction-band
levels can be tuned into resonance by an electric field, as discussed in Section 3.1.
Typically, the hole levels are then not aligned because of the different confinement en-
ergies for electrons and holes. The overlap integral for electrons in dots with different
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sizes is given by
Se = exp
[
−d2
(
be
3 + ρ2
1 + ρ2
− 1
be
)]
, (3.18)
where ρ = ae2/ae1 is the ratio of the two electron Bohr radii of the two dots
1. For
simplicity, we consider ρ = 1 in the following. We then apply the Heitler-London
method to the conduction band electrons [72, 74] to take tunneling into account. We
obtain for the two charged excitons the orbital states
|s〉 = N+ (|12〉e + |21〉e)⊗ |11〉h1,h2 ⊗ |22〉h3,h4, (3.19)
|t〉 = N− (|12〉e − |21〉e)⊗ |11〉h1,h2 ⊗ |22〉h3,h4, (3.20)
where N± = 1/
√
2± 2|Se|2. The corresponding electron spin singlet (s) and triplet
(t) states with t ∈ {t0, t↑, t↓} are defined by Eq. (3.10). The remaining symbols are
defined as in Section 3.2.
We now calculate the energies
En = 〈n|H|n〉 = E0 + EZn + EWn + ECn (3.21)
for n ∈ {s, t0, t↑, t↓}. In units of ~ωe, we find
E0 = 2be +
4bh
η
−
(
∆e
ae
)2
− 2
η
(
∆h
ah
)2
. (3.22)
Again, both EWn and E
C
n depend on the magnitude ε as well as on the direction n‖
of the electric field. For the Coulomb interaction energy ECn = 〈n|HC |n〉 we obtain
ECn =
Eee ± E˜ee + 4EX + 4Eeh ± 4SeE˜Xe
1± S2e
+ 4Ehh + 2Eh, (3.23)
where Eh = Ehh(d = 0) and the remaining symbols are the same as in Eq. (3.13) and
are given in the Appendix A. For EWn , we obtain now
EWn =
3
16d2
(
1
b2e
+
2ξ
b2h
)
+
1
4d2
[
3
be
(
nx∆e
ae
)2
+
(
nx∆e
ae
)4]
+
1
4d2
[
6
ηbh
(
nx∆h
ae
)2
+
2
ξη2
(
nx∆h
ae
)4]
∓ 3S
2
e
4(1± S2e )
[
1
be
+ d2 + 2
(
nx∆e
ae
)2]
. (3.24)
1Further, if the two excitonic recombinations occur at different dots, the energy separation of
the two photons is (in addition to the biexciton binding energy) increased by the difference of the
dot confinement energies. This is useful for the subsequent separation of the optical paths of the
two photons, e.g., using a cavity with a low Q-factor.
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Figure 3.4: Energies of two X+ in units of ~ωe as a function of (a) a magnetic field
B = Bzˆ for |ge| = 1, (b) half the inter-dot distance d = a/ae, (c) an electric field
E = εyˆ, (d) an electric field E = εxˆ. All parameters are the same as in Figure 3.2.
The plotted single-occupancy energies En are Es (solid line), Et↓, Et0, and Et↑ (dot-
dashed lines). The energy ED (dashed line) belongs to the state with both electrons
in the same dot.
46 3 Biexcitons in coupled quantum dots as a source of entangled photons
We further consider the energy ED of the orbital states
|DD〉e ⊗ |11〉h1,h2 ⊗ |22〉h3,h4, (3.25)
where both electrons are on the same dot D. We obtain ED = E
0 +EWD +E
C
D, where
ECD = Ee + 4EX + 4Eeh + 4Ehh + 2Eh, (3.26)
EWD =
3
16d2
(
1
b2e
+
2ξ
b2h
)
+
1
4d2
[
3
be
(
nx∆e
ae
)2
+
(
nx∆e
ae
)4]
+
1
4d2
[
6
ηbh
(
nx∆h
ae
)2
+
2
ξη2
(
nx∆h
ae
)4]
. (3.27)
In Figure 3.4, the energies of two X+ in a double dot are shown. The characteristic
exchange splitting between the singlet and triplet states of the electrons are clearly
visible, similar to the case with only two electrons in the dots (without holes) [72].
For large magnetic fields or large dot separations, Se → 0 and the exchange splitting
between Es and Et vanishes, as shown in Figures 3.4 (a) and (b).
3.4 Oscillator strengths
We discuss optical properties of excitonic states in a double dot. The oscillator
strength f is a measure for the coupling of exciton states to the electromagnetic field
and is proportional to the optical transition rates. For an electric dipole transition
between the states with N+1 and N excitons, |N+1〉 and |N〉, the oscillator strength
is defined as
fN+1,N =
2|pNkλ|2
m0~ωN+1,N
, (3.28)
where m0 is the (bare) electron mass, ~ωN+1,N = EN+1−EN , and pNkλ = 〈N+1|ekλ·
p|N〉 is the usual matrix element of the projection of the electron momentum operator
p on the photon polarization vector ekλ, as introduced in Section 2.4. Explicitly,
pNkλ = [(N + 1)!]
2
∑
{σi,τj},σ
Mσλ(θ, φ)
∫
d3r
∏
i,j
d3rid
3sj (3.29)
×ΦN({ri, σi}; {sj, τj})Φ∗N+1({ri, σi}, r, σ; {sj, τj}, r, σ}),
where ΦN is the N -exciton wavefunction, depending on the conduction-band elec-
tron (valence-band hole) coordinates ri (sj) and their spins σi (τj) (i, j = 1 . . . N).
The coordinate and spin of the electron and the hole created or annihilated dur-
ing the optical transition are denoted by r and σ. Obviously, by varying the wave
functions of the electron and the hole which recombine, e.g., with external magnetic
and/or electric fields, the optical recombination rates are modified. The inter-band
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Figure 3.5: Oscillator strength fX,0 for GaAs quantum dots in units of f0 as a function
of (a) a magnetic field B (in Tesla) at E = 0 and (b) an electric field E along y (in
mV/µm) at B = 0, with η = ωe/ωh = 1/2 (solid line), η = 1/ξ (dashed), η = 4
(dotted). For η = 1/ξ the B field has no effect on Ceh.
momentum matrix element for a cubic crystal symmetry in Eq. (3.29) is given by
Mσλ(θ, φ) = ekλ · pcv(σ) = pcveiσφ(cos θ − σλ)/2 = pcvmσλ(θ, φ), where the photon
emission angles θ and φ are defined as in Section 1.3, and Ep = 2p
2
cv/m0 (= 25.7 eV
for GaAs).
For the charged excitons discussed in Section 3.3, we obtain the same momentum ma-
trix element Eq. (3.29) in the strong-confinement regime. For the oscillator strengths
we replace in this case ~ωN+1,N by the energy difference ~ω˜N+1,N of the charged ex-
citons, which takes the Coulomb interaction energy with the additional charges into
account.
For the case N = 0 and Fock-Darwin ground states we obtain
p0 = Mσλ(θ, φ)Peh(R
2), (3.30)
fX,0 =
2|p0|2
m0~ωX,0
=
Ep
~ωX,0
|mσλ(θ, φ)|2 |Peh(R2)|2, (3.31)
with
Peh(R
2) =
2
√
ξηbebh
bh + ξηbe
exp
[
−
(
be − ξη
bh + ξηbe
)
R2
2
]
, (3.32)
for the integral over the envelope functions, where R is the distance (in units of ae)
between the maxima of the electron and the hole wave functions Eq. (3.7). For R there
are basically three possibilities. If the electron and the hole are in the same quantum
dot, R = ∆ = (|∆e|+ |∆h|)/ae. If the electron and the hole are in different dots they
can still recombine due to the inter-dot overlap. There are two possibilities in this
case [see Figure 3.1 (b)], either R2 = (2d−nx∆)2 +n2y∆2 or R2 = (2d+nx∆)2 +n2y∆2.
For arbitrary N , the momentum matrix element pNkλ contains terms of the form Eq.
(3.32).
In Figure 3.5 (a) we plot fX,0/f0 as a function of the magnetic field, where f0 =
Ep|mσλ(θ, φ)|2/Eg denotes the oscillator strength for (bulk) inter-band transitions,
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Figure 3.6: Oscillator strengths fXX,X for transitions between the biexciton states
|XX〉 = |IJ〉 and a single remaining exciton on one quantum dot in units of f0 as
a function of (a) a magnetic field B (in Tesla) at E = 0 and (b) an electric field
E along y (in mV/µm) at B = 0. The parameters were chosen for GaAs with
η = ωe/ωh = 1/2. The line styles correspond to those for EIJ in Figure 3.2.
equating ~ωX,0 with the band-gap energy Egap. Since we have made a strong con-
finement ansatz, the obtained oscillator strength is independent of the quantum dot
volume V . For weak confinement, one would expect f ∝ V . Figure 3.5 (b) shows the
suppression of the exciton transition rate by an electric field. As can be seen from
Eq. (3.32), excitonic recombination can be exponentially suppressed by means of an
in-plane electric field which is preferably applied in the y direction to avoid inter-dot
tunnelling. This enables in principle the deterministic emission of the two photons.
The momentum matrix element p1 for transitions from an exciton state |X〉 to a
biexciton state |XX〉 is given by
p1 = −2|Mσλ(θ, φ)
∫
d3red
3rhd
3rΦ∗2(re, r; rh, r)Φ1(re, rh)|. (3.33)
We give here the result for p1 for a transition between the Heitler-London biexciton
states |XX〉 = |IJ〉 and a single exciton in the final state |X〉 = |DD〉 (i.e., a single
exciton in dot D = 1, 2) for an electric field in y direction,
|〈IJ |ekλ · p|DD〉| = 2Mσλ(θ, φ)
√
NIJ
(
Ceh
[
(−1)I+J + SeSh
]
+Seh
[
(−1)JSe + (−1)ISh
])
. (3.34)
Here, Ceh = Peh(∆
2) and Seh = Peh(4d
2 + ∆2). Approximating ~ωXX,X ≈ Egap,
we plot the oscillator strength fXX,X corresponding to Eq. (3.34) versus B and E
in Figures 3.6 (a) and (b). Further results for p1, including the localized biexciton
|DDDD〉 and also more exciton states are given in the Appendix B.
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3.5 Production of entangled photons or entangled
electrons
For the biexciton discussed in Section 3.2, we transform the Heitler-London biexciton
states |IJ〉 into the picture where electrons and holes are coupled and form excitons
with angular momentum projection JXz = ±1 (bright excitons) or JXz = ±2 (dark
excitons). By coupling the entangled Bloch wave functions of the form Eq. (3.10a)
and (3.10b) for electrons and holes, we obtain for the biexciton spin wave function
|IJ〉 ∝ |+2〉|−2〉+ (−1)I+J |−2〉|+2〉
−(−1)I |+1〉|−1〉 − (−1)J |−1〉|+1〉. (3.35)
Here, the first ket of the two-exciton states |±JXz 〉|∓JXz 〉 refers to dot D = 1 and
the second to D = 2, respectively. The hh exciton states |±1〉 couple to circularly
polarized photon modes for emission along the spin quantization axis, as shown in
Section 2.4. Note that |ss〉 and |tt〉 contain the same optically active biexciton state
|+1〉|−1〉 + |−1〉|+1〉, whereas |st〉 and |ts〉 both contain |+1〉|−1〉 − |−1〉|+1〉.
However, if for |st〉 or |ts〉 the first photon is emitted from a direct exciton (with
electron and hole located in the same dot), then the second exciton remains in an
antisymmetric orbital state in the double dot. Such a state does not satisfy the
parity selection rule and therefore does not couple to the electromagnetic field. The
states |st〉 or |ts〉 can therefore only give rise to the emission of two photons after
an incoherent orbital relaxation of the second exciton. For the biexciton states |IJ〉
which contain exactly one unentangled triplet state [as Eqs. (3.10c) and (3.10d)] a
superposition of states with a bright exciton in one dot and a dark exciton in the
other dot is obtained. The biexciton states containing unentangled triplet states for
electrons and holes represent product states with identical excitons in the dots. These
latter two types of states do not give rise to entangled photons and are not further
discussed here. In contrast, the bright exciton states in Eq. (3.35) give rise to an
entangled two-photon state that is given by Eq. (2.46) in the previous chapter. If,
e.g., only the electrons were delocalized in the double dot and the holes were localized,
the biexciton states |+1〉|−1〉 ∓ |−1〉|+1〉 would also be obtained, namely, from the
recombination of the electron singlet and triplet states, respectively. For the efficiency
of this process it would be essential that the holes are unpolarized in order to enable
recombination of the electrons with arbitrary spin states. This can be achieved, e.g.,
by excitation of the carriers within the barrier, where the hole spins relax quickly
(on the order of the momentum relaxation time [99]). The localization of one carrier
type (particularly the hole) is expected for double dots with weak tunnel coupling,
and, e.g., also for molecularly coupled quantum dots which we consider in Chapter
5. Because of the electron-electron exchange splitting, the ground state biexciton
contains in such systems |+1〉|−1〉− |−1〉|+1〉 rather than |+1〉|−1〉+ |−1〉|+1〉. Here,
the phase of the two-photon state indicates if electrons and holes are delocalized or,
rather, only one type of carriers.
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However, in typical quantum dots the exciton eigenstates are linearly polarized due
to the anisotropic electron-hole exchange interaction, as discussed in Section 2.7. In
the linear polarization basis |H〉 = (|+1〉 − |−1〉)/√2 and |V 〉 = (|+1〉+ |−1〉)/√2,
we find for the biexciton states |ss〉 and |tt〉,
|ss〉, |tt〉 ∝ |V 〉|V 〉 − |H〉|H〉, (3.36)
After emission of the first photon, the above state forms a superposition of a photon
and an exciton. If the splitting δehx between the exciton states |H〉 and |V 〉 is non-
zero, polarization relaxation is enhanced and contributes to polarization decoherence
as discussed in Section 2.7. Further, if δehx is larger than the exciton linewidth, the
exciton and the photon are not only entangled in polarization but also in energy.
Thus, the same problems as in single dots would be encountered for biexcitons in
coupled asymmetric dots (which could possibly be overcome using a cavity [110]).
However, the scheme for the production of entangled photons we discussed in Chapter
2 can be adapted to the setup with two positively charged excitons in the double dot
which we introduced in Section 3.3. After recombination of the first X+, one hole is
left in one dot and the second X+ in the other dot. The electron of the X+ will now
localize in the dot with the two holes if the electron-hole binding energy EX is larger
than the energy splitting of the bonding and the antibonding single-electron state.
The second photon is then with high probability produced by the recombination of
the X+. The two photons and the two holes are then in the state Eq. (2.33) and the
procedures discussed in Chapter 2 can be applied to the double dot in order to achieve
an entangled four-photon GHZ state Eq. (2.34) or an entangled two-photon state Eq.
(2.46) from the ground state of the two X+ which contains an electron singlet. In
case the electron recombines with the single hole that has remained in the other dot,
a photon is produced from a neutral exciton. This case can be distinguished from
the case of recombination in the dot with two holes, since the exciton and the X+
have different transition energies ~ωX,0 and ~ω˜X,0, respectively. The two photons of
this decay cascade are only polarization-entangled for sufficiently small δehx, since
the same restrictions apply in this situation as for the decay cascade of two neutral
excitons.
Biexciton states in tunnel-coupled double dots can also be used for the production
of spin-entangled electrons. After the optical creation of two electron-hole pairs in
the double dot, the carriers relax into the (spin-entangled) biexciton ground state,
where there is one exciton per dot, see Section 3.2. An electric field can be used to
suppress the recombination of the biexciton, as we discussed in Section 3.4, and to
subsequently separate electrons and holes by tunnelling into, e.g., adjacent quantum
dots or separate current leads.
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3.6 Conclusion
We have studied biexcitonic states in a tunnel-coupled double quantum dot [134].
As a special quality of a double dot, we find that in the (spin-entangled) biexcitonic
ground state, the biexciton favors a configuration with each quantum dot occupied by
one exciton, thus providing a basis for the separation of the entangled particles. The
spin entanglement of the ground-state biexciton can be transferred to two photons for
symmetric dots, similarly to the case of a single quantum dot [63]. The addition of two
holes to the double dot enables the generation of entangled four-photon states after
injection of an electron pair, as in the case discussed in Chapter 2 for two uncoupled
dots. Analogously, full bipartite photon entanglement can also be obtained in the
double dot setup for the first two photons after a linear polarization measurement
of the third and the fourth photon as described in Section 2.9, even for asymmetric
quantum dots with a non-vanishing exciton fine structure splitting.
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Chapter 4
Optical detection of single-electron
spin decoherence in a quantum dot
We propose and theoretically analyze several methods to optically measure the deco-
herence time T2 of a single electron spin in a quantum dot [150, 151]. In Section 4.1
we give a motivation for T2-measurements. We then discuss the optical detection of
single-electron spin resonance in Section 4.2 in the framework of a generalized master
equation. The detection of the photocurrent is discussed as an alternative possibility
for the readout. We then study alternative schemes to optically measure T2 in the
remaining sections. In Section 4.3 a setup is considered enabling the observation of
spin Rabi-oscillations in the luminescence intensity autocorrelation function and also
a measurement of the single-spin relaxation time T1. In Section 4.4 the detection
of spin Rabi-oscillations in the photoluminescence is discussed, and we show in Sec-
tion 4.5 that a similar scheme is possible to detect spin precession. We conclude the
chapter in Section 4.6.
4.1 Electron spin coherence in quantum dots
As already mentioned in Section 1.1, the spin 1/2 states |↑〉 and |↓〉 of an electron in a
semiconductor quantum dot can be used as an implementation of a qubit. Single-spin
relaxation times T1 have been reported to be on the order of milliseconds in quantum
dots (see Section 1.1). To our current knowledge, there are only very few results
published on measurements of the T2 time of single electron spins in quantum dots.
The dominant mechanisms for electron spin decoherence in quantum dots have been
identified to be the coupling to phonons via the spin-orbit interaction and the contact
hyperfine interaction with the nuclei of the quantum dot [10]. For the coupling to
phonons in leading order of the Rashba and Dresselhaus spin-orbit coupling terms,
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T2 = 2T1 has been obtained [152]. It therefore seems that the hyperfine interaction
imposes the stricter limitation on electron spin coherence in GaAs or InAs dots, unless
the nuclear spins are highly polarized. The contact hyperfine interaction even exhibits
non-Markovian dynamics, leading to power-law decay rather than exponential decay
of spin coherence [153, 154, 155].
For optical experiments, the interaction of the electron and the hole of the exciton
usually imposes a principal difficulty: The electron spin and the hole spin are only
decoupled if the hole spin couples stronger to the environment than to the electron
spin. However, time-resolved Faraday rotation1 experiments suggest that there is
significant coupling of electron and hole spins in quantum dots [22]. Still, the de-
coherence time of exciton spins might provide a lower bound on T2. In many other
experiments, electron-hole pairs are excited inside the barrier material of a quantum
dot heterostructure. After their creation, the carriers diffuse into the dots within typ-
ically tens of picoseconds [93, 94]. Due to the fast relaxation time of the hole spin in
the barrier, electron and hole spins decouple during this time. One would thus expect
that in such a setup only the spin decoherence of electrons can be measured, e.g., by
the Hanle effect. This approach has given the result geT
∗
2 ≈ 210ps for an ensemble of
InAs self-assembled dots at T = 6K [23], where ge is the electron g-factor. In contrast
to the single-spin decoherence time T2, the ensemble dephasing time T
∗
2 ≤ T2 might
be reduced from T ∗2 = T2 by dephasing among the spins of the measured ensemble.
It might thus be possible that the coherence of single electron spins is larger than
the values obtained from these experiments. In fact, recent Hanle measurements on
individual quantum dots [25] have indicated an electron decoherence time T2 ≈ 16ns.
Yet, this result may have slightly exceeded the expected value T2 ≈ ~
√
N/A, where
N is the number of nuclei in the dot and A the hyperfine coupling constant (see also
Ref. [10] for a further discussion).
Alternatively, T2 can be measured via currents through quantum dots where ESR is
induced [156, 157, 158]. However, this requires contacting of the dots with current
leads which reduces coherence, while with an optical detection scheme one can also
benefit from the high sensitivity of photodetectors.
4.2 Optical detection of single-electron spin reso-
nance
Optical detection of magnetic resonance (ODMR) is a double resonance technique
where transitions between spin sublevels are detected via optical transitions. If only
one of the spin sublevels is coupled to an optical transition, then the optical dynamics
depends conditionally on the spin dynamics, enabling, for example, the study of spin
coherence [159, 160, 161, 162, 163] or of g-factor anisotropy [164, 165]. ODMR has
1See Section 5.2 for a discussion of Faraday rotation.
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already been applied to measure the coherence of single spins in various systems,
including single molecules [160, 161] and single nitrogen-vacancy centers in diamond
[162, 163]. Recent ODMR experiments on charge-neutral semiconductor quantum
dots [164, 165] have demonstrated the feasibility of the combination of ESR and
optical methods in quantum dot experiments, but have not considered single-spin
coherence.
We assume that a quantum dot is charged with one single electron. This can be
achieved experimentally, e.g., by n-doping [166], or by electrical injection if the dot
is embedded inside a photodiode structure [167, 168, 19]. The single-electron state of
the dot can be optically excited, creating a negatively charged exciton (X−) which
consists of two electrons and one hole. In the X− ground state, the two electrons form
a spin singlet in the lowest (conduction-band) electron level and the hole occupies the
lowest (valence-band) hole level, as shown in recent experiments with InAs dots [104,
105] and GaAs dots [169]. Such negatively charged excitons can be used to read out
and initialize a single electron spin [170]. We assume that the lowest heavy hole (hh)
dot level (with total angular momentum projection Jz =±3/2) and the lowest light
hole (lh) dot level (with Jz=±1/2) are split by an energy ∆hh−lh and that mixing of hh
and lh states is negligible. These conditions are satisfied for several types of quantum
dots [104, 105, 169, 170, 171, 172]. Then, if excitation is restricted to either hh or
lh states, the circularly polarized optical transitions σ+ and σ− are unambigously
related to one spin polarization of the conduction-band electron because of optical
selection rules, see also Figure 4.1. Here, we assume a hh ground state for holes.
For the proposed ODMR scheme, we consider the following dot states (see also Figure
4.1). In the presence of an external static magnetic field, a single electron in the
lowest orbital state can be in the spin ground state | ↑〉 or in the excited spin state
| ↓〉. Similarly, an X− in the orbital ground state can either be in the excited spin
state |X−↓ 〉 or in the spin ground state |X−↑ 〉, where the subscripts ↓ and ↑ refer to
the hh spin. In contrast to the other chapters we apply the time-inverted notation
for hole spins, here. For simplicity, we have assumed equal signs for the electron and
the hh g factors in z direction. Here, we exclude X− states where one electron is
in an excited orbital state. The lowest X− state of this type contains an electron
triplet and requires an additional energy δ ≈ 40 meV in InAs dots [166]. This energy
difference δ is mainly given by the single-electron level spacing (≈ 50 meV [173])
and the electron-electron exchange interaction. Consequently, the state |X−↓ 〉 can be
excited resonantly by a circularly polarized laser with a bandwidth lower than δ
and ∆hh−lh. An ODMR scheme including an X− state with an excited hole is also
possible, as we discuss in Section 4.2.3.
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Figure 4.1: (a)-(d): The states of a single quantum dot in a static magnetic field.
The Zeeman splittings are ∆ez = g
z
eµBBz for the electron and ∆
h
z = g
z
hhµBBz for the
hole. Coherent transitions occur between (a) and (b) due to ESR and between (a)
and (c) due to a σ−-polarized laser field. The grey arrows in (c) and (d) indicate
which electron-hole pair couples with the photon field of polarization σ±.
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4.2.1 Hamiltonian
In an ODMR setup with a quantum dot containing a single excess electron, we
describe the energy-conserving dynamics with the Hamiltonian
H = Hdot +HESR +HL +Hd−L, (4.1)
which couples the three states |↑〉, |↓〉, and |X−↓ 〉.
Here, Hdot contains the quantum dot potential, the Zeeman energies due to a constant
magnetic field Bz in the z direction, and the Coulomb interaction of electrons and
holes. The dot energy En is defined by Hdot|n〉 = En|n〉. We set ~ = 1 in the
following. The electron Zeeman splitting is ∆ez = g
z
eµBBz = E↓ −E↑, where gze is the
electron g factor and µB is the Bohr magneton. In Bz, we also include the Overhauser
field which could possibly arise from dynamically polarized nuclear spins.
The ESR term HESR(t) couples the two electron Zeeman levels | ↑〉 and | ↓〉 via a
magnetic dipole transition (see Section 2.4.2), induced by the magnetic field B⊥(t),
which rotates with frequency ωESR in the xy plane. Note that a linearly oscillating
magnetic field, Bx(t) = B
0
x cos(ωESRt)xˆ, can be applied instead of B⊥(t) [98]. The
linearly oscillating field can be decomposed in a clockwise and a counterclockwise
rotating component. In the rotating wave approximation this field leads to the same
result as the rotating field with B⊥ → B0x/2. The ESR Rabi frequency is ΩESR =
g⊥e µBB⊥, with in-plane g factor g
⊥
e (typically, g
⊥
e = g
z
e). Even if the frequency ωESR
is also resonant with the hole Zeeman splitting, the Rabi oscillations of the holes
have a negligible effect since the charged exciton states recombine quickly. As an
alternative to a radio-frequency (rf) field B⊥(t), an oscillating field µBgB could also
be produced using voltage-controlled modulation of the electron g-tensor g, which
has already been achieved experimentally in quantum wells [174].
A σ−-polarized laser of frequency ωL is applied in z direction (typically parallel to
[001]), with the free laser field Hamiltonian HL = ωLa
†
LaL, where a
(†)
L are photon
operators. The optical interaction term Hd−L describes the coupling of | ↓〉 and
|X−↓ 〉 to the laser field with the complex optical Rabi frequency ΩL = αe〈X−↓ |eL ·
p| ↓〉√~/2m20c2V 0rωL, where V , ωL, and eL = (1,−i, 0)/√2 are the volume, the
frequency and the unit polarization vector of the left-circularly polarized laser mode,
respectively, and |α|2 is the mean number of photons present in the coherent state
|α〉 of the laser, see Section 2.4.1. The relative permittivity of the semiconductor
is r, and 0 is the dielectric constant. Because the laser is circularly polarized, the
terms that violate energy conservation vanish due to selection rules. Further, the
absorption of a σ− photon in the spin ground state | ↑〉 is excluded due to Pauli
blocking because we assume that the laser bandwidth is smaller than ∆hh−lh and δ,
as discussed in Section 4.2. Note that the very same scheme can also be applied if
the sign of the hole g factor is reversed, since a σ+ laser field can then be used and all
results apply after interchanging |X−↓ 〉 and |X−↑ 〉. The laser bandwidth and also the
temperature can safely exceed the electron Zeeman splitting. Finally, we exclude all
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multi-photon processes via other levels since they are only relevant to high-intensity
laser fields. In this configuration, the σ− photon absorption is switched “on” and “off”
by the electron spin flips driven by the ESR. As an important experimental step
towards this direction, spin-dependent absorption as described above has recently
been demonstrated in a high-resolution absorption spectroscopy setup with a single
InGaAs/GaAs quantum dot charged with a single electron [125].
We next set the energy scale zero at (EX↓ − E↓)/2 and transform H into the frame
rotating with respect to the field frequencies ωESR and ωL,
H ′ = U †HU − iU †∂U
∂t
, (4.2)
with the unitary operator
U = exp
{
−iωLt
[
a†LaL +
1
2
(|X−↓ 〉〈X−↓ | − |↓〉〈↓ |)]+ it(ωL2 + ωESR) |↑〉〈↑ |
}
. (4.3)
We introduce the laser detuning δL = (EX↓−E↓)−ωL and the ESR detuning δESR =
gzeµBBz − ωESR and obtain
H ′ =
δL
2
|X−↓ 〉〈X−↓ | −
δL
2
|↓〉〈↓ | −
(
δL
2
+ δESR
)
|↑〉〈↑ |
+
1
2
(
ΩL|X−↓ 〉〈↓ |+ Ω∗L|↓〉〈X−↓ |
)
+
1
2
ΩESR (|↑〉〈↓ |+ |↓〉〈↑ |) . (4.4)
4.2.2 Generalized master equation
For the dot dynamics including relaxation and decoherence processes, we consider the
reduced density matrix for the dot, ρ = TrR ρF. Here, ρF is the full density matrix of
the dot and its environment (or reservoir), i.e., the unobserved degrees of freedom,
and TrR is the trace taken over the reservoir. We take the interaction of the dot
states with the rf field and the laser field exactly into account using the Hamiltonian
Eq. (4.4) in the rotating frame. With a generalized master equation in the Lindblad
form [175, 176],
ρ˙ = −i[H ′, ρ] + Lρ, (4.5)
we further take the coupling with the environment (radiation field, nuclear spins,
phonons, spin-orbit interaction, etc.) into account with the Liouvillian superoperator
L which introduces phenomenological rates. We use the rates Wnm ≡ Wn←m for the
incoherent transitions from state |m〉 to |n〉 and the rates Vnm for the decay of the
corresponding off-diagonal matrix elements of ρ. These decoherence rates Vnm have
the structure Vnm =
1
2
∑
k (Wkn +Wkm) +Vn +Vm, where the rate Vn +Vm is usually
called the pure decoherence rate. Further, the electron spin relaxation time is T1 =
(W↑↓ +W↓↑)
−1, with spin flip rates W↑↓,W↓↑. (In Section 4.3 below, we point out a
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Figure 4.2: Level scheme of the four states shown in Figure 4.1. Wavy arrows describe
the transitions driven by the rf field and the laser field with frequencies ωESR and
ωL, respectively. The corresponding Rabi frequencies are ΩESR and |ΩL|. A detuning
δESR = ∆
e
z − ωESR is shown for the rf field, with Zeeman splitting ∆ez. Incoherent
transitions are shown with arrows and occur at rates Wnm. We consider W↓,X↓ =
W↑,X↑ =: Wem.
method to measure T1 in a similar setup as discussed here.) In the absence of the ESR
field and the laser field, the off-diagonal matrix elements of the electron spin decay
with the (intrinsic) single-spin decoherence rate V↓↑ = 12(W↑↓+W↓↑)+V↑+V↓ = 1/T2.
Further, the linewidth of the optical σ− transition is denoted by VX = VX↓,↓. We use
the notation ρn = 〈n|ρ|n〉 and ρn,m = 〈n|ρ|m〉 for the matrix elements of ρ. In
the rotated basis | ↑〉, | ↓〉, |X−↑ 〉, |X−↓ 〉, the generalized master equation is given by
ρ˙ =Mρ, where M is a superoperator. Explicitly,
ρ˙↑ = ΩESRImρ↓,↑ +WemρX↑ +W↑↓ρ↓ −W↓↑ρ↑, (4.6)
ρ˙↓ = −ΩESRImρ↓,↑ + Im(Ω∗L ρX↓,↓) +Wem ρX↓ +W↓↑ ρ↑ −W↑↓ ρ↓, (4.7)
ρ˙X↓ = −Im(Ω∗L ρX↓,↓) +WX↓,X↑ ρX↑ − (Wem +WX↑,X↓) ρX↓, (4.8)
ρ˙X↑ = WX↑,X↓ ρX↓ − (Wem +WX↓,X↑) ρX↑, (4.9)
ρ˙↓,↑ =
i
2
ΩESR (ρ↓ − ρ↑)− i
2
Ω∗LρX↓,↑ −
(
iδESR + T
−1
2
)
ρ↓,↑, (4.10)
ρ˙X↓,↑ =
i
2
ΩESR ρX↓,↓ − i
2
ΩLρ↓,↑ − [i(δESR + δL) + VX↓,↑] ρX↓,↑, (4.11)
ρ˙X↓,↓ =
i
2
ΩESRρX↓,↑ − i
2
ΩL(ρ↓ − ρX↓)− (iδL + VX)ρX↓,↓. (4.12)
The remaining (off-diagonal) matrix elements of ρ are decoupled from these equations
and are not further important here.
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4.2.3 ESR linewidth in the photoluminescence
We now calculate the stationary photoluminescence for a cw ESR field and a cw laser
field. For this, we evaluate the stationary density matrix ρ¯, which satisfies ˙¯ρ = 0.
We introduce the effective rate
WL =
|ΩL|2
2
VX
V 2X + δ
2
L
(4.13)
for the optical excitation, which takes its maximum value WmaxL for δL = 0. We
first solve ˙¯ρX↓,↑ = 0. We find that the coupling to the laser field produces an addi-
tional decoherence channel to the electron spin. We thus obtain a renormalized spin
decoherence rate VESR, which satisfies
VESR ≤ 1
T2
+
|ΩL|2
4VX↓,↑
≈ 1
T2
+
1
2
WmaxL . (4.14)
Similarly, the ESR detuning δESR is also renormalized,
δ˜ESR ≥ δESR
[
1− |ΩL|
2
(Wem +WX↑,X↓)
2
]
. (4.15)
We assume that these renormalizations and δL are small compared to the optical
linewidth VX, i.e., W
max
L , |δ˜ESR − δESR| < VX. Further, if both transitions are near
resonance, δL . VX and |δ˜ESR| . VESR, no additional terms appear in the renormalized
master equation. We then solve ˙¯ρX↓,↓ = 0 and ˙¯ρ↓,↑ = 0 and introduce the effective
Rabi spin-flip rate
WESR =
Ω2ESR
2
VESR
V 2ESR + δ˜
2
ESR
, (4.16)
which together with WL eliminates the parameters ΩL, VX, δL, ΩESR, VESR, and δ˜ESR
in the remaining equations for the diagonal elements of ρ. Further, these now contain
the total spin flip rates W˜↑↓ = W↑↓ + WESR and W˜↓↑ = W↓↑ + WESR. We obtain the
stationary solution
ρ¯↑ = ηWLWem WX↑,X↓ + ηW˜↑↓Wem WX↑,X↓
+ηW˜↑↓ (WL +Wem) (Wem +WX↓,X↑) , (4.17)
ρ¯↓ = ηW˜↓↑ (WL +Wem) (Wem +WX↓,X↑) + ηW˜↓↑Wem WX↑,X↓, (4.18)
ρ¯X↓ = ηWL W˜↓↑ (Wem +WX↓,X↑) , (4.19)
ρ¯X↑ = ηWL W˜↓↑WX↑,X↓, (4.20)
where the normalization factor η is chosen such that
∑
n ρn = 1. Comparing the
expressions for ρ¯↑ and ρ¯↓ above, we see that ρ¯↑ ≥ ρ¯↓ is satisfied for W↑↓ ≥ W↓↑. This
electron spin polarization is due to the hole spin relaxation channel, analogous as in
an optical pumping scheme. A hole spin flip corresponds to leakage out of the states
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Γ
Figure 4.3: The stationary photoluminescence rate Γ as a function of the ESR detun-
ing δ˜ESR. As described in the text, Γ is a Lorentzian and its linewidth w gives an upper
bound for 2/T2. Here, we use ge = 0.5, B⊥ = 1G, T2 = 100ns, W↑↓ = W↓↑ = (20µs)−1,
Wem = 10
9 s−1, WX↑,X↓ = WX↓,X↑ = Wem/2, δL = 0, VX↓,↑ = VX = (Wem +WX↑,X↓)/2,
and ΩL = 2ΩESR
√
T2VX. With these parameters, WL . T−12 . VESR is satisfied.
that are driven by the external fields. Since the dynamics due to the ESR is much
slower than the optical recombination, there is an increased population of the state
|↑〉.
The stationary photoluminescence Γ = Γ−+Γ+ consists of a σ−- and a σ+- polarized
contribution, Γ− = Wemρ¯X↓ and Γ+ = Wemρ¯X↑, respectively. We find that the rates
Γ− and Γ+ are proportional to WESR/(γ + WESR) for a given γ, up to a constant
background which is negligible for W↓↑ < WESR. In particular, the total emission
rate Γ = Γ− + Γ+ as a function of δ˜ESR is a Lorentzian with linewidth
w = 2VESR
√
1 +
WmaxESR
γ
, (4.21)
see also Figure 4.3. By analyzing the expression for γ, we find the relevant parameter
regime with the inequality
w ≤ 2VESR
[
1 +
2WmaxESR
WL
(
1 +
Wem
Wr
+
WX↓,X↑
Wr
)
+
3WmaxESR
Wr
+
WmaxESR
Wem
(
1 +
3WX↓,X↑
Wr
)]1/2
, (4.22)
which saturates for vanishing spin flip rates W↓↑ and W↑↓. Here, we have introduced
the rate Wr = WX↑,X↓+W↑↓ (1 +Wem/WL) which describes different relaxation chan-
nels that lead to the ground state |↑〉. These correspond to “switching off” the laser
excitations because of Pauli blocking. The linewidth w thus provides a lower bound
for T2:
T2 ≥ V −1ESR ≥
2
w
. (4.23)
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Here, the second inequality saturates when the expression in brackets in Eq. (4.22)
becomes close to 1 (e.g., for efficient hole spin relaxation [184, 185] Wr is large and w ≈
2VESR). For the first inequality, T2 ≈ V −1ESR for WmaxL < 1/T2, see Eq. (4.14). To check
our analytical approximation for Γ, we have solved the generalized master equation
numerically using the parameters given in the caption of Figure 4.3. Comparing the
two results for Γ, we find that the relative difference is less than 0.2 %.
Due to possible experimental imperfections in the ODMR scheme described above,
e.g., due to mixing of hh and lh states or due to a small contribution of the σ+
polarization in the laser light, there can be a small probability that the Pauli blocking
of absorption is somewhat lifted and the state | ↑〉 can be optically excited. We
describe this process with the effective rate WL,↑. It leads to an additional linewidth
broadening, similar to the one described with Eq. (4.22). We find that this effect is
small if WL,↑ < WESR.
The setup discussed in this section combines optical excitation and detection at the
same wavelength. The laser stray light is an undesirable background here and its
detection can be avoided, e.g., by using a polarization filter and by measuring only
Γ+. The laser could also be distinguished from Γ− if two-photon excitation is applied,
which is, e.g., possible with excitons in II-VI (e.g., CdSe [177] or CdS [178]) and I-VII
(e.g., CuCl [179]) semiconductor nanocrystals. As another alternative, the optical
excitation could be tuned to an excited hole state (hh or lh) [180], possibly with
a reversal of laser polarization. Using a pulsed laser would enable the distinction
between luminescence and laser light by time-gated detection. See also Section 4.4
for another detection scheme with a pulsed laser. Another option is to detect the
resonant absorption instead of the photoluminescence, using an optical transmission
setup [106, 125]. Finally, one can also measure the photocurrent [181, 182, 62] instead
of the photoluminescence, which we discuss in the following subsection.
4.2.4 Readout via photocurrent
As an alternative to photon detection, the presence of a charged exciton X− in the dot
can also be read out via an electric current (the so-called photocurrent) [181, 182, 62].
Here, an electric field is applied across the quantum dot such that one electron and
one hole tunnel out of the dot into two adjacent current leads. Thus, the total charge
e is transported through the dot per optical excitation, where e is the elementary
charge. Because the tunneling process is spin-independent, the remaining electron
on the dot has equal probabilities to be in state |↑〉 or in state |↓〉, in contrast to the
readout using photoluminescence. We now calculate the stationary photocurrent. For
this, we apply a generalized master equation description, similarly as in Section 4.2.2
for the photoluminescence. We introduce phenomenological photocurrent rates Wpc
as shown in Figure 4.4. For strong tunneling (Wpc > Wem), optical recombination
is negligible and the X− are predominantly detected via the photocurrent. The
generalized master equation is then given by
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Figure 4.4: Scheme of the transitions for the readout via photocurrent. The tunneling
of the electron and the hole out of the dot is spin-independent. Therefore, transitions
occuring at a rate Wpc lead from the charged exciton states |X−↑ 〉, |X−↓ 〉 to both spin
states |↑〉 and |↓〉, respectively. The remaining symbols are defined as in Figure 4.2.
ρ˙↑ = ΩESRImρ↓,↑ +Wpc(ρX↑ + ρX↓) +W↑↓ρ↓ −W↓↑ρ↑, (4.24)
ρ˙↓ = −ΩESRImρ↓,↑ + Im(Ω∗LρX↓,↓) +W↓↑ ρ↑ +Wpc(ρX↑ + ρX↓)
−W↑↓ ρ↓, (4.25)
ρ˙X↓ = −Im(Ω∗LρX↓,↓) +WX↓,X↑ ρX↑ − (2Wpc +WX↑,X↓) ρX↓, (4.26)
ρ˙X↑ = WX↑,X↓ ρX↓ − (2Wpc +WX↓,X↑) ρX↑, (4.27)
ρ˙↓,↑ =
i
2
ΩESR (ρ↓ − ρ↑)− i
2
Ω∗LρX↓,↑ −
(
iδESR + T
−1
2
)
ρ↓,↑, (4.28)
ρ˙X↓,↑ =
i
2
ΩESR ρX↓,↓ − i
2
ΩLρ↓,↑ − [i(δESR + δL) + VX↓,↑] ρX↓,↑, (4.29)
ρ˙X↓,↓ =
i
2
ΩESRρX↓,↑ − i
2
ΩL(ρ↓ − ρX↓)− (iδL + VX)ρX↓,↓. (4.30)
Note that in the expressions for VX and VX↓,↑, the previous relaxation rate Wem is
now replaced by W˜pc = 2Wpc. We then obtain for the stationary solution
ρ¯↑ = η˜WLW˜pc + η˜W˜↑↓ W˜pc + η˜W˜↑↓
(
WL + W˜pc
)
, (4.31)
ρ¯↓ = η˜W˜↓↑
(
WL + W˜pc
)
+ η˜W˜↓↑ W˜pc, (4.32)
ρ¯X↓ = η˜WL W˜↓↑, (4.33)
ρ¯X↑ = η˜WL W˜↓↑. (4.34)
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Here, η˜ is a normalization factor such that
∑
n ρn = 1. The photocurrent Ipc =
eW˜pc(ρ¯X↓+ρ¯X↑) is a Lorentzian as a function of the ESR detuning δ˜ESR. The linewidth
is bound by the inequality
w ≤ 2VESR
[
1 + 4WmaxESR
(
1
WL
+
1
W˜pc
)]1/2
, (4.35)
where the right-hand side is a smaller upper bound for w than the one obtained for the
photoluminescence, Eq. (4.22). This can be understood by noting that above result
for the photocurrent can also be obtained from the expression for the stationary
photoluminescence (see Section 4.2.3) by replacing Wem → W˜pc and in the limit
WX↑,X↓, WX↓,X↑ →∞. The limit of infinite hole spin flip rates is responsible for the
reduction of the linewidth Eq. (4.22) to the value given by Eq. (4.35) after replacing
Wem with W˜pc.
4.3 Luminescence intensity autocorrelation func-
tion
The luminescence intensity autocorrelation function 〈I(t)I(t+ τ)〉 has recently been
used in experiments to demonstrate the suitability of single quantum dots for single-
photon sources [51, 53]. We discuss here that electron spin Rabi oscillations can
be detected via 〈I(t)I(t+ τ)〉. For this, we assume that the laser polarization is
changed to σ+. At low temperatures (kT < gzhhµBBz, where k is the Boltzmann
constant), excitations of the hole spin are negligible since WX↓,X↑  Wem. Then,
the energetically highest state |X−↓ 〉 is decoupled from the three-level system | ↑〉,
| ↓〉, and |X−↑ 〉, cf. Figure 4.5. After emission of a σ+ photon, the dot is in the state
|↑〉. For the transitions shown in Figure 4.5, we derive a generalized master equation
similarly as Eqs. (4.6)-(4.12) were derived according to Figure 4.2. We model the
time evolution of the dot state | ↑〉 in lowest order in WL and obtain the probability
to be in the final state |X−↑ 〉 after some time τ . We consider the regime WL ≤ VESR
and VESR  ΩESR < Wem and obtain for the luminescence intensity autocorrelation
function
〈I(t)I(t+ τ)〉 = W 2L ρ¯ 2↑P↑(τ) + o(W 3L). (4.36)
Here, I(t) is the σ+ luminescence intensity, ρ¯↑ ≈ W˜↑↓/(W˜↑↓ + W˜↓↑) is the stationary
occupation of |↑〉, and P↑(τ) is the conditional probability to be again in the state |↑〉
after the time t+τ if the state was |↑〉 at time t. For δESR = 0 and W↑↓ = W↓↑, we find
P↑(τ) ≈ 1/2 + (1/2) exp [−(τ/2) (1/T2 + 1/T1)] cos(ΩESRτ). Thus, the inverse decay
rate of the detected oscillations in 〈I(t)I(t+ τ)〉 [Eq. (4.36)] gives a lower bound on
2T2.
To conclude this section we stress that the single-spin relaxation time T1 can be
measured via a similar double resonance scheme as discussed for 〈I(t)I(t+ τ)〉 above.
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Figure 4.5: Scheme of the transitions if an ESR field and a σ+ polarized laser field are
applied. As described in the text, |X−↓ 〉 is decoupled from the other three states at
low temperatures. In this setup, the luminescence intensity autocorrelation function
〈I(t)I(t+ τ)〉 can be used to detect the decay of spin oscillations. Further, for a
larger laser intensity, T1 can be measured as explained in Section 4.3.
This can be done in the regime ΩL, Wem  ΩESR, W↑↓, i.e., we require a larger
intensity of the σ+ laser as considered for the T2 measurement. Then, the system
is predominantly driven by the laser field. Occasionally, an ESR excitation of the
electron spin interrupts the optical excitations. After relaxation of the spin, the
laser again acts on the dot and gives rise to photoluminescence. The mean time of
photoluminescence interruptions due to ESR excitation is thus given by T1, similarly
as for a single atom [183].
4.4 Spin Rabi-oscillations via photoluminescence
The photoluminescence Γ can be measured as a function of the pulse repetition time
τrep of a pulsed laser while keeping δESR constant. We again consider cw ESR and
choose σ− for the laser polarization, while the laser bandwidth should still be smaller
than δ and ∆hh−lh, see Section 4.2. Since excessive population is trapped in the
state | ↑〉 during a laser pulse due to hole spin flips and subsequent emission of a
photon, the dot is preferably in the state | ↑〉 (rather than | ↓〉) at the end of a laser
pulse. During the “off” time of the laser between two pulses, the rf field rotates the
electron spin. The next laser pulse then reads out the spin state | ↓〉. Thus, as a
function of τrep, the spin Rabi oscillations can be observed in the photoluminescence
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Figure 4.6: The average number N = Γτrep of photons emitted per period τrep as a
function of the laser pulse repetition time τrep. In (a), pi pulses are used for the laser
with ∆t = 5 ps and ΩL = pi/∆t. In (b), N is shown for pulses with ∆t = 20 ns and
ΩL = pi/(500 ps). We have set δESR = 0. The other parameters are the same as in
Figure 4.3. The decay of the oscillation depends on T2.
(similarly as in 〈I(t)I(t+ τ)〉), see Figure 4.6. To model the pulsed laser excitation,
we consider square pulses of length ∆t, for simplicity. In the generalized master
equation ρ˙(t) = M(t)ρ(t), we write M(t) = ML [where ML is defined via Eqs.
(4.6) - (4.12)] during a laser pulse and M(t) = M0 otherwise, setting ΩL = 0. We
obtain the steady-state density matrix ρ∞ of the dot state just after the pulse from
Upρ∞ = ρ∞, where Up = exp(ML∆t) exp[M0(τrep−∆t)] describes the time evolution
of ρ during τrep.
The steady-state photoluminescence is now calculated by Γ = Wem(ρX↓ + ρX↑), where
the bar symbolizes time averaging over many periods τrep. If the laser pulse duration
is longer than the lifetime of a negatively charged exciton, ∆t > W−1em (and not shorter
than an optical pi-pulse), the spin oscillations become more pronounced, see Figure
4.6 (b). This is because after an optical recombination of the state |X−↓ 〉, the laser
pulse is still on and excites the state | ↓〉 again to |X−↓ 〉. This iterated excitation
increases the total probability of a hole-spin flip during a laser pulse and therefore
the total population trapped in the state |↑〉.
4.5 Spin precession via photoluminescence
Similar to Rabi oscillations, the precession of a single electron spin in a static magnetic
field can also be observed if pulsed laser excitation is applied to a quantum dot charged
with a single excess electron. For this, we consider the Voigt geometry, i.e., a static
magnetic field is applied in a direction x, transverse to the laser beam direction z. We
again assume circular polarization of the laser. Consequently, the optical transitions
are between the spin states along the quantization axis in z direction, see Figure
4.7. For low temperatures [185] and for Wem  Ωhx = gxhµBBx/2, where Ωhx is the
hole-spin precession frequency, we can neglect hole-spin flips. Then, a state | ↓〉 is
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Figure 4.7: Level scheme of the spin states in the z direction in the Voigt geometry.
Optical transitions with circular polarization occur vertically in this scheme. The
transverse magnetic fieldBx leads to spin precession, i.e., periodic oscillations between
the spin states | ↑〉 and | ↓〉 at a frequency Ωex = gxeµBBx/2. In this figure, we do not
illustrate the precession of hole spins, assuming that Wem  Ωhx = gxhµBBx/2.
obtained in the dot after the absorption of a σ− laser pulse and subsequent optical
recombination. This is not an eigenstate of the quantum dot in the presence of
the magnetic field Bx. In the absence of an environment, the initial spin state | ↓〉
(at t = 0) evolves in time according to cos(Ωext)| ↓〉 − i sin(Ωext)| ↑〉 with precession
frequency Ωex = g
x
eµBBx/2. However, the spin precession decays due to decoherence.
Using pulsed laser excitation, the photoluminescence Γ(τrep) as a function of the
pulse repetition time τrep oscillates according to the spin precession and damping is
induced by the spin decoherence, similarly as with ESR (see Sections 4.3 and 4.4). In
the regime where the hole-spin flip rate is not small compared to Wem, the visibility
of these photoluminescence oscillations is reduced, similarly as in Section 4.4, where
the spin polarization was decreased for short laser pulses, see Figure 4.6 (a). Finally,
we underline that in contrast to the detection of spin Rabi oscillations (driven by
ESR), in this setup spin decoherence is measured in the absence of a driving field.
4.6 Conclusion
In this chapter we have proposed to measure T2 of a single electron spin in a semi-
conductor quantum dot via ODMR [150, 151]. We have shown in Section 4.2.3 that
the linewidth of the photoluminescence as a function of the ESR frequency provides
a lower bound on T2. Extending this result [151], we have elaborated on the readout
via photocurrent in Section 4.2.4 and in Section 4.3 we have discussed the autocor-
relation function of the luminescence intensity as another possible detection scheme.
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Further, we have identified a regime where T1 can be measured optically. We have
shownn in Section 4.4 that electron spin Rabi oscillations can be detected via the
photoluminescence if pulsed laser and cw ESR excitation is applied. Using pulsed
laser excitation, electron spin precession can be detected with similar schemes, as we
have discussed in Section 4.5. The discussed cw and pulsed optical detection schemes
can also be combined with pulsed instead of cw ESR, allowing spin echo and similar
standard techniques to be used. Such pulsed ESR can be induced, e.g., optically via
the ac Stark effect [186, 187].
Chapter 5
Molecular spintronics: Coherent
spin transfer in coupled quantum
dots
Recently, coherent transfer of electron spin has been observed between colloidal CdSe
quantum dots with different radii rA ' 1.7 nm (quantum dot A) and rB ' 3.5 nm
(quantum dot B) coupled by a benzene ring [70]. The different dot size allows one
to selectively pump and probe the spin polarization for dots of species A and B.
The main result of Ref. [70] is that an electron spin polarization created by optical
pumping in dot B is transferred ‘instantaneously’ to dot A. The efficiency of this
transfer mechanism is of order 10% at low temperatures T < 50 K and increases to
approximately 20% for T & 100 K. The observed shift of the exciton energies to lower
values compared to isolated dots is also consistent with a coherent delocalization of
the electron or hole over the system formed by the quantum dots and the bridging
molecule.
The purpose of this chapter is to show that a two-site Hamiltonian with a transfer
term captures some of the essential experimental features of the described system
[188]. We aim at calculating the dependence of the experimentally observed Faraday
rotation signal as a function of probe energy on microscopic parameters such as
spin transfer probabilities. The Faraday rotation angle θF is proportional to the
difference in refractive indices for σ± circularly polarized light which is determined
by the difference of the dielectric response functions. We calculate the dielectric
response functions of coupled quantum dots and derive an analytical expression for
the Faraday rotation angle in terms of electron transfer probabilities and Heisenberg
exchange splittings. The experimental data provide strong evidence that the spin
transfer is mediated by the pi-conjugated molecule. We do not aim to describe this
transfer mechanism microscopically, but consider the transfer matrix elements for
electrons and holes as parameters of the Hamiltonian.
In Section 5.1 we present our model for the system of two molecularly coupled quan-
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tum dots. Faraday rotation is introduced in Section 5.2 and we study its time-resolved
application to a toy model of an electron delocalized over two dots A and B in Sec-
tion 5.3. In Section 5.4, we calculate the Faraday rotation angle as a function of the
probe energy for an initial spin polarization created by optical pumping, the method
that was studied experimentally [70]. We take into account both electron transfer
processes and the Coulomb interaction and show that these terms give rise to an ex-
change splitting of the two-exciton eigenstates. In Section 5.5, we perform the related
analysis for a system in which an initial spin polarization is created not by optical
pumping but by doping of the dots. In Section 5.6, we discuss our results for the
parameters of CdSe quantum dots coupled by benzene molecules [70], calculate the
transfer matrix element and spin transfer probabilities. We conclude in Section 5.7.
5.1 Model for molecularly coupled quantum dots
For CdSe quantum dots with radii rA and rB, the single-particle level spacing for
electrons and holes is large compared to the temperatures T ≤ 200 K explored ex-
perimentally. This allows us to restrict our attention to the lowest orbital levels in
the conduction and valence band of both dots. A possible admixing of higher orbital
levels caused by the Coulomb interaction is determined by the parameter rA,B/aX ,
where aX ' 5.4 nm is the exciton radius for CdSe [189]. For the small dots in Ref. [70],
the Coulomb interaction is small compared to the single-particle level spacing, such
that the admixing of higher orbital levels to the ground state is small as well. (For
details on experimental parameters, see Section 5.6.) This allows us to describe the
coupled quantum dots by the Hamiltonian
Hˆ = Hˆ0 + HˆCoul + HˆT , (5.1)
where
Hˆ0 =
∑
ν=A,B
∑
σ=±
(
Eνc cˆ
ν†
c,σ cˆ
ν
c,σ + E
ν
v cˆ
ν†
v,σ cˆ
ν
v,σ
)
(5.2)
contains the single-particle levels of uncoupled dots ν = A,B. The operators cˆν,σc
and cˆν,σv annihilate an electron in the lowest level E
ν
c of the conduction band with
spin quantum number sz = σ1/2 and the highest level in the valence band, E
ν
v , with
angular momentum jz = σ3/2, respectively, where σ = ±. Here, we have adopted
a simple model for the change in the band structure of CdSe due to the quantum
dot confinement. We assume a spherical dot shape and a splitting of the j = 3/2
valence band at the Γ point into the heavy hole (hh) and light hole (lh) subband
with total angular momentum projection jz = ±3/2 and jz = ±1/2, respectively, as
obtained, e.g., from the Luttinger Hamiltonian with an additional anisotropy term
for the crystal field of the hexagonal lattice [171]. The lh subband will be neglected
in the following. The Coulomb interaction energy is
HˆCoul =
∑
ν=A,B
Uν
2
[nˆνc (nˆ
ν
c − 1) + nˆνv(nˆνv − 1)− 2nˆνc nˆνv ] , (5.3)
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where nˆνc =
∑
σ=± cˆ
ν†
c,σ cˆ
ν
c,σ and nˆ
ν
v =
∑
σ=± cˆ
ν
v,σ cˆ
ν†
v,σ are the number operators for
electrons in the conduction band level and holes in the valence band level. Uν '
e2/4pi0rν is the characteristic charging energy of dot A and B, respectively. Trans-
fer of spin and charge between the quantum dots is accounted for by the transfer
Hamiltonian
HˆT =
∑
σ=±
(
tccˆ
A†
c,σ cˆ
B
c,σ + tv cˆ
A†
v,σ cˆ
B
v,σ + H.c.
)
, (5.4)
where we assume that transfer of electrons through the pi-conjugated molecule con-
serves the electron spin both in the conduction and the valence band.
The ansatz for the Hamiltonian in Eqs. (5.1)–(5.4) is a model in which the biexciton
shift, the exciton fine structure, and the electrostatic coupling between the two dots
have been neglected. We will justify this in Section 5.6 below where we discuss our
results for the experimental parameters of Ref. [70]. Because the focus of this work is
to calculate the Faraday rotation angle that results from transfer of electrons between
the quantum dots, we assume for simplicity that the symmetry axis of the dots with
hexagonal crystal structure is parallel to the direction of pump and probe laser pulses.
The effect of a random orientation will be discussed in Section 5.6.
5.2 Faraday rotation
Michael Faraday reported in 1846 that the plane of polarization of light transmitted
through certain glasses or liquids is rotated by some angle if a magnetic field is
applied to the substance [190]. This magneto-optic effect is nowadays referred to
as the Faraday rotation or as the Faraday effect. Time-resolved Faraday rotation
has been established as an extremely successful technique to observe spin dynamics
in semiconductors on a femtosecond time scale [12, 13, 14, 22, 24, 191]. In this
method, a circularly polarized “pump” laser pulse excites spin-polarized carriers. A
second, linearly polarized “probe” laser pulse experiences Faraday rotation and thus
probes the spin population. With an adjustable time delay between pump and probe
pulse, the time evolution of an electron spin, for instance, precessing in the presence
of a transverse magnetic field, can be detected by Faraday rotation. The Faraday
rotation angle θF is determined by the population imbalance between the sz = ±1/2
conduction band states [192, 193, 194]. For a probe pulse frequency E/h, θF is
proportional to the difference of the real parts of the dielectric response functions
(E) for σ± circularly polarized light [192]. With the spectral representation of the
response functions, θF (E) is expressed in terms of the transition matrix elements
between the state |ψ(t)〉 with energy E0 and all intermediate states |ψi〉 which are
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virtually excited by the probe pulse,
θF (E, t) = CE
∑
|ψi〉
E − (Ei − E0)
[E − (Ei − E0)]2 + Γ2 (5.5)
×
(∣∣∣〈ψi|Pˆ+|ψ(t)〉∣∣∣2 − ∣∣∣〈ψi|Pˆ−|ψ(t)〉∣∣∣2) .
The polarization operators Pˆ± = dν cˆ
ν†
c,±cˆ
ν
v,± couple to the σ
∓ circularly polarized
components of the probe pulse. dν is the dipole transition matrix element (as in-
troduced in Section 2.4.1) for transition from the jz = ±3/2 valence band states
to the sz = ±1/2 conduction band states in the dot ν. E0 and Ei are the energy
eigenvalues of the initial state and the intermediate state |ψi〉, respectively, and the
level broadening Γ accounts for a finite lifetime of the orbital levels. The prefactor
C ∝ L/(hcn0) is determined by the size L of the sample and the refraction index n0
(of bulk CdSe in our case).
5.3 Time-resolved Faraday rotation for coupled quan-
tum dots
Before we calculate the Faraday rotation angle θF for the general Hamiltonian Eq. (5.1)
in Sections 5.4 and 5.5 below, we first consider time-resolved Faraday rotation for a
particularly simple case in which a single electron is in a coherent superposition of
states in dots A and B at time t = 0, |ψ(0)〉 = (cˆB†c,+ +αcˆA†c,+)|0〉/
√
1 + α2. We further
assume tc,v = 0 and E
A
c = E
B
c in Eq. (5.1) for t > 0. Here, |0〉 denotes the vacuum
state in which the valence band in both quantum dots is filled and the conduction
band states are empty. This simple scenario, although unrealistic because transfer
matrix elements are assumed to vanish after the initial state |ψ0〉 has been prepared,
will allow us to derive simple analytical expressions for the Faraday rotation an-
gle even in presence of a magnetic field. The simplifying assumptions tc,v = 0 and
EAc = E
B
c will be lifted in the microscopic discussion in Sections 5.4 and 5.5.
The different radii rA and rB of the CdSe dots lead to different g-factors and different
Larmor precession frequencies ων = gνµBBext/~ [24, 195, 196], where Bext is an
external magnetic field perpendicular to the spin quantization axis which is given by
the symmetry axis of the CdSe quantum dots, and gν are the electron g-factors for
ν = A,B. At time t,
|ψ(t)〉 = 1√
1 + α2
[
cos(ωBt/2)cˆ
B†
c,+ − i sin(ωBt/2)cˆB†c,−
+α cos(ωAt/2)cˆ
A†
c,+ − iα sin(ωAt/2)cˆA†c,−
]
|0〉. (5.6)
Because we have assumed for the initial state |ψ(0)〉 a single-electron state (with
energy E0 = E
B
c ), all intermediate states |ψi〉 in Eq. (5.5) are energy eigenstates
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with two electrons and one hole. For tc,v = 0 in Eq. (5.1), these are of the form
|ψi〉 = cˆν†c,σ cˆνv,σ cˆν
′†
c,σ′|0〉 with σ, σ′ = ± and ν, ν ′ = A,B. Pauli blocking prohibits the
creation of an exciton with electron spin σ1/2 if the conduction band level is already
occupied by an electron with the same spin. The resulting difference in transition
matrix elements for Pˆ+ = dAcˆ
A†
c,+cˆ
A
v,+ + dB cˆ
B†
c,+cˆ
B
v,+ and Pˆ− = dAcˆ
A†
c,−cˆ
A
v,− + dB cˆ
B†
c,−cˆ
B
v,− is
proportional to the population imbalance of the sz = ±1/2 levels. For a probe pulse
at time t, from Eq. (5.5) we obtain directly
θF (E, t) =
CE
1 + α2
[
d2B
E − EBX
(E − EBX)2 + Γ2
cos(ωBt)
+α2d2A
E − EAX
(E − EAX)2 + Γ2
cos(ωAt)
]
, (5.7)
where EνX = E
ν
c − Eνv − Uν is the exciton energy for quantum dot ν.
θF (E, t) shows coherent oscillations with frequencies ωA and ωB caused by the elec-
tron spin precessing around the external magnetic field. In reality, these coherent
oscillations are exponentially damped with a spin dephasing rate ΓS which is typi-
cally much smaller than the orbital dephasing rate, ΓS  Γ. Taking into account
spin dephasing, the Fourier transform of the time-resolved Faraday rotation signal as
a function of the probe pulse energy E and the Fourier frequency ω is
θF (E, ω) =
CE
1 + α2
[
d2B
E − EBX
(E − EBX)2 + Γ2
ΓS
(ω − ωB)2 + Γ2S
+α2d2A
E − EAX
(E − EAX)2 + Γ2
ΓS
(ω − ωA)2 + Γ2S
]
. (5.8)
θF (E, ω) shows characteristic features for E ' EνX and ω ' ων . The two terms
in Eq. (5.8) describe the dielectric response due to virtual creation of an exciton in
quantum dot A and B, respectively. For EBX ≤ E ≤ EAX , they have different sign and
may cancel. Figure 5.1(a) shows a grayscale plot of |θF (E, ω)| for the experimental
values EBX = 2.06 eV, E
A
X = 2.41 eV, Γ = 0.05 eV, and ΓS/2pi = 0.5 GHz, assuming
d2A/d
2
B = 1 and α
2 = 0.2. For Figure 5.1(b), Γ = 0.035 eV, and ΓS/2pi = 1.2 GHz, and
α2 = 0.4. One of the most characteristic features of the experimental data (Figure
2D in Ref. [70]) is that |θF (E, ω)| vanishes and reappears as a function of probe pulse
frequency E for ω ' ων . This can also be clearly seen in the theoretical result.
Above, we have assumed that the electron delocalized over both dots at t = 0 retains
spatial coherence. For rapid decoherence of the orbital part of the wave function, the
initial state is described by the density matrix
ρˆ =
1
1 + α2
(
cˆB†c,+|0〉〈0|cˆBc,+ + α2cˆA†c,+|0〉〈0|cˆAc,+
)
. (5.9)
The Faraday rotation signal in this case is the incoherent superposition of the Faraday
rotation signals for dot A and B, and is identical to the results in Eqs. (5.7) and
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(5.8). Hence, a Faraday rotation signal as shown in Figure 5.1 does not allow one to
distinguish coherent from incoherent spatial superpositions.
5.4 Optical spin injection
In the preceding section, θF (E) was calculated for the simple case of a single electron
delocalized over the coupled quantum dots. So far, we have also neglected that all
intermediate states |ψi〉 in Eq. (5.5) that are virtually excited by the probe pulse will
be modified by finite transfer energies tc,v. We next turn to a microscopic analysis in
which we take into account tc,v 6= 0 also for the intermediate states.
In Ref. [70], the initial state prepared by optical pumping is a one-exciton state. As
described by Eq. 5.5 in Section 5.2 above, the Faraday rotation angle as a function
of probe energy is proportional to the difference of dielectric response functions for
σ± circularly polarized light. In order to evaluate this expression, both the initial
one-exciton state and all intermediate two-exciton states which are virtually excited
by the probe pulse must be calculated for the coupled quantum dots. In this section,
we first calculate the one-exciton energy eigenstate of the coupled dots prepared by
the pump pulse and subsequently identify all two-exciton eigenstates |ψi〉 which are
virtually excited by the probe pulse. Our analysis is based on perturbation theory
in the transfer energies and is valid if |tc,v| is the smallest energy scale, |tc,v| 
δEc, |δEv|, UA, UB, |δEc,v±UA,B|. Here, we have defined the energy differences δEc =
EAc − EBc ≥ 0 and δEv = EAv − EBv ≤ 0 between the conduction and valence band
levels of dots A and B.
In Ref. [70], an initial spin polarization was created by optical pumping. For tc,v = 0,
the states cˆν†c,σ cˆ
ν
v,σ|0〉 are one-exciton eigenstates with energy eigenvalues
E
ν(0)
X = E
ν
c − Eνv − Uν (5.10)
which are prepared by absorption of a −σ circularly polarized pump pulse. To first
order in the transfer energies tc,v, the energy eigenstates are
|XA,σ〉 = cˆA†c,σ cˆAv,σ|0〉+
(
tc
δEc − UA cˆ
B†
c,σ cˆ
A
v,σ +
tv
δEv + UA
cˆA†c,σ cˆ
B
v,σ
)
|0〉, (5.11a)
|XB,σ〉 = cˆB†c,σ cˆBv,σ|0〉+
(
− tc
δEc + UB
cˆA†c,σ cˆ
B
v,σ −
tv
δEv − UB cˆ
B†
c,σ cˆ
A
v,σ
)
|0〉, (5.11b)
with eigenenergies
EAX = E
A(0)
X +
t2c
δEc − UA −
t2v
δEv + UA
, (5.12a)
EBX = E
B(0)
X −
t2c
δEc + UB
+
t2v
δEv − UB . (5.12b)
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Figure 5.1: (a) Grayscale plot of the Faraday rotation angle |θF | [given in Eq. (5.8)]
as a function of the probe-pulse frequency E/h and spin precession frequency f =
ω/2pi. We have chosen the parameters [70] EAX = 2.41 eV, E
B
X = 2.06 eV, ωA/2pi =
23.6 GHz, ωB/2pi = 20.6 GHz, Γ = 0.05 eV, ΓS/2pi = 0.5 GHz, and α
2 = 0.2. (b) For
Γ = 0.035 eV, ΓS/2pi = 1.2 GHz, and α
2 = 0.4, pronounced features caused by the
interplay of the two terms in Eq. (5.8) become more clearly visible. In particular, the
Faraday rotation signal at ω ' ωB vanishes and reappears as a function of probe-pulse
frequency E.
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As expected, the eigenenergies are shifted due to the delocalization of electrons and
holes over the coupled quantum dots. The exciton states in Eq. (5.11) are the only
one-exciton states which can be prepared by the absorption of a photon with circular
polarization −σ if the photon is incident along the hexagonal axis of the CdSe crystal
structure. However, a photon with energy E ' EBX no longer creates an exciton only
in dot B, but an exciton in which electron and hole are delocalized over the coupled
quantum dot system. This delocalization of the quantum mechanical wave function
is consistent with the short time-scale for spin transfer observed experimentally [70].
We now turn to the calculation of the Faraday rotation angle, assuming that the
pump pulse has prepared an initial state |ψ〉 = |XB,+〉. The evaluation of the di-
electric response function will require us to calculate all two-exciton states that are
virtually excited by the probe pulse. Interesting features in the Faraday rotation
signal effected by spin transfer are of order t2c,v. In order to keep the following expres-
sions simple, we assume that spin is transferred between the conduction band states
and set tv = 0. Then, only the seven states |A+B+〉, |T0〉, |S〉, |B+B−〉, |T˜0〉, |S˜〉, and
|B˜+B−〉 listed below and in Appendix C have finite matrix elements up to O(t2c) with
Pˆ±|XB,+〉. For δEv + UA 6= 0, only the eigenenergies of |A+B+〉, |T0〉, and |S〉 are
close to the excitation energy of a probe pulse with frequency E/h ' EAX/h. Hence,
these states dominate the spectral representation in Eq. (5.5). Still, two-exciton
eigenstates which are energetically offset compared to E +EBX will also contribute to
the Faraday rotation signal. However, their contribution varies slowly as a function
of probe energy and leads at most to an offset in the results derived below. See also
Appendix C.
The polarization operator Pˆ+ induces transitions from the initial state |XB,+〉 to
|A+B+〉 = cˆA†c,+cˆB†c,+cˆAv,+cˆBv,+|0〉 (5.13)
with energy eigenvalue
EA+B+ = E
A(0)
X + E
B(0)
X . (5.14)
The notation indicates that two electrons with the same spin sz = 1/2 occupy the
conduction band states in dots A and B, respectively, and form a spin triplet state.
|A+B+〉 is an exact eigenstate of the Hamiltonian even for tc 6= 0 because transfer
of the conduction band electrons is blocked by the Pauli exclusion principle. The
matrix element 〈A+B+|Pˆ+|XB+〉 is the only finite matrix element of the operator Pˆ+.
Finite matrix elements for Pˆ− contain the states in which the electrons in the con-
duction band level form a spin triplet and singlet, respectively,
|T0〉 = 1√
2
(
cˆA†c,−cˆ
B†
c,+ + cˆ
A†
c,+cˆ
B†
c,−
)
cˆAv,−cˆ
B
v,+|0〉, (5.15a)
|S〉 ∝ 1√
2
(
cˆA†c,−cˆ
B†
c,+ − cˆA†c,+cˆB†c,−
)
cˆAv,−cˆ
B
v,+|0〉 (5.15b)
+
√
2
(
tc
δEc + UB
cˆA†c,+cˆ
A†
c,− −
tc
δEc − UA cˆ
B†
c,+cˆ
B†
c,−
)
cˆAv,−cˆ
B
v,+|0〉,
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and the holes with jz = −3/2 and jz = +3/2 are localized in quantum dots A and
B, respectively. Note that the projection of the total conduction band spin onto the
spin-quantization axis vanishes for the triplet state |T0〉. The normalization constant
for |S〉 is defined by 〈S|S〉 = 1. The eigenenergies
ET0 = E
A(0)
X + E
B(0)
X , (5.16a)
ES = E
A(0)
X + E
B(0)
X + 2t
2
c
(
1
δEc − UA −
1
δEc + UB
)
(5.16b)
show an energy offset which is caused by the inter-dot exchange coupling [11, 134].
The energies of |A+B+〉 and |T0〉 are not shifted by electron transfer because of Pauli
blocking and destructive interference of transfer paths, respectively.
The state
|B+B−〉 ∝
[
cˆB†c,+cˆ
B†
c,− +
tc
δEc − UA
(
cˆA†c,−cˆ
B†
c,+ − cˆA†c,+cˆB†c,−
)
+
2t2c cˆ
A†
c,+cˆ
A†
c,−
(δEc − UA)(2δEc − UA + UB)
]
cˆAv,−cˆ
B
v,+|0〉 (5.17)
with
EB+B− = E
B(0)
X + E
B
c − EAv − 2
t2c
δEc − UA (5.18)
is offset in energy from E
A(0)
X +E
B(0)
X even to zeroth order in tc and does not contribute
significantly to θF (E) for E ' EAX . The three states in Eqs. (5.15) and (5.17) provide
the dominant terms in the spectral representation for θF in Eq. (5.5). In particular,
they exhaust the sum rule
∑
|ψi〉 |〈ψi|cˆA†c,−cˆAv,−|XB,+〉|2 = 1 up to O(t2c). In Figure 5.2,
the spin configurations for |A+B+〉, |S〉, and |T0〉 are shown schematically.
From Eqs. (5.11b)–(5.18), the Faraday rotation angle θF is readily evaluated. We
denote the electron transfer probability from dot ν to dot ν ′ by pν→ν′ . We obtain
pA→B =
(
tc
δEc − UA
)2
, (5.19a)
pB→A =
(
tc
δEc + UB
)2
. (5.19b)
For the transition matrix elements of the dipole operators in Eq. (5.5), we obtain in
terms of the transfer probabilities
|〈A+B+|Pˆ+|XB,+〉|2 = (1− pB→A) d2A, (5.20a)
|〈T0|Pˆ−|XB,+〉|2 = 1− pB→A
2
d2A, (5.20b)
|〈S|Pˆ−|XB,+〉|2 = 1 + pB→A − 2pA→B
2
d2A, (5.20c)
|〈B+B−|Pˆ−|XB,+〉|2 = pA→Bd2A. (5.20d)
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Figure 5.2: Schematic representation of the spin configurations (in the electron pic-
ture) for states (a) |A+B+〉 and (b) |S〉, |T0〉 to leading order in tc. The dashed lines
represent the conduction and valence band edge in bulk CdSe.
Because of the exchange splitting ET0 − ES between conduction band triplet and
singlet states, finite transfer probabilities pA→B and pB→A lead to pronounced features
in the Faraday rotation angle as a function of the probe-pulse frequency E/h. For
probe energies ET0B = ET0−EBX ≤ E ≤ ESB = ES−EBX , the Faraday rotation signal
varies strongly with energy and is given by
θF (E) =
CEd2A
2
[
(1− pB→A) E − ET0B
(E − ET0B)2 + Γ2
− (1 + pB→A − 2pA→B) E − ESB
(E − ESB)2 + Γ2
]
. (5.21)
For |E − ESB| & |ET0 − ES|, Eq. (5.21) simplifies to
θF (E) ' CEd2A
E − EA(0)X(
E − EA(0)X
)2
+ Γ2
(pA→B − pB→A) . (5.22)
This result is surprising because the Faraday rotation angle is not only determined by
the probability pB→A that the electron created by the pump pulse has been transferred
to quantum dot A. Rather, even the sign of the Faraday rotation angle depends on
the parameters δEc (and δEv if transfer between valence band states is included) and
UA,B. θF ≥ 0 for |δEc − UA| ≥ |δEc + UB|, and θF ≤ 0 for |δEc − UA| ≤ |δEc + UB|.
Although counterintuitive at first sight, this can be readily understood from the
one- and two-exciton eigenstates. The matrix element for the virtual creation of an
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Figure 5.3: Energy level scheme of all two-exciton eigenstates discussed in the text.
The eigenenergies fall into three groups which are split by terms of order O(t2c) or
O(δEv). For the dots used in Ref. [70], δEv + UA ' 0, and the five states |A+B+〉,
|T0〉, |S〉, |T˜0〉, and |S˜〉 are nearly degenerate.
exciton with sz = 1/2, jz = 3/2 in quantum dot A is reduced by the probability
pB→A that the conduction band electron created by the pump pulse in B has been
transferred to A. In this case, it blocks the creation of a second exciton with the same
spin. The transition matrix element for the creation of an exciton with sz = −1/2,
jz = −3/2 is reduced by the probability pA→B that the electron with spin sz = −1/2
in the conduction band state of quantum dot A is transferred to quantum dot B.
This transfer process is not prohibited by Pauli blocking and leads to the virtual
occupation of |B+B−〉 which is energetically far off resonance. The interplay of both
processes results in Eq. (5.22).
Our derivation of Eq. (5.22) was based on the assumption that tc is the smallest energy
scale in the system. As will be discussed in Section 5.6 below, for the experimental
parameters in Ref. [70], δEv + UA ' 0. For tv = 0, this does not lead to divergencies
in the perturbative expansion in tc. However, these special parameters require that
two additional two-exciton states are taken into account for the calculation of θF (E)
because they are nearly degenerate with |A+B+〉, |S〉, and |T0〉 (see Figure 5.3). The
states |S˜〉 and |T˜0〉 defined in Eq. (C.1) have finite overlap matrix elements with
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Figure 5.4: (a) Schematic representation of the spin configurations for the states |S˜〉,
|T˜0〉 to leading order in tc. (b) Transitions between an initial state |XB,+〉 and |S˜〉,
|T˜0〉 are effected by the absorption of a σ+ polarized probe photon and subsequent
tunneling of one conduction band electron.
Pˆ−|XB,+〉,
|〈T˜0|Pˆ−|XB,+〉|2 = pB→Ad
2
B
2
, (5.23a)
|〈S˜|Pˆ−|XB,+〉|2 = pB→Ad
2
B
2
. (5.23b)
The spin configuration for the states |S˜〉 and |T˜0〉 are shown schematically in Figure
5.4(a). Note that both holes occupy the valence band states of quantum dot B.
The accidental degeneracy of |S˜〉 and |T˜0〉 with |S〉 and |T0〉 arises because, for the
parameters of Ref. [70], the decrease in orbital energy δEv is comparable to the
increase in Coulomb energy UA. Transitions between an initial state |XB,+〉 and |S˜〉,
|T˜0〉, are two-step processes. A σ+ polarized probe photon creates an exciton with
sz = −1/2 and jz = −3/2 in B, and one of the conduction band electrons in B is
subsequently transferred to A. These processes are shown schematically in Figure
5.4(b).
Taking into account all two-exciton states with energies
∣∣∣Ei − (EA(0)X + EB(0)X )∣∣∣ .
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max[|δEv + UA|, |ET0 − ES|], the Faraday rotation angle is
θF (E) =
CE
2
{
d2A
[
(1− pB→A) E − ET0B
(E − ET0B)2 + Γ2
− (1 + pB→A − 2pA→B) E − ESB
(E − ESB)2 + Γ2
]
(5.24)
−d2BpB→A
[
E − ET˜0B
(E − ET˜0B)2 + Γ2
+
E − ES˜B
(E − ES˜B)2 + Γ2
]}
.
The energy differences ET˜0B = ET˜0 − EBX and ES˜B = ES˜ − EBX are given by the
eigenenergies in Eq. (C.2). For |E − ET0B|, |E − ESB|  |E − ET˜0B|, |E − ES˜B|,
Eq. (5.24) simplifies to Eq. (5.21). In order to calculate θF (E) for arbitrary energies
E, also virtual transitions to |B+B−〉,|B˜+B−〉, and the vacuum state |0〉 have to be
taken into account. The corresponding expression is omitted here, but can be directly
obtained from Eq. (5.5).
Above, we have only considered tc 6= 0 and tv = 0, i.e., a scenario in which electrons in
the valence band remain localized in the quantum dots while electrons in conduction-
band states can be transferred. The case tv 6= 0 and tc = 0 can be mapped onto
the problem discussed above by mapping electrons onto holes, i.e., by interchanging
c and v in above expressions. In particular, Eqs. (5.21) and (5.22) remain valid if the
transfer probabilities for electrons are replaced by the corresponding values for holes,
e.g., pA→B = [tc/(δEv + UA)]2, and the energy eigenvalues are calculated for transfer
in the valence band rather than in the conduction band.
In the limit of small dots with similar sizes, UA,B  tc,v  δEc, |δEv|, configurations
in which electrons and holes occupy different quantum dots are strongly suppressed. If
tc,v/UA,B ' 0 but tctv/UA,B
(
E
A(0)
X − EB(0)X
)
remains finite, a joint transfer of electron
and hole via a virtual intermediate state is possible. Evidence for this coherent
delocalization of an exciton has been reported for dots of similar sizes [138, 142].
The observation of incoherent exciton tunneling between quantum dots has also been
reported [197, 198, 199, 200].
5.5 Doping of coupled quantum dots
In the last section, we have analyzed the Faraday rotation angle θF (E) for an initial
spin population created by optical pumping, the method used in Ref. [70]. We now
calculate θF (E) for the case that the initial spin density is carried by an excess
electron rather than the exciton. Spin injection could be achieved, e.g., by doping
one CdSe quantum dot with a single donor atom or by electrical injection [201]. For
a chemical potential EBc ≤ µ ≤ EAc , EBc + UB, the conduction band level of dot B is
filled with one electron while dot A remains empty. The excess electron can be spin
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polarized by cooling in presence of a magnetic field. Again, we set tv = 0 to keep our
results transparent.
The transfer matrix element for the conduction band level leads to the delocalization
of the excess electron in quantum dot B,
|eB,σ〉 =
[
1 +
(
tc
δEc
)2]−1/2(
cˆB†c,σ −
tc
δEc
cˆA†c,σ
)
|0〉 (5.25)
with eigenenergy EB = EBc − t2c/δEc. Note that the energy shift is different from the
one found for the exciton because there is no Coulomb attraction between electron
and hole in the present case.
We calculate the Faraday rotation angle for an initial state |eB,+〉 and probe energy
E ' EAX . Similar to the analysis in Section 5.4, three intermediate states dominate
the spectral representation for θF (E). These states are the following. First, the state
|A+B−+〉 = cˆA†c,+cˆB†c,+cˆAv,+|0〉 (5.26)
with energy eigenvalue
EA+B−+ = E
A(0)
X + E
B
c (5.27)
is populated by creation of an exciton with conduction and valence band spins sz =
1/2 and jz = 3/2, respectively
1. Then, virtual creation of an exciton with sz = −1/2
and jz = −3/2 leads to transitions to the spin triplet and singlet states
|T−0 〉 =
1√
2
(
cˆA†c,−cˆ
B†
c,+ + cˆ
A†
c,+cˆ
B†
c,−
)
cˆAv,−|0〉 (5.28a)
|S−〉 ∝ 1√
2
(
cˆA†c,−cˆ
B†
c,+ − cˆA†c,+cˆB†c,−
)
cˆAv,−|0〉 (5.28b)
+
√
2
(
tc
δEc
cˆA†c,+cˆ
A†
c,− −
tc
δEc − UA − UB cˆ
B†
c,+cˆ
B†
c,−
)
cˆAv,−|0〉,
where the normalization constant for |S−〉 is determined by 〈S−|S−〉 = 1. The
eigenenergies
ET−0 = E
A(0)
X + E
B
c , (5.29a)
ES− = E
A(0)
X + E
B
c + 2t
2
c
(
1
δEc − UA − UB −
1
δEc
)
(5.29b)
are split by the exchange coupling of the conduction-band levels. Further, there are
several states with energies differing from E
A(0)
X + E
B
c (see Appendix D). For probe
pulse energies E ' EA(0)X and |δEv + UA − UB| & Γ, θF (E) is dominated by virtual
1The superscript distinguishes the states with two electrons and one hole from the two-exciton
states discussed in Section 5.4.
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excitations into the states |A+B−+〉, |T−0 〉, and |S−〉. In this case, all other energy
eigenstates with two conduction-band electrons and one hole listed in Appendix D
are energetically far off resonance and can be neglected.
The transition matrix elements of the polarization operators Pˆ± between |eB,+〉 and
the states Eqs. (5.26) and (5.28) are readily evaluated. The probabilities for electron
transfer between the quantum dots are now given by
p−B→A =
(
tc
δEc
)2
, (5.30a)
p−A→B =
(
tc
δEc − UA − UB
)2
. (5.30b)
Then,
|〈A+B−+ |Pˆ+|eB,+〉|2 =
(
1− p−B→A
)
d2A, (5.31a)
|〈T−0 |Pˆ−|eB,+〉|2 =
1− p−B→A
2
d2A, (5.31b)
|〈S−|Pˆ−|eB,+〉|2 = 1 + p
−
B→A − 2p−A→B
2
d2A. (5.31c)
Inserting these matrix elements into Eq. (5.5), the spectral representation of θF (E),
we find for the Faraday rotation angle
θF (E) =
CEd2A
2
[(
1− p−B→A
) E − E−T0B
(E − E−T0B)2 + Γ2
− (1 + p−B→A − 2p−A→B) E − E−SB(E − E−SB)2 + Γ2
]
(5.32)
for probe energies E ' EA(0)X , in close analogy to Eq. (5.21) for optical spin injection.
The energy differences are defined by E−T0B = ET−0 − EB and E
−
SB = ES− − EB.
Because of the exchange splitting between |T−0 〉 and |S−〉, θF (E) will in general
exhibit several peaks and lack point inversion symmetry. The functional dependence
on probe energy is determined by the transfer probabilities and the energy differences
E−T0B and E
−
SB. See Appendix D for a more detailed analysis which takes into account
all finite transition matrix elements up to O(t2c).
Experiments on doped quantum dots could provide valuable information supplement-
ing the experimental data obtained for optical pumping. The main advantage over
optical spin injection is that spin decoherence times are expected to be substantially
longer because they are not limited by electron-hole recombination. Even more im-
portantly, Faraday rotation measurements on doped coupled quantum dots can clarify
whether spin transfer occurs predominantly between the conduction or valence band
levels because, for tc = 0 and tv 6= 0, θF (E) ' 0 for probe energies E ' EA(0)X .
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5.6 Comparison with experiment
In order to compare the results of Section 5.4 with experimental data from Ref. [70],
we first provide numerical values for δEc, δEv, UA, and UB. The energy level spectrum
of CdSe quantum dots is well established both experimentally and theoretically [202,
203]. The absorption energies E
A(0)
X = 2.41 eV and E
B(0)
X = 2.06 eV in Ref. [70] are
consistent with rA ' 2.0 nm and rB ' 3.5 nm, and we will use these radii for the
following calculations. From Ref. [202], δEc ' 0.30 eV and δEv ' −0.10 eV.
From the bulk values for the static dielectric constant,  = 9.7, and the band masses in
the conduction and valence band, mc/me = 0.12 and mv/me = 0.45, one obtains the
exciton radius 5.4 nm [204, 205, 206, 189]. The exciton radius is larger than rA,B, and
electrons and holes are strongly confined in the quantum dots as assumed in Eq. (5.1).
The characteristic energy scale of the Coulomb interaction is Uν ' e2/4pi0rν . For
the given values of rA and rB, UA = 0.07 eV and UB = 0.04 eV.
The Hamiltonian Eq. (5.1) does not take into account biexciton shifts, the exciton
fine structure, and inter-dot Coulomb interactions. For CdSe quantum dots with radii
1.5–4 nm, the biexciton shift is of order 0.01–0.02 eV (Ref. [207]) and the characteristic
energy splitting between bright and dark excitons is smaller than 0.01 eV [208]. The
characteristic energy scale for inter-dot Coulomb interactions is UAB ' e2/4pi0(rA+
rB) ≤ 0.03 eV. However, it is relevant only if neither of the two quantum dots is
electrically neutral. The most important effect of the inter-dot Coulomb interaction
is to lower the energy eigenvalues of |T˜0〉 and |S˜〉 [Eq. (C.1)] by UAB. All these energy
scales are small compared to the level broadening Γ and can safely be neglected.
In the following, we assume that only electrons in conduction band levels are trans-
ferred between the quantum dots while valence band electrons remain localized. As
discussed in Section 5.5, this assumption can be tested by experiments on doped
quantum dots. Mediated by electron transfer through the molecular bridge, the low-
est conduction band level in dot B hybridizes with the lowest conduction band level in
dot A. Comparing the observed energy shift EBX −EB(0)X = −0.02 eV with Eq. (5.12),
we find
tc =
√(
E
B(0)
X − EBX
)
(δEc + UB) = 0.082 eV. (5.33)
Our theory predicts that the exciton absorption peak for dot A is shifted to larger
energies for the coupled quantum dots, in contrast to the experimental result EAX −
E
A(0)
X < 0. The most likely explanation for this is that the lowest conduction band
level in dot A hybridizes2 also with higher excited levels in dot B which are nearly
degenerate with EAc . In order to account for quantitative changes effected by this
hybridization, the energy E
A(0)
X must be replaced by the true value of the hybridized
2This hybridization with higher lying levels in quantum dot B does not invalidate our calculation
of the Faraday rotation angle in Section 5.4 because the pump pulse leads to occupation of the lowest
conduction-band level in quantum dot B only.
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state in all expressions for the two-exciton eigenenergies. This value can be obtained
from E
A(0)
X + t
2
c/(δEc + UA) ' 2.36 eV, where the latter is the experimental value for
the exciton absorption edge of dot A in the coupled quantum dots. Hence, E
A(0)
X →
2.33 eV.
From these parameters, we calculate for the transfer probabilities between the lowest
conduction band states pA→B = 0.13 and pB→A = 0.06. The energy differences
between the two-exciton states and the initial state are ET0B = 2.35 eV, ESB =
2.37 eV, ET˜0B = 2.32 eV, ES˜B = 2.31 eV. The oscillator strength for exciton creation,
proportional to d2A,B, is independent of the quantum dot size in the strong confinement
regime and proportional to the quantum dot volume for weak confinement. Because
both dots are close to the strong confinement limit, we assume a weak scaling d2B/d
2
A =
2 for the following Figures.
In Figure 5.5(a), we show the Faraday rotation angle calculated from Eq. (5.22)
as a function of probe energy for different values of Γ, Γ = 0.05 eV (solid), Γ =
0.02 eV (dashed), and Γ = 0.08 eV (dotted). We note that even qualitative features
depend strongly on the microscopic parameters such as Γ. For small Γ, additional
peaks emerge because the contributions from the individual two-exciton states can
be resolved.
In spite of the dependence on microscopic parameters, some pronounced features in
θF (E) are generally present:
(i) θF (E) does not exhibit point-inversion symmetry, in stark contrast to the Faraday
rotation angle expected from virtual transitions to a single state.
(ii) θF has in general more than two maxima or minima. The positions and heights
of the extrema are determined by the interplay of the transfer probabilities pA→B and
pB→A, and the energy splittings between the different two-exciton states. Experiments
have demonstrated the strong dependence of the Faraday rotation angle on the probe
energy E, including a fine structure of the resonance [209].
In Figure 5.5(b), we compare the calculated Faraday rotation signal for coupled quan-
tum dots A and B with the corresponding result for uncoupled quantum dots A
pumped at resonance. For a probe energy E ' 2.42 eV, the Faraday rotation signal
for coupled dots A and B is significantly smaller than the Faraday rotation signal of
the AA system, consistent with experimental observations [70].
So far, we have assumed that the symmetry axis of the CdSe quantum dots with
hexagonal crystal structure is parallel to the propagation direction of pump and probe
laser pulses. However, in experiment the dots are randomly oriented. We discuss
next how the random orientation changes our results. The propagation direction of
pump and probe laser pulse is zˆ, the polarization vector of the probe pulse xˆ, and the
symmetry axes of quantum dots A and B are denoted by cˆA and cˆB, respectively. We
define the azimuthal angles φA = ∠(xˆ, cˆA) and φB = ∠(xˆ, cˆB), and the angle enclosed
by the two symmetry axes φAB = ∠(cˆA, cˆB), see Figure 5.6(a). The conduction band
spin eigenstates with quantization axis cˆA,B are denoted by |↑A,B〉 and |↓A,B〉.
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Figure 5.5: (a) Plot of the Faraday rotation angle as a function of probe pulse fre-
quency calculated from Eq. (5.22) for different level broadenings Γ = 0.05 eV (solid),
0.02 eV (dashed), and 0.08 eV (dotted). All other parameters are as described in the
text. For small Γ, θF (E) clearly shows the individual contributions from the vari-
ous two-exciton states. (b) Comparison of the Faraday rotation angle for coupled
quantum dots for Γ = 0.05 eV (solid) with the calculated signal for a AA structure
(dashed).
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For arbitrary angle ∠(zˆ, cˆB), the probability for the circularly polarized pump pulse
to create a net spin polarization in the conduction band level decreases from its
maximum value at ∠(zˆ, cˆB) = 0 to zero at ∠(zˆ, cˆB) = pi/2. For ∠(zˆ, cˆB) < pi/2, the
majority of conduction band electrons is in spin state | ↑B〉, with the quantization
axis defined by cˆB. On transfer to dot A, the conduction band electron retains its
spin state because states with sz = ±1/2 are degenerate in both quantum dots and
tc is spin-independent. The characteristic level spacing of valence band states is large
compared to the crystal field splitting in bulk CdSe, which allows us to treat the
latter as a small perturbation, following Ref. [207].
In the following, we calculate the Faraday rotation angle for a random orientation
of the quantum dots assuming that the pump pulse has created a conduction band
electron with spin |↑B〉. The random orientation of quantum dots affects the Faraday
rotation of the probe pulse in two ways. Firstly, the matrix elements for transitions
from the jz = ±3/2 valence band levels to the sz = ±1/2 conduction band levels
in quantum dot A (B) decrease by sinφA (sinφB) compared to the oriented sample
[207]. More importantly, also the relative orientation of cˆA and cˆB modifies the
Faraday rotation angle. For illustration, consider two quantum dots with tc = 0,
and a conduction band electron in spin state |↑B〉 in B. The σ− circularly polarized
component of the probe pulse with E ' EAX excites a virtual exciton in A, with a
conduction band electron in spin state | ↑A〉. Note that the spin direction is defined
by cˆA, the symmetry axis of A. Expanding |↑A〉 = cos(φAB/2)|↑B〉+i sin(φAB/2)|↓B〉
in terms of the eigenstates along quantization axis cˆB, the product state of the two
excitons contains terms in which the two conduction band spins are antiparallel and
have a finite overlap with the spin singlet state. This is in stark contrast to the
oriented sample, where the two conduction band electrons would always form a triplet.
The analogous analysis for coupled quantum dots must take into account both the
reduced transition matrix elements for the probe pulse and the relative orientation of
quantum dots A and B. Because virtual transitions to |T˜0〉 and |S˜〉 involve excitation
of quantum dot B which was populated by the pump pulse, the matrix elements
in Eq. (5.23) are reduced by a factor | sinφB| which is independent of the relative
orientation of cˆA and cˆB. In contrast, virtual transitions in quantum dot A probe
the spin polarization relative to the quantization axis cˆA after an electron with spin
pointing along cˆB has been transferred, and the transition matrix elements depend
also on φAB, see Figure 5.6(b). For the Faraday rotation angle, we find
θF (E) =
CE
2
{
d2A cosφAB sin
2 φA
[
(1− pB→A) E − ET0B
(E − ET0B)2 + Γ2
− (1 + pB→A − 2pA→B) E − ESB
(E − ESB)2 + Γ2
]
−d2B sin2 φB pB→A
[
E − ET˜0B
(E − ET˜0B)2 + Γ2
+
E − ES˜B
(E − ES˜B)2 + Γ2
]}
.(5.34)
The dependence on the relative orientation of the two quantum dots, φAB, is readily
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understood. For φAB = pi/2, the first and second term in the expression for θF (E)
vanish because the conduction band spin created in dot B is perpendicular to the
spin quantization axis in dot A. A laser pulse probing quantum dot A does not show
any Faraday rotation because the net spin along cˆA vanishes, cf. Figure 5.6(b).
In experiment, cˆA and cˆB are randomly distributed over the unit sphere. Performing
this average in Eq. (5.34), we find for the Faraday rotation angle
θF (E) =
CE
2
{
3
16
d2A
[
(1− pB→A) E − ET0B
(E − ET0B)2 + Γ2
− (1 + pB→A − 2pA→B) E − ESB
(E − ESB)2 + Γ2
]
(5.35)
−2
3
d2BpB→A
[
E − ET˜0B
(E − ET˜0B)2 + Γ2
+
E − ES˜B
(E − ES˜B)2 + Γ2
]}
.
Note that the spectral weight of the last term increases compared to the oriented
sample.
5.7 Conclusion
We have calculated the Faraday rotation angle for coupled quantum dots as a function
of the probe pulse frequency [188]. We have considered an initial spin polarization
in neutral quantum dots (created by optical pumping) and of one excess electron in
the two coupled quantum dots. Our results lead us to the following conclusions.
(i) The Faraday rotation angle shows a nontrivial functional dependence on the probe
energy, the details of which depend on the spin exchange energy and spin transfer
probabilities, see Eq. (5.22) and Figure 5.5(a). Most notably, because several two-
exciton states are separated in energy by a small spin exchange coupling, θF (E) is not
invariant under point inversion symmetry. Measurement of θF (E) as a function of the
probe energy would allow one to identify the contributions of the various two-exciton
states that are virtually excited by the probe pulse.
(ii) Experiments on doped quantum dots would allow one to determine whether spin
transfer is mediated by transfer between the conduction-band states or the valence-
band states. In particular, from θF = 0 for probe pulse energies close to the resonance
of dot A one could exclude that an excess electron injected into dot B has been
transferred to A. In contrast, for optical spin injection, spin could be transferred
both between conduction and valence band states.
(iii) In general, measurement of the Faraday rotation signal at a given probe frequency
does not provide enough information to determine spin transfer probabilities between
the quantum dots. However, from the experimentally observed energy shifts, we
calculate a characteristic energy scale tc = 0.08 eV for spin transfer in the conduction
5.7 Conclusion 89
Figure 5.6: (a) The hexagonal symmetry axes of quantum dots A and B are in
general oriented randomly relative to the direction of the laser pump and probe
pulse. Because of the interband selection rules, a σ− circularly polarized laser pulse
generates a spin polarization along the symmetry axis of the respective dot. (b)
A conduction band electron created in quantum dot B retains its spin direction on
transfer to quantum dot A. Faraday rotation in dot A probes the projection of this
spin onto the symmetry axis cˆA, which gives rise to a factor cosφAB for the first and
second term in Eq. (5.34).
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band. Based on the transfer Hamiltonian ansatz, this implies a probability of 6%
for electron spin to be transferred from dot B to dot A, and of 13% for the opposite
direction.
The purpose of this chapter was to establish the connection between spin transfer
and the Faraday rotation signal observed in experiment. Our analysis was based on a
transfer Hamiltonian ansatz. Some of the most interesting results of Ref. [70] remain
to be explored theoretically. Most notably, the transfer Hamiltonian ansatz is based
on the assumption that electrons are transferred between the quantum dots via the
bridging benzene molecule. Microscopic work will have to clarify why conjugated
molecules provide efficient transfer paths between quantum dots. Very recently, the
spin-transfer probability in this system has been calculated atomistically using a semi-
empirical tight-binding model for the quantum dots and extended Hueckel theory to
treat the linking molecule Hamiltonian [210]. In this work, a striking dependence of
the spin transfer on the surface site attachment and the conformation of the linking
molecule has been found.
The results obtained in this chapter can also provide important guidance for the
identification of microscopic transfer mechanisms. The increase of the Faraday ro-
tation signal at a fixed probe frequency has been interpreted as an increase of the
spin transfer efficiency for higher temperatures [70]. According to our results, an
increase in the transfer matrix element tc also leads to a shift of the exciton edge in
absorption spectra toward lower energies. If the exciton absorption edge does not
change with increasing temperature, the increased Faraday rotation signal is more
likely effected, e.g., by additional incoherent transfer paths than by an increase of the
transfer matrix element.
Chapter 6
Dynamics of coupled qubits in
cavities
Recently, it has been shown that transmission through a detuned cavity mode can
be utilized for readout of qubits [211, 212]. We show in this chapter that a similar
readout scheme remains effective even for the case of qubits which are coupled by an
additional interaction [213].
6.1 Cavity-QED
The optical properties of emitters such as quantum dots or atoms can be strongly
modified by a cavity. A cavity imposes boundary conditions for the electromagnetic
field and thus influences the photon density of states available for the emitter. This
leads to the most fascinating phenomena of cavity quantum-electrodynamics (cavity
QED): If the emitter is resonant with a cavity mode and is located at a suitable posi-
tion in the cavity (e.g., not at a node of the electric field), then the emitter can couple
much stronger to the cavity mode than to all other modes of the electromagnetic field.
This leads to a strongly directional photon emission and also to an increased photon
emission rate [214]. Cavities thus may significantly increase the efficiency of photon
sources which is crucial, e.g., for single-photon sources. For quantum dots, several
types of cavities have been fabricated, for instance microdisks, pillar microcavities
(containing distributed Bragg mirrors), or defects in photonic crystals (where the
photonic crystal defines a photonic bandstructure due to a periodic modulation of
the refractive index, analogous to the bandstructure for electrons due to the crys-
tal lattice). Recently, strong coupling of quantum dots and microcavities has been
reported [215, 216], where energy quanta oscillate coherently between emitter and
cavity mode. Thus experiments on quantum dot cavity QED have by now reached a
level of quality which is comparable to that of atoms coupled with photons in cavities.
The quantum-mechanical coupling of individual atoms and photons has been demon-
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strated in a series of cavity-QED experiments during the last decade [97, 217, 218].
In addition to the fundamental interest in states formed by superpositions of matter
and photon degrees of freedom, the development of cavity-QED has been triggered
by possible applications in quantum information schemes. Strong coupling of a qubit
and a cavity mode allows one to convert localized into flying qubits suitable for trans-
mission of quantum information [219]. For several qubits interacting with one cavity
mode, the cavity can act as a bus for quantum information that couples qubits with
large spatial separation [220, 211].
6.2 Model
We consider a pair of qubits coupled to one cavity mode. The Hamiltonian of the
system under study is given by
Hˆ = ~
∑
i=1,2
[
Ωisˆi,z + gi
(
aˆsˆ+i + aˆ
†sˆ−i
)]
(6.1)
+~ωaˆ†aˆ+
~J⊥
2
(
sˆ+1 sˆ
−
2 + sˆ
−
1 sˆ
+
2
)
+ ~Jz sˆ1,z sˆ2,z.
Here, ~Ωi is the energy splitting of qubit i = 1, 2, ~gi the coupling strength with the
cavity mode, ~ω the energy of a cavity photon, sˆ±i are raising and lowering operators
for qubit i, and sˆi,z = (1/2)σi,z where σi,z is the corresponding Pauli matrix for qubit
i. Extending previous work [220, 211], we allow in the Hamiltonian Eq. (6.1) for
an additional direct inter-qubit coupling mediated by J⊥ and Jz. The interplay of
direct and cavity-mediated coupling leads to intricate phenomena. For Jz = J⊥ = 0,
the state of both qubits can be read out simultaneously from the cavity dispersion if
Ω1 6= Ω2 and the cavity Q-factor is sufficiently large [211, 212]. We show that a similar
readout scheme remains effective even for the case of coupled qubits. For identical
qubits with Ω1 = Ω2 and g1 = g2, the measurement via the cavity mode projects
the coupled state onto the singlet-triplet basis and thus would allow one to detect
entangled two-qubit states. We show that the direct exchange coupling modifies
the cavity-mediated interactions and, for large cavity photon numbers, decreases the
fidelity of cavity-mediated two-qubit gates [124, 211]. On a more fundamental level,
our model allows us to investigate the transition from cavity-mediated interactions
at small J⊥ to a direct coupling in the presence of cavity loss and qubit decoherence.
For J⊥ = Jz = 0, Eq. (6.1) has been derived for superconducting qubits at the charge
degeneracy point interacting with a microwave resonator [211]. However, the system
under consideration here has much wider applicability, including exciton states in
coupled quantum dots in optical microcavities [221, 222].
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6.3 Dispersive regime: qubit readout
We consider the dispersive regime, where the cavity mode is non-resonant with all
transitions of the qubit system and the coupling term of cavity and qubits in Eq. (6.1)
can be treated perturbatively. For a single qubit, the cavity resonance was shown
theoretically [211] to shift by ±g2/∆, where ∆ is the detuning, depending on the
state of the qubit. Measurement of the cavity resonance hence provides a readout
mechanism for the qubit which has been demonstrated for Cooper pair boxes at the
charge degeneracy point [212]. For two qubits which are not directly coupled to
each other (J⊥ = Jz = 0), but both of which are coupled to the cavity mode with
(g1 = g2 ≡ g 6= 0), the cavity-qubit coupling can be integrated out to leading order by
a Schrieffer-Wolff transformation U . The resulting effective Hamiltonian is [124, 211]
Hˆ = ~
(
ω +
2g2
∆1
sˆ1,z +
2g2
∆2
sˆ2,z
)
aˆ†aˆ+ ~
(
Ω1 +
g2
∆1
)
sˆ1,z (6.2)
+~
(
Ω2 +
g2
∆2
)
sˆ2,z +
~
2
(
g2
∆1
+
g2
∆2
)(
sˆ+1 sˆ
−
2 + sˆ
−
1 sˆ
+
2
)
,
with ∆1,2 = Ω1,2 − ω. Equation (6.2) implies that (i) photon emission into the
qubit and subsequent absorption by the second qubit [described by the last term
of Eq. (6.2)] gives rise to an effective cavity-mediated coupling; and (ii) the cavity
resonance is energetically shifted relative to ω by g2(−∆−11 −∆−12 ), g2(∆−11 −∆−12 ),
g2(−∆−11 + ∆−12 ), and g2(∆−11 + ∆−12 ) for the qubit states | ↓↓〉, | ↑↓〉, | ↓↑〉, and
| ↑↑〉, respectively. In particular, for |∆1 − ∆2|  g2|(∆−11 + ∆−12 )|, spin flip-flop
transitions between the qubits are weak and the cavity resonance can be used for the
simultaneous readout of both qubits if the cavity loss rate is sufficiently small that
all four frequencies can be resolved [211].
We now turn to the complementary limit of identical qubits, Ω1 = Ω2 = Ω and
g1 = g2 ≡ g with finite direct coupling. Because
Nˆ = aˆ†aˆ+ sˆ1,z + sˆ2,z (6.3)
commutes with Hˆ, the problem can be solved exactly by diagonalization of the Hamil-
tonian in the four-dimensional subspaces with given eigenvalue of Nˆ . Here, we provide
an analytical solution in the limit of weak coupling where the detuning of ω relative
to all transitions of the coupled qubit system is large compared to g
√
N . For g = 0,
Hˆ is diagonal in the singlet - triplet basis, |S〉 = (| ↑↓〉 − | ↓↑〉)/√2, |T−〉 = | ↓↓〉,
|T0〉 = (| ↑↓〉 + | ↓↑〉)/
√
2, and |T+〉 = | ↑↑〉 with energies ES = −Jz/4 − J⊥/2,
E− = −Ω + Jz/4, E0 = −Jz/4 + J⊥/2, and E+ = Ω + Jz/4. We now generalize the
Schrieffer-Wolff transformation of Refs. [211, 124] for finite J⊥ and Jz by defining
Hˆ ′ = UHˆU †, (6.4)
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where
U = eAˆ, (6.5)
Aˆ =
g
2(∆−)
{
aˆ
[
sˆ+1 (1− sˆ2,z) + sˆ+2 (1− sˆ1,z)
]− H.c.}
+
g
2(∆+)
{
aˆ
[
sˆ+1 (1 + sˆ2,z) + sˆ
+
2 (1 + sˆ1,z)
]− H.c.} ,
with ∆ = Ω − ω, J = (J⊥ − Jz)/2, and ∆± = ∆ ∓ J denotes the energy difference
between the triplet state |T±〉 and |T0〉. By construction, the Schrieffer-Wolff trans-
formation removes the cavity coupling to leading order. Expanding Hˆ ′ to second
order in g, we find
Hˆ ′ = ~Ω(nˆ+ sˆ1,z + sˆ2,z)− ~∆nˆ+ ~J⊥
2
(
sˆ+1 sˆ
−
2 + sˆ
−
1 sˆ
+
2
)
+ ~Jz sˆ1,z sˆ2,z (6.6)
+
g2
2
(
nˆ+ 1
∆+
+
nˆ
∆−
)
(sˆ1,z + sˆ2,z)
+
g2
2
(2nˆ+ 1)
(
1
∆+
− 1
∆−
)
sˆ1,z sˆ2,z
+g2
(
nˆ+ 1
∆−
− nˆ
∆+
)(
sˆ+1 sˆ
−
2 + sˆ
−
1 sˆ
+
2
)
+g2
(
1
∆+
− 1
∆−
)(
aˆ2sˆ+1 sˆ
+
2 + aˆ
†2sˆ−1 sˆ
−
2
)
,
where nˆ = aˆ†aˆ is the photon number operator. The second line of Eq. (6.6) is diagonal
in the singlet-triplet basis and can be interpreted as the ac stark shift of the qubit
states due to the cavity mode. The third line of Eq. (6.6) describes two-photon
transitions between |T+〉 and |T−〉.
The expansion in g leading to Eq. (6.6) is valid as long as g
√
N  |∆±|. Unless
g2|∆−1+ −∆−1− | & |∆|, two-photon processes described by the last term in Eq. (6.6) can
be neglected. For a cavity mode detuning which is off-resonant with all transitions,
Eq. (6.6) implies that the cavity resonance experiences a shift
ω → ω + 2g2 ×

0 for |S〉,
∆−1+ for |T+〉,
∆−1− −∆−1+ for |T0〉, and
−∆−1− for |T−〉.
(6.7)
Similarly to two qubits with different level spacing Ω1 6= Ω2 and without direct
coupling, J⊥ = Jz = 0, the cavity resonance splits into four lines, depending on
the state of the coupled qubits. In stark contrast to uncoupled qubits, however,
measurement of the cavity resonance projects the qubits onto the singlet-triplet basis
rather than the sˆz product basis. A resonance shift by 2g
2(∆−1− −∆−1+ ), corresponding
to the |T0〉 state, would indicate that the coupled qubits are in a maximally entangled
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Figure 6.1: Energy level spectrum in the subspace N = 1 as a function of ∆ for
g = 0.05Ω and (a) J = 0.1Ω and (b) J = 0.15Ω, respectively. Solid lines indicate
the exact energy eigenvalues, dashed lines the approximate analytical values obtained
with Eq. (6.6). The three anticrossings discussed in the text are indicated by arrows
in (b).
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Figure 6.2: (a) Triplet level scheme. (b) Exact anticrossing (solid) in comparison
with two-level description.
state. However, such a proof of entanglement would be rather indirect because it relies
only on the energy levels of the system rather than on quantum state tomography.
In order to verify the range of validity of our results, we compare the spectrum
determined from Eq. (6.6) in the dispersive regime with exact diagonalization. In
Figure 6.1, we show the exact level spectrum (solid lines) as a function of ∆ for
g = 0.05Ω, Jz = 0 and (a) J⊥ = 0.2Ω and (b) J⊥ = 0.3Ω, respectively. The analytical
results valid in the perturbative regime of large detuning from all resonances are
indicated as dashed lines.
As evident from Figure 6.1, the expansion in g breaks down if the cavity mode
approaches resonance with one of the triplet transitions. On tuning ∆, the spec-
trum shows three anticrossings. Two strong anticrossings with splitting g
√
2(N + 1)
(g
√
2N) for ∆ + J = 0 (∆− J = 0), respectively, corresponding to strong mixing of
the states |T−;N+1〉 and |T0;N〉 (|T0;N〉 and |T+;N−1〉) by one-photon absorption.
In addition, there is a weaker anticrossing with splitting 2g2
√
N(N + 1)/J between
|T−;N + 1〉 and |T+;N − 1〉 at ∆ = 0 due to two-photon absorption processes de-
scribed by the last term in Eq. (6.6). In Figure 6.2, we show all relevant transitions
and the exact energy eigenvalues in comparison with approximate expressions of the
two-state model.
6.4 Conclusion
We have studied two coupled qubits which additionally interact with a cavity mode.
A Schrieffer-Wolff transformation has been performed for the case of two identical
qubits. From the transformed Hamiltonian we conclude that for weak coupling to
the cavity the singlet and the three triplet states of the two-qubit system can be dis-
tinguished by the energy shift which they induce for the cavity mode, provided these
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shifts are larger than the cavity linewidth. The model we have considered is applica-
ble to different systems which are described by the Hamiltonian Eq. (6.1), including
excitons in tunnel- or electrostatically coupled quantum dots that are imbedded in a
microcavity, or capacitively coupled Cooper pair boxes in a microwave resonator.
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Appendix A
Biexciton Coulomb matrix
elements
We present the Coulomb matrix elements obtained in Chapter 3 for a biexciton or
two X+ in a double dot in the presence of a magnetic field B = Bzˆ and an in-plane
electric field E = εn‖.
A.1 Electric field perpendicular to inter-dot axis
For an electric field E = εyˆ perpendicular to the inter-dot axis xˆ, we obtain for the
overlap
S˜α =α 〈1|2〉α = exp
[
− d
2
xα
(
bα − 1
bα
)
+ i
a|∆α|
l2B
]
, (A.1)
where xe = 1 and xh = ξη. Note that lB ∼ 10−4m  a, |∆α| for magnetic fields of
a few Tesla and the phase of S˜α can therefore safely be neglected in practice. We
obtain for the symbols used in Eqs. (3.13) and (3.23) [223, 224]:
Eαα ≡ 〈12|Cα,α|12〉 = 〈21|Cα,α|21〉
= c
√
bα
xα
exp
(
−bαd
2
xα
)
I0
(
bαd
2
xα
)
, (A.2)
E˜αα ≡ 〈12|Cα,α|21〉 = c
√
bα
xα
S˜α exp
(
−bαd
2
xα
)
I0
[
d2
xα
(
bα− 1
bα
)]
, (A.3)
EX(ε) ≡ 〈11|Ce,h|11〉 = 〈22|Ce,h|22〉 = −c
√
b¯ exp
(
− b¯
4
∆2
)
I0
(
b¯
4
∆2
)
, (A.4)
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Eeh(ε) ≡ 〈12|Ce,h|12〉 = 〈21|Ce,h|21〉
= −c
√
b¯ exp
[
− b¯
4
(
4d2 + ∆2
)]
I0
[
b¯
4
(
4d2 + ∆2
)]
, (A.5)
E˜Xα(ε) ≡
{
2Re〈11|Ce,h|21〉 = 2Re〈22|Ce,h|12〉 for α = e
2Re〈11|Ce,h|12〉 = 2Re〈22|Ce,h|21〉 for α = h
}
= −2c
√
b¯Re
{
S˜α exp
[
− b¯
4
(
d2
b2α
+ ∆2 − 2id∆
bα
√
b2α − 1
)]
×I0
[
b¯
4
(
d2
b2α
+ ∆2 − 2id∆
bα
√
b2α − 1
)]}
, (A.6)
E˜Xeh(ε) ≡ Re〈11|Ce,h|22〉+ Re〈21|Ce,h|12〉
= −c
√
b¯Re
{
S˜eS˜h exp
[
1
b¯
(
d
be
√
b2e − 1 +
i
2
b¯∆
)2]
×I0
[
1
b¯
(
d
be
√
b2e − 1 +
i
2
b¯∆
)2]}
−c
√
b¯Re
{
S˜eS˜
∗
h exp
[
1
b¯
(
d(bh − ξηbe)
be(bh + ξηbe)
√
b2e − 1 +
i
2
b¯∆
)2]
×I0
[
1
b¯
(
d(bh − ξηbe)
be(bh + ξηbe)
√
b2e − 1 +
i
2
b¯∆
)2]}
. (A.7)
In the matrix elements of Cα,β above, the index α refers to the first entry in the bra and
the ket, and β refers to the second entry. Further, I0(x) is the zeroth-order modified
Bessel function, c = e2
√
pi/2 /κae~ωe is a dimensionless parameter characterizing the
Coulomb interaction, ∆ = (|∆e|+|∆h|)/ae, and b¯ = 2bebh/(bh+ξηbe). In the Coulomb
energies Eqs. (3.13) and (3.23) we have used |S˜α|2 = S2α. The correct expressions for
the Coulomb energies Eqs. (3.13) and (3.23) are obtained after setting S˜α → Sα in
above matrix elements, as discussed above.
A.2 Electric field parallel to inter-dot axis
For an in-plane electric field E = εxˆ parallel to the inter-dot axis, the Coulomb matrix
elements Eqs. (A.2)–(A.4) are unchanged, whereas Eqs. (A.5)–(A.7) are replaced by
[223, 224]
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Eeh(ε) ≡ 1
2
(〈12|Ce,h|12〉+ 〈21|Ce,h|21〉)
= −c
√
b¯
2
{
exp
[
− b¯
4
(2d+ ∆)2
]
I0
[
b¯
4
(2d+ ∆)2
]
+ exp
[
− b¯
4
(2d−∆)2
]
I0
[
b¯
4
(2d−∆)2
]}
, (A.8)
E˜Xα(ε) ≡
{
Re〈11|Ce,h|21〉+ Re〈22|Ce,h|12〉 for α = e
Re〈11|Ce,h|12〉+ Re〈22|Ce,h|21〉 for α = h
}
= −c
√
b¯ Sα
{
exp
(
− b¯
4
[
(d−∆)2 − d2
(
1− 1
b2α
)])
×I0
(
b¯
4
[
(d−∆)2 − d2
(
1− 1
b2α
)])
+ exp
(
− b¯
4
[
(d+ ∆)2 − d2
(
1− 1
b2α
)])
×I0
(
b¯
4
[
(d+ ∆)2 − d2
(
1− 1
b2α
)])}
, (A.9)
E˜Xeh(ε) ≡ Re〈11|Ce,h|22〉+ Re〈21|Ce,h|12〉
= −c
√
b¯ SeSh
×
{
exp
(
b¯
4
[
d2
(
1− 1
b2e
)(
1 +
ξηbe
bh
)2
−∆2
])
×I0
(
b¯
4
[
d2
(
1− 1
b2e
)(
1 +
ξηbe
bh
)2
−∆2
])
+ exp
(
b¯
4
[
d2
(
1− 1
b2e
)(
1− ξηbe
bh
)2
−∆2
])
×I0
(
b¯
4
[
d2
(
1− 1
b2e
)(
1− ξηbe
bh
)2
−∆2
])}
. (A.10)
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Appendix B
Biexciton oscillator strengths
We present results for the oscillator strengths of transitions between a biexciton and
an exciton in a double dot. Following Chapter 3, we consider for the biexciton the
delocalized biexciton states |IJ〉 [Eq. (3.9)] and the localized biexcitons |DDDD〉.
For the single-exciton state we consider a localized exciton |DD〉, a symmetric or an-
tisymmetric delocalized exciton |X±〉, and a symmetric or antisymmetric delocalized
carrier α = e, h with the other carrier localized on dot D, |α±D〉.
For p1 [Eq. (3.33)] with the biexciton states |IJ〉 in the presence of a magnetic field
B = (0, 0, B) and an electric field E = ε(nx, ny, 0), we obtain
|〈IJ |ekλ · p|11〉| = 2|Mσλ(θ, φ)
√
NIJ
(
Ceh
[
1 + (−1)I+JSeSh
]
+(−1)ISeSeh1 + (−1)JShSeh2
) |, (B.1)
|〈IJ |ekλ · p|22〉| = 2|Mσλ(θ, φ)
√
NIJ
(
Ceh
[
(−1)I+J + SeSh
]
+(−1)IShSeh1 + (−1)JSeSeh2
) |, (B.2)
|〈IJ |ekλ · p|X±〉| = |Mσλ(θ, φ)
√
2NIJ
(1± SeSh)
× [Ceh(1± (−1)I+J)(1± SeSh)
+(−1)ISeh1(Se ± Sh) + (−1)JSeh2(Sh ± Se)
] |, (B.3)
|〈IJ |ekλ · p|h± 1〉| = |Mσλ(θ, φ)
√
2NIJ(1± Sh)
(
Ceh[1± (−1)I+JSe]
+(−1)ISeh1Se ± (−1)JSeh2
) |, (B.4)
|〈IJ |ekλ · p|h± 2〉| = |Mσλ(θ, φ)
√
2NIJ(1± Sh)
(
Ceh[Se ± (−1)I+J ]
+(−1)ISeh1 ± (−1)JSeh2Se
) |, (B.5)
|〈IJ |ekλ · p|e± 1〉| = |Mσλ(θ, φ)
√
2NIJ(1± Se)
(
Ceh[1± (−1)I+JSh]
±(−1)ISeh1 + (−1)JSeh2Sh
) |, (B.6)
|〈IJ |ekλ · p|e± 2〉| = |Mσλ(θ, φ)
√
2NIJ(1± Se)
(
Ceh[Sh ± (−1)I+J ]
±(−1)ISeh1Sh + (−1)JSeh2
) |, (B.7)
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where ∆ = (|∆e| + |∆h|)/ae. We apply the notation Ceh = Peh(∆) and Seh1 =
Peh[(2d− nx∆)2 + n2y∆2] and Seh2 = Peh[(2d+ nx∆)2 + n2y∆2].
For the transitions including a biexciton which is localized in one dot, we obtain
〈1111|ekλ · p|11〉 = 2|Mσλ(θ, φ)|Ceh, (B.8)
〈1111|ekλ · p|22〉 = 2|Mσλ(θ, φ)|SeShCeh, (B.9)
〈1111|ekλ · p|X±〉 = |Mσλ(θ, φ)|
√
2(1± SeSh)Ceh, (B.10)
〈1111|ekλ · p|h± 1〉 = |Mσλ(θ, φ)|
√
2(1± Sh)Ceh, (B.11)
〈1111|ekλ · p|h± 2〉 = |Mσλ(θ, φ)|
√
2(1± Sh)SeCeh, (B.12)
〈1111|ekλ · p|e± 1〉 = |Mσλ(θ, φ)|
√
2(1± Se)Ceh, (B.13)
〈1111|ekλ · p|e± 2〉 = |Mσλ(θ, φ)|
√
2(1± Se)ShCeh. (B.14)
Analogous expressions are obtained if 〈1111| is replaced by 〈2222|.
Appendix C
Two-exciton eigenstates of
molecularly coupled quantum dots
In order to evaluate the Faraday rotation angle θF (E) from Eq. (5.5) for arbitrary
probe energies E, all two-exciton intermediate states |ψi〉 with finite transition matrix
elements 〈ψi|Pˆ±|XB,+〉 must be calculated. States with energies Ei ' E + EB(0)X
lead to the dominant contributions in the expression for the Faraday rotation angle,
Eq. (5.5). The states |A+B+〉, |S〉, and |T0〉 defined in Eqs. (5.13) and (5.15) have
energy eigenvalues Ei with |EA(0)X + EB(0)X − Ei| ≤ O[t2c/(δEc − UA), t2c/(δEc + UA)],
and are the most important intermediate states for probe pulse energies E ' EA(0)X .
However, for the experimental values of Ref. [70], δEv+UA is small and two additional
two-exciton states must be taken into account.
The states
|T˜0〉 = 1√
2
(
cˆA†c,−cˆ
B†
c,+ + cˆ
A†
c,+cˆ
B†
c,−
)
cˆBv,+cˆ
B
v,−|0〉, (C.1a)
|S˜〉 ∝ 1√
2
(
cˆA†c,−cˆ
B†
c,+ − cˆA†c,+cˆB†c,−
)
cˆBv,+cˆ
B
v,−|0〉 (C.1b)
+
√
2
(
tc
δEc + UA + 2UB
cˆA†c,+cˆ
A†
c,− −
tc
δEc + UB
cˆB†c,+cˆ
B†
c,−
)
cˆBv,+cˆ
B
v,−|0〉
differ from the corresponding states in Eq. (5.15) in that both holes are localized in
dot B. The normalization constant for |S˜〉 is fixed by 〈S˜|S˜〉 = 1. The eigenenergies
ET˜0 = E
A(0)
X + E
B(0)
X + δEv + UA, (C.2a)
ES˜ = E
A(0)
X + E
B(0)
X + δEv + UA (C.2b)
+2t2c
(
1
δEc + UB
− 1
δEc + 2UB + UA
)
(C.2c)
are shifted relative to ET0 and ES by δEv + UA.
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|ψi〉 Ei Ei − EBX [eV]
|A+B+〉 EA(0)X + EB(0)X 2.35
|T0〉 EA(0)X + EB(0)X 2.35
|S〉 EA(0)X + EB(0)X 2.37
|B+B−〉 EBc − EAv + EB(0)X 2.06
|T˜0〉 EAc − EBv + EB(0)X 2.32
|S˜〉 EAc − EBv + EB(0)X 2.33
|B˜+B−〉 2EB(0)X 2.04
Table C.1: Two-exciton eigenstates |ψi〉 which contribute to the Faraday rotation
angle up to second order in tc. We also list the corresponding eigenenergies to O(t0c)
and evaluate them for the parameters discussed in Section 5.6. As noted in the main
text, the degeneracy of |T˜0〉, |S˜〉 with |T0〉, |S〉 is a consequence of δEv + UA ' 0 for
the quantum dots used in experiment.
The state
|B˜+B−〉 ∝
[
cˆB†c,+cˆ
B†
c,− +
tc
δEc + UB
(
cˆA†c,−cˆ
B†
c,+ − cˆA†c,+cˆB†c,−
)
+
2t2c cˆ
A†
c,+cˆ
A†
c,−
(δEc + UB)(2δEc + UA + 3UB)
]
cˆBv,+cˆ
B
v,−|0〉 (C.3)
with
E
B˜+B−
= 2E
B(0)
X − 2
t2c
δEc + UB
(C.4)
is energetically separated from ET0 and ES by E
A(0)
X − EB(0)X .
In Table C.1, we summarize all two-exciton eigenstates which contribute to the spec-
tral representation of θF (E) up to order t
2
c . We also list the formal expressions for
their eigenenergies to leading order O(t0c) and give the numerical values, taking into
account terms up to O(t2c) for the parameters discussed in Section 5.6.
Appendix D
Eigenstates of doped molecularly
coupled quantum dots
Here, we calculate eigenstates and energy eigenvalues for states with two electrons
and one hole in the coupled quantum dots. These are the intermediate states |ψi〉 in
Eq. (5.5) which have finite overlap matrix elements with Pˆ±|eB,+〉 and determine the
Faraday rotation angle for coupled quantum dots doped with a single excess electron.
In addition to the states |A+B−+〉, |S−〉, and |T−0 〉 defined in Eqs. (5.26) and (5.28),
five states have contributions of order t2c to the Faraday rotation angle. These are
|B+B−−〉 ∝
[
cˆB†c,+cˆ
B†
c,− +
tc
δEc − UA − UB
(
cˆA†c,−cˆ
B†
c,+ − cˆA†c,+cˆB†c,−
)]
cˆAv,−|0〉, (D.1a)
|A˜+B+
−〉 = cˆA†c,+cˆB†c,+cˆBv,+|0〉, (D.1b)
|T˜−0 〉 =
1√
2
(
cˆA†c,−cˆ
B†
c,+ + cˆ
A†
c,+cˆ
B†
c,−
)
cˆBv,−|0〉, (D.1c)
|S˜−〉 ∝
[
1√
2
(
cˆA†c,−cˆ
B†
c,+ − cˆA†c,+cˆB†c,−
)
+
√
2
(
tc
δEc + UA + UB
cˆA†c,+cˆ
A†
c,− −
tc
δEc
cˆB†c,+cˆ
B†
c,−
)]
cˆBv,−|0〉, (D.1d)
|B˜+B−
−〉 ∝
[
cˆB†c,+cˆ
B†
c,− +
tc
δEc
(
cˆA†c,−cˆ
B†
c,+ − cˆA†c,+cˆB†c,−
)]
cˆBv,−|0〉, (D.1e)
with the proportionality constants chosen to ensure normalization. The correspond-
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ing energy eigenvalues are
EB+B−− = 2E
B
c + UB − EAv − 2
t2c
δEc − UA − UB , (D.2a)
E
A˜+B+
− = E
B(0)
X + E
A
c , (D.2b)
ET˜−0 = E
B(0)
X + E
A
c , (D.2c)
ES˜− = E
B(0)
X + E
A
c + 2t
2
c
(
1
δEc
− 1
δEc + UA + UB
)
, (D.2d)
E
B˜+B−
− = E
B(0)
X + E
B
c − 2
t2c
δEc
. (D.2e)
From Eq. (D.1), we obtain the transition matrix elements in terms of the transfer
probabilities defined in Eq. (5.30),
|〈B+B−− |Pˆ−|eB,+〉|2 = p−A→Bd2A, (D.3a)
|〈A˜+B+
−|Pˆ+|eB,+〉|2 = p−B→Ad2B, (D.3b)
|〈T˜−0 |Pˆ−|eB,+〉|2 =
p−B→A
2
d2B, (D.3c)
|〈S˜−|Pˆ−|eB,+〉|2 = p
−
B→A
2
d2B, (D.3d)
|〈B˜+B−
−|Pˆ−|eB,+〉|2 =
(
1− p−B→A
)
d2B. (D.3e)
These transition matrix elements and the eigenenergies allow one to calculate θF (E)
for arbitrary energies. However, the states in Eq. (D.1) are offset in energy from
E
A(0)
X +E
B. For probe energies E ' EA(0)X , virtual transitions to the states |A+B−+〉,
|S−〉, and |T−0 〉 are dominant, and θF (E) simplifies to the approximate expression
given in Eq. (5.32).
In Table D.1, we list all states with two electrons and one hole which contribute to
θF (E) up to O(t2c). We also provide the general expressions for the eigenenergies to
order O(t0c) and evaluate them numerically for the parameters discussed in Section
5.6.
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|ψi〉 Ei Ei − EBc [eV]
|A+B−+〉 EA(0)X + EBc 2.34
|T−0 〉 EA(0)X + EBc 2.34
|S−〉 EA(0)X + EBc 2.36
|B+B−−〉 2EBc + UB − EAv 2.19
|A˜+B−
−〉 EB(0)X + EAc 2.27
|T˜−0 〉 EB(0)X + EAc 2.27
|S˜−〉 EB(0)X + EAc 2.28
|B˜+B−
−〉 EB(0)X + EBc 2.03
Table D.1: Eigenstates |ψi〉 with two electrons and one hole which contribute to
the Faraday rotation angle up to second order in tc. We also list the corresponding
eigenenergies to O(t0c) and evaluate them for the parameters discussed in Section 5.6.
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