Abstract. We consider a controlled Markov chain on a general state space whose transition probabilities are parameterized by an unknown parameter belonging to a compact metric space. There is a one-step reward associated with each pair of control and the following state of the process. Given a finite set of stationary control laws, under each of which the Markov chain is uniformly recurrent, an optimal control law in this set is one that maximizes the long-run average reward. In ignorance of the parameter value, we construct an adaptive control rule which uses the optimal control law(s) at a relative frequency of 1−O(n −1 log n) and show that this relative frequency gives an asymptotically optimal balance between the control objective and the amount of information needed to learn about the unknown parameter. The basic idea underlying this construction is to introduce suitable "uncertainty adjustments" via sequential testing theory into the certainty-equivalence rule, thus resolving the apparent dilemma between control and information.
1. Introduction and background. We consider here a controlled Markov chain {X n ,n ≥ 0} on a measurable state space (S, A), with a general control set U and a parametric family of transition density functions p(x, y; u, θ) with respect to some measure M on S, where θ is an unknown parameter taking values in a compact metric space Θ. Thus the transition probability measure under control action u and parameter θ is given by P u θ (X n+1 ∈ A|X n = x)= A p ( x, y; u, θ)dM (y). The initial distribution of X 0 under P u θ is also assumed to be absolutely continuous with respect to M . Let G = {g 1 ,...,g L } be a finite set of stationary control laws g j : S → U such that for every g ∈ G, the transition probability function {P g(x) θ (x, A):x∈S, A ∈A} is irreducible with respect to some maximal irreducibility measure and has stationary distribution {π g θ (A):A∈A } . Let r(X t ,u t ) represent the one-step reward at time t, where r : S × U → R, and define the long-run average reward (1.1) µ θ (g)= r(x, g(x))dπ g θ (x), which will be assumed to be finite. If θ were known, then one would use the stationary control law g j(θ) such that (1.2) µ * θ := max g∈G µ θ (g)=µ θ (g j(θ) ).
In ignorance of θ, a certainty-equivalence control rule is to use the control law g j(θt) at time t, where θ t is an estimate of θ based on the observed data X 0 ,u 0 ,...,X t−1 ,u t−1 ,X t (in chronological order).
For the case of a finite state space S, Mandl [18] studied this certainty-equivalence rule in which θ t is a minimum contrast estimate and showed that θ t converges almost surely (a.s.) to θ under a restrictive "identifiability condition" and some other regularity conditions. Borkar and Varaiya [6] removed this identifiability condition and showed that when Θ is finite, the maximum likelihood estimate θ t converges a.s. to a random variable θ * such that (1.3) p(x, y; g j(θ * ) (x),θ * )=p(x, y, g j(θ * ) (x),θ)
for all x, y ∈ S (finite). They also gave an example for which θ * = θ with positive probability, showing that the certainty-equivalence rule can prematurely converge to a wrong parameter value so that it eventually uses only the suboptimal stationary control law g j (θ * ) to the exclusion of other control laws. In view of this difficulty with the certainty-equivalence rule, various modifications of the rule have appeared in the literature. Kumar [11] and Kumar and Varaiya [12] have provided comprehensive surveys of the developments up to the mid-1980s, which include (i) forced choice schemes that reserve some prespecified sparse set of times for experimentation with all stationary control laws in G, (ii) randomization schemes for which every g ∈ G has a positive probability, whose value is to be determined adaptively from the past data, of being applied at each time, and (iii) using penalized (cost-biased) maximum likelihood estimators θ t .
Ideas from bandit theory.
The past decade has witnessed other developments in a classical example of adaptive choice from a finite set of control actions, namely, the multiarmed bandit problem. In its simplest form, the problem can be described as follows. There are L statistical populations Π 1 ,...,Π L with univariate density functions p(y; θ 1 ),...,p(y;θ L ) with respect to some measure M . At each time t we can sample from one of these populations, and the reward is the sampled value X t . Thus the control set U is {1,...,L}, where control action j refers to sampling from Π j . An adaptive sampling rule consists of a sequence of random variables u 1 ,u 2 ,...taking values in {1,...,k}such that the event {u t = j} ("X t+1 is sampled from Π j ") belongs to the σ-field generated by u 0 ,X 1 ,u 1 ,...,X t−1 ,u t−1 ,X t . Let θ =( θ 1 ,...,θ L ). If θ were known, then we would sample from the population Π j(θ) with the largest mean; i.e., µ * θ := max 1≤j≤L µ θ (j)=µ θ ( j ( θ )), where µ θ (j)= yp(y; θ j )dM (y) is assumed to be finite. In ignorance of θ, the problem is to sample X 1 ,X 2 ,... sequentially from the k populations to maximize E θ ( n i=1 X i ), or equivalently to minimize the regret
as n →∞ , where T n (j)= n t =1 I {ut−1=j} and I A =1i fAoccurs, I A = 0 otherwise. Lai and Robbins [16] showed how to construct sampling rules for which R n (θ)=O (log n)a te v e r yθ . These rules are called "uniformly good." They also developed asymptotic lower bounds for the regret R n (θ) of uniformly good rules and showed that the rules constructed actually attain these asymptotic lower bounds and are therefore asymptotically efficient. Specifically, they showed that under certain regularity conditions (1.5) lim inf n→∞ R n (θ)/ log n ≥ c(θ)
for uniformly good rules and gave an explicit formula for c(θ) in terms of µ * θ − µ θ (j) and certain Kullback-Leibler information numbers. A more general representation of the lower bound c(θ) is given in section 2, where we extend this result on the multiarmed bandit problem to the general setting of adaptive choice of stationary control laws in controlled Markov chains.
Anantharam, Varaiya, and Walrand [5] generalized the results of [16] to the multiarmed bandit problem in which each Π j represents an aperiodic, irreducible Markov chain on a finite state space S so that successive observations from Π j are no longer independent but are governed by the Markov transition density p(x, y; θ j ). Assuming the successive observations from Π j to be independent with a common density function p(y; θ j ), Agrawal, Hedge, and Teneketzis [1] incorporated an additional switching cost and showed that the sampling rules of [16] can be modified by sampling in blocks so that the asymptotic lower bound in (1.5) is still attained and the cumulative switching cost up to time n is of the order o(log n) when no more than one population has the largest mean µ * θ . For the problem of adaptive choice of stationary control laws in controlled Markov chains, switching costs are particularly relevant since it usually takes time to change from a new control strategy to another. We shall assume no switching cost for switching among the (typically equivalent) optimal stationary control laws that attain the maximum in (1.2) and a cost a(θ) for each switch from one g ∈ G to another g ′ ∈ G when g and g ′ are not both optimal. An adaptive control rule φ is a sequence of random variables φ 1 ,φ 2 ,... taking values in G such that {φ t = g}∈F t for all g ∈ G and t ≥ 0, where (1.6) F t = σ-field generated by X 0 ,φ 0 ,...,X t−1 ,φ t−1 ,X t .
Defining µ θ (g)a n dµ * θ by (1.1) and (1.2), we generalize (1.4) to controlled Markov chains by letting
In view of the additional switching cost a(θ) for each switch between two control laws in G, not both optimal, we define the overall regret to be R n (θ)+a(θ)S n (θ), where
An adaptive control rule φ is said to be uniformly good if (1.9) R n (θ)=O(log n)andS n (θ)=o(log n) for every θ ∈ Θ.
In section 2 we develop an asymptotic lower bound for R n (θ) among all uniformly good rules, and in section 3 we construct adaptive control rules that attain this lower bound. These results therefore generalize those of [16] on the multiarmed bandit problem to the setting of adaptive choice of control laws in controlled Markov chains.
A major technical difficulty in this generalization is that unlike Markovian bandit processes in which the state of Π j is "frozen" until a new observation is sampled from Π j , for controlled Markov chains X t+1 is governed by the immediately preceding state X t and control action φ t (X t ) irrespective of whether φ t+1 = φ t or not. We resolve this difficulty by using certain change-of-measure arguments in section 2 and some limit theorems for controlled Markov chains developed in section 4. This difficulty disappears in the special case where the controlled Markov chain {X t ,t ≥ 1} is a sequence of independent random variables so that the conditional density of X t+1 given u t = u is p(y; u, θ). Assuming U and Θ to be finite, Agrawal, Teneketzis, and Anantharam [3] studied this special case by regarding each control action u ∈ U as an arm and r(X 1 ,u 1 ),r(X 2 ,u 2 ),... as a sequence of rewards obtained by choosing the arms u 1 ,u 2 ,.... They noted, however, another difficulty in reducing this problem to the multiarmed bandit problem because of the differences in how the parameter space Θ is defined in the two problems. In the controlled independent sequence problem, θ parameterizes all the arms u ∈ U , whereas in the multiarmed bandit problem θ =( θ 1 ,...,θ k ) with each θ j parameterizing the individual arm Π j . They circumvented this difficulty by making use of the finiteness of Θ and introducing a finite set B(θ) of "bad" parameter values associated with θ. They thereby obtained an asymptotic lower bound for the regret (1.7) of uniformly good control rules and developed a rule that attains this bound. In section 2, without assuming Θ to be finite, we define the bad set B(θ) in the setting of controlled Markov chains with general state and parameter spaces. When the state space S, the control set U , and the parameter space Θ are all finite, Agrawal, Teneketzis, and Ananthanam [4] developed a "translation scheme" which together with the construction of an "extended probability space" enabled them to solve the controlled Markov chain problem by converting it to a form similar to that for the controlled independent sequence problem in [3] . This ingenious idea of translation schemes, however, depends heavily on the finiteness of S. Our development of an asymptotic lower bound for (1.7) in section 2 uses a different approach which involves large deviation probabilities for controlled Markov chains on general state spaces S satisfying certain uniform recurrence assumptions.
As a consequence of the translation scheme under their finiteness assumptions, Agrawal, Teneketzis, and Ananthanam [4] obtained the approximation
Hence in this case (1.7) can be expressed as
Note that R n (θ) is the shortfall between the long-run cumulative reward using the optimal stationary control law g j(θ) and the cumulative reward of the adaptive control rule φ. Moreover, by making use of the translation scheme in the development of their asymptotic lower bound for R n (θ), Agrawal, Teneketzis, and Ananthanam [4] did not need to impose the constraint on the expected number of switches in (1.9) for uniformly good rules. However, for general state spaces, (1.10) and (1.11) need no longer hold, and there may even exist adaptive control rules for which lim n→∞ R n (θ)=−∞ at certain values of θ. This difficulty arises because in the absence of (1.10), the longrun average optimality property (1.2) of the stationary control law g j(θ) no longer ensures it to be asymptotically optimal among adaptive control rules that can switch freely among stationary control laws in G. Note that G does not contain such adaptive control rules which are not stationary. We therefore have to put some constraint on the expected number of switches in the adaptive control rules to compare them with the optimal stationary control law g j(θ) (which makes no switch in G). This can be regarded as a "complexity constraint," consistent with our basic assumption of a finite set of stationary control policies to reduce the complexity of the Markov control problem. Under the switching constraint that S n (θ)=o (log n) and assuming the transition probability function {P g(x) θ (x, A):x∈S, A ∈A}to be uniformly recurrent for every g ∈ G, it is shown in [14] that the "reward regret" R n (θ) is asymptotically equivalent to the more tractable weighted sum (1.7) of expected frequencies of using suboptimal stationary control laws; i.e., (1.12) R n (θ)=R n (θ)+o(log n)a sn→∞.
The constraint on S n (θ) in (1.9) relates only to switches between two stationary control laws which are not both optimal when θ is the true parameter. We do not impose the o(log n) constraint on the expected number of switches between two optimal stationary control laws. In fact, since one cannot infer from the past data which of these optimal stationary control laws is significantly inferior, one is expected to keep switching among them to learn their performance, as in [16] for the multiarmed bandit problem.
1.2. Uncertainty adjustments to the certainty-equivalence rule via sequential testing theory. Lai [13] pointed out the usefulness of sequential testing theory in making uncertainty adjustments of the certainty-equivalence rule, leading to asymptotically optimal rules when the control set is finite. To illustrate this, he considered the following bivariate bandit problem. Let Π 1 , Π 2 , Π 3 be three bivariate normal populations with respective mean vectors (µ 1 ,ξ),(µ 2 ,µ 3 ), and (µ 3 ,µ 2 + ξ) and with a common known covariance matrix which is equal to the identity matrix. Here θ =( µ 1 ,µ 2 ,µ 3 ,ξ) is the unknown parameter vector and the problem is to sample X 1 ,X 2 ,... sequentially from the three populations in order to maximize the expected value of the first component of n i=1 X i as n →∞ . The relevant information we need for optimal control can be represented by the three hypotheses H j : µ j = max(µ 1 ,µ 2 ,µ 3 ),j=1 , 2 , 3. In other words, we do not need to know the actual values of µ 1 ,µ 2 ,µ 3 ,ξ but need only to determine which of µ 1 ,µ 2 ,µ 3 is the largest. While information about µ 1 can only be obtained by sampling from Π 1 , information about µ 2 and µ 3 can be obtained by sampling from Π 2 alone or from Π 3 and Π 1 . Using results from sequential testing theory, Lai [13] constructed an asymptotically optimal rule whose regret (1.7) satisfies R n (θ)=O (1) if µ 1 = max(µ 2 ,µ 3 ) and R n (θ) ∼ c(θ)logn otherwise, where
In section 3 we use sequential testing theory to construct asymptotically efficient adaptive control rules in controlled Markov chains. These rules are considerably simpler than those in [4] which require finiteness of S and Θ for their implementation and for the analysis that shows their regret R n (θ) to be of the order O(log n). The rules in section 3 are applicable to general state spaces S and compact metric spaces Θ, and we prove in section 4 that they attain the asymptotic lower bound (c(θ)+o(1)) log n for the regret established in section 2.
In summary, by making use of bandit theory and sequential testing methodology, we generalize herein previous work of Agrawal, Tenektetzis, and Ananthanam [4] from the case of finite Θ and S to compact Θ and general state spaces S while still assuming finiteness of G, which is crucial for both the asymptotic lower bound in section 2 and the rules proposed in section 3. This generalization requires certain constraints on the expected number of switches among the stationary control laws in G and uniform recurrence assumptions on the transition probability functions. We construct in section 3 adaptive control rules with regret R n (θ) having the asymptotically minimal order c(θ)logn, where the constant c(θ) is given in section 2. Using nonparametric sequential testing theory instead of the parametric likelihood ratio approach here and assuming G to be countable instead of finite, Lai and Yakowitz [17] removed the parametric and related assumptions herein and developed adaptive control rules with regret R n (θ)=O ( α n log n) for any given nondecreasing sequence of positive numbers α n →∞and α 2n = O(α n ). Earlier, Agrawal and Teneketzis [2] also used a nonparametric approach to construct adaptive control rules with regret R n (θ)=O((log n)) 1+δ ) for any given δ>0 in the case of finite G,Θ ,a n dSso that the translation scheme of Agrawal, Teneketzis, and Ananthanam [4] is applicable.
2. Decomposition of the parameter space and an asymptotic lower bound for the regret of uniformly good rules. Using the same notation as that introduced at the beginning of section 1, define for g ∈ G the Kullback-Leibler information number (2.1)
which will be assumed to be finite for all θ, λ ∈ Θ. We shall decompose Θ as the union of L subsets: Θ = Θ 1 ∪···∪Θ L , where
i.e., g j is an optimal stationary control law if θ ∈ Θ j .F o rθ∈Θ, let
Thus, {g j ,j ∈ J(θ)} is the set of all optimal stationary control laws when θ is the true parameter value, and B(θ) consists of all "bad" parameter values λ/ ∈∪ j∈J(θ) Θ j which are statistically indistinguishable from θ if one only uses the optimal control laws g j ,j ∈ J(θ), because I gj (θ, λ) = 0. Theorem 1 below shows that under certain regularity conditions (c(θ)+o(1)) log n is an asymptotic lower bound for the regret (1.7) of uniformly good rules. Note that (2.5) can also be expressed as (2.6)
This alternative form of the asymptotic lower bound of R n (θ)/ log n was obtained by Agrawal, Teneketzis, and Ananthanam [4] when the state space S and the parameter space Θ are finite. Theorem 1 uses a different argument which involves the equivalent form (2.5) of (2.6) to establish the result for general state spaces and compact parameter spaces. We first give some examples to illustrate the computation of c(θ). Example 1. Consider the multiarmed bandit problem of section 1.1.
Assume that I(a, b) < ∞ and that I(a, b)=0i ffµ ( a )=µ ( b ), analogous to the assumptions (1.6) and (1.7) of Lai and Robbins [16] .
Thus, it is known that one population has a specified parameter value α and the other has parameter value β, but it is not known whether Π 1 or Π 2 is associated with α. This is the twoarmed bandit problem studied by Feldman [7] . Here
2 ((α, β), (β, α)) = I(β, α) > 0, and therefore B(θ)=∅ ,c(θ)=0f o rθ∈Θ. In fact, Feldman's procedure has regret R n (θ)=O(1). Lai and Robbins [15] considered more general k-armed bandit problems in which B(θ)=∅for all θ ∈ Θ and developed sampling rules with R n (θ)=O(1).
(ii) Suppose Θ = ∆ L , where ∆ is a compact metric space.
Consider the minimization problem in (2.5) which reduces here to finding nonnegative numbers c j ,j / ∈ J(θ), to minimize j/ ∈J(θ) c j (µ(θ * )−µ(θ j )) subject to the constraints (2.10) inf
where
, which is the asymptotic lower bound for R n (θ)/ log n given in [16] , where sampling rules that attain this lower bound are also constructed for certain parametric families having the monotonicity property
, and therefore the constraint (2.10) holds with c j =1 /I(θ j ,θ * ), j/ ∈J ( θ ). This choice of c j therefore solves the minimization problem in (2.5) under the assumptions (2.9) and (2.11), yielding c(θ)=
Consider the following variant of Example 1. Let Π 1 , Π 2 , Π 3 be three univariate normal populations with respective means γ, ξ +1, and ξ 2 and common variance 1, where γ and ξ are unknown parameters. Here Θ = {θ =( γ, ξ): −∞ <γ<∞ ,−∞ <ξ<∞}, and the problem is to sample X 1 ,X 2 ,... sequentially from the three populations to maximize the expected value of
2 /2, and
To compute c(θ), we can use arguments similar to those in Example 1 to show that
The case γ>max(ξ +1,ξ 2 ) is considerably more complicated, and it is more convenient to use the representation (2.6), which reduces to
To solve the minimization problem in (2.13), first fix π ∈ [0, 1] and find ξ π to minimize
112. This is in sharp contrast to (2.12) or Example 1, for which the optimizing π is always 0 or 1 if we use the representation (2.6) to evaluate c(θ). In section 3 we shall consider the case ξ 2 > max(γ, ξ +1). In the following theorem we use the same notation as that introduced at the beginning of section 1. We shall assume that the transition probability function {P g(x) θ (x, A):x∈S, A ∈A }is uniformly recurrent for every θ ∈ Θa n dg∈G ; i.e., there exist positive constants a g θ <b g θ such that (2.14) a g θ ≤ p(x, y; g(x),θ) ≤ b g θ for almost every (with respect to M ) x and y (cf. [9] ). This implies that for every g ∈ G, θ ∈ Θ, and λ ∈ B(θ), there exist positive constants α We consider situations where there are switching costs, for which "uniformly good" rules are defined by (1.9). The following theorem gives an asymptotic lower bound for the regret (1.7) of uniformly good rules. THEOREM 1. Under (2.14), for any uniformly good rule φ,
and therefore
, (2.17) follows from (2.5) and (2.16) (writing E θ T n (g j )=c j,n log n and noting that inf ∅ = ∞). To prove (2.16), it suffices to show that for every λ ∈ B(θ)a n dǫ>0,
The proof of (2.18) uses a change-of-measure argument similar to that in the proof of Theorem 2 of Lai and Robbins [16] on the multiarmed bandit problem. Since λ ∈ B(θ), λ/ ∈∪ j∈ J( θ ) Θ j and therefore J(λ) ∩ J(θ)=∅ . Since φ is uniformly good,
then p(x, y; g(x),θ)=p ( x, y; g(x),λ)f o rM-almost everywhere (a.e.) x and y (noting that dπ g θ /dM > 0 a.e.
[M ] by (2.14)), and therefore
It then follows that for all large n,
Combining (2.20) and (2.21) yields
and define the linear operator P g (α) on the space of bounded measurable func-
. In view of (2.14) and (2.15), P g (α) has a maximal simple real eigenvalue ρ g (α), with associated right eigenfunction r g (·; α):S→(0, ∞) and left eigenmeasure ℓ g (·; α):A→[0, ∞) normalized so that r g (x; α)ℓ g (dx; α) = 1; moreover, r g (·; α) is bounded and uniformly positive for every fixed α (cf. [10] ). For j ∈ J(θ), since λ ∈ B(θ), it follows that I gj (θ, λ)=0,and therefore by (2.19), p(x, y; g j (x),θ)=p(x, y; g j (x),λ); i.e., h g (x, y)=0,forM-a.e. x and y. Hence
where G J = {g j : j ∈ J(θ)}, recalling that the initial distribution of X 0 under P θ is assumed to be absolutely continuous with respect to M . Let Λ g (α)=logρ g (α) and define a new probability measure Q α on the controlled Markov chain by the "twisting" transformation (cf. [9] , [10] ):
where Π i∈∅ = 1 and F n is the σ-field defined in (1.6). Letting
and noting that L n = 0≤i<n:φi / ∈G J h φi (X i ,X i+1 ), it then follows that for α>0, (2.24)
Therefore, we can choose α>0 sufficiently small so that
Noting that C := max g∈G sup x∈S r g (x; α) < ∞,D := min g∈G inf x∈S r g (x; α) > 0a n d that
Indeed, letting i 1 < ··· <i m denote the elements of {1 ≤ i ≤ n :
..,φ im = φ im+1 = ··· = φ n , and therefore the left-hand side of (2.26) can be expressed as
{r φi t (X it ,α)/r φi t −1 (X it ,α)}, from which (2.26) follows since m ≤ δ log n on B.
From (2.24)-(2.26), it follows that by choosing δ sufficiently small, (2.27)
Since φ is uniformly good, (1.9) yields that (2.28)
as n →∞ . From (2.22), (2.23), (2.27), and (2.28), the desired conclusion (2.18) follows.
3. Construction of asymptotically efficient rules. The main idea behind the adaptive control rule φ * presented in this section is to introduce suitable "uncertainty adjustments" into the certainty-equivalence rule that uses the control law g j( θt) at time t, where j(θ)i sd e fi n e di n( 1 . 2 )a n d θ n is the following weighted maximum likelihood estimate of θ at time n:
if the maximizer in (3.1) exists, as is the case when p is a continuous function of θ, since Θ is assumed to be compact. If the maximizer in (3.1) does not exist, then we define
where ǫ n are positive numbers such that lim n→∞ ǫ n = 0. The asymptotic lower bounds in section 2 provide valuable insights into how the uncertainty adjustments should be made and quantify the need for experimentation with the inferior control laws. In particular, they suggest that the total amount of experimentation with an inferior control law g j up to time n should be at least of the order {c j (θ)+o(1)} log n, where the c j (θ) solve the minimization problem that defines c(θ)i n( 2 . 5 ) ;i . e . ,
and inf
Example 1 (continuation). We have shown in the multiarmed bandit problem of Example 1(ii) that c j (θ)=1 /I(θ j ,θ * )i fj/ ∈J ( θ ). This suggests that to achieve the asymptotic lower bound (c(θ)+o(1)) log n for the regret, the sampling rule should take (1/I(θ j ,θ * )+o(1)) log n observations, up to stage n, from an inferior population Π j to determine whether it is indeed inferior. If the sampling rule should indeed attain the asymptotic lower bound, then it would take n − O(log n) observations, up to stage n, from the population with mean µ(θ * ), so we can regard the value of µ(θ * ) as known with relatively negligible uncertainty in this case. The problem of determining whether Π j has a larger mean than µ(θ * ) then becomes that of testing the null hypothesis H j : µ(θ j ) >µ(θ * ). The theory of optimal stopping and sequential analysis shows that subject to the constraint that the probability of rejecting H j when it is true be ≤ α, the expected number of observations from Π j of a sequential test under the alternative hypothesis is at least {1/I(θ j ,θ * )+o(1)}| log α| as α → 0, and there are sequential tests based on generalized likelihood ratio statistics or mixture likelihood ratio statistics that attain this asymptotic lower bound for the expected sample size. The construction of asymptotically efficient sampling rules in section 4 of [16] uses this sequential testing theory, with | log α|∼|log n|, although the procedure is described there in terms of certain "upper confidence bounds."
Example 2 (continuation). Here the c j (θ) are considerably more complicated than those in Example 1. The means of the normal populations Π 1 , Π 2 , Π 3 are γ, ξ +1, and ξ 2 , involving only two unknown parameters γ (which has to be learned from Π 1 )a n d ξ(which can be learned from Π 2 or Π 3 ). If ξ +1 >γand ξ +1 ≥ ξ 2 , sampling from the superior population Π 2 would give information about the means of both Π 2 and Π 3 , and therefore the same argument as that in Example 1 yields c 1 (γ, ξ)=2/(ξ+1−γ) 2 , c 3 (γ, ξ)=0 ,which in turn gives (2.12) as the solution of the minimization problem (2.5).
In the case ξ 2 >γand ξ 2 ≥ ξ+1, sampling from the superior population Π 3 would give information about |ξ| but not about the sign of ξ, which has to be learned from Π 2 .I fξ 2 ≥ξ+ 1 and
On the other hand, if −ξ+1 >ξ 2 , then B(γ, ξ)={( γ, ξ):| ξ|=|ξ|, γ>ξ 2 or ξ+1 > ξ 2 }, and putting this in (2.5) yields
In the case γ>max(ξ +1,ξ 2 ), (2.13) yields
where ψ π ( ξ), ξ π ,a n dπ ( γ, ξ) are defined in the two sentences following (2.13). For the case γ = ξ +1≥ξ 2 , sampling from Π 2 will give information about ξ, from which one can learn that Π 3 has mean ξ 2 ,a n dB ( γ, ξ)=∅in this case.
2 and B(γ, ξ)={(γ, −ξ)}, so putting this in (2.5) yields
The main idea behind the uncertainty adjustments, presented below, to certaintyequivalence rules in controlled Markov chains is to apply sequential testing theory to assess whether an inferior-looking control law is indeed inferior on the basis of all the current and past observations. We shall use sequential likelihood ratio tests of composite hypotheses in general stochastic systems to test the null hypothesis that θ belongs to Θ i , with prescribed error probability of wrongly rejecting the null hypothesis when it is true and with asymptotically minimal expected waiting time to reject the null hypothesis when it is false. In the present context, the "waiting time" has to be interpreted broadly as a weighted sum of the number of times that an inferior control law g j is used. Because of switching costs and because of the technical difficulties in controlled Markov chains due to the change of the transition probability function P g whenever the control law is changed, we shall designate blocks of successive times to use control law g j for an entire block if the sequential likelihood ratio test performed at the beginning of the block does not reject the hypothesis that θ belongs to Θ j .
Since θ is unknown, it is natural to replace c j (θ)byc j ( θ t ), where θ t is the weighted maximum likelihood estimate defined in (3.1), as in the "certainty-equivalent" testing phase of the control scheme described below. This certainty equivalence approach raises the question concerning how well c j ( θ t ) approximates c j (θ). When one does not have enough information to estimate θ well, an alternative approach is to ignore the constants c j (θ) and to experiment equally with each stationary control law, as is done in the following control scheme during its "evenly allocated" testing phase. The control scheme takes an integer a ≥ 2 and initializes with a common control law for times 1,...,a.
Outline of control scheme between times a i and a i+1 . Let n i be positive integers such that (3.6) n i ∼ i/ log i as i →∞.
For fixed i, we now describe our control scheme at times n ∈{ a i +1 ,...,a i+1 }, which we partition into m(i): =[ ( a i +1 − a i )/n i ] blocks of consecutive integers, each block of length n i except possibly the last one whose length may range from n i to 2n i − 1. Label these blocks as B To begin with, at time a i compute the weighted maximum likelihood estimate θ a i of θ. To this estimate corresponds a set {g j : j ∈ J( θ a i )} of apparently optimal stationary control laws, where J(θ) is defined in (2.3) . We use c j ( θ a i ) to define below the "certainty-equivalent" testing phase (during the period from time a i +1 to a i+1 ), whose objective is to test sequentially whether θ/ ∈∪ j ∈ J ( θ a i) Θ j . The certainty-equivalent testing phase is continued until we either (i) switch to the "evenly allocated" testing phase or (ii) terminate testing and use the same (apparently optimal) stationary control law up to time a i+1 . This adaptive control rule will be denoted by φ * . Let C i denote the set of times belonging to all those blocks B i m that begin with certainty-equivalent testing (at ν i (m)). Let
Thus, τ n (g) is the total number of times t<n, within these certainty-equivalent-tested blocks, that use the control law g ∈ G.F o rt∈C,l e t (3.8)
which is the set of apparently optimal stationary control laws used for the certaintyequivalent test (3.11) below. The certainty-equivalent testing phase. During the first L or fewer blocks of the certainty-equivalent testing phase, we use in succession the stationary control laws
The next blocks of stages use g j1 until time ν i (m 1 ) − 1 and then use g j2 until time ν i (m 2 ) − 1, etc., where
For m ≥ m N , alternate using the stationary control laws g j (one for each block of consecutive times) that satisfy either (i) j/ ∈J ( θ a i)a n d (3.10a) τ νi(m) (g j ) ≤ (2 log a i ){c j ( θ a i ) ∧ log i} + n i and g j has not been eliminated
Sequential testing of the hypotheses H
, is performed at times ν i (m) with m ≥ m N , and we eliminate g j from further use through time a i+1 once the hypothesis H j is rejected. Rejection of H j occurs at the first time n = ν i (m) with m ≥ m N when (3.11) inf
where inf ∅ = ∞,Π t = ∅ =1,F is a probability measure on Θ such that F (A) > 0f o r all open subsets A of Θ, and C and G J,t are defined in (3.7) and (3.8). Certaintyequivalent testing is terminated when (3.10a) fails for all j/ ∈J ( θ a i ). If only one stationary control law g j * is not eliminated at the termination of certainty-equivalent testing, we use g j * up to time a i+1 . Otherwise we switch to the evenly allocated testing phase.
The evenly allocated testing phase. This testing phase does not use the maximum likelihood estimate θ a i , its associated set J( θ a i ), and the estimates c j ( θ a i ) that have been used in (3.9)-(3.11). Sequential testing of the hypotheses H j : θ ∈ Θ j is performed at the times ν i (m) for those g j not yet eliminated (during the times ν i (m ′ ) between a i and a i+1 with m ′ <m , which include the times of certainty-equivalent testing) in succession in ascending order of j, and we eliminate g j from further use through time a i+1 once the hypothesis H j is rejected. We reject H j at the test time
The "even" allocation rule alternates using the stationary control laws that have not been eliminated, one for each block B i m of consecutive times. The testing phase terminates as soon as all except one stationary control law have been eliminated, and we use the remaining stationary control law up to time a i+1 . For example, a typical pattern of the evenly allocated phase, sampling from four control laws labeled 1, 2, 3, 4, is
where ↑ denotes the time at which 2 is eliminated, ↓ denotes the time at which 4 is eliminated, and * denotes the time at which the testing phase terminates with the elimination of 1, leaving behind only the control law 3.
In the certainty-equivalent testing phase, we consider the maximum of two mixture likelihood ratio statistics instead of combining them into a single mixture likelihood ratio because we have different roles in mind for the two statistics. One of them has the form (3.13)
.
Controls from G that have been used most often as in (3.13) would thus provide accurate information about many of the characteristics of the unknown parameter but are incapable of distinguishing the true parameter θ 0 from the candidate values in B(θ 0 ), and therefore may not be able to settle whether H j : θ ∈ Θ j is true. The controls in the complement of G J,t , which make up the other mixture likelihood ratio statistic, are therefore needed to distinguish θ 0 from B(θ 0 ), but they would be used relatively infrequently. Similar reasoning has led us to replace the usual maximum likelihood estimate by a weighted version with weights (T n (g)) −1 in (3.1). Since inf λ∈Θj =1 /sup λ∈Θj , the inf λ∈Θj in (3.11) is essentially tantamount to taking the supremum of the denominator of (3.13) over λ ∈ Θ j , which is typically done in generalized likelihood ratio tests of the composite null hypothesis H j : θ ∈ Θ j . Our modification of the usual generalized likelihood ratio statistics consists of replacing sup θ∈Θ by an integral with respect to a probability measure on Θ in the numerator of (3.13) and replacing a single likelihood ratio statistic by the maximum of two likelihood ratio statistics. The evenly allocated testing phase does not make use of θ a i and G J,t . To test H j : θ ∈ Θ j , it uses the maximum of (3.13) and another mixture likelihood ratio statistic, which has the form (3.13) but with T t−1 (φ * t−1 ) ≥ a i−1 /L replaced by φ * t−1 = g j and which is therefore based on data generated by the stationary control law g j . For the special case of controlled independently and identically distributed (i.i.d.) processes, further details of the statistical ideas behind the modifications (3.11) and (3.12) of the classical generalized likelihood ratio statistics, together with illustrative examples and some variants of the adaptive control rule φ * , are given in [8] .
Throughout what follows we shall let θ 0 denote the true value of the unknown parameter. We shall also let E φ x denote expectation under the probability measure P φ x of the controlled Markov chain starting at x and using control rule φ, assuming the true value θ 0 of the parameter. Theorem 2 below shows that the regret R n (θ 0 )o f φ * satisfies (3.14) 
and, as δ → 0,
(C5) For every θ ∈ Θa n dg∈G ,a sn→∞,
Conditions (C1) and (C2) are continuity assumptions on c j (θ)a tθ=θ 0 and on I g (θ 0 ,θ). (C3) ensures that under φ * one can estimate θ 0 consistently by the method of maximum likelihood, as will be shown in the proof of Theorem 2. From the definition (2.4) of B(θ 0 ), it follows that max j∈J(θ0) I gj (θ 0 ,λ) > 0i fλ/ ∈B ( θ 0 )∪( ∪ j ∈ J ( θ 0 ) Θ j ), and the last inequality of (C3) requires this to be uniformly bounded away from zero for λ ∈ Θ i \B δ (θ 0 ) with i/ ∈J( θ 0 ). Conditions (C4) and (C5) are natural moment and ergodicity assumptions on the log-likelihood ratio statistics. The uniformity over x ∈ S in these assumptions enables us to get around difficulties with controlled Markov chains whose transition probability function P g(x) θ (x, A) is changed when the control law is changed. In section 4 we make use of martingale theory and uniform integrability to analyze the adaptive control rule φ * in the proof of the following. THEOREM 2. Under (C1)-(C5), for every x ∈ S and j/ ∈J ( θ 0 ) ,
and therefore the regret R n (θ 0 ) of the rule φ * satisfies (3.14). Moreover, S n (θ 0 )= o (log n), where S n (θ 0 ) is the expected number (1.8) of times that φ * switches from one control law in G to another, not both optimal, up to stage n.
The c j (θ) are obtained by solving a constrained optimization problem in (3.2), which may be quite difficult in certain cases. Although the certainty-equivalent testing phase involves J(θ)a n dc j ( θ ), these quantities are not used in the evenly allocated testing phase. In cases where the c j (θ) are difficult to determine or fail to satisfy the continuity assumption (C1), an obvious modification of the adaptive control rule φ * is to abandon the certainty-equivalent testing phase. Thus, partitioning {a i + 1,...,a i+1 } into m(i) blocks of consecutive integers so that the mth block B i+1 . The following theorem shows that although this simpler rule φ may be less efficient than φ * , which attains the asymptotic lower bound (c(θ 0 )+o(1)) log n for the regret, φ still has a regret of the order O(log n).
THEOREM 3. Under (C2)-(C5), the rule φ satisfies R n (θ 0 )=O (log n) and S n (θ 0 )=o(log n).
4. Martingale inequalities, uniform integrability, and proof of Theorems 2 and 3. We first consider some simple implications of conditions (C1)-(C5). Let ǫ>0 and take 2 <r ′ θ <r θ . By (C2) together with (C4) for every θ ∈ Θ we can choose 0 <δ
as will be explained in the next paragraph. Since Θ is compact, there exist finitely many points θ 1 ,...,θ K such that
By (C5) we can choose a positive integer D large enough so that
Concerning (4.2), first note that by (C4), sup x∈S P g x (Ω(δ, η; x)) → 0a sδ→0f o r every fixed η>0, where Ω(δ, η; x)={sup λ:ρ(θ,λ)≤δ |p(x, X 1 ; g(x),θ)/p(x, X 1 ; g(x),λ)− 1|≥η } . For sufficiently small η, | log y| < 2η if |y − 1| <η , and therefore, for 0 <δ<δ θ ,
by (C4), where we have used Hölder's inequality to obtain the second inequality. We next make use of martingale theory to analyze the log-likelihood ratio statistics from the controlled Markov chain using the adaptive control rule φ * .F o rt≥0, let F t be the σ-field defined by (1.6). The control rule φ * uses the same stationary control law for an entire block of stages ν i (m),...,ν i (m+1)−1, with the choice of the control law determined at the beginning of the block. Define a sequence of positive integers h s such that D ≤ h s − h s−1 ≤ 2D − 1f o rs>1 and all the ν i (m) with i ≥ D belong to the sequence, where D is given by (4.4). For example, take h 0 =0 ,h 1 = a D ,a n d for s>1l e th s =h s − 1 +Dexcept when h s = ν i (m), for which we may change the above recursive definition of h s to h s = h s−1 + D + r, with 0 ≤ r<Dbeing the remainder obtained when ν i (m) − ν i (m − 1) is divided by D. Since φ * uses the same stationary control law for h s−1 ,...,h s −1 on the basis of observations prior to h s−1 , it follows that for h s−1 <t≤h s and g ∈ G, {φ * t−1 = g}∈F hs−1 . Therefore, by (4.4),
hs−1≤i<hs I {φ * i =g} and (4.6)
. Lemma 1 states a result of [14] , and Lemmas 2, 3, and 4 use it to approximate hn t=1 ℓ t (θ) χ t , where the χ t are indicator variables (taking values in {0, 1}). LEMMA 1. Let {Z n } be a martingale difference sequence with respect to an increasing sequence of σ-fields {B n } such that sup n E(|Z n | β |B n−1 ) ≤ C a.s. for some nonrandom constants β>2and C<∞ .L e tχ n be B n−1 -measurable variables taking values in {0, 1} and let # n = n t=1 χ t . Then there exists a universal constant A depending only on C and β (and not on the distribution of {(χ n ,Z n ):n≥1 } )such that for any η>0and m ≥ 1,
, where the r ′ θ are given by (4.2). Define ℓ t (θ) by (4.7) and C,τ n (g) by (3.7). Then for any g ∈ G and 0 ≤ k ≤ K, 
since φ * uses the same stationary control law at the times h s−1 ,...,h s −1. Moreover,
Therefore it follows from Lemma 1 that
by (4.8), the desired conclusion for T hn (g) follows from (4.5) and (4.9). The conclusion for τ hn (g) can be proved similarly, noting that for h s−1 <t≤h s ,{ t−1∈C,φ * t−1 = g}∈F hs−1 .
LEMMA 3. With β defined in Lemma 2 and δ ′ θ given by (4.1) and (4.2),l e tχ n be F n−1 -measurable random variables taking values in {0, 1} and let # n = n t=1 χ t . Then for any 0 ≤ k ≤ K,
In view of (C4), applying Lemma 1 to
Moreover, by (4.2),
}, the desired conclusion follows from (4.10) and (4.11).
LEMMA 4. With the same notation as in Lemma 3, for any 0 ≤ k ≤ K,
Moreover, for any g ∈ G and 0 ≤ k ≤ K,
where T denotes the class of all stopping times (with respect to {F n }).
Proof. By using the second instead of the first inequality of Lemma 1, we can proceed as in the proof of Lemma 3 to obtain the first conclusion. To prove the second conclusion, let τ be a stopping time and let σ = inf{s : h s ≥ τ }. Define Z s and B s as in the proof of Lemma 2 but change the definition of χ s there to χ s = I {φ * h s−1 =g,s>σ} . Since {s>σ}={s−1≥σ}={h s−1 ≥τ}∈F hs−1 =B s−1 , χ s is B s−1 measurable. Therefore, by Lemma 1 there exists a constant A (which does not depend on σ) such that, for all m ≥ 1,
Note that for n ≥ σ, hn t=1 ℓ t (θ k )I {φ * t−1 =g,t>τ } can be written as
Since h σ−1 <τ ≤h σ and h σ − h σ−1 ≤ 2D − 1, the strong Markov property implies that
for some positive constant A β,D that depends only on β and D. Hence by the Markov inequality
Since the same constants A and C in the above probability bounds hold for all stopping times τ , these bounds yield the second conclusion of the lemma.
We shall make use of Lemmas 2-4 to prove the following two lemmas from which Theorems 2 and 3 follow easily. Recall that G J = {g j : j ∈ J(θ 0 )}.
LEMMA 5. With β>2defined in Lemma 2, for every η>0 ,
Moreover, for any j/ ∈J ( θ 0 ) ,a sn→∞,
Proof of Theorem 2. From (4.13) and Lemma 6, it follows that E φ * x T n (g j )/ log n → c j (θ 0 ) for any j/ ∈J ( θ 0 ). This and (3.2) imply (3.14). The uniform integrability of
which is ≤ 2{1+ j/ ∈J(θ0) T n (g j )}/log n, follows from Lemma 6. Therefore S n (θ 0 )= o(log n) by (4.13).
Proof of Theorem 3. The desired conclusion on R n (θ 0 ) follows from Lemma 6, and that on S n (θ 0 ) can be proved by an argument similar to the proof of the second convergence in (4.13) and the associated uniform integrability in Theorem 2.
The proof of Lemmas 5 and 6 makes use of the following lemma, which applies martingale inequalities to analyze boundary crossing probabilities associated with (3.11) and (3.12).
LEMMA 7. As in (3.11) and (3.12),l e tF be a probability measure on Θ such that
Proof. Note that {t − 1 ∈C ,φ * t−1 / ∈ G J,t }∈F t − 1 by (3.7) and (3.8). Hence U n (θ 0 ),W n (θ 0 )and W n,j (θ 0 ),n > a i , are nonnegative martingales with common mean 1. Therefore, if θ 0 ∈ Θ j , then
Replacing U n (λ)b y W n,j (λ) in the above argument proves the second inequality. P r o o fo fL e m m a5. We first prove (4.12). By Lemma 3 (with χ t = I {φ * t−1 =g} ), for every g ∈ G and 0 ≤ k ≤ K,
From (4.17) and Lemma 2, it follows that (4.18)
and every g ∈ G and 0
By (4.1) and the compactness of Θ, for every ǫ>0, there exists δ>0 such that
For i/ ∈J ( θ 0 ), since inf λ∈Θi∩B(θ0) I gi (θ 0 ,λ) > 0 by (C3), it follows from (4.19) (with ǫ sufficiently small) that inf λ∈Θi∩B δ (θ0) I gi (θ 0 ,λ) > 0 for some δ>0. This and (C3) imply that max g∈G I g (θ 0 ,λ) > 0 for all λ = θ 0 . Hence given η>0, we can choose ǫ sufficiently small so that
in view of (C2) and the compactness of Θ. Since
by (3.1), and since ℓ t (θ 0 )=0a n dI g ( θ 0 ,λ) ≥ 0 for all g ∈ G and λ ∈ Θ, it follows from (4.18) and (4.20) that (4.21)
because at least n i−1 stages in the certainty-equivalent testing phase between the times a i−1 and a i use g if τ a i−1 (g) < n i−1 for every g ∈ G. From (4.21), (4.12) follows.
Combining (4.12) with (C1) yields P
, where (4.22)
for all a i <n≤a i+1 and g ∈ G , (ℓ t (θ k ) − 4ǫ)χ t .
Since τ a i (g) ≥ n i−1 , it follows from Lemma 2 that P for all a i <h n ≤a i+1 .
Let
On Ω, for all large i and at the times h n during the certainty-equivalent testing phase of φ * between a i and a i+1 , it follows from (3.9), (3.10a), and (4.22) that J( θ a i ) ⊂ J(θ 0 ) and (4.27) (log a i )(c ℓ (θ 0 ) − ǫ) ≤ τ hn (g ℓ ) ≤ (2 log a i )(c ℓ (θ 0 )+ǫ)+3n i if ℓ/ ∈J( θ 0 ) , {I g ℓ (θ 0 ,λ)−7ǫ}τ hn (g ℓ )−6Lǫ(3ξ log a i )+O (1) at the times h n during the certainty-equivalent phase of φ * between a i and a i+1 for all large i.
In view of (3.11), (3.12), and Lemma 7, for every ℓ ∈ J(θ 0 ), (4.31) P φ *
x {g ℓ is eliminated at some testing time between a i and a i+1 }≤4(ia i ) −1 .
Hence by the Borel-Cantelli lemma, P = {g ℓ is not eliminated during all test times between a i−2 and a i+1 , for all ℓ ∈ J(θ 0 )}.
In the event Ω i , since 1 − a −2 ≥ 3/4a n d3 / 5>a − 1 , we have the following for all sufficiently large i: for all a i <h n ≤a i+1 and all g ∈ G .
Letting Λ c denote the complement of an event Λ, it follows from Lemma 4 that Therefore by the Borel-Cantelli lemma, P From (4.27), (4.30), (4.37), and (4.38) with ǫ sufficiently small, it follows that on Ω∩Ω * , for all large i, the certainty-equivalent testing phase between times a i and a i+1 rejects H j at time ν i (m) with (c j (θ 0 ) − ǫ)loga i ≤ τ νi(m) (g j ) ≤ (c j (θ 0 )+ √ ǫ)loga i for every j/ ∈J ( θ 0 ) (or equivalently θ 0 / ∈ Θ j ). In particular, the upper bound for τ νi(m) (g j ) follows from the lower bound in (4.27) together with (3.11), (4.37), and (4.30), noting that the ǫ 3/4 in (4.38) is much smaller than √ ǫ if ǫ is sufficiently small and that inf λ∈Θj ∩B(θ0) ℓ/ ∈J(θ0) c ℓ (θ 0 )I g ℓ (θ 0 ,λ) ≥ 1i fB ( θ 0 ) =∅by (3.2). Hence on Ω ∩ Ω * , for all large i, the evenly allocated testing phase between times a i and a i+1 is applied only to controls g ℓ with ℓ ∈ J(θ 0 ). Since ǫ can be arbitrarily small, this implies that T n (g j )=τ n ( g j )+O(1) and that T n (g j )/ log n → c j (θ 0 )a . s . [ P φ * x ] for every j/ ∈J ( θ 0 ). This also implies that with probability 1, for all large i, φ * only uses rules from G J after certainty-equivalent testing between times a i and a i+1 . Hence in view of (4.27) and the use of the same stationary control law for an entire block (of stages) B i m ,o fs i z e≥n i ∼i/ log i, the desired conclusion on
follows. P r o o fo fL e m m a6. Fix j/ ∈J ( θ 0 ). The evenly allocated testing phase of φ * , which was shown to use eventually only controls from G J in the proof of the a.s. convergence of T n (g j )/ log n in Lemma 5, will play a crucial role here in establishing uniform integrability of T n (g j )/ log n. Also the assumption β>2 will be important here. Let τ t = τ a t+1 (g j )a n d τ t =T a t +1 (g j ) − τ t . It suffices to show that (4.39) {τ t /t, t ≥ 1} and { τ t /t, t ≥ 1} are uniformly integrable under P φ *
x .
