The motion planning problem for an object with two degrees of freedom moving in the plane can be stated as follows: Given a set of polygonal obstacles in the plane, and a two-dimensional mobile object B with two degrees of freedom, determine if it is possible to move B from a start position to a nal position while avoiding the obstacles. If so, plan a path for such a motion. Techniques from computational geometry have been used to develop exact algorithms for this fundamental case of motion planning. In this paper we obtain optimal mesh implementations of two di erent methods for planning motion in the plane. We do this by rst presenting optimal mesh algorithms for some geometric problems that, in addition to being important substeps in motion planning, have numerous independent applications in computational geometry.
Introduction
The problem of algorithmic motion planning has received considerable attention in recent years. The automatic planning of motion for a mobile object moving amongst obstacles is a fundamentally important problem with numerous applications in computer graphics and robotics. The study of algorithmic techniques for planning motion, with provable worst-case performance guarantees, has been spurred by recent research that has established the mathematical depth of this problem (see 24, 28, 29] for comprehensive surveys). In particular, the design and analysis of geometric algorithms has proved to be very useful, resulting in considerable interplay between computational geometry and algorithmic motion planning for numerous special cases.
We are interested in studying special cases of algorithmic motion planning and the related geometric problems using parallelism. For a number of these special cases, we know that their sequential algorithms are optimal or near optimal because of known lower bounds. Hence, any speed-ups obtained from a single sequential processor will be limited by constant or small factors. Parallel algorithms, however, o er the possibility of signi cant speed-ups. Our research aims at obtaining e cient parallel algorithms for such motion planning problems and will be aided by the considerable progress that has been made in the area of parallel algorithms for computational geometry in recent years ( 1, 4, 6, 9, 13, 19, 23] , for example). In this paper we develop e cient parallel mesh algorithms for two di erent techniques of planning motion for an object with two degrees of freedom moving in the plane among polygonal obstacles.
One technique for this fundamental case of motion planning uses Voronoi diagram construction for a set of line segments as a subroutine. The Voronoi diagram is an elegant and versatile geometric structure which, in addition to being a tool for motion planning, has applications for a wide range of problems in computational geometry and in other areas. For example, computing the minimum weight spanning tree, or the all-nearest neighbor problem for a set of line segments can be solved immediately from the Voronoi diagram. Goodrich, O'D unlaing and Yap give a CREW PRAM algorithm for constructing the Voronoi diagram of a set of line segments in the plane 9]. However, to our knowledge, the problem of Voronoi diagram construction, given an arbitrary input set of nonintersecting line segments represented in analytical form 1 , has not been solved on xed-connection networks. In this paper, we develop an optimal parallel algorithm for this geometric problem on the mesh-connected-computer. The PRAM algorithm given by Goodrich et al. in 9] uses data structures that are of size O(n log n). We cannot make use of such data structures if we assume constant storage per PE on a mesh-connected-computer of size n. In addition, their method performs numerous pointer manipulations, which are di cult to implement on the mesh. Our mesh algorithm uses strategies to avoid these pitfalls. As a consequence of the optimal Voronoi diagram algorithm, we also obtain an optimal mesh algorithm for the corresponding motion planning problem.
We also give a worst-case optimal mesh algorithm for nding the shortest path motion for a convex object moving amongst convex obstacles. Even though this technique is not as e cient as 1 In the area of image processing, Dehne, Hassenklover, Sack and Santoro 8] give e cient mesh algorithms for numerous computational geometry problems for two-dimensional digitized images (each PE of the mesh stores a pixel of the image in the obvious way). In particular, they also give an e cient mesh algorithm for computing the digitized Voronoi diagrams of objects in the two-dimensional digitized space. Figure 1: Indexing schemes on the mesh. (a) Row-major (b) Shu ed row-major the one mentioned above, it is of interest because shortest path motion is often desirable for motion planning applications. Finding the union of convex polygons and computing visibility graphs are geometric problems that are used in this method, and have other applications as well. Lu 18] gives an optimal mesh algorithm for the problem of computing visibility from a point, which we can use to compute the visibility graph. We will give a technique for nding the union of convex polygons on the mesh and a worst-case optimal mesh implementation of the motion planning technique.
The mesh-connected computer (mesh) of size n is a xed-connection network of n simple processing elements (PEs) that are arranged in a p n p n two-dimensional grid. Each PE is connected to its (at most) four nearest neighbors. Attractive features such as simple near-neighbor wiring and ease of scalability have made the mesh-connected computer the focus of considerable attention in parallel algorithms research. Each PE contains its row and column numbers, and also an identi cation register. The contents of the identi cation register depend on the particular indexing scheme that is being used for the mesh. The commonly used indexing schemes on the mesh are row-major, shu ed row-major, snake-like and proximity 19] . In this paper, we will be using the row-major and shu ed row-major indexing schemes in our algorithms; these schemes are illustrated in Figure 1 for a 4 4 mesh. The following mesh operations, which will be used in the remainder of this paper, can be implemented in ( p n) time on a p n p n mesh 19, 30] : sorting, selected broadcasting 2 , pre x scan, segmented pre x scan 3 , Random Access Read (RAR), and Random Access Write (RAW). An implicit lower bound of ( p n) holds for most algorithms on the mesh, because nontrivial data movement takes ( p n) steps. Note that for divide-and-conquer algorithms on the mesh, if the merge step takes O( p n) time, then the total run-time of the algorithm is O( p n) as well, since the recurrence relation T(n) = T(n=2) + O( p n) solves to T(n) = O( p n). The shu ed row-major indexing scheme is particularly well suited for divide-and-conquer algorithms.
In the next section we give some important de nitions and a brief introduction to relevant background. In Section 3, we develop an optimal mesh algorithm for the construction of the 2 Let fa1; a2; : : : ; akg be some subset of elements on the mesh (not necessarily in consecutive processors). Let the index of the processor in which ai resides be I(ai). P I(a i ) contains, along with ai, an index S(ai). Also, I(ai) < I(ai+1); S(ai) < S(ai+1); 1 i (k ? 1) . Selected broadcasting sends each ai to all the processors from P S(a i ) to P S(a i+1 )?1 .
Voronoi diagram of a set of line segments in the plane. We summarize the resulting mesh algorithm for the related motion planning technique at the end of that section. In Section 4, we give a worst-case optimal mesh algorithm for nding the shortest path motion for a convex object moving amongst convex obstacles.
Background and De nitions
The motion planning problem of interest to us can be stated in the following way 24]: Given an initial starting position P I , a nal destination position P F and a set of stationary obstacles whose geometry is known to B, determine if there exists a continuous obstacle-avoiding motion for B from P I to P F . If one exists, construct a path for such a motion. Let n be the size of the obstacle set and let k be the number of degrees of freedom 4 (dofs) of the mobile object B. Every position of B can be thought of as a point in k-dimensional parametric space. Let a free con guration be a placement of B in which it does not intersect with any of the obstacles. De ne FP to be the subset of k-dimensional space that contains all the free con gurations of B. In general, FP will consist of many path-connected components. A collision-free path from P I to P F exists if and only if the corresponding k-dimensional con gurations lie in the same connected component.
PSPACE-hardness, NP-completeness or NP-hardness results have been demonstrated for various special cases of motion planning (see Reif 22] , Hopcroft, Joseph and Whitesides 10, 11] and Hopcroft, Schwartz and Sharir 12], for example). These results suggest that the general motion planning problem is a very hard one. There are, in general, two kinds of strategies to solve this problem. The computational complexity of these two general strategies establish that as the number of dofs of the object increases, the motion planning problem becomes intractable very rapidly. The rst general approach, which runs in time polynomial in n and doubly exponential in k (i.e. O(n 2 k )), was rst demonstrated by Schwartz and Sharir in 26] , and was applied to numerous special cases (see 25] , for example; the runtimes for some of these cases have since been improved). The important step in this approach is to construct a connectivity graph that represents the connectivity information of the cells of FP. Planning motion for B then reduces to performing a graph search on the connectivity graph. The second general approach is to nd a one-dimensional representation of FP (called the \skeleton" or the \road-map") such that it is possible for B to move from P I to P F if and only if it is possible to move between two corresponding points on the skeleton. This generalized approach, which runs in time polynomial in n and single exponential in k, was given by Canny 5] and is nearly worst-case optimal.
Techniques based on the ideas of the rst approach will be called the projection methods, and those based on the second approach will be called the retraction methods. For example, the planar motion planning algorithm given by O'D unlaing and Yap 21] , which uses the Voronoi diagram of a set of line segments, employs the retraction method, and the method given by Lozano-P erez and Wesley 17] is an approximate projection method (later in the paper, we develop parallel algorithms for the exact version of their method). 4 The degrees of freedom of an object can be de ned as the number of parameters that need to be speci ed in order to completely determine the position of the object. Figure 2 De nition 2.1 15] The Voronoi region, V or(e), associated with an object e in S is the locus of all points that are closer to e than to any other object in S i.e. V or(e) = fp j d(p; e) d(p; e 0 ) for all e 0 2 Sg. The Voronoi diagram of S, V or(S), is the union of the Voronoi regions V or(e); e 2 S.
The boundary edges of the Voronoi regions are called Voronoi edges, and the vertices of the diagram, Voronoi vertices.
The following is a very important property of V or(S). Theorem 2.2 (Lee et al. 15] ) Given a set S of n nonintersecting closed line segments in the plane, the number of Voronoi regions, Voronoi edges, and Voronoi vertices of V or(S) are all O(n). To be precise, for n 3, V or(S) has at most n vertices and at most 3n ? 5 edges.
There is an important relationship between V or(S) and the convex hull of S, CH(S), which is stated in the following theorem. Sequential algorithms for the construction of the Voronoi diagram of a set of line segments are given by Kirkpatrick 14] , Lee and Drysdale 15] , and Yap 33] . The algorithms in 14, 33] run in O(n log n) time, which is optimal since a lower bound of (n log n) is known for this problem 27]. The run-time of the algorithm in 15] is O(nlog 2 n). We will repeatedly refer to Yap's algorithm in the coming sections, since it lends itself to e cient parallelization, whereas the other two techniques do not. Goodrich et al. 9 ] give a CREW PRAM algorithm for Voronoi diagram construction that uses n processors and runs in O(log 2 n) time. This algorithm is based on the approaches in the sequential algorithm by Yap 33] , and on some of the techniques of the CREW PRAM algorithm for the Voronoi diagram of a set of points 1].
Mesh Algorithms for the Voronoi Diagram of a Set of Line
Segments and the Related Motion Planning Problem
As we mentioned in Section 1, the Voronoi diagram turns out to be a useful tool in motion planning 21, 20, 32] . We now describe a mesh-optimal algorithm for the construction of the Voronoi diagram of a set of line segments in the plane. The resulting mesh implementation of the motion planning algorithm by O'D unlaing and Yap 21] is given in the last part of this section.
Voronoi Diagram of a Set of Line Segments in the Plane
The Voronoi diagram is a very useful geometric structure, with applications to varied problems in computational geometry. We are interested in the parallel construction of the Voronoi diagram. In this section, we will develop a parallel algorithm for constructing the Voronoi diagram of a set of n line segments in the plane on a p n p n mesh that runs in O( p n) time, which is optimal for the mesh. We would like to point out that there is an optimal O( p n) time parallel algorithm for the Voronoi diagram of a set of n points in the plane, on a mesh with as many PEs 13] , but none (to our knowledge) for n line segments. The general idea behind the sequential algorithms for the construction of V or(S) (S is the input set of line segments) is as follows: S is divided into sets of equal size, S 1 and S 2 . V or(S 1 ) and V or(S 2 ) are then recursively computed. To construct the nal Voronoi diagram V or(S), we need to merge V or(S 1 ) and V or(S 2 ). This merge step requires the construction of the contour. The contour is the locus of all points in the plane that are equidistant from S 1 and S 2 . Thus, assuming the correct orientation on the contour, all points lying to the left (right) of the contour are closer to S 1 (S 2 ) than to S 2 (S 1 ). Now, we discard that part of the diagram of V or(S 1 ) that lies to the right of the contour, and that part of the diagram of V or(S 2 ) that lies to the left of the contour.
The remaining edges of the two diagrams, and the contour edges give us the nal Voronoi diagram V or(S). This is the motivation behind the sequential approaches used by 14, 15, 33] .
Thus, the construction of the contour is the single most important step in the merge phase of the divide-and-conquer algorithm for Voronoi diagram construction. For the case of a set of points in the plane, we have the nice property that there is exactly one contour to be constructed, and this contour is monotone with respect to the y axis. In 13], Jeong and Lee exploit this property by rst identifying those Voronoi edges of V or(S 1 ) and V or(S 2 ) that are intersected by the contour.
They then use the monotonicity property to explicitly sort these edges according to the order in which they are intersected. Once this is done, some additional computation gives us the contour. For the Voronoi diagram of line segments, however, it is much more complicated to ensure that this property of the contour holds. As mentioned before, Goodrich et al. 9 ] give a CREW PRAM algorithm for Voronoi diagram construction that runs in O(log 2 n) time using n processors. Their algorithm makes use of data structures that are of size O(n log n). On the mesh, we develop strategies so as to avoid the use of such data structures (since we assume constant storage per PE). In addition, the contour construction in the PRAM algorithm uses pointer manipulation, which is hard to implement on the mesh. We avoid this problem by using a di erent technique for the contour construction.
Before we proceed, we state three results that are of relevance to Voronoi diagram construction on the mesh. These results appear as Lemmas 3.1, 3.2, and 3.3.
Lemma 3.1 Given a linearly ordered set of elements L and a set of elements E such that each e 2 E lies between exactly two elements of L (call these e a and e b ) 5 , and jLj + jEj = n. The problem of nding e a and e b for every e 2 E can be solved in O( p n) time on a p n p n mesh.
Call this Algorithm SimultSrch.
Proof:
Description of Algorithm SimultSrch :
Sort the elements of L (from largest to smallest) so that they occupy the rst jLj PEs of the mesh with row-major indexing. Let l i ; 0 i jLj ? 1 be the i-th element in this sorted order; l i is in PE P i . The elements e i ; 0 i jEj ? 1 occupy the next jEj processors. The following is the basic idea behind this method: Let us assume that jLj > p n, since the other case is straightforward 6 . For every e, we want to perform a search for elements e a and e b on the mesh. For all e 2 E that lie above (below) the largest (smallest) element of L, e a (e b ) is set to l +1 (l ?1 ), the imaginary element lying at +1 (?1). Let l ? p n ; l ? p n+1 ; : : :; l ?1 be dummy elements initialized to l +1 . Let l jLj ; l jLj+1 ; : : :; l jLj+ p n?1 be dummy elements initialized to l ?1 . We will use the term L-element (E-element) to refer to an element of L (E). Suppose e 2 E is in some column j of the mesh. If we send e up along its column, then there are exactly two elements, l i? p n and l i (for some 0 i jLj + p n ? 1) , in that column between which it lies (since the l i are in sorted order). Thus, e has to examine just another p n L-elements in order to determine e a and e b . This could be done by letting e sit in PE P i , and by passing all these p n elements down that row so that e can determine e a and e b . However, since we assume 5 Note that it may not be possible to de ne a total order on the elements of the set L E. If this were possible, then a simple sort step, followed by a selected broadcasting step would enable us to nd e a and e b . 6 If jLj is less than or equal to p n, then all we have to do is make copies of the rst row in every row of the mesh, and then pass each li through its entire row so that each e 2 E can determine e a and e b . This can obviously be done in 3 p n time.
constant storage per PE, we need to ensure that not too many E-elements end up in the same row. We do this by counting the number of elements of E that belong in a row. Then we make enough copies of that row so that at most one E-element is sent to each processor. Note that since jEj is at most O(n), the maximum number of new copied rows that we need to make is O( p n), and hence we can overlay the new copies of rows on the existing mesh with a constant factor increase in memory per processor. These steps can be implemented as follows. Assume that e a and e b have been initialized to l +1 and l ?1 , respectively, for every e. 1 . Pass each l i down its column j so that each e 2 E in column j can determine the elements e a temp 2 L and e b temp 2 L from column j that lie immediately above and below it, respectively.
2. Pass each e 2 E up along its column j so that, at the end of p n steps, PE P i in column j knows the number of E-elements from that column that lie above l i and below l i? p n . Let a k0 ; a k1 ; : : :; a k( p n?1) be these numbers in row k.
3. Do a parallel pre x on a k0 ; a k1 ; : : :; a k( p n?1) (from left to right) along each row k in order to determine the total number of E-elements in each row. Let s k0 ; s k1 ; : : :; s k( p n?1) be the result of this parallel pre x in row k. Obviously, the total number of copies of row k that we need is l s k( p n?1) p n m . Call this number numcop k .
4. We now know how many copies of a particular row we need to make, but we don't know where to start making them, i.e. at which row of our p n p n mesh. This can be determined by doing a parallel pre x on numcop k along the leftmost column. Call the result of this pre x computation whichrow k , in row k. Propagate the whichrow k and numcop k elds down row k. 5 . Now we need to gure out the row and column index of the processor to which we want to send each E-element. This can be done by sending each L-element in location (k; j) down its column j, along with the whichrow k , numcop k , a kj and s kj elds. Each PE with an E-element e in it can use this information, along with the e a temp and e b temp computed in step 1, to determine the row and column index of the processor that e should be sent to. 6. We now make numcop k copies of each row k. Before doing this, each L-element notes down the L-element that lies in the processor immediately above it, and forms a pair. This is necessary in the nal step to determine e a and e b . The numcop k copies of each row can be made in at most p n steps by as many downward pulses of each row.
7. Send the E-elements to the PE as determined in step 5. This can be done by a sort step. 8. Send the pair of each row down that row, once in either direction, and we can determine e a and e b for every e 2 E.
9. The elements can be sent back to their original con guration by a sort step.
It is clear that the time taken to perform the above steps is O( p n Algorithm VorRegionLoc can be implemented by using a technique similar to that given in Algorithm MultiLoc (Lemma 3.2), with some minor modi cations; the edges of the Voronoi diagram will be used as the input set of segments S of Algorithm MultiLoc. The modi cations needed are due to the fact that some of the edges of the Voronoi diagram may be non-monotonic with respect to the x and y axes (such edges will be parabolic arcs). This can be xed by cutting such edges into at most 3 monotonic pieces. We would like to observe that an application of Algorithm SimultSrch in one of the substeps of Jeong and Lee's Algorithm MultiLoc will result in a signi cant improvement (about 10-fold) in the constant of their algorithm.
In the remainder of this section, we will show that the Voronoi diagram of a set of N line segments in the plane can be constructed in O( p n) time on a p n p n mesh, where n = 2N. Our method on the mesh is based on the approach used in 9]. Let S = fs 0 ; s 1 ; : : :; s N?1 g be the input set of line segments that do not intersect (except possibly at endpoints). As before, let v 2i and v 2i+1 be the two endpoints of segment s i , such that x(v 2i ) < x(v 2i+1 ). Each segment s of S is actually represented as three elements: the two endpoints and the open line segment. Let E = fp 0 ; p 1 ; : : :; p n?1 g be the ordered set consisting of these endpoints sorted according to their x-coordinates (each p j is some v i and n = 2N; E will be a multiset if segments share endpoints). Suppose a vertical line is drawn through each point in S. The vertical strip of region between any two such (not necessarily adjacent) vertical lines is called a slab. Consider the set of segments that span a slab U. The region of U that is enclosed between two such consecutive spanning segments is called a quad of U. A quad is said to be an active quad if it contains an endpoint of S in its interior. The subset of E in the interior of U will be referred to as E U (thus, endpoints lying on the vertical boundaries of U do not count). The set of segments obtained by restricting S to the slab U will be called S U i.e. S U = fs \ U j s 2 S and s \ U 6 = ;g. Yap' s sequential algorithm is a divide-and-conquer algorithm that computes the Voronoi diagram for the segments in each slab.
However, a naive implementation of this strategy would take O(n 2 ) time in the worst case. Yap overcomes this by computing, for every slab U, the Voronoi diagram for only those segments of S U that belong to some active quad of U.
Let U be the slab obtained by merging the adjacent slabs U 1 and U 2 . The merge step computes the Voronoi diagram in all the active quads of U; this is done by using, with some additional computation, the recursively computed Voronoi diagrams of the active quads of U 1 and U 2 to construct the contour. Thus, the most important step in the merge procedure is to compute e ciently, for every active quad Q in U, V or(S U \ Q). Following 9] , we let V orSet(S U ) represent the set containing the Voronoi diagrams of all the active quads Q of U i.e. V orSet(S U ) = fV or(S U \ Q) j Q is an active quad of Ug. At the topmost level of recursion, the entire plane is the slab U, and the algorithm computes V or(S), since V orSet(S U ) is nothing but V or(S). The recursion bottoms out when a slab has just one point in its interior, which happens when a slab is de ned by the two vertical lines x = p i and x = p i+2 , for all even i between 0 and n ? 3. p i+1 is the point in the interior of the slab.
Initially, each PE P i ; 0 i n ? 1 has a packet that contains v i , s i=2 and v i+1 , if i is even. If i is odd, these will be v i , s (i?1)=2 and v i?1 respectively 7 . In either case, initially v i is used as the key for processor P i 's information. Since the mesh algorithm for constructing V or(S) will be a divide-and-conquer algorithm, we will assume shu ed row-major indexing on the mesh.
Preprocessing:
In this step, (a) rst we sort the packets according to the x-coordinate of the key. Notice that now the arrangement of the keys of the packets is as in the ordered set E. (b) Next, we run Algorithm MultiLoc, using S and E as the set of segments and points, respectively. At the end of this step, we will have for every endpoint p i in PE P i , the segments that lie vertically above and below it. Call these p i a and p i b , respectively. p i a will be represented by its two endpoints and its index; similarly for p i b . p i a and p i b are now added on to the packet in PE P i . It will become clear later on that this preprocessing step is necessary in order to determine active quads. Clearly, (a) and (b) take O( p n) time on a p n p n mesh.
Base
Step:
The base step is executed when there is exactly one point in the interior of the slab. This point will be p i , for odd i, 1 i n ? 1. The slab that p i lies in is de ned by the vertical lines going through p i?1 and p i+1 (p n is some dummy point that lies to the right of all points in E). The active quad to which p i belongs (obviously, it is the only active quad in said slab) is given by the spanning segments p i a and p i b . Clearly, the Voronoi diagram of this quad can be computed in constant time. Hence the base step takes constant time.
Merging:
Let U l and U r be two adjacent slabs, and let jE U l j = jE Ur j = k (i.e. each slab has k endpoints in its interior). Suppose that V orSet(S U l ) and V orSet(S Ur ) have been recursively computed in two adjacent sub-blocks of the mesh, where each sub-block is of size p k + 1 p k + 1. Let the left sub-block be called M l and the right sub-block M r . We will show that we can perform the merge in O( p k) time, using O(k) PEs. The information that is necessary for the merge procedure is available in M l in the following manner.
(1) Active Quads of U l : The active quads in U l have a sorted order de ned on them in the natural way. In other words, given two quads Q 1 and Q 2 of U l , if Q 1 lies above Q 2 , then Q 1 comes before Q 2 in this ordering. Let A l be the number of active quads in U l (A l k); let these be Q l1 ; Q l2 ; : : :; Q lA l in sorted order (from top to bottom, say). Let the number of endpoints in these active quads be k l1 ; k l2 ; : : :; k lA l , respectively. Note that k l1 + k l2 + : : : + k lA l = k.
In M l , the endpoints in Q l1 are in the rst k l1 processors, the endpoints in Q l2 are in the next k l2 processors and so on. We will call this the active-quad-wise ordering of the endpoints of E U l . Each endpoint in Q li will specify its quad by the upper and lower bounding segments of Q li . (2) Voronoi Edges of V orSet(S U l ) : As stated earlier, V orSet(S U l ) is the collection of the Voronoi diagrams of all the active quads in U l . Because of the quad-wise computation of the Voronoi diagram, the Voronoi edges of V orSet(S U l ) are stored in a quad-wise manner. In other words, in M l , we will rst have the Voronoi edges of V or(S U l \ Q l1 ), followed by the edges of V or(S U l \ Q l2 ), and so on. Notice that since V orSet(S U l ) consists of the Voronoi diagram of at most k line segments (since only the active quads are considered), it will have O(k) edges; there will be a constant number of these Voronoi edges in each processor of M l . More importantly, the following observation holds, which follows directly from a lemma by Yap 33 Let A r be the number of active quads of U r , and let k ri be the number of points in the i-th (in the sorted order) active quad Q ri , 1 i A r . The information about the active quads of U r and the Voronoi edges of V orSet(S Ur ) are available in M r in a similar and analogous way.
Following the PRAM technique of Goodrich et al. in 9]
, we rst give a concise summary of the steps involved (and the mesh operations needed) in performing the sub-problem merge. In the nal part of this section, we give the details of the implementation of each of these steps on the mesh.
Summary of the Merge Step on the Mesh
The merge part of this divide-and-conquer algorithm consists of three important substeps: the determination of the active quads of U, the vertical merge, and the horizontal merge.
(1) Determination of the active quads of U : In this step we compute the active quads of U by using the information about the active quads of U l and U r available in M l and M r , respectively. This can be done by an appropriate sort step, followed by a selected broadcasting step on the mesh M l M r . This takes O( p k) time on the mesh M l M r (which has 2k + 2 PEs). Consider an active quad Q from the slab U. Let Q l (Q r ) represent the part of Q that lies in the left (right) slab U l (U r ). In other words, Q l = Q \ U l and Q r = Q \ U r . Observe that Q l (Q r ) is the union of a contiguous set of quads of slab U l (U r ). Some of these quads may be active and some or all of them may not be (see Figure 4 for an example). We will call these quads (whether active or not) the Q l -quads (Q r -quads). In order to nd the Voronoi diagram of Q, V or(S U \ Q), we need to \merge" the Voronoi diagrams of all the Q l -quads and the Q r -quads in the appropriate way. This merging is achieved by rst doing a vertical merge, followed by a horizontal merge.
(2) The vertical merge: In this step we nd, for every active quad Q of U, the Voronoi diagram 8 Intuitively speaking, the lemma states that for any two quads Q1 and Q2 in a slab U 0 , the objects in Q1 and the objects in Q2 do not interact with each other. In other words, the Voronoi edges of the diagram V or(S U 0 \ Q1) will not be a ected by the segments in S U 0 \ Q2. Hence the assertion that the number of edges in V or(SU l \ Qli) is O(kli). of S U l \ Q l , called the Q l -diagram and of S Ur \ Q r , called the Q r -diagram. We rst nd the empty Q l -quads by doing an appropriate sort step, followed by a segmented pre x scan operation.
The Voronoi diagrams of these empty quads are easy to compute and can be done in constant time. Notice that the Voronoi diagrams of the non-empty Q l -quads and Q r -quads have already been recursively computed. The construction of the Q l -diagram requires us to merge together the Voronoi diagrams of all the Q l -quads, empty as well as non-empty. As will be seen in the detailed version of this step, this merging turns out to be very straightforward. An analogous application of these steps give us the empty Q r -quads and their Voronoi diagrams. This step takes O( p k) time on M l M r .
(3) The horizontal merge: In this nal stage of the merge step, we obtain the Voronoi diagram of each active quad Q. This is done by merging the Q l -and the Q r -diagram, which involves the construction of the contour. The basic objects of manipulation in this step are primitive regions or prims 9], which will be de ned in the detailed version of this step. The horizontal merge is the most complicated part of this algorithm, and depends on certain crucial lemmas developed in 9]. Once the contour is constructed, the Q l -diagram to the left of the contour, the contour itself, and the Q r -diagram to the right of the contour give us the nal Voronoi diagram V or(S U \ Q) for every active quad Q of U. The mesh implementation of this step requires the application of the planar point location algorithm for Voronoi diagrams (Lemma 3.3), and a sort step. The nal determination of the contour requires the application of Algorithm SimultSrch, a pre x scan operation, one routing step, one selected broadcasting step, and one RAR. This takes O( p k) time on M l M r .
As mentioned earlier, the run-time of the preprocessing step is O( p n). From the summary of the merge step described above, it is seen that the merge step takes O( p n) time. Therefore, from the recurrence relation for divide-and-conquer algorithms on meshes (see 13], for example), it follows that the Voronoi diagram of a set of n line segments in the plane can be computed in O( p n) time on a p n p n mesh. We state this result below. We now provide details of the implementation of the merge step on the mesh. The summary of the motion planning algorithm on the mesh is given in section 3.2.
Details of the Merge Step on the Mesh
We will now give details of the method to compute V orSet(S U ), using the recursively computed V orSet(S U l ) and V orSet(S Ur ) (where U is the slab obtained by merging the adjacent slabs, U l and U r ). In other words, we will describe the details of how each of the three substeps outlined above are executed on the mesh. Without loss of generality, let us assume that the PEs in the mesh M l M r are P 1 ; P 2 ; : : :; P 2k+2 .
Determination of the Active Quads of U : As before, let Q l1 ; Q l2 ; : : :; Q lA l be the active quads of U l in sorted order. Each such quad Q li is de ned by an upper and lower bounding segment. Call these segments Q li a and Q li b , respectively. If the upper bounding segment does not exist for Q l1 , Q l1 a is set to s +1 , an imaginary segment lying at +1. Similarly, Q lA l b is set to s ?1 , if Q lA l does not have a lower bounding segment. In an analogous manner, we de ne Q ri a and Q ri b to be the upper and lower bounding segment of the i-th quad Q ri (1 i A r ) of U r (see Figure 3 for an example of such bounding segments). The active quads of U l and U r are available to us from the recursive computation, and are arranged in M l and M r , respectively, in the manner described earlier. Thus all endpoints p belonging to a particular quad Q li of U l will be in consecutive PEs. Each endpoint p of U l will indicate its quad Q li by specifying Q li a and Q li b ; similarly for every endpoint p 0 of U r . Let us use p Q to denote the current active quad that the point p lies in. Now we want to determine the active quads of U. Let el i (er i ) be the endpoint in the i-th (1 i k) processor of M l (M r ). Let E U l (E Ur ) be the ordered set containing these endpoints i.e. E U l = fel 1 ; : : :; el k l1 ; el (k l1 +1) ; : : :; el (k l1 +k l2 ) ; : : :; el k g (E Ur = fer 1 ; : : :; er k r1 ; er (k r1 +1) ; : : :; er (k r1 +k r2 ) ; : : :; er k g). Let H U l (H Ur ) be the ordered set consisting of all the active quads of U l (U r ) i.e. H U l = fQ l1 ; Q l2 ; : : :; Q lA l g and H Ur = fQ r1 ; Q r2 ; : : :; Q rAr g. Consider the set H = H U l H Ur . The bounding segments of the quads in the set H have a unique ordering de ned on them; this ordering is given by the intersection of these bounding segments with the common boundary of the slabs U l and U r . Consider an active quad Q of U, and let Q a and Q b be its bounding segments. Obviously, Q a will be an upper bounding segment for some active quad of U l or U r (possibly both). Similarly, Q b will be a lower bounding segment for some active quad of U l or U r (note that the quad(s) in this case might be di erent from the quad(s) for Q a ). For example, in Figure 3 , Q a is an upper bounding segment for Q rj and Q b is a lower bounding segment for Q l(i+1) and for Q r(j+3) . Hence, the bounding segments for all the active quads in U can be found from the bounding segments of the quads in the set H.
We now want to arrange the endpoints in the slab U in the desired active-quad-wise order. This can be achieved in the following way.
(a) First, we merge the ordered sets of endpoints, E U l and E Ur . The Vertical Merge: Let Q 0 be a Q l -quad (a similar argument will hold for a Q r -quad.). If Q 0 is an active quad, then we already know its Voronoi diagram V or(S U l \ Q 0 ), since it was computed recursively. If Q 0 is not active, then, since S U l \ Q 0 consists of just the two bounding segments Q 0 a and Q 0 b , the Voronoi diagram of Q 0 can be computed trivially in constant time. There is an obvious upper bound on the total number of such empty quads that we can have in all such Q l of U l . Notice that an endpoint of at least one of Q 0 a and Q 0 b must lie in Q r . Hence, the number of empty quads of U l that we will need to consider can be at most O(k), since that is the number of endpoints in U r . Therefore, the computation of V or(S U l \ Q 0 ) for all such empty Q 0 will take at most O(k) time, sequentially. In the vertical merge step, we want to merge the Voronoi diagrams of all the Q l -quads. The result of such a merge is called the Q l -diagram, denoted by V or(S U l \ Q l ). The analogous diagram in Q r is called the Q r -diagram, V or(S Ur \ Q r ). Since, as we just mentioned, the Voronoi diagram of each Q l -quad Q 0 is readily available to us, this merge step involves just merging these V or(S U l \ Q 0 ), which turns out to be fairly straightforward. This will become clear as we describe the computation of the Q l -diagram on the mesh. The Q r -diagram can be computed in a similar way. Keep in mind that we are talking about one active quad Q of U, and that such a computation needs to be performed for every active quad of U. Let L m represent the common boundary line between U l and U r , L l the left boundary line of U l , and L r the right boundary line of U r . We use s(p i ) to represent the segment that p i is an endpoint of. We will now give the description of the method to nd the empty quads of Q l and Q r , since this 9 We would like to point out a small detail: Let p be the point on the boundary of Ul and Ur. If information is not immediately available to us at the end of the previous step (the determination of the active quads of U). Once the empty quads have been determined, computing their Voronoi diagrams and, consequently, the Q l -and Q r -diagrams is straightforward. Consider all the Q l -quads and the Q r -quads, empty as well as non-empty. Clearly, there is a sorted order on the bounding segments of these quads according to the point at which they intersect L m . We will arrange these bounding segments in this sorted order on the mesh M l M r such that the following is true: Suppose s(p i ) and s(p j ) are two successive spanning segments of Q l , where (obviously) p i and p j are points in Q r . We want all points of Q l (if any) that lie between these two segments to lie between the PEs that hold p i and p j . Similarly for Q r . But the manner in which we did the sorting in the previous step does not guarantee that the points of Q will have this desired ordering. The points in Q are still grouped according to their old quads (from U l or U r ). As an example, the points in quad Q of Figure 4 are arranged quad-wise in the order speci ed: points of Q rj , Q li , Q r(j+1) , Q r(j+2) , Q l(i+1) and nally Q r(j+3) . Therefore, we will need to do a further sort of the points of Q, and the ordering for this sort step 10 is given as follows: Let p 1 and p 2 be two segment endpoints that belong to Q. Note that we could actually have done this sort during the previous step of determining the active quads. However, we choose to do it here since these details are not really necessary to determine the active quads of U. ) \ Q l ) and this consists of at most 5 Voronoi edges. We store these edges in PE P k and mark the edges to indicate that they are bisectors of segments in U l . Similarly, we nd the Voronoi diagram of the empty quads of Q r . Now that we have the Voronoi diagram of all the Q l -quads and the Q r -quads, we can compute the Q l -diagram and the Q r -diagram. This turns out to be very straightforward. We will describe how to construct the Q l -diagram; the Q r -diagram can be computed in a similar way. Let Q 1 and Q 2 be two adjacent Q l -quads with Q 1 above Q 2 . Also, let V or 1 = V or(S U l \ Q 1 ) and V or 2 = V or(S U l \ Q 2 ). We want to merge V or 1 and V or 2 in order to nd the Voronoi diagram of Q 1 Q 2 . From a lemma by Yap 33] , Lemma 5] we know that the objects of Q 1 and the objects of Q 2 do not interact with each other. Thus the edges of V or 1 (V or 2 ) will not be modi ed in any way by the objects of Q 2 (Q 1 ). The only point to note is about the segment s 2 S U l that forms the boundary of Q 1 and Q 2 : V or(s) now consists of the edges of V or(s) from V or 1 and the edges of V or(s) from V or 2 .
Thus, none of the bisectors of V or 1 and V or 2 have to be modi ed in any way when we merge the two diagrams. The set of Voronoi edges in the merged diagram is the union of the sets of Voronoi edges of V or 1 and V or 2 . In essence, we just have to \concatenate" the Voronoi diagrams of the adjacent quads in the correct sorted order 9]. This fact makes the computation of the Q ldiagram very straightforward. To merge the Voronoi diagrams of all the Q l -quads Q 0 , we just have to arrange the V or(S U l \ Q 0 ) in the correct sorted order. The method that we just described to nd the empty Q l -quads ensures that all the Q l -quads are in the correct sorted order on the mesh M l M r . Hence, all their Voronoi diagrams are also in the correct sorted order. With a sort step we can ensure that within Q, we have all the Voronoi edges of the Q l -diagram in consecutive PEs, followed by the Voronoi edges of the Q r -diagram.
From the above, it can be seen that the vertical merge step takes O( p k) time on the k PEs of M l M r .
The Horizontal Merge: This is the most important part of the merge process. In the horizontal merge step, we reach our nal goal of constructing the Voronoi diagram V or(S U \ Q) for every active quad Q of U, and this is done by merging the Q l and Q r -diagrams. Recall that the merging of these two diagrams involves the construction of the contour, which is the locus of all points that are equidistant from the objects in S U l \ Q (call these the Q l -objects) and the objects in S Ur \ Q (Q r -objects). Once the contour is constructed, the Q l -diagram to the left of the contour, the contour itself, and the Q r -diagram to the right of the contour give us the nal Voronoi diagram V or(S U \ Q) for every active quad Q of U. As before, our discussion will be based on the computation performed for one active quad Q, with the assumption that the same steps are carried out for all the active quads of U.
As in the sequential methods of 14, 33] and the parallel PRAM method of 9], we will manipulate objects known as primitive regions, to be de ned shortly, for the construction of the contour. For the rest of this discussion, we will assume that the Q l -diagram is augmented in the following way (The Q r -diagram will be augmented in a similar way): For every element e (either a point or an open line segment) in S U l \ Q l , we add spokes 14] to the Voronoi region V or(e) of e. If v is a Voronoi vertex of V or(e), and if v 0 = proj(v; e) (the projection of v on e), then the line segment obtained by joining v and v 0 is a spoke of V or(e). See Figure 5 for a Voronoi diagram augmented with spokes. We add some additional spokes, as is done in 9], by checking, for all e that are point elements, if the horizontal leftward ray from e crosses any spokes before it intersects the boundary of V or(e). If not, then let p be the point of intersection on the boundary. The line segment from e to p is also added as a spoke. A similar step is done for the rightward ray from e. If these leftward and rightward rays do not intersect any spokes or Voronoi edges, then these rays are also considered to be spokes. These additional spokes are indicated by bold dotted lines in Figure 5 . All spokes de ne new sub-regions within V or(e). These sub-regions bounded by two spokes on two sides, part of e on one side, and a piece of Voronoi edge on the other side are called primitive regions (prims for short) 9]. The piece of Voronoi edge that forms one of the boundary edges of each prim is called a semi-edge 9]. Notice that since V orSet(S U l ) consists of at most O(k) Voronoi edges and vertices, the number of prims will also be O(k). For the rest of this discussion, we will call the spokes of the Q l -diagram as Q l -spokes, the prims of the Q l -diagram as Q l -prims, and the semi-edges of the Q l -diagram as Q l -semi-edges (similarly for Q r ).
In the merge computation on the mesh so far, our technique has been to store a constant number of Voronoi edges per PE. Notice that each Voronoi edge (part of B(e 1 ; e 2 ), say) actually de nes two prims: one in each of the two Voronoi regions V or(e 1 ) and V or(e 2 ). So we will assume that both these prims are stored along with the Voronoi edge. It is also easy to determine the additional spokes (mentioned above) that need to be added. Every prim in V or(e 1 ), where e 1 is either an endpoint or an open line segment corresponding to segment s 1 in S U l \ Q, determines if it is intersected in the desired manner by the leftward and rightward rays from both the endpoints of s 1 . This can be done in constant time for each prim, and in constant total time for all the prims since there are a constant number of prims per PE. We now want to construct the contour between the Q l -diagram and the Q r -diagram. This construction depends crucially on certain properties of the contour. We state these properties as lemmas below, and refer the reader to 9, 33] for the proofs. From the above lemmas it is easy to see that the contour intersects each prim in at most one continuous piece 9].
The motivation behind the method to construct the contour (as developed in 9]) is as follows:
Since the contour is the locus of points that are equidistant from the Q l -objects and the Q r -objects, it will be made up of parts of bisectors of the form B(e l ; e r ), where e l is a Q l -object and e r is a Q r -object. The construction of the contour involves nding all such pairs (e l ; e r ). Obviously, every such Q l -object e l that contributes a bisector to the contour will have some of its Q l -prims intersected by the contour. Thus the rst step towards the construction of the contour is to nd all the Q l -prims that are intersected by the contour, and the order in which they are intersected. Similarly, we identify all the Q r -prims that are intersected by the contour and put them in the right order. Once we have these two ordered sets of prims, we identify all (e l ; e r ) pairs such that part of B(e l ; e r ) is a piece of the contour. Notice (from Lemma 3.7) that determining if a prim is intersected by the contour is equivalent to determining if at least one of the spokes of that prim is intersected by the contour. Thus, we construct the contour as follows: Step (a) Finding the intersected Q l -prims in the correct order: (i) Finding the Q l -spokes that are intersected by the contour: For every Q l -spoke l 0 , one endpoint a of the spoke is adjacent on a Q l -object e l and one endpoint b is adjacent on a Q l -semi-edge 11 . If b is closer to a Q r -object than it is to e l , then l 0 must be intersected by the contour. In order to determine if b is closer to a Q r -object, we nd the We can nd such a V or(e r ) for the s-endpoint of every Q l -spoke by using Algorithm VorRegionLoc for every active quad Q of U: The set S is S Ur \ Q r (whose Voronoi diagram is the Q r -diagram) and the set P is the set of s-endpoints of the Q l -spokes. Since jSj + jPj = O(k), this step can be done on M l M r in O( p k) time. Once we nd such a V or(e r ) for every Q l -spoke, we can determine, in constant time, if it is intersected by the contour. Let us assume that all Q l -spokes that are intersected by the contour are marked in an appropriate way.
(ii) Sorting the intersected Q l -spokes: In this step we sort the set of intersected Q l -spokes according to the well-de ned sorted order that is guaranteed by Lemma 3.6. If we assume that the contour is oriented from bottom to top, we know that the o-endpoint of every intersected Q l -spoke must lie to the left of the contour and the s-endpoint of every intersected Q l -spoke must lie to the right of the contour. The spokes will be sorted from top to bottom. The following lemma gives us the method to nd the ordering. Lemma 3.8 Let l 0 and l 00 be two Q l -spokes, and let y o 0 (y o 00 ) be the y-coordinate of the o-endpoint of l 0 (l 00 ) and y s 0 (y s 00 ) be the y-coordinate of the s-endpoint of l 0 (l 00 ). Also, let y min 0 = min (y o 0 ; y s 0 ), y max 0 = max (y o 0 ; y s 0 ), 11 We have not addressed the case of unbounded spokes. There are a couple of di erent ways in which this case can be handled. One method is to clip the unbounded spokes by a large enough \viewing rectangle", so that they can be dealt with in the same manner as nite spokes. Another method is to use Theorem 2.3 to determine whether the unbounded spoke is intersected by the contour or not. In 13], Jeong and Lee suggest a way to determine whether the unbounded vertex of an unbounded edge (in a Voronoi diagram of points) is closer to S1 or to S2, where S1 and S2 are the subproblems for the recursive step; they do this by sorting the unbounded edges according to their polar angle (Lemma 8 in 13]) and avoid constructing the convex hull of the points. A similar method will work for the case of line segments as well. Proof: Case 1 is obviously true, by Lemma 3.6. In Case 2, depending on whether y max 0 and y max 00 are s-endpoints or o-endpoints, we have the following di erent cases. The details of the proof are fairly simple and Lemma 3.6 is used here as well. A gurative illustration is o ered in Figure 6 .
Case 2:1 y max 0 = y s 0 and y max 00 = y s 00 : Clearly, in this case, the contour has to intersect l 00 before it intersects l 0 i.e. l 0 > l 00 . Also, y s 0 > y o 00 will always be true in this case. Figure 6 (a) illustrates this case.
Case 2:2 y max 0 = y o 0 and y max 00 = y o 00 : The contour will intersect l 0 before it intersects l 00 , and y s 0 < y o 00 will always be true in this case (refer to Figure 6 (b)). Step (b) Finding the intersected Q r -prims in the correct order: Analogous to steps (a)(i) and (a)(ii) above. Let the ordered set of intersected Q r -spokes be IS r , and of intersected Q rprims be IP r . Within each quad Q in M l M r , we have the the prims of IP l in order, followed by the prims of IP r .
Step (c) Finding the contour between Q l -diagram and the Q r -diagram: We use the two sorted sets IP l and IP r to construct the contour. The PRAM method of Goodrich et al. 9 ] does this in the following way: Let be the median prim in the sorted set IP l , and let s be its Q l -object. For every prim in IP r (whose Q r -object is s ), we compute b ; = B(s ; s ) \ \ . From Lemma 3.5, we know that if b ; is non-empty, then it is part of the contour. Also, all the 's such that b ; is non-empty form a continuous interval I of prims in IP r . Furthermore, all the prims of IP l that lie above (below) can interact only with the prims of IP r that lie above (below) I . In 9], the authors recurse on the half above and above I , and below and below I , in parallel.
We will give a brief description of a non-recursive solution of this nal step on the mesh.
Consider a prim from IP l . We wish to nd the interval I of prims from IP r that interact with . One way to do this is by identifying the topmost prim of the interval I ( oriented from bottom to top, intersects before it intersects ), then the binary search for t has to recurse on the top half of IP r . If < , then it recurses on the bottom half of IP r . Now, in order to nd t for every in IP l in parallel, we have to do a simultaneous search. The mesh implementation of such a step can be done by an application of Algorithm SimultSrch (Lemma 3.1), by using prims from IP l as the set of elements E, and the prims from IP r as the set of elements L in the algorithm. Similarly, b can be found by a similar application of Algorithm SimultSrch. Let us assume that every also knows the PE ids P t and P b of t and b , respectively. From this information, can nd the length jI j of the interval I . If we now make jI j copies of , each of those copies can read the prim from one of the PEs from P t to P b . We can thus determine the piece of the contour b ; . Making jI j copies of every in IP l can be done by a pre x scan on jI j, followed by a one-to-one routing, and nally by a selected broadcasting step. To determine each b ; that is part of the nal contour, each of the copies of reads the from one of the PEs from P t to P b . This can be done with one RAR step.
Since the lengths of the lists IP l and IP r are each O(k) for all the active quads Q of U, the above step can be done in O( p k) time on M l M r .
Motion Planning Using Voronoi Diagrams
In 21], O'D unlaing and Yap give a retraction method for planning the motion of an object (a disc) with two dofs, moving amongst polygonal obstacles 12 . They show that the disc can move between two points in the plane if and only if it can move between two corresponding points on the Voronoi diagram. As a result, they can use the Voronoi diagram of the line segments that make up the obstacles to plan the motion of the object. The center of the disc moves along the Voronoi edges. There are some edges along which the disc cannot move, because it does not have enough clearance from the closest obstacles at some point on that edge. Such edges are deleted from the Voronoi diagram. Then the nal step is to nd a path, if it exists, from the remaining diagram.
We give the mesh-optimal parallel implementation of this method of motion planning. Let us assume that the object A has to be moved from point a to b. First we construct the Voronoi diagram and this takes O( p n) time on a p n p n mesh, as we have just shown. The next step is to remove all the Voronoi edges that do not satisfy the minimum clearance requirement. In other words, we want to delete all Voronoi semi-edges v 0 = B(e 1 ; e 2 ) such that the minimum distance of the points on v 0 from e 1 and e 2 is less than some prespeci ed length r (the radius in the case of a moving disc). Clearly, assuming that we know r, this deletion can be done in constant time on the mesh, since each PE has a constant number of Voronoi edges. The remaining Voronoi edges de ne a graph which may be disconnected. Theorem 3.9 Given a polygonal set of obstacles of size n, and a disc B, the motion of B from one position to another can be planned in O( p n) time on a p n p n mesh.
The above motion planning technique is e cient and guaranteed to nd a path, if one exists. However, the length of the path may be arbitrarily longer than the shortest path (in terms of distance traversed) of motion for object B. In the next section, we will give a worst-case optimal 12 This particular retraction approach can actually be extended to the motion planning problem for any convex object with 2 dofs moving among convex polygonal obstacles 28]. mesh algorithm for a motion planning method originally suggested by Lozano-P erez and Wesley 17] that, given a convex object B and a set of convex polygonal obstacles, nds the shortest path for B from the start position to the nal position.
A Mesh Algorithm for Shortest Path Motion in the Plane
In 17], Lozano-P erez and Wesley give a motion planning technique for a convex object B (of constant size) with two dofs, moving between convex obstacles in the plane. Their method is an application of the projection method. Even though a precise combinatorial analysis of the method was not given in 17], it has been looked at extensively since then. We give a brief sketch of the sequential algorithm rst: Let the total size of the obstacle set be n. See Figure 7 for an example of an obstacle expanded by object B (p is the reference point on B). Let A be the union of all the expanded obstacles. Since B has 2 dofs, the con guration space of B is 2-dimensional. In fact, the complement of A in the plane is the set of free con gurations, FP, for B. Let E be the set of edges that form the boundary of A. The next step is to compute the visibility set is stored in a p n p n mesh. The edges of O 1 occupy PEs P 1 ; P 2 ; : : :; P n 1 , the edges of O 2 occupy PEs P n 1 +1 ; : : :; P n 1 +n 2 and so on. 13 Given a set S of line segments in the plane, computing visibility from a point p involves the identi cation of those vertices of S that can be seen from p (assuming the segments of S are opaque). The visibility graph of S is the undirected graph which has a node for every endpoint of the segments, and an edge between two nodes if and only if they are visible to each other. 28] . Let E be the set of boundary edges. Obviously, jEj is O(n) and, as we mentioned earlier, there are e cient sequential algorithms to compute it. We can nd E on the mesh by using a technique that is non-optimal but does not a ect the nal run-time of the motion planning algorithm (as will become clear in step (c)). Initially each obstacle edge is oriented so that the interior of the obstacle lies to its left. Divide the obstacle polygons into two sets S 1 and S 2 so that each set has roughly equal number of polygon edges. Recursively compute the union of each set of polygons. Let the union of the polygons in S 1 (S 2 ) be A 1 (A 2 ). Let the edges that make up the boundary of A 1 (A 2 ) be E 1 (E 2 ). Each edge of E 1 (E 2 ) is oriented so that A 1 (A 2 ) lies to its left.
In the merge step we want to nd the union A (with edge set E) of A 1 and A 2 . We have the useful property that any intersection between an edge of E 1 and an edge of E 2 must lie on the boundary of A 28]. Let M 1 (M 2 ) be the submesh of n=2 PEs in which E 1 (E 2 ) resides, and let M be the mesh with n PEs on which E will be computed. We nd E in the following manner:
1. Computing the number of intersections: We rst compute the number of intersection points that lie on each edge e i 2 E 1 , and store it in a variable k e i (initialized to 0). This can be done by a brute-force technique of pipelining all the edges of E 2 through all the rows of M 1 in the standard way: In phase 1, the rst row of M 2 is passed through the rst row of M 1 ; in phase 2, the rst row of M 2 is passed through the second row of M 1 and the second row of M 2 is passed through the rst row of M 1 , and so on. Thus there will be 2 p n=2 phases in all and each phase takes p n steps. At every step of the pipeline, if a PE P 0 (holding edge e i 2 E 1 ) from M 1 receives an edge e j of E 2 , it compares e i and e j to see if they intersect. If so, then P 0 increments k e i by one. Clearly this step can be done in O(n) time on a p n p n mesh. 2. Perform a similar step to compute the number of intersections k e j on each edge e j 2 E 2 by pipelining the edges of E 1 through all the rows of M 2 . 3. Eliminating edges that lie inside A: Now consider an edge e i 2 E 1 such that k e i = 0. e i will either remain intact (and hence belong to E) or it will have to be eliminated completely (because it lies in A 2 and hence in A). We want to identify all edges which are to be eliminated. This can be done as given: For each edge e i = ?! p i p j of E 1 such that k e i = 0, we nd p i a 2 E 2 and p i b 2 E 2 , the edges from E 2 lying immediately above and below p i , respectively. This is nothing but the MultiLocation problem of Lemma 3.2 with S as E 2 and P as the set of such p i . Hence this can be done in O( p n) on a p n p n mesh. Now if p i lies to the left of p i a and to the left of p i b , then clearly it must lie within A 2 and hence e i must lie within A 2 (as there are no intersections on e i ). Eliminate e i in this case and retain it otherwise. 4. Perform a similar step for each edge e j 2 E 2 with k e j = 0. 5. Finding and storing the intersections and the new edges: Every edge of E 1 that has intersection points on it de nes a new set of edges. These edges obviously belong to E, and we nd them in this step. For each edge e i 2 E 1 , make k e i copies of e i . All copies of e i will lie in consecutive PEs. This can be done by a pre x scan on k e i , followed by a routing and a selected broadcasting step. Note that since P e i 2E 1 k e i = n, all these copies will take up only constant memory per PE on M. Next, all the rows of M 2 are pipelined through M in the manner described in step 1. This will be done in 2 p n phases, with p n steps per phase, taking O(n) steps in all and the intersections are computed at each such step. The intersections on each e i 2 E 1 will be stored in a di erent PE since we have made enough copies of e i . We do this as follows: During the pipelining, an edge e j 2 E 2 may encounter an edge e i 2 E 1 in numerous steps since there may be multiple copies of e i ; all such steps will obviously be consecutive. In order to ensure that the intersection between e j and e i (if any) is stored at most once, we pipeline packets that consist of more than just e j . They consist of e j , a variable CurSeg which stores the segment of E 1 that e j is currently checking, and a ag int which is set to 1 if the intersection (if any) between CurSeg and e j has been stored in some PE and to 0 otherwise. Each PE of M also has a variable store that is set to 1 if an intersection is stored in that PE and to 0 otherwise. At every step of the pipeline, if a PE P 0 (holding edge e i 2 E 1 ) from M receives a packet with e j 2 E 2 , it compares e i and e j to see if they intersect. If they do, then (a) if CurSeg 6 = e i then (CurSeg e i and int 0). (b) if int = 0 and store = 0 then (store the intersection in P 0 , int 1 and store 1).
It is straightforward to nd the new edges of E that lie on e i for each e i 2 E 1 . For each e i , sort the intersection points that lie on e i (using the obvious ordering); the two endpoints of e i will be the smallest and largest elements in this sorted list. Now, two consecutive points in this sorted list de ne either a part of e i that lies on the boundary of A or a part of e i that lies inside A. By looking at the orientation of the edges of E 2 that caused the intersections, it is easy to determine which one of the two possibilities holds.
In the former case, the two consecutive intersection points de ne the two endpoints of an edge of E having the same orientation as e i . We nd all the new edges of E in this manner.
6. Perform a similar step to nd the new edges de ned by edges of E 2 that have intersection points on them.
The new set of edges found in steps (5) and (6), along with the edges of E 1 (E 2 ) that were retained in step (3) (step (4)) give us our new edge set E. There will be a constant number of edges of E per PE. Since the merge step takes O(n) time on a p n p n mesh, the total run-time of this step will be O(n). From now on, let us use n to be the number of edges in E.
(c) Finding the Visibility Graph: We now want to compute the visibility graph i.e. compute visibility from each of the endpoints of the edge set E. In 18] Lu shows that, given a set of n line segments, computing visibility from a point takes O( p n) time on a p n p n mesh. In order to compute the visibility graph, we have to make n copies of the edge set E on n sets of p n p n meshes so that we may compute visibility from each of the n endpoints. These copies can clearly be made in O(n) time on a mesh with n 2 processors and the visibility from each endpoint can be computed in O( p n) time on each of these submeshes. For each endpoint v i , the submesh that computes visibility from v i has the endpoints of E in sorted order (clockwise from the vertical, say) about v i . Each PE of this submesh indicates whether or not the endpoint in that PE is visible from v i . An important detail: We have to eliminate those edges of the visibility graph that lie within A, which can be done as follows. Endpoint v i is common to two edges: let these be e 1 solving the all-pairs shortest path problem for the visibility graph, using the euclidean length of the edges as the corresponding edge weights 15 . In order to do this, we want to convert the information about the visibility graph into the form of an adjacency matrix on the mesh with n 2 PEs. This can be done easily with a sorting step: Consider the p n p n submesh that computed visibility from a particular endpoint v i . The PEs in this submesh have the endpoints in sorted order about v i . Consider the PE P 0 that holds vertex v j . If v i can see v j , then P 0 will send a 1 to row i and column j of the adjacency matrix. If not, then P 0 does nothing. A similar step is carried out for the submeshes that computed visibility from a and from b. This is a one-to-one routing step and can be accomplished through sorting, which takes O(n) time. The all-pairs shortest path problem can be solved by a method that is very similar to the method used to nd the transitive closure of a matrix. It can be computed in O(n) time by using a standard pipelining technique on an n n mesh 16].
It follows therefore that planning the motion of a convex object with two dofs moving among convex obstacles of total size n can be done in O(n) time on a n n mesh. Even though this mesh algorithm is not very work-e cient when compared to the O(n 2 ) sequential algorithm, note that this is the best we can do since we will need n 2 PEs to represent the adjacency matrix.
Conclusions
We have given e cient parallel algorithms for some important geometric problems on the meshconnected-computer. As a consequence, we obtained e cient parallel motion planning algorithms for some fundamental special cases. Speed of execution is a very important consideration for motion planning problems. The development of parallel algorithms for the interesting and complex geometric problems that are of relevance can lead to signi cantly faster solutions. Moreover, di erent parallel techniques for such problems could lead to new insights into planning motion. For example, there are no known optimal PRAM algorithms for the construction of the Voronoi diagram of line segments. Numerous problems in computational geometry that have no known optimal deterministic algorithms have yielded to techniques such as randomization. Randomization has proved to be very useful for designing optimal parallel algorithms for such problems. In particular, it is possible that randomization could lead to a better parallel algorithm for the construction of the Voronoi diagram of line segments. In addition, it would also be interesting to see if randomization can be a useful strategy for designing faster solutions to various special cases of motion planning.
