The vector t 1 m  of N age-specific mortality rates in year t+1 is modeled to be dependent on the vector t m in the present year t and l-1 other vectors before year t via a conditional distribution which is derived from an N(l+1)-dimensional power-normal distribution. The marginal distribution of the mortality rate at age x is computed from the conditional distribution. The prediction interval with end points given by the 100(α/2) and 100(1-α/2) percentage points of the marginal distribution is used to predict the mortality rate at age x in year t+1. The similar idea is used to find a prediction interval for the mortality rate at age x in year t+d where d >1. The United States mortality data from 1933 to 2000 are used to estimate the N(l+1)-dimensional power-normal distribution. The prediction intervals based on the distributions when N=19, l=1 and 2 are found to have good ability of covering the observed future mortality rates in the years from 2001 to 2010. The length of the prediction interval may be shortened by choosing small values of N and using more recent historical data.
Introduction
Mortality improvements are a positive change for human beings. However increasing life expectancy of pensioners and policy holders poses a potential risk to many pension funds and insurance companies. In order to protect the company from longevity risk, actuaries have to obtain a reliable forecast of the future trends of mortality. Several methods have been proposed for modeling and forecasting mortality. One important method is given by the Lee-Carter model (Lee and Carter, 1992) , and a variety of extensions of the Lee-Carter model (for example, Lee Confidence interval for the theoretical mean of mortality rate, and prediction interval for the future observed mortality rate may be obtained from the Lee and Carter model and its extensions by using an approach based on normality assumption, or via the bootstrap procedure, taking into account the two sources of randomness found respectively in the time series model for the mortality index and the model for the logarithm of the mortality rate.
In this paper, we fit the data for the vector t m of N age-specific mortality rates in year t by a multivariate time series model and obtain a prediction interval for the mortality rate at age x d ( 1  d ) years after the present year. When the United States mortality data are used, the resulting prediction intervals for 1 10 d   are found to have good ability of covering the observed future mortality rates, and it is possible to obtain shorter prediction intervals by using small values of N and more recent historical data.
The layout of the paper is as follows. In Section 2, we outline the multivariate time series model given in Pooi (2012) . The method for forming a prediction interval for the future observed mortality rate is also described in Section 2. In Section 3, the method in Section 2 is applied to the United States mortality data. Section 4 concludes the paper.
Let y be a vector consisting of k correlated random variables. The vector y is said to have a k-dimensional power-normal distribution with parameters , μ H, 
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Prediction of U.S. Mortality Rates
In this section, we examine the performance of the prediction intervals in Section 2 using the U.S. mortality data. For a given year(say year t), the agespecific mortality rates for a subset of percentage points of the marginal distribution is used to predict the mortality rate at age x in year t+1.
, a prediction interval for the mortality rate at age x in year t+d can similarly be obtained. We next form a lag-1 model for the vector of age-specific mortality rates for Groups 1 to 19 using the data from 1933 to 2004. Table 3 shows the lengths of the nominally 95% prediction intervals based on the lag-1 model for the mortality rates for the age groups 55-59 and 60-64 3,4 and 5 years after 2004. The table also presents the lengths of the confidence intervals based on normal approximation for age 60. The lengths of these confidence intervals are estimated from a graph given in Jarner and Dengsøe (2010).The table shows that the lengths of the prediction intervals based on the lag-1 model are comparable to those of the confidence intervals reported in Jarner and Dengsøe (2010). The effects of changing the components of the vector of age-specific mortality rates on the length of the prediction interval for the mortality rate of given age group shall next be investigated. The data from 1933 to 2000 are used to build a lag-0 model for vector of age -specific mortality rates for Groups ig to jg with ig and jg having an average value of 10. Table 4 displays the nominally 95% prediction intervals based on the constructed lag-0 model for the mortality rates of Group 10. This table shows that when d is large, the length of the prediction interval for the d years ahead Group 10 mortality rate is much shorter than that of the corresponding prediction interval, as given in Table 1 , which is based on the model for the vector of all the 19 age-specific mortality rates.
To investigate the effects of using more recent data to build the lag-0 model for the vector of age-specific mortality rates for Groups ig to jg we form Table 5 below in a way similar to that for forming Table 4 except that instead of using the data from 1933 to 2000, we use the those from 1957 to 2000. Table 5 shows that the length of the prediction interval for Group 10 mortality rate can be shortened further by using more recent data. 
Concluding Remarks
The paper presents a preliminary study of a multivariate time series model for mortality rate. The prediction interval based on the multivariate time series model appears to be fairly promising as it has good ability of covering the future observed mortality rate and its length when d is small is comparable to that of another interval reported in the literature. When d is large ,we show that the length of the prediction interval may be shortened by varying the components of the vector of age-specific mortality rates, and using more recent data.
