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Abstract
Background: Seepage in porous media is modeled as a Stokes flow in an open pore
system contained in a rigid, impermeable and spatially periodic matrix. By
homogenization, the problem is turned into a two-scale problem consisting of a Darcy
type problem on the macroscale and a Stokes flow on the subscale.
Methods: The pertinent equations are derived by minimization of a potential and in
order to satisfy the Variationally Consistent Macrohomogeneity Condition, Lagrange
multipliers are used to impose periodicity on the subscale RVE. Special attention is given
to the bounds produced by confining the solutions spaces of the subscale problem.
Results: In the numerical section, we choose to discretize the Lagrange multipliers as
global polynomials along the boundary of the computational domain and investigate
how the order of the polynomial influence the permeability of the RVE. Furthermore,
we investigate how the size of the RVE affect its permeability for two types of domains.
Conclusions: The permeability of the RVE depends highly on the discretization of the
Lagrange multipliers. However, the flow quickly converges towards strong periodicity
as the multipliers are refined.
Keywords: Multiscale modeling; Computational homogenization; Stokes flow;
Weak periodicity; Porous media
Background
We consider the classical problem of flow in porous media. On the macroscale, this
phenomenon is often modeled as seepage governed by Darcy’s law. Such seepage occur
in a vast amount of natural as well as engineered materials, and applications include
geomechanics, biomechanics and foam materials designed for energy absorption.
On the subscale, where the details of the pore system are resolved, Stokes’ flow is an
accurate description of the problem. In order to capture the effective properties of the
subscale, the Stokes flow is solved on a Representative Volume Element (RVE) which
should be large enough to represent the true subscale yet small enough to be as computa-
tionally efficient as possible [1]. In order to allow for the use of RVEs, the microstructure
of the pertinent material should be ergodic and statistically spatially homogeneous. For
further reading on the size of the RVE for homogenization of Stokes flow, we refer to [2].
Following the work by Sandström et al. [3,4], we consider a two-scale problemwhere the
subscale is represented as a Stokes flow on a strongly heterogeneous domain, consisting
of a fluid within an open pore system. By adopting the concept of Variationally Consistent
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Homogenization [5], a macroscale representation in the form of a Darcy flow is produced.
In the special case of linear flow, the homogenized tangent represents the permeability
tensor whereas in the non-linear case it serves as the consistent tangent in the macroscale
Newton iterations.
In mechanics, homogenization is used to capture microstructural effects in a material
subject to some load by deriving smooth effective properties on the structural scale. The
model defined by the RVE can be used as a constitutive relation in itself, in a concur-
rent manner, or as a tool for calibrating an existing macroscale model. Several types
of homogenization exists, such as asymptotic expansion which can be used to deter-
mine the macroscale properties in an analytical manner, see e.g [6-8]. In recent years,
computational homogenization, where a local boundary value problem is solved on an
RVE, has been subject to intense research, see e.g [9-12]. In the context of compu-
tational homogenization of porous materials, important areas of application are Resin
Transfer Molding (RTM) [13,14], oil geology [15], sintering [16] and transportation of
matter [17].
Assuming separation of scales, we may adopt homogenization to derive the problem on
two scales: the macroscale, representing the global structure, and the microscale, where
themicrostructure of thematerial is resolved. Classical homogenization concerns average
theorems for the macroscale (effective) fluxes and primal variables (including possible
gradients). Enforcing energy or work equivalence for the formulations on the different
scales defines the so-called macrohomogeneity condition, cf. [9].
For single field problems, such as e.g. elasticity or heat conduction, there are three
classical boundary conditions that satisfy macrohomogeneity: Dirichlet, Neumann and
Periodic. However, in the case of a Stokes flow, it is not obvious how to choose the
Dirichlet and Neumann conditions since there exists two primary fields of unknowns,
namely velocity and pressure. Suggestions on how to choose Dirichlet and Neumann
boundary conditions are given in [18]. It should also be mentioned that, in most cases,
the periodic boundary condition performs better than Dirichlet and Neumann bound-
ary conditions in terms of convergence with the size of the RVE [19]. In Sandström and
Larsson [3], it was shown that periodic boundary conditions on the subscale (fluctuating)
pressure and the (total) velocity defines a prolongation condition that satisfies the gen-
eralized macrohomogeneity presented in [5] thus ensuring no energy production on the
subscale.
In this paper, we consider homogenization of the saddle-point problem pertinent to the
fully resolved Stokes’ problem within an open pore system. In contrast to the derivation
by Sandström and Larsson [3], we thus carry out computational homogenization on per-
tinent potentials, rather than balance equations. We shall consider the particular choice
of periodic boundary conditions, whereby the end result will be identical to that in [3].
However, we present this alternative derivation with the motivation that the arising sub-
scale potentials will be utilized for computing upper and lower bounds on the effective
properties, cf. below.
The classical approach in Finite Element Analysis of RVEs is to enforce periodic bound-
ary conditions by treating two degrees of freedom on opposing sides of a domain as one
single degree of freedom. Although computationally effective, this approach calls for a
mesh which has identical discretization on either opposite side, which is a severe difficulty
in 3D in the case of unstructured meshes.
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The purpose of this work is to void the dependence onmesh periodicity for the periodic
boundary conditions and instead impose periodicity in a weak sense, cf. [20,21] where
the momentum equation has been solved on the subscale for an elasticity problem. We
note that in the former paper, the Lagrange multipliers are discretized with piecewise
polynomials and in the latter, the displacement is interpolated by polynomials. With a
minimization problem as point of departure, constraints pertinent to the boundary con-
dition are added and as a result, Stokes flow with additional terms containing Lagrange
multipliers is produced. The Lagrange multipliers can be identified as the required in-
flux and traction necessary to maintain periodicity in pressure and velocity. From the
minimization problem, bounds for the effective permeability are produced.
The remainder of this paper is organized as follows: In the Section “Methods”, the
two-scale formulation of the saddle-point problem pertinent to Stokes flow is derived
in detail. Two numerical examples are presented in Section “Results and discussion”.
The first example concerns an RVE in the form of a unit cell with a non-periodic mesh.
In the second example, we investigate how the size of the RVE affects the macroscale
permeability. Finally, the conclusions and an outlook to future work are presented in
Section “Conclusions”.
Methods
The single scale problem
Consider a fully resolved porous domain  = F ∪ S, such as the one depicted in
Figure 1(a). The domain consists of a topologically periodic substructure where F is the
part of  occupied by the fluid phase and S the part occupied by the solid phasea. The
Figure 1 Topologically periodic substructure. (a) Fully resolved domain. (b) Division of fully resolved
domain. (c) Homogenized macroscale domain. (d) Representative Volume Element.
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interface between the solid and fluid phases is denoted int and the part of  where fluid
can enter and exit the domain is denoted F = ∂F \ int =  ∩ ∂F. The fluid part
of the boundary F is further divided into FP where the pressure p is prescribed and FV
where the velocity v is prescribed.We hereby restrict ourselves to flows with low Reynolds
numbers and purely viscous, incompressible fluids, whereby the fluid velocity field v
can be found by minimizing the energy potential pertaining to a local viscous potential
(v ⊗ ∇), defined such that ∂(v⊗∇)
∂v⊗∇ = σ v where σ v is the deviatoric part of the Cauchy




(v ⊗ ∇) dV −
∫
FP
tˆ · v dS (1a)
subject to : ∇ · v = 0 on F (1b)
where tˆ = −pˆn is the prescribed pressure on the boundary FP ⊂ F and V is defined





(v ⊗ ∇) dV −
∫
F

























and p is a Lagrange multiplier resulting from the continuity condition. Note that due
to the fact that σ v is the deviatoric part of the Cauchy stress σ , p is interpreted as the
pressure.
We proceed by splitting the domain into a finite number of n domains ,i such that
 = ∪ni=1,i and such that each subdomain retains geometric periodicity (cf. Figure 1(a)
and the periodic cutout in Figure 1(d)). By the choice of function spaces V and P , all
functions (v, p) ∈ V ×P is continuous on the whole F. Rewriting Equation 2 as the sum


















In order to separate the macro and subscales features, we split the pressure term p into
a smooth part pM ∈ PM and a fluctuating part pS ∈ PS such that p = pM + pS and
P = PM ⊕ PS, PS being the hierachial complement to PM. Integration by parts on pM
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where n is the outward pointing normal. The boundary integral on the right hand side
in Equation 5 vanish on all internal boundaries as v and pM are continuous. Thus, after









(v ⊗ ∇)dV −
∫
F,i


















tˆ · vdS −
∫
F
n · vpMdS = −
∫
FP
[tˆ · v + n · vpM] dS − ∫
FV
n · vpMdS (7)
where it is noted that the last term contains the prescribed velocity, vˆn = v · n. Under










(v ⊗ ∇)dV −
∫
F,i












Up to this point, nothing has changed since the original problem except the formulation.
To proceed, we now assume separation of scales, i.e. that the subscale feature has a length
scale much smaller than that of the macroscale. Furthermore, we also make the assump-
tion that v and pS are periodic over, and continuous inside, each F, thus replacing the
condition on continuity over the boundaries F. As an intermediate step, we note that
by removing continuity over F, reaction forces arise, which eventually will contribute to
the subsequent macrohomogeneity condition. In [3] it is shown that periodic boundary
conditions satisfy the aforementioned condition. In order to impose periodicity (either in
weak or strong form), we start out by following along the lines of [3] and split the sub-
scale boundary  into two parts;  = + ∪ − where the +/− sign is the sign of the
normal to that part of the boundaryc. Furthermore, we introduce the jump operator
 f  = f (x) − f (x−(x)) (9)
where x is a point on + and x−(x) is the corresponding point on the opposite side of the
RVE. The conditions for periodicity are given as
 pS = 0 (10a)
v = 0 (10b)
tS+ + tS− = 0 (10c)
Sandström et al. AdvancedModeling and Simulation in Engineering Sciences 2014, 2:12 Page 6 of 24
http://www.amses-journal.com/content/2/1/12
where tS+ and tS− are the subscale tractions along the edges + and − respectively.
By imposing the periodicity constraints in a weak sense, i.e. introducing the Lagrange
multiplier β for the constraint v = 0 and γ for the constraint  pS = 0 and allow the




















∇pM · vdV −
∫
F+,i




















































The Lagrange multiplier β can be interpreted as the traction needed to maintain period-
icity on v and γ as the flux needed to maintain periodicity on pS. The infimum on γ is
further discussed in Remark 1. In order to allow for strong (essential) boundary condi-
tions on FP in the subsequent macroscale problem, the function space PM is confined,
replacing the former integral formulation of the condition.
Remark 1. In order to motivate the infimum on γ , consider the supremum of the term








pS (∇ · v) dV (13)






pS(∇ · v) (14a)
subject to :  pS = 0 on F,i (14b)
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We now introduce the total energy potential  which is split into n RVE potentials inti




















∇pM, v, pS,β , γ
)





Here, the RVE potential is given as
inti
(





(v ⊗ ∇)dV −
∫
F,i
pS(∇ · v) − ∇pM · vdV −
∫
F+,i
v · β +  pS · γdS
(17)







Furthermore, we note that by introducing separation of scales, i.e. for each coordinate
x¯ ∈  there exist one RVE, thus, the RVE mean potential functions can be written as
π
(




∇pM, v, pS,β , γ
)
(19)
where i is the number of the RVE occupyed by coordinate x¯. Here, we define the RVE
such that x¯ is the centroid of . By the assumption that the RVE is small compared to
the macroscale, we identify |  ,i | as a volume element on the macroscale and rewrite
the sum in Equation 16 as an integral. It should be noted that the term | ,i | in the
definition of the RVE mean potential is left unchanged during the transition from sum to
integral as we are interested in the mean potential in the vicinity of x¯. We give the RVE
mean potential π on explicit integral form as
π
(
∇pM, v, pS,β , γ
)
= 1|  |
(∫
F
(v ⊗ ∇) dV −
∫
F




∇pM · vdV −
∫
F+
v · β +  pSγdS
) (20)
We proceed by writing the total potential on compact form as

(







∇pM, v, pS,β , γ , x¯
)
dV − ext ( pM) (21)
Nested saddle-point formulation
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where we refer to Appendix “Commutativity of inf and sup” for a proof on the commuta-
tivity of the inf and sup operators. We now introduce the macroscale pressure p¯ and the
macroscale pressure gradient g¯ as
p¯ def= 〈p〉 g¯ def= ∇p¯ (23)
and assume 1st order homogenization, i.e. the macroscale pressure pM varies linearily
inside the RVE. Thus, we have









in terms of the







{g¯} d − ext ( p¯) (25)











g¯, v, pS,β , γ
)
(26)
Weak form of the macroscale problem
Although this paper mainly focuses on the subscale problem, we choose to present
the macroscale equation in order to achieve completeness. By taking the directional





∂ g¯ · δg¯dV −
∫
FV
vˆnδp¯dS = 0 (27)







vdV = φ 〈v〉 (28)
where φ is the porosity defined as | F | / |  | and 〈•〉 is the intrinsic averaging
operator. We now recognize the weak form of the macroscale problem as that of finding
all p¯ ∈ PM such that∫

w¯ · δg¯dV −
∫
FV
vˆnδp¯dS = 0 ∀δp¯ ∈ PM,0 (29)
where PM and PM,0 are the trial and test spaces respectively; now pertaining to the
macroscale pressure p¯.
The RVE problem
The local (subscale) problem for a given macroscale pressure gradient g¯ is produced by
seeking the stationary point for variations of subscale quantities in Equation 20. The
problem is stated as: Find
(v, pS,β , γ ) ∈ V × PS × B × G such that
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for all δv ∈ V, δpS ∈ PS, δβ ∈ B and δγ ∈ G, where
a (v; δv) = 1|  |
∫
F





= 1|  |
∫
F
[ δv · ∇] pSdV (31b)
c (δv,β) = 1|  |
∫
F
δv · βdS (31c)






δv, g¯) = 1|  |
∫
F
δvdV · g¯ (31e)
Homogenization of velocity and the macroscale tangent
From the definition of seepage in Equation 28, we produce the possibly non-linear relation
between the seepage and the macroscale pressure gradient by differentiation as
w¯ = w¯ {g¯} ⇒ dw¯ = dw¯dg¯ · dg¯ = −K¯
{g¯} · dg¯ (32)
Remark 2. Note that the minus sign on the positive definite permeability tensor K¯ in
Equation 32 is to ensure positive dissipation due to drag interaction between the solid and
fluid phases.
From Equation 30, we see that the unit sensitivity field is given as





















for all δv ∈ V, δpS ∈ PS, δβ ∈ B and δγ ∈ G where a′ is the directional derivative of





[ei · dg¯] (34)
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Using the definition of seepage in Equation 28 on the above equation, we produce the
relation between seepage and pressure gradient perturbations as

















· dg¯ = −K¯ · dg¯ (36)
whereby the macroscale tangent is identified.
Bounds on effective properties for strong periodicity
According to Equation 26, an upper bound is produced by confining the function
spaces V and G. Furthermore, by choosing the function space V in such a way



















































By combining Equations 37 and 38, we get
ψL
(g¯) ≤ ψ (g¯) ≤ ψU (g¯) (39)
We shall now consider the special case of linear flow, defined by (v ⊗ ∇) = μ2 [ v ⊗
∇]sym :[ v ⊗ ∇]sym. Assuming that v, pS, β and γ satisfies Equation 30 for some g¯, ψ( g¯)
is rendered stationary. Thus, the stationarity condition for Equation 30 is
a (v; δv) = −e
(
δv, g¯) ∀δv ∈ V (40)
In the case of a linear flow, choosing δv = v in the stationarity condition, Equation 40 is
given as∫
F
μ [v ⊗ ∇]sym : [ v ⊗ ∇]sym dV = −
∫
F
vdV · ∇p¯ (41)







2 [ v ⊗ ∇]
sym : [ v ⊗ ∇]sym dV
+ 1| F |
∫
F
g¯ · vdV = 12 w¯ · g¯ = −
1
2 g¯ · K¯ · g¯ (42)
Sandström et al. AdvancedModeling and Simulation in Engineering Sciences 2014, 2:12 Page 11 of 24
http://www.amses-journal.com/content/2/1/12
Thus, by bounding ψ, we have also bounded K¯ . More specifically, we may represent
Equation 39, in terms of the permeability tensor as
g¯ · K¯L · g¯ ≤ g¯ · K¯ · g¯ ≤ g¯ · K¯U · g¯ (43)
where
ψL
(g¯) = −12 g¯ · K¯U · g¯ (44a)
ψ
(g¯) = −12 g¯ · K¯ · g¯ (44b)
ψU
(g¯) = −12 g¯ · K¯L · g¯ (44c)
Discretization of solutions spaces on the RVE boundary
As to the specific choice of solution spaces for the Lagrange multipliers we note that
which is the most efficient depends on both the discretization and the geometry of the
subscale domain. One example of a feasible discretization of the Lagrange multipliers is
the one presented in [20] where the pertinent unknown functions are discretized on a
mesh consisting of the union of all nodes on opposite sides of the domain. Here, however,
we choose to discretize the Lagrange multipliers β and γ as global polynomials, i.e.
B =
{

















where np are the polynomial order in the respective approximation, s is a parameterized
coordinate along +, bi and gi are the respective coefficients and l is the side length of
the RVE.
For an upper bound of the energy, we choose V such that the velocity is always
periodic, removing the supremum on β .
V ′ =
{
v ∈ V : v =
Nv∑
i=1
aiφi on F, ai ∈ R, φi = 0
}
⊂ V (46)
where φi are basis functions for the Nv velocity degrees of freedom ai. It should be noted
that, if φi is represented in polynomial base, the constraint φi = 0 requires approxima-
tions of order higher than 1 in the case where obstacles cross the boundary of the RVE.
The reason for this is simply that the no slip condition on the obstacle surface implies zero
velocity on the RVE boundary if the velocity approximation is constant or linear. For the
same reason, the velocity approximation is applied patchwise between obstacles along the
boundary. In practice, we use global quadratic 1D element along the boundary as shown
in the example in Figure 2 and make all nodes along the boundary hang on the global ele-
ment. Furthermore, we connect all nodes located on a corner, i.e. N1 is a master andW1,
W6, S1, S2, E1 and E6 its slaves. Finally, we connect opposite sides, i.e W2 is a slave to E2,
S2 to N2 etc.
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Figure 2 Example of boundary elements approximating the velocity.




pS ∈ PS : pS = 0 on F
}
⊂ PS (47)
Thus, pS is trivially periodic.
Results and discussion
In this section we present two numerical examples. The ambition of the first example is to
investigates how the the order of a polynomial approximation of the Lagrange multiplier
affect the solution and what order is required to reach convergence in terms of seepage,
i.e. when the velocity field has converged to periodicity. This example is performed on a
unit cell containing one single, circular, obstacle. The result on a non-periodic mesh is
compared the results from the corresponding problemwith strong periodicity. Upper and
lower bounds for the permeability are also presented. In the second numerical example,
a quantitative convergence study is performed on the size effect on seepage of an RVE
containing a set of random obstacles or periodic unit cells for a give order.
In all examples, the Stokes flow is solved using the Finite Element Method on triangu-
lar Taylor-Hood elements (linear pressure, quadratic velocity). The used fluid model is
σ v = μlsym where the viscosity μ is chosen as unity and lsym is the symmetric velocity
gradient.
All numerical simulations are performed using the open source software OOFEM [22].
Influence of polynomial order on permeability
The analysis in this section aim at evaluating how the order of the Lagrange multiplier
approximation affect the periodicity of the solution and how the weak periodicity dif-
fer from strong periodicity. The simulations are performed on a unit cell containing a
circular obstacle with radius 0.25 which is located at (0.26, 0.5) in order to produce a non-
periodic mesh (see Figure 3(c)). As to the actual computation of the permeability K¯ , we
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Figure 3 Figures shows the unitcell (a) domain (b) periodic mesh and (c)mesh used during
computations.
use the method presented in [4]. In the following example, we compute the permeabil-
ity on a domain using two different discretizations where each discretization has a set of
subproblem as described below.
I Periodic mesh and strong periodicity
II Non-periodic mesh
(a) Upper bound (constant pressure, weakly periodic velocity)
(b) Weak periodicity (weakly periodic pressure and velocity)
(c) Lower bound (weakly periodic pressure, velocity is either constant or
quadratic along F)
Since we aim at replicating the behavior of strong periodicity, I is used as a reference
solution.
To compute the respective bounds of the permeability K¯ , we use the function spaces
suggested in Equations 46 and 47 and choose G and B as in Equation 45. Figure 4
shows the first and second eigenvalues KI and KII (KII ≤ KI ) of K¯ and their respective
upper and lower bounds for orders ranging from 0 to 15. As the lower bound pertinent to
the quadratic velocity profile gives significanly tighter bounds than the constant velocity
profile, the later is omitted in the remaining parts of this paper. Since a unit cell in a
periodic pattern is isotropic, KI and KII should tend to the same value as the solution
approaches periodicity [3], which is indeed the case as shown in Figure 4(c). Note that
none of the bounds reach isotropy, although the upper bound is significantly closer than
the lower bound. According to the results, an order 4 is sufficient.
We choose the discretization of the unknown functions as proposed in Section
“Discretization of solutions spaces on the RVE boundary” and note that in practice, the
load is applied piecewise and in this case we have two sets of polynomials for each
unknown function, one for the horizontal and one for the vertical part of the RVE
boundary.
In the case where polynomials are used for the discretization of the Lagrange multi-
pliers, the number of Gauss points, nG, needed to perform an exact integration of the
integrals d (•, •) and c (•, •) are computed as
nG = np + nf + 12 (48)
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Figure 4 The Figure shows (a) the first eigenvalue of the permeability tensorKI versus np (b)KII
versus np (c) KIKII versus np.
where nf is the order of the approximation of the pertinent field and np is the order of the
Lagrange multiplier approximation. For a Taylor-Hood element, nf = 1 for the pressure
and nf = 2 for the velocity.
As an indicator of how close to strong periodicity the fields are, we compute the L2





where • represents the jump of • on F. As can be seen in Figure 5, both velocities con-
verge quickly compared to the pressure pS. Indeed, since the pressure is discretized by
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Figure 5 The error e2 versus np.
piecewise linear polynomials, true periodicity can never be achieved on a non-periodic
mesh, less in the cases of linear or constant pressure along F+ and 
F−
 . The same hold
for a quadratic discretization but due to the larger number of degrees of freedom, a solu-
tion closer to periodicity is achieved. We would, however, like to point out that as the
main interest lies in computing the effective permeability and/or seepage, we consider
convergence in terms of the mean velocity.
Figure 6 shows the pressure pS along the vertical parts of the RVE along with the per-
tinent Lagrange multiplier for orders 0, 2, 4 and an overkill solution with polynomials of
order 15. The effect of linear elements can be seen in these graphs, as even in the overkill
solution, relatively large differences between the pressure functions on either side of the
RVE are present. However, the large values of the Lagrange multiplier in the corners
of the overkill solution suggests that the pressure field is close to periodicity in that
area.
Comparing the pressure curves in Figure 6 with the corresponding curves for the
velocity u in Figure 7 we again notice that the velocity is closer to periodicity at
order 4.
Figure 8 shows the velocity u along the vertical part of the boundary. Notice the even
functions in the Lagrange multipliers γ and β1 and the odd functions in β2 due to the
symmetric shape of the RVE.
Impact of RVE size on permeability
When imitating amaterial using homogenization on RVEs, twomain sources of errors are
introduced; boundary conditions and the statistical representation of the microstructure.
If the microstructure is truly periodic, the periodic type boundary condition introduces
no error, but this is often an approximation of the materials subscale geometry. How-
ever, as this paper aims at producing periodicity in a weak sense, we assume that the true
solution is indeed periodic. In this case, the error introduced by boundary conditions are
the order of the approximation of the Lagrange multipliers as a perfectly periodic solution
is not guaranteed. As to the error introduced in terms of statistical representation of the
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Figure 6 Pressure pS and flux γ along the vertical parts of F corresponding to Lagrange multipliers
of order (a) order 0 (b) order 2 (c) order 4 (d) order 15.
subscale, this can be overcome by either increasing the number of RVEs or increase the
size such that all geometrical effects are captured in one RVE. In fact, the relative error
introduced by the order of approximation can also be decreased by increasing the size of
the RVE.
In order to study the influence of RVE size on the effective permeability, we choose to
perform homogenization on two types of domain:
I  contains a perfectly aligned, circular obstacles where no obstacles cross the
boundary
(a) Weak periodicity on pressure and velocity. Order of approximation is 0.
II  contains pseudo-randomly placed, circular obstacles which can cross the
boundary
(a) Weak periodicity on pressure and velocity. Order of approximation is 0.
(b) Weak periodicity on pressure and velocity. Order of approximation is 4 and
the load is applied piecewise.
For type II domains, the RVE is generated according to Algorithm 1.
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Algorithm 1: Sketch of algorithm for inserting obstacles into 
1 Initialize i=1, j=1;
2 while i < L do
3 while j < L do
4 Compute (xi, yj) = f (i, j) ;
5 if Distance from circle at (xi, yj) and any existing circle <  then
6 Go to 4;
7 else
8 Insert circle in ;
9 if Circle at (xi, yj) intersect with  then







Figure 7 Velocity v and β1 along the vertical parts of F corresponding to Lagrange multipliers of
order (a) order 0 (b) order 2 (c) order 4 (d) order 15.
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Figure 8 Velocity v and β2 along the vertical parts of F corresponding to Lagrange multipliers of
order (a) order 0 (b) order 2 (c) order 4 (d) order 15.
where L is the integer length of one side of a rectangular RVE and  set to 1% of the















where  is a normally distributed random variable, μ is the mean and σ is the standard
deviation. Here, we chooseμ = 0 and σ = 0.2. Note that lines 9-11 in Algorithm 1 implies
geometric periodicity and constant porosity.
We use the function spaces suggested in Equations 46 and 47 when computing the
bounds of the permeability. In cases where obstacles cross the boundary, the load per-
tinent to the periodicity condition is applied piecewise, thus, the solution space of the
Lagrange multiplier approximation becomes larger.
It should be noted that the highest possible order of the polynomial approximation is
limited by the number of boundary elements subject to that constraint. In the case of
randomly placed obstacles, it is possible that one element only, separates two obstacles. If
that is the case, depending on the discretization of the pertinent function and Lagrange
polynomial, the subscale tangent becomes singular. In such cases, a simple rule is used; the
number of unknowns in the Lagrange multiplier cannot exceed the number of unknowns
belonging to the pertinent function, eg. if only one linear element is present, a linear
approximation is used. This is taken into account when producing the RVEs. However,
this situation rarely occurs.
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In order to produce a reliable estimate for the permeability of an RVE containing
pseudo-randomly placed obstacles, a sufficiently large number of RVEs is generated and
the permeability computed according to [4]. In the case of an RVE with one periodically
repeating unit cell, one realization of each size of the RVE suffices. Examples of meshed
RVEs with periodic unit cells and random obstacles are shown in Figure 9.
Figure 10 shows how the permeability changes as the size of the RVE increase for RVE
types I (a) and II (a) along with their respective bounds. From Figure 10(a) we can see that
the lower bound differs from the weak periodic solution while the upper bound coincides.
Comparing to the results in Section “Influence of polynomial order on permeability”, this
is true for 0th order approximation, but as the order increase, the permeability of the
weakly periodic solution decrease. We also emphasize that the error introduced by the
0th order approximation increase, the error in the homogenized result decrease as the
RVE grows, since the solution approach the strongly periodic solution. The differences
between the solutions are further illustrated in Figure 11 where a pressure gradient in the
x direction is imposed on an RVE containing 3 × 3 periodic unit cells. The image shows
the magnitude of the velocity field v. The solutions are similar inside the RVE but differs
on the boundaries.
Figure 10(b) shows how μ{KI} behaves as the size of the RVE increases. As in the pre-
vious case, the upper bound and the weakly periodic solution produce similar solutions
whereas the lower bound yields a significantly lower permeability. By increasing the size
of the RVEwhile keeping the order of the approximation fixed, the error introduced by the
approximation increase while the total error decrease. The bump at RVE sizes 2 and 3 are
due to two mechanisms; The permeability increase in the direction of the pressure gra-
dient, if the distance between the obstacle orthogonal to the pressure gradient, increase
(the volume fluid passing through per second increases quadratically with the distance)
and the permeability decrease as the distance parallel to the pressure gradient increase
(as this implies a longer distance). The first mechanism is dominant for small RVEs but as
the size increase, the two evens out.
In the final example, shown in Figure 12(a), the order of the approximating polynomial
has been increased to 4 and the load pertinent to the weak periodic boundary condition
is applied patchwise. In order to allow for proper comparison of the two last examples,
Figure 9 Example meshes for domains consisting of (a) periodic obstacles (b) pseudo-randomly
placed obstacles.
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Figure 10 The graphs show (a) the first eigenvalue of the permeability tensor for an RVE with
periodic unit cells and (b) the mean first eigenvalue of the permeability tensor for RVEs with random
obstacles and constant Lagrange multipliers.
Figure 11 Magnitude of velocity corresponding to (a) upper bound, (b)weak periodicity and
(c) lower bound for a pressure gradient g¯ = [1 0].
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Figure 12 Graphs showing (a) the mean first eigenvalue of the permeability tensor for RVEs with
random obstacles and 4th order, piecewise applied Lagrange multipliers and (b) the standard
deviation of KI .
the pseudo-random domains used in the last example are the same as in the previous. It is
apparent that the permeability is dependent on the order of the approximation, even for
large RVEs.
A comparison between Figures 13(a) and 14(a) illustrates the impact of additional terms
and piecewise application of the loads on the periodicity, especially on the north and
south edges of .
To conclude the numerical section, we note that the lower bound is closer to the
strongly periodic solution in all examples. Furthermore, we also note that by increas-
ing the resolution of the Lagrange multiplier approximations, the solution approaches
strong periodicity fast. The cost of the enriched approximations are the additional degrees
of freedom and a stiffness matrix with dense sub matrices pertinent to the boundary
integrals in Equation 33.
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Figure 13 Magnitude of velocity corresponding to a pressure gradient g¯ = [1 0] on RVEs with weak
periodicity of order 0 for sizes (a) 4 × 4 (b) 8 × 8 (c) 20 × 20.
Conclusions
In this paper, we produce a multiscale problem for a Stokes flow by minimization of
an energy potential. During the minimization process, a split in the pressure term is
introduced, after which the weak form of the problem is introduced by variations of
the pertinent quantities. The result is a Stokes flow subscale problem and a Darcy flow
macroscale problem.
In order to satisfy the macrohomogeneity condition on a non periodic mesh, weak
periodic boundary conditions are imposed using Lagrange multipliers. These are of
two types: unknown tractions maintain periodicity on the velocity and unknown fluxes
maintain periodicity on the pressure. Due to the saddlepoint-nature of the problem,
bounds on the macroscale permeability are produced by confining the pertinent function
spaces.
The numerical examples have shown the rapid convergence of periodicity using
polynomial approximation of relevant Lagrange multipliers. Furthermore, the expected
asymptotic convergence of macroscale permeability due to RVE size has been verified.
Concerning future developments, the primary goal is to be able to couple permeability
with deformation of the porous material. Since a 2D representation of an open pore sys-
tem is unable to carry static load when deformed, it is necessary to extend the study to a
more relistic 3D representation.
Figure 14 Magnitude of velocity corresponding to a pressure gradient∇pM = [1 0] on RVEs with
weak periodicity of order 0 for sizes (a) 4 × 4 (b) 8 × 8 (c) 20 × 20.
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Endnotes
aAs this work only concerns the fluid phase, the solid phase is considered rigid and is
modeled as impermeable obstacles in the  domain.
bIn the case of linear flow, (v ⊗ ∇) = μ2 [v ⊗ ∇]sym : [v ⊗ ∇]sym.
cIt is assumed that all RVEs have parallel edges/surfaces.
Appendix
Commutativity of inf and sup
For the subsequent proof, we define the potential
ˆ







v, pM, pS,β , γ
)
= (v) − b (v, pM) (51)









(v, pM) ≤ infv suppM ˆ
(v, pM) (52)
which for a saddle point implies equality. What remains to be shown is the validity of the
right hand side of the equation, i.e that the term (pM) is concave in pM for all v. For
future use, we note that a variation in v yields, by stationarity
′(v; δv) − b (δv, pM) = 0 (53)
and a subsequent perturbation in v
′′(v; δv, dv) − b (δv, dpM) = 0 (54)





) = ′(v; dv) − b (dv, pM)− b (v, dpM) = −b (v, dpM) (55)




) = −b (dv, dpM) = −′′ (v; dv, dv) < 0 (56)






‖ w ‖ · ‖ q ‖ ≥ γb > 0 (57)
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