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RESUM 
DESENVOLUPAMENT I ANÀLISI DE MÈTODES MATEMÀTICS PER AVALUAR ELS 
EFECTES DE TRACTAMENTS SUBLETALS DE MOLT ALTES PRESSIONS EN CULTIUS DE 
Listeria monocytogenes. 
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Cada any hi ha milions de casos de malalties causades per microorganismes patògens 
presents en els aliments. Per això, la innocuïtat alimentària és un dels grans reptes 
tecnològics en el sector agroalimentari. La Listeria monocytogenes és un dels patògens 
alimentaris més importants, d’una banda per l’elevada mortalitat que provoca i d’altra 
banda per la seva alta resistència front als mètodes convencionals de conservació.  
El tractament amb molt altes pressions hidrostàtiques (HHP) és un mètode eficient i 
amb bones perspectives d’implantació en les indústries agroalimentàries. En aquest 
treball s’han analitzat, mitjançant mètodes matemàtics, els efectes de HHP amb 
tractaments subletals en cultius de diferents soques de Listeria monocytogenes. Les 
dades experimentals utilitzades han estat obtingudes majoritàriament amb Bioscreen. 
El treball experimental ha estat realitzat a les instal·lacions de l’IRTA a Monells.  
En particular, s’ha desenvolupat una metodologia innovadora de calibració de les 
dades obtingudes mitjançant absorbància (densitat òptica) amb les dades obtingudes 
en creixements sobre plaques (CFU). S’ha estudiat la bondat de tres mètodes d’anàlisi 
per avaluar els efectes subletals de les molt altes pressions: (1) utilització directa de les 
dades de densitat òptica, (2) mètode de la dilució-2 (2-fold dilution method) i (3) CFU 
obtingudes per calibració amb la densitat òptica. Finalment, s’han constatat les 
avantatges i inconvenients de cada una de les metodologies d’anàlisi. El treball 
demostra l’interès de seguir treballant en la millora del mètode basat en la calibració 
de les dades obtingudes mitjançant densitat òptica. 
 
Paraules claus: Listeria monocytogenes, molt altes pressions hidrostàtiques (HHP), 
densitat òptica, CFU, Bioscreen 
  
RESUMEN 
DESARROLLO Y ANÁLISIS DE MÉTODOS MATEMÁTICOS PARA AVALUAR LOS EFECTOS 
DE TRATAMIENTOS SUBLETALES DE MUY ALTAS PRESIONES EN CULTIVOS DE Listeria 
monocytogenes. 
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Cada año hay millones de casos de enfermedades causadas por microorganismos 
patógenos presentes en los alimentos. Por eso, la innocuidad alimentaria es uno de los 
grandes retos tecnológicos en el sector agroalimentario. La Listeria monocytogenes es 
uno de los patógenos alimentarios más importantes, por la elevada mortalidad que 
provoca y también por su alta resistencia enfrente a los métodos convencionales de 
conservación.  
El tratamiento de muy altas presiones hidrostáticas (HHP) es un método eficiente, y 
con buenas perspectivas de implantación en las industrias agroalimentarias. En este 
trabajo se han analizado mediante métodos matemáticos los efectos de HHP con 
tratamientos subletales en cultivos de diferentes cepas de Listeria monocytogenes. Los 
datos experimentales utilizados han sido obtenidos mayoritariamente con Bioscreen. 
El trabajo experimental se ha realizado en las instalaciones del IRTA en Monells.  
En particular, se ha desarrollado una metodología innovadora de calibración de los 
datos obtenidos mediante absorbancia (densidad óptica) con los datos obtenidos en 
crecimientos sobre placas (CFU). Se ha estudiado la bondad de tres métodos de 
análisis para evaluar los efectos subletales de las muy altas presiones: (1) utilización 
directa de los datos de densidad óptica, (2) método de la dilución-2 (2-fold dilution 
method) y (3) CFU obtenidas por calibración con densidad óptica. Finalmente, se han 
constatado las ventajas e inconvenientes de cada una de las metodologías de análisis. 
El trabajo demuestra el interés de seguir trabajando en la mejora del método basado 
en la calibración de los datos obtenidos mediante densidad óptica.  
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Every year there are millions of cases of diseases caused by food pathogens. Therefore, 
food safety is one of the most important challenges in the food industry. One of the 
most important pathogens is Listeria monocytogenes, due to the high mortality and its 
high resistance against conventional methods of conservation.  
High hydrostatic pressure (HHP) treatment is an efficient method with good prospects 
of implementation in the food industry. In this project, the effects of HHP sublethal 
treatment on cultures of different strains of Listeria monocytogenes were analysed 
through mathematical methods. The experimental data used in this project were 
obtained mainly by Bioscreen. The experimental work was performed in the 
installations of IRTA, at Monells.  
Particularly, an innovative methodology was developed, which consists of the 
calibration of data obtained through absorbance (optical density) with data obtained 
from plate cultures (CFU). In order to study the effect of an HHP treatment, the 
goodness of the three analysis methods were evaluated: (1) using direct data of optical 
density, (2) 2-fold dilution method and (3) CFU obtained from calibration with optical 
density. The advantages and drawbacks of each method were analyzed. This study 
shows the interest to keep working on the improvement of the method based on the 
calibration of data obtained from optical density. 
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实验是使用 IRTA 的高压设施完成的。 
本文的创新点在于通过校准吸光度 (光密度)获得平板培养数据 (菌落形成单位)。
为了研究高压处理的效果，对以下 3 种分析方法进行了优良评估: (1) 直接使用光
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Food safety is an important problem in all countries, since every year there are millions 
of cases of food-borne diseases related to contaminated food pathogens. In recent 
years, there has been an increase in these diseases. Food may lose its quality due to 
changes resulting from physical, chemical or microbiological reactions. The 
preservation of food is the struggle against microorganisms and against those 
elements that damage food or make it unsafe. In fact, microorganisms and enzymes 
are the main agents responsible of this deterioration. Some of the most important 
microorganisms that cause food-related diseases are Campylobacter jejuni, Clostridium 
perfringens, Escherichia coli O157:H7, Listeria monocytogenes, Salmonella, 
Staphylococcus aureus and Toxoplasma gondii (Morata, 2010). A total removal of these 
pathogens from all stages of the food chain seems to be unrealistic because they are 
widely spread around the environment, as well as in animals and humans. Besides, the 
changes in lifestyle increase the risk of microbial contamination during everyday life. 
New ways of cooking, e.g. cooking with very short time, as well as the tendency of raw 
and frozen foods contribute to increase the food risk. There are also a population 
groups which are more susceptible to developing food-borne diseases, such as elderly 
and immunocompromised patients. Therefore, in order to reduce food-borne risk, 
maximum microbiological food quality and safety for human consumption must be 
ensured (Marcos, 2007). 
1.1. Listeria monocytogenes 
Listeria is a Gram-positive, facultative anaerobic, psychrotrophic, catalase positive rod 
shaped bacterium. Listeria can grow in broad pH (4.3-9.8) and temperature (0.5-45 °C) 
ranges. A further special feature is the osmotolerant characteristic of Listeria, being 
able to survive in the presence of high salt concentrations (up to 20% w/v) and low 
water activity (aw  under 0.91) (Lado and Yousef, 2007) (Warriner and Namvar, 2009).  
Six Listeria species have been identified. Among them, L. monocytogenes (Figure 1.1) is 
the main cause of infection in humans, called listeriosis. Not all strains of L. 
monocytogenes are pathogenic, only the haemolytic ones. Among the 13 serotypes 
identified, 1/2a, 1/2b and 4b are the most important in epidemiology (Marcos, 2007).  
The distribution of L. monocytogenes is ubiquitous, as it can be found in soil, water, 
vegetable, feed and water plants. L. monocytogenes is also part of the intestinal 
microbiota of 1-10% of the population (Marcos, 2007). 
According to the European Food Safety Authority (EFSA and ECDC, 2011), in 2009, a 
total of 5550 food-borne outbreaks were reported in the European Union, causing 
48964 human cases, 4356 hospitalisations and 46 deaths. Campylobacteriosis was the 
most commonly reported zoonosis with 198252 human cases. 108614 salmonellosis 
cases in humans were reported. The number of listeriosis cases in humans increased 




by 19.1 % compared to 2008, with 1645 cases in 2009. If we compare this ratio with 
other pathogens, such as Campylobacter and Salmonella, the number of reported 
cases of listeriosis is very low. Nevertheless, a high case fatality ratio of 16.6 % was 
reported among these cases. Based on the reported fatality rates and the total 
numbers of reported confirmed cases, it is estimated that in 2009 there were 
approximately 270 human deaths due to listeriosis in the European Union. This high 
mortality associated with outbreak makes L. monocytogenes one of the most 
significant pathogens encountered in foods. 
 
Figure 1.1  Listeria monocytogenes bacteria. Listeria monocytogenes on a stainless steel 
surface. (Source: Visualphotos, 2012) 
1.2. Transmission vehicle 
L. monocytogenes can be found in a wide variety of foods, both raw and processed, 
where it can survive and multiply rapidly during storage.  
From revision of the outbreaks of listeriosis, it is seen that the common foods 
implicated are ready-to-eat (RTE) foods, especially with meat origin, fishery products 
and soft and semi-soft cheese, as it is shown in Figure 1.2. According to this figure, at 
processing and retail stages different RTE foods had different percentage of non-
compliance depending on year. In 2006, at the processing stage, RTE with fishery origin 
was emphasized as the one with highest percentage of non-compliance. The same 
event was observed at the retail stage. In 2009, RTE products of meat origin had the 
highest percentage of non-compliance at processing, but the highest percentage at 
retail was RTE products of soft and semi-soft cheese. This is partially due to the 




intrinsic properties of the food (high protein, moderate water activity, low background 
microflora) and the environmental factor which L. monocytogenes becomes 
established (Warriner and Namvar, 2009). 
 
Figure 1.2  Proportion of analyzed single samples at processing and retail 
(include data with unspecified sampling stage) in non-compliance with EU  
L. monocytogenes criteria, 2006-2009 (EFSA and ECDC, 2011). 
Considering the lifestyle of people in this society, in recent years there has been a 
preference to RTE food, since they do not require cooking, and especially to RTE meat 
products. According to the Reglamento (CE) nº 2073/2005, RTE food means food 
intended by the producer or manufacturer for direct human consumption without 




cooking or other effective processing to eliminate or reduce dangerous 
microorganisms up to an acceptable level. Different types of RTE meat products can be 
found, for instance, ham, raw-cured sausages (e.g. fuet, sausage,) and heat-treated 
products (e.g. cooked ham, Frankfurt sausage). 
In raw-cured sausages, although the production process is in place, growth and 
survival of L. monocytogenes have been described. Obstacles present in the products 
are generally not sufficient to prevent the growth of L. monocytogenes. In heat-treated 
products, the reason of the survival of microorganisms to heat treatment may be due 
to improper application of temperature-time relationship. It is also due to the cross 
contamination during handing after heat treatment, in this case, by L. monocytogenes. 
Their ability to grow at low temperatures permits their multiplication in refrigerated 
foods (Marcos, 2007). 
1.3. Conservation techniques 
Most conservation procedures pursue the inhibition of agents or processes that cause 
the deterioration of food. Classical conservation techniques can be classified into 
different groups: 
 Inhibition by high temperature: in this treatment, inhibition is achieved by 
applying a high temperature in a given time with the purpose that 
microorganisms and enzymes stop their activity. While it ensures the food 
safety, there are often undesirable organoleptic changes and nutrient losses.  
 Inhibition by low temperature (freezing): in this treatment, food is frozen to 
immobilize the available water and also to cause damage on microorganisms by 
the formation of ice crystals. This technology keeps the organoleptic and 
nutritional properties of food, but it requires a continuous cold chain. 
 Reducing water activity (aw): this treatment consists of reducing water activity 
by dehydration, so that microorganisms and enzymes have no water available 
to react with food. This type of food is very easy to store, but a high amount of 
energy is required to reduce the water content in food. 
 Inhibition by a pH change: a pH change in food causes the precipitation of 
various functional proteins of microorganisms. As a result, food will be sterile, 
but there is a high organoleptic change by acids.  
None of these techniques is capable of ensuring the complete safety of food, since 
variations in the conditions of preservation may involve the development of pathogens 
and spoilage. In the last two decades, consumers have demanded for high quality food, 
microbiologically safe and stable. This has attracted increasing interest in the 
techniques of non-thermal preservation, capable of inactivating microorganisms and 
enzymes. 
 




1.3.1. High hydrostatic pressure treatment 
 
The high hydrostatic pressure (HHP) treatment of foods is one of the above-mentioned 
new technologies, which is capable of inactivating microorganisms. It is also known as 
pressurisation. This is an excellent technique to sterilize food and food ingredients, and 
it is already possible to find pressurised products in the food market, such as fruit 
preparations, fruit juices, rice, cakes and raw squid in Japan; pressure-treated fruit 
juices are available in France; pressure-treated guacamole had launched on the US 
market and in Spain, HHP treated sliced ham was sold by Espuña (Smelt 1998; Trujillo 
et al., 2002). HHP treatment of food refers to the pasteurization of packaged food in 
bulk by submitting it to a pressure higher than 100 MPa in an intense pressure 
chamber for a certain time. Typically, the pressure transmission medium used is water 
or mineral oil (Figure 1.3). 
 
Figure 1.3  High pressure processing equipment: basic components (source: Yousef and 
Courtney, 2003). 
A HHP treatment cycle consists of a come up phase, a holding phase and a release 
phase (tcu, th and tr in Figure 1.4). Normally, HHP equipment contains three or more 
pumps. During the come up phase, all these pumps start working to increase 
hydrostatic pressure and, depending on the installation, a piston pumps water or oil 
(pressure reached by oil will be higher than by water). In very thin tubes, a high 
pressure is reached. There is a check valve to make sure that transmission liquid will be 
continuously pumped to increase the pressure. Normally, this process generates the 
pressure previously defined in a few seconds. It should be noted that this phase has to 
be as quickly as possible to be more effective. At the holding phase, only a pump keeps 
working to maintain the holding pressure generated (Ph in Figure 1.4). During release 
phase, the pressure comes down to the atmospheric pressure. With release phase, 




HHP treatment finalizes. To summarize, an HHP cycle is defined by the parameters Ph, 
tcu, th and tr. Two HHP treatments with the same holding pressure but with different 
duration of the phases will provide different results in a sample. In addition, other 
parameters like temperature may affect the HHP cycle effects. 
 
Figure 1.4  Outline of a HHP treatment cycle, showing the pressure applied to the sample (P) 
over the time (t). Three phases are distinguished: come up phase (tcu) – where pressure 
increases up to the maximum value, holding phase (th) – where a maximum constant holding 
pressure is achieved (Ph), and release phase (tr) – where pressure returns to atmospheric 
values. 
To inactive different types of microorganisms the pressure applied must be different. 
For Gram-positive bacteria with resistance form on 25 °C of temperature, a pressure of 
500-600 MPa and 10 minutes of holding time must be applied; and for Gram-negative 
bacteria, a pressure of 300-400 MPa during 10 minutes is enough (Morata, 2010). 
HHP treatment offers several advantages over other available techniques: 
 The pressure is transmitted uniformly and instantaneously to all parts of the 
food sample. Unlike what occurs with thermal processes, HHP treatment is 
independent of the volume and shape of the sample, thus reducing the time 
required to process large amounts of food. 
 HHP does not deteriorate heat-labile nutrients such as vitamins of food it does 
not alter other components of low molecular weight, those responsible for the 
flavour and aroma and it does not alter the organoleptic properties and colour 
of food, because it does not favour Maillard reaction nor enzymatic browning. 
 HHP does not require incorporation of food additives. 
 HHP has little energetic expenditure: the energy required for warming 1 litre of 
water to only 30°C (which is far below the temperature required for high 
temperature pasteurization) is the same required for pressurizing the same 
sample at 400 MPa. 




As for the disadvantages, we can mention the following: 
 The high cost of acquiring the equipment. This inconvenient is becoming less 
important as ever-cheaper equipment is being developed. 
 With the current HHP equipment, a continuous process can not be designed, 
although there is some operating in discontinuous line. 
 It is impossible to apply HHP in some foods because they lose their original 
shape and appearance (Téllez Luis, 2001). 
1.3.2. Effects of HHP treatment on microorganisms 
The inactivation of microorganisms is reached when they are submitted to factors that 
substantially alter their cellular structures or physiological functions. As structural 
damage, it is considered the break of DNA chains, the cell membrane rupture and a 
mechanical damage of the cell wall. The physiological functions are altered when 
enzymes responsible for metabolism are inactivated or denatured, or when the 
selectivity of the membrane is altered. 
The application of a pressure in the range of 20-180 MPa slows down microbial 
growth, which coincides with the inhibition of protein synthesis. Pressures above 180 
MPa mean loss of cell viability and from this value the rate of inactivation is 
exponentially proportional to the increase of the pressure (Lado and Yousef, 2002). 
The treatment is lethal at high pressures by the rupture of the membrane and 
irreversible protein denaturalization. This occurs with pressures above 300 MPa 
(Figure 1.5) (Morata, 2010).  
 
Figure 1.5  Effects of different pressure levels on structural and 
functional changes in microorganisms (Source: Morata, 2010). 




Effects on microorganisms are different depending on the type of microorganisms. In 
general heat-resistant microorganisms are also more resistant to pressure, but there 
are numerous exceptions. Smelt (1998) indicated that the Gram-positive bacteria are 
more resistant to heat and pressure than Gram-negative bacteria. Listeria and 
Staphylococcus aureus are more resistant than the other organisms mentioned, which 
are Gram-negatives. The positive bacterium have teicoics acid on their cell walls and 
they are thicker than Gram-negative bacterium; small size and round shape bacteria 
are more resistant to high pressure treatments. Furthermore, depending on conditions 
of treatment applied (pressure applied and duration of the HHP cycle), food 
composition and properties, and physiological state of microorganisms, the effects of 
treatment also vary. 
1.4. Predictive microbiology 
A bacterial growth curve in batch culture is usually represented on a semilogarithmic 
plot, in order to identify the exponential growth. Depending on the bacterial 
characteristics and the growth conditions, different phases may be observed, as is 
shown in Figure 1.6. 
 
Figure 1.6  Bacterial growth curve in batch culture with different phases. A: Lag phase. B: 
acceleration phase. C: exponential phase. D: retardation phase. E: stationary phase. F: death 
phase (Source: McKellar and Lu, 2003). 
Lag phase (A): when an inoculum is taken from a previous culture and added into a 
fresh medium, it may undergo a delay before it starts growing, which is known as the 
lag phase. During this stage of growth the cells carry out an adaption, depending on 
the history and state of the inoculums, as well as the conditions of the current 




environmental in relation to the previous one. This adaption may take a certain time 
interval known as latency time, which we called λ.  
Acceleration phase (B): when the medium conditions are proper, the cells begin to 
multiply, increasing their growth rate. 
Exponential phase (C): is the phase where culture grows at its maximum rate. Thus, the 
curve shows the maximum slope (in semilogarithmic plot), which is known as the 
maximum specific growth rate of the organism in that particular environment, namely 
μmax. While the environmental conditions do not change, this slope characterizes the 
main part of the exponential phase.  
Retardation phase (D): beginning of stationary phase, which the growth rate is 
decreasing. 
Stationary phase (E): this phase is characterized by the interruption of the divisions 
due to a lack of nutrient sources or an increase in inhibitory substances. During this 
phase, the bacteria try to adapt to the medium to survive and they may even grow, but 
do not divide. 
Death phase (F): if the environmental conditions are too hard for the bacteria to adapt, 
or if these conditions persist over time, the culture can enter the death phase, in which 
a decrease in the viable calls is observed, as consequence, a negative growth rate. 
We have seen that bacteria are an essential part of the earth’s life. They are 
protagonists of food microbiology, which deals with food quality assurance, predictive 
modelling and risk analysis. Predictive modelling in food microbiology is an essential 
discipline to provide a suitable complement to experimental assays because: 
- microbiological analysis techniques are often costly;  
- food is a very complete medium and the bacterial concentration is low, 
microbiological analysis are sometimes technically difficult.  
According to Prats (2008), predictive microbiology is an approach that gives support to 
the management of safety and the quality of food, because it describes the behaviour 
of microorganisms and it predicts their response to different environmental 
conditions. It links microbiology with mathematics and statistics, and its interest and 
use in the field of food is growing.  
Primary models are designed to describe the bacterial growth curve, defining with 
precision the different phases of the curve, which we have been mentioned before. 
Secondary models deal with the effects of environmental conditions on the values of 
the parameters of a primary model. They establish the dependence of growth rate and 
lag parameter on different variables such as the temperature or the pH, among others. 




Tertiary models: set of primary and secondary models in a user friendly interface, in 
order to be easy to handle.   
1.5. Objectives and outline of this project 
This work was initiated during a research stay in the context of Degree of food 
engineering. This research stage was hold by IRTA, a research institute owned by the 
Government of Catalonia linked to the Department of Agriculture, Food and Rural 
Action. It is regulated by Law 04/2009, approved by the Catalan Parliament on 15 April 
2009, which places its activities under the scope of private regulation (IRTA, 2011). 
The center of Food Technology Assessment and Control of pigs is located at Monells 
(Baix Empordà). It consists of two buildings. One of them comprises two laboratories: 
the microbiological laboratory and physicochemical laboratory. The other building is 
CENTA (Center of New Technologies and Food Processes), where the high hydrostatic 
pressure equipment is placed. The microbiology unit of IRTA (Institute for Research 
and Technology of Foods) works in predictive microbiology from both an experimental 
and a theoretical approach. The experimental work of this project was carried out in 
this centre under the supervision of Dr. Sara Bover and during the practice stage that 
lasted from 17/01/2011 to 28/02/2011, covering a total of 150 hours. The theoretical 
approach was discussed with the microbiology unit researchers on different working 
meetings, once the practice stage had finished. 
The theoretical approach described in this project was mostly carried out in the 
context of a collaborative grant with the research group MOSIMBIO (Discrete 
Modelling and Simulation of Biological Systems), under the supervision of Dr. daniel 
López and Dr. Clara Prats. MOSIMBIO is a research group from the Universitat 
Politècnica de Catalunya (UPC) which investigates topics of microbiology from an 
interdisciplinary perspective. They work with Individual-based Models in different 
scopes, particularly in predictive microbiology (MOSIMBIO, 2011).  
The first part of this project includes the above-mentioned experimental research 
carried out at IRTA. The effects of HHP in liquid cultures of several L. monocytogenes 
strains were studied, as this microorganism is one of the most virulent food-borne 
pathogens. These cultures were submitted to sublethal HHP treatments. The initial 
objective of these experiments was to select the most resistant strains according to 
their susceptibility to the process in order to be used in future experimental trials. This 
project was a product of reuse of experimental data. This involved a few difficulties in 
the second part of project due to the different experimental temperature between 
experiments. The second part of project was a deeper analysis of the experimental 
results, performed by using and testing different methodologies to determine the 
growth parameters (μmax and λ). From the Bioscreen experimental measurements, 




three mathematical methods were tested, and the obtained results were compared 
and evaluated. Such mathematical approaches are detailed in chapters 5, 6, 7 and 8.  
The objectives of this project are: 
1. To assess the effects of sublethal HHP treatment. 
2. To determine advantages and disadvantages of each method of calculation 
which was used. 
 
 














2. Materials and experimental methods 




2. Materials and experimental methods 
2.1. Parameters of experiment 
The bacterial strains used in this experiment were eight strains of L. monocytogenes, 
which were obtained from different origins. A sample of each strain was treated by 
HHP for being compared with a non-treated sample of the same strain (Table 2.1). 
Table 2.1  Origins of strains of L. monocytogenes used in experiment and HHP treatment 
conditions of the treated samples (Ph, th and temperature). 
Strain Origin HHP treatment conditions Label 
CTC 1034 Dry-cured ham 
Without treatment 1034 HP- 
Cycle 5571: 200 MPa, 5 min, 15°C 1034 HP+ 
CTC 1587 
Environmental 
(meat plant surface) 
Without treatment 1587 HP- 
Cycle 5571: 200 MPa, 5 min, 15°C 1587 HP+ 
CTC 1673 Cooked ham 
Without treatment 1673 HP- 
Cycle 5571: 200 MPa, 5 min, 15°C 1673 HP+ 
CTC 1674 Chopped ham 
Without treatment 1674 HP- 




Without treatment 4031 HP- 
Cycle 363: 200 MPa, 5 min, 15°C 4031 HP+ 
CTC 1011 Meat product 
Without treatment 1011 HP- 
Cycle 363: 200 MPa, 5 min, 15°C 1011 HP+ 
CTC 1583 Environmental 
Without treatment 1583 HP- 
Cycle 363: 200 MPa, 5 min, 15°C 1583 HP+ 
CTC 1594 Cured product 
Without treatment 1594 HP- 
Cycle 363: 200 MPa, 5 min, 15°C 1594 HP+ 
 
2.2. Experimental design and overview 
The objectives of this experiment were (1) to study the behaviour of different strains 
of L. monocytogenes after receiving HHP treatment and (2) to observe the difference 
between treated and untreated samples. To do so, a culture of each strain of L. 
monocytogenes was prepared. Then, one sample of each strain was treated by HHP, 
and several dilutions of treated and non-treated cultures were prepared for 
monitoring their growth with the Bioscreen C system (Thermo Fisher Scientific 
Corporation). The preparation and dilution of the cultures are detailed in Section 2.3. 
The treated samples were pressurized under sublethal conditions, which are detailed 
in Section 2.4. Details on the dilution protocol and the Bioscreen protocol are shown in 
Section 2.3 and 2.5, respectively. 
In order to facilitate the subsequent analysis of results of this experiment, an extra 
sample of strain 1587 was prepared and diluted in the same way as the main 
experiment, and the non-treated culture was incubated and followed with Bioscreen 




at 37 °C and, in parallel, it was plate counted in order to obtain results of colony-
forming unit information (CFU/ml).   
2.3. Medium and culture conditions 
The cultures of L. monocytogenes were prepared from stocks kept at -80oC and two 
consecutive steps (subcultures) were done on BHI+2% NaCl: first during 7 hours at 37 
°C and then for 18 hours at 37 °C. With this time and temperature, L. monocytogenes 
had entered stationary phase. After that, one sample of each strain was treated by 
HHP. 
Once treated and non-treated cultures were ready, a 1/1000 dilution was done. Then, 
non-diluted and diluted cultures were plate counted for evaluating their bacterial load, 
which was 109 CFU/ml and 106 CFU/ml, respectively. Plate counts were done in 
duplicate, one in selective medium and one in nutritional medium (see below), to 
verify that they were not contaminated (i.e., results were equivalent). Cultures were 
diluted 1/10 with diluent and plated automatically by spiral machine (Whitley 
Automatic Spiral Plater, WASP, Don Whitley Scientific Limited, Shipley) on both types 
of media and incubated at 37 °C. Nutritional medium plates were counted after 24 
hours, while the selective medium plates were counted after 48 hours. 
Treated and non-treated cultures (BHI+2% NaCl) of each strain were consecutively 
diluted before being introduced in Bioscreen plates to evaluate their growth: cultures 
of 109 CFU/ml were diluted under 1/10, while cultures of 106 CFU/ml were diluted 
under ½ . Finally, 5 dilutions of 1/10 and 18 dilutions of ½  were obtained from each 
treated and non-treated sample (see Figure 2.1), and they were introduced in the 
Bioscreen. 





Figure 2.1  Outline of the experimental protocol. Green arrows show the protocol 
of non-treated samples, while blue arrows show the protocol of HHP-treated 
samples. 
 In this experiment, different media were used:  
- BHI: microbial growth on Bioscreen was monitored in Brain Heart Infusion 
(Beckton Dickinson (BD), NJ, USA): 37 g of Brain Heart Infusion broth was 
suspended in 1000 ml of distilled water, 2% of NaCl was added in. Considering 
that the medium had 0.5% of NaCl, the total of NaCl was 2.5%, a concentration 
that can be found in cooked ham. Heat with agitation until complete 
dissolution and boiling for 1 minute. The pH was adjusted with NaOH 1 M o HCl 
1 M to 7.4±0.2, then it was dispensed in glass tubes, covered and sterilized by 
autoclaving at 121 °C for 15 minutes. 
- Selective medium (Chromogenic listeria agar, selective supplement and 
Brillance Listeria differencial supplement, all from Oxoid): 34.5 g of 
Chromogenic Listeria Agar was suspended in 480 ml of distilled water. After 
mixing the pH was 7.2±0.2, which could be adjusted with NaOH 1 M or HCl 1 M. 
It was autoclaved at 121 °C for 15 minutes. Once the medium was at 46 °C, 
Selective supplement and Brillance Listeria Differencial supplement were added 
in. It was immediately mixed and the medium was poured into sterile Petri 
dishes. 




- Nutricional medium (TSAYE. TSA+yeast extract, all of Difco): 40 g of tripticase 
soy agar and 6 g of yeast extract were suspended in 1000 ml of distilled water. 
After mixing well the pH was 7.3±0.2, which could be adjusted with NaOH 1 M 
o HCl 1 M. It was autoclaved at 121 °C for 15 minutes. Once the medium was 46 
°C, it was poured into sterile Petri dishes. 
- Diluent medium was prepared from ID, which contained 0.85% NaCl (Merck) 
and 0.1% Bacto Peptone (Beckton Dickinson). After mixing well, the pH was 
adjusted with NaOH 1 M o HCl 1 M to 7.0±0.2, it was dispensed in glass tubes, 
covered and sterilized by autoclaving at 121 °C for 15 minutes. 
2.4. HHP treatment 
HHP treatment was carried out at CENTA, where the HHP equipment is located. The 
equipment which was used for this experiment was HHP HYPERBARIC WAVE 6500/120 
(Figure 2.2), with 120 liter of capacity and 6000 bar of maximum work pressure 
(CENTA, 2011). For each strain, HHP treatment was done with the following conditions: 
Ph of 200 MPa (sublethal pressure), 15 °C and 5 minutes of holding time. 
    
Figure 2.2  Two views of HHP treatment equipment used in experimental work, in 
Center of New Technologies and Food Processes (CENTA). 
2.5. Bioscreen 
Bioscreen C MBR, an equipment designed for automated routine microbiology 
monitoring, was used to monitor the microbial behaviour during the lag phase and 
subsequent growth until stationary phase. Bioscreen is a computer-controlled 
incubator; it has a sensitive reader that measures the optical density (OD) of a liquid 
sample, and it delivers a lot of useful information. Bioscreen C MBR uses a unique 
micro/plate format, 10x10 wells which allow running 200 samples simultaneously (2 
plates), as shown in Figure 2.3. Control samples (culture medium without Listeria) 
were introduced in the beginning and the ending of plates of Bioscreen. Between 
them, HHP-treated and non-treated samples at different dilutions were introduced in 
(5 dilutions of 1/10 and 18 dilutions of ½  of each culture). They were incubated and 




monitored at 10 °C (keeping Bioscreen in a cold room, because at most, Bioscreen 
regulates with 6 °C of differences with environment temperature), samples were 
shaken and OD was read every hour. 
    
Figure 2.3  Bioscreen, system to monitor bacterial growth through changes in optical 
density, in laboratory of microbiology, IRTA (left). Inside of Bioscreen, where plates 
were put on (right). 
2.6. Data analysis 
The data were transferred from Bioscreen C to Excel software (Microsoft Windows) 
and transformed for each measurement. They are presented and analysed in chapters 
3 and 4, respectively. In Bioscreen, growth is measured in Optical Density (OD), which 
is not directly operable to obtain growth parameters. So, different methods were used 
to determine growth parameters: 
- Optical density. Through the change of each well, a growth curve was fitted 
using DMFit, an Excel add-in that linearly fits curves to the exponential growth 
phase, preceded by a lag phase and followed by a stationary phase. From this 
fitting, we could find the duration of a pseudo-lag phase and a pseudo-growth 
rate in OD of each sample. Results obtained with this methodology are 
presented in Chapter 5. 
- 2-fold dilution (2FD) method. By measurement of the time when the growth 
becomes detectable and considering the inocula size variation, information of 
growth parameters could be obtained. This method is studied in Chapter 6. 
- Optical density transformed into CFU. From strain 1587, we obtained from one 
side, optical density measurement and from the other side, colony-forming 
units. Using this relationship, optical density could be transformed into CFU and 
growth parameters could be determined. This method is evaluated and applied 
in chapters 7 and 8, respectively. 
 














3. Experimental results 
 




3. Experimental results   
As mentioned in the previous chapter, two types of experiments were carried out for 
this work: 
- Optical density of all strains (treated and non-treated samples) obtained by 
Bioscreen at 10 °C. 
- Plate count and optical density of non-treated strain 1587 obtained at 37 °C. 
So, two groups of experimental results were obtained: 
- Optical density of all wells of each strain.   
- Optical density and colony-forming unit information (CFU/ml) of strain 1587. 
3.1. Optical density of all wells 
For each strain, optical density was monitored over time to observe the evolution of 
samples with different inoculum sizes (i.e., samples from different dilutions) and with 
or without HHP treatment, measured every hour up to 187 hours. As an example, 
graphics of strain 1587 are shown in figures 3.1 and 3.2. Data results are collected in 
appendix. Graphics of optical density over time are also shown in the same appendix.  
Figure 3.1 shows direct OD results of twenty-three wells of strain 1587 without HHP 
treatment. Each well provided the OD evolution of a specific sample (i.e., with a 
certain dilution) for 188 or 187 hours. As well as Figure 3.1. Figure 3.2 shows the direct 
OD evolution of twenty-three wells of strain 1587 for 187 hours, but in this case all the 
samples had been treated with HHP. Both graphics showed that the inoculum size of 
every well was different. 
 
Figure 3.1  Evolution of optical density of strain 1587 without HHP treatment. 
Each well corresponds to a certain dilution (curves with longer pseudo-lag come 













































Figure 3.2  Evolution of optical density of strain 1587 with HHP treatment. Each 
well corresponds to a certain dilution (curves with longer pseudo-lag come from 
more diluted samples) 
For the sake of clarity, three wells of strain 1674 are represented in Figure 3.3. The 
evolution in optical density from beginning up to the end of the observation of 
Bioscreen is described by the curves. There is a very clear difference between the 
curves: due to their different inoculum size, the time when their optical density 
became detectable was different. The inoculum sizes of well 271, well 273 and well 
285 were 8.30, 6.30, and 3.31 logarithms respectively. Considering that a significant 
OD increase in wells with high inoculum was detected before the wells with low 
inoculum, well 271 was the first detected of three, and well 285 was the last one. Note 
that, although well 273 and well 285 had different inoculum size, measures of optical 
density started from the same level, observed almost in all wells (figures 3.1 and 3.2). 
Another aspect was the shape of these curves, which were different. Theoretically, 
these three curves should show similar behaviours, because they were of the same 
strain. This could be explained by the essence of measures of optical density: in 
addition of the microorganisms’ cells, other substances may also interfere with the 














































Figure 3.3  Evolution of optical density of three wells of strain 1674 with HHP 
treatment: well 271, 273 285, with inoculum size 8.30, 6.30 and 3.31 
logarithms respectively. 
A few wells of strain 1034 were selected for visualizing an HHP treatment effect (Figure 
3.4). Wells 112 (light blue) and 212 (dark blue) had high and similar inocula size, 7.49 
and 7.34 respectively. Well 212 contained a treated sample, and it seems to show a 
similar slope as well 112, but the detection time was longer. On the other side, well 
110 (light green) and 210 (dark green) had low and similar inocula size, 1.07 and 0.96 
respectively. Again, the detection time of well 210 (treated sample) was longer, but in 
this case the slope of these curves could not be compared due to the low inoculum 
size of the wells: sample of well 210 would have needed more time to complete the 
growth curve. These results show the most important effect of an HHP treatment, i.e, 
a sublethal damage in microorganisms, which needed time to recuperate. 
 
Figure 3.4  Treated samples versus non-treated samples of strain 1034. Treated 
samples: well 112 (inoculum of 7.49 logarithms) and well 110 (1.07 logarithms). 












































Initially, it was expected that the HHP treatment affected both the lag time and growth 
rate of strain after HHP treatment. Nevertheless, the growth rate seemed not to be 
affected when comparing treated and non-treated samples. These qualitative 
observations should be quantitatively checked once these data are analysed and 
growth parameters are determined. 
3.2. Colony-forming unit (CFU/ml) and optical density of strain 1587 
For strain 1587, two dilutions were chosen for this experiment, one with 104 CFU/ml of 
initial number of microorganism (A) and other with 107 CFU/ml (B). Colony-forming 
unit information and optical density were obtained from samples without HHP 
treatment, measured every half hour/fifteen minutes. Numerical results are shown in 
tables 3.1 and 3.2, and graphical results are shown in figures 3.5 and 3.6.  
Table  3.1 Plate count and optical density 
of cultures with 104 CFU/ml of inoculum 
grown at 37 °C (strain 1587).                 
Table  3.2  Plate count and optical density 
of cultures with 107 CFU/ml of inoculum 
grown at 37 °C (strain 1587). 
Time (h) Log (CFU/ml) OD  Time (h) Log (CFU/ml) OD 
0.00 4.26 0.150  0.00 7.05 0.156 
0.50 3.78 0.147  0.50 7.32 0.154 
1.00 4.26 0.147  0.75 7.19 0.153 
1.50 3.90 0.148  1.00 7.30 0.155 
2.00 4.26 0.147  1.25 7.25 0.157 
2.50 4.59 0.149  1.50 7.35 0.158 
3.00 4.75 0.147  1.75 7.22 0.160 
3.50 5.31 0.148  2.00 7.51 0.163 
3.75 5.48 0.150  2.25 7.57 0.169 
4.25 5.42 0.155  2.50 7.65 0.172 
4.75 5.87 0.148  2.75 7.86 0.171 
5.00 5.90 0.148  3.00 8.05 0.184 
5.25 6.11 0.149  3.25 8.23 0.191 
5.50 5.68 0.147  3.50 8.22 0.201 
5.75 6.20 0.149  3.75 8.41 0.213 
6.00 6.34 0.148  4.25 8.45 0.248 
6.25 6.54 0.152  4.75 8.69 0.299 
6.50 6.62 0.153  5.25 8.89 0.360 
6.75 6.87 0.160  5.75 9.22 0.430 
7.00 6.99 0.170  6.25 9.20 0.490 
7.25 6.99 0.149  6.75 9.34 0.568 
7.50 7.28 0.154  7.25 9.41 0.647 
7.75 7.23 0.158  7.75 9.29 0.665 
8.00 7.44 0.157  8.25 7.67 0.669 
8.25 7.57 0.156  8.75 9.35 0.687 
8.50 7.43 0.157  
8.75 7.62 0.167  





Figure 3.5  Representation of plate count results of strain 1587 without 
HHP treatment, with 7 logarithms of inoculum size (blue) and 4 logarithms 
of inoculum size (red) at 37°C. 
Figure 3.5 illustrates evolution of colony-forming unit information during the growth of 
two wells of strain 1587, without HHP treatment. The blue points started with an 
inoculum of 7 logarithms and the red points started with 4 logarithms. It is clear to 
observe that the first two hours both wells were in lag phase. Shortly afterwards, both 
began to growth and multiply. For the inoculum of 7 logarithms, after 4 hours of 
growth it entered the stationary phase. For the inoculum of 4 logarithms, at the same 
time period, growth continued. 
 
Figure 3.6  Representation of optical density during the observation period, 
of strain 1587 without HHP treatment, with 7 logarithms of inoculum size 
(blue) and 4 logarithms of inoculum size (red) at 37°C. 
Figure 3.6 shows the results of optical density during the culture of the same two wells 
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treatment, grown at 37 °C). Blue points showed inoculum of 7 logarithms and the red 
points showed inoculum of 4 logarithms. Due to the high inoculums size, optical 
density of blue series was detected in a few hours. Then, after a short time period, the 
OD increase stopped and seemed to enter a pseudo-stationary phase (Figure 3.7). 
However, the red series was still below the detectable concentration level. But it did 
not mean that there was not growth (see Figure 3.8), it was just that the 
microorganisms’ concentration level was not high enough. For example, at 5 hours, the 
optical density was 0.148, almost the initial optical density, but CFU counts reported 
that there were 5.9 logarithms of microorganisms per ml in culture.  
 
Figure 3.7  Representation of optical density (triangles) and plate count 
results (squares) of strain 1587 without HHP treatment, with 7 logarithms 
of inoculum size at 37°C. 
 
Figure 3.8  Representation of optical density (triangles) and plate count 
results (squares) of strain 1587 without HHP treatment, with 4 logarithms 






































































Figures 3.7 and 3.8 show the differences between optical density and colony-forming 
unit results. In Figure 3.7, when the optical density began to increase, there were more 
than 8 logarithms of colony-forming unit. However, in Figure 3.8, the optical density 
still had no growth until the last moment of observation period, when colony-forming 
unit had not reached 8 logarithms. From these observations, the OD detection level 
seems to be a little more than 8 logarithms.  














4. Direct data analysis 
 




4. Direct data analysis                            
Plate count is a classical technique to quantify a population of microorganisms. It is 
one of the most used methods. As an advantage, it can be mentioned that this 
technique measures the number of viable cells (actually, it measures the number of 
colonies growing from viable cells). As a drawback, it requires long time before 
measurement can be done, from 24 hours to weeks, depending on the species. In this 
work, plate count measurements of strain 1587 were used for two objectives: 
1) To determine relationship between optical density and colony-forming units 
(see Chapter 7). 
2) To be used as reference once growth parameters were determined. 
So, there is a need to determine the growth parameters from plate count data in order 
to be used in subsequent analyses. 
4.1. Growth curve  
In Chapter 3, plate count results were showed (tables 3.1 and 3.2). However, in 
upcoming chapters, data of 4 logarithms of inoculum size are not used in the analyses 
due to the incomplete growth (stationary phase is not reached) and the lack of optical 
density increase (bacterial density under the detection threshold). Therefore, only data 
obtained from the inoculum of 7 logarithms were analysed. 
With data of colony-forming unit during experimental time period, a typical growth 
curve can be represented (Figure 4.1). In Figure 4.1, different growth phases can be 
identified. At first, the culture showed a lag phase, followed by an exponential phase. 
The acceleration phase could not be visualized clearly. It finally entered the stationary 
phase.  
 
Figure 4.1  Growth curve of strain 1587 without HHP treatment, of 
approximately 7 logarithms of inoculum size, in batch culture of 37 °C, 






















In this figure, an aspect which calls attention is that the curve is not smooth, as the 
data might contain small variations from real data even if it was handing counted or 
counted by machine, depending on the count criteria. Another aspect was that the 
initial concentration could entail discussions. Although the inoculum was supposed to 
contain 7 logarithms of bacteria per ml, it seemed that the real concentration was a 
little higher, because during a small time period, the values oscillated between 7.2 and 
7.3. It was considered that the first point was a measure mistake.  
In order to improve the growth curve, data were smoothed by making averages of 
every three consecutive points. In this way, data became more coherent with each 
other, as they had in mind the behaviour of nearby points. Figure 4.2 shows the growth 
curve after smoothing the data. During exponential phase, two consecutive growths 
were observed.  
 
Figure 4.2  Growth curve of strain 1587 without HHP treatment, of 
approximately 7 logarithms of inoculum size, in batch culture of 37 °C, 
obtained from smoothed data. 
Finally, DMFit was used to fit a curve to experimental data. DMFit is a software 
package, an Excel add- in, to fit growth curves where an exponential phase is preceded 
by a lag and followed by a stationary phase. This software was downloaded freely from 
the web page of Combase (Combase, 2011). In this case, the experimental data were 
fitted to a single growth curve with such characteristic phases (lag, exponential and 
























Figure 4.3  Growth curve of strain 1587 without HHP treatment, of 
approximately 7 logarithms of inoculum size, in batch culture of 37 °C, 
obtained from fitting with DMFit. 
4.2. Growth parameters 
As growth parameters, growth rate and lag time are the most important and 
interesting to evaluate, as they may reflected the effect of an HHP treatment. As 
mentioned previously (Chapter 1), growth rate is the specific maximum growth rate in 
a particular environment, named μmax. Lag time refers the time which was taken for 
adaption to the growth medium, called λ. It ends when the exponential phase starts. 
There are different ways to determine the growth rate and lag time. In this section, 
different methods are used to determine their values.  
4.2.1. By classic geometrical method 
Observing the growth curve, during the exponential phase the growth is constant. As 
consequence, the growth rate also should be constant too. The determination of the 
growth rate can be assessed as the slope of the curve. One way to do it is by using a 
linear regression, using the points of the exponential phase. As a result, the regression 
equation is determined and growth rate is the slope.  
In growth curve the lag phase was seen, but the lag time is not detected easily, 
because at the limit of lag time and the beginning of exponential phase there is the 
acceleration phase. Nevertheless, the lag time could be determined as the cut point of 
the exponential phase with the initial concentration, like showed in figures 4.4-4.6.  
Figure 4.4 shows the determination of growth parameters from row data. In this case, 
it was difficult to obtain the growth parameters, due to the existence of different 
growth rates. As a consequence, there were two possible regressions, one for each 






















inoculum sizes were considered. Taking an initial concentration of 7.27 logarithms, the 
lag time was different for each growth rate due to the different cut point, 1.66 h for 
the first part and 1.27 h for the second one. Obviously, if the initial concentration had 
been about 7 logarithms, which is arguable, the lag time for each part would be 
shorter: 1.26 h for the first part and 0.83 h for the second one. To calculate the cut 
point, the value of logarithms of initial concentration must be substituted in the 
regression equation as value of y, and the result value of x is the lag time, as shown in 
Figure 4.4. Values of obtained growth parameters are shown in Table 4.1. 
Table 4.1  Summary table of results of determination of growth rate (μmax) and lag time (λ) 
from semilogarithmic growth curve regression. Pink line and orange line refer to the 
representation in Figure 4.4. 
Growth parameter 1st part (pink line) 2nd part (orange line) 
μmax(h
-1) 0.548 0.505 
λ (h) when Log Ni=7.27 CFU/ml 1.66 1.27 
λ (h) when Log Ni=7.05 CFU/ml 1.26 0.83 
 
 
Figure 4.4  Determination of growth parameters from growth curve from 
row data. Pink line shows the regression of first points in exponential phase 
while orange line shows regression of the last points in exponential phase. 
Grey lines show the different initial concentration and arrows indicate the 
corresponding lag times. 
The same procedure was applied for smoothed data and fitted data. Figure 4.5 shows 
the result of smoothed data. The growth rate was about 0.4376 h-1, and once 
substituted the initial level, the lag time was 1.40 h. As it can be seen in this Figure, a 
single exponential phase was considered. Therefore, the obtained parameters would 
vary if we considered the initial or the final part of exponential phase, in the same way 
as they varied in the case of row data (Table 4.1, Figure 4.4). 
Log N = 0.5478 t + 6.3624 
R2=0.9724 

























Figure 4.5  Determination of growth parameters from growth curve of  
smoothed data. Pink line shows the regression of the exponential phase 
while grey line shows the initial concentration and arrow indicates the 
corresponding lag time.  
Figure 4.6 shows the result of fitted data by using DMFit. As consequence of the 
goodness of the fitting, the exponential phase and the lag phase are clearly 
distinguished, and growth rate and lag time could be well calculated. In this case, 
growth rate was 0.458 h-1 and lag time was 1.51 h. 
 
Figure 4.6  Determination of growth parameters from growth curve coming 
from fitted data (DMFit). Pink line shows the regression of the exponential 
phase while grey line shows the initial concentration and arrow indicates 
the corresponding lag time. 
4.2.2. Fitting by DMFit 
Another way to know the slope of the curve is using DMFit, as the own tool provides 
some parameters of the fitted curve, among them, the growth rate and the lag time. 



















Log N = 0.458 t + 6.5807 























Figures 4.7-4.9 show the fitting obtained by DMFit of each series of data (row, 
smoothed and fitted). As a result of this new fitting, depending on the series, different 
growth parameters were obtained, which are gathered in Table 4.2. Regarding the 
determination of lag time, it was observed that the value of initial point was really 
important. In these series, although all the data were identical, fitting without first 
point (as mentioned before, the first point seemed to be wrong) gave a very short lag 
time, about 1 h. Therefore, it could be thought that DMFit uses the first points to 
determine the lag time; when there are few points, the fitting of the cut point of lag 
phase and exponential phase could be very bad. So, before the fitting of the series, an 
initial level of 7.27 logarithms was added into every series.  
Table 4.2  Summary table of results of determination of growth rate (μmax) 
and lag time (λ) from fitting by DMFit. 
Growth parameter Original data Smoothed data Fitted data 
μmax(h
-1) 0.477 0.469 0.488 
λ (h)  1.40 1.36 1.54 
 
 
Figure 4.7  Determination of growth parameter from fitting by DMFit using 
original data with addition of the initial concentration level. Black points 

























Figure 4.8  Determination of growth parameter from fitting by DMFit using 
smoothed data with addition of the initial concentration level. Dark blue 
points show the original data while red line shows the fitting. 
 
Figure 4.9  Determination of growth parameter from fitting by DMFit using 
smoothed data with addition of the initial concentration level. Dark blue 
points show the original data while red line shows the fitting. 
4.2.3. By numerical derivative 
In order to calculate the slope of the curve, in addition of methods mentioned 
previously, numerical derivative was also used. It consists of calculating the numerical 
derivate of a number of points in exponential phase. All the points could be taken if 
the population growth uniformly in exponential phase. If not, fewer points which 
seemed to have the same growth rate must be taken, so the instantaneous growth 
rate is evaluated. To calculate the growth rate, the following equation was used: 
      
      
  
 
           
     











































As a result of the calculation of growth rate, if we consider different (consecutive) time 
intervals, the evolution of instantaneous growth rate through time can be represented. 
It contains useful information, such as how growth rate changes through time. In this 
case, growth rates were calculated as the numerical derivate every 3 points, using 
Equation 4.1. If it was a typical growth curve, the graphics of growth rate would show 
the different phase of the growth depending on the growth rate characteristics of each 
phase (i.e., equal to 0 during lag phase, increasing up to the maximum value during 
acceleration phase, constant during the exponential phase, decreasing when entering 
the stationary phase, and 0 again during stationary phase). According to Prats et al. 
(2008), the lag phase ends at half of the acceleration phase. So, the lag time was 
defined as Eq. 4.2, where the ta,i is the time of the beginning of acceleration phase and 
ta is the duration of acceleration phase. 
          
  
  
                                                                                   (4.2) 
Figures 4.10- 4.12 show the evolution of instantaneous growth rate through time. In 
Figure 4.10, the different stages of growth can not be observed easily, as consequence 
of the variability between experimental and theoretical results. The two growth rates 
considered in previous sections of original data are reflected in this figure: two picks 
are observed, one on 2.75 h and the other on 5.25 h, with growth rates of 0.799 h-1 
and 0.529 h-1 respectively. Theoretically, the growth rate should be more or less 
constant during stationary phase. The value of the second growth rate seemed to be 
more similar to the growth rates determined in previous sections. Another problem 
was that deciding which points define the acceleration phase was very difficult, and as 
consequence, the lag time could not be easily evaluated following Eq. 4.2. Taking a 
growth rate of 0.529 h-1, the lag time was 1.75 h. 
 
Figure 4.10  Evolution of instantaneous growth rate (h-1) of original data 




























For smoothed data, the figure improved (Figure 4.11). At least, the different growth 
phases could be clearly observed, although the problem of double pick still appeared. 
In this case, the same consideration was made: the value of the second pick was 
chosen as growth rate. As a result, growth rate was 0.428 h-1 and lag time was 2 h.  
 
Figure 4.11  Evolution of instantaneous growth rate (h-1) of smoothed 
data from numerical derivative every three points. 
Finally, evolution of growth rate were evaluated also for fitted data, like shown in 
Figure 4.12. In this figure, 3 different stage of growth phase can be identified. The 
increase in instantaneous growth rate indicates that the population is in the 
acceleration phase. From a certain time, the growth rate becomes constant; it means 
that exponential phase has started. Finally, the growth rates decreases as consequence 
of the end of exponential phase. The evolution of instantaneous growth rate shown in 
Figure 4.12 indicatse that the growth rate was not strictly constant during exponential 
phase. Effectively, the growth medium was a complex environment; therefore, 
depending on what the nutrients are being used by cells and which metabolic 
pathways are still using, growth rate may take different values. This could be evaluated 
using microcalorimetry. 
The highest point of growth rate indicates the maximum growth rate, which was 0.469 
h-1. The lag time, calculated with information of points between time 0.91 h and 2.15 




























Figure 4.12  Evolution of instantaneous growth rate (h-1) of fitted data 
from numerical derivative every three points. 
Table 4.3  Summary table of results of determination of growth rate (μmax) and lag 














-1) 0.548/0.505 0.429 0.458 
λ (h) 1.66/1.27 1.40 1.51 
Fitting by  DMFit 
μmax(h
-1) 0.477 0.469 0.488 




-1) 0.529 0.428 0.469 
λ (h) 1.75 2.00 1.53 
 
The results of growth parameters obtained from fitted data were better than original 
data and smoothed data not only for the similarity of growth curve to the theoretical 
growth curve, but also for the uniformity against different methods. As a consequence, 
the expectative was that the growth rate and lag time obtained from fitted data were 
the most correct between the three series of data. Therefore, the growth parameters 





































5. Method of optical density fitted with 
DMFit 
  




5. Method of optical density fitted with DMFit 
Measurements of optical density were obtained from experiments. According to 
Section 3.2 (Chapter 3), there are differences between direct CFU and optical density 
measurements of a single growth curve. This makes optical density difficult to be used 
for a direct determination of growth parameters. Especially when the inoculum size 
was small, an increase in optical density could not be detected. This observation is in 
agreement with some authors, which affirm that below of 7 logs the turbimetric 
measurements are unable to detect populations of microorganisms (Baty et al., 2002; 
Dalgaard et al., 1994). But as a culture dynamics through time, some information could 
be interest to be extracted. In this chapter, DMFit was used to obtain some parameter 
of the curve of optical density. 
5.1. Description of the method 
As results of fitting, some parameters of the curve were obtained, such as the slope, 
the cut-off point with axe, R2, and so on. In this case, the slope of the curve was taken 
as the velocity of growth of optical density, pseudo-mu (V) and the cut-off point with 
initial level was taken as the time when the concentration level was detectable, also 
called pseudo-lag (T). Both parameters had no direct relationship with growth rate and 
lag time of a CFU growth curve. Nevertheless, if parameters of optical density were 
modified after HHP treatment, it was possible that the classic growth rate and lag time 
also could be affected by HHP treatment in the same way, because optical density was 
an indirect measurement of colony-forming unit information.  
There was an incognita about the effect of HHP treatment, as it was not clear if HHP 
treatment modifies the growth rate. One way to check it was fitting optical density 
curves to extract the above-mentioned parameters (V and T) and comparing the 
obtained parameters of HHP treated series with parameters of series without HHP 
treatment. If results of the pseudo-mu of optical density had been changed, without 
doubt the growth rate was modified. As for lag time, the expectative was that the lag 
time of treated series must be longer than non-treated series. Although pseudo-lag 
had no relationship with lag time, the variation of this parameter should be similar to 
lag time in most cases. 
In order to fit these curves, data of optical density were introduced into a column of 
Excel with their corresponding time data. Once the useful data were selected, fittings 
were made using DMFit. Graphical results also were obtained, which showed curve of 
original optical density and the fitting that DMFit had made, like illustrated in Figure 
5.1.  





Figure 5.1  Fitting example of DMFit: well 110, 1034 HP-, with 1.07 log of 
inoculum size. Blue series represented optical density and red curve was 
the fitting curve of DMFit. 
Figure 5.1 shows an example of fitting. Depend on which points are taken, the 
adjustment will be better or not. Therefore, for each curve of OD, the interval of points 
was defined and the best curve was chosen. In this case, velocity of growth of OD (V) 
was 0.0127 h-1, pseudo-lag was 132.17 h and the R2 was 0.997.  
5.2. Results 
Parameters of curves were obtained from these fittings; they are shown in tables 5.1-
5.7. There is also a representation of different strain series in Figure 5.2. 
Figure 5.2 illustrates the differences in pseudo-lag between HHP treated series and 
non-treated series. Although values of pseudo-lags had big dispersion due to 
differences in inocula size, the difference between averages of treated and non-

















 OD results 
 Fitting 
R2=0.997 





Figure 5.2  Representation of some results of analysis. Different points showed the 
different values of pseudo-lag, the number indicated the average of each strain, with 
or without HHP treatment. 
Tables 5.1-5.7 contain information of inocula size of each well, dilution method and 
HHP treatment. As results of fitting, the maximum pseudo-mu of OD (V, h-1) and 
pseudo-lag (T, h) were determined. At the end of every fitting, R2 was given to know 
the quality of fittings. For subsequent comparisons, other parameters were calculated, 
such as different increment of pseudo-lag between treated and non-treated samples 
(∆T, h) and variation percentage of pseudo-mu (∆V/V-), which was calculated as the 
relative variation in pseudo-mu with respect to non-treated sample. 
Depending on the characteristic of each strain, different time increment was obtained. 
Generally it is seen that for both treated and non-treated samples, the time increases 
as the size of inoculum decreases, i.e., with a big inoculum size, pseudo-lag (T) was 
shorter. 
Between different strains it can be seen that there is a variation in maximum pseudo-
mu (V) and pseudo-lag. Since these parameters are characteristics for each strain (and 
growing conditions), the growth rate and the lag time are different for each one, and 
as consequence, different maximum pseudo-mu and pseudo-lag were observed. 
Within each strain, the increase in pseudo-lag with the decrease in inoculum size was 
observed both in treated and non-treated series. Another aspect is that non-
treated series have pseudo-mu more uniform than treated series; this could be an 






























1034 HP- 1034 HP+ 1587 HP- 1587 HP+ SLV HP- SLV HP+ CHP HP- CHP HP+ 




Table 5.1  Fitting results of strain 1034, with (+) or without (-) HHP treatment. Log Ni,0 stands for 
the initial concentration, V is the pseudo-mu and T the pseudo-lag. Variations in T and V between 






























8.49 0.014 6.9 0.995  8.34 0.017 47.3 0.992  40.4 0.238 
7.49 0.022 28.0 0.995  7.34 0.021 55.2 0.990  27.2 -0.042 
6.49 0.021 46.3 0.997  6.34 0.021 74.3 0.976  28.0 0.031 
5.49 0.021 64.8 0.991  5.34 0.023 102.7 0.991  37.9 0.090 











6.19 0.019 50.4 0.997  6.08 0.018 80.2 0.995  29.8 -0.051 
5.89 0.018 55.6 0.996  5.78 0.021 89.0 0.996  33.4 0.191 
5.59 0.020 62.5 0.995  5.48 0.021 96.0 0.998  33.5 0.054 
5.29 0.019 67.8 0.994  5.17 0.021 103.3 0.997  35.5 0.119 
4.98 0.018 74.2 0.993  4.87 0.014 107.9 0.997  33.7 -0.201 
4.68 0.016 74.3 0.996  4.57 0.018 108.4 0.998  34.1 0.129 
4.38 0.021 80.3 0.996  4.27 0.021 116.0 0.997  35.7 0.014 
4.08 0.020 84.3 0.991  3.97 0.021 122.5 0.995  38.2 0.051 
3.78 0.020 89.5 0.994  3.67 0.021 128.3 0.997  38.8 0.091 
3.48 0.020 94.7 0.996  3.37 0.021 133.4 0.998  38.7 0.054 
3.18 0.019 99.5 0.994  3.07 0.020 142.1 0.998  42.6 0.067 
2.88 0.019 105.8 0.998  2.77 0.020 146.9 0.998  41.1 0.068 
2.58 0.019 110.4 0.996  2.47 0.018 150.4 0.996  40.0 -0.044 
2.27 0.019 119.0 0.997  2.16 0.018 158.1 0.997  39.1 -0.037 
1.97 0.019 124.5 0.995  1.86 0.013 161.8 0.997  37.3 -0.320 
1.67 0.015 129.3 0.996  1.56 0.014 159.5 0.997  30.2 -0.099 
1.37 0.017 132.9 0.997  1.26 0.011 164.6 0.992  31.7 -0.336 
1.07 0.013 132.2 0.995  0.96 0.004 169.4 0.990  37.2 -0.696 
 
  




Table 5.2  Fitting results of strain 1587, with (+) or without (-) HHP treatment. Log Ni,0 stands for 
the initial concentration, V is the pseudo-mu and T the pseudo-lag. Variations in T and V between 






























8.48 0.014 2.1 0.990  8.44 0.015 42.9 0.992  40.8 0.095 
7.48 0.023 26.7 0.993  7.44 0.023 62.2 0.996  35.5 -0.005 
6.48 0.023 46.3 0.998  6.44 0.023 82.7 0.997  36.4 0.040 
5.48 0.023 64.6 0.998  5.44 0.022 101.0 0.998  36.4 -0.047 











5.92 0.020 54.1 0.997  5.99 0.021 94.5 0.998  40.4 0.022 
5.61 0.022 60.7 0.995  5.69 0.022 96.9 0.996  36.2 -0.007 
5.31 0.019 65.0 0.995  5.39 0.021 100.6 0.995  35.5 0.105 
5.01 0.020 73.3 0.989  5.09 0.022 105.4 0.997  32.1 0.078 
4.71 0.018 73.6 0.995  4.79 0.017 110.5 0.998  36.9 -0.063 
4.41 0.019 77.6 0.996  4.49 0.019 109.5 0.998  31.9 -0.032 
4.11 0.023 84.0 0.997  4.19 0.022 116.4 0.998  32.4 -0.024 
3.81 0.022 88.3 0.999  3.89 0.022 122.2 0.998  33.9 0.003 
3.51 0.020 92.6 0.998  3.59 0.021 127.9 0.998  35.3 0.053 
3.21 0.020 97.8 0.995  3.29 0.022 131.9 0.999  34.1 0.058 
2.91 0.021 101.7 0.997  2.98 0.021 140.8 0.996  39.1 -0.029 
2.60 0.017 109.0 0.998  2.68 0.019 146.2 0.993  37.2 0.116 
2.30 0.022 117.4 0.995  2.38 0.018 154.0 0.997  36.7 -0.145 
2.00 0.022 124.6 0.996  2.08 0.019 156.7 0.995  32.1 -0.142 
1.70 0.016 123.5 0.998  1.78 0.018 160.7 0.992  37.3 0.093 
1.40 0.018 132.2 0.997  1.48 0.011 165.2 0.982  33.0 -0.399 
1.10 0.016 126.1 0.995  1.18 0.011 164.9 0.979  38.7 -0.311 
 
  




Table 5.3  Fitting results of strain 1673, with (+) or without (-) HHP treatment. Log Ni,0 stands for 
the initial concentration, V is the pseudo-mu and T the pseudo-lag. Variations in T and V between 






























8.25 0.022 7.9 0.991  8.36 0.016 30.1 0.994  22.2 -0.258 
7.25 0.018 22.9 0.996  7.36 0.016 54.0 0.995  31.1 -0.139 
6.25 0.020 43.6 0.998  6.36 0.020 79.2 0.997  35.6 0.029 
5.25 0.024 68.8 0.998  5.36 0.020 100.7 0.998  31.9 -0.172 











6.04 0.021 52.0 0.994  6.06 0.017 82.3 0.993  30.3 -0.210 
5.74 0.022 57.7 0.995  5.76 0.014 88.1 0.996  30.4 -0.373 
5.44 0.023 63.7 0.997  5.46 0.016 95.3 0.997  31.6 -0.294 
5.13 0.024 70.1 0.997  5.16 0.015 101.3 0.997  31.2 -0.359 
4.83 0.021 76.3 0.997  4.86 0.015 108.6 0.999  32.3 -0.264 
4.53 0.019 78.7 0.997  4.56 0.017 110.7 0.998  31.9 -0.103 
4.23 0.022 83.2 0.998  4.25 0.018 117.4 0.997  34.2 -0.162 
3.93 0.023 87.9 0.999  3.95 0.018 122.5 0.998  34.7 -0.223 
3.63 0.023 93.1 0.998  3.65 0.015 127.6 0.997  34.5 -0.368 
3.33 0.024 99.0 0.998  3.35 0.013 132.5 0.996  33.6 -0.457 
3.03 0.023 104.6 0.997  3.05 0.015 140.0 0.998  35.4 -0.356 
2.73 0.022 111.5 0.997  2.75 0.016 147.8 0.996  36.3 -0.277 
2.43 0.022 116.0 0.998  2.45 0.015 152.3 0.994  36.3 -0.308 
2.12 0.022 121.5 0.998  2.15 0.014 160.1 0.989  38.6 -0.350 
1.82 0.022 129.0 0.998  1.85 0.012 165.3 0.989  36.3 -0.456 
1.52 0.014 128.1 0.997  1.54 0.006 165.7 0.959  37.6 -0.540 
1.22 0.014 140.6 0.991  1.24 0.005 165.8 0.911  25.2 -0.626 
0.92 0.014 140.8 0.996  0.94 0.002 164.6 0.601  23.8 -0.890 
 
  




Table 5.4  Fitting results of strain 1674, with (+) or without (-) HHP treatment. Log Ni,0 stands for 
the initial concentration, V is the pseudo-mu and T the pseudo-lag. Variations in T and V between 






























8.30 0.024 14.6 0.996  8.30 0.021 41.3 0.997  26.7 -0.103 
7.30 0.020 28.7 0.996  7.30 0.014 56.6 0.996  27.8 -0.303 
6.30 0.023 48.9 0.998  6.30 0.010 77.1 0.992  28.2 -0.562 
5.30 0.024 68.1 0.998  5.30 0.009 95.4 0.991  27.3 -0.632 











6.05 0.018 50.9 0.994  6.02 0.015 78.8 0.997  27.9 -0.180 
5.75 0.019 56.3 0.993  5.72 0.014 86.7 0.998  30.3 -0.240 
5.45 0.020 62.4 0.993  5.42 0.015 94.1 0.996  31.7 -0.241 
5.15 0.022 71.6 0.991  5.12 0.014 100.2 0.997  28.6 -0.339 
4.85 0.019 77.3 0.985  4.82 0.014 108.4 0.998  31.1 -0.287 
4.55 0.018 78.3 0.997  4.52 0.016 110.4 0.999  32.1 -0.078 
4.24 0.019 83.1 0.996  4.22 0.015 115.8 0.999  32.8 -0.174 
3.94 0.022 89.4 0.991  3.92 0.016 123.3 0.998  33.9 -0.250 
3.64 0.022 94.8 0.990  3.62 0.011 126.5 0.999  31.7 -0.508 
3.34 0.012 95.1 0.991  3.31 0.010 131.1 0.998  36.0 -0.201 
3.04 0.013 100.7 0.987  3.01 0.013 140.2 0.996  39.6 -0.012 
2.74 0.017 111.8 0.996  2.71 0.010 142.2 0.998  30.4 -0.386 
2.44 0.019 113.7 0.997  2.41 0.014 150.9 0.998  37.2 -0.229 
2.14 0.021 128.7 0.998  2.11 0.015 158.8 0.995  30.2 -0.302 
1.84 0.021 133.3 0.996  1.81 0.012 165.5 0.985  32.2 -0.442 
1.53 0.010 129.9 0.995  1.51 0.007 164.0 0.968  34.2 -0.325 
1.23 0.009 130.9 0.994  1.21 0.002 167.7 0.717  36.9 -0.826 
 
  




Table 5.5  Fitting results of strain 4031, with (+) or without (-) HHP treatment. Log Ni,0 stands for 
the initial concentration, V is the pseudo-mu and T the pseudo-lag. Variations in T and V between 






























7.87 0.015 20.5 0,997  7.71 0.014 76.7 0,993  56.2 -0.027 
6.87 0.009 30.8 0,995  6.71 0.008 82.8 0,994  52.0 -0.068 
5.87 0.009 61.6 0,992  5.71 0.012 111.1 0,989  49.5 0.364 
4.87 0.011 85.5 0,994  4.71 0.014 131.9 0,991  46.4 0.265 











5.43 0.010 76.0 0,988  5.40 0.013 119.2 0,993  43,2 0,201 
5.13 0.011 83.6 0,990  5.10 0.014 124.2 0,992  40,6 0,251 
4.83 0.012 94.0 0,991  4.80 0.013 130.3 0,992  36,3 0,060 
4.53 0.013 99.4 0,992  4.50 0.013 136.4 0,994  37,0 0,017 
4.23 0.010 97.2 0,980  4.20 0.013 138.8 0,995  41,6 0,283 
3.93 0.012 106.9 0,988  3.89 0.010 137.0 0,986  30,0 -0,172 
3.63 0.014 113.7 0,990  3.59 0.012 149.0 0,983  35,3 -0,167 
3.32 0.015 118.2 0,991  3.29 0.013 153.8 0,990  35,7 -0,165 
3.02 0.013 123.8 0,992  2.99 0.015 160.1 0,980  36,3 0,155 
2.72 0.013 132.3 0,993  2.69 0.011 164.4 0,981  32,1 -0,117 
2.42 0.013 136.7 0,993  2.39 0.006 163.2 0,954  26,5 -0,560 
2.12 0.012 144.2 0,992  2.09 0.005 162.3 0,937  18,1 -0,588 
1.82 0.012 148.7 0,991  1.79 0.002 155.7 0,931  7,0 -0,838 










Table 5.6  Fitting results of strain 1011, with (+) or without (-) HHP treatment. Log Ni,0 stands for 
the initial concentration, V is the pseudo-mu and T the pseudo-lag. Variations in T and V between 






























8.40 0.024 14.9 0,997  8.32 0.017 44.4 0,996  29.5 -0.300 
7.40 0.015 23.9 0,996  7.32 0.015 63.5 0,993  39.6 0.046 
6.40 0.015 45.0 0,998  6.32 0.017 82.2 0,997  37.2 0.130 
5.40 0.016 65.4 0,998  5.32 0.016 100.4 0,999  35.0 -0.010 











6.09 0.015 55.1 0,997  6.12 0.016 89.1 0,996  33.9 0.104 
5.79 0.015 61.9 0,996  5.82 0.016 94.5 0,997  32.6 0.019 
5.49 0.016 68.1 0,998  5.52 0.016 100.6 0,998  32.6 0.007 
5.19 0.017 74.9 0,999  5.22 0.017 106.9 0,999  31.9 0.001 
4.88 0.015 80.8 0,998  4.91 0.011 111.1 0,998  30.3 -0.248 
4.58 0.013 84.7 0,999  4.61 0.013 117.6 0,999  33.0 0.017 
4.28 0.019 90.3 0,999  4.31 0.018 123.4 0,998  33.1 -0.042 
3.98 0.019 93.9 0,999  4.01 0.020 127.6 0,999  33.7 0.019 
3.68 0.016 96.9 0,998  3.71 0.019 132.8 0,999  36.0 0.182 
3.38 0.016 103.0 0,998  3.41 0.018 137.9 0,999  35.0 0.144 
3.08 0.016 108.0 0,998  3.11 0.016 141.0 0,998  33.0 -0.016 
2.78 0.015 114.2 0,998  2.81 0.015 147.7 0,998  33.5 0.061 
2.48 0.015 121.2 0,998  2.51 0.015 154.8 0,997  33.6 0.034 
2.18 0.015 129.7 0,998  2.20 0.015 164.3 0,995  34.7 -0.017 
1.87 0.015 132.5 0,999  1.90 0.015 167.0 0,991  34.4 -0.031 








Table 5.7  Fitting results of strain 1583, with (+) or without (-) HHP treatment. Log Ni,0 stands for 
the initial concentration, V is the pseudo-mu and T the pseudo-lag. Variations in T and V between 






























8.20 0.021 13.9 0,996  8.11 0.019 39.2 0,994  25.3 -0.059 
7.20 0.016 22.5 0,998  7.11 0.015 52.2 0,996  29.8 -0.040 
6.20 0.019 47.9 0,999  6.11 0.021 77.4 0,998  29.6 0.146 
5.20 0.019 67.3 0,999  5.11 0.018 96.8 0,998  29.4 -0.056 











5.99 0.015 55.9 0,998  6.02 0.014 82.5 0,998  26.6 -0.031 
5.69 0.015 62.9 0,998  5.72 0.013 87.4 0,997  24.5 -0.167 
5.39 0.017 69.2 0,998  5.42 0.015 94.5 0,998  25.3 -0.121 
5.09 0.014 74.9 0,999  5.12 0.014 100.5 0,998  25.6 -0.027 
4.79 0.013 80.9 0,997  4.82 0.010 105.3 0,998  24.3 -0.276 
4.48 0.013 83.9 0,999  4.52 0.013 112.1 0,998  28.2 -0.058 
4.18 0.017 90.3 0,999  4.21 0.015 117.5 0,999  27.2 -0.101 
3.88 0.019 95.7 0,999  3.91 0.017 123.2 0,999  27.5 -0.112 
3.58 0.016 100.3 0,999  3.61 0.016 126.7 0,999  26.4 -0.023 
3.28 0.016 105.6 0,998  3.31 0.010 130.5 0,998  24.9 -0.362 
2.98 0.014 110.6 0,998  3.01 0.009 134.7 0,995  24.0 -0.408 
2.68 0.016 118.3 0,998  2.71 0.014 147.1 0,998  28.8 -0.169 
2.38 0.013 120.3 0,999  2.41 0.015 154.2 0,996  33.9 0.102 
2.08 0.010 136.2 0,998  2.11 0.014 156.2 0,995  20.0 0.417 
1.78 0.013 141.2 0,998  1.81 0.014 161.7 0,994  20.5 0.066 
1.47 0.008 139.1 0,994  1.51 0.006 169.5 0,946  30.5 -0.238 
1.17 0.009 149.4 0,995  1.20 0.005 170.8 0,848  21.4 -0.474 
0.87 0.008 151.1 0,993  0.90 0.004 171.4 0,827  20.3 -0.511 





From tables 5.1-5.7, optical density method seems to be a good method because of 
the high correlation coefficients which were obtained from fittings. But it was not 
always feasible, because with optical density, only the final part of growth curve was 
observed. Therefore, information on the first hours of growth was never known. This 
was what happened of wells with low inoculum size: in previous tables, variation 
percentage of maximum pseudo-mu of 2-fold dilution was higher in wells with low 
inoculum size (Figure 5.3). This was a problem of the method, in wells with low 
inoculum size it was difficult to detect an increase in DO.  
 
Figure 5.3  Variation percentage of maximum pseudo-mu of 2-fold dilution 
series with different inoculum size, for strains 1034, 1587, 1673, 1674, 
4031, 1011 and 1583. 
On the other side, for wells of 10-fold dilution, the behaviour was somewhat different 
(Figure 5.4). Wells with high inoculum size showed a bigger variation than wells with 
low inoculum size (all strain except 4031 and 1674). This observation was very strange; 
theoretically, wells with 8 logarithms of inoculum size should have a smaller variation 
than others, because these wells’ optical density contained more information of 
bacterial exponential phase than others. A possible explanation could be the effect of 
the own inoculum size: due to the high inoculum size, optical density of non-treated 
samples was detected immediately, and although the maximum velocity was fitted 
correctly, the curve of optical density was incomplete to be compared with others. The 
determination of maximum velocity with DMFit may be different from those curves 
which contained an explicit pseudo-lag  
With respect to strain 4031, it showed a variation of 112.5%, i.e., the velocity was 
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of this strain also was modified. The reason could be that this strain, which is the Type 
strain, is genetically different. 
 
Figure 5.4  Variation percentage of maximum pseudo-mu of 10-fold dilution 
with different inoculum size, for strains 1034, 1587, 1673, 1674, 4031, 1011 
and 1583. 
The limit of detection of optical density generated another problem, which was the 
correspondence of phases. So, if two wells were not in the same stage, although 
pseudo-lags of both wells were correctly determined, the variation in this parameter 
had no reason to be similar to lag time. Therefore, in order to compare two wells, their 
inoculum size should be similar to ensure that they were in the same stage. Figure 5.5 
shows a comparison of two wells in the same stage. As results of fitting, the variation 
of pseudo-lag was 35.5 hours, which is similar to 34.7 h, the lag time variation 
determined by 2-fold dilution method in Chapter 6.  
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Another problem was that the shape of the curve of optical density may modify the 
quality of fittings. Curves with 2 different slopes in the exponential phase had a big 
difficulty to make well fits. An example was well 198, showed in Figure 5.6, where the 
curve was bad fitted. Neither fit 1 nor fit 2 was accepted as correct fittings. 
 
Figure 5.6  Fitting of well 198, strain 1674, without treatment. 
In conclusion, optical density measurements were easily obtained from Bioscreen, but 
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6. 2-fold dilution method 




6. 2-fold dilution method 
6.1. Description of the method 
As a method to determine growth parameter, 2-fold dilution measurement was 
chosen. According to Cuppers et al. (1993), lag time and growth rate could be obtained 
from measurement of the time at which growth becomes visible and the inoculum size 
variation. Biesta-Peters et al. (2010) used the 2-fold dilution method to estimate the 
growth rate and lag time of Bacillus cereus and they considered that this method was 
able to retrieve much more data in one experiment than the widely used plate count 
method. Time at which growth becomes visible is considered also time to turbidity or 
time to detection. This could be obtained from Bioscreen, because the culture was 
observed by Bioscreen every hour (i.e. at every hour, optical density measurement was 
obtained). In Bioscreen, time to turbidity is the time at which the sample complies with 
the following condition: OD=OD(0)+0.05, where OD(0) is the optical density of time 0, 
i.e., the initial optical density. The original culture and the culture at time to detection 
were plate counted. The concentration level of bacteria at time to detection was at 
around 108 CFU/ml, which corresponds to a bacterial level of the exponential phase. 
Therefore, as data, different times to turbidity for different initial concentrations were 
known. Using both data, a relationship could be observed: time to turbidity changes 
linearly with the initial concentration. Growth parameters could be determined 
geometrically, as shown in figures 6.1 to 6.4. 
 
Figure 6.1  Evolution of cell concentration up to reach the number of 
microorganisms of time to turbidity without lag phase. 
In Figure 6.1, green lines represent the evolution of bacterial concentration during the 
growth, coming from different inoculum sizes (Log Ni,0). The red line represents the 
concentration of microorganism at the detection level (Log Nturb). The cut-off point of 




green line with red line is time to detection, also called time to turbidity (ti). As shown 
in the figure, time to turbidity is the time when the detectable concentration level is 
reached. Time to turbidity is different for each curve because they have different 
inoculum sizes. As an example, growth with lower inoculum size (Log N4,0) have been 
chosen. From initial concentration level (Log N4,0) to time to detection concentration 
level, we have the increase of concentration level, i.e., Log Nturb–Log N4,0. On the other 
hand, the corresponding time of this increase is known as t4-t0 or, simply, t4. Growth 
rate (r) of this growth is just the slope of the curve (Eq. 6.1), which is easy to observe 
geometrically. The slopes of all curves are the same. So, growth rate of every sample of 
the same strain will be the same. 
𝑟 = logNturb−logN4,0
t4
                                             (6.1)  
 
Figure 6.2  Evolution of cell concentration up to reach the number of 
microorganisms of time to turbidity with lag phase. 
Let us consider an existence of an initial lag. Considering that the lag time (tlag) does 
not depend on inoculum size, and that growth rate of every curve is the same, the 
growth rate of exponential phase follows almost the same expression (Eq. 6.2). The 
only difference is that as for time interval it must be considered ti-tlag. From Eq. 6.2, an 
expression of time to turbidity can be obtained (Eq. 6.3).  
𝑟 = logNturb−logNi,0
ti−tlag
                                                (6.2) 
t = tlag + logNturb−logNi,0𝑟                                         (6.3) 
 





Figure 6.3  Linear relationship between time to turbidity and Log (Nturb/Ni,0). 
Thus, Eq. 6.3 shows a linear relationship between ti and Log (Nturb/Ni,0), taking into 
account that the slope r is the same for all curves. This relationship is graphically  
illustrated in Figure 6.3. Useful information could be taken, such as the slope (m) of 
this line (Eq. 6.5). Therefore, if we can experimentally measure the time to turbidity (ti) 
of different inocula (Ni), we could determine the lag period (tlag) and the growth rate (r) 




N4,0  − logNturbN1,0                                              (6.4) 
𝑏 = t4−t1
logN1,0 − logN4,0                                               (6.5) 
Figure 6.4 was built for a better understanding of this relationship by adding a green 
line that represents Eq. 6.5 into Figure 6.2. The slope of this line is the same as the 
others, and is just the inverse of b in Eq. 6. Therefore, the inverse of b is the growth 
rate of these growths. The typical fitting of a linear regression can be determined from 
Figure 6.3 (Eq. 6.6). Then, b is the slope of the curve and a is the cut-off point with axes. 
So, the growth rate and the lag time (tlag) were easily determined (eqs. 6.7 and 6.8). y = 𝑏x + 𝑎                                                                        (6.6) 
𝑟 = 1
𝑏
                                                                     (6.7) tlag = 𝑎                                                                    (6.8) 





Figure 6.4  Linear relationship between time to turbidity and Log (Nturb/Ni,0).  
Experimentally, times to turbidity of different inocula are usually determined by using 
a Bioscreen after consecutive X-fold dilutions of an original culture. It is usual that 
dilutions are 2-fold; this is the reason why this method is known as 2-fold dilution 
method. The OD measurements are enough to determine time to turbidity of each 
sample, as the turbidity level is assumed to be over the detection threshold of the 
equipment. The inocula concentrations can be deduced from the plate-counts of the 
original culture, taking into account the consecutive X-fold dilutions to estimate them. 
An alternative way to explain 2-fold dilution method is by equations 6.9 to 6.12. 
Representing time to turbidity (TTT, which is equivalent to the ti used in previous 
equations) versus inoculum size, a graphics like Figure 6.5 can be obtained. The 
equation of time to turbidity (TTT), obtained from regression equation, is defined by 
Eq. 6.12. This equation comes from (Eq. 6.9) and has a constant b, which includes the 
concentration level at time to turbidity. The slope of the equation (Eq. 6.12) is 
negative, i.e., as the inoculum size increases, time to turbidity decreases. The inverse 
of the absolute value of slope is just the growth rate. TTT = 𝑎 · logNt
N0
+ 𝑏                                         (6.9) TTT = 𝑎 · log Nt − a · log N0 + 𝑏                          (6.10)  TTT = −𝑎 · log N0 + 𝑏 + 𝑎 · log Nt                       (6.11) TTT = −𝑎 · log N0 + B                                  (6.12) 
 
 





The methodology above-mentioned was applied to all strains to obtain growth 
parameters (lag time and maximum growth rate). Two series of consecutive 2-fold and 
10-fold dilutions were carried out for each treated and non-treated sample. Using 
information of time to turbidity and initial number of organisms, several graphics were 
obtained to determine such growth parameters. One example is strain 1034, which is 
shown in following figures. 
 
Figure 6.5  Results of strain 1034 without HHP treatment, clear points 
represent 2-fold dilution and dark points represent 10-fold dilutions. 
In Figure 6.5, there is a representation of time to turbidity versus inoculum size. This 
figure shows that there was a good linear relationship between time to turbidity and 
inoculum size. As the slope of the obtained curve shows, samples with low inocula size 
had time to turbidity longer than samples with high inocula size. Growth rate of strain 
1034 was 0.0584 h-1, the inverse of absolute value of the slope. 
 
Figure 6.6  Linear regression of relationship time to turbidity and Log 
(Nturb/Ni,0). 
t = -17.109 Log Ni,0 + 154.38 
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t = 19.321 Log (Nturb/Ni,0) + 28.283 
R² = 0.9912 
t = 17.109 Log (Nturb/Ni,0) + 5.1848 






























Figure 6.6 shows the linear regressions of the data obtained from 2- fold dilution 
measurements of treated and non-treated samples of 1034 strain. Both regressions 
have a very high R2. The slope of the curve is just the inverse of growth rate, and the 
cut-off point with axes is the lag time, which are reflected in the equation of the liner 
regression of 1034 HP+ (Eq. 6.13) and 1034 HP- (Eq. 6.14). 
 T = 19.321 logNturb
Ni,0 + 28.283                                        (6.13)           T = 17.109 log Nturb
Ni,0 + 5.185                                           (6.14) 
For 1034 HP+, the growth rate is 0.0518 h-1, and lag time is 28.283 hours. For 1034 HP-, 
the growth rate is 0.0584 h-1 and lag time is 5.1848 hours. The first comment that 
should be made is that the growth rates of both treated and non-treated samples are 
similar. Secondly, HHP treatment delayed the growth of the strain 23.1 hours and the 
modification of growth rate between treated and non-treated samples is really small. 
Graphic results of others strains are shown in Appendix, and a summary of the 
obtained growth parameters are showed in Table 6.1. Lag time and growth rate are 
indicated as λ and μ, respectively, according to the usual nomenclature of such growth 
parameters. 
Table 6.1  Results of 2-fold dilution method: growth parameter (μ and λ) of each strain. To 
compare results of growth rate, the variation percentage (∆μ/μ-) was made. μ- and λ- means 
growth rate and lag time of samples without treatment; μ+ and λ+ means growth rate and lag 
time of samples with treatment. 
Strain μ- (h-1) λ- (h)  μ+ (h-1) λ+ (h) ∆ μ ∆ λ ∆μ/μ- 
1034 0.058 5.2  0.052 28.3 -0.006 23.1 -0.10 
1587 0.059 5.5  0.058 40.2 -0.001 34.7 -0.02 
1673 0.055 2.0  0.049 28.2 -0.006 26.2 -0.11 
1674 0.053 1.0  0.049 27.2 -0.004 26.2 -0.08 
4031 0.045 -4.5  0.057 47.7 0.012 52.2 0.27 
1011 0.053 8.5  0.050 39.0 -0.003 30.5 -0.06 
1583 0.049 4.5  0.049 34.0 0 29.5 0 
 
Strain 4031 corresponded to Type strain, which sometimes showed misbehaving. In 
this case, a negative lag time was shown. In comparison with others strains, for a 
similar value of Log (Nturb/Ni,0), time to detection was shorter for samples with high 
inocula size and longer for samples with low inocula size, as illustrated Figure 6.7. This 
means that the slope of the time to turbidity versus Log (Nturb/Ni,0) regression was 
bigger than others. As consequence, negative cut-off point with axe Y appeared, i.e., a 
negative lag time.  





Figure 6.7  Time to turbidity versus Log (Nturb/Ni,0) regression of strain 4031 
(red) and 1011 (blue). 
6.3. Discussion 
Once growth parameters are determined, several things are observed: the growth rate 
of each strain was more or less similar one to each other, and their variation was very 
small (except strain 4031). Although growth rates were similar, the lag times were 
different. From variation of lag time, effect of HHP treatment was emphasized. 
Generally, treated samples started to growth at least, 23 hours later than non-treated 
samples. 
In conclusion, 2-fold dilution method is very simple, easy to understand and to apply. 
Various other studies showed that the maximum growth rate could be derived from 
turbimetric measurements (Baranyi and Pin, 1999; Dalgaard and Koutssoumanis, 2001; 
Dalgaard et al., 1994). But it has also a drawback, which is the need of numerous data 
to ensure the regression is good enough. Another drawback is that the inoculum and 
the concentration level at time to turbidity have to be known. If not, there is no way to 
determine growth rate and lag time. According to Cuppers et al. (1993), application of 
2-fold dilution method showed that lag time estimates were rather poor, but growth 
rates could be quite well. In the same way, Lindqvist (2006) considered that the time 
to detection method was good to estimate the growth rates. 
t = 22.26 Log(Nturb/Ni,0) - 4.5431 
R² = 0.9692 
t = 18.713 log (Nturb/Ni,0) + 8.496 










































7. Method of optical density transformed 
into colony-forming unit 




7. Method of optical density transformed into colony-forming unit 
As seen in Chapter 5, the evaluation of microorganisms’ growth by optical density 
measurement is easy, simple and inexpensive. However, the obtained pseudo-
parameters were not directly related to the classic growth parameters. In order to 
obtain “real” parameters, optical density has to be transformed into colony-forming 
unit. In this chapter, this transformation is explored. Plate count and turbidity data of 
strain 1587 (Section 3.2) will be used as reference. However, the experimental 
conditions of 2-fold dilution experiments were not the same: the monitoring of 
Bioscreen was performed at 10 °C while the data of optical density and plate count 
were obtained from 37 °C.  
7.1. A first approach of the relationship between optical density and CFU 
From bibliographic review, it was considered that there is relationship between optical 
density and colony-forming unit. Direct linear and polynomial relationships were 
analyzed and evaluated in a first stage.  
7.1.1. Linear fitting 
Linear relationship between plate-count and optical density was described by some 
authors (Begot et al., 1996; Chorin et al., 1997). Using the available information 
obtained from experiments (Section 3.2), some regressions were made in order to be 
able to transform OD data into CFU counts and perfom the further determination of 
growth parameters. 
The two series of data were represented separately and two linear regressions were 
obtained, for inoculum of 4 logarithms (Figure 7.1) and for inoculum of 7 logarithms 
(Figure 7.2). The data of optical density used in these regressions were taken without 
the first value, i.e. optical density in time 0. The regression for 4 logs was very bad, 
there was low linearity, as it was reflected by an R2 of 0.465. But for 7 logs, a high 
linearity was observed. As correlation coefficient, a value of 0.978 was obtained; thus, 
the regression was very good. Finally, a third regression with all data was made. It was 
seen that regression obtained from both series together (Figure 7.3) was even better, 
R2 =0.978. 





Figure 7.1  Fitting of concentration and optical density of strain 1587 by a 
linear function for the sample with 4 logarithms of CFU/ml of inoculum size, 
with culture temperature of 37 °C. 
 
Figure 7.2  Fitting of concentration and optical density of strain 1587 by a 
linear function for the sample with 7 logarithms of CFU/ml of inoculum size, 
with culture temperature of 37 °C . 
N = 1.36E+09 OD + 4.83E+06 






















N = 4.86E+09 OD - 1.62E+07 






























Figure 7.3  Fitting of concentration and optical density of strain 1587 by a 
linear function for samples with 4 logarithms and 7 logarithms of CFU/ml of 
inocula size, with culture temperature of 37 °C. 
To evaluate the goodness of the regression made from 7 logarithms of CFU/ml of 
inoculum size, optical density used in regression was transformed into CFU (Figure 7.4). 
Instantaneous growth rate was calculated numerically for every three points (Figure 
7.5) and compared with growth rate calculated from experimental data of strain 1587 
(Figure 7.6). At last, CFU obtained from DO were compared with the original CFU 
(Figure 7.7). 
 
Figure 7.4  Evolution of logarithm of concentration of microorganisms 
(CFU/ml) during observation period (points), obtained as result of applying 
the linear regression for optical density of samples with 7 logarithms of 
inoculum size, used in regression. Crosses show the experimental data, as 
reference.   
N = 4.83E+09 OD - 7.65E+06 















































NOD, line r 
N, experimental 




Figure 7.4 shows the result of this fitting. The growth curve obtained from DO 
transformation does not show the typical behaviour of a growth curve in batch culture, 
especially at the beginning of the curve. Applying the regression equation, some 
negative values were obtained at the beginning, aspect which was not possible. 
Therefore, these negative values were deleted. Although these values were not used, 
the results were not good. Lag phase was not defined and the first values of CFU were 
not reliable because experimentally the culture started with approximately 7.3 
logarithms of inoculum size (Table 7.1), and after 1.5 hours, from transformation, 
there were only 6.3 logarithms. As a consequence, when growth rates were calculated 
and compared with the reference growth rate, different values and time-evolution 
were observed (Figure 7.5). There were some values of growth rate at the beginning 
that were more than 4 times much larger than the reference growth rate. At hour 3 to 
6, the growth rates were similar to the reference growth rate, about 0.43 h-1 while the 
reference growth rate was 0.47 h-1. And after hour 6, the growth rates seemed to be 
higher than reference one. At last, the comparison of CFU obtained from DO with 
original CFU (Figure 7.6) illustrates that linear regression was not suitable for the 
transformation of optical density into CFU due to the low correlation coefficient, 
although the regression was done with a high correlation coefficient. 
As conclusion, linear regression was discarded as of lack of linearity at the extremes (at 
the beginning and at the end) of the curve.  
   
Figures 7.5  Evolution of instantaneous growth rate (h-1) of strain 1587, calculated numerically 
for every 3 points, from data of CFU obtained by transforming optical density data with a linear 
regression (left); and evolution of growth rate of strain 1587, calculated numerically for every 














































Table 7.1  Results of applying the linear regression equation as transformation 
equation for optical density. The concentrations obtained by transformation (Log 
NOD) were compared with the reference concentration (Log N). 
Time (h) Log N (CFU/ml) Log NOD (CFU/ml) 
0.50 7.32 - 
0.75 7.19 - 
1.00 7.30 - 
1.25 7.25 - 
1.50 7.35 6.30 
1.75 7.22 7.07 
2.00 7.51 7.42 
2.25 7.57 7.74 
2.50 7.65 7.84 
2.75 7.86 7.81 
3.00 8.05 8.11 
3.25 8.23 8.21 
3.50 8.22 8.32 
3.75 8.41 8.43 
4.25 8.45 8.64 
4.75 8.69 8.83 
5.25 8.89 9.00 
5.75 9.22 9.12 
6.25 9.20 9.21 
6.75 9.34 9.30 
7.25 9.41 9.37 
7.75 9.29 9.39 
8.75 9.35 9.41 
 
 
Figure 7.6  Linear relationship between original logarithm of concentration 
of microorganisms (Log N) and logarithm of concentration obtained from 
transformation of optical density (Log NOD), using linear regression. The 
regression equation was forcibly passed through the point 0. 
Log NOD = 0.9984 Log N 
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7.1.2. Polynomial fitting 
To improve the fit, polynomial function of degree 3 was used, and it was forced to pass 
through zero. There was an important improvement. Like illustrated in Figure 7.7, the 
correlation coefficient was higher than the one of the linear regression and the 
regression seemed to be more suitable. 
 
Figure 7.7  Fitting of concentration and optical density of strain 1587 by a 
third degree polynomial function for samples with 4 logarithms and 7 
logarithms of CFU/ml of inocula size, with culture temperature of 37 °C. 
Data of optical density were without the first measurement, optical density 
at time 0.  
As well as the linear regression, the polynomial regression also needed to check its 
goodness, and it was done in the same way. Again, optical density used in regression 
was transformed into CFU (Table 7.2) and growth curve was obtained (Figure 7.8). 
Instantaneous growth rate was calculated numerically every three points (Figure 7.9) 
and they were compared with the reference data: original CFU and growth rate 
calculated from experimental data of strain 1587.  
N = -2.91E+10 OD3 + 2.07E+10 OD2 + 1.67E+09 OD 






























Figure 7.8  Evolution of logarithm of concentration of microorganisms 
(CFU/ml) during observation period (points), obtained as result of applying 
the third degree polynomial function for optical density of samples with 7 
logarithms of inoculum size, used in regression. Crosses show the 
experimental data, as reference.   
Once more the same problem appeared: although the regression was very good, with 
a high correlation coefficient, the growth curve of OD transformed into CFU was not 
like it should be. Lag phase could not be identified and the result of checking was not 
good enough. Again, negative values of concentration appeared at first hours. After 
deleting these values, during the whole period instantaneous growth rates were higher 
than reference growth rates, especially at the beginning of the curve, more than 2 
times higher. However, the maximum growth rate after 3 hours showed a similar 
behaviour to the reference growth rate: 0.56 h-1 while the reference was 0.47 h-1. The 
comparison of CFU obtained with original CFU (Figure 7.10) showed a similar 
correlation coefficient to the comparison made with linear regression, which was a 
little higher, but not good. The problem of this regression was that at low 
concentration, the function underestimated the CFU values. As conclusion, the third 
degree polynomial regression was better than linear regression due to its higher 
correlation coefficient and the maximum slope of the growth curve was lower, but it is 
not able to be used as the transformation equation. A new strategy that improves the 
initial values should be explored. Therefore, a theoretical study was realized in order to 
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Figures 7.9  Evolution of instantaneous growth rate (h-1) of strain 1587, calculated numerically 
for every 3 points, from data of CFU obtained by transforming optical density data with a third 
degree function (left); and evolution of instantaneous growth rate of strain 1587, calculated 
numerically for every 3 points, from original data of CFU (right).  
 
Table 7.2  Results of applying the polynomial regression equation as transformation 
equation for optical density. The concentrations obtained by transformation (Log NOD) 
were compared with the reference concentration (Log N). 
Time (h) Log N (CFU/ml) Log NOD (CFU/ml) 
0.50 7.32 - 
0.75 7.19 - 
1.00 7.30 - 
1.25 7.25 6.23 
1.50 7.35 6.53 
1.75 7.22 6.85 
2.00 7.51 7.10 
2.25 7.57 7.40 
2.50 7.65 7.50 
2.75 7.86 7.47 
3.00 8.05 7.80 
3.25 8.23 7.92 
3.50 8.22 8.06 
3.75 8.41 8.20 
4.25 8.45 8.49 
4.75 8.69 8.76 
5.25 8.89 8.98 
5.75 9.22 9.15 
6.25 9.20 9.25 
6.75 9.34 9.34 
7.25 9.41 9.37 
7.75 9.29 9.38 









































Figure 7.10  Linear relationship between original logarithm of concentration 
of microorganisms (Log N) and logarithm of concentration obtained from 
transformation of optical density (Log NOD), using third degree polynomial 
regression. The regression equation was forced to pass through the point 0. 
 
7.2. Theoretical discussion of the microbial concentration measurement limits 
To improve results, before going continuously realize fittings, a theoretical approach to 
optical density measurements was made.  
In spectroscopy, the absorbance Aλ (also called optical density) is defined as:  
        
  
 
                                                          (7.1) 
Where I is the intensity of light at a specified wavelength (λ) that has passed through a 
sample (i.e., transmitted light intensity) and I0 is the intensity of the light before it 
enters the sample (i.e., incident light intensity).  
A particular case was studied in order to understand what was happening with the 
light in the wells of Bioscreen where cultures were performed, considering the wells 
are cylindrical (approximately 1.5 cm of height and 0.6 cm of diameter), and the light 
passes longitudinally through the cylinder. So, at most, a thickness of 1.5 cm of growth 
medium could be through. Obviously, the cylinder was not completely full, a height of 
1 cm was proposed to be as growth medium. In order to theoretically assess the 
number of cells in the way of light, a parallelepiped of followings dimension was 
considered (Figure 7.11): 
Log NOD = 0.9786 Log N 
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Figure 7.11  Parallelepiped with dimension 10000 μm x 10 μm x 10 μm, through 
which the incident light (I0) passes and the transmitted light (I) out. The 
parallelepiped was drawn horizontally while the well of Bioscreen is vertical. 
A cubic cell of 1 μm3 was considered. It was discretized into spatial cells, in order to 
evaluate the number of particles (bacteria) in each spatial cell. 
If the concentration was C cell/cm3 the number of cells in the whole space will be: 
   
    
   
 
       
        
                                                       (7.2) 
In order to distribute cells at random for this space, a simulation was realized. With 
concentration of 105 cell/cm3 or lower, most probably any cell will be found in this 
space, and therefore may not be detectable by optical density. With 106 cell/cm3 of 
concentration, perhaps a single cell would be found in the area evaluated. This is the 
theoretical minimum concentration that could be assessed by optical density. 
Considering the surface which the light crossed was 10 μm x 10 μm, the number of 
cells that could be found in this space could represented with a matrix of 10 x 10. With 
a concentration of 107 cell/cm3, distributions like Figure 7.12 were found: 
 
Figure 7.12  Spatial distribution of bacteria in transverse 
projections in a space of 10 μm x 10 μm for a simulation where 
the cells were distributed randomly with a concentration of 107 
cell/cm3. The numbers in the figure indicate number of cells. 
The light beam that runs perpendicularly to a cell will be affected when it finds a cell in 
its way. The wavelengths used are of order of 600 nm and the dimensions of a cell are 
close to the μm, so the light will undergo diffraction. Considering that the cells are 




partially transparent to light, the light intensity will also attenuated by absorption. 
These two phenomena affect the ratio between initial and final light intensity. 
When the concentration reached value of 2x108 (i.e., 8.3 logs), the light would not find 
clean columns practically. One of the distributions obtained by simulation was (Figure 
7.13): 
 
Figure 7.13  Spatial distribution of bacteria in transverse 
projections in a space of 10 μm x 10 μm for a simulation where 
the cells were distributed randomly with a concentration of 2 x 
108 cell/cm3. The numbers in the figure indicate number of 
cells. 
This decrease in intensity was expected to find two behaviours different depending on 
the concentration: first behaviour in concentrations between 106 cell/cm3 (detection 
threshold) and 2 x 108 cell/cm3, where space is partially occupied and DO 
measurement will reflect such occupation; a second behaviour for concentrations 
above 2 x 108 cell/cm3, where space is fully occupied and DO measurements will reflect 
the density. Obviously, the detection threshold will be different due to the different 
thickness of the wall: at low concentration of cells, the growth was carry out in 
occupied surface, while at high concentration, the growth was also in wall surface, 
modifying its thickness. Therefore, the need to reach a determine concentration in 
order to carry out the detection could be a limitation of the method (Valero et al., 
2006).  
7.3. Biphasic analysis of the relationship between optical density and CFU 
Taking into account that depending on the concentration of microorganisms the 
behaviour of optical density was different (mentioned in previous section), data of 
plate count were divided in two parts: the first, until approximately 2 x 108 cell/cm3 of 
concentration, and the second, data of higher concentrations. In terms of optical 
density, the first part was from 0.154 up to 0.20, and the second one from 0.20 up to 
0.624. Relationship of concentration and absorbance is represented for each part in 




figures 7.14 and 7.15. Each interval was fitted by a third degree polynomial function 
due to the sigmoid behaviour observed in experimental results. 
 
Figure 7.14  Fitting of concentration and optical density of strain 1587 by a 
third degree polynomial function up to concentration of 2 x 108 cell/cm3 
(optical density from 0.154 up to 0.20), for samples with 7 logarithms of 
CFU/ml of inocula size, with culture temperature of 37 °C.  
 
Figure 7.15  Fitting of concentration and optical density of strain 1587 by a 
third degree polynomial function for concentrations above 2 x 108 
cell/cm3(optical density above 0.20 up to 0.624), for samples with 7 
logarithms of CFU/ml of inocula size, with culture temperature of 37 °C. 
From these fittings, two regression equations were obtained: one for concentrations 
up to 2 x 108 cell/cm3, and another for higher concentrations. Compared to previous 
single polynomial function, these fittings had a lower correlation coefficient. Due to 
the smaller amount of data for each fitting, small variation could cause large difference 
in results of fitting, especially in the ending of both curves.  
N =-4.136E+12 OD3 +2.214E+12 OD2 - 3.895E+11OD+ 2.260E+10 

























N = -6.163E+10 OD3 + 7.619E+10 OD2 - 2.386E+10 OD + 2.464E+09 





























In order to validate these equations, the same optical density results used in 
calibration were transformed into CFU by using these regression equations. Results are 
shown in Table 7.3 and in Figure 7.16. In addition, instantaneous growth rate of 
transformed OD data also was calculated at each three points and compared with the 
reference instantaneous growth rate (Figure 7.17).  
 
Figure 7.16  Evolution of logarithm of concentration of microorganisms 
(CFU/ml) during observation period (points), obtained as result of applying 
two third degree polynomial functions separately for optical density of 
samples with 7 logarithms of inoculum size, used in regression. Crosses 
showed the experimental data, as reference.   
Using the biphasic polynomial functions, first improvements could be observed: 
negative concentrations did not appear during the first hours, and the lag phase could 
be observed, although there was a decrease in concentration. As a consequence, the 
growth rate of the beginning was 2 times bigger than the referenced one. But the 
behaviour of growth rate after 5 hours was very similar, in the same way as the linear 
and single polynomial functions: 0.475 h-1 for biphasic functions and 0.47 h-1 for the 
reference data. 
Although the fitting had problems at the beginning, the checking results were very 
satisfactory. Like showed in Table 7.3 and Figure 7.18, the concentration obtained was 


























    
Figures 7.17  Evolution of instantaneous growth rates (h-1) of strain 1587, calculated 
numerically for every 3 points, from data of CFU obtained by transforming optical density data 
with two third degree functions (left); and evolution of growth rate of strain 1587, calculated 
numerically for every 3 points, from original data of CFU (right). 
 
Table 7.3  Results of applying the biphasic polynomial regression equations as 
transformation equations for each part of optical density. The concentrations 
obtained by transformation (Log NOD) were compared with the reference 
concentration (Log N). 
Time (h) Log N (CFU/ml) Log NOD (CFU/ml) 
0.5 7.26 7.27 
0.91 7.26 7.31 
1.33 7.27 7.23 
1.74 7.37 7.19 
2.15 7.56 7.19 
2.56 7.75 7.24 
2.98 7.94 7.37 
3.39 8.14 7.65 
3.80 8.33 7.77 
4.21 8.52 7.73 
4.63 8.71 8.09 
5.04 8.89 8.19 
5.45 9.05 8.23 
5.86 9.18 8.39 
6.28 9.27 8.47 
6.69 9.31 8.69 
7.10 9.33 8.94 
7.51 9.34 9.14 
7.93 9.35 9.26 
8.34 9.35 9.34 

















































Figure 7.18  Relationship between original logarithm of concentration of 
microorganisms (Log N) and logarithm of concentration obtained from 
transformation of optical density (Log NOD), using third degree biphasic 
polynomial regression. The regression equation was forcibly passed through 
the point 0. 
In Chapter 4, the use of data fitted with DMFit enhanced the determination of growth 
parameters reducing the variation between data. Taking into account this aspect, the 
expectative was that the use of fitted data could provide an important improvement. 
To verify this hypothesis, the same procedures applied for original data were now 
carried out for fitted data, as following figures 7.19 to 7.21 are showing.  
 
Figure 7.19  Fitting of concentration (taken from the fitting of plate count 
data with DMFit) and optical density of strain 1587 by a third degree 
polynomial function up to concentration of 2 x 108 cell/cm3 (optical density 
from 0.154 up to 0.20), for samples with 7 logarithms of CFU/ml of inocula 
size, with culture temperature of 37 °C.  
y = 0.999x 
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N = -1.15E+12 OD3 + 6.33E+11 OD2 - 1.13E+11 OD + 6.58E+09 































Figure 7.20  Fitting of concentration (taken from the fitting of plate count data 
with DMFit) and optical density of strain 1587 by a third degree polynomial 
function for concentration above 2 x 108 cell/cm3(optical density above 0.20 up 
to 0.624), for samples with 7 logarithms of CFU/ml of inocula size, with culture 
temperature of 37 °C. 
From these fittings, two new regression equations were obtained, one for 
concentrations up to 2 x 108 cell/cm3 (Figure 7.19) and one for higher concentrations 
(Figure 7.20). From these figures, we can see that regression coefficients are 0.99 for 
the two parts, which reflects that regressions are very well fitted (i.e., practically 
identical to the original data). Then, optical density used in calibration was 
transformed into CFU using these regression equations. Results were showed in Table 
7.4 and in Figure 7.21. Again, in order to compare results with the reference data, 
instantaneous growth rate was calculated at each three points, as shown in Figure 7.22.  
 
Figure 7.21  Evolution of logarithm of concentration of microorganisms 
(CFU/ml) during observation period (points), obtained as result of applying two 
third degree polynomial functions (obtained from fitted data and optical 
density) separately for optical density of samples with 7 logarithms of 
inoculum size, used in regression. Crosses show the experimental data, as 
reference.   
N = -3.75E+10 OD3 + 4.40E+10 OD2 - 1.07E+10 OD + 
8.42E+08 











































NOD, biphasic with fitted data 
N, xperimental 




Table 7.4  Results of applying the biphasic polynomial regression equations 
(obtained from fitted data and optical density) as transformation equations for 
each part of optical density. The concentrations obtained by transformation (Log 
NOD) were compared with the reference concentration (Log N). 
Time (h) Log N (CFU/ml) Log NOD (CFU/ml) 
0.5 7.26 7.39 
0.91 7.26 7.40 
1.33 7.27 7.44 
1.74 7.37 7.49 
2.15 7.56 7.66 
2.56 7.75 7.78 
2.98 7.94 7.99 
3.39 8.14 8.16 
3.80 8.33 8.33 
4.21 8.52 8.51 
4.63 8.71 8.71 
5.04 8.89 8.90 
5.45 9.05 9.06 
5.86 9.18 9.18 
6.28 9.27 9.25 
6.69 9.31 9.32 
7.10 9.33 9.35 
7.51 9.34 9.34 
7.93 9.35 9.34 
8.34 9.35 9.35 
8.75 9.35 9.35 
 
Fortunately, the results came out as expected. The most important improvement was 
the obtained growth curve (Figure 7.21). Like the figure showed, it is a typical growth 
curve of microorganisms in batch culture. The different phases could be identified: lag 
phase at the beginning, followed by acceleration phase which was difficult to 
determine exactly, then the exponential phase up to approximately when time was 6 h 
and finally the stationary phase.  
As Table 7.4 illustrates, negative values of concentration did not appear and the values 
obtained were very close to the reference values. In fact, some of them were identical. 
The unique problem was that at beginning, concentrations were overestimated, about 
one decimal of difference. 
With regards to the instantaneous growth rate (Figure 7.22), it also was very similar to 
the reference one, almost the same shape of curve. The maximum growth rates of 
both were in the same order of numbers: 0.476 h-1 for calculated by biphasic 
polynomial regression, and 0.469 h-1 for the reference growth rate. However, inside 
the exponential phase, there were some moments that growth rate decreased. It 




seemed that there were two growth phases. Initially, like mentioned before, it was 
considered that this aspect was a measure mistake. But this behaviour still appeared, 
especially after using the fitted data, which had a constant growth rate (Figure 7.21). 
So, the expectative was that the double growth phase could be a reality.   
Regression made from logarithms of concentration of results of transformation and of 
reference (Figure 7.23) showed that is a strong linear relationship between them; they 
were practically identical. A very high correlation coefficient of about 0.99 was 
obtained. 
   
Figures 7.22  Evolution of instantaneous growth rate of strain 1587, calculated numerically for 
every 3 points, from data of CFU obtained by transforming optical density with two third 
degree functions using fitted data (left); and evolution of growth rate of strain 1587, calculated 
numerically for every 3 points, from original data of CFU (right). 
 
Figure 7.23  Relationship between original logarithm of concentration of 
microorganisms (Log N) and logarithm of concentration obtained from 
transformation of optical density (Log NOD), using third degree biphasic 
polynomial regression and fitted data. The regression equation was forced 







































Log NOD = 1.0036 Log N 
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From the evaluation, biphasic regression seemed to be the most suitable equation to 
the transformation of optical density into CFU. Moreover, the use of fitted data (DMFit 
of plate count) in the calibration provided a significant improvement. However, in 
coming sections the equation obtained from fitted data will not be used as 
transformation equation, as it overestimates the concentration at the beginning, 
affecting the determination of growth parameters. Therefore, in the next Chapter the 
equations obtained from experimental data (without DMFit) will be used as 
transformation equations (figures 7.14 and 7.15). Obviously other mathematical 
functions could be used, but this function was quite simple, has only three constants 
and the fitting were totally reasonable. Therefore, with this regression, the 
transformation of optical density into CFU was achieved. 














8. Application of transformation of 
optical density into colony-forming unit 
  




8. Application of transformation of optical density into colony-forming unit  
In Chapter 7, two regression equations were obtained from calibration of CFU and OD 
data of strain 1587 (eqs. 8.1 and 8.2), which will be used to transform the optical 
density measurements into colony-forming unit. The goodness of this method of 
transformation was also verified.  
             
                                                     (8.1) 
             
                                                     (8.2) 
Eq. 8.1 was fitted for optical densities from 0.154 up to 0.20 and Eq. 8.2 was fitted for 
optical densities from 0.20 up to 0.624.  
The main problem for using these equations on the evaluation of all OD series was that 
the calibration was obtained from an experiment at 37 °C, while the rest of optical 
density data to be transformed into CFU were obtained from experiments at 10 °C. 
Two growth curves are shown in Figure 8.1, which correspond to similar inocula but 
different temperatures (37 °C and 10 °C). Both of them were obtained with OD 
measurements and transformed into NOD with equations 8.1 and 8.2. It can be seen 
that both samples started with a similar inoculum size, but the growth at 37 °C ended 
after 10 hours, while the growth at 10 °C took more than 30 hours. The difference in 
growth times was due to the difference in growth rates. At 37 °C, the growth rate was 
higher than at 10 °C. At different temperatures, the behaviour of microorganisms was 
different. This could indicate that the calibration performed may not be suitable to 
transform a series of data obtained at another temperature. But observing the growth 
curve at 10 °C, the qualitative behaviour seems to be quite correct. Therefore, the 
method was applied to optical density data at 10 °C obtained experimentally with 
more than 7 logarithms of inoculum size, because lower concentrations cannot be 
detected. 
Another problem was the double growth observed during the exponential phase after 
transforming DO into CFU. The verification of the regression equation showed a good 
result, but once applied to transform OD data, the change between these two growths 
seemed to have a break of curve. This observation raises a doubt: is the double growth 
a reality or a calibration mistake? In any case, the possibility of a real double growth 
during the exponential phase cannot be discarded. 





Figure 8.1  Growth curve obtained from applying biphasic regression for 
optical density of strain 1587 without HHP treatment, with 7.27 logarithms 
of inoculum size cultured at 37 °C (points) and with 7.48 logarithms of 
inoculum size cultured at 10 °C (crosses). Black line shows the threshold 
between both equations of the biphasic regression. 
In Chapter 4, different methods of determination of growth parameter were 
mentioned. At that moment, the double growth was not noticed, and any of the 
methods to determine growth parameters seemed to be good. But considering the 
possibility of the double growth during exponential phase, the numerical derivative to 
obtain the evolution of instantaneous growth rate seems to be more suitable. The 
reason is that the evolution of growth rate through time can be observed in the 
graphic. The maximum growth rate of each of the growth phase can be graphically 
determined. For the determination of lag time, this method might be not so useful, 
because sometimes the evolution of instantaneous growth rate of the first growth 
phase was not complete (especially in series without HHP treatment), and the data of 
such initial hours is very important to determine the lag time. Therefore, to determine 
the lag time, classic geometrical method will be used. 
8.1. Application of the method for strains of 7 logarithms of inoculum size  
Observing the optical density data, the optical density at first point (when the time = 0) 
was always higher than the followings points. Probably, there were some suspended 
particles settled in the background when the growth medium was introduced into the 
well, and then the turmoil did not re-broadcast. Thus, the reading of optical density of 
the first point seems to be distorted. Therefore, the optical density of the first point is 
used in the transformation. This consideration was in agreement with Begot (1996), 
who affirmed the elimination of the first point due the perturbations, in order to use 





























8.1.1. Strain 1587 
First of all, these equations were used to transform DO measurements of wells of 
strain 1587 into CFU. 
After applying the transformation equations, growth curves shown in Figure 8.2 were 
obtained using data of optical density obtained from strain 1587 cultured at 10 °C, with 
7.48 logarithms of inoculum size and without HHP treatment (blue points), and with 
7.44 logarithms of inoculum size with treatment (red points).  
 
Figure 8.2  Growth curves obtained from applying biphasic regressions for optical 
density of strain 1587 cultured at 10°C, without HHP treatment, with 7.48 
logarithms of inoculum size (blue points) and with HHP treatment with 7.44 
logarithms of inoculum size (red points). Black line shows the threshold between 
two equations of the biphasic regression. 
According to the double growth mentioned in Chapter 7, both the treated well and the 
non-treated well presented two growth phases, which can be seen in Figure 8.2. For 
non-treated sample, the first growth ended approximately at 20 hours and then the 
second growth started. As consequence, there were two maximum growth rates, one 
for the first phase, which seemed to be higher, and a second growth rate which 
appeared to be more close to the results obtained from other methods of 
determination, such as 2-fold dilution method (Chapter 6). Effectively, this aspect is 
illustrated in Figure 8.3, which shows a higher growth rate for the first growth phase, 
about 0.227 h-1, and a second growth phase of about 0.081 h-1, which was lower. Using 

























Figure 8.3  Evolution of instantaneous growth rate (h-1) through time (h) of 
strain 1587 with a 7.48 logarithms of inoculum size, without HHP treatment, 
obtained from applying biphasic regression for optical density. 
In the treated sample the double growth was also observed. Besides, and due to the 
HHP treatment, the lag phase was longer and the first growth ended approximately at 
55 hours. Growth rates were determined by using numerical derivative, like shown in 
Figure 8.4. In this figure the double growth phases are observed completely, showing 
an “M” that corresponds to different phases in growth curve. The first maximum 
growth rate was about 0.126 h-1 and the second one was 0.101 h-1. In comparison with 
the non-treated one, the first growth rate was lower and the second was higher. The 
lag time was longer than non-treated sample, about 40.54 h. The comparison and 
discussion of these results will be found in next section, together with other strains, in 
Table 8.1. 
 
Figure 8.4  Evolution of instantaneous growth rate (h-1) through time (h) of 
strain 1587 with  7.44 logarithms of inoculum size and HHP treatment, 















































8.1.2. Other strains 
Theoretically, these transformation equations were only for strain 1587, but 
considering that all the strains belong to the L. monocytogenes species, these 
transformation equations may be able to use. Furthermore, in Chapter 6, the growth 
parameters obtained from time to turbidity method showed that almost all the strains 
had similar behaviour except strain 4031, which was type strain. Therefore, these 
transformation equations were applied to strains 1034, 1673, 1674, 1011 and 1583. 
After applying the transformation equations, growth curves were obtained. The 
growth curves had almost the same behaviour, indeed, like shown in figures 8.5-8.7. 
Evolution of growth rate were seen when the concentration reached 8.3 logarithms 
and double growth phases could be observed, too. For strains 1011 and 1583 (figures 
8.8 and 8.9), the growth curves seemed to be more uniform and the double growth 
phases hardly could be noticed. But observing the instantaneous growth rate 
evolution, the double growth phase really appeared, although their beginnings were 
difficult to detect. 
 
Figure 8.5  Growth curve (left) obtained from applying biphasic regression for optical density 
of strain 1034 cultured at 10°C, with 7.49 logarithms of inoculum size, without HHP treatment 
(blue) and with 7.34 logarithms of inoculum size with HHP treatment (red) and the 
corresponding growth rate: without HHP treatment (blue) and with HHP treatment (red). Black 















































Figure 8.6  Growth curve (left) obtained from applying biphasic regression for optical density 
of strain 1673 cultured at 10°C, with 7.25 logarithms of inoculum size, without HHP treatment 
(blue) and with 7.36 logarithms of inoculum size, with HHP treatment (red) and the 
corresponding growth rate: without HHP treatment (blue) and with HHP treatment (red). Black 
line shows the threshold between bot equations of the biphasic regression. 
 
Figure 8.7  Growth curve (left) obtained from applying biphasic regression for optical density 
of strain 1674 with 7.30 logarithms of inoculum size, cultured at 10°C, without HHP treatment 
(blue) and with HHP treatment (red) and the corresponding growth rate: without HHP 
treatment (blue) and with HHP treatment (red). Black line shows the threshold between bot 
equations of the biphasic regression. 
 
Figure 8.8  Growth curve (left) obtained from applying biphasic regression for optical density 
of strain 1011 cultured at 10°C, with 7.40 logarithms of inoculum size, without HHP treatment 
(blue) and with 7.32 logarithms of inoculum size, with HHP treatment (red) and the 
corresponding growth rate: without HHP treatment (blue) and with HHP treatment (red). Black 



























































































































Figure 8.9  Growth curve (left) obtained from applying biphasic regression for optical density 
of strain 1583, cultured at 10°C, with 7.20 logarithms of inoculum size, without HHP treatment 
(blue) and with 7.11 logarithms of inoculum size, with HHP treatment (red) and the 
corresponding growth rate: without HHP treatment (blue) and with HHP treatment (red). Black 
line shows the threshold between bot equations of the biphasic regression. 
According to the previous section, growth rates were calculated using the numerical 
derivative and lag time was obtained with classic geometrical method. The results are 
collected in Table 8.1.  
Together with the growth parameters of strain 1587 obtained in previous section, 
some effects in HHP treated samples could be seen. The growth rate of series with 
HHP treatment showed first maximum growth rates lower than non-treated series, 
and the second growth rates between treated and non-treated series were almost 
similar. Therefore, HHP treatment reduced the growth rate at first hours and 
prolonged the lag time period. 
Table 8.1  Growth parameters of strains 1587, 1034, 1673, 1674, 1011 and 1583, with a 
inoculum size of 7 logarithms, cultured at 10 °C, without HHP treatment and with HHP 
treatment. μ1 refers to the first maximum growth rate, while μ2 is the second maximum 
growth rate. Symbol “-” means without HHP treatment and “+” means with HHP treatment. λ 
denotes the lag phase. 
Strain μ1- (h
-1) μ2- (h
-1) λ- (h)  μ1+ (h
-1) μ2+ (h
-1) λ+ (h) 
1587 0.227 0.081 13.84  0.126 0.101 40.46 
1034 0.242 0.077 14.05  0.118 0.075 32.18 
1673 0.244 0.075 14.92  0.109 0.075 38.69 
1674 0.229 0.086 18.70  0.163 0.081 42.04 
1011 0.171 0.061 15.36  0.114 0.093 42.76 
1583 0.143 0.086 14.41  0.129 0.067 37.45 
 
Afterwards, comparison between treated and non-treated series was made, shown in 
Table 8.2. In this table, the variation of growth rate after HHP treatment was 
calculated as the difference between maximum growth rates over the growth rate of 











































reduced more than 50% after HHP treatment for some strains (strain 1034 and 1673). 
For the second maximum growth rate, there were increases, decreases or simply non-
changes: it increased for strains 1587 and 1011, decreased for strains 1034, 1674 and 
1583, and did no change for strain 1673. With regards to changes in the lag time, they 
were evaluated as the difference between lag times of HHP treated and non-treated 
strains. It increased in all strains after an HHP treatment. The variation of lag time was 
very similar between strains. A range from 18.13 up to 27.40 was observed. 
Table 8.2  Comparison of growth parameter between HHP treated (+) and 
non-treated (-) samples of strains 1587, 1034, 1673, 1674, 1011 and 1583, 
with an inoculum size over 7 logarithms, cultured at 10 °C. ∆μ/μ1- was 
calculated as (μ+ - μ-)/μ-, and ∆λ was calculated as λ+- λ-. 
Strain ∆μ1/μ1- ∆μ2/μ2- ∆ λ (h)  
1587 -0.44 0.25 26.62 
1034 -0.51 -0.03 18.13 
1673 -0.55 0.00 23.77 
1674 -0.29 -0.06 23.34 
1011 -0.33 0.52 27.40 
1583 -0.10 -0.22 23.04 
 
8.2. Application of the method for strains of 8 logarithms of inoculum size 
8.2.1. Strain 4031 
In Chapter 6, the determination of growth rate with time to turbidity method of strain 
4031 without HHP treatment had a negative result, which made strain 4031 different 
from others. The reason for this effect may be the strain 4031 is a type strain, so it 
would have different behaviour. The growth curve obtained for strain 4031 was 
different, indeed. The optical density before transformation was very high, and after 
transformation, the strain (both treated and non-treated samples) had an initial 
concentration more than 8 logarithms, although the inoculum size for treated and non-
treated wells was 7.71 and 7.87 logarithms respectively. Moreover, the double growth 
phases was not present in treated well. As for the non-treated well, this effect only 
could be noticed at the beginning, making the non-treated well difficult to determine 
the lag time. However, the data of the first growth were insufficient to determine the 
first maximum growth rate. For both wells there were only observed the evolution of 
growth rate in second growth phase. The growth rates were similar, both reached 0.04 
h-1 and then the growth rates decreased. For the treated well, there could be observed 
that the lag time was very long, more than 60 hours, which is also different from other 
strains. The second maximum growth rate for non-treated sample was 0.042 h-1 and 
for treated well was 0.044 h-1. The lag time for non-treated well was 10.60 h 
(considering that there was only one growth) and for treated well was about 73.36 h. 
These results are also gathered in Table 8.3, together with results of other strains. 





Figure 8.10  Growth curve obtained from applying biphasic regression for 
optical density of strain 4031 cultured at 10°C, with 7.87 logarithms of 
inoculum size, without HHP treatment (blue) and with 7.71 logarithms of 
inoculum size, with HHP treatment (red). Black line shows the threshold 
between bot equations of the biphasic regression. 
 
Figure 8.11  Evolution of instantaneous growth rate for strain 4031 with 
7.87 and 7.71 logarithms of inoculum size, cultured at 10°C, without HHP 
treatment (blue) and with HHP treatment (red) 
8.2.2. Other strains 
As mentioned at the beginning of the chapter, the method of transformation of optical 
density into colony-forming unit was applied to samples which had an inoculum size 
over 7 logarithms. Apart of samples transformed in previous sections, there were 
samples with more than 8 logarithms of inoculum size. Due to the high inocula size, in 
many strains the first transformation equation, which was applied for optical density 
up to 0.20, was not used. If it was used, the results obtained in colony-forming unit 












































time. As showed in figures 8.12-8.17, the double growth phases could not be detected. 
In figures 8.12 and 8.13, the growth curves seem to show a second growth, but once 
calculated the growth rate, they seem to be entering the stationary phase, as the value 
of the first growth rate of these curves was similar to the second growth rate of 
samples over 7 logarithms of inoculum size and the values of the second growth rates 
of these curves were smaller. In the rest of figures, it can be seen that the growth 
curves are correct, although the curves appear broken due to the change of 
transformation equation. Obviously, the samples with HHP treatment had a longer lag 
time. This aspect was not only observed in growth curves, but was also present in 
evolution of growth rate. With regards to the growth rate, in most of the figures the 
behaviour of instantaneous growth rate was similar to the one described theoretically 
for a batch culture in Chapter 4, Figure 4.12, especially in non-treated samples, where 
the maximum growth rate peak appeared earlier. 
 
Figure 8.12  Growth curve (left) obtained from applying biphasic regression for optical density 
of strain 1034 cultured at 10°C, with 8.49 logarithms of inoculum size, without HHP treatment 
(blue) and with 8.34 logarithms of inoculum size, with HHP treatment (red) and the 
corresponding growth rate: without HHP treatment (blue) and with HHP treatment (red). Black 
line shows the threshold between bot equations of the biphasic regression. 
 
Figure 8.13  Growth curve (left) obtained from applying biphasic regression for optical density 
of strain 1587 cultured at 10°C, with 8.48 logarithms of inoculum size, with 8.44 logarithms of 
inoculum size, without HHP treatment (blue) and with HHP treatment (red) and the 
corresponding growth rate: without HHP treatment (blue) and with HHP treatment (red). Black 






















































































Figure 8.14  Growth curve (left) obtained from applying biphasic regression for optical density 
of strain 1673 cultured at 10°C, with 8.25 logarithms of inoculum size, without HHP treatment 
(blue) and with 8.36 logarithms of inoculum size, with HHP treatment (red) and the 
corresponding growth rate: without HHP treatment (blue) and with HHP treatment (red). Black 
line shows the threshold between bot equations of the biphasic regression. 
 
Figure 8.15  Growth curve (left) obtained from applying biphasic regression for optical density 
of strain 1674 with 8.30 logarithms of inoculum size, cultured at 10°C, without HHP treatment 
(blue) and with HHP treatment (red) and the corresponding growth rate: without HHP 
treatment (blue) and with HHP treatment (red). Black line shows the threshold between bot 
equations of the biphasic regression. 
 
Figure 8.16  Growth curve (left) obtained from applying biphasic regression for optical density 
of strain 1011 cultured at 10°C, with 8.40 logarithms of inoculum size, without HHP treatment 
(blue) and with 8.32 logarithms of inoculum size, with HHP treatment (red) and the 
corresponding growth rate: without HHP treatment (blue) and with HHP treatment (red). Black 




































































































































Figure 8.17  Growth curve (left) obtained from applying biphasic regression for optical density 
of strain 1583 cultured at 10°C, with 8.20 logarithms of inoculum size, without HHP treatment 
(blue) and with 8.11 logarithms of inoculum size, with HHP treatment (red) and the 
corresponding growth rate: without HHP treatment (blue) and with HHP treatment (red). Black 
line shows the threshold between bot equations of the biphasic regression. 
Like mentioned in previous section, using numerical derivative, the growth rates were 
calculated and lag time was obtained with classic geometrical method. The results are 
collected in Table 8.3 and with the results of strain 4031, differences between treated 
and non-treated samples were compared and discussed. 
Table 8.3 shows that the growth rate of each strain was different. Between some 
strains, the variation was very small. Samples with HHP treatment showed a growth 
rate smaller than non-treated samples. In comparison, treated samples had reduced 
their growth rate more than 20 %, values which were higher than the second growth 
rate and lower than the first growth rate in analysis of samples with 7 logarithms of 
inoculum size. The lag time of samples without treatment, however, was shorter than 
lag time of samples with 7 logarithms of inoculum size and without treatment. As 
effect of HHP treatment, the lag time was enlarged. Differences up to 27 hours were 
obtained, which was similar to the results obtained from samples with 7 logarithms of 
inoculum size. 
Strain 4031 was mentioned as a type strain in previous section. Indeed, strain 4031 
showed a different behaviour than others strains, as effect of HHP treatment, there 
was not reduction of growth rate but increase, although there was a prolong of lag 


















































Table 8.3  Growth parameter of strains 1034, 1587, 1673, 1674, 1011, 1583 and 4031, with a 
inoculum size of 8 logarithms, cultured at 10 °C, without HHP treatment (-) and with HHP 
treatment (+).∆μ/μ1- was calculated as (μ+ - μ-)/μ-, and ∆λ was calculated as λ+- λ-.  
Strain μ- (h
-1) λ- (h)  μ+ (h
-1) λ+ (h)  ∆μ/μ- ∆ λ (h) 
1034 0.064 4.46  0.028 13.44  -0.56 8.98 
1587 0.067 4.88  0.034 25.34  -0.49 20.46 
1673 0.070 6.25  0.043 23.53  -0.39 17.28 
1674 0.063 8.86  0.046 31.02  -0.27 22.16 
1011 0.056 7.01  0.042 34.18  -0.25 27.17 
1583 0.050 9.34  0.035 22.67  -0.30 13.33 
4031 0.042 10.60  0.044 73.36   0.05 62.76 
 
8.3. Effects of HHP treatment 
In previous sections, some effects of HHP treatment were mentioned, such as the 
prolongation of lag time and modification of growth rate. In Chapter 6, as results of 
time to turbidity method, the variation of growth rate between treated and non-
treated samples was very small, aspect which gave the expectative that the growth 
rate would remain constant after HHP treatment. However, using method of OD 
transformation, as the first growth phase was observed, the results showed that the 
growth rates were modified after HHP treatment. From figures of growth curves 
obtained from 7 logarithms of inoculum size showed in previous sections, it could be 
observed that growth curve of treated sample and non-treated sample had a similar 
but delayed behaviour, with change of slope before reaching 8.5 logarithms. But the 
distance between them seemed to be every time longer.  
To explore this effect, graphic of variation in time respect concentration was made. As 
for variation in time (ΔTime) we refer to the delay between curves of non-treated and 
treated samples on reaching a certain concentration. In figures 8.18-8.20, for a given 
concentration (Log N), measured in CFU/ml, the corresponding time was found for 
sample with HHP treatment and sample without HHP treatment. Then, the variation 
between both times was represented. These curves illustrated clearly that the time 
variation was not constant. As the concentration increases, the time variation also 
increases. In Figure 8.18, the relation between time variation and concentration seems 
to have a linear relationship.  After fitting a linear regression, this relation was verified. 
However, in the others strains this relationship was not so relevant. In order to 
understand how the effect could be, a theoretical study was performed.  





Figure 8.18  The time variation (h) between HHP treated and non-treated sample of strain 
1034 (left) and 1587 (right) when the concentration (Log NOD, measured in CFU/ml) were the 
same.  
 
Figure 8.19  The time variation (h) between HHP treated and non-treated sample of strain 
1673 (left) and 1674 (right) when the concentration (Log NOD, measured in CFU/ml) were the 
same.  
 
Figure 8.20  The time variation (h) between HHP treated and non-treated sample of strain 
1011 (left) and 1583 (right) when the concentration (Log NOD, measured in CFU/ml) were the 
same.  
To carry out the theoretical study, two models of growth curve were built. Both had 7 
logarithms of inoculum size, but one had a longer lag time than the other one, which 
∆ t = 5.3751Log NOD - 20.329 
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symbolized the HHP treated sample. As consequence of treatment, the treated sample 
had a growth rate smaller than non-treated one, about 0.08 h-1 and the non-treated 
one had a growth rate of 0.1 h-1. Both curves entered into the stationary phase when 
the concentration reached 9.5 logarithms, like showed in Figure 8.21 (left). 
 
Figure 8.21  Theoretical model of growth curves of 2 samples which had 7 logarithms of 
inoculum size, one started grow later than other one and both growth ended when the 
concentration reached 9.6 logarithms. The growth rates were 0.1 h-1 of the first growth and 
0.08 h-1 for the second growth (figure left). The relationship between the time variation and 
logarithms of concentration are shown in the right figure. 
From these two growth curves, for a given concentration (Log N), measured in CFU/ml, 
the corresponding time delay between both curves was evaluated and represented 
graphically, showed in Figure 8.21 (right). Through this figure, the relationship 
between HHP treated and non-treated sample was clearly demonstrate: the 
relationship was linear. This relationship also could demonstrate numerically. 
Taking into account the exponential part of such the growth curves, they could 
describe as Eq. 8.3, where N is the number of microorganisms, μ is the growth rate, t is 
the time and λ is the lag time. Isolating the parameter t, it could be described as Eq. 8.6. 
Therefore, for each growth curve, there was an expression of time, being t1 was the 
time for the first growth and t2 was the time for the second growth, as eqs. 8.7 and 8.8 
show. Finally, the time variation (delay) between these two growths is shown in Eq. 8.9. 
As this equation shows, the expression of time variation is linear: for each 
concentration (Ln N), the time variation only depends on the growth rates of the two 
growths being compared. The slope of the time variation linear relationaship can be 
also assessed, as shown in Eq. 8.10. 
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Therefore, theoretically, the relationship between time variation and logarithms of 
concentration should be linear. The non-linearity of figures 8.18-8.20 might be caused 
by some small calculation mistakes, but it could not explain the reason of non-linearity 
of samples with 8 logarithms of inoculum size shown in followings figures 8.22 to 8.24.  
  
Figure 8.22  The time variation (h) between HHP treated and non-treated sample of 8 
logarithms of inoculum size of strain 1034 (left) and 1587 (right) when the concentration (Log 
NOD, measured in CFU/ml) were the same.  
  
Figure 8.23  The time variation (h) between HHP treated and non-treated sample of 8 
logarithms of inoculum size of strain 1673 (left) and 1674 (right) when the concentration (Log 
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Figure 8.24  The time variation (h) between HHP treated and non-treated sample of 8 
logarithms of inoculum size of strain 1011 (left) and 1583 (right) when the concentration (Log 
NOD, measured in CFU/ml) were the same.  
In order to study the non-linearity appeared in these figures, the same data of curves 
used in Figure 8.21 (7 logs) were fitted with DMFit. As consequence of fitting, two 
more realistic growth curves were obtained, shown in Figure 8.25 (left). As well as the 
original growth curves, the treated sample started to grow later, had a longer lag time 
and the growth rate was smaller than non-treated sample. Applying the same 
procedures to obtain the relationship between time variation and concentration, the 
result shown in Figure 8.25 (right) demonstrated that this relationship was not exactly 
linear, due to the decline of time variation at the beginning of the curve. 
  
Figure 8.25  Theoretical model of growth curves fitted with DMFit from 2 samples which had 7 
logarithms of inoculum size, one started grow later than other one and both growth ended 
when the concentration reached 9.6 logarithms. The growth rates were 0.1 h-1 of the first 
growth and 0.08 h-1 for the second growth (figure left). And the relationship between the time 
variation and logarithms of concentration (figure right). 
Then, two hypothetical growth curves of 8 logarithms of inoculum size were made and 
fitted with DMFit. Then, the same procedures were done for these two growth curves. 
Figure 8.26 (left) shows the two growth curves obtained after fitting with DMFit, one 
with treatment and one without. The figure was similar to growth curve of 7 
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relationship between time variation and concentration showed a similar behaviour to 
the samples with 8 logarithms of inoculum size. This test indicates that the decline at 
the beginning was not a calculation mistake, but a reality. And as the inoculum size 
increase, this effect will be more pronounced. Therefore, the relationship between 
time variation and concentration is not strictly linear.  
 
Figure 8.26  Theoretical model of growth curves fitted with DMFit from 2 samples which had 8 
logarithms of inoculum size, one started grow later than other one and both growth ended 
when the concentration reached 9.6 logarithms. The growth rates were 0.1 h-1 of the first 
growth and 0.08 h-1 for the second growth (figure left). And the relationship between the time 
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Taking into account that the food safety is one of the most important challenges in the 
food industry and Listeria monocytogenes one of the most resistant pathogens, High 
Hydrostatic Pressure seems to be an efficient treatment (Chapter 1). In order to select 
the most resistant strain of L. monocytogenes, some experiments were carried out 
with Bioscreen and viable plate count (Chapter 2). As results of these experiments, 
evolution of optical density of every strain and plate count data of strain 1587 were 
obtained (Chapter 3) and analysed, obtaining growth parameters from different 
methods (Chapter 4). In order to study the effect of HHP treatment, three analyses 
methods were used to determine the growth parameters and their goodness was 
evaluated:  
- Direct analysis of data of optical density, i.e., DMFit method (Chapter 5);  
- 2-fold dilution (2FD) method (Chapter 6) and  
- CFU obtained from calibration with optical density, NOD (evaluated in Chapter 7 
and applied in Chapter 8).  
In this Chapter, the advantages and drawbacks of each method are recollected. In 
addition, the obtained results are also useful to make progress in the understanding of 
HHP effects in L. monocytogenes. 
9.1. Method evaluation  
In order to compare the goodness of the different method used in previous chapters, 
Table 9.1 was built, which includes the advantages and drawbacks of each method. 














Table 9.1  Summary table of the three methods used in previous chapters to obtain growth 
parameter: method of optical density, time to turbidity method and method of optical density 
transformed into colony-forming unit. 











OD data were 
easily obtained by 
Bioscreen. 
In addition of OD 
data, plate count to 
know the 
concentration at 
time to turbidity and 
estimation of the 
inoculum size. 
In addition of OD data, 
plate count of 
different points to 
obtain the growth 





Fitting with DMFit. Regression. Calibration. 
Specificity Versatile. Versatile. 
Applied only for 
experiment at the 
same condition. 
Results 
T (pseudo-lag) and 
V (pseudo-mu). 
λ and μ. 




λ and μ were never 
obtained, growth 
curve of OD must 
be complete, 
experimentally, 
some samples did 
not reach the OD 
stationary phase. 
The method was 
designed for 
exponential growth. 
Detection limit of OD 
and depending on the 
mathematical function 
used, the results may 
dramatically change.   
 
9.1.1. Method of optical density (DMFit) 
Method of optical density was presented in Chapter 5. With regards to the method 
applied for analyzing obtained curves, it is easy to understand and apply. 
Experimentally, the method had no difficulties, since only the optical density was 
required, and it can be easily obtained by Bioscreen. It was a simple way to obtain 
indirect information of changes in growth. The information of the curves could be 
extracted with a fitting program, such as DMFit. Using DMFit, practically all the curve 
which had pseudo-lag could be well fitted, with a high correlation coefficient. This 
method is versatile; it can be applied to data with different experimental conditions. 
As consequence, T and V can be determined easily, but they have no direct 
relationship with λ and μ. However, this method can be used to compare the effects of 
HHP treatment. 




Due to the difference between growth phases of CFU and increase phases of OD, if 
optical density of HHP treated series and non-treated series were in the same phase, 
variation in pseudo-lag of optical density (∆T) could be determined as value close to lag 
time variation. But lag time will never be known. In the same way, growth rate will 
never be determined neither, but variation in pseudo-mu (∆V/V-) could provide useful 
information, together with ∆T, on the effect of an HHP treatment.  
On the other hand, in order to determine pseudo-mu and pseudo-lag, the OD curve 
must be complete, arriving the OD stationary phase, because every small modification 
in the shape of the curve will change the fitting results.  
9.1.2. 2-fold dilution method (2FD) 
2-fold dilution method was performed in Chapter 6. As a method to determinate 
growth parameters, it is easy to understand and simple to use. In addition of optical 
density measurements, there was the need to know the initial concentration and time 
to detection. Therefore, experimentally, the method required the plate counting to 
find out the concentration level at time to detection. In order to extract information 
from the data, linear regressions were made. As result, it provided the growth rate (μ) 
and lag phase (λ). Therefore, the use this method requires the performance of 
numerous experimental steps. Through this method, growth rate can be well 
determined, but the lag time does not seem to be so good. Another problem is that 
different growth phases and the changes in instantaneous growth rate cannot be 
detected. However, this method is versatile; it could be applied for data of different 
experimental conditions. However, in the mathematical deduction of the method, the 
exponential growth is assumed. This is a strong limitation of the method, since real 
growth is not usually strictly exponential, but shows a large variability of behavior.  
9.1.3. Method of OD transformed into CFU (NOD) 
The calibration of method of OD transformed into CFU was performed and verified in 
Chapter 7 and was applied in Chapter 8. As well as others methods, this method was 
easy to understand and apply. In addition of OD data, it only required a series of data 
of CFU which had been obtained at the same experimental condition to make the 
calibration possible. One of the advantages of this method is the obtaining of series of 
continuous data of CFU, as the OD data are obtained almost continuously. Maybe a 
certain calibration could be used in similar growths; it is probably able to be used in 
growths of HHP treated samples whose growth rate does not change substantially.  
As mentioned before, the plate count and the measure of OD must be obtained under 
the same conditions, since the microorganisms would change their behaviour easily 
under different medium condition. Therefore, this method has a high specificity. As a 
result, the growth curve and growth parameters can be obtained. Depending on the 
calibration (mathematical functions used and type of calibration), the growth curve 




and growth parameters will be different. In this method, in addition to the growth 
parameters, changes of instantaneous growth rate through time can be represented. 
In this way, more information of growth can be extracted. If there was more than one 
phase of growth, it could be detected visually or numerically. However, below 7 
logarithms of inoculum size, the transformation is not possible due to the detection 
limits of the Bioscreen. 
9.2. Comparison of results  
Using these methods mentioned previously, growth parameters were obtained both 
for non-treated and treated samples. The lag time and pseudo-lag obtained from 
treated and non-treated cultures are collected and compared in Table 9.2, while the 
growth rate and pseudo-mu obtained from treated and non-treated cultures are 
shown in Table 9.3 and compared in Table 9.4. Since they were not obtained from the 
same method, they cannot be compared quantitatively. But qualitative comparisons 
are possible, such as variation in lag time or pseudo-lag, percentage of variation in 
growth rate or pseudo-mu. 
In Table 9.2, it can be seen that from each method, the results obtained for treated 
and non-treated samples were different, and they could not be easily compared. In the 
same table, variations between non-treated and treated samples are calculated. 
Although the lag time variation (∆λ) and pseudo-lag variation (∆T) do not show similar 
values, they are close, which also shows the effect of HHP treatment. For the sake of 
clarity, strains were ordered according to their variation in growth according to the 
2FD method. This is shown in Figure 9.1.  
Table 9.2  Results of the three methods of determination of pseudo-lag, T (method DMFit) and 
lag time, λ (methods 2FD and NOD) and variation on λ and T was calculated as the difference 




















1034 76.1 5.2 14.1  112.2 28.3 32.2  35.8 23.1 18.1 
1587 82.8 5.5 13.9  118.7 40.2 40.5  35.9 34.7 26.6 
1673 86.2 2.0 15.0  118.7 28.2 38.7  32.5 26.2 23.7 
1674 86.8 1.0 18.7  116.1 27.2 42.0  31.8 26.2 23.3 
4031 100.4 -4.5 10.6  137.4 47.7 73.4  37.0 52.2 62.8 
1011 85.3 8.5 15.4  119.0 39.0 42.8  33.7 30.5 27.4 
1583 92.3 4.5 14.4  118.5 34.0 37.5  26.3 29.5 23.1 
  





Figure 9.1  Variation of lag time or pseudo-lag of different strains obtained 
from method of optical density (DMFit), 2-fold dilution method (2FD) and 
method of OD transformed into CFU (NOD). The strains have been ordered 
according to variation in 2FD method. 
In Figure 9.1, it can be seen that the effect of the HHP treatment on lag or pseudo-lag 
is similar if we evaluate it with 2FD method or with NOD method, i.e., the order of the 
strains according to this effect is similar. However, DMFit method provided similar 
effects on this parameter for all strains, which differs from others methods.  
As well as the lag time and pseudo-lag, growth rate and pseudo-mu values cannot be 
compared, but the variation between treated and non-treated samples could give 
interesting information. Growth rate and pseudo-mu results are gathered in Table 9.3 
and their comparison is made in Table 9.4. 
Table 9.3  Results of the three methods of determination of pseudo-mu, V (method DMFit) and 
growth rate, μ (methods 2FD and NOD). Superindex “-” means non-treated samples and 





2FD   
(μ-, h-1) 
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1034 0.019 0.058 0.242 0.081  0.020 0.052 0.118 0.075 
1587 0.020 0.059 0.227 0.077  0.019 0.058 0.126 0.101 
1673 0.021 0.055 0.244 0.075  0.014 0.049 0.109 0.075 
1674 0.018 0.053 0.229 0.086  0.013 0.049 0.163 0.081 
4031 0.012 0.045 - 0.042  0.011 0.057 - 0.044 
1011 0.016 0.053 0.171 0.061  0.016 0.050 0.114 0.093 
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Table 9.4  Comparison of growth rate or pseudo-mu between HHP 
treated  and non-treated samples for each method, calculated as the 
difference between treated and non-treated samples divided by the 
non-treated samples. Superindex “-” means non-treated samples. In NOD, 












1034 -0.03 -0.10 -0.51 -0.03 
1587 -0.03 -0.02 -0.44 0.25 
1673 -0.32 -0.11 -0.55 0.00 
1674 -0.32 -0.08 -0.29 -0.06 
4031 -0.04 0.27 - 0.05 
1011 -0.03 -0.06 -0.33 0.52 
1583 -0.11 0 -0.10 -0.22 
 
As well as the variation of λ or T, Figure 9.2 has been designed for illustrating these 
variations. In this figure, it can be observed that the growth rate or pseudo-mu is not 
constant. Negative values reflect that most of the strains reduced their growth rate or 
Pseudo-mu after an HHP treatment. From DMFit method and 2FD method, such 
modification was small. However, from NOD method, the first growth rate provided 
higher values of such modification. With regards to the second growth rate, 
modifications were lower, and even there were increases in growth rate in some cases. 
As observed in the figure, the tendency of HHP effects in growth rate or Pseudo-mu 
assessed by different methods is totally different, although most of the strains reduced 
their growth rate or Pseudo-mu after the treatment.  
 
Figure 9.2  Percentage of variation of growth rate or Pseudo-mu of different 
strains obtained from method of optical density (DMFit), 2-fold dilution method 
(2FD) and method of OD transformed into CFU (NOD). In NOD method, there were 
represented the first and second growth rate. The orders of each method was 
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In previous chapters, it was mentioned that strain 4031 was a type strain, which had a 
strange behaviour in comparison with others strains. Indeed, using the time to 
turbidity method as the method of transformation of OD into CFU, the result showed 
that after HHP treatment, the lag time prolonged but there was an increase in growth 
rate. Therefore, results of this strain cannot be compared with other strains, as it has a 
totally different origin and behaviour. 
From results obtained, the effects of HHP treatment also were shown. Firstly, through 
HHP treatment with a sublethal pressure, the microorganisms start to grow later, due 
to the prolongation of the lag time. And secondly, there is a possible modification of 
the growth rate in two ways. The growth rate decreased after a treatment, but if a 
double growth phase is considered, after HHP treatment the first growth rate 
decreased significantly and the modification of the second growth rate was not 
relevant.  
9.3. Conclusions 
All the methods are good for detecting the existence of effects of HHP treatment and 
all of them have advantages and drawbacks. The DMFit method is the simplest to 
apply but also the most controversial, especially due to the difficulty of interpreting 
the parameters obtained. The 2FD method shows the drawback of being based on the 
exponential growth model, while real growths are not strictly exponential. However, 
the method is simple to be applied. The optimal method to a more complete 
understanding of the effects of HHP treatment is the transformation of OD into CFU, as 
the effects of HHP treatment cannot be completely evaluated with only two 
parameters. Nevertheless, it requires a good calibration in order to perform a good 
monitoring. In this project, the calibration was carried out at 37 °C, while the effects of 
HHP treatment were evaluated at 10°C. This limits the possibilities of analysis of the 
project. 
In conclusion, the method of OD transformed into CFU would be a good method to 
obtain classic growth parameters and the dynamics of the culture through the 
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A.1.   Results of monitoring by Bioscreen 
In followings tables, data of optical density obtained from monitoring by Bioscreen are 
shown. Due to the amount of the data, in these tables only the data of optical density 
of strain 1034 is shown. In tables A1-A10 , there are the results of monitoring at 10 °C 
by Bioscreen for non-treated by HHP samples. In tables A11-A20, there are the results 
of monitoring at 10 °C by Bioscreen for HHP treated samples. In both tables, the 
dilution was 2-fold. In tables A21-A25, there are the results of 10-fold dilution of both 
treated and non-treated samples grown at the same condition as the others. 
Table A1  Results of optical density up to 30 hours of monitoring at 10 °C by Bioscreen of strain 





















0 0.141 0.150 0.143 0.143 0.132 0.151 0.150 0.146 0.142 
1 0.133 0.140 0.136 0.130 0.129 0.131 0.132 0.137 0.133 
2 0.131 0.138 0.132 0.130 0.130 0.132 0.133 0.137 0.126 
3 0.132 0.139 0.134 0.131 0.130 0.132 0.133 0.136 0.126 
4 0.133 0.140 0.136 0.131 0.131 0.133 0.134 0.136 0.131 
5 0.133 0.139 0.135 0.131 0.131 0.133 0.134 0.136 0.126 
6 0.133 0.140 0.136 0.131 0.130 0.132 0.133 0.136 0.128 
7 0.130 0.138 0.131 0.133 0.132 0.135 0.137 0.139 0.126 
8 0.134 0.140 0.137 0.132 0.132 0.133 0.135 0.136 0.128 
9 0.130 0.137 0.131 0.132 0.131 0.132 0.134 0.136 0.128 
10 0.132 0.138 0.134 0.131 0.130 0.132 0.133 0.135 0.128 
11 0.133 0.139 0.134 0.132 0.131 0.132 0.133 0.135 0.128 
12 0.134 0.140 0.137 0.131 0.130 0.131 0.132 0.135 0.128 
13 0.132 0.138 0.133 0.131 0.130 0.131 0.132 0.134 0.126 
14 0.131 0.137 0.132 0.132 0.130 0.132 0.132 0.135 0.126 
15 0.133 0.138 0.134 0.133 0.131 0.133 0.133 0.135 0.127 
16 0.133 0.139 0.135 0.134 0.132 0.133 0.134 0.137 0.128 
17 0.134 0.139 0.136 0.134 0.132 0.134 0.134 0.137 0.128 
18 0.132 0.139 0.134 0.136 0.134 0.136 0.138 0.139 0.127 
19 0.134 0.139 0.136 0.135 0.133 0.134 0.135 0.137 0.128 
20 0.132 0.138 0.134 0.134 0.132 0.132 0.132 0.135 0.130 
21 0.133 0.138 0.134 0.137 0.134 0.135 0.136 0.138 0.130 
22 0.133 0.139 0.134 0.135 0.132 0.132 0.132 0.135 0.128 
23 0.133 0.138 0.133 0.136 0.133 0.133 0.133 0.135 0.127 
24 0.132 0.138 0.132 0.137 0.133 0.133 0.134 0.136 0.126 
25 0.131 0.138 0.132 0.136 0.132 0.132 0.132 0.135 0.126 
26 0.132 0.138 0.133 0.138 0.134 0.135 0.135 0.137 0.129 
27 0.134 0.139 0.134 0.139 0.135 0.135 0.136 0.138 0.127 
28 0.131 0.138 0.131 0.138 0.133 0.133 0.133 0.136 0.128 
29 0.134 0.139 0.135 0.138 0.133 0.133 0.133 0.135 0.130 






Table A2  Results of optical density from 30 up to 71 hours of monitoring at 10 °C by Bioscreen 





















30 0.133 0.138 0.134 0.141 0.136 0.136 0.136 0.138 0.127 
31 0.132 0.137 0.132 0.140 0.134 0.133 0.132 0.135 0.128 
32 0.132 0.138 0.133 0.141 0.134 0.133 0.132 0.135 0.127 
33 0.132 0.137 0.132 0.143 0.136 0.136 0.135 0.137 0.126 
34 0.132 0.138 0.133 0.145 0.137 0.136 0.136 0.137 0.128 
35 0.133 0.140 0.134 0.145 0.137 0.136 0.134 0.136 0.130 
36 0.134 0.140 0.136 0.147 0.138 0.136 0.135 0.137 0.127 
37 0.134 0.140 0.136 0.149 0.139 0.137 0.136 0.137 0.128 
38 0.133 0.139 0.135 0.152 0.141 0.139 0.137 0.139 0.128 
39 0.134 0.141 0.137 0.158 0.145 0.143 0.142 0.142 0.128 
40 0.132 0.139 0.134 0.159 0.145 0.142 0.140 0.141 0.127 
41 0.131 0.138 0.132 0.158 0.143 0.138 0.134 0.135 0.128 
42 0.133 0.140 0.134 0.165 0.149 0.145 0.142 0.143 0.128 
43 0.132 0.139 0.133 0.167 0.149 0.142 0.138 0.138 0.127 
44 0.135 0.141 0.137 0.171 0.151 0.143 0.139 0.139 0.128 
45 0.133 0.139 0.135 0.177 0.154 0.146 0.141 0.141 0.128 
46 0.131 0.138 0.133 0.178 0.154 0.143 0.137 0.137 0.129 
47 0.132 0.139 0.133 0.183 0.156 0.144 0.137 0.138 0.130 
48 0.134 0.141 0.137 0.195 0.166 0.154 0.148 0.147 0.130 
49 0.131 0.138 0.132 0.198 0.165 0.150 0.140 0.138 0.129 
50 0.131 0.138 0.133 0.211 0.174 0.159 0.152 0.147 0.130 
51 0.130 0.138 0.131 0.213 0.173 0.154 0.144 0.140 0.130 
51 0.136 0.133 0.134 0.134 0.140 0.141 0.140 0.138 0.134 
52 0.135 0.134 0.133 0.134 0.139 0.140 0.139 0.138 0.133 
53 0.135 0.133 0.134 0.134 0.139 0.140 0.139 0.138 0.134 
54 0.135 0.133 0.134 0.135 0.140 0.141 0.139 0.138 0.134 
55 0.136 0.136 0.136 0.136 0.141 0.142 0.141 0.141 0.134 
56 0.135 0.134 0.134 0.136 0.141 0.141 0.140 0.139 0.133 
57 0.136 0.135 0.135 0.138 0.142 0.143 0.142 0.142 0.134 
58 0.136 0.135 0.135 0.137 0.142 0.141 0.140 0.138 0.134 
59 0.135 0.133 0.133 0.138 0.142 0.142 0.140 0.139 0.134 
60 0.136 0.135 0.135 0.140 0.143 0.143 0.142 0.141 0.135 
61 0.137 0.136 0.136 0.142 0.144 0.145 0.144 0.142 0.135 
62 0.135 0.134 0.134 0.141 0.143 0.142 0.140 0.139 0.134 
63 0.135 0.133 0.134 0.142 0.144 0.142 0.140 0.138 0.134 
64 0.135 0.133 0.133 0.144 0.145 0.143 0.141 0.139 0.134 
65 0.135 0.134 0.134 0.145 0.145 0.144 0.141 0.140 0.134 
66 0.135 0.133 0.134 0.147 0.146 0.144 0.141 0.138 0.134 
67 0.134 0.133 0.132 0.147 0.146 0.143 0.140 0.138 0.134 
68 0.135 0.133 0.134 0.151 0.148 0.145 0.142 0.140 0.134 
69 0.136 0.135 0.135 0.153 0.149 0.145 0.142 0.140 0.134 
70 0.135 0.134 0.134 0.157 0.152 0.147 0.144 0.142 0.135 





Table A3  Results of optical density from 72 up to 114 hours of monitoring at 10 °C by 





















72 0.132 0.140 0.134 0.545 0.405 0.316 0.249 0.199 0.170 
73 0.133 0.140 0.135 0.587 0.440 0.339 0.264 0.206 0.178 
74 0.132 0.139 0.133 0.608 0.457 0.354 0.275 0.216 0.182 
75 0.134 0.141 0.136 0.616 0.469 0.371 0.286 0.224 0.190 
76 0.134 0.141 0.135 0.638 0.497 0.391 0.297 0.238 0.196 
77 0.134 0.141 0.135 0.677 0.526 0.415 0.314 0.250 0.204 
78 0.132 0.139 0.133 0.695 0.546 0.434 0.322 0.255 0.215 
79 0.131 0.138 0.133 0.698 0.563 0.447 0.330 0.262 0.229 
80 0.133 0.140 0.134 0.735 0.595 0.472 0.356 0.280 0.241 
81 0.132 0.139 0.134 0.710 0.597 0.486 0.365 0.284 0.250 
82 0.13 0.138 0.131 0.726 0.625 0.514 0.386 0.299 0.267 
83 0.132 0.139 0.134 0.729 0.653 0.534 0.400 0.302 0.276 
84 0.131 0.138 0.132 0.720 0.682 0.564 0.425 0.316 0.287 
85 0.130 0.137 0.130 0.701 0.698 0.573 0.433 0.324 0.291 
86 0.134 0.141 0.136 0.729 0.752 0.623 0.477 0.355 0.314 
87 0.133 0.140 0.135 0.733 0.747 0.635 0.492 0.368 0.328 
88 0.132 0.139 0.133 0.731 0.743 0.662 0.506 0.374 0.348 
89 0.132 0.139 0.133 0.743 0.717 0.686 0.523 0.387 0.348 
90 0.134 0.141 0.135 0.757 0.725 0.720 0.563 0.407 0.364 
91 0.132 0.139 0.133 0.758 0.716 0.721 0.562 0.415 0.381 
92 0.134 0.141 0.134 0.766 0.715 0.738 0.599 0.445 0.387 
93 0.132 0.138 0.131 0.779 0.714 0.737 0.613 0.455 0.412 
94 0.133 0.140 0.134 0.787 0.724 0.733 0.632 0.470 0.435 
95 0.135 0.142 0.136 0.805 0.745 0.751 0.671 0.499 0.453 
96 0.134 0.140 0.134 0.808 0.755 0.743 0.690 0.519 0.472 
97 0.134 0.140 0.134 0.787 0.738 0.725 0.683 0.524 0.485 
98 0.134 0.141 0.134 0.805 0.768 0.763 0.693 0.562 0.512 
99 0.134 0.140 0.134 0.825 0.786 0.778 0.703 0.593 0.533 
100 0.135 0.141 0.134 0.830 0.787 0.772 0.698 0.595 0.538 
101 0.134 0.140 0.134 0.817 0.789 0.736 0.702 0.606 0.554 
102 0.136 0.142 0.136 0.833 0.813 0.768 0.725 0.633 0.575 
103 0.135 0.141 0.134 0.828 0.792 0.762 0.715 0.665 0.597 
104 0.136 0.141 0.135 0.808 0.817 0.775 0.714 0.685 0.614 
105 0.136 0.142 0.135 0.792 0.865 0.799 0.737 0.726 0.608 
106 0.138 0.143 0.137 0.778 0.854 0.794 0.723 0.735 0.587 
107 0.136 0.142 0.135 0.780 0.855 0.791 0.718 0.740 0.584 
108 0.139 0.143 0.136 0.768 0.880 0.808 0.739 0.763 0.589 
109 0.140 0.144 0.138 0.750 0.874 0.817 0.741 0.738 0.563 
110 0.141 0.146 0.139 0.747 0.869 0.828 0.751 0.710 0.547 
111 0.141 0.145 0.138 0.743 0.858 0.828 0.771 0.687 0.527 
112 0.142 0.146 0.138 0.740 0.851 0.857 0.806 0.700 0.547 
113 0.144 0.148 0.141 0.747 0.828 0.853 0.819 0.691 0.559 





Table A4  Results of optical density from 115 up to 157 hours of monitoring at 10 °C by 





















115 0.143 0.147 0.138 0.732 0.785 0.801 0.789 0.664 0.563 
116 0.144 0.148 0.138 0.728 0.781 0.792 0.796 0.694 0.566 
117 0.148 0.151 0.142 0.732 0.792 0.821 0.843 0.744 0.580 
118 0.149 0.151 0.141 0.729 0.755 0.772 0.841 0.732 0.582 
119 0.151 0.153 0.143 0.751 0.766 0.784 0.872 0.769 0.592 
120 0.154 0.156 0.147 0.736 0.738 0.757 0.856 0.760 0.569 
121 0.157 0.158 0.148 0.745 0.733 0.751 0.849 0.768 0.587 
122 0.161 0.162 0.151 0.748 0.743 0.758 0.873 0.806 0.577 
123 0.162 0.163 0.151 0.729 0.702 0.724 0.836 0.792 0.580 
124 0.167 0.167 0.155 0.750 0.744 0.751 0.847 0.809 0.587 
125 0.171 0.170 0.158 0.735 0.725 0.737 0.835 0.830 0.597 
126 0.175 0.175 0.161 0.741 0.735 0.714 0.815 0.813 0.615 
127 0.175 0.175 0.159 0.716 0.674 0.671 0.757 0.790 0.613 
128 0.181 0.179 0.163 0.720 0.677 0.651 0.740 0.790 0.628 
129 0.188 0.185 0.168 0.724 0.678 0.659 0.764 0.856 0.627 
130 0.196 0.192 0.173 0.720 0.715 0.656 0.756 0.852 0.669 
131 0.204 0.198 0.178 0.714 0.689 0.625 0.724 0.814 0.634 
132 0.210 0.204 0.181 0.707 0.684 0.621 0.715 0.810 0.610 
133 0.215 0.208 0.183 0.692 0.631 0.588 0.665 0.782 0.579 
134 0.226 0.219 0.190 0.699 0.660 0.595 0.672 0.771 0.552 
135 0.235 0.225 0.195 0.688 0.617 0.573 0.645 0.744 0.541 
136 0.251 0.244 0.210 0.690 0.631 0.567 0.634 0.718 0.512 
137 0.261 0.251 0.209 0.675 0.622 0.547 0.600 0.671 0.486 
138 0.271 0.26 0.218 0.671 0.600 0.539 0.591 0.648 0.473 
139 0.284 0.273 0.229 0.677 0.653 0.557 0.606 0.664 0.436 
140 0.296 0.284 0.241 0.678 0.645 0.553 0.601 0.650 0.426 
141 0.308 0.296 0.251 0.672 0.657 0.558 0.595 0.651 0.409 
142 0.313 0.299 0.257 0.668 0.644 0.549 0.576 0.627 0.302 
143 0.324 0.308 0.264 0.657 0.633 0.532 0.55 0.601 0.296 
144 0.346 0.328 0.282 0.647 0.630 0.525 0.536 0.586 0.295 
145 0.361 0.340 0.291 0.617 0.654 0.528 0.541 0.591 0.285 
146 0.371 0.350 0.302 0.647 0.632 0.535 0.542 0.591 0.281 
147 0.393 0.369 0.312 0.602 0.630 0.507 0.519 0.575 0.277 
148 0.407 0.381 0.328 0.605 0.594 0.496 0.499 0.562 0.270 
149 0.417 0.390 0.340 0.599 0.596 0.500 0.499 0.568 0.269 
150 0.438 0.415 0.356 0.599 0.624 0.525 0.525 0.595 0.267 
151 0.437 0.416 0.366 0.583 0.552 0.486 0.488 0.557 0.261 
152 0.473 0.446 0.383 0.592 0.613 0.515 0.524 0.593 0.261 
153 0.489 0.47 0.392 0.556 0.589 0.497 0.494 0.566 0.259 
154 0.514 0.487 0.409 0.535 0.570 0.480 0.480 0.547 0.256 
155 0.528 0.503 0.431 0.572 0.563 0.486 0.500 0.567 0.255 
156 0.548 0.521 0.452 0.531 0.594 0.490 0.490 0.569 0.251 





Table A5  Results of optical density from 158 up to 188 hours of monitoring at 10 °C by 





















158 0.567 0.547 0.470 0.506 0.583 0.482 0.479 0.563 0.246 
159 0.601 0.587 0.494 0.525 0.551 0.475 0.470 0.561 0.243 
160 0.598 0.604 0.512 0.526 0.577 0.483 0.480 0.573 0.242 
161 0.592 0.608 0.511 0.509 0.602 0.492 0.492 0.584 0.240 
162 0.610 0.629 0.540 0.541 0.576 0.469 0.488 0.558 0.238 
163 0.607 0.653 0.525 0.487 0.575 0.469 0.473 0.555 0.237 
164 0.585 0.660 0.515 0.476 0.539 0.451 0.452 0.532 0.237 
165 0.604 0.703 0.522 0.487 0.523 0.435 0.456 0.507 0.235 
166 0.598 0.692 0.527 0.477 0.550 0.451 0.461 0.536 0.233 
167 0.591 0.715 0.533 0.486 0.574 0.461 0.477 0.548 0.236 
168 0.570 0.727 0.514 0.469 0.557 0.450 0.467 0.537 0.231 
169 0.573 0.762 0.526 0.487 0.586 0.460 0.487 0.555 0.233 
170 0.604 0.721 0.528 0.516 0.549 0.427 0.481 0.502 0.231 
171 0.596 0.698 0.558 0.485 0.583 0.458 0.491 0.543 0.227 
172 0.594 0.691 0.562 0.515 0.541 0.407 0.489 0.483 0.226 
173 0.586 0.688 0.568 0.442 0.547 0.430 0.472 0.524 0.224 
174 0.590 0.696 0.578 0.505 0.555 0.409 0.499 0.481 0.228 
175 0.585 0.703 0.584 0.469 0.559 0.427 0.483 0.518 0.223 
176 0.581 0.681 0.571 0.470 0.514 0.382 0.466 0.458 0.223 
177 0.591 0.681 0.576 0.448 0.554 0.422 0.478 0.513 0.222 
178 0.591 0.688 0.576 0.428 0.538 0.411 0.464 0.505 0.220 
179 0.613 0.709 0.590 0.482 0.532 0.377 0.484 0.451 0.223 
180 0.625 0.712 0.581 0.435 0.528 0.395 0.462 0.483 0.220 
181 0.635 0.725 0.578 0.426 0.517 0.390 0.454 0.481 0.218 
182 0.658 0.728 0.577 0.419 0.508 0.379 0.450 0.459 0.219 
183 0.649 0.727 0.579 0.460 0.531 0.375 0.473 0.452 0.218 
184 0.669 0.731 0.571 0.445 0.514 0.366 0.463 0.443 0.217 
185 0.674 0.771 0.579 0.442 0.505 0.356 0.459 0.420 0.216 
186 0.676 0.779 0.565 0.430 0.515 0.367 0.455 0.431 0.220 
187 0.663 0.811 0.577 0.458 0.543 0.381 0.482 0.451 0.215 












Table A6  Results of optical density up to 42 hours of monitoring at 10 °C by Bioscreen of strain 





















0 0.143 0.141 0.143 0.146 0.142 0.142 0.143 0.142 0.142 
1 0.132 0.130 0.132 0.135 0.132 0.131 0.135 0.134 0.132 
2 0.128 0.128 0.132 0.135 0.132 0.130 0.133 0.132 0.131 
3 0.128 0.129 0.132 0.135 0.132 0.130 0.133 0.132 0.131 
4 0.132 0.131 0.133 0.137 0.136 0.134 0.138 0.138 0.135 
5 0.128 0.129 0.132 0.135 0.132 0.131 0.133 0.132 0.131 
6 0.129 0.129 0.132 0.135 0.133 0.131 0.134 0.133 0.132 
7 0.128 0.129 0.132 0.135 0.132 0.131 0.133 0.132 0.131 
8 0.129 0.130 0.132 0.135 0.133 0.132 0.134 0.134 0.132 
9 0.129 0.129 0.132 0.135 0.133 0.131 0.135 0.134 0.132 
10 0.130 0.130 0.132 0.136 0.134 0.131 0.135 0.135 0.133 
11 0.130 0.130 0.133 0.136 0.133 0.131 0.135 0.134 0.133 
12 0.129 0.129 0.132 0.135 0.133 0.131 0.134 0.134 0.132 
13 0.128 0.129 0.132 0.135 0.132 0.131 0.133 0.132 0.131 
14 0.128 0.129 0.132 0.135 0.133 0.131 0.133 0.132 0.131 
15 0.128 0.129 0.132 0.135 0.133 0.131 0.134 0.132 0.131 
16 0.129 0.129 0.132 0.135 0.133 0.131 0.135 0.134 0.132 
17 0.129 0.130 0.132 0.135 0.133 0.131 0.134 0.134 0.132 
18 0.129 0.129 0.132 0.135 0.132 0.130 0.133 0.132 0.131 
19 0.129 0.129 0.132 0.135 0.133 0.131 0.134 0.134 0.132 
20 0.131 0.131 0.132 0.136 0.134 0.133 0.136 0.136 0.134 
21 0.131 0.130 0.132 0.136 0.134 0.133 0.136 0.135 0.133 
22 0.130 0.130 0.132 0.135 0.133 0.132 0.135 0.134 0.132 
23 0.129 0.129 0.132 0.135 0.132 0.131 0.133 0.133 0.131 
24 0.128 0.129 0.132 0.135 0.132 0.131 0.133 0.132 0.131 
25 0.129 0.129 0.132 0.135 0.132 0.13 0.133 0.132 0.131 
26 0.130 0.130 0.132 0.135 0.134 0.132 0.135 0.135 0.133 
27 0.129 0.129 0.132 0.135 0.132 0.13 0.133 0.132 0.131 
28 0.130 0.130 0.132 0.135 0.133 0.132 0.135 0.135 0.133 
29 0.131 0.131 0.132 0.136 0.135 0.133 0.136 0.137 0.134 
30 0.129 0.129 0.132 0.135 0.132 0.131 0.133 0.133 0.131 
31 0.129 0.130 0.132 0.135 0.133 0.131 0.134 0.134 0.132 
32 0.129 0.129 0.132 0.135 0.133 0.131 0.133 0.133 0.131 
33 0.128 0.129 0.132 0.134 0.132 0.130 0.133 0.132 0.131 
34 0.129 0.129 0.132 0.135 0.133 0.132 0.134 0.134 0.132 
35 0.131 0.131 0.133 0.136 0.135 0.133 0.136 0.136 0.134 
36 0.129 0.129 0.132 0.134 0.132 0.130 0.133 0.132 0.131 
37 0.129 0.129 0.132 0.135 0.132 0.130 0.133 0.132 0.131 
38 0.129 0.129 0.132 0.135 0.132 0.131 0.133 0.133 0.131 
39 0.130 0.130 0.132 0.135 0.134 0.132 0.134 0.135 0.132 
40 0.129 0.129 0.132 0.135 0.132 0.130 0.133 0.132 0.131 
41 0.129 0.129 0.132 0.135 0.132 0.131 0.133 0.132 0.131 





Table A7  Results of optical density from 43 up to 85 hours of monitoring at 10 °C by Bioscreen 





















43 0.129 0.129 0.132 0.134 0.132 0.130 0.133 0.132 0.131 
44 0.129 0.129 0.132 0.135 0.133 0.131 0.133 0.133 0.131 
45 0.130 0.129 0.132 0.135 0.132 0.131 0.133 0.133 0.131 
46 0.130 0.130 0.132 0.135 0.132 0.131 0.133 0.132 0.131 
47 0.131 0.130 0.132 0.135 0.133 0.131 0.134 0.133 0.132 
48 0.131 0.130 0.132 0.135 0.133 0.131 0.134 0.133 0.131 
49 0.130 0.130 0.132 0.135 0.132 0.130 0.133 0.132 0.131 
50 0.131 0.130 0.132 0.135 0.132 0.130 0.133 0.132 0.131 
51 0.131 0.130 0.132 0.135 0.132 0.130 0.132 0.132 0.130 
52 0.131 0.131 0.133 0.135 0.133 0.131 0.133 0.132 0.131 
53 0.132 0.130 0.133 0.135 0.133 0.131 0.133 0.133 0.131 
54 0.132 0.131 0.133 0.135 0.132 0.130 0.132 0.132 0.131 
55 0.134 0.132 0.133 0.136 0.134 0.132 0.135 0.135 0.133 
56 0.133 0.131 0.133 0.135 0.133 0.131 0.133 0.132 0.131 
57 0.134 0.132 0.133 0.135 0.133 0.131 0.134 0.134 0.132 
58 0.135 0.132 0.133 0.135 0.133 0.131 0.134 0.134 0.132 
59 0.135 0.132 0.134 0.136 0.133 0.130 0.133 0.132 0.131 
60 0.136 0.133 0.134 0.135 0.132 0.131 0.133 0.132 0.131 
61 0.138 0.134 0.135 0.137 0.134 0.132 0.134 0.133 0.132 
62 0.138 0.135 0.135 0.136 0.133 0.131 0.133 0.132 0.131 
63 0.139 0.134 0.134 0.136 0.132 0.130 0.133 0.132 0.130 
64 0.141 0.135 0.135 0.136 0.133 0.131 0.133 0.132 0.131 
65 0.145 0.138 0.136 0.138 0.135 0.134 0.136 0.136 0.134 
66 0.145 0.138 0.136 0.137 0.134 0.133 0.135 0.135 0.133 
67 0.146 0.139 0.137 0.137 0.133 0.131 0.134 0.133 0.131 
68 0.150 0.141 0.138 0.138 0.135 0.133 0.136 0.135 0.133 
69 0.151 0.141 0.138 0.138 0.134 0.132 0.134 0.133 0.131 
70 0.156 0.144 0.139 0.139 0.136 0.134 0.136 0.136 0.134 
71 0.156 0.144 0.139 0.138 0.134 0.131 0.132 0.131 0.130 
72 0.159 0.146 0.141 0.139 0.134 0.131 0.133 0.132 0.130 
73 0.166 0.150 0.142 0.141 0.137 0.134 0.136 0.136 0.134 
74 0.167 0.151 0.143 0.140 0.135 0.132 0.134 0.133 0.131 
75 0.173 0.155 0.145 0.142 0.136 0.133 0.134 0.134 0.132 
76 0.178 0.158 0.147 0.142 0.136 0.132 0.133 0.132 0.130 
77 0.184 0.161 0.149 0.144 0.137 0.133 0.135 0.134 0.132 
78 0.191 0.165 0.151 0.145 0.138 0.134 0.136 0.135 0.132 
79 0.198 0.170 0.153 0.146 0.138 0.132 0.134 0.132 0.131 
80 0.206 0.174 0.156 0.148 0.139 0.134 0.135 0.133 0.131 
81 0.215 0.180 0.159 0.149 0.141 0.135 0.136 0.134 0.132 
82 0.229 0.186 0.163 0.151 0.141 0.134 0.135 0.133 0.131 
83 0.238 0.193 0.167 0.154 0.143 0.137 0.137 0.135 0.133 
84 0.252 0.201 0.171 0.156 0.144 0.136 0.136 0.134 0.132 





Table A8  Results of optical density from 86 up to 128 hours of monitoring at 10 °C by 





















86 0.277 0.222 0.182 0.163 0.149 0.140 0.139 0.137 0.134 
87 0.292 0.237 0.189 0.167 0.150 0.140 0.138 0.136 0.133 
88 0.302 0.246 0.195 0.170 0.153 0.142 0.141 0.138 0.136 
89 0.308 0.254 0.200 0.173 0.153 0.141 0.138 0.134 0.132 
90 0.326 0.267 0.211 0.179 0.157 0.143 0.140 0.135 0.133 
91 0.339 0.276 0.220 0.183 0.158 0.143 0.139 0.134 0.132 
92 0.357 0.289 0.233 0.190 0.164 0.146 0.142 0.137 0.134 
93 0.377 0.301 0.244 0.195 0.165 0.147 0.141 0.134 0.132 
94 0.395 0.313 0.252 0.203 0.169 0.149 0.142 0.135 0.132 
95 0.423 0.334 0.265 0.214 0.177 0.154 0.147 0.140 0.136 
96 0.449 0.352 0.279 0.226 0.183 0.157 0.149 0.140 0.136 
97 0.471 0.369 0.288 0.236 0.188 0.159 0.150 0.141 0.136 
98 0.482 0.389 0.301 0.246 0.193 0.161 0.151 0.140 0.135 
99 0.509 0.419 0.321 0.262 0.204 0.168 0.155 0.143 0.137 
100 0.523 0.427 0.328 0.265 0.207 0.168 0.154 0.14 0.135 
101 0.549 0.451 0.346 0.277 0.217 0.173 0.157 0.141 0.135 
102 0.573 0.470 0.361 0.286 0.228 0.178 0.161 0.143 0.137 
103 0.594 0.480 0.379 0.299 0.239 0.183 0.163 0.144 0.137 
104 0.636 0.522 0.412 0.319 0.255 0.191 0.168 0.145 0.138 
105 0.648 0.552 0.436 0.335 0.265 0.198 0.172 0.147 0.139 
106 0.668 0.564 0.447 0.345 0.273 0.205 0.177 0.149 0.140 
107 0.688 0.592 0.471 0.362 0.284 0.214 0.182 0.152 0.142 
108 0.718 0.626 0.484 0.387 0.297 0.225 0.188 0.154 0.143 
109 0.723 0.633 0.512 0.411 0.310 0.237 0.194 0.156 0.144 
110 0.728 0.649 0.527 0.423 0.321 0.244 0.199 0.158 0.145 
111 0.724 0.677 0.558 0.445 0.337 0.255 0.207 0.162 0.148 
112 0.715 0.694 0.570 0.464 0.346 0.262 0.214 0.165 0.150 
113 0.703 0.715 0.609 0.482 0.375 0.279 0.226 0.168 0.152 
114 0.713 0.721 0.625 0.505 0.392 0.289 0.238 0.174 0.155 
115 0.722 0.718 0.639 0.541 0.418 0.304 0.249 0.178 0.158 
116 0.713 0.704 0.669 0.56 0.436 0.317 0.260 0.185 0.162 
117 0.717 0.730 0.693 0.588 0.459 0.330 0.268 0.189 0.165 
118 0.721 0.717 0.697 0.607 0.467 0.346 0.279 0.196 0.168 
119 0.724 0.700 0.704 0.622 0.490 0.364 0.292 0.201 0.171 
120 0.751 0.715 0.737 0.638 0.519 0.384 0.303 0.210 0.176 
121 0.762 0.722 0.755 0.664 0.555 0.415 0.329 0.224 0.183 
122 0.787 0.750 0.755 0.685 0.579 0.436 0.342 0.241 0.194 
123 0.791 0.755 0.742 0.707 0.605 0.461 0.359 0.25 0.198 
124 0.794 0.757 0.756 0.705 0.623 0.463 0.374 0.256 0.203 
125 0.809 0.772 0.768 0.733 0.639 0.498 0.406 0.273 0.214 
126 0.821 0.785 0.779 0.748 0.662 0.517 0.418 0.281 0.227 
127 0.802 0.778 0.768 0.705 0.677 0.532 0.426 0.281 0.227 





Table A9  Results of optical density from 129 up to 171 hours of monitoring at 10 °C by 





















129 0.823 0.804 0.789 0.704 0.702 0.586 0.470 0.309 0.250 
130 0.863 0.804 0.820 0.725 0.723 0.617 0.501 0.333 0.267 
131 0.857 0.794 0.813 0.728 0.726 0.618 0.506 0.335 0.266 
132 0.857 0.801 0.826 0.732 0.711 0.660 0.543 0.360 0.282 
133 0.853 0.819 0.829 0.728 0.700 0.679 0.566 0.378 0.294 
134 0.860 0.814 0.847 0.742 0.705 0.709 0.593 0.395 0.303 
135 0.836 0.831 0.830 0.727 0.699 0.721 0.602 0.414 0.317 
136 0.849 0.849 0.847 0.755 0.724 0.728 0.630 0.440 0.335 
137 0.813 0.851 0.824 0.747 0.706 0.724 0.655 0.452 0.353 
138 0.803 0.844 0.839 0.750 0.714 0.699 0.684 0.472 0.369 
139 0.836 0.863 0.876 0.772 0.736 0.713 0.719 0.507 0.388 
140 0.827 0.857 0.895 0.777 0.749 0.708 0.721 0.528 0.411 
141 0.816 0.852 0.904 0.784 0.761 0.726 0.726 0.551 0.430 
142 0.784 0.821 0.875 0.759 0.757 0.707 0.703 0.565 0.436 
143 0.765 0.812 0.868 0.752 0.769 0.708 0.692 0.581 0.453 
144 0.752 0.792 0.843 0.746 0.774 0.723 0.701 0.619 0.485 
145 0.756 0.787 0.838 0.759 0.776 0.742 0.701 0.629 0.503 
146 0.769 0.803 0.854 0.780 0.765 0.761 0.717 0.669 0.530 
147 0.759 0.790 0.842 0.783 0.771 0.758 0.712 0.696 0.549 
148 0.735 0.770 0.828 0.765 0.764 0.753 0.713 0.724 0.568 
149 0.718 0.748 0.777 0.771 0.764 0.753 0.720 0.704 0.582 
150 0.728 0.794 0.826 0.781 0.787 0.785 0.744 0.711 0.615 
151 0.699 0.766 0.777 0.759 0.788 0.782 0.755 0.713 0.632 
152 0.692 0.780 0.781 0.741 0.793 0.772 0.758 0.712 0.659 
153 0.678 0.758 0.744 0.724 0.800 0.777 0.763 0.725 0.694 
154 0.673 0.774 0.747 0.718 0.812 0.797 0.780 0.730 0.705 
155 0.667 0.780 0.740 0.696 0.796 0.808 0.788 0.732 0.728 
156 0.654 0.766 0.707 0.684 0.791 0.827 0.796 0.745 0.732 
157 0.638 0.732 0.666 0.668 0.759 0.817 0.773 0.754 0.732 
158 0.635 0.785 0.701 0.677 0.791 0.857 0.803 0.764 0.721 
159 0.624 0.758 0.675 0.661 0.770 0.836 0.811 0.791 0.712 
160 0.616 0.770 0.677 0.659 0.776 0.814 0.795 0.801 0.710 
161 0.588 0.767 0.662 0.659 0.782 0.803 0.802 0.814 0.710 
162 0.574 0.756 0.639 0.653 0.772 0.797 0.803 0.826 0.706 
163 0.565 0.746 0.620 0.645 0.758 0.788 0.805 0.832 0.713 
164 0.541 0.792 0.642 0.658 0.773 0.801 0.830 0.841 0.734 
165 0.516 0.776 0.619 0.655 0.767 0.795 0.828 0.846 0.764 
166 0.511 0.761 0.613 0.649 0.758 0.768 0.802 0.863 0.767 
167 0.492 0.827 0.630 0.676 0.789 0.780 0.808 0.889 0.800 
168 0.503 0.756 0.601 0.640 0.740 0.735 0.764 0.866 0.781 
169 0.476 0.811 0.613 0.665 0.771 0.756 0.771 0.887 0.819 
170 0.467 0.804 0.604 0.660 0.769 0.738 0.755 0.896 0.843 





Table A10  Results of optical density from 172 up to 188 hours of monitoring at 10 °C by 





















172 0.441 0.768 0.577 0.638 0.732 0.695 0.723 0.875 0.832 
173 0.447 0.711 0.546 0.604 0.698 0.657 0.711 0.841 0.827 
174 0.389 0.807 0.547 0.667 0.762 0.707 0.745 0.904 0.851 
175 0.405 0.739 0.541 0.607 0.697 0.646 0.704 0.856 0.824 
176 0.391 0.760 0.537 0.617 0.713 0.649 0.705 0.845 0.869 
177 0.374 0.768 0.535 0.623 0.722 0.624 0.690 0.831 0.874 
178 0.378 0.703 0.494 0.572 0.673 0.597 0.675 0.797 0.872 
179 0.355 0.779 0.525 0.644 0.731 0.608 0.686 0.817 0.882 
180 0.358 0.751 0.520 0.604 0.701 0.557 0.640 0.784 0.813 
181 0.355 0.696 0.474 0.556 0.656 0.552 0.639 0.753 0.776 
182 0.320 0.755 0.478 0.600 0.676 0.563 0.646 0.772 0.772 
183 0.335 0.742 0.491 0.588 0.675 0.516 0.612 0.734 0.731 
184 0.324 0.735 0.474 0.575 0.659 0.501 0.605 0.715 0.696 
185 0.310 0.739 0.451 0.569 0.642 0.503 0.616 0.717 0.692 
186 0.308 0.761 0.447 0.617 0.647 0.522 0.650 0.743 0.711 
187 0.298 0.733 0.430 0.558 0.615 0.484 0.609 0.713 0.671 
188 0.296 0.730 0.428 0.555 0.609 0.464 0.588 0.704 0.658 
 
Table A11  Results of optical density up to 18 hours of monitoring at 10 °C by Bioscreen of 





















0 0.142 0.140 0.137 0.136 0.137 0.146 0.148 0.143 0.145 
1 0.136 0.135 0.134 0.128 0.136 0.14 0.139 0.138 0.135 
2 0.135 0.135 0.134 0.128 0.136 0.139 0.139 0.138 0.134 
3 0.136 0.137 0.135 0.131 0.138 0.143 0.143 0.142 0.135 
4 0.136 0.136 0.134 0.130 0.137 0.142 0.141 0.140 0.135 
5 0.138 0.138 0.137 0.129 0.137 0.141 0.140 0.139 0.135 
6 0.136 0.136 0.135 0.129 0.137 0.140 0.140 0.138 0.134 
7 0.136 0.135 0.135 0.129 0.137 0.140 0.140 0.139 0.134 
8 0.135 0.135 0.134 0.129 0.137 0.140 0.139 0.138 0.134 
9 0.136 0.135 0.135 0.131 0.138 0.142 0.142 0.141 0.135 
10 0.136 0.135 0.135 0.129 0.137 0.139 0.139 0.138 0.135 
11 0.137 0.137 0.137 0.129 0.137 0.140 0.140 0.139 0.134 
12 0.137 0.137 0.136 0.131 0.138 0.142 0.142 0.141 0.136 
13 0.135 0.134 0.134 0.130 0.138 0.141 0.141 0.140 0.135 
14 0.136 0.136 0.136 0.130 0.138 0.141 0.141 0.140 0.137 
15 0.136 0.134 0.134 0.129 0.137 0.139 0.139 0.138 0.134 
16 0.137 0.136 0.136 0.130 0.138 0.142 0.142 0.141 0.136 
17 0.137 0.136 0.136 0.130 0.138 0.142 0.142 0.141 0.135 





Table A12  Results of optical density from 19 up to 61 hours of monitoring at 10 °C by 





















19 0.137 0.136 0.136 0.130 0.138 0.142 0.141 0.141 0.135 
20 0.135 0.134 0.134 0.128 0.137 0.139 0.139 0.138 0.135 
21 0.136 0.136 0.135 0.129 0.137 0.139 0.139 0.138 0.134 
22 0.136 0.135 0.135 0.131 0.139 0.143 0.143 0.143 0.135 
23 0.137 0.136 0.136 0.131 0.138 0.142 0.142 0.141 0.136 
24 0.136 0.134 0.134 0.129 0.137 0.140 0.140 0.139 0.134 
25 0.137 0.136 0.136 0.129 0.137 0.140 0.140 0.139 0.134 
26 0.136 0.136 0.136 0.131 0.138 0.142 0.142 0.141 0.136 
27 0.135 0.134 0.134 0.129 0.137 0.139 0.139 0.138 0.133 
28 0.135 0.134 0.134 0.129 0.137 0.139 0.139 0.138 0.134 
29 0.136 0.136 0.136 0.130 0.137 0.140 0.140 0.139 0.134 
30 0.135 0.134 0.134 0.130 0.138 0.141 0.141 0.140 0.134 
31 0.137 0.135 0.136 0.132 0.139 0.143 0.143 0.142 0.135 
32 0.135 0.133 0.133 0.129 0.137 0.139 0.139 0.139 0.134 
33 0.135 0.133 0.134 0.129 0.137 0.139 0.139 0.137 0.134 
34 0.135 0.133 0.133 0.129 0.137 0.138 0.138 0.137 0.134 
35 0.135 0.133 0.133 0.129 0.136 0.139 0.139 0.137 0.134 
36 0.135 0.133 0.134 0.130 0.138 0.140 0.140 0.139 0.134 
37 0.136 0.135 0.135 0.131 0.138 0.141 0.141 0.140 0.135 
38 0.135 0.134 0.133 0.129 0.137 0.139 0.139 0.138 0.134 
39 0.135 0.134 0.134 0.130 0.137 0.139 0.139 0.139 0.133 
40 0.135 0.133 0.133 0.131 0.138 0.141 0.141 0.140 0.134 
41 0.136 0.136 0.135 0.131 0.138 0.141 0.141 0.141 0.134 
42 0.135 0.134 0.134 0.131 0.138 0.141 0.141 0.140 0.134 
43 0.135 0.133 0.133 0.131 0.138 0.139 0.139 0.138 0.135 
44 0.135 0.134 0.133 0.130 0.137 0.139 0.139 0.138 0.133 
45 0.135 0.134 0.134 0.132 0.139 0.141 0.141 0.140 0.134 
46 0.135 0.134 0.134 0.131 0.138 0.139 0.138 0.138 0.134 
47 0.135 0.134 0.134 0.132 0.139 0.141 0.140 0.140 0.134 
48 0.136 0.135 0.134 0.134 0.140 0.142 0.142 0.142 0.134 
49 0.134 0.132 0.132 0.133 0.139 0.140 0.140 0.138 0.134 
50 0.136 0.135 0.135 0.134 0.140 0.142 0.142 0.141 0.135 
51 0.136 0.133 0.134 0.134 0.140 0.141 0.140 0.138 0.134 
52 0.135 0.134 0.133 0.134 0.139 0.140 0.139 0.138 0.133 
53 0.135 0.133 0.134 0.134 0.139 0.140 0.139 0.138 0.134 
54 0.135 0.133 0.134 0.135 0.140 0.141 0.139 0.138 0.134 
55 0.136 0.136 0.136 0.136 0.141 0.142 0.141 0.141 0.134 
56 0.135 0.134 0.134 0.136 0.141 0.141 0.140 0.139 0.133 
57 0.136 0.135 0.135 0.138 0.142 0.143 0.142 0.142 0.134 
58 0.136 0.135 0.135 0.137 0.142 0.141 0.140 0.138 0.134 
59 0.135 0.133 0.133 0.138 0.142 0.142 0.140 0.139 0.134 
60 0.136 0.135 0.135 0.140 0.143 0.143 0.142 0.141 0.135 





Table A13  Results of optical density from 62 up to 104 hours of monitoring at 10 °C by 





















62 0.135 0.134 0.134 0.141 0.143 0.142 0.140 0.139 0.134 
63 0.135 0.133 0.134 0.142 0.144 0.142 0.140 0.138 0.134 
64 0.135 0.133 0.133 0.144 0.145 0.143 0.141 0.139 0.134 
65 0.135 0.134 0.134 0.145 0.145 0.144 0.141 0.140 0.134 
66 0.135 0.133 0.134 0.147 0.146 0.144 0.141 0.138 0.134 
67 0.134 0.133 0.132 0.147 0.146 0.143 0.140 0.138 0.134 
68 0.135 0.133 0.134 0.151 0.148 0.145 0.142 0.140 0.134 
69 0.136 0.135 0.135 0.153 0.149 0.145 0.142 0.140 0.134 
70 0.135 0.134 0.134 0.157 0.152 0.147 0.144 0.142 0.135 
71 0.134 0.133 0.133 0.157 0.151 0.145 0.141 0.138 0.134 
72 0.135 0.134 0.134 0.161 0.152 0.147 0.142 0.140 0.135 
73 0.134 0.133 0.133 0.164 0.154 0.147 0.142 0.140 0.134 
74 0.135 0.133 0.134 0.168 0.157 0.148 0.144 0.140 0.136 
75 0.134 0.133 0.134 0.173 0.159 0.149 0.144 0.140 0.135 
76 0.134 0.133 0.132 0.176 0.161 0.149 0.143 0.139 0.135 
77 0.136 0.135 0.135 0.184 0.164 0.152 0.146 0.142 0.135 
78 0.134 0.134 0.133 0.187 0.166 0.152 0.145 0.140 0.136 
79 0.135 0.133 0.134 0.193 0.169 0.154 0.145 0.141 0.135 
80 0.136 0.135 0.136 0.202 0.174 0.157 0.148 0.143 0.138 
81 0.135 0.133 0.134 0.208 0.176 0.157 0.147 0.142 0.138 
82 0.135 0.133 0.134 0.216 0.180 0.159 0.147 0.142 0.137 
83 0.135 0.133 0.134 0.228 0.186 0.163 0.15 0.144 0.138 
84 0.134 0.134 0.134 0.238 0.190 0.165 0.151 0.145 0.138 
85 0.135 0.134 0.134 0.248 0.196 0.169 0.154 0.147 0.140 
86 0.135 0.134 0.134 0.264 0.205 0.172 0.155 0.146 0.140 
87 0.135 0.134 0.134 0.269 0.209 0.173 0.154 0.145 0.141 
88 0.137 0.136 0.136 0.286 0.220 0.180 0.160 0.150 0.143 
89 0.135 0.134 0.135 0.296 0.228 0.182 0.160 0.148 0.142 
90 0.135 0.134 0.135 0.316 0.243 0.188 0.163 0.150 0.144 
91 0.134 0.133 0.133 0.323 0.252 0.192 0.164 0.149 0.145 
92 0.134 0.132 0.133 0.337 0.260 0.196 0.166 0.150 0.146 
93 0.134 0.133 0.132 0.353 0.269 0.201 0.167 0.149 0.147 
94 0.135 0.134 0.134 0.370 0.281 0.209 0.172 0.153 0.150 
95 0.134 0.133 0.133 0.394 0.295 0.218 0.177 0.155 0.152 
96 0.134 0.133 0.133 0.421 0.309 0.228 0.180 0.156 0.153 
97 0.135 0.133 0.134 0.432 0.321 0.237 0.184 0.158 0.156 
98 0.134 0.132 0.133 0.444 0.334 0.249 0.190 0.162 0.158 
99 0.135 0.134 0.134 0.468 0.348 0.258 0.195 0.164 0.161 
100 0.135 0.133 0.133 0.490 0.367 0.270 0.200 0.164 0.165 
101 0.135 0.133 0.133 0.514 0.386 0.280 0.207 0.167 0.166 
102 0.136 0.135 0.135 0.548 0.413 0.298 0.218 0.174 0.172 
103 0.135 0.135 0.135 0.561 0.431 0.308 0.226 0.177 0.176 





Table A14  Results of optical density from 105 up to 147 hours of monitoring at 10 °C by 





















105 0.135 0.134 0.134 0.596 0.470 0.330 0.242 0.184 0.185 
106 0.134 0.133 0.133 0.613 0.484 0.345 0.252 0.185 0.191 
107 0.135 0.134 0.134 0.623 0.50 0.359 0.262 0.191 0.197 
108 0.136 0.135 0.136 0.641 0.535 0.385 0.279 0.201 0.206 
109 0.135 0.134 0.134 0.653 0.564 0.403 0.288 0.206 0.213 
110 0.134 0.132 0.132 0.666 0.576 0.412 0.293 0.208 0.223 
111 0.134 0.134 0.133 0.674 0.602 0.439 0.312 0.217 0.232 
112 0.135 0.134 0.134 0.694 0.629 0.469 0.326 0.222 0.241 
113 0.135 0.134 0.134 0.691 0.666 0.486 0.344 0.235 0.253 
114 0.136 0.135 0.136 0.702 0.682 0.509 0.363 0.247 0.266 
115 0.135 0.135 0.134 0.697 0.690 0.521 0.367 0.251 0.274 
116 0.135 0.134 0.134 0.716 0.713 0.555 0.396 0.264 0.285 
117 0.136 0.135 0.135 0.736 0.744 0.589 0.422 0.277 0.300 
118 0.135 0.133 0.134 0.760 0.773 0.612 0.439 0.285 0.310 
119 0.134 0.132 0.132 0.748 0.779 0.621 0.448 0.292 0.328 
120 0.135 0.134 0.134 0.767 0.800 0.659 0.484 0.307 0.340 
121 0.135 0.134 0.133 0.738 0.822 0.679 0.495 0.318 0.350 
122 0.135 0.133 0.134 0.739 0.832 0.696 0.522 0.334 0.370 
123 0.135 0.134 0.134 0.750 0.841 0.716 0.546 0.347 0.388 
124 0.136 0.134 0.135 0.744 0.849 0.723 0.572 0.356 0.395 
125 0.135 0.133 0.133 0.729 0.836 0.744 0.591 0.378 0.420 
126 0.135 0.133 0.133 0.734 0.854 0.774 0.620 0.385 0.442 
127 0.136 0.135 0.134 0.721 0.868 0.794 0.642 0.400 0.448 
128 0.136 0.133 0.133 0.691 0.862 0.796 0.666 0.412 0.466 
129 0.137 0.134 0.135 0.693 0.895 0.819 0.694 0.442 0.489 
130 0.135 0.134 0.133 0.636 0.886 0.806 0.698 0.451 0.514 
131 0.136 0.133 0.134 0.621 0.866 0.822 0.712 0.463 0.537 
132 0.137 0.135 0.134 0.607 0.852 0.835 0.732 0.482 0.558 
133 0.138 0.135 0.135 0.600 0.858 0.860 0.769 0.514 0.592 
134 0.138 0.135 0.134 0.579 0.858 0.865 0.786 0.521 0.600 
135 0.137 0.133 0.134 0.548 0.819 0.856 0.794 0.540 0.621 
136 0.139 0.135 0.134 0.529 0.784 0.860 0.796 0.537 0.638 
137 0.139 0.134 0.134 0.511 0.772 0.860 0.801 0.536 0.658 
138 0.138 0.134 0.133 0.508 0.794 0.862 0.803 0.558 0.672 
139 0.139 0.134 0.134 0.507 0.801 0.853 0.826 0.593 0.682 
140 0.141 0.136 0.135 0.497 0.793 0.848 0.830 0.589 0.675 
141 0.141 0.135 0.134 0.488 0.781 0.849 0.838 0.583 0.685 
142 0.142 0.135 0.134 0.482 0.769 0.862 0.830 0.574 0.702 
143 0.144 0.137 0.135 0.472 0.752 0.847 0.833 0.564 0.744 
144 0.144 0.137 0.135 0.465 0.735 0.867 0.838 0.554 0.721 
145 0.145 0.136 0.134 0.430 0.667 0.802 0.799 0.557 0.719 
146 0.147 0.138 0.135 0.451 0.698 0.834 0.823 0.566 0.724 





Table A15  Results of optical density from 148 up to 187 hours of monitoring at 10 °C by 





















148 0.150 0.139 0.135 0.437 0.650 0.808 0.833 0.575 0.743 
149 0.151 0.139 0.135 0.432 0.631 0.790 0.830 0.569 0.778 
150 0.154 0.141 0.137 0.423 0.607 0.770 0.820 0.551 0.758 
151 0.156 0.142 0.135 0.406 0.584 0.736 0.799 0.538 0.742 
152 0.157 0.142 0.134 0.394 0.566 0.712 0.803 0.545 0.751 
153 0.160 0.143 0.134 0.394 0.573 0.707 0.802 0.561 0.723 
154 0.163 0.145 0.135 0.381 0.543 0.664 0.773 0.551 0.704 
155 0.167 0.145 0.134 0.382 0.541 0.654 0.758 0.560 0.707 
156 0.171 0.147 0.137 0.385 0.548 0.663 0.759 0.571 0.686 
157 0.173 0.148 0.136 0.372 0.522 0.625 0.725 0.563 0.719 
158 0.178 0.151 0.137 0.384 0.540 0.647 0.743 0.575 0.705 
159 0.185 0.155 0.138 0.376 0.530 0.629 0.728 0.525 0.708 
160 0.188 0.155 0.137 0.366 0.511 0.601 0.702 0.486 0.694 
161 0.194 0.158 0.137 0.366 0.495 0.581 0.697 0.450 0.654 
162 0.199 0.160 0.138 0.356 0.482 0.558 0.670 0.400 0.632 
163 0.206 0.163 0.139 0.356 0.480 0.567 0.649 0.371 0.607 
164 0.210 0.166 0.138 0.344 0.457 0.519 0.612 0.358 0.597 
165 0.230 0.174 0.141 0.360 0.480 0.575 0.629 0.329 0.588 
166 0.238 0.178 0.142 0.355 0.477 0.557 0.629 0.320 0.572 
167 0.251 0.182 0.143 0.353 0.470 0.545 0.626 0.306 0.545 
168 0.259 0.185 0.144 0.344 0.446 0.508 0.604 0.302 0.539 
169 0.270 0.195 0.145 0.350 0.454 0.533 0.581 0.286 0.538 
170 0.278 0.198 0.146 0.348 0.457 0.521 0.590 0.280 0.517 
171 0.285 0.207 0.147 0.336 0.429 0.477 0.574 0.269 0.510 
172 0.294 0.211 0.149 0.336 0.424 0.489 0.551 0.265 0.499 
173 0.306 0.223 0.151 0.332 0.420 0.461 0.564 0.259 0.493 
174 0.319 0.233 0.154 0.336 0.419 0.487 0.524 0.257 0.495 
175 0.335 0.245 0.155 0.339 0.419 0.452 0.567 0.256 0.481 
176 0.348 0.260 0.158 0.336 0.421 0.453 0.561 0.253 0.475 
177 0.359 0.267 0.162 0.335 0.412 0.440 0.551 0.249 0.471 
178 0.368 0.274 0.163 0.333 0.408 0.437 0.544 0.247 0.466 
179 0.387 0.288 0.168 0.329 0.392 0.426 0.515 0.242 0.469 
180 0.407 0.300 0.172 0.331 0.397 0.442 0.492 0.242 0.461 
181 0.428 0.311 0.174 0.330 0.396 0.428 0.514 0.241 0.463 
182 0.443 0.323 0.180 0.327 0.375 0.406 0.493 0.235 0.469 
183 0.46 0.338 0.183 0.319 0.365 0.403 0.471 0.231 0.466 
184 0.488 0.362 0.192 0.326 0.369 0.444 0.422 0.236 0.460 
185 0.504 0.373 0.197 0.327 0.386 0.409 0.499 0.234 0.463 
186 0.521 0.386 0.202 0.322 0.359 0.424 0.425 0.230 0.453 







Table A16  Results of optical density up to 42 hours of monitoring at 10 °C by Bioscreen of 





















0 0.149 0.151 0.155 0.145 0.150 0.154 0.149 0.148 0.149 
1 0.136 0.138 0.142 0.138 0.139 0.148 0.140 0.139 0.138 
2 0.136 0.139 0.142 0.140 0.139 0.148 0.141 0.141 0.139 
3 0.136 0.139 0.142 0.139 0.139 0.148 0.140 0.140 0.139 
4 0.136 0.139 0.142 0.139 0.139 0.148 0.140 0.140 0.139 
5 0.137 0.139 0.142 0.139 0.139 0.148 0.141 0.140 0.139 
6 0.136 0.138 0.142 0.139 0.138 0.147 0.140 0.139 0.138 
7 0.136 0.139 0.142 0.139 0.138 0.147 0.140 0.140 0.138 
8 0.136 0.138 0.142 0.139 0.138 0.146 0.140 0.139 0.138 
9 0.137 0.139 0.143 0.139 0.140 0.148 0.141 0.141 0.139 
10 0.136 0.139 0.143 0.139 0.139 0.147 0.140 0.140 0.139 
11 0.135 0.138 0.143 0.140 0.139 0.148 0.141 0.141 0.139 
12 0.136 0.139 0.142 0.139 0.139 0.147 0.141 0.141 0.139 
13 0.137 0.139 0.142 0.139 0.140 0.148 0.141 0.141 0.139 
14 0.138 0.139 0.143 0.140 0.141 0.149 0.142 0.142 0.141 
15 0.136 0.138 0.141 0.139 0.138 0.147 0.140 0.139 0.138 
16 0.137 0.139 0.143 0.140 0.140 0.149 0.141 0.142 0.141 
17 0.136 0.139 0.141 0.139 0.138 0.147 0.140 0.140 0.139 
18 0.138 0.140 0.143 0.141 0.142 0.151 0.143 0.144 0.142 
19 0.136 0.139 0.141 0.139 0.139 0.148 0.141 0.141 0.139 
20 0.136 0.139 0.142 0.139 0.138 0.147 0.140 0.140 0.138 
21 0.136 0.139 0.141 0.138 0.138 0.146 0.140 0.139 0.138 
22 0.136 0.139 0.142 0.139 0.140 0.148 0.141 0.141 0.140 
23 0.137 0.140 0.143 0.140 0.141 0.150 0.143 0.143 0.141 
24 0.136 0.139 0.142 0.139 0.139 0.147 0.141 0.140 0.138 
25 0.135 0.138 0.141 0.138 0.138 0.146 0.140 0.139 0.138 
26 0.137 0.139 0.143 0.140 0.141 0.149 0.142 0.142 0.141 
27 0.135 0.139 0.142 0.139 0.140 0.148 0.141 0.14 0.139 
28 0.136 0.138 0.142 0.140 0.140 0.148 0.141 0.141 0.139 
29 0.136 0.138 0.142 0.139 0.138 0.147 0.140 0.139 0.138 
30 0.135 0.138 0.142 0.139 0.139 0.148 0.141 0.140 0.139 
31 0.136 0.139 0.142 0.139 0.139 0.147 0.140 0.140 0.138 
32 0.135 0.138 0.141 0.139 0.139 0.148 0.141 0.140 0.138 
33 0.135 0.138 0.141 0.138 0.138 0.146 0.140 0.139 0.137 
34 0.135 0.139 0.142 0.139 0.139 0.147 0.141 0.139 0.138 
35 0.135 0.138 0.141 0.138 0.138 0.146 0.140 0.139 0.137 
36 0.135 0.138 0.141 0.139 0.139 0.147 0.141 0.140 0.139 
37 0.136 0.139 0.142 0.140 0.140 0.149 0.142 0.142 0.140 
38 0.136 0.138 0.142 0.138 0.138 0.147 0.140 0.139 0.138 
39 0.135 0.138 0.141 0.139 0.139 0.147 0.140 0.140 0.138 
40 0.136 0.138 0.141 0.138 0.138 0.147 0.140 0.139 0.138 
41 0.135 0.138 0.141 0.139 0.139 0.147 0.141 0.140 0.138 





Table A17  Results of optical density from 43 up to 85 hours of monitoring at 10 °C by 





















43 0.136 0.138 0.141 0.138 0.139 0.147 0.140 0.140 0.138 
44 0.135 0.138 0.141 0.139 0.139 0.147 0.141 0.140 0.138 
45 0.135 0.138 0.141 0.139 0.139 0.147 0.141 0.140 0.139 
46 0.136 0.138 0.142 0.140 0.140 0.148 0.142 0.141 0.139 
47 0.136 0.138 0.142 0.140 0.140 0.148 0.142 0.141 0.139 
48 0.136 0.138 0.142 0.139 0.139 0.147 0.141 0.140 0.139 
49 0.136 0.138 0.141 0.139 0.139 0.147 0.141 0.140 0.139 
50 0.137 0.139 0.142 0.139 0.139 0.148 0.141 0.141 0.139 
51 0.136 0.139 0.142 0.139 0.139 0.148 0.141 0.140 0.139 
52 0.135 0.138 0.141 0.139 0.139 0.147 0.140 0.140 0.138 
53 0.136 0.138 0.141 0.139 0.138 0.146 0.140 0.139 0.138 
54 0.136 0.138 0.142 0.139 0.139 0.147 0.140 0.140 0.138 
55 0.136 0.138 0.141 0.139 0.139 0.147 0.140 0.140 0.138 
56 0.136 0.138 0.141 0.139 0.138 0.147 0.140 0.139 0.138 
57 0.137 0.138 0.141 0.139 0.139 0.148 0.141 0.141 0.139 
58 0.137 0.139 0.141 0.139 0.138 0.146 0.140 0.139 0.138 
59 0.136 0.138 0.141 0.138 0.138 0.146 0.140 0.138 0.138 
60 0.137 0.139 0.142 0.139 0.139 0.147 0.141 0.140 0.139 
61 0.137 0.138 0.142 0.139 0.139 0.147 0.140 0.140 0.139 
62 0.136 0.138 0.142 0.140 0.140 0.148 0.141 0.141 0.140 
63 0.136 0.138 0.141 0.138 0.138 0.146 0.140 0.139 0.138 
64 0.137 0.139 0.142 0.140 0.140 0.148 0.142 0.141 0.140 
65 0.137 0.138 0.142 0.140 0.141 0.149 0.142 0.142 0.140 
66 0.136 0.138 0.141 0.139 0.139 0.147 0.140 0.139 0.138 
67 0.136 0.138 0.141 0.138 0.138 0.146 0.139 0.138 0.137 
68 0.137 0.138 0.141 0.138 0.137 0.146 0.140 0.139 0.138 
69 0.137 0.138 0.141 0.139 0.138 0.146 0.139 0.139 0.138 
70 0.138 0.139 0.143 0.140 0.141 0.149 0.143 0.143 0.141 
71 0.136 0.138 0.141 0.139 0.139 0.147 0.140 0.139 0.138 
72 0.138 0.139 0.142 0.139 0.139 0.147 0.141 0.141 0.139 
73 0.136 0.138 0.141 0.138 0.138 0.146 0.140 0.139 0.137 
74 0.138 0.138 0.142 0.139 0.139 0.147 0.141 0.141 0.139 
75 0.137 0.138 0.142 0.139 0.139 0.147 0.140 0.140 0.138 
76 0.138 0.139 0.141 0.138 0.138 0.146 0.139 0.138 0.137 
77 0.138 0.138 0.142 0.139 0.139 0.147 0.141 0.140 0.138 
78 0.137 0.138 0.141 0.138 0.137 0.145 0.140 0.138 0.137 
79 0.137 0.138 0.141 0.139 0.139 0.147 0.141 0.140 0.138 
80 0.139 0.139 0.142 0.139 0.140 0.147 0.141 0.141 0.140 
81 0.139 0.139 0.142 0.139 0.139 0.147 0.141 0.141 0.140 
82 0.137 0.139 0.141 0.138 0.138 0.146 0.140 0.140 0.138 
83 0.137 0.139 0.141 0.138 0.138 0.146 0.140 0.139 0.138 
84 0.136 0.139 0.141 0.138 0.138 0.146 0.140 0.138 0.137 





Table A18  Results of optical density from 86 up to 128 hours of monitoring at 10 °C by 





















86 0.138 0.139 0.142 0.138 0.138 0.146 0.140 0.140 0.138 
87 0.138 0.139 0.142 0.138 0.139 0.146 0.141 0.140 0.139 
88 0.140 0.140 0.144 0.141 0.141 0.149 0.143 0.143 0.141 
89 0.139 0.139 0.142 0.139 0.139 0.147 0.141 0.141 0.139 
90 0.140 0.140 0.143 0.140 0.140 0.148 0.141 0.141 0.139 
91 0.140 0.140 0.142 0.138 0.137 0.146 0.139 0.139 0.137 
92 0.141 0.140 0.142 0.138 0.138 0.145 0.139 0.138 0.137 
93 0.141 0.140 0.142 0.138 0.138 0.145 0.139 0.138 0.137 
94 0.143 0.141 0.143 0.139 0.139 0.147 0.141 0.141 0.139 
95 0.144 0.142 0.143 0.139 0.139 0.147 0.141 0.141 0.139 
96 0.144 0.142 0.143 0.139 0.138 0.146 0.140 0.139 0.138 
97 0.146 0.143 0.143 0.140 0.138 0.145 0.139 0.138 0.137 
98 0.147 0.143 0.144 0.140 0.138 0.146 0.140 0.139 0.138 
99 0.149 0.144 0.144 0.140 0.139 0.147 0.140 0.140 0.138 
100 0.150 0.145 0.144 0.140 0.138 0.146 0.139 0.138 0.137 
101 0.151 0.145 0.145 0.141 0.139 0.147 0.140 0.139 0.137 
102 0.154 0.147 0.146 0.140 0.139 0.146 0.140 0.140 0.138 
103 0.156 0.147 0.146 0.140 0.139 0.146 0.140 0.140 0.138 
104 0.158 0.148 0.146 0.141 0.139 0.146 0.140 0.139 0.138 
105 0.161 0.150 0.147 0.141 0.139 0.146 0.140 0.139 0.137 
106 0.165 0.151 0.148 0.142 0.139 0.146 0.140 0.139 0.138 
107 0.167 0.153 0.150 0.143 0.141 0.148 0.141 0.140 0.139 
108 0.173 0.156 0.152 0.145 0.142 0.149 0.142 0.142 0.140 
109 0.177 0.158 0.152 0.145 0.141 0.149 0.142 0.141 0.140 
110 0.181 0.159 0.152 0.144 0.140 0.146 0.140 0.138 0.137 
111 0.186 0.163 0.155 0.146 0.142 0.149 0.142 0.141 0.139 
112 0.191 0.165 0.156 0.147 0.142 0.148 0.142 0.140 0.139 
113 0.199 0.169 0.158 0.147 0.140 0.147 0.140 0.139 0.138 
114 0.206 0.173 0.160 0.149 0.142 0.149 0.142 0.141 0.139 
115 0.212 0.176 0.163 0.152 0.144 0.150 0.143 0.142 0.140 
116 0.221 0.180 0.164 0.151 0.142 0.148 0.141 0.139 0.137 
117 0.233 0.186 0.167 0.153 0.143 0.149 0.141 0.139 0.138 
118 0.245 0.192 0.171 0.155 0.143 0.149 0.141 0.139 0.137 
119 0.257 0.199 0.175 0.158 0.145 0.151 0.143 0.140 0.138 
120 0.270 0.206 0.179 0.161 0.147 0.152 0.145 0.143 0.141 
121 0.279 0.214 0.182 0.161 0.147 0.151 0.143 0.142 0.140 
122 0.290 0.221 0.186 0.164 0.147 0.151 0.142 0.140 0.138 
123 0.303 0.234 0.193 0.169 0.150 0.154 0.145 0.143 0.141 
124 0.307 0.239 0.196 0.170 0.150 0.153 0.144 0.141 0.138 
125 0.327 0.252 0.204 0.174 0.150 0.153 0.144 0.140 0.138 
126 0.341 0.262 0.210 0.178 0.152 0.155 0.145 0.141 0.138 
127 0.357 0.272 0.219 0.182 0.154 0.156 0.145 0.141 0.139 





Table A19  Results of optical density from 129 up to 171 hours of monitoring at 10 °C by 





















129 0.393 0.294 0.240 0.194 0.159 0.159 0.147 0.143 0.140 
130 0.409 0.304 0.248 0.198 0.159 0.159 0.148 0.143 0.139 
131 0.434 0.321 0.26 0.206 0.163 0.161 0.149 0.142 0.139 
132 0.460 0.336 0.272 0.214 0.165 0.162 0.150 0.142 0.139 
133 0.486 0.367 0.289 0.230 0.172 0.167 0.153 0.146 0.142 
134 0.496 0.374 0.294 0.236 0.173 0.167 0.152 0.145 0.141 
135 0.514 0.382 0.303 0.242 0.175 0.169 0.153 0.143 0.139 
136 0.537 0.399 0.312 0.250 0.179 0.172 0.154 0.144 0.140 
137 0.561 0.421 0.327 0.261 0.184 0.174 0.157 0.146 0.140 
138 0.588 0.446 0.343 0.273 0.189 0.178 0.158 0.146 0.140 
139 0.624 0.478 0.369 0.291 0.198 0.183 0.162 0.149 0.143 
140 0.656 0.494 0.389 0.305 0.205 0.187 0.165 0.151 0.144 
141 0.672 0.512 0.404 0.313 0.210 0.190 0.166 0.150 0.142 
142 0.682 0.541 0.425 0.328 0.219 0.195 0.169 0.152 0.143 
143 0.711 0.574 0.453 0.349 0.233 0.203 0.175 0.156 0.147 
144 0.710 0.586 0.469 0.356 0.237 0.205 0.176 0.155 0.144 
145 0.729 0.603 0.467 0.365 0.243 0.210 0.179 0.155 0.145 
146 0.761 0.633 0.494 0.387 0.256 0.219 0.185 0.159 0.146 
147 0.777 0.658 0.520 0.408 0.264 0.226 0.188 0.160 0.146 
148 0.786 0.679 0.551 0.435 0.280 0.236 0.195 0.164 0.150 
149 0.809 0.706 0.586 0.468 0.297 0.249 0.204 0.170 0.153 
150 0.815 0.717 0.610 0.489 0.307 0.261 0.210 0.171 0.153 
151 0.826 0.728 0.626 0.488 0.317 0.265 0.216 0.173 0.154 
152 0.836 0.759 0.659 0.522 0.336 0.279 0.226 0.178 0.157 
153 0.834 0.766 0.671 0.534 0.346 0.290 0.232 0.178 0.156 
154 0.837 0.783 0.684 0.555 0.360 0.295 0.240 0.181 0.157 
155 0.835 0.796 0.699 0.580 0.379 0.311 0.251 0.187 0.160 
156 0.846 0.806 0.722 0.602 0.398 0.326 0.262 0.193 0.163 
157 0.881 0.821 0.758 0.646 0.430 0.347 0.277 0.202 0.167 
158 0.843 0.835 0.772 0.657 0.440 0.362 0.286 0.208 0.170 
159 0.858 0.855 0.806 0.685 0.476 0.378 0.300 0.218 0.175 
160 0.858 0.863 0.820 0.696 0.498 0.402 0.313 0.226 0.178 
161 0.848 0.851 0.814 0.703 0.516 0.413 0.319 0.229 0.179 
162 0.847 0.854 0.838 0.728 0.526 0.433 0.336 0.241 0.184 
163 0.844 0.871 0.846 0.747 0.552 0.454 0.351 0.252 0.190 
164 0.847 0.887 0.873 0.768 0.576 0.477 0.364 0.259 0.194 
165 0.854 0.922 0.893 0.805 0.621 0.514 0.399 0.281 0.206 
166 0.857 0.891 0.900 0.813 0.648 0.536 0.412 0.290 0.212 
167 0.813 0.860 0.872 0.795 0.646 0.554 0.426 0.297 0.215 
168 0.825 0.859 0.899 0.812 0.671 0.585 0.453 0.311 0.225 
169 0.825 0.883 0.927 0.841 0.690 0.610 0.476 0.332 0.239 
170 0.777 0.851 0.894 0.819 0.698 0.624 0.484 0.337 0.242 





Table A20  Results of optical density from 172 up to 187 hours of monitoring at 10 °C by 





















172 0.742 0.826 0.886 0.825 0.733 0.670 0.519 0.361 0.260 
173 0.748 0.787 0.895 0.855 0.751 0.682 0.543 0.382 0.271 
174 0.752 0.789 0.908 0.892 0.779 0.703 0.579 0.412 0.287 
175 0.704 0.740 0.890 0.839 0.769 0.720 0.597 0.424 0.296 
176 0.688 0.696 0.894 0.851 0.767 0.732 0.615 0.442 0.304 
177 0.671 0.666 0.885 0.848 0.760 0.753 0.640 0.456 0.315 
178 0.656 0.646 0.867 0.844 0.760 0.771 0.657 0.471 0.331 
179 0.647 0.617 0.826 0.849 0.773 0.775 0.673 0.499 0.348 
180 0.645 0.623 0.844 0.847 0.772 0.786 0.682 0.531 0.362 
181 0.632 0.583 0.817 0.839 0.784 0.801 0.719 0.556 0.383 
182 0.623 0.566 0.777 0.827 0.783 0.791 0.724 0.576 0.399 
183 0.618 0.574 0.783 0.832 0.788 0.798 0.742 0.607 0.418 
184 0.620 0.546 0.776 0.795 0.798 0.813 0.752 0.638 0.439 
185 0.610 0.514 0.733 0.760 0.783 0.813 0.759 0.642 0.443 
186 0.603 0.503 0.715 0.740 0.765 0.819 0.774 0.661 0.467 
187 0.599 0.490 0.697 0.752 0.777 0.823 0.777 0.675 0.493 
 
Table A21  Results of optical density up to 18 hours of monitoring at 10 °C by Bioscreen of 
























0 0.213 0.152 0.143 0.142 0.144 0.204 0.155 0.147 0.145 0.148 
1 0.198 0.138 0.132 0.13 0.131 0.191 0.141 0.135 0.139 0.142 
2 0.200 0.138 0.131 0.13 0.132 0.193 0.141 0.136 0.139 0.141 
3 0.205 0.139 0.132 0.131 0.132 0.196 0.141 0.137 0.141 0.144 
4 0.212 0.140 0.132 0.131 0.133 0.197 0.141 0.136 0.140 0.143 
5 0.219 0.140 0.132 0.130 0.132 0.200 0.142 0.136 0.140 0.142 
6 0.227 0.141 0.132 0.130 0.132 0.202 0.142 0.136 0.139 0.142 
7 0.239 0.144 0.133 0.131 0.134 0.205 0.143 0.136 0.140 0.142 
8 0.250 0.145 0.133 0.131 0.133 0.209 0.143 0.136 0.139 0.142 
9 0.264 0.145 0.132 0.130 0.132 0.213 0.143 0.136 0.141 0.144 
10 0.276 0.147 0.133 0.131 0.132 0.216 0.144 0.137 0.140 0.142 
11 0.292 0.150 0.133 0.131 0.132 0.219 0.143 0.136 0.139 0.142 
12 0.304 0.152 0.133 0.130 0.131 0.225 0.145 0.137 0.141 0.143 
13 0.316 0.155 0.134 0.130 0.131 0.228 0.144 0.136 0.140 0.143 
14 0.331 0.159 0.134 0.130 0.131 0.233 0.145 0.137 0.140 0.143 
15 0.344 0.164 0.135 0.131 0.132 0.236 0.145 0.136 0.139 0.142 
16 0.360 0.170 0.135 0.131 0.133 0.243 0.146 0.137 0.141 0.144 
17 0.373 0.176 0.136 0.131 0.133 0.245 0.146 0.137 0.141 0.144 
18 0.388 0.184 0.138 0.132 0.135 0.249 0.147 0.137 0.141 0.145 





Table A22 Results of optical density from 20 up to 61 hours of monitoring at 10 °C by 
Bioscreen of strain 1034 without treatment (well 111-115) and with treatment (211-215), 























20 0.395 0.197 0.138 0.131 0.131 0.256 0.148 0.137 0.139 0.141 
21 0.416 0.208 0.140 0.132 0.134 0.258 0.149 0.137 0.139 0.142 
22 0.414 0.211 0.140 0.131 0.131 0.266 0.150 0.137 0.141 0.145 
23 0.423 0.218 0.141 0.131 0.131 0.267 0.151 0.137 0.141 0.144 
24 0.431 0.223 0.142 0.131 0.132 0.271 0.151 0.137 0.140 0.142 
25 0.435 0.228 0.144 0.131 0.131 0.275 0.151 0.137 0.140 0.142 
26 0.451 0.235 0.144 0.132 0.133 0.277 0.153 0.137 0.140 0.144 
27 0.460 0.242 0.146 0.133 0.134 0.273 0.153 0.137 0.139 0.142 
28 0.462 0.243 0.146 0.132 0.132 0.275 0.155 0.137 0.139 0.142 
29 0.472 0.248 0.147 0.132 0.132 0.285 0.156 0.138 0.139 0.142 
30 0.497 0.263 0.150 0.133 0.133 0.285 0.158 0.138 0.14 0.143 
31 0.500 0.265 0.150 0.132 0.131 0.294 0.160 0.138 0.141 0.144 
32 0.523 0.275 0.151 0.132 0.131 0.289 0.160 0.138 0.139 0.142 
33 0.556 0.294 0.154 0.133 0.132 0.285 0.162 0.138 0.139 0.141 
34 0.592 0.308 0.155 0.133 0.133 0.286 0.164 0.139 0.139 0.141 
35 0.620 0.322 0.158 0.133 0.132 0.292 0.166 0.138 0.139 0.141 
36 0.657 0.340 0.160 0.133 0.133 0.293 0.169 0.139 0.140 0.142 
37 0.652 0.356 0.164 0.133 0.133 0.298 0.171 0.139 0.140 0.142 
38 0.658 0.376 0.166 0.134 0.133 0.294 0.174 0.139 0.139 0.142 
39 0.691 0.405 0.173 0.137 0.138 0.298 0.177 0.140 0.139 0.142 
40 0.689 0.421 0.176 0.136 0.135 0.302 0.181 0.140 0.140 0.143 
41 0.666 0.431 0.178 0.135 0.131 0.303 0.184 0.140 0.140 0.143 
42 0.707 0.463 0.185 0.137 0.135 0.304 0.188 0.141 0.140 0.143 
43 0.705 0.484 0.191 0.137 0.133 0.297 0.189 0.141 0.139 0.141 
44 0.716 0.506 0.197 0.138 0.134 0.300 0.193 0.142 0.139 0.142 
45 0.723 0.531 0.206 0.139 0.135 0.311 0.199 0.142 0.140 0.143 
46 0.711 0.554 0.211 0.139 0.132 0.303 0.199 0.143 0.140 0.141 
47 0.723 0.573 0.220 0.140 0.131 0.318 0.208 0.144 0.140 0.143 
48 0.766 0.597 0.234 0.144 0.138 0.328 0.213 0.145 0.141 0.143 
49 0.741 0.616 0.243 0.143 0.132 0.320 0.212 0.145 0.139 0.142 
50 0.789 0.657 0.262 0.148 0.138 0.338 0.221 0.147 0.141 0.143 
51 0.760 0.672 0.269 0.147 0.133 0.332 0.220 0.147 0.140 0.142 
52 0.789 0.697 0.281 0.150 0.136 0.340 0.224 0.148 0.140 0.141 
53 0.778 0.694 0.290 0.151 0.133 0.350 0.230 0.149 0.140 0.141 
54 0.786 0.705 0.302 0.153 0.134 0.359 0.235 0.150 0.140 0.142 
55 0.802 0.729 0.319 0.157 0.135 0.385 0.248 0.152 0.140 0.143 
56 0.794 0.756 0.335 0.160 0.134 0.395 0.254 0.153 0.140 0.141 
57 0.801 0.773 0.352 0.163 0.134 0.425 0.266 0.155 0.141 0.143 
58 0.835 0.807 0.377 0.169 0.139 0.426 0.270 0.155 0.140 0.142 
59 0.832 0.810 0.393 0.173 0.139 0.435 0.277 0.157 0.140 0.142 
60 0.807 0.796 0.414 0.178 0.136 0.463 0.291 0.160 0.142 0.143 





Table A23  Results of optical density from 62 up to 103 hours of monitoring at 10 °C by 
Bioscreen of strain 1034 without treatment (well 111-115) and with treatment (211-215), 























62 0.781 0.792 0.459 0.191 0.138 0.501 0.319 0.164 0.141 0.142 
63 0.803 0.794 0.478 0.195 0.139 0.516 0.330 0.166 0.141 0.142 
64 0.798 0.790 0.508 0.204 0.140 0.544 0.348 0.170 0.142 0.143 
65 0.823 0.825 0.520 0.216 0.145 0.582 0.367 0.172 0.141 0.142 
66 0.814 0.818 0.539 0.225 0.145 0.598 0.378 0.175 0.141 0.142 
67 0.807 0.802 0.563 0.236 0.146 0.604 0.399 0.179 0.141 0.141 
68 0.825 0.828 0.603 0.254 0.151 0.605 0.421 0.184 0.142 0.143 
69 0.792 0.794 0.608 0.258 0.148 0.633 0.438 0.190 0.142 0.143 
70 0.811 0.807 0.650 0.270 0.152 0.651 0.461 0.195 0.143 0.143 
71 0.783 0.792 0.665 0.281 0.152 0.642 0.473 0.200 0.142 0.142 
72 0.810 0.809 0.658 0.290 0.157 0.679 0.501 0.208 0.143 0.142 
73 0.803 0.810 0.688 0.309 0.159 0.685 0.516 0.215 0.143 0.142 
74 0.811 0.787 0.702 0.323 0.164 0.697 0.538 0.226 0.144 0.142 
75 0.798 0.765 0.720 0.339 0.167 0.705 0.562 0.237 0.144 0.142 
76 0.816 0.778 0.731 0.357 0.174 0.706 0.583 0.246 0.145 0.142 
77 0.829 0.818 0.754 0.380 0.181 0.748 0.613 0.263 0.146 0.143 
78 0.800 0.799 0.747 0.393 0.181 0.746 0.633 0.271 0.146 0.142 
79 0.786 0.791 0.714 0.408 0.186 0.742 0.654 0.280 0.147 0.142 
80 0.816 0.799 0.729 0.440 0.196 0.767 0.678 0.294 0.148 0.144 
81 0.802 0.786 0.729 0.456 0.201 0.760 0.703 0.302 0.148 0.142 
82 0.807 0.784 0.738 0.494 0.211 0.743 0.708 0.315 0.149 0.142 
83 0.806 0.777 0.752 0.496 0.220 0.742 0.735 0.332 0.151 0.143 
84 0.800 0.778 0.742 0.511 0.231 0.760 0.756 0.351 0.152 0.144 
85 0.800 0.769 0.738 0.535 0.241 0.767 0.787 0.367 0.155 0.145 
86 0.818 0.773 0.753 0.578 0.258 0.754 0.802 0.385 0.156 0.144 
87 0.817 0.768 0.758 0.610 0.273 0.753 0.814 0.403 0.157 0.143 
88 0.821 0.767 0.748 0.624 0.278 0.770 0.835 0.427 0.161 0.146 
89 0.819 0.764 0.750 0.619 0.285 0.762 0.832 0.448 0.162 0.145 
90 0.830 0.765 0.762 0.652 0.305 0.757 0.841 0.474 0.165 0.146 
91 0.813 0.761 0.746 0.672 0.313 0.759 0.843 0.481 0.167 0.145 
92 0.817 0.754 0.761 0.707 0.330 0.741 0.839 0.500 0.170 0.145 
93 0.809 0.753 0.747 0.724 0.347 0.729 0.825 0.518 0.173 0.144 
94 0.822 0.758 0.735 0.740 0.361 0.755 0.853 0.548 0.177 0.146 
95 0.830 0.756 0.731 0.757 0.381 0.752 0.861 0.578 0.182 0.147 
96 0.839 0.759 0.753 0.760 0.411 0.740 0.860 0.603 0.187 0.147 
97 0.815 0.768 0.759 0.734 0.413 0.742 0.868 0.619 0.192 0.148 
98 0.842 0.759 0.785 0.749 0.448 0.754 0.891 0.649 0.198 0.15 
99 0.843 0.760 0.783 0.740 0.484 0.759 0.884 0.670 0.205 0.151 
100 0.843 0.759 0.771 0.745 0.485 0.731 0.839 0.678 0.213 0.15 
101 0.818 0.772 0.745 0.733 0.505 0.737 0.835 0.702 0.222 0.152 
102 0.845 0.763 0.746 0.757 0.529 0.753 0.849 0.732 0.235 0.154 





Table A24  Results of optical density from 104 up tp 145 hours of monitoring at 10 °C by 
Bioscreen of strain 1034 without treatment (well 111-115) and with treatment (211-215), 























104 0.820 0.766 0.715 0.742 0.585 0.755 0.851 0.782 0.251 0.156 
105 0.835 0.769 0.716 0.758 0.610 0.759 0.846 0.802 0.262 0.158 
106 0.830 0.770 0.703 0.756 0.637 0.741 0.811 0.819 0.273 0.159 
107 0.821 0.769 0.691 0.746 0.632 0.743 0.812 0.799 0.281 0.16 
108 0.829 0.768 0.688 0.762 0.667 0.758 0.822 0.811 0.300 0.166 
109 0.837 0.771 0.685 0.774 0.705 0.762 0.827 0.805 0.311 0.168 
110 0.835 0.769 0.677 0.774 0.729 0.751 0.820 0.817 0.318 0.168 
111 0.845 0.770 0.676 0.767 0.753 0.748 0.789 0.816 0.336 0.173 
112 0.848 0.770 0.670 0.757 0.759 0.745 0.780 0.821 0.350 0.176 
113 0.852 0.774 0.672 0.752 0.770 0.759 0.793 0.833 0.373 0.181 
114 0.826 0.778 0.650 0.756 0.756 0.761 0.784 0.834 0.394 0.187 
115 0.824 0.781 0.641 0.781 0.735 0.754 0.779 0.821 0.402 0.188 
116 0.825 0.781 0.633 0.787 0.721 0.768 0.783 0.857 0.433 0.196 
117 0.846 0.774 0.637 0.811 0.733 0.768 0.787 0.868 0.454 0.202 
118 0.828 0.782 0.627 0.784 0.718 0.757 0.765 0.880 0.480 0.21 
119 0.852 0.779 0.637 0.799 0.737 0.752 0.770 0.849 0.484 0.216 
120 0.836 0.780 0.626 0.759 0.744 0.762 0.767 0.859 0.510 0.227 
121 0.839 0.78 0.624 0.751 0.758 0.766 0.765 0.846 0.538 0.238 
122 0.851 0.779 0.629 0.753 0.779 0.763 0.758 0.825 0.563 0.249 
123 0.828 0.783 0.617 0.719 0.755 0.762 0.749 0.817 0.591 0.26 
124 0.855 0.777 0.632 0.737 0.795 0.769 0.749 0.803 0.617 0.267 
125 0.847 0.779 0.639 0.733 0.803 0.753 0.732 0.745 0.632 0.279 
126 0.857 0.781 0.63 0.701 0.799 0.761 0.735 0.755 0.666 0.288 
127 0.820 0.784 0.615 0.686 0.759 0.762 0.734 0.738 0.676 0.301 
128 0.827 0.784 0.614 0.675 0.762 0.756 0.719 0.707 0.696 0.31 
129 0.831 0.779 0.638 0.673 0.759 0.772 0.732 0.718 0.729 0.331 
130 0.859 0.784 0.643 0.667 0.793 0.761 0.717 0.688 0.746 0.336 
131 0.846 0.782 0.635 0.650 0.801 0.756 0.704 0.660 0.778 0.356 
132 0.849 0.783 0.639 0.642 0.826 0.774 0.719 0.689 0.803 0.375 
133 0.821 0.786 0.615 0.631 0.819 0.771 0.709 0.657 0.838 0.406 
134 0.843 0.783 0.639 0.628 0.846 0.776 0.705 0.655 0.854 0.424 
135 0.823 0.783 0.632 0.623 0.839 0.761 0.682 0.638 0.850 0.433 
136 0.832 0.785 0.634 0.615 0.834 0.764 0.677 0.636 0.867 0.452 
137 0.826 0.786 0.630 0.612 0.812 0.760 0.666 0.625 0.885 0.472 
138 0.811 0.782 0.642 0.617 0.799 0.770 0.671 0.637 0.884 0.497 
139 0.843 0.782 0.673 0.632 0.785 0.767 0.657 0.620 0.900 0.52 
140 0.841 0.780 0.679 0.628 0.771 0.773 0.654 0.622 0.918 0.545 
141 0.847 0.781 0.691 0.631 0.762 0.773 0.652 0.622 0.918 0.576 
142 0.846 0.781 0.688 0.617 0.75 0.782 0.652 0.631 0.914 0.601 
143 0.837 0.780 0.683 0.606 0.743 0.773 0.650 0.622 0.914 0.618 
144 0.832 0.781 0.685 0.601 0.744 0.778 0.653 0.625 0.930 0.641 





Table A25  Results of optical density from 146 up to 187 hours of monitoring at 10 °C by 
Bioscreen of strain 1034 without treatment (well 111-115) and with treatment (211-215), 























146 0.843 0.779 0.704 0.612 0.750 0.781 0.653 0.626 0.916 0.687 
147 0.839 0.782 0.685 0.580 0.738 0.763 0.643 0.627 0.858 0.687 
148 0.823 0.781 0.675 0.576 0.737 0.776 0.655 0.622 0.896 0.724 
149 0.826 0.778 0.693 0.582 0.723 0.777 0.652 0.623 0.869 0.741 
150 0.848 0.779 0.721 0.608 0.707 0.770 0.655 0.623 0.827 0.769 
151 0.810 0.778 0.682 0.577 0.709 0.767 0.650 0.623 0.789 0.794 
152 0.847 0.779 0.727 0.610 0.685 0.769 0.648 0.625 0.776 0.824 
153 0.828 0.778 0.712 0.577 0.675 0.781 0.647 0.627 0.792 0.848 
154 0.817 0.780 0.687 0.559 0.679 0.771 0.648 0.630 0.750 0.863 
155 0.817 0.775 0.717 0.581 0.664 0.766 0.654 0.633 0.721 0.881 
156 0.837 0.778 0.726 0.574 0.666 0.768 0.663 0.631 0.714 0.901 
157 0.833 0.779 0.729 0.578 0.659 0.754 0.662 0.634 0.668 0.892 
158 0.830 0.777 0.723 0.559 0.664 0.774 0.664 0.636 0.693 0.923 
159 0.815 0.774 0.721 0.567 0.657 0.779 0.659 0.639 0.688 0.922 
160 0.830 0.775 0.739 0.583 0.661 0.773 0.659 0.641 0.664 0.916 
161 0.849 0.776 0.750 0.590 0.670 0.778 0.655 0.642 0.674 0.906 
162 0.831 0.774 0.745 0.599 0.661 0.769 0.660 0.642 0.640 0.899 
163 0.830 0.774 0.739 0.557 0.651 0.758 0.665 0.646 0.599 0.9 
164 0.805 0.772 0.720 0.546 0.649 0.745 0.668 0.643 0.593 0.87 
165 0.798 0.770 0.725 0.552 0.652 0.770 0.662 0.651 0.589 0.929 
166 0.818 0.772 0.736 0.543 0.650 0.775 0.661 0.654 0.590 0.936 
167 0.833 0.773 0.751 0.556 0.664 0.773 0.660 0.657 0.576 0.936 
168 0.821 0.771 0.744 0.536 0.657 0.759 0.666 0.652 0.568 0.929 
169 0.845 0.773 0.760 0.561 0.685 0.764 0.653 0.659 0.538 0.908 
170 0.825 0.770 0.754 0.566 0.675 0.768 0.653 0.662 0.537 0.906 
171 0.841 0.773 0.761 0.554 0.685 0.755 0.664 0.656 0.535 0.873 
172 0.821 0.767 0.754 0.560 0.670 0.747 0.649 0.662 0.492 0.81 
173 0.817 0.768 0.750 0.511 0.658 0.752 0.662 0.660 0.510 0.823 
174 0.834 0.767 0.755 0.557 0.682 0.754 0.642 0.666 0.476 0.768 
175 0.826 0.765 0.757 0.533 0.672 0.757 0.658 0.662 0.515 0.807 
176 0.803 0.760 0.751 0.518 0.650 0.763 0.652 0.669 0.502 0.787 
177 0.827 0.763 0.759 0.512 0.662 0.756 0.653 0.668 0.490 0.757 
178 0.815 0.761 0.755 0.495 0.650 0.756 0.651 0.671 0.484 0.738 
179 0.819 0.759 0.754 0.526 0.668 0.742 0.651 0.673 0.450 0.676 
180 0.808 0.758 0.754 0.494 0.644 0.751 0.647 0.679 0.444 0.659 
181 0.798 0.756 0.753 0.491 0.637 0.751 0.651 0.678 0.454 0.667 
182 0.795 0.756 0.746 0.482 0.626 0.733 0.660 0.675 0.437 0.626 
183 0.811 0.754 0.752 0.512 0.659 0.729 0.659 0.676 0.420 0.597 
184 0.795 0.751 0.752 0.498 0.641 0.739 0.646 0.679 0.392 0.575 
185 0.796 0.752 0.754 0.489 0.638 0.747 0.654 0.681 0.443 0.622 
186 0.801 0.753 0.754 0.478 0.636 0.730 0.648 0.681 0.378 0.544 





A.2.  Graphics of evolution of optical density 
As a result of Bioscreen monitoring, data of optical density were obtained, like shown 
in previous section. Using these data, graphics of evolution of optical density through 
time have been made, shown in figures A1-A14 (all strains). 
 
Figure A1  Evolution of optical density of strain 1034 during the observation 
period, samples without HHP treatment.  
 
Figure A2  Evolution of optical density of strain 1034 during the observation 


















































































Figure A3  Evolution of optical density of strain 1587 during the observation 
period, samples without HHP treatment. 
 
Figure A4  Evolution of optical density of strain 1587 during the observation 



















































































Figure A5  Evolution of optical density of strain 1673 during the observation 
period, samples without HHP treatment. 
 
Figure A6  Evolution of optical density of strain 1673 during the observation 




















































































Figure A7  Evolution of optical density of strain 1674 during the observation 
period, samples without HHP treatment. 
 
 
Figure A8  Evolution of optical density of strain 1674 during the observation 


















































































Figure A9  Evolution of optical density of strain 4031 during the observation 
period, samples without HHP treatment. 
 
Figure A10  Evolution of optical density of strain 4031 during the observation 


















































































Figure A11  Evolution of optical density of strain 1011 during the observation 
period, samples without HHP treatment. 
 
Figure A12  Evolution of optical density of strain 1011 during the observation 


















































































Figure A13  Evolution of optical density of strain 1583 during the observation 
period, samples without HHP treatment. 
 
Figure A14  Evolution of optical density of strain 1583 during the observation 



















































































A.3.  Regressions of 2-fold dilution method 
In Chapter 6, 2-fold dilution method was used to determine the growth parameters of 
different strains of L. monocytogenes. In this section, the regressions used in this 
method for treated and non-treated samples of all the strains are showed in followings 
figures (A15 to A21). 
 
Figure A15  Linear regression of relationship between time to turbidity and Log 
(Nturb/Ni,0) of strain 1034, for HHP treated samples (1034 HP+) and non-treated 
samples (1034 HP-). 
 
Figure A16  Linear regression of relationship between time to turbidity and Log 
(Nturb/Ni,0) of strain 1587, for HHP treated samples (1587 HP+) and non-treated 
samples (1587 HP-). 
t = 19.321 Log (Nturb/Ni,0) + 28.283 
R² = 0.9912 
t = 17.109 Log (Nturb/Ni,0)  + 5.1848 





























t = 17.361 Log (Nturb/Ni,0)  + 40.201 
R² = 0.9855 
t = 16.965 Log (Nturb/Ni,0)  + 5.4736 


































Figure A17  Linear regression of relationship between time to turbidity and Log 
(Nturb/Ni,0) of strain 1673, for HHP treated samples (1673 HP+) and non-treated 
samples (1673 HP-). 
 
Figure A18  Linear regression of relationship between time to turbidity and Log 
(Nturb/Ni,0) of strain 1674, for HHP treated samples (1674 HP+) and non-treated 
samples (1674 HP-). 
t = 20.342 Log (Nturb/Ni,0) + 28.169 
R² = 0.9963 
t = 18.312 Log (Nturb/Ni,0) + 1.9573 





























t = 20.231 Log (Nturb/Ni,0) + 27.22 
R² = 0.9977 
t = 18.7 Log (Nturb/Ni,0) + 1.0493 


































Figure A19  Linear regression of relationship between time to turbidity and Log 
(Nturb/Ni,0) of strain 4031, for HHP treated samples (4031 HP+) and non-treated 
samples (4031 HP-). 
 
Figure A20  Linear regression of relationship between time to turbidity and Log 
(Nturb/Ni,0) of strain 1011, for HHP treated samples (1011 HP+) and non-treated 
samples (1011 HP-). 
t = 17.526 Log (Nturb/Ni,0) + 47.744 
R² = 0.9585 
t = 22.26 Log (Nturb/Ni,0) - 4.5431 





























t = 20.042 Log (Nturb/Ni,0) + 39.042 
R² = 0.9852 
t = 18.713 Log (Nturb/Ni,0) + 8.496 


































Figure A21  Linear regression of relationship between time to turbidity and Log 
(Nturb/Ni,0) of strain 1583, for HHP treated samples (1583 HP+) and non-treated 
samples (1583 HP-). 
t = 20.359 Log (Nturb/Ni,0) + 33.977 
R² = 0.9932 
t = 20.365 Log (Nturb/Ni,0) + 4.5239 
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