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Inelastic scattering off magnetic impurities in a spin chiral two-dimensional electron gas, e.g., Rashba system,
is shown to generate topological changes in the spin texture of the electron waves emanating from the scattering
center. While elastic scattering gives rise to a purely in-plane spin texture for an in-plane magnetic scattering
potential, out-of-plane components emerge upon activation of inelastic scattering processes. This property leads
to a possibility to make controlled transitions between trivial and non-trivial topology of the spin texture.
PACS numbers: 75.70.Tj, 75.30.Hx, 75.75.-c, 73.22.-f
I. INTRODUCTION
Controlling the mechanisms behind magnetic interactions
provides general tools for designing specific properties which,
in turn, can be utilized to probe fundamental physical phe-
nomena. While the properties of both ferromagnetism
and anti-ferromagnetism can be described in terms of, e.g.,
Heisenberg and Ising models [1–4], the introduction of spin-
orbit (SO) interaction opens possibilities to generate spin tex-
tures with non-trivial topology, e.g., spin spirals and helical
configurations as well as merons and skyrmions [5–8].
While mainly considered as ground state properties, mag-
netic properties in excited states may be different and it is
therefore interesting, both fundamentally and technologically,
to be in control of the transitions between various configura-
tions. Such control is efficiently provided by inelastic scat-
tering processes. Measurements of inelastic transitions open
up a route to investigate the excitation spectrum of physical
systems. There has been a growing activity in elucidating
inelastic scattering processes in quantum systems using var-
ious experimental techniques. An incomplete list includes in-
elastic neutron [9, 10] and X-ray [11, 12] scattering, transport
through break junctions [13–15], and scanning tunneling mi-
croscopy (STM) with spin-polarized (SP-STM) [16, 17], non
spin-polarized tip [18–26], or superconducting STM [27].
Surface imaging of scattering states can be performed, e.g.,
by using STM to probe the spatial spectral density variations
at a given energy. Friedel oscillations caused by elastic scat-
tering processes emerge around defects adsorbed onto a sur-
face [28, 29]. Recent studies also predict inelastic Friedel
oscillations emerging from vibrating [30–33] and magnetic
[30, 34] impurities, of which the former was detected for
dimers of meta-dichlorobenzene on Au surface [35].
In this paper, we study the spin texture emerging around
a magnetic defect embedded in a two-dimensional spin chi-
ral electronic structure, something which can be realized by,
e.g., magnetic adatom on a metallic Rashba surface. In par-
ticular, we consider the influence of inelastic scattering on the
spin texture superimposed on the Friedel oscillations emanat-
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ing from the scattering center. It is demonstrated that the spin
texture caused by elastic and inelastic scattering may have dra-
matically different properties. While elastic scattering off an
in-plane magnetic adsorbant induces a sole in-plane spin tex-
ture in the electronic structure, see Fig. 1, inelastic scatter-
ing comprises out-of-plane components, Fig. 1. The inelas-
tic scattering can be stimulated only by adding or removing
an energy quantum that corresponds to the inelastic transition
energy of the impurity spin, which opens for controlled transi-
tioning between the two topologically distinct textures, mak-
ing controlled experimental, e.g., STM, studies of different
topologies under essentially similar conditions possible.
Furthermore, controlled tuning between different topolog-
ical states is potentially important for quantum information
technology since the physical properties corresponding to the
different topological states are essentially distinct. The capa-
bility to deliberately switch between different topologies by
turning on and off spin-inelastic scattering by means of ex-
ternal force, e.g., voltage bias, open for all-electrical switches
and sensor applications.
The paper is organized as follows. In Sec. II we introduce
a model system for which the presented study is based on.
In Sec. III we work through some details of the elastic scat-
tering properties while the inelastic scattering properties are
discussed in Sec. IV. The paper is summarized and concluded
in Sec. V.
II. MODEL
As an example of the predictions, we consider a general
spin S(t) = S(r0, t) located at the position r0 on a spin chiral
metallic surface. In terms of the spinor Ψk = (ck↑ ck↓)T , the
surface electrons can be modeled by Hsurf = ∑kΨ†k[εkσ0 +
α(k× zˆ) ·σ]Ψk, where εk denotes the single electron energy
at the momentum k and α defines the Rashba spin-orbit cou-
pling. Here, σ0 is the 2× 2 identity matrix and σ is the vec-
tor of Pauli matrices. The interaction between the localized
magnetic moment and the surface states is captured within the
Kondo model HK = JKs(r0, t) ·S(t), where JK is the effective
Kondo exchange parameter. The electron spin is denoted by
s(r, t) = Ψ†(r, t)σΨ(r, t) with Ψ(r, t) =
∑
kΨk(t)eik·r. Consid-
ering the Rashba model is no severe restriction since the re-
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2FIG. 1: Illustration of the elastic (left) and inelastic (right) Friedel
oscillations emerging from the in-plane magnetic scattering center.
sults can be understood also in view of the linear Dresselhaus
model, c.f., Refs. 36, 37.
In our calculated examples below, the localized spin mo-
ment is described by the Hamiltonian HS = DS 2z + E[S 2+ +
S 2−]/2, where the anisotropy fields D and E account for the ef-
fective interaction between the localized spin moment and the
surface electrons. In terms of this model, we define the 2S +1
eigenstates |α〉 and corresponding eigenenergies Eα. We then
obtain the expectation value 〈S〉 = 〈S z〉zˆ along its local spin
quantization axis which, however, may be non-collinear with
the spin quantization axis defined by the surface electrons. We
write 〈S〉= 〈S z〉nˆ to indicate the direction of the local spin mo-
ment within the spin quantization axis of the surface electrons.
We connect our results for the local density of elec-
tron states (DOS) to the (differential) conductance of the
STM measurements through the formula dI(r,V)/dV ∝
n0N(r,eV) + m0 ·M(r,eV), where n0 (N(r,eV)) and m0
(M(r,eV)) is the DOS and spin-polarization of the tip (sub-
strate) [38–40].
We calculate the real space Green function (GF) for the sur-
face electrons G(r,r′;z) =
∫
G(k,k′;z)eik·r−ik′·r′dkdk′/(2pi)4,
where G(k,k′;z) is a 2 × 2 matrix in spin space. In gen-
eral, we can write G = G0σ0 + G1 · σ, where G0 and
G1 represent the charge and magnetic components, respec-
tively. In this representation N(r,eV) ≡ −ImspG(r,r;eV)/pi =
−2ImG0(r,r;eV)/pi and M(r,eV) ≡ −ImspσG(r,r;eV)/2pi =
−ImG1(r,r;eV)/pi, where sp is the trace over spin 1/2 space.
III. ELASTIC SCATTERING
First we construct a bare GF G(0) which contains the
spin-polarization induced by the localized magnetic moment.
Within the T -matrix formulation [41–43], we obtain the bare
GF which includes scattering off the defect to all orders in
the scattering potential V = V0σ0 +σ ·∆(z) [44] comprising
the spin-independent and spin-dependent contributions V0 and
∆(z) = vuJK〈S〉(z), respectively. We write
G(0)(k,k′) =δ(k−k′)g(k) + e−ik·r0g(k)Tg(k′)eik′·r0 , (1a)
T =
(
V−1−g(r = 0)
)−1
= (T0σ0 +σ ·∆)/t0, (1b)
T0 =V0 + i(V20 − |∆|2)N0/2, (1c)
t0 =1− (V20 − |∆|2)(N0/2)2 + iV0N0, (1d)
where (k = |k|)
g(k,z) =
(z−εk)σ0 +α[k× zˆ] ·σ
(z−εk)2−α2k2 , (2)
is the GF for the free surface states, giving g(r = 0) =∫
g(k)dk/(2pi)2 = −iN0σ0/2, N0 = m/h¯2. The correspond-
ing retarded real space GF is given by gr(r,ω) = g0(r,ω)σ0 +
g1(r,ω) · σ, where g0(r,ω) = −iN0 ∑s=± κsH(1)0 (κsr)/4κ and
g1(r,ω) = −N0 ∑s=± sκsH(1)1 (κsr)rˆ× zˆ/4κ, with κ± = κ±αN0,
κ =
√
2N0(ω+α2N0/2), ω is the energy relative to the Fermi
level, r = |r|, and rˆ = r/|r|, and where H(1)n (z) is the Hankel
function. This is in agreement with [45], which also means
that our results below can be understood as superpositions of
two wave like components with the different wave vectors κ±.
The magnetic structure of the free surface states can be written
m(r,ω) =−Img1(r,ω)/pi= (m⊥(r,ω),mz(r,ω)) with vanishing
spin-polarization mz(r,ω) = 0. There is, nonetheless, an in-
plane magnetic structure m⊥(r,ω) , 0 with ∇×m⊥(r,ω) , 0
which manifests the chirality. The topology of the magnetic
structure is trivial, however, since the topological number
q =
∫
mˆ · (∂xmˆ×∂ymˆ)dr/4pi = 0.
The correction δG(0)(k,k′) = e−ik·r0g(k)Tg(k′)eik′·r0 is par-
titioned into charge and magnetic contributions δG(0)(k,k′) =
δg0(k,k′)σ0 +δg1(k,k′) ·σ, where
δg0(k,k′) =a(k)g0(k′) +b(k) ·g1(k′), (3a)
δg1(k,k′) =a(k)g1(k′) +b(k)g0(k′) + ib(k)×g1(k′), (3b)
using the notation a(k) = [g0(k)T0 + g1(k) ·∆]/t0 and b(k) =
[g0(k)∆+ g1(k)T0 + ig1(k)×∆]/t0. The interplay between
the intrinsic magnetic texture of the surface electrons and the
elastic impurity scattering leads to that an induced non-trivial
spin texture emerges around the adsorbant. First, in absence
of the spin-dependent scattering potential, JK → 0, the mag-
netic correction δg1(k,k′) = T0[g0(k)g1(k′) + g1(k)g0(k′) +
ig1(k) × g1(k′)]/t0, showing the absence of back-scattering,
δg1(k,−k) = 0, while skew-scattering is allowed, δg1(k,k′) ,
0, k′ , −k, as expected [43]. Only by inclusion of the spin-
dependent potential, back scattering becomes allowed.
The overall magnetic structure is nevertheless modified sig-
nificantly by the presence of the impurity potential, which
becomes very evident in the real space description. Define
G(0)(r,r′) ≡ g(r−r′)+δG(0)(r,r′) =G(0)0 (r,r′)σ0 +G(0)1 (r,r′) ·
σ, where the correction term δG(0)(r,r′) = g(r− r0)Tg(r0 −
r′) = δg0(r,r′)σ0 + δg1(r,r′) ·σ. The components δg0(r,r′)
and δg1(r,r′) are given by Eq. (3) by replacing k→R0 = r−r0
and k′ → −R′0 = r0 − r′. We find the correction to the DOS
3FIG. 2: Calculated (a) nN(r,V), (b) M(0)x (r), and (c) m0 ·M(0)(r,V),
around an adsorbed spin moment. In (a), the arrows indicate the
direction of the spin texture. Here, we have used the Rashba SO
coupling α0 = 0.012/Å [46], the effective electron mass m∗ = 0.26me,
with free electron mass me, temperature T = 0.1 K, quadratic energy
dispersion for the surface states εk − EF = k2/2N0 + E0, with E0 '
−0.45 eV. The tip is assumed to have a magnetic moment mtip =
3n0(1,1,
√
2)/8, where n0 is the tip DOS at the Fermi level.
δN(r,ω) and magnetic structure δM(r,ω) as
δN(0)(r,ω) =− Im 2
pit0
(
T0
(
g20(R0) +g
2
1(R0)
)
+ 2g0(R0)g1(R0) ·∆
)
(4a)
δM(0)(r,ω) =− Im 2
pit0
g20(R0)−g21(R0)2 ∆+T0g0(R0)g1(R0)
+g1(R0) ·∆g1(R0)
 . (4b)
The scattering generates Friedel oscillations emerging from
the impurity site, which is a result of the broken translation
symmetry caused by the impurity. The standing wave pattern
is a result of the oscillatory nature of both g0(r) and g1(r), see
above. It is also clear that the Friedel oscillations arise from
both spin-independent and -dependent scattering potentials.
Concerning the magnetic density, we first consider a non-
magnetic impurity (∆ = 0) for which we have δM(0)(r,ω) =
−2ImT0g0(R0)g1(R0)/pit0. This expression shows that the
spin texture emanating from the scattering center retains its
in-plane character around the adsorbant, see Fig. 2 (a), which
shows the computed conductance around the impurity. The
spin texture (arrows) is inherited in the Friedel oscillations
emerging from the scattering center. However, due to the os-
cillatory properties of both the charge (g0) and spin (g1) den-
sities and as function of the distance |R0|, the spin texture
changes direction from clockwise to counter clockwise quasi-
periodically with the Friedel oscillations, which is illustrated
by M(0)x (r,V) in Fig. 2 (b), M
(0)
y (r,V) is equal to M
(0)
x (r,V) but
rotated clockwise 90◦. In addition to the alternating directions
of the spin texture, it also continuously alternates between be-
ing purely radial (along y = ±x) and purely azimuthal (along
y= 0 and x= 0). The spin texture will be visible only in an SP-
STM measurement where the tip magnetic moment m0 com-
prises an in-plane component, see Fig. 2 (c), which shows
the component m0 ·M(0)(r,V) to the conductance. Despite
the non-trivial spin texture emanating from the scattering cen-
ter the corresponding magnetic topology is nevertheless trivial
since again Q(0) =
∫
Mˆ(0) · [∂xMˆ(0)×∂yMˆ(0)]dr/4pi = 0.
FIG. 3: In-plane projection of the calculated spin texture (arrow col-
ors indicate vanishing – red, negative – yellow, and positive – ma-
genta, z-component), overlayered on top of m0 ·M(0)(r,V), emanat-
ing from the magnetic scattering center. Here, |∆|/V0 = 1/2 with (a)
ˆ〈S〉 = (1,0,0), (b) ˆ〈S〉 = (1,0,1)/√2, and (c) ˆ〈S〉 = (0,0,1). (d) Topo-
logical number Q(0) as function of the polar angle defined between
the 〈S〉 and the spin quantization axis of the surface electrons. Other
parameters are as in Fig. 2.
The picture changes dramatically in presence of a spin-
dependent scattering potential,∆, 0. First, if∆⊥ zˆ, only the
in-plane spin texture is modified by the spin-dependent impu-
rity scattering while the out-of-plane component remains van-
ishing, see Fig. 3 (a), which illustrates the spin texture of the
surface electrons for a local spin ˆ〈S〉 = (1,0,0). Accordingly
the topological number Q(0) = 0, as can be seen in the left end
of Fig. 3 (d). Close to the scattering center, the spin texture
tends to be aligned with the local magnetic moment while its
direction is again alternating between clockwise and counter
clockwise with the Friedel oscillations away from the scatter-
ing center. The in-plane orientation of the local spin moment
breaks the rotation symmetry of the induced spin texture and
prevents the formation of lines with purely radial texture.
Inclusion of an out-of-plane component to the scattering
center, see Fig. 3 (b, c) where ˆ〈S〉 = (1,0,1)/√2 and (0,0,1),
respectively, generates a finite out-of-plane component in
δM(0)(r,V), in addition to the in-plane spin texture. Hence,
the resulting spin texture emerging from the scattering center
is in general a spin spiral, or a spin helix. For the latter spin
moment, ˆ〈S〉 = (0,0,1), regions of purely radial spin texture
form along y = ±x, since the rotation symmetry is preserved
in the system. The topology of the induced magnetic structure
is now also non-trivial, see Fig. 3 (d),[47] due to the pres-
ence of the finite out-of-plane component which continuously
alternates between the negative and positive z-direction. We
verify the skyrmion-like surface electron waves found in Ref.
45. We notice, however, that these previous results only ac-
count for the radial component of the wave and, hence, incor-
rectly describe the full spin texture which actually emanates
helically from the scattering center.
IV. INELASTIC SCATTERING
Next, we consider effects of spin-inelastic scattering, some-
thing which can be stimulated by, e.g., the voltage bias in STM
measurements. In second order perturbation theory with re-
spect to JK , effects from spin-inelastic scattering off the local-
ized spin moments influences the surface state. We define the
4self-energy
Σσσ′ (r0;z) =−
J2K
β
∑
ν
σσs ·χ(zν) ·σs′σ′G(0)ss′ (r0;z− zν) (5)
(β−1 = kBT ) where G(0)(r;z) ≡ G(0)(r,r;z), whereas the spin-
spin propagator χ(z) is the Fourier transform of χ(t, t′) =
(−i)〈TS(t)S(t′)〉, which describes the correlations of the local
spin moment at different instances in time. In real space, we
make the expansion
G(r,r′) ≈G(0)(r,r′) +G(0)(r,r0)Σ(r0)G(0)(r0,r′). (6)
As we focus on the main effects from spin-inelastic scatter-
ing, we calculate the spin-spin propagator in the atomic limit
χ(t, t′)≈ (−i)spτG(t, t′)τG(t′, t), whereG is the single electron
matrix GF defined in basis {|α〉}, whereas τ defines the vector
of corresponding spin matrices. Assuming that the basis {|α〉}
is an eigenbasis, we can write the GF G(z) = {δαβ/(z−Eα)}αβ.
Then, the correction term δG = G(0)ΣG(0) acquires the form
δG(r,r′) =G(0)(r,r0)
∫
A(0)(ε)L(ε)dε
pi
G(0)(r0,r′), (7a)
L(ε) =J2K
∑
αβ
(ταβ ·τβασ0 + i[ταβ×τβα] ·σ)
× f (Eα) f (−Eβ)− [ f (Eα)− f (Eβ)] f (ε)
z−Eα +Eβ +ε , (7b)
where A(0)(ε) = ImG(0),r(r0;ε) = −N0(σ0 +N0ImT/2)/2, and
f (x) is the Fermi function.
The factor L indicates that the correction term δG is ac-
tive for energies near and larger than the transition energy
Eα − Eβ, such that processes corresponding to both emission
and absorption of the energy quanta Eα − Eβ are accounted
for. This energy is exchanged with the surrounding electronic
density. Moreover, processes that are either spin conserving or
spin non-conserving of the local spin moment are accounted
|E-)
|E+)
|E0)
ταβ•τβα ταβ×τβα
|E-)
|E+)
|E0)
(a) (b)
S Se- e-
FIG. 4: Simple illustration of the spin-inelastic transitions for an
S = 1 system with D< 0 and E , 0. The tunneling electron, e−, inter-
acts and exchange energy and angular momentum with the local spin
moment S. Processes involve (a) energy exchange while electron
spin is conserved and (b) energy and spin exchange accompanied by
electron spin flip.
for by the products ταβ ·τβα and ταβ ×τβα, respectively. The
processes involved here and described by the correction δG
are illustrated in Fig. 4. The former processes are stimulated
by electrons that either emit or absorb the appropriate energy
quantum to the spin system without exchanging any angu-
lar momentum and, hence, stimulate transitions between spin
states for which the difference in angular momentum ∆mz = 0.
The latter processes correspond to transitions between states
which differ in angular momentum by ∆mz = ±1. These are
stimulated by electrons which energy transfer is accompanied
by a spin flip.
The terminology spin-inelastic scattering is reasonable
since in these processes the localized spin moment undergoes
transitions (a) between states with different energy and (b) be-
tween states with different energy and angular momentum, see
Fig. 4. In the former case, also referred to as spin conserv-
ing, for a spin S = 1 system the states |E±〉 = α±|S = 1,mz =
−1〉+β±|S = 1,mz = 1〉 which, hence, open for transitions be-
tween these states as long as the energy difference between
are fed into/taken out of the local spin moment. This energy
is exchanged with the surrounding electrons, in particular for,
e.g., STM this energy can be exchanged with the electrons in
the tunneling current. In the latter case, also referred to as
spin non-conserving, the local spin moment undergoes tran-
sitions between states not only with different energy but also
with different angular momentum, hence, which is exchanged
with the surrounding electrons under spin-flip processes such
that the difference in angular momentum of ∆mz = ±1 in the
localized spin moment is compensated. The processes can be
generalized to other spin systems.
In this context it is particularly interesting to study the in-
duced spin texture, represented by the correction δM(r,ω), see
the Appendix, emerging from the scattering center at vary-
ing energies. Among the expected properties for inelastic
scattering in the present context are peak/dips in the inelas-
tic electron tunneling spectroscopy (IETS), d2I(V)/dV2, and
strong voltage bias variations in the inelastic imaging contrast,
d2I(r)/dV2. However, at the spin-inelastic transition energies
Eα −Eβ, the orientation of the spin texture may undergo dra-
matic changes. Most conspicuously, an in-plane scattering
center generates a strong out-of-plane spin texture at the in-
elastic transition energy. This can be seen from the presence
voltage bias (mV)
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FIG. 5: Calculated (a) magnetic densities Mi(r,ω), i = x,y,z at
r = 1xˆ nm (bold) and topological number Q (dashed), (b) the in-
duced spin texture along different spatial directions, as function of
energy, and (c) d2I(r,V)/dV2 (bold) and its corresponding non-
magnetic (dashed) and magnetic (faint) contributions. Here, S = 1
using D = −20 meV, E = |D|/5. Other parameters as in Fig. 2.
5of a contribution of the type
Re
∫ {
G(0),r1 (r,r0)× [ImG(0),r1 (r0;ε)]
(
Lr0(ε)G(0),r0 (r0,r)
+Lr1(ε) ·G(0),r1 (r0,r)
)}
dε, (8)
in the dressed magnetic structure δM(r,ω). As we have seen
above for elastic scattering, the spin texture described by G(0)1
is purely in-plane for an in-plane magnetic scattering center.
Then, the cross product in the contribution in Eq. (8) gener-
ates a magnetic component which is solely out-of-plane, how-
ever, it is only effective for energies that are sufficiently large
to support inelastic transitions. The plots in Fig. 5 (a) il-
lustrate the energy dependence of the magnetic vector M at
r = 1xˆ nm, for an S = 1 impurity with D = −20 meV and
E = |D|/5. For low enough energies, the out-of-plane com-
ponent of the spin texture is vanishing, or negligible, while
the in-plane components are finite. Likewise, the topologi-
cal number Q =
∫
Mˆ · [∂xMˆ×∂yMˆ]dr/4pi = 0, which is essen-
tially obtained numerically as well, see Fig. 5 (a) (dashed).
At the energy for the spin-inelastic transition, here ∼ 8 meV,
all components show a step due to the activation of inelas-
tic processes. In particular, the out-of-plane component be-
comes finite at this energy, something which indicates a struc-
tural change in the induced spin texture and is confirmed by
the rapid change in the topological number. This change is
depicted in Fig. 5 (b), where the low energy spin texture is
completely in-plane (red) while there is a helical type of spa-
tial modulation for energies sufficiently large to assist spin-
inelastic scattering (blue). The plots in Fig. 5 (c) show the
total d2I/dV2 (bold) and its non-magnetic (dashed) and mag-
netic (faint) components for tip magnetic moments m0 point-
ing in-plane and out-of-plane. The asymmetry between the
different signatures can be used to determine the orientation
of the local spin texture.
The spatial variations of the spin texture can, in principle,
be resolved in terms of IETS mapping as function of the ap-
FIG. 6: Differential magnetic densities (a) ∂ωMx(r,ω) and (b)
∂ωMz(r,ω), (c), (d) spatial and k-space IETS maps for tip magnetic
moment m0 ∼ (0,0,1) and (e), (f) IETS maps for m0 ∼ (1,0,0), for
the energies 6.3, 8.3, 10.2 meV. Other parameters as in Fig. 5.
plied voltage bias. The plots in Fig. 6 (a,b) display the dif-
ferential magnetic densities ∂ωMx(r,ω) and ∂ωMz(r,ω), re-
spectively, for three energies around the inelastic transition.
Specifically, these sequences show a dramatic variation in the
out-of-plane component close to the inelastic transition, while
the in-plane component is much less influenced. This clearly
illustrates that the out-of-plane magnetism undergoes a strong
change upon activation of the inelastic scattering. The rather
short range of the induced texture, which is a result of the
strong (weak) out-of-plane (in-plane) variations, is transferred
over to the d2I(r,V)/dV2, Fig. 6 (c, e), such that the trans-
port signature becomes focused to the scattering center. This
property can be efficiently analyzed in the Fourier transform
d2I(k,V)/dV2, see Fig. 6 (d, f), since focusing the spatial sig-
nature to a small area leads to a weak signature in momentum
space. By using a spin-polarized tip with m0 out-of-plane,
however, it can noticed that the momentum space IETS map
tends to become inverted near the inelastic transition energy,
see Fig. 6 (d), which indicates a strong variation in the out-
of-plane component of the spin texture. This is in contrast to
the case when m0 is in-plane, Fig. 6 (f), where the signature
is completely absent at the inelastic transition energy. This
can be understood since the variations in the out-of-plane spin
texture, which dominates the overall signature at the inelas-
tic transition energy, has a different symmetry than the spin-
polarized tip and cannot be picked up in the measurement.
Fourier transform spectroscopy using STM has been suc-
cessfully used previously to acquire spectroscopical informa-
tion that is not accessible directly in the spatial data, e.g.,
29, 48–50. Hence, the theoretically predicted inelastic scatter-
ing induced transition between a trivial and non-trivial topol-
ogy of the spin texture emerging around the magnetic adatom,
is therefore expected to be within the realms of experimental
verification. Acquiring the induced spin texture will require
access to spin-polarized probe and low temperatures which,
however, is reachable using state-of-the-art equipment.
V. SUMMARY AND CONCLUSIONS
Here, we have theoretically studied local spin moment de-
fect on a metallic Rashba surface and analyzed the effects
of elastic and inelastic scattering off the local spin. We find
that the response in the surface due to the elastic scattering
preserves the spin characteristics of the local spin moment.
Therefore, an local spin with an in-plane moment can, by elas-
tic scattering, only induce in-plane variations in the magnetic
texture of the surface electrons. However, no out-of-plane
components can be generated and, hence, there is no topo-
logical change in the magnetic texture due to elastic scatter-
ing. A local spin with a finite out-of-plane component does,
on the other hand, generate an out-of-plane component in the
induced magnetic texture of the surface electrons. The in-
duced spin texture tends to form helical or spiral character-
istics, forming skyrmion-like surface electron waves emanat-
ing from the scattering center. Hence, a finite out-of-plane
component in the local spin moment induces a magnetic tex-
ture with a different topology compared to the one of the bare
6Rashba surface electrons.
The situation is dramatically changes when spin-inelastic
scattering is included into the picture. We show that the spin-
inelastic scattering generate magnetic texture in directions or-
thogonal to the moments of both the surface electrons as well
as the local spin. Hence, even for a local spin with only in-
plane moment, inelastic scattering induces magnetic texture
in the surface electrons which have finite out-of-plane com-
ponents. Therefore, by turning the inelastic scattering on and
off it can be used to make controlled shifts between trivial and
non-trivial topology of the surface magnetic structure, some-
thing that may be potentially important both for fundamental
studies of different topologies in physical systems as well as
for switching and sensor applications.
By using state-of-the-art local probing techniques, e.g.,
spin-polarized STM, it should be possible to measure the ef-
fects discussed and predicted here.
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Appendix A: Inelastic correction to G
The correction δG(r,r′) = δG0(r,r′)σ0 +δG1(r,r′) ·σ to the
dressed GF, including the self-energy which contains the ef-
fects from inelastic scattering, can be written as
δG0(r,r′) =
1
pi
∫ (
A(r,r0;ε)G(0)0 (r0,r
′) +B(r,r0;ε) ·G(0)1 (r0,r′)
)
dε, (A1a)
δG1(r,r′) =
1
pi
∫ (
A(r,r0;ε)G(0)1 (r0,r
′) +B(r,r0;ε)G(0)1 (r0,r
′) + iB(r,r0)×G(0)1 (r0,r′)
)
dε, (A1b)
where
A(r,r0;ε) =L(ε)
(
G(0)0 (r,r0)ImG
(0)
0 (r0;ε) +G
(0)
1 (r,r0) · ImG(0)1 (r0;ε)
)
, (A2a)
B(r,r0;ε) =L(ε)
(
G(0)0 (r,r0)ImG
(0)
1 (r0;ε) +G
(0)
1 (r,r0) · ImG(0)0 (r0;ε) + iG(0)1 (r,r0)× ImG(0)1 (r0;ε)
)
. (A2b)
From these expressions one easily obtains corrections to the
local DOS δN(r,ω) = −2ImδG0(r,r;ω)/pi and magnetization
density δM(r,ω) = −ImδG1(r,r;ω)/pi.
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