INTRODUCTION
The origin of linear programming has been traced to the period of the Second World War which prevailed between 1939 and 1945. The war required a lot of logistics in view of its complexity and grandiose nature in terms of materials management, equipment, personnel and area of coverage. This led to innovative efforts of the protagonist war nation of England in studying the problems of the war particularly the problems of armed forces, civil defence, air force and their associated logistics. The efforts made in these studies gave birth to the concept of linear programming. Further to that, during the 2 nd World War, Marshall K. Wood worked on the allocation of the resources for the United States of America, while George B. Dantzig-member of the U.S Air Force devised a method of allocating resources through the minimization and maximization of the desire object of the problem in 1947 (Sharma, 2009 ). Globally, linear programming has become the most popular mathematical technique applied in the allocation of scarce resources
CONCEPT OF LINEAR PROGRAMMING MODELS
Linear programming can be defined as planning to maximize profits, benefits, or minimize loss and wastes in any given system with the variables having exponent value of one. The term programming means the planning, that can lead to the maximization and minimization of the goals and objectives while the linear denotes that the power of the process or equation variable of one. Linear programming comes in forms of mathematical formulations of processes and as such are often called linear programming problems or optimization problems. Linear programming is also a mathematical technique for determining a way to achieve the best outcome in a given mathematical expression with some set of inequalities whose terms, maintain linear relationships, (Gupta et al, 2010) . Stroud (2003) , defined linear programming as a method of solving an optimization problem when the objective function is a linear and the constraints are linear equations or linear inequalities. An optimization problem requires the determination of the optimal maximum or minimum value of a given function called the objective function (goal) subject to a set of stated restrictions placed on the variables involved.
In order to develop and apply specific operations, research techniques are used to determine the optimal choice , among other several courses of action, including the evaluation of specific numerical values (if required ), there is also need to construct (or formulate) a mathematical model. The term formulation refers to the process of converting the verbal descriptions and numerical data into mathematical expressions , which represents the relationships among relevant decision variables (or factors), objective and restrictions (constraints), on the use of resources such as labour, material, machine, time, warehouse space, capital, energy etc., to several competing activities, such as products, variables in the expressions and inequalities are symbols that represent time levels of activities in the system. The corporate goal of the system represents the objective functions expressed in terms of the decision variables. The objective function is subjected to the minimization and maximization processes. For instance, when the objective function is to reduce the cost of input resources, labour, loss, waste etc the minimization process is applied while when the target is to enhance profit, benefits, production output, the maximization process comes into play. The constraints are composed with the decision variable with relationship which represents the boundaries of limitation of the system within the operating environment. The LP model is best built by integrating appropriate relationships (equations/expressions) from the physical problems with complete boundary conditions and well defined variables (Obi, 2013) .
 Model Solution
The composition of the model equations demands that the equations be solved. The composed models expressions and inequalities are solved using the appropriate operations research technique. The result of the solutions is the determination of the values for the decision variables. These values guide the managers of the water resources system in decision taking since it provides definite information about the system. The authenticity of the results may be tested with previous data and performance of the system. The evaluation of the results is based on observations of actual performance; independent data are not used in the estimation of the input parameters but representative data collected over a wide range of operating conditions (Agunwamba, 2001 ).
 Implementation of Result
The aim of the entire process is to improve the system; this therefore suggests that if the decision were not implemented, the time and other resources committed in the process becomes an effort in futility. The decisions derived from the process must be implemented and properly galvanized with the expertise of the manager. Staff must be trained in the implementation of the new system, and positioned to possess adequate skills to execute the solution and ensure a smooth transition from the old to the new system. The performance of the new system must be monitored periodically until the new system is perfected. For the fact that the system environment is dynamic, sensitivity analysis needs to be carried out to determine the limits and boundaries under which the input parameter can produce optimal results (Agunwamba 2001).
Optimization
The term optimization is a mathematical process of determining the maximum and minimum values of a given linear progranmming model subject to a number of given constraints with non-negativity conditions. In mathematics, computer, science, engineering and management, it is the selection of a best element with regard to some criteria from a set of available alternatives. More generally, optimization includes finding best available values of the objective function given a defined boundary.
Optimization may involve integer programming, quadratic programming, fractional programming, stochastic programming, dynamic programming etc. Integer programming involves all LP problems in which some or all variables are constrained to be integer values while quadratic programming allows the objective function to have quadratic terms with the feasible set specified in equalities and inequalities. Fractional programming is an optimization of ratios of two non-linear functions while some of the constraints or parameters depend on random variables. Dynamic programming involves situations where the optimization strategy is to split the problem into sub-problem and the equation of the sub-problem is called bellman equation. There are some computer based softwares which can be applied in solving LP problems in less time. These softwares often called optimization solvers are used in facilitating the solution of LP models and other forms of optimization problems. Examples of some include TORA, LINDO, QSB etc (Sharma, 2009 ).
APPLICATIONS
Linear programming is applied in all fields of human endeavor that require solution of quantitative problems often encountered in such disciplines as engineering, physics, biology, management, economics etc. LP is specifically recognized in its high potency in solving problems which involve allocation of scarce resources of which water is the chief due to its prime position of being one of the three essentials of life. Apart from its unique role in the allocation of scarce resources, LP can be applied in such areas of robotics (artificial intelligence), analysis, detection of planetary system in astronomy, population dynamics, spread of infectious diseases (AIDs) in biology, planning of production units in Chemical Engineering, waste disposal in cities, power supply network optimization in Electrical Engineering, prediction of oil or ore deposits and earthquake in Geosciences, stability of structures and structural optimization in Civil Engineering etc (Agunwamba, 2007) . LP can also be applied in the use of materials, transportation engineering, industries, nutrition and dietetics.
METHODS OF SOLVING LP PROBLEMS
Linear programming problems are solved through the followings: 
(i) Corner Point Approach
The corner point is an approach that chooses its solutions through the analysis of coordinates of the vertices of the feasible region and can be carried out through these steps:
1. Convert the inequations of the constraints to equations for instance the inequation, x + 7y < 5 can be converted to equation x + 7y = 5. 4. All the domain or area satisfying the inequality constitutes the feasible region.
5. The extreme points or vertices (i.e. corner points) outlined by the feasible domain are solutions of the linear programming problem.
6. Analyse the extreme points by substituting their coordinates in the objective function to obtain the maximum or minimum values of the objective function as the case may be.
Worked Examples
Example 1: A cottage hydro-based manufacturing company which produces two volume brands of 1 litre and 2 litres of table water with market outlets in three cities of Owerri, Warri and Benin is conducting a test run of its intended production capacity. At the Owerri market outlet the ratio of sales of 1 litre to 2 litre brands was reported to be 3: 4 and the total sales has be exceeding 8, the Warri and Benin had a ratio sales of 1:4 and 3:2 without the sales exceeding 16 and 18 respectively.
(i) Formulate the linear programme of the process.
(ii) Optimize the production capacity by determining the maximum production (apply the Corner Point Approach).
Solution
(i) The objective function will be to maximize the two volume brands of 1 litre and 2 litre of the table water and it can be stated thus; Let the decision variables of 1L and 2L capacities be denoted by x and y respectively. Therefore the objective function can be stated as P=x + 2y. The objective of the company can optimized through maximization.
Maximize P = x + 2y and the production will be subject to these limits which serve as constraints. Analyzing these points to obtain the maximum points by substituting the co-ordinates in the objective function.
Corner From the above, it can be observed that maximum point is at point G with the value of 10.
It then means that the company maximum production should be pegged at 10 comprising of 4 units of the I-litre brand and 6 units of 2-litre brand.
(b) Iso-profit or Iso-Cost Approach
In the Iso-profit or Iso-cost approach, the graphs of the constraint equations are plotted as in corner point approach and the objective function is assigned a value that enables its graph to be plotted within the feasible region. Parallel graphs of the objective function is simulated at the edges to obtain the maximum. The steps of this approach for maximum point include:
1. Follow the steps 1 -3 in the Corner Point Approach 2. Assign a value to the objective function to enable co-ordinates be obtained for the plotting of its graph and let it be within the feasible region or domain and the graph drawn is called Iso-profit or isocost line. 3. Draw lines parallel with the graph of the objective function and let it pass through the edge of the feasible region. 4. The point of intersection of the parallel line with the feasible edge determines the maximum point. The approach for the minimum point is the same except that series of parallel lines are drawn and the one that passes through the edge of the feasible region nearest to the origin is adopted. The objective function is Q = 2x 1 + 8x 2 .
Putting a value for the objective function by assuming that the objective function Q 1 = 8, we have 2x 1 + 8x 2 = 8. When x 1 = 0, x 2 = 1, and when x 2 , = 0, x 1 = 4 and this results to two points M (0, 1) and N (4, 0). This is plotted as the iso-profit or iso-cost line. Another value is assigned to Q 2 as 16 and this enables another line parallel to the Iso-profit or iso cost line be drawn. With 2x 1 + 8x 2 = 16, when x 1 = 0, x 2 = 2 and when x 2 = 0, x 1 = 8 and this results to two points A (0, 2) and B (8, 0) which is used to plot a line parallel to the iso-profit or iso-cost line. Further lines parallel to iso-profit or iso-cost line was drawn and it meets the edge of the feasible region at G which is the minimum point. The point G has its co-ordinates as 14 and 6. This implies that the optimal points (minimum) lies at X 1 = 14 and X 2 = 6. The minimum pressure required in the municipality is stated as; Q = 2x 1 + 8x 2 = 2x14 + 8x6 = 76KN/m 2
(b) Simplex Method
Most LP problems when formulated have more than two variables and they are difficult to be interpreted with the help of the graphical solution method. Following this difficulty, the Simplex method was developed by G.B. Dantzing in 1947. The LP model was specifically developed primarily to military logistics problems. Its application has now been extended to functional areas of management, engineering, airlines, agriculture, military operations, oil refining, education, energy planning, The simplex method is one of the most general and powerful methods of solving linear programming problems. The simplex method rests on two concepts; feasibility and optimality.
The search for the optimal solution starts with a basic feasible solution or program. We look out for only the extreme-point solutions. The solution is tested for optimality and if it is not optimal, the search is stopped. If the test of optimality shows that the current solution is not optimal, a new and better feasible solution is designed. The feasibility of the new solution is guaranteed by the mechanics of the simplex method as it is a fact that each successive solution is achieved only if it is better than each of the previous solutions. This iterative process is continued until an optimal solution has been attained. There are two Simple method approaches which can be applied in solving LP problems namely:
(1) Approach I (2) Approach II
Approach 1
In this approach the simplex method is applied in solving LP problems by following these steps.
(i) Transform all in equations into equations through the introduction of the slack variables in case of maximization and including the addition of artificial variables in case of minimization.
(ii) Build the initial tableau with the data and information from the objective function and the constraints and determine the Zj and Cj -Zj row values where Cj is the coefficient of the basic variable and Zj is the summation of the products of the Cj and the quantity i.e. Zj = Cj x quantity.
(iii) Select the column with the highest positive value in the Cj -Zj row in case of maximization or Zj -Cj in case of minimization and this column bearing the value is called pivot column.
(iv).Divide the quantity column values by corresponding pivot column values and select the row with the minimum non-negative quotient and the row is called pivot row.
(v) The value at the point of intersection between the pivot column and pivot row is called pivot element or number. 
Example 3
In Njaba river basin, the available water was allocated for the purposes of consumption, irrigation and electric power supply among three communities. The water allocated per annum per capita for all uses in these communities are 10m 3 , 10m 3 and 30m 3 . The allocations were made based on the critical factors of population, land area and the industrialization. The populations of the communities are 300, 200, and 100, power supply capacities are 20W, 10W and 20W while the land areas for irrigation are 50 hectares, 40 hectares and 30 hectares respectively. Allowable allocations limits of more than 300, 100 and 80 were stipulated for the purposes. Using the above information, formulate, From the figures, the quotient 2.67 is the minimum non-negative value and it belongs to 4 th row. The 4 th row becomes the pivot row.
The point of intersection between the pivot column and pivot row is 30 and it becomes the pivot element.
Developing the new tableau, we have The solution above reveals that the number of iterations required to arrive at an optimal solution is twice the number of constraint equations. The linear programming, problem solved above has three constraint equations and the number of iterative tableau that resulted to the optimal solution is six in number.
(2) Approach II
Steps for the alternative approach II are stated below:
(1) Transform all inequalities into equations by adding the slack and artificial variables. Constraint inequalities with less than inequality sigh attracts the addition of slack variable. while inequalities with more than inequality sign attracts the subtraction of the slack variables and the addition of artificial variables at the same time.
(2) The objective function is transformed through the addition of artificial variables and equating the terms to zero. (6) Unlike in the first approach A, optimal solutions are attained when there is no further negative value in the index row. It should be noted that optimal solutions cannot be said to have been attained when the artificial variables are still forming part of the solutions. Efforts should be made to eliminate the artificial variables so that they will not form part of the solution. (7) The process for maximization and minimization is the same in this approach except that the objective function for minimization is transformed into its negative form for optimization. The relationship existing between the maximization and the minimization process can be put thus Q min = -Z max .
Example 4
In a catchment basin, the negative effects of entrophication in the two rivers known as Citrus and Green were assessed and translated into numerical quantities. The table below illustrates the adverse effects on three categories of water users M, N and 0. The disease factor due to the eutrophication effects were put at -2 and 8 units. Using the information, In the above tableau, the unit matrix is formed by S 1 , S 4 and S 5 . The solution will commence by identifying the least negative value in the index row (i.e. Z row) which is -2. Therefore the x column becomes the pivot column.
The pivot row is identified by dividing the quantity by the corresponding pivot column values and choosing the least or minimum non-negative quotient. In the above tableau, we have gotten rid of the artificial variable S 1 and it is replace by X. There is need to eliminate of the artificial variable S 4 and S 5 even though there is no negative entry in the index row (i.e. Z row). This is necessary because the artificial variable does not need to be a part of the solution. To do this, we target at reducing 2.67 value in S 5 row to unity by choosing it as the pivot element and this will help to form the new tableau: From the 3 rd tableau, the artificial variable S 5 has been eliminated and replaced by variable y. Artificial variable S 4 still needs to be eliminated. Eliminating artificial variable S 4 will be better done by reducing value of 2 in the S 4 row to unity through the division of S 4 row by 2. The new tableau therefore becomes. 
C. Computer Based method
In the method, computer software is used to solve the LP problem. The coefficients of the variables in the objective function and constraints serve as input data which are fed into the computer and the results of the LP solution are displayed automatically. The method takes seconds of time to solve maze of LP models, it is less laborious and error-free. The software has the capacity to detect and assess the feasibility and optimality conditions of the LP problem. This method is very advantageous as it can be used to solve real life problems. The screen shot of the software solution in one of its iterative interface is shown below:
CONCLUSION
The work has thrown a great light on how linear programming can be applied in solving water resources based problems. It exposed the capacity and relevance of linear programming in tackling water related issues ranging from water resources optimization, pricing/marketing, allocations, water utilisation to conflict resolutions. Problems generated by communal crisis and clashes resulting from the riparian communities can easily be resolved through the collection of critical data about the communities and using them to form a linear programme for equitable distributions of water from the river basin. Linear programme plays immeasurable role in quantifications of water quality parameters and obtaining optimal values for water resources indices.
