Risk-based capital (RBC) ratios are an important component of US banking regulation, yet empirical evidence on the effectiveness of RBC regulation has been mixed. Avery and Berger (1991) find that the RBC ratio improves upon the standard capital ratio of equity over assets. This paper identifies some potential flaws in the Avery and Berger (1991) methodology and proposes a more direct method of comparing capital and RBC. We evaluate the capital and RBC ratios of US commercial banks from 2001 through 2011 and find the standard capital ratio to be a significantly better predictor of bank performance than the RBC ratio. The results have significant implications for US banking regulation.
Introduction
The standard capital ratio of equity over assets has long been used as an important indicator of bank risk. Banks with more equity are less affected by asset depreciation than are other banks because a drop in the value of their assets affects only their equity and not their liabilities. In response to the savings and loan crisis of the 1980s, the Federal Reserve adopted risk-based capital (RBC) regulations in 1991 based on the Basel Committee on Bank Supervision (1988, hereafter "Basel Accords") to improve the effectiveness of US banking regulation and to standardize the US banking system with other systems around the world. The RBC ratio measures equity as a percentage of risk-weighted assets (RWA); each category of assets is assigned a weight appropriate to its perceived level of risk. Banks with riskier assets must maintain more capital, while banks with safer assets require less capital. However, if this method of assessing risk is flawed, its use may increase, rather than decrease, systemic risk in the banking system.
Critics of the Basel system have pointed out several ways in which RBC regulation has increased risk in the banking system. 1 First, RBC can encourage risk-taking by individual banks, especially if regulators have not properly identified the riskiness of a particular class of assets.
Jablecki (2009, 16) shows that the misrating of risky assets in the Basel Accords has encouraged US banks to adopt "regulatory capital arbitrage techniques, in particular securitization." This problem cannot be resolved simply by reevaluating the assets' risk weightings, because regulators themselves cannot be certain of all potential risks. Indeed, regulators seriously underestimated the riskiness of mortgage-backed securities (MBS), which were viewed in the 1980s as safe, low-risk assets but are now recognized as very high in risk. Second, riskweighting systems can create systemic risk by encouraging many banks to invest heavily in the same class of assets. Friedman's (2011) work explains how RBC regulations give banks an incentive to hold certain classes of risky assets, such as MBS and Greek government bonds, and that this approach has increased systemic risk in the United States and the European Union respectively.
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It is possible, however, that the benefits of RBC regulation might outweigh the potential costs. Some studies, such as Estrella, Park, and Peristiani's (2000) , have proposed that optimal banking regulation might utilize some combination of capital and RBC regulations. The Fed currently employs such a system (discussed further in the next section), which is based on the Basel Accords. If the RBC ratio is, in fact, an effective predictor of bank risk, then the RBC ratio might help regulators identify particularly risky banks, and this advantage might offset the disadvantage of increased systemic risk. However, if the RBC ratio does not improve the predictive power of the capital ratio, then RBC regulation may cause significant harm without providing any added benefit. Therefore, we must turn to the empirical question of whether or not the RBC ratio is better than the capital ratio as a predictor of bank performance. Avery and Berger's (1991) paper is among the first empirical studies to validate the use of RBC as a measure of bank performance, and it is widely cited in support of RBC regulation. by Richardson, Jablecki, and Machaj, and well as the introductory chapter by Friedman himself. 3 Avery and Berger's (1991) study currently has 40 citations according to the Social Science Citation Index and 175 citations on Google Scholar. It is often described as providing empirical evidence for the effectiveness of RBC regulations, sometimes with the caveat that the risk weights used by regulators may not be properly calibrated.
This study uses FDIC Call Report data to calculate the RWA of all US commercial banks from 1982 to 1989. The authors find that RWA is correlated with several indicators of bank performance, such as income, nonperforming loans, and bank failures. 4 In addition to evaluating RWA as a predictor of bank risk, Avery and Berger (1991) examine the levels of capital required under the new and old regulatory capital standards. Banks whose levels of capital failed to meet the new standard were found to have significantly worse performance than banks whose levels of capital failed to meet the old standard, leading the authors to conclude that the new RBC standards provide a better indication of risk. However, there are shortcomings in their method of analysis. First, the RWAs calculated by Avery and Berger (1991) differ significantly from those reported by the banks themselves. We use instead the RWA values reported by banks in their FDIC Call Reports. Second, this approach compares specific policies rather than comparing the capital and RBC ratios as analytical tools. For example, comparing a 6% capital ratio with an 8%
RBC ratio may only tell us that an 8% ratio is better than a 6% ratio, and not necessarily whether the capital ratio or the RBC ratio is a better indicator of performance. Third, the regression analysis of Avery and Berger (1991) examines the influence of RWA separately from capital requirements, whereas RBC regulations depend crucially on the interaction between capital and RWA. (For example, banks with higher RWA may still be considered safe if they are highly capitalized.)
We contribute to the debate on bank regulation by comparing the capital and RBC ratios reported by US commercial banks in their Call Reports as indicators of performance. Contrary to 4 Other evidence regarding RBC as a predictor of bank performance is mixed. Resti and Sironi (2007) find that the RBC risk weights assigned to European corporate bonds are highly related to their yield spreads, a common indicator of risk. Estrella et al. (2000, 33) find that "the risk-weighted ratio does not consistently outperform the simpler ratios, particularly with short horizons." Demirgüҫ-Kunt, Detragiache, and Merrouche (2011, 1) write that "the relationship between stock returns and capital is stronger when capital is measured by the leverage ratio rather than the risk-adjusted capital ratio." Avery and Berger (1991) , we find evidence that the capital ratio is a better indicator of bank performance than the RBC ratio. The next section discusses our sample of bank-income and balance-sheet data, including some summary statistics. In section 3, we describe the analysis used by Avery and Berger (1991) and discuss some shortcomings of their approach. Section 4
proposes a more direct method of comparing capital and RBC ratios. Section 5 provides the results of our analysis, which indicate that the standard capital ratio is a significant predictor of the measures of bank performance used by Avery and Berger (1991) . In contrast, the RBC ratio is not a significant predictor of performance, even when used in conjunction with the capital ratio. Section 6 concludes our study.
II. Data
Data for our study are taken from the FDIC's Consolidated Reports of Condition and Income
(Call Reports) administered by Federal Financial Institutions Examination Council (FFIEC).
Using annual reports from 2001 through 2011, we reproduce the RWA calculations used by Avery and Berger (1991) , which approximate the Fed's risk-weighting system from data available in Federal Reserve press releases. We attempt to replicate their data set as closely as possible, with a few minor changes where indicated.
We note that the Call Report data are only freely available back to 2001. Although our sample is longer than the one used in Avery and Berger (1991) , one could argue that this period is not representative due to the unusual turmoil in the banking sector during this time. On the other hand, volatility during this period is likely to increase the difference between safe banks and risky banks, thereby improving the identification of risky banks and the accuracy of our regressions. In fact, the instability during this period perhaps makes our analysis more relevant, since it is during times of crisis that the effectiveness of bank capital regulation is likely to matter most.
The goal of Avery and Berger (1991) is to evaluate the regulatory reforms of 1991, which introduced risk-weighted capital as the primary measure of bank capital. They write, "Under the old standards effective beginning in 1981, all banks were subject to the same minimum capital/asset ratios, irrespective of risk. Primary capital (equity, loan loss reserves, and some convertible debt and preferred stock) had to be at least 5.5% of total on-balance sheet assets, and total capital (primary capital plus subordinated debt and the remaining preferred stock) had to be at least 6% of balance sheet assets" (1991, 851) . Thus, banks were required to meet two restrictions, both measured as unweighted capital ratios.
Beginning in 1991, the Fed adopted RBC ratios as measures of bank risk. The new standards, estimated by Avery and Berger (1991) from Fed press releases, included three capital requirements, two of which were based on RWA. As shown in Avery and Berger (1991) divide their analysis into two parts. First, they compare their estimated RWAs to several measures of bank performance; second, they compare the performance of banks that failed to meet the new capital standards with the performance of banks that failed to meet the old capital standard. These tests are discussed further in the next section. In section 4 we employ the bank performance variables used by Avery and Berger (1991) , but we compare them to the actual RBC ratio reported by each bank in its FDIC Call Reports, rather than to the estimated RWAs.
We also compare the capital and RBC ratios directly in our regressions, so there is no need to use separate variables to represent the new and old capital standards, as Avery and Berger do (1991) . Category A4 is critical in measuring RWA because its high-risk assets are likely to have a disproportionately large impact on bank performance.
Banks' off-balance activities are also considered in the RBC standards. Avery and Berger (1991) group such activities into two categories: counterparty guarantees (category B1) and market-risk contracts (category B2). In category B1, the main assets are bank guarantees of counterparty risk, such as letters of credit and loan comments. The B2 category assets are primarily market-risk contracts that fluctuate with market prices-swaps, forward contracts, and other derivative products.
After defining each subcategory, total RWA can be calculated as the sum of all assets in the subcategory from A1 to B2 multiplied by their respective risk weights:
RWA is used as a tool for monitoring the relationship between a bank's investing activities and its level of capital. All commercial banks regulated by the FDIC are required to hold minimum capital level (K) as a percentage (α) of RWA:
As previously described, the Fed's current RBC regulations, based on the Basel Accords, require each bank to maintain minimum standards regarding several measures of capital. Table 1 shows that banks are required to maintain Tier 1 plus Tier 2 as 8% of RWA. 7 Because these capital requirements are measured as percentages of RWA, higher levels of RWA imply that more capital is necessary to meet the required minimum percentage.
Definitions of the variables in Avery and Berger (1991) capital ratio is less than 4% of its risk-weighted assets; the variable FAILTOT equals 1 if a bank's total minimum capital is less than 8% of its total assets. The variable FAILLEV equals 1 if a bank's leverage does not meet the leverage standards. SHORTFALL indicates the amount of capital by which a bank has fallen short of its leverage or total capital requirements.
SHORTFALL will be 0 if a bank's minimum capital meets every part of the capital requirements.
EXCESS indicates the amount of capital by which the bank exceeds its leverage and the total capital requirements.
The final section of table 2 describes the bank performance measures Avery and Berger (1991) used as dependent variables in their regression analysis. We reproduced these variables as closely as possible, using them as dependent variables in our analysis in section 4. We calculated INCOME as the bank's net income for the year as a percentage of adjusted assets. We also computed NONPERFORM as the value of nonperforming loans, and CHARGEOFF as the value of loan charge-offs during the year, with both variables given as percentages of adjusted assets.
We included FAILURE as a dummy variable that is set to 1 if the bank failed within two years of the end-of-year Call Report. One other performance measure, INCOMESTD, represents the standard deviation of each bank's INCOME over the 10 years of our sample. Because this variable has only one entry for each bank, the regressions using INCOMESTD as the dependent variable are cross-sectional. Consequently, the number of observations in the INCOMESTD regressions is much lower than the number of observations in the other regressions we estimate.
For the independent variables in the regressions on INCOMESTD, we took the averages of the categories of bank assets for each bank over all years of the sample.
Because bank assets at the start of the year should predict performance at the end of the year, we lagged independent variables one year relative to performance variables, as in Avery and Berger's study (1991) . Data for the independent variables (of risk categories, dummies for Following Avery and Berger (1991) , we divide the sample into small banks and large banks because bank risk and performance may differ substantially according to size. The smallbank sample included all banks with total adjusted assets (gross assets plus loan loss reserves) of less than $250 million, measured in 1989 dollars, during the entire sample period; the large-bank sample consisted of banks with real adjusted assets of more than $250 million in at least one year.
We excluded very small banks (those with less than $10 million in assets) from the sample. Our sample contained a total of 61,591 small-bank and 10,635 large-bank observations, respectively, for the INCOME and FAILURE regressions, and 61,300 small-bank and 10,537 large-bank observations, respectively, for the NONPERFORM and CHARGEOFF regressions. For the INCOMESTD regression, we had 8,034 small-bank observations and 1,051 large-bank observations.
We have provided descriptive statistics for the sample in tables 3 and 4. Table 3 contains the mean, minimum, maximum, and standard deviation (SD) of each variable. We present figures showing the changes in bank income and asset composition in the Appendix. Table 4 compares the sample means for small banks, large banks, and the full sample to those of Avery and Berger (1991) . Most of the means and standard deviations we report are similar to those in Avery and
Berger's work, with a few exceptions. INCOMESTD is higher in our sample, which reflects the 2008 bust in the banking sector (see figure A.1). Our subsample of large banks has a mean CHARGEOFF of 0.58%, which is consistent with Avery and Berger's data (1991) . The small banks in our sample, however, appear to have fewer loan charge-offs than in Avery and Berger's sample. 9 Real estate loans averaged only 8.86% of bank assets in Avery and Berger's study but are higher throughout our sample (see figure A. 3).
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One variable, MKTRISK, has mean and maximum values that are orders of magnitude larger in our sample than in Avery and Berger's. However, the primary reason for the increase in MKTRISK is that one extreme outlier bank, Goldman Sachs, reported 2008 off-balance-sheet assets of more than 100 times the value of the total assets of the bank itself. (Figure A.4 shows the resulting spike in MKTRISK in 2008.) Excluding this outlier, average MKTRISK grew from 0.17% to 0.74% over the period, with a mean of 0.37%. This is higher than the mean of 0.17%
from Avery and Berger (1991) and illustrates increased use of off-balance-sheet activities over the period.
To summarize, our data set is similar to the sample used by Avery and Berger (1991) , and the differences are mostly attributable to unusual conditions during the recession and financial crisis of 2007 to 2009. In addition, banks have increased their holdings of real estate loans and off-balance-sheet activities, partly because of incentives created by the deficiencies in the new RBC standards described by Blaško and Sinkey (2006 ), Jablecki (2009 ), and Friedman (2011 .
These factors appear to account for all notable discrepancies between our data set and that of Avery and Berger (1991) . (1)
III. Risk-Weighted Assets
To test whether RWA it is an effective overall indicator of bank performance, Avery and Berger (1991) regress each measure of performance against RWA it alone (including time dummies) in equation 2:
For all variables except INCOME, Avery and Berger (1991) should not be significant. Avery and Berger (1991) determine that RWA is a significant inverse predictor of bank performance. They found that coefficient estimates of RWA20, RWA50, RWA100, and total RWA were positive statistically significant predictors of INCOMESTD, NONPERFORM, CHARGEOFF, and FAILURE and negative statistically significant predictors of INCOME. The coefficient estimates for REALEST, C&I, CONSUMER, and COMMIT were sometimes statistically significant, which indicates that some assets were assigned improper risk weights.
In addition to testing the significance of RWA, Avery and Berger (1991) weighting. In fact, banks are instructed that "if a particular asset, derivative contract, or offbalance sheet item has features that could place it in more than one risk category, it is assigned to the category that has the lowest risk weight" (FDIC, 2012, 1).
Another reason that the calculated RWAs may differ from the actual RWAs is that banks are given significant flexibility in the classification of assets. Many banks were allowed to assess their own risk exposure and categorize their asset risk accordingly as long as their risk models were approved by federal regulators. In addition, the official method employed by the FDIC may have changed after the publication of Avery and Berger's work (1991) . The regulatory capital schedule in the FDIC Call Reports is significantly more complex than the calculations we use in section 2. To avoid any errors in calculating RWAs, we use the RWAs reported by each bank in their FDIC Call Reports.
Second, RWA is not an ideal measure of bank risk because it ignores the level of capital employed by a bank. The capital ratio of equity to assets has long been used as a measure of bank risk, with higher capital indicating lower risk. As Avery and Berger (1991, 849) write, "a mandatory increase in capital has the direct effect of reducing insolvency risk by creating a 'buffer stock' of reserve funds to absorb losses." The RBC ratio is intended to improve upon the capital ratio by weighting capital and assets according to their relative riskiness. Banks that hold risky assets can offset this risk by maintaining higher levels of capital. RWA alone is an insufficient measure of bank risk because this metric neglects the bank's level of capital.
Therefore, rather than using RWA as the predictor of bank performance, we use the RBC ratio, which is total capital divided by RWA.
Third, the method used by Avery and Berger (1991) does not directly compare bank capital ratios to their RBC ratios. Their analysis is separated into multiple sets of regressions.
One set regresses bank performance on RWA and finds that RWA is related to bank performance; the second set regresses bank performance on the percentage of banks that fail the old and new capital standards, finding that failing the new capital standards is a better indicator of poor bank performance. The authors interpret this as evidence that RWA (and, by extension, the RBC ratio)
is a better indicator of performance than the capital ratio, but their conclusion may not be valid.
The old capital standards and the new ones developed by the Basel Accords and implemented specifically by the Federal Reserve are each composed of multiple policies. One difference between the old and the new standards is that the rules of the old standards are based on the capital ratio, whereas the rules of the new standards are based on the RBC ratio. Another difference is the number of rules. The old standard has only two conditions-one for primary capital, and one for total capital. By contrast, the new standard has three conditions-tier 1 capital, total capital, and leverage. In addition, the rates required by the new standard are higher than those of the old. The old standard requires that equity be a minimum of 6% of a bank's assets, while the new standard requires that equity be 8% of RWA. Thus, Avery and Berger's (1991) finding (i.e., that the new standard is a better predictor of performance than the old standard) may simply reflect the fact that the new standard is higher than the old standard. Their analysis compares the collective policies of the new and old capital standards rather than directly comparing the RBC and capital ratios. Therefore, a better method of analysis is necessary to properly evaluate the capital and RBC ratios as indicators of bank performance.
IV. Comparing Capital Ratios
To evaluate the effectiveness of the RBC ratio relative to the standard capital ratio, we compare coefficients for these two variables directly in our estimating equations. The first step in this procedure is similar to the analysis from section 3, but we replace RWA with the RBC and capital ratios as indicated by the following four regressions. As before, Π it represents the performance variable of bank i in year t, and Ω t represents time dummies for all years. Equations 3 and 4 incorporate the banks' reported RBC ratio as an independent variable: (6)
The results of this analysis tell us whether CAP it and RBC it are individually related to our measures of bank performance. Each of these ratios had assets in the denominator, so we expect coefficients to be the opposite sign of those found using RWA it . Higher levels of capital and RBC should lead to better bank performance, demonstrated by higher income and lower standard deviation of income, fewer nonperforming loans, fewer charge-offs, and fewer bank failures.
The second step of the analysis is to directly compare capital and RBC ratios as indicators of bank performance. Assuming that both variables are individually significant indicators of performance, we want to know which of the two is the better indicator. We begin by estimating equations 7 and 8, which include both CAP it and RBC it : (11)
As previously described, this method is more effective than including both CAP it and RBC it , because it accounts for the covariance between variables when statistically assessing whether there is a difference between β 1 and β 2 in equations 7 and 8.
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If the estimated coefficient θ 1 of RBC it in regressions 10 and 11 is significant, this indicates that CAP it and RBC it are significantly different from each other. In this case, the sign of the RBC it coefficient indicates whether RBC it is significantly better or significantly worse than CAP it as a predictor of performance. As previously discussed, higher levels of capital and RBC should lead to better bank performance. Thus, if the coefficient of RBC it is significant in predicting better performance (positive for income and negative for the other dependent variables), then the RBC ratio is a significantly better predictor of bank performance than the capital ratio. If the coefficient of RBC it is significant in indicating worse performance (negative for income and positive for the other dependent variables), then the capital ratio is a better indicator of bank performance than the RBC ratio.
V. Results
This section presents the results of our regressions comparing the actual capital and RBC ratios of commercial banks as predictors of bank performance. Tables 5 through 8 give the coefficients estimated in equations 4, 6, 8, and 11, respectively. We do not present results for equations 3, 5, 7, and 10 because they are consistent with results for equations 4, 6, 8, and 11. The results show that for almost every variable of bank performance, CAP is statistically significant with the expected sign. The one exception is INCOMESTD, which is significant but has a different sign than that predicted by Avery and Berger (1991) . 14 By contrast, the coefficient estimate of RBC is not significant in any case. From this evidence alone, we can conclude that the capital ratio is a better predictor of bank performance than the RBC ratio. However, we would like to know if CAP is a significantly better predictor or if the difference is only marginal.
We would also like to test whether a combination of CAP and RBC in our regression analysis 14 Avery and Berger (1991) predicted that INCOMESTD would be negatively related to RWA because riskier assets are likely to increase income volatility. As discussed previously, however, the incorrect weighting of some assets, such as MBSs, enabled banks to simultaneously increase both their capital and their holdings of risky assets. This explanation is consistent with table 3, which compares our data set to the data set of Avery and Berger (1991) .
Relative to their sample, large banks in our sample have lower RWA100 and less capital (higher OLD and FAILLEV), while small banks in our sample have higher RWA100 and more capital (lower OLD and FAILLEV). Thus, our positive coefficient estimate of INCOMESTD is consistent with the evidence of banks' purchases of risky assets in pursuit of capital relief.
improves the accuracy of our estimation process. To test these hypotheses, we compare CAP and RBC directly in equations 8 and 11. Comparing tables 5, 6, and 7, we see that CAP is always statistically significant, usually at the 1% level, while RBC is almost never statistically significant. This holds true even when both CAP and RBC are included in the same regression. Furthermore, RBC is more statistically significant when CAP is included as a regressor. Contrary to the hypothesis that optimal capital regulation will be some combination of the capital and RBC ratios, our data indicates that use of the RBC ratio will not improve the effectiveness of bank capital regulation. In addition, the RSquared statistics in table 7 are exactly the same as those in table 6, again indicating that inclusion of the RBC ratio does not improve the accuracy of the estimation process. Thus, the combination of capital and RBC ratios is no better than the use of the capital ratio alone in predicting bank performance. Estrella et al. (2000) , who found that RBC ratios do not consistently outperform simple standard capital ratios as measures of bank performance.
Equations 8 and 11 each include multiple variables that are based on measures of bank capital. They are, therefore, likely to be highly correlated-and even at risk of multicollinearity, in which case estimates of the coefficients would be less precise. Excluding the RBC coefficient for FAILURE, standard errors in table 7 for coefficients of RBC and CAP do not appear significantly different from standard errors in tables 5 and 6 for coefficients of RBC and CAP, indicating that multicollinearity is unlikely. To test more formally, we conducted a variance inflation factor (VIF) analysis based on equation 8 to test for multicollinearity between RBC and the other variables, including CAP. The VIF statistic is estimated at 1.28, indicating that RBC is over 94% independent of the other variables. Multicollinearity is not considered significant until VIF statistics approach the range of 5 to 10, so we concluded that multicollinearity is not a significant issue.
To check the robustness of our results, we inverted the capital and RBC ratios in the expectation that this would result in coefficient signs (and significance) similar to the RWA tests in Avery and Berger's equations 1 and 2 (1991). The resulting coefficients were found to be similar to those in tables 5 through 8, but with opposite signs. This confirms that the differences between the capital and RBC ratios found in this section result from the use of the actual RBC ratios reported in the banks' Call Reports and are not due to the structures of the RBC or RWA formulas.
VI. Conclusion
The RBC ratio has become a fundamental component of US commercial bank regulation.
However, recent evidence suggests that this new metric may cause more harm than good. As discussed earlier, several studies show that banks are able to circumvent the RBC risk-weighting system and that RBC standards encourage banks to buy risky assets, such as MBS. Not only do RBC standards increase the individual bank's level of risk, but they also increase systemic risk in the banking system by reducing diversification and increasing fragility. No individual or group can expect to know, much less quantify, the complete set of factors affecting risk in the banking system. The RBC system has the general defect of presupposing that a centralized group of regulators is able to predict ex ante risk when, in fact, many risks can only be identified ex post.
Despite the dangers endemic to RBC regulation, some economists argue that the RBC ratio is a superior metric for predicting bank performance and should, therefore, continue to be used in banking regulation. Avery and Berger's (1991) work is among the first studies to empirically test the effectiveness of RBC regulation. Although their study does expose some potential shortcomings of the new methodology, the authors conclude that the new RBC standards "constitute an improvement over the current flat-rate deposit insurance scheme" (1991, 872) . Their work is widely cited as proof of the effectiveness of RBC standards.
This study reevaluates the hypothesis of Avery and Berger (1991) that the RBC ratio is a better predictor of bank performance than the capital ratio of equity over assets. We attempt to improve on their analysis by using the actual RBC ratios reported by commercial banks in their FDIC Call Reports and by comparing the capital and RBC ratios directly in the same regression.
In contrast with Avery and Berger (1991) , we find that the RBC ratio is significantly less accurate than the capital ratio as a predictor of bank performance. Regressing bank performance on the capital and RBC ratios together, we find that capital is a statistically significant indicator of performance even after accounting for RBC. The RBC ratio, on the other hand, is almost never statistically significant regardless of whether capital is included in the regression. When we regressed bank performance on the RBC ratio and the sum of capital and RBC ratios, we find the RBC ratio to have statistically significant negative coefficients for income and for the standard deviation of income, and statistically significant positive coefficients for nonperforming loans and bank failures. This indicates that the capital ratio is a significantly better indicator of bank performance than the RBC ratio.
Our results have important implications for US banking regulation. The Federal Reserve has adopted the RBC ratio as its primary indicator of bank risk and intends to increase its reliance on the RBC system through further implementation of the Basel Accords. However, the evidence from this study suggests that the Fed should move in exactly the opposite direction. The risk-based weighting system is inherently flawed and easily exploitable. Other studies have
shown that the capital ratio is less subject than the RBC ratio to the danger of regulatory arbitrage, which creates harm to individual banks and the entire banking system. This paper shows that the standard capital ratio is a superior metric for evaluating bank risk.
Although some economists recommend that regulators employ a combination of RBC and capital ratios, as the Fed does, we find that using capital and RBC ratios together does not improve the accuracy of our estimations of bank performance. Whether used alone or in conjunction with the capital ratio, the RBC ratio is almost never a significant predictor of performance. We therefore conclude that RBC regulation has the potential to create significant harm with little or no added benefit. The Fed should abandon its use of the RBC ratio and return to the simple and effective capital ratio as a measure of bank risk. Loans fully secured by first liens on one to four family residential properties Other municipal bonds -Category A4 (100% weight)
All other on-balance sheet assets not listed above, including loans to private entities and individuals, some claims on non-OECD governments and banks, real assets and investment in subsidiaries -Category B1 (off-balance sheet counterparty guarantees; weights in parentheses)
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Source: Avery and Berger (1991, 856) . Avery and Berger (1991, 856) . 
