In this article we use a new entropic function, derived from an f-divergence between two probability distributions, for the construction of an alternative entropic uncertainty relation. After a brief review of some existing f-divergences, a new f-divergence and the corresponding entropic function, derived from it, is introduced and its useful characteristics are presented. This entropic function is then applied to construct an alternative uncertainty relation of two non-commuting observables in quantum physics. An explicit expression for such an uncertainty relation is found for the case of two observables which are the x-and z-components of the angular momentum of the spin-1/2 system.
Introduction
In a previous article published in this Journal [1] we formulated the quantum uncertainty relations for two noncommuting observables by means of the Shannon-like entropic functions. In what follows, we use a new entropic function to formulate the uncertainty relation which is mathematically simpler than the Shannon-like entropies. This entropic function is derived by means of the so-called statistical divergence between two probability distributions. The statistical divergence gives the measure of difference between two probability distributions. If they are identical then this measure assumes its minimal value and if they are totaly different, it assumes its maximal value.
Generally, the value of statistical divergence lies between these extremes. The proposed entropic function is obtained by substituting the uniform probability distribution into a statistical divergence from the class of statistical divergences called Rényi's f-divergences [2, 6 ]. We will demonstrate that this entropic function can be used to express the uncertainty relation for two non-commuting observables equally well as by means of Shannon's or Shannon-like entropies.
One of the important problems in probability theory is finding an appropriate scalar measure of the difference or the divergence between two probability distributions P ≡ { 1 2 } and Q ≡ { 1 2 }. This measure represents, in mathematical statistics, an important quantity for testing statistical hypotheses. It has also applications to statistical physics and metrology. Let us present an example of its application to atomic measurement. As is well-known, the individual decay modes of an unstable elementary particle are only measured with a certain probability. Hence, the outcome of this measurement is the probability distribution of decay modes. Usually, these measurements are performed in several laboratories in which different results (probability distributions) may be obtained. Here, the difference or divergence of these distributions may serve as the reliability of the measurement of decay modes. If their statistical divergence is nearly zero the reliability of the measurement is high, if it is high then the reliability of the corresponding measurement is small. In mathematical statistics, well-known are the so-called Cziszár statistical f-divergences, a class of statistical divergences of two discrete probability distributions P ≡ [ ] and Q ≡ [ is a function which is convex on (0 ∞) and continuous at zero [3] . Depending on the application, we can impose different restrictions on ( ). For example, if ( ) represents a convex function in the interval (0 ∞) and strictly convex at = 1 we get the class of probabilitydistance f-divergences, i.e. those f-divergences for which D C (P; Q) = 0 if P ≡ Q [2] . The Kullback-Leibler fdivergence is a classic example, generated by the function ( ) = log , which has the form 1 [4] 
This f-divergence is perhaps best known and most widely used because it has several desirable properties, such as nonnegativity and additivity, which are crucial in its applications. D K L (P; Q) is not symmetrical regarding the exchange of P and Q and does not satisfy the triangle inequality [2] . Another class of f-divergences forms the Rényi f-divergences [7] . ( ) in this class is, in contrast to Cziszár's f-divergences, concave in the interval [0 ∞). The f-divergences of Rényi [8] , Bhattacharyya [9] and Chernoff [10] all belong to this class. Taking ( ) = < 1 which is concave in interval (0 1) then the corresponding f-divergence has the form D (P; Q) = =1 In the following sections, we exploit the f-divergence of P and Q generated by ( ) = 1/2 which we denote D 1/2 (P; Q). This f-divergence is given by a simple mathematical formula expressing the divergence measure of P and Q as well as, under certain circumstances, passing an entropic function of one probability distribution. Its appealing property is the symmetry regarding the exchange of P and Q and its mathematical simplicity. We apply the entropic function derived from D 1/2 (P; Q) to the formulation of an alternative uncertainty relation between two canonically conjugate observables with the discrete spectrum.
D 1/2 (P; Q) and the entropic function derived from it
Here, we seek an f-divergence that satisfies the following requirements: (i) It assumes its maximal value equal to 1 when the probability distributions P and Q are identical.
(ii) Its minimal value is zero when the components of P and Q do not overlap. (iii) Its value lies in the interval [0 1] and expresses the degree of similarity in the probability distributions of P and Q. (iv) It is symmetrical regarding the exchange of P and Q. An identified non-distance f-divergence between P and Q satisfying all these requirements is generated by the function ( ) = 1/2 and has the form [15]
To demonstrate, we follow a geometrical argument. Consider the following vectorsP
is simply the scalar product ofP andQ in R (m) + . SinceP andQ represent the unit vectors in R (m) + its scalar product |P||Q| cos φ| is equal to the cosine of angle betweenP andQ which, of course, has the requested properties (i)-(iv). The entropic function associated with D 1/2 (P; Q), expressing the degree of uncertainty in the probability distribution P, is obtained when one specifies the probability distribution Q (referred to as the reference distribution). By setting the reference distribution Q to a uniform prob-
However, any entropic function should satisfy the requirement that it should become zero for the onecomponent probability distribution P *
. By inserting P * into I 1/2 (P * ; Q ) we get an answer of 1/ √ . Apparently, the above requirement is not satisfied here. In order to satisfy the requirement, we must subtract the expression 1/ √ from I 1/2 (P; Q ) to obtain the formula
The function U 1/2 (P) satisfies all requirements asked from the expression which gives the uncertainty (entropy) of a probability distribution. As is well-known, any entropic function of a many component probability distribution is quantitatively given by one number H that is a function of all components of the probability distribution, H(P) = (F ( 1 2 )), where is a constant. This number H satisfies the following demands [2] : (i) If the probability distribution contains only one component P * then H(P * ) = 0. In this case, there is no uncertainty in a random trial because one outcome is realized with certainty.
(ii) The more spread the probability distribution P is, the larger value becomes the uncertainty of H(P).
(iii) For a uniform probability distribution P , H(P ) becomes maximal. It was shown in information theory that the above requirements put on H(P) can be satisfied if H(P) is written as a sum of probabilistic functions ( ) of the individual components of P (for detail see [5] and [6] )
The probabilistic function ( ) is to be chosen so that its sum, i.e. H(P) satisfies the above demands asked from an entropic measure of uncertainty. It must be zero if = 1 or 0 = 1 2 and it must be graphically represented by a concave curve. There are several probabilistic functions of the probability components which satisfy these demands. The most familiar two are: (1) ( ) = − log and (2) ( ) = (1 − ) If we take the sum of the function (1) ( ) for the uncertainty measure (entropy) we have
log This is the well-known Shannon entropy. If we take (2) ( ) we get
The quantity H C (P) is a special case of an entropic uncertainty measure sometimes called the zero-continent entropy and can be derived from the Havrda-Charvat β-entropy [16] .
In the following, we show that U 1/2 (P) can be written as a sum of probabilistic functions of the form (3) ( ) =
which are concave ( 2 (3) / 2 < 0) and zero for = 1 and = 0, respectively. With (3) ( ) we can rewrite U 1/2 (P) in the form
satisfies, like the Shannon and Shanon-like entropic functions, all the conditions required by a genuine entropic function. This is why it can be utilised to formulate an alternative entropic uncertainty relation. We also note that alternative entropic functions can be derived from various f-divergences, e.g. taking Q as the reference distribution, one can write the familiar Shannon entropy as follows
There has been much debate in the literature regarding which function should be applied to which particular case (see, e.g. [2] ). In this contribution we limit our considerations to the entropic function U 1/2 (P) and its application to problems of quantum physics. It is easy to show that U 1/2 (P) lies in the interval [0 1] and satisfies the requirements put on any entropic function. The graph of U 1/2 (P) for the probability distribution P ≡ [ 1 − ] as a function of is depicted in Fig. 1 . In what follows, we use the entropic function U 1/2 (P) to formulate an alternative uncertainty relation for two discrete non-commuting observables. 
The alternative uncertainty relations
The fact that two canonically conjugate observables A and B can not simultaneously have sharp eigenvalues represents the cornerstone of the uncertainty principle in quantum mechanics and can be quantitatively expressed in different forms, commonly called uncertainty relations. An uncertainty relation provides an estimate of the minimum uncertainty expected in the outcome of a measurement of an observable, given the uncertainty in outcome of a measurement of another observable. Here, the essential problem is how to mathematically express the uncertainty (imprecision) of observables considered as random variables. side of the considered inequality [12, 13] . According to the definition of the non-commuting observables, they can not occur simultaneously in one of their eigenstates, i.e. the probability distributions associated with A and B can not become simultaneously one-component probability distributions. This suggests that L B is a positive number.
To formulate the uncertainty relation by means of entropic function U 1/2 (P) we consider two observables A and B with non-commuting Hermitian operatorsÂ andB in an n-dimensional Hilbert space, whose corresponding complete orthonormal sets of eigenvectors {| } {| } ( = 1 2 ) are disjointed and have non-degenerate spectra. Let |φ | be a normalized state vector of ndimensional Hilbert space. Then, it holds
According to the quantum transformation theory we have
where | = 1 2 3 are components of the transformation matrix T between the observables A and B,
Given the state vector |ψ and the components of T, the entropic functions U 1/2 (P(A) and U 1/2 (Q(B)) can be determined. Inserting Eq. (3) into Eq. (2) we get for the corresponding entropic functions the expressions
respectively. Accordingly, the alternative uncertainty relation for two non-commuting observables A and B can be written in the form
and B(|φ ), |φ being the state vector that minimizes T (A B), represents the lower bound of this sum. We see that T (A B) is a function of the coefficients (
) and matrix elements ( | = 1 2 3 ) Given these coefficients and the matrix components T (A B) is uniquely determined. We can symbolically write
T (A B) = F (P(A) T). For a certain probability distribution P(A), F (P(A) T) assumes extreme values, therefore to find the bound of T (A B) we have to look for such P ( ) (A) that extremizes F (P(A) T). This can be done by variation of F (P(A) T) taking components of the probability distribution of P(A) as the variational parameters.
In what follows, we suppose that the coefficients ( 1 2 ) and the matrix elements ( | = 1 2 3 ) are real and positive numbers. Then, the only variational parameters are the coefficients ( 1 2 ). In this case, the analytical determination of P ( ) is relatively simple. If however, the coefficients ( 1 2 ), then for the determination of P (ext) we have to take into account 1 2 3 as variational parameters also. In the above mentioned simple case, the extremizing procedure can be done using the standard Lagrange method. Consider the Lagrange function
where λ is the Lagrange multiplier. We are looking for the stationary point of L by putting the first order partial derivatives with respect to
Accordingly, the Lagrange coefficient λ assumes the value
and the components extremizing the probability distribution are
Whether this stationary point gives a maximum, a minimum, or only a saddle point needs further complicated analysis which will be subject of a subsequent article. We note that a similar method for searching of extrema of Shannon's entropic uncertainty relation leads to a system of transcendent equations containing the logarithmic functions.
For the sake of simplicity, let us perform such analysis in a relatively simple case of two non-commuting observables A and B in a two-dimensional Hilbert space with the eigenvectors
Let |ψ be a normalized state vector in this space and the transformation matrix T the form
Since the state vector |ψ is expressed in and representations in the form
respectively we have
and suppose that components of transformation matrix T are real, then the sum of U 1/2 (A) and U 1/2 (B) becomes
If, in addition, the components of T are positive, we obtain
where
2 ) For brevity, we set T (A B) = ( ). ( ) is a simple continuous function of defined for ∈ [0 1]. Now, we look for extremes of the function
We put
Eq. (3) has only one solution
which, inserted into T (A B), yields its local extremum 
T (A B) ≥ L B
Taking in the account the fact that T (A B) assumes its minimum in one of eigenfunctions of |φ we suggest that it is the case also for the more component probability distribution P(A). Starting from this suggestion we assume that the lower bound of T (A B) occurs in one of the eigenfunctions of |φ . Therefore, we putT 1 = 0 and minimizeT 2 Depending on what eigenstate we take the second term turns out to beT 
Next, we present an example for determining such an uncertainty relation for two complementary non-commuting observables which describe a simple quantum system. For the sake of simplicity, we consider the complementary observables in a two-dimensional Hilbert space. Such system represents a particle with spin¯ /2. Through determining the probability distributions of the components J and J we can write an alternative expression for the uncertainty relation of these components. The state vector of this quantum system is spinor |Ψ = 
Using the transformation matrix
Similarly, the probabilistic scheme for J turns out to be
. Now, we express 1 and 2 by means of new variables and in the following way
With these variables, we obtain the following probability distributions for J and J : 
The corresponding U 1/2 (J )) and U 1/2 (J ) turn out to be
The sum of entropic functions U 1/2 (J ) and U 1/2 (J ) is
The exact lower bound of the right-hand side of Eq. (3) is given as the minimum of H( ). The necessary conditions for this minimum are ∂H( 
The second and third terms in Eq. 
The 3D-plot of H( ) as a function of and is depicted in Fig. 2 .
The eigenstates of Φ become H(
) equal to its lower bound in accord with our previous consideration. For a comparison, we present the standard entropic uncertainty relation for J and J expressed by means of Shannon's entropies. If we use the same parametrization as before we get 3D-plot of S( ) as a functions of and is depicted in Fig. 3 .
We see that the 3D-graphs of both uncertainty relations have similar form. From what has been said so far it follows that: (i) Besides the well-known Shannon and the Shannon-like entropies there are a class of entropic functions which are derived from f-divergences of probability distributions P and Q in that one substitutes a uniform distribution for Q.
(ii) From the f-divergence D 1/2 (P Q), belonging to the class of the Rényi f-divergences, we have derived the entropic function U 1/2 (P). (iii) By means of this entropic function we have constructed an alternative uncertainty relation for two noncommuting observables. (iv) It appears that this uncertainty relation expresses the uncertainty principle of quantum physics equally as well as the Shannon and Shannon-like entropic uncertainty relations [1, 14] . (v) Due to availability of a number of various entropic functions [17] , a question arises about the criteria for the choice of the proper one to be used in a particular case of uncertainty relation.
(vi) The choice of the particular entropic function for construction of an actual entropic uncertainty relation is mainly restricted by the degree of the simplicity of the analytical calculation and estimation of lower bound of the corresponding uncertainty relation. (vii) The termT 2 expresses the remaining uncertainty in the quantum system described by non-commuting observables A and B after determining the eigenfunction A at the measurement.
