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We study the effects of random nonmagnetic impurities on the superconducting transition tem-
perature Tc in a two-band superconductor, where we assume an equal-time spin-singlet s-wave pair
potential in each conduction band and the hybridization between the two bands as well as the band
asymmetry. In the clean limit, the phase of hybridization determines the stability of two states:
called s++ and s+−. The interband impurity scatterings decrease Tc of the two states exactly
in the same manner when time-reversal symmetry is preserved in the Hamiltonian. We find that
a superconductor with larger hybridization shows more moderate suppression of Tc. This effect
can be explained by the presence of odd-frequency Cooper pairs which are generated by the band
hybridization in the clean limit and are broken by impurities.
PACS numbers: 74.81.Fa, 74.25.-q, 74.45.+c
I. INTRODUCTION
As shown in historical literature1–3, the superconduct-
ing transition temperature Tc of a conventional s-wave
superconductor is insensitive to the concentration of non-
magnetic impurities. On the other hand, the impurity
scatterings reduce Tc of an unconventional superconduc-
tor characterized by such symmetry as p-wave or d-wave.
The unconventional pair potential changes its sign on the
Fermi surface depending on momenta of a quasiparticle.
A quasiparticle can detect the sign of the pair potential
while it travels a certain distance freely from any scatter-
ings. The superconducting the coherence length ξ0 is the
characteristic distance of such ballistic motion. There-
fore, the mean free path ℓ due to elastic impurities must
be much longer than ξ0 to realize unconventional super-
conductivity.
The robustness of s-wave superconductivity under im-
purity scatterings seems to be weakened in multiband
superconductors such as heavy fermionic compounds4,
MgB2
5,6, iron pnictides7, and Cu-doped Bi2Se3
8,9. To
make the argument simple, let us consider a two-band
superconductor10 in which the λ th conduction band has
an s-wave spin-singlet pair potential ∆λ for λ = 1 − 2.
In pnictides, for instance, experimental results suggest
a fully gapped superconducting order parameter.11–13 In
addition to a conventional s-wave state ∆1∆2 > 0 (s++
state), theories14–17 have indicate a sign-changing super-
conducting order parameter with ∆1∆2 < 0 (s+− state).
It has been well established that the interband impu-
rity scatterings reduce Tc in a multiband superconduc-
tor18–24. According to the existing theories19,22, an s+−
state is more fragile than an s++ state under potential
disorder. The conclusion has been understood in terms of
an analogy to the effects of impurities in unconventional
superconductors. Namely, the diffusive impurity scatter-
ings wash out the sign difference between the two pair
potentials. It has been demonstrated that strong poten-
tial disorder causes the transition from an s+− state to
an s++ state
19 near Tc. In addition, the ground state in
the presence of impurities breaks time-reversal symmetry
spontaneously25. At present, mechanisms for the time-
reversal-symmetry-breaking state are an open question.
We address this issue in the present paper.
A unique aspect of two-band superconductors might be
the effects of band hybridization. Black-Schaffer and Bal-
atsky26,27 have shown that the band hybridization gener-
ates odd-frequency pairs28 in the uniform ground state.
Odd-frequency pairs exhibit a paramagnetic response to
an external magnetic field29–35, which has been con-
firmed recently by a µSR measurement36. Odd-frequency
pairs are thermodynamically unstable because of their
paramagnetic property. Therefore, the presence of odd-
frequency pairs reduces Tc in a uniform two-band super-
conductor in the clean limit37. It has been unclear how
odd-frequency pairs modify Tc in the presence of impu-
rities.
In this paper, we first derive the mean-field Hamilto-
nian of a time-reversal two-band superconductor in the
presence of hybridization between the two bands v eiθ as
well as the band asymmetry γ. We assume an equal-
time spin-singlet s-wave pair potential in each conduc-
tion band ∆λ = |∆λ|eiϕλ for λ = 1 − 2. We will
show that these phases in the Hamiltonian must satisfy
exp{i(2θ−ϕ1+ϕ2)} = 1 in order to preserve time-reversal
symmetry of the Hamiltonian. Namely θ = 0 (θ = π/2)
favors an s++ (s+−) state. Next, we study the effects
of impurity scatterings on the transition temperature on
the basis of the standard Green function theory of super-
conductivity. The effects of impurity scatterings are con-
sidered through the self-energy which is estimated within
the Born approximation. The transition temperature is
calculated by solving the gap equation. In contrast to
the results in Ref. 19, the interband impurity scatterings
2reduce Tc exactly in the same manner in the two states
(i.e., s++ and s+− ). The time-reversal symmetry of the
Hamiltonian explains reasons of the discrepancy between
the two theories. We will show that an s++ state and an
s+− state are unitary equivalent to each other and that
the gap equations always gives time-reversal ground state
as long as time-reversal symmetry is preserved in the
Hamiltonian. We discuss also how odd-frequency Cooper
pairs modify Tc in a two band superconductor.
This paper is organized as follows. In Sec. II, we de-
scribe a time-reversal superconducting state in a two-
band superconductor in terms of a microscopic Hamil-
tonian. The solution of the Gor’kov equation and an
important property of the gap equation are discussed in
the clean limit. In Sec. III, we analyze the symmetry of
Cooper pairs in a two-band superconductor. The effects
of impurity scatterings on Tc are studied by calculating
the self-energy within the Born approximation in Sec. IV.
The relation between the results of the present paper and
those in the previous paper19 is discussed in Sec. V. The
conclusion is given in Sec. VI. Throughout this paper,
we use the units of kB = c = ~ = 1, where kB is the
Boltzmann constant and c is the speed of light.
II. TIME-REVERSAL TWO-BAND
SUPERCONDUCTOR
A. Hamiltonian
The Bogoliubov-de Gennes Hamiltonian can be de-
scribed by 8×8 matrix form which reflects spin, particle-
hole, and two-band degree of freedom. Let us define the
Pauli matrices σˆj in spin space, ρˆj in two-band space and
τˆj in particle-hole space for j = 1 − 3. The unit matrix
in these spaces are σˆ0, ρˆ0 and τˆ0, respectively. The su-
perconducting states of a two-band superconductor are
described by
H0 =
∫
dr
[
ψ†1,↑(r), ψ
†
1,↓(r), ψ
†
2,↑(r), ψ
†
2,↓(r), ψ1,↑(r), ψ1,↓(r), ψ2,↑(r), ψ2,↓(r)
]
× Hˇ0
[
ψ1,↑(r), ψ1,↓(r), ψ2,↑(r), ψ2,↓(r), ψ
†
1,↑(r), ψ
†
1,↓(r), ψ
†
2,↑(r), ψ
†
2,↓(r)
]T
, (1)
H¯0(θ, ϕ1, ϕ2) =


ξ1(r)σˆ0 ve
iθσˆ0 |∆¯1|eiϕ1iσˆ2 0
ve−iθσˆ0 ξ2(r)σˆ0 0 |∆¯2|eiϕ2iσˆ2
−|∆¯1|e−iϕ1 iσˆ2 0 −ξ1(r)σˆ0 −ve−iθσˆ0
0 −|∆¯2|e−iϕ2iσˆ2 −veiθσˆ0 −ξ2(r)σˆ0

 , (2)
∆¯1 =∆1 +
g12
g2
∆2 = |∆¯1|eiϕ1 , ∆¯2 = ∆2 + g
∗
12
g1
∆1 = |∆¯2|eiϕ2 . (3)
where ψ†λ,σ(r) (ψλ,σ(r)) is the creation (annihilation) op-
erator of an electron with spin σ (=↑ or ↓) at the λ th
conduction band, ξλ(r) = −∇2/(2mλ)+ǫλ−µF is the ki-
netic energy at the λ th band, veiθ denotes the hybridiza-
tion between the two bands, and T means the transpose
of a matrix. In Fig. 1(a), we schematically illustrate the
Fermi surfaces of the two bands on two-dimensional mo-
mentum space. We assume a uniform spin-singlet s-wave
pair potential for each conduction band which is defined
by
∆λ = gλ 〈ψλ,↑(r)ψλ,↓(r)〉 , (4)
where gλ > 0 represents the attractive interaction be-
tween two electrons at the λ th band. Within the mean-
field theory, the attractive interaction couples also ∆1
and ∆2 as shown in Eq. (3), where g12 represents such
interband interaction and its amplitude is considered to
be smaller than gλ, (i.e., |g12| < gλ). The details of
the derivation are given in Appendix A. To discuss time-
reversal symmetry of the Hamiltonian, we represents the
phase of pair potential eiϕλ explicitly. Generally speak-
ing, g12 can be a complex number as well as the hybridiza-
tion. These phases are originated from the relative phase
of the atomic orbital functions as shown in Appendix A.
When we set the phase of the hybridization as veiθ, we
must choose the phase of the interband interaction as
g12 = |g12|e2iθ to keep the consistency of the theory.
Time-reversal symmetry of a Hamiltonian H¯0 is repre-
sented by
T¯ H¯0 T¯ −1 = H¯0, (5)
T¯ = iσˆ2 ρˆ0 τˆ0K, T 2 = −1, (6)
where K means the complex conjugation. The single-
particle Hamiltonian in Eq. (2) does not contain either
spin-dependent potentials or vector potentials. Thus,
it is possible to show time-reversal symmetry of H¯0 if
we find a unitary transformation that eliminates all the
phase factors in Eq. (2). By applying the unitary trans-
formation,
U¯ϕ = diag[e
i
ϕ1
2 σˆ0, e
i
ϕ2
2 σˆ0, e
−i
ϕ1
2 σˆ0, e
−i
ϕ2
2 σˆ0] (7)
=
ρˆ0 + ρˆ3
2
ei
ϕ1
2
τˆ3 +
ρˆ0 − ρˆ3
2
ei
ϕ2
2
τˆ3 , (8)
3the Hamiltonian is transformed into
U¯ †ϕ H¯0(θ, ϕ1, ϕ2) U¯ϕ = H¯0
(
θ − ϕ1 − ϕ2
2
, 0, 0
)
. (9)
Therefore, Eq. (2) preserves time-reversal symmetry
when
2θ − ϕ1 + ϕ2 = 2πn, (10)
is satisfied. The phases of the two pair potentials and
that of the hybridization are linked to one another when
the superconductor preserves time-reversal symmetry.
|1e
|1h
|2e
|2h
e −i
ϕ1 σ− i 2
e i ϕ2 σi 2
e
θi(−v)
e
θi
|  |Δ1
|  |
Δ2
v−
−
(b)
(a)
kx
ky
1
2
FIG. 1. (a) The Fermi surfaces of the two bands are illus-
trated on two-dimensional momentum space, where 1 and 2
denote the circular Fermi surface of the first band and that
of the second band, respectively. (b) The matrix elements in
Eq. (2) which connect the particle state at the first band |1e〉
with the hole state at the second band |2h〉.
The condition in Eq. (10) can be interpreted as follows.
There are two routes which connect the particle states
at the first band |1e〉 with the hole state at the second
band |2h〉 as shown in Fig. 1(b). In the top route, |1e〉
first transits to |1h〉 by the pair potential −|∆¯1|e−iϕ1iσˆ2
then reaches |2h〉 by the hybridization −veiθ. The return
process goes through |2e〉 as shown in the bottom route.
Namely |2h〉 first transits to |2e〉 by the pair potential
|∆¯2|eiϕ2 iσˆ2 then returns back to |1e〉 by the hybridization
veiθ. The matrix elements in the scattering processes be-
comes−v2|∆¯1||∆¯2|ei(2θ−ϕ1+ϕ2). The factor −1 is derived
from the particle-hole transformation between the single-
particle hamiltonian in the electron branch He and that
of the hole branch Hh because they are related to each
other by Hh = −H∗e . The remaining factor ei(2θ−ϕ1+ϕ2)
plays a role of magnetic flux in two-band space. Thus
Eq. (10) must be necessary so that the Hamiltonian H¯0
preserves time-reversal symmetry. As we will discuss in
the next subsection, the solutions of the gap equation
always meet the condition in Eq. (10).
B. Solution of Gor’kov equation
The Hamiltonian in Eq. (2) in the momentum repre-
sentation H¯0(k) has the energy eigenvalues
E2± =ξ
2
+ + ξ
2
− + |∆+|2 + |∆−|2 + v2 ± 2
√
Y , (11)
where we have defined
ξ± =
ξ1,k ± ξ2,k
2
, ∆± =
∆¯1 ± ∆¯2
2
, (12)
veiθ =v1 + iv2 K = ξ+ξ− +D+, (13)
D± =
∆+∆
∗
− ±∆∗+∆−
2
, (14)
Y =K2 + v2ξ2+ + v
2
1 |∆−|2 + v22 |∆+|2
− i2v1v2D−. (15)
The Green function is obtained by solving the Gor’kov
equation,[
iωn1¯− H¯0(k)
] G¯0(k, iωn) = 1¯, (16)
G¯0(k, iωn) =
[ Gˇ0(k, iωn) Fˇ0(k, iωn)
−Fˇ∗0 (−k, iωn) −Gˇ∗0 (−k, iωn)
]
, (17)
where ωn = (2n + 1)πT is a fermionic Matsubara fre-
quency with T being a temperature. We find the exact
solutions as37
4Gˇ0(k, iωn) = σˆ0
2Z
[{
(−iωn − ξ+)X + v2ξ+ + ξ−K
}
ρˆ0 +
{
(−X + ξ2+ + |∆−|2 + iωnξ+)v1 − iD−v2
}
ρˆ1
+
{
(−X − ξ2+ − |∆+|2 − iωnξ+)iv2 +D−v1
}
iρˆ2 + {−Xξ− + (iωn + ξ+)K} ρˆ3] , (18)
Fˇ0(k, iωn) = iσˆ2
2Z
[{
(−X + v22)∆+ + (K + iv1v2)∆−
}
ρˆ0 + {v1(ξ+∆+ − ξ−∆−)− iv2(ξ+∆− − ξ−∆+)} ρˆ1
+ ωn(v1∆− − iv2∆+)ρˆ2 +
{
(−X + v21)∆− + (K − iv1v2)∆+
}
ρˆ3
]
, (19)
Z =X2 − Y, (20)
X =
1
2
[ω2n + ξ
2
+ + ξ
2
− + |∆+|2 + |∆−|2 + v2], (21)
The diagonal elements of the anomalous Green function
in band space are linked to the pair potentials in Eq. (4),
∆λ =− gλT
∑
ωn
1
Vvol
∑
k
×Tr
[
ρˆ0 + sλρˆ3
2
Fˇ0(k, iωn) (−iσˆ2)
2
]
, (22)
where sλ is 1 (−1) for λ = 1 (2). Together with
g12 = |g12|e2iθ, the self-consistent equation for the pair
potential in Eq. (3) becomes
∆¯λ = T
∑
ωn
1
Vvol
∑
k
1
4Z
× [{gλ(ω2n + ξ2λ¯ + |∆¯λ¯|2) + |g12|v2} ∆¯λ
+
{|g12|(ω2n + ξ2λ + |∆¯λ|2) + gλv2} e2iθ sλ∆¯λ¯] , (23)
where we define λ¯ = 2 (1) for λ = 1 (2). By rep-
resenting the phase of the pair potential explicitly as
∆¯λ = |∆¯λ|eiϕλ , we find an important fact that the gap
equation always gives the solution which satisfies the re-
lation 2θ−ϕ1+ϕ2 = 2πn automatically. We have to pay
attention to this point when we introduce the impurity
potential which hybridizes the two bands in Sec. IV.
When the relation Eq. (10) is satisfied, the energy eigen
value in Eq. (11) and Z are independent of θ, ϕ1 and ϕ2.
In such case, it is possible to define the unitary trans-
formation which connects all the Hamiltonians satisfying
2θ − ϕ1 + ϕ2 = 2πn.
III. ODD-FREQUENCY COOPER PAIR
In what follows, we represents the Hamiltonian in a
reduced 4× 4 structure by choosing spin of an electron ↑
and spin of a hole ↓. We assume that ξλ(k) = ξ(k)− sλγ
with ξ(k) = k2/(2m)− µF , where γ represents the band
asymmetry. We also assume that γ is much smaller than
µF . The Hamiltonian is represented in 4×4 matrix form
Hˇ0 =


ξr − γ veiθ ∆¯1 0
ve−iθ ξr + γ 0 ∆¯2
∆¯∗1 0 −ξr + γ −ve−iθ
0 ∆¯∗2 −veiθ −ξr − γ

 . (24)
In this section and Sec. IV, we set θ = 0 for simplicity. In
what follows, we discuss the gap equation within the first
order of ∆¯λ because ∆¯λ is much smaller than another
energy scales near the transition temperature T . Tc.
The normal Green function in the linear regime becomes
Gˆ0(k, ωn) = 1
Z0
× [{−(iωn + ξ)(A0 + ξ2) + 2(v2 + γ2) ξ} ρˆ0
− (A0 − ξ2 − 2iωnξ)vρˆ1
+
{
A0 + ξ
2 − 2ξ(iωn + ξ)
}
γρˆ3
]
. (25)
The the anomalous Green function in the linear regime
is also given by Fˆ0(k, ωn) =
∑3
ν=0 fν ρˆν with
f0 =
1
Z0
[−(A0 + ξ2)∆+ − 2ξ γ∆−] , (26)
f1 =
1
Z0
[2 vξ∆+ + 2 v γ∆−] , (27)
f2 =
1
Z0
[2ωn v∆−] , (28)
f3 =
1
Z0
[−2 ξ γ∆+ − (A0 + ξ2 − 2v2)∆−] , (29)
A0 =ω
2
n + γ
2 + v2, ∆± =
1
2
(∆¯1 ± ∆¯2), (30)
Z0 =ξ
4 + 2ξ2(ω2n − γ2 − v2) +A20. (31)
The gap equation for θ = 0 in the linear regime is repre-
sented by,
∆¯λ =T
ωc∑
ωn
πN0
|ωn|A0
[{
gλ(ω
2
n + γ
2) +
v2
2
(gλ + |g12|)
}
∆¯λ
+
{
|g12|(ω2n + γ2) +
v2
2
(gλ + |g12|)
}
∆¯λ¯
]
, (32)
where ωc is the cut-off energy and N0 is the density of
states at the Fermi level per spin. The summation over
k is carried out by using the relation in Eq. (B7). Since
we fix θ = 0, the solution satisfies ϕ1 = ϕ2 meaning
∆¯1∆¯2 > 0 as already mentioned in Eq. (23).
Before turning into the effects of impurity scatter-
ings, the symmetry of the pairing correlations should
be summarized. The diagonal components, f0 and f3,
belong to even-frequency spin-singlet even-momentum-
5linked to the pair potential26,37–39. An off-diagonal corre-
lation f1 belongs also to the ESEE class. The remaining
component f2, however, belongs to odd-frequency spin-
singlet even-momentum-parity odd-band-parity (OSEO)
class26,37. The thermodynamical stability of a pairing
correlation depends directly on its frequency symme-
try30,34,35. The superconducting state is realized when
E = FS − FN < 0, where FN (FS) is the free energy in
the normal (superconducting) state. To decrease the free
energy, the superconducting condensate keeps its phase
coherence. Therefore, the diamagnetism is the most fun-
damental property of all superconductors. In the mean-
field theory of superconductivity, the magnetic response
of superconducting states is described by the Meissner
kernel Q which is the linear response coefficient connect-
ing the electric current j and the vector potential A as
j = −Q(e2/m)A1. Phenomenologically, Q is often refer-
eed to as pair density. The contribution of the anomalous
Green function to the Meissner kernel is given by
QF = T
∑
ωn
1
Vvol
∑
k
1
2
Tr Fˆ0(k, iωn) Fˆ∗0 (−k, iωn), (33)
1
2
TrFˆ0Fˆ∗0 = f0f∗0 + f1f∗1 − f2f∗2 + f3f∗3 . (34)
The third term in Eq. (34) is negative because ρˆ2 is
pure imaginary. The results show that even- (odd-) fre-
quency Cooper pairs have positive (negative) pair density
and enhance (suppress) the Meissner effect37. The pres-
ence of usual even-frequency Cooper pairs decreases the
free-energy. On the other hand, the presence of odd-
frequency pairs increases the free-energy34,35 because
they are thermodynamically unstable. In Eq. (32), for
instance, it is possible show that the hybridization v re-
duces Tc. The hybridization induces the two pairing cor-
relations: even-frequency interband pairing correlation
f1 and odd-frequency interband correlation f2. The ap-
pearance of odd-frequency correlation suppresses Tc be-
cause of their paramagnetic property37. In addition to
this, at ∆¯1 = ∆¯2, Eq. (32) also show that Tc in the
presence of v remains unchanged from that at v = 0.
The odd-frequency pairing correlation f2 is absent in this
case. These are key properties for understanding the vari-
ation of the transition temperature Tc in the presence of
impurities.
IV. EFFECTS OF IMPURITIES
Let us add the impurity potential
Hˇimp =Vimp(r)


1 eiθ 0 0
e−iθ 1 0 0
0 0 −1 −e−iθ
0 0 −eiθ −1

 . (35)
to Hˇ0 in Eq. (24). The total Hamiltonian is Hˇ =
Hˇ0+Hˇimp. We emphasis that the interband impurity po-
tential must have the same phase factor as the hybridiza-
tion. Otherwise, time-reversal symmetry is broken in the
combined Hamiltonian Hˇ .
We assume that the impurity potential satisfies the
following properties,
Vimp(r) =0, (36)
Vimp(r)Vimp(r′) =nimpv
2
impδ(r − r′), (37)
where · · · means the ensemble average, vimp represents
the strength of impurity potential, and nimp is the impu-
rity density. We also assume that the attractive electron-
electron interactions are insensitive to the impurity po-
tentials3. Since θ = 0, the interband impurity potential
is proportional to ρˆ1τˆ3 in Eq. (35).
In the presence of the impurity potential, the Green
function within the Born approximation obeys[
iωn − Hˇ0(k)− Σˇimp
] Gˇ(k, ωn) = 1ˇ, (38)
Σˇimp = Σˇa + Σˇb. (39)
The self-energy due to the impurity scatterings are rep-
resented within the Born approximation as,
Σˇa =nimpv
2
imp τˇ3
1
Vvol
∑
k
Gˇ0(k, ωn) τˇ3, (40)
=
πN0nimpv
2
imp
|ωn|
[ −iωnρˆ0 sˆ−
sˆ∗− −iωnρˆ0
]
, (41)
Σˇb =nimpv
2
imp τˇ3 ρˆ1
1
Vvol
∑
k
Gˇ0(k, ωn) ρˆ1 τˇ3. (42)
=
πN0nimpv
2
imp
|ωn|
[ −iωnρˆ0 sˆ+
sˆ∗+ −iωnρˆ0
]
, (43)
sˆ± =∆+ρˆ0 − ∆−
A0
vγρˆ1 ± sˆa, (44)
sˆa =
∆−
A0
[
ωnvρˆ2 − (ω2n + γ2)ρˆ3
]
, (45)
where Σa and Σb are the self-energy due to the intra-
band and that of the interband impurity scatterings, re-
spectively. (See Appendix B for the derivation.) As we
will show later, Σa does not change Tc of a two-band su-
perconductor. Therefore it is convenient to describe the
self-energy as
Σˇimp =
1
2τimp|ωn|
[ −iωn sˆ−
sˆ∗− −iωn
]
+
1
2τimp|ωn|
[
0 sˆa
sˆ∗a 0
]
, (46)
1
τimp
=2× 2πN0nimpv2imp. (47)
Some parts of Σb can be embedded into the first term in
Eq. (46) which does not change Tc. The remaining part
as shown in the second term Eq. (46) modifies Tc. The
6interband scatterings wash out asymmetry in the pair
potentials at the two bands, which suppresses the pairing
correlations proportional to ∆− in f2 and f3. By solving
the Gor’kov equation in the presence of impurities, we
obtain the anomalous Green function within the lowest
order of ∆± as Fˆ(k, ωn) =
∑3
ν=0 f˜ν ρˆν . The results after
carrying out the summation over k are expressed as,
〈f˜0〉 =πN0|ωn| (−∆+), (48)
〈f˜3〉 = πN0|ωn|A0
[
(ω2n + γ
2)∆− + I∆−
]
, (49)
I =
1
2τimp |ω˜n| A˜
[−v2ωnω˜n + (ω˜2n + γ2)(ω2n + γ2)] ,
(50)
〈f˜ν〉 ≡ 1
Vvol
∑
k
f˜ν , A˜ = ω˜
2
n + v
2 + γ2, (51)
ω˜n =ωnηn, ηn =
(
1 +
1
2τimp|ωn|
)
, (52)
where we have used the relation in Eq. (B8). Eq. (48)
is exactly equal to the first term in Eq. (B6) because ωn
and ∆+ are renormalized in the same manner by a factor
ηn. The first term in Eq. (49) coinsides with the last term
in Eq. (B6). But the interband impurity scatterings give
rise to the term proportional to I. The gap equation
results in,
∆¯λ = T
ωc∑
ωn
πN0
|ωn|A0
×
[{
gλ(ω
2
n + γ
2) +
v2
2
(gλ + |g12|)− I
2
(gλ − |g12|)
}
∆¯λ
+
{
|g12|(ω2n + γ2) +
v2
2
(gλ + |g12|) + I
2
(gλ − |g12|)
}
∆¯λ¯
]
.
(53)
The first terms in Eqs. (48) and (49) recover the gap
equation in the clean limit. By comparing Eq. (53) with
Eq. (32), the effects of impurity scatterings are repre-
sented by I which is derived from the interband impurity
scatterings. The pair density suppressed by the inter-
band impurity scatterings explains the physical meaning
of I which is originated from sa in Eq. (45) through the
second term in Eq. (46). As shown in Eq. (B6), sa is pro-
portional to the pairing correlations after summing over
k,
sˆa =
1
πN0
[〈f2〉ρˆ2 − 〈f3〉ρˆ3] . (54)
At the last term of Eq. (49), 〈f2〉 couples f2 and 〈f3〉
couples f3. The summation over k with the renormalized
frequency ω˜ gives I as
I ∝ −〈f2〉〈f2〉ωn→ω˜n + 〈f3〉〈f3〉ωn→ω˜n . (55)
Therefore I is proportional to the pair density that are
removed by the interband impurity scatterings. The sup-
pression of the even- (odd-) frequency pairing correlation
decreases (increases) Tc. The odd-frequency symmetry of
a Cooper pair accounts for the negative sign of the first
term in I. We note in the case of ∆¯1 = ∆¯2 that Tc re-
mains unchanged from its value in the clean limit because
of sa = 0. This conclusion agrees with the results in the
previous papers18,19.
In Fig. 2, we plot the transition temperature Tc as a
function of ξ0/ℓ for g2/g1 = 0.5 in (a) and g2/g1 = 0.1 in
(b), where T0 is the transition temperature in the clean
limit, ξ0 = vF /(2πT0), ℓ = vF τimp and g12 = 0.2 g2.
All the results show that the transition temperature de-
creases with the decrease of ξ0/ℓ > 1, which can be ex-
plained by I > 0 in Eq. (50). The first term in Eq. (50) is
smaller than the second term in all the parameter region,
which leads to the suppression of Tc. The results are con-
sistent with those in the previous papers18,19. The degree
of Tc suppression is smaller for larger v/γ. In the clean
limit, the amplitude of the odd-frequency pairing corre-
lation is proportional to v. The negative sign of the first
term in Eq. (50) reflects the fact that impurities break
such odd-frequency pairs and stabilize the superconduct-
ing state. In a dirty regime at ξ0/ℓ = 10 for example, Tc
increases with the increase of v/γ. In experiments, the
pressurizing a superconductor may modify the parame-
ter v/γ. Therefore the presence of odd-frequency pairs
affects the variation of Tc of a dirty two-band supercon-
ductor under the physical pressure.
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FIG. 2. The superconducting transition temperature in a
two-band superconductor is plotted as a function of ξ0/ℓ for
g2/g1 = 0.5 in (a) and g2/g1 = 0.1 in (b). The vertical axis
is normalized to the transition temperature in the clean limit
T0. We fix the band asymmetry at γ/(2πT0) = 10 and the
ratio of g12/g2 = 0.2 in both (a) and (b).
In Fig. 3, we plot the transition temperature Tc as a
function of ξ0/ℓ for v = T0 in (a) and v = 10T0 in (b). We
fix g12/g1 at 0.02 and γ at 10T0. The transition temper-
ature decreases with the increase of ξ0/ℓ > 1 for g2 < g1.
The suppression of Tc become weaker as g2/g1 goes unity.
The gap equation at g1 = g2 always gives rise to a so-
lution of ∆¯1 = ∆¯2. As a result, sa in Eq. (45) vanishes
identically because of ∆− = ∆¯1 − ∆¯2 = 0. Therefore, Tc
7is independent of ξ0/ℓ in the symmetric case
18,19.
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FIG. 3. The superconducting transition temperature in a
two-band superconductor is plotted as a function of ξ0/ℓ for
several choices of g2/g1. We choose v = T0 in (a) and v = 10T0
in (b). We fix the ratio of g12/g1 = 0.02 and γ = 10 T0 in both
(a) and (b).
The suppression of Tc in a dirty two-band s-wave su-
perconductor is not analogus to that of an unconventional
superconductor in the presence of impurities. To make
the difference clear, we consider the gap equation in the
dirty limit µF ≫ 1/τimp ≫ Tc, γ and v. Here we assume
θ = 0, g1 > g2 ≫ g12 > 0, and v = 0 for simplicity.
In the dirty limit, I in Eq. (50) goes to ω2n + γ
2. The
resulting gap equation in Eq. (53) is given by
∆¯1 =(g1 + g12)N0 JT (∆¯1 + ∆¯2), (56)
∆¯2 =(g2 + g12)N0 JT (∆¯1 + ∆¯2), (57)
JT =2πT
ωc∑
ωn>0
1
ωn
. (58)
The solution of the equation exists when
(g1 + g2)
2
N0 JTc = 1, (59)
is satisfied. In the clean limit, the gap equation is given
by,
g1JT0 N0 = 1, (60)
with T0 being the transition temperature in the clean
limit. The attractive interaction in the clean limit g1
decreases effectively to (g1 + g2)/2 in the dirty limit.
Therefore, Tc obtained from Eq. (59) becomes smaller
when the asymmetry between g1 and g2 is larger. This
analysis explains well the numerical results in Fig. 3. On
the other hand in unconventional superconductors char-
acterized by such symmetry as p- and d-wave, the gap
equation in the presence of impurity scatterings is given
by
1 = g N0 2 π T
ωc∑
ωn>0
1
ωn + 1/(2τimp)
∣∣∣∣
T=Tc
. (61)
The impurity scatterings remove the singularity at the
denominator, which leads to the strong suppression of
Tc. As a result, Tc goes to zero around ξ0/ℓ = 0.28.
V. ∆1∆2 < 0 AND TRS-BREAKING STATES
In Sec. IV, we have discussed the effects of impurity
scatterings on Tc for ∆¯1∆¯2 > 0 called as s++ state
in recent literature. Here we briefly discuss a case of
∆¯1∆¯2 < 0 called as s+− state. In our microscopic model,
an s+− state is realized by choosing the phase as θ = π/2
in Eqs. (24) and (35) and is unitary equivalent to the s++
state as mentioned in Sec. II. Therefore, the dependence
of Tc on ξ0/ℓ for an s+− state is exactly the same as that
for an s++ state shown in Fig. 2.
Finally, to make clear a relation between the present
results and the results in the previous papers19,25, we
discuss superconducting states described by the Hamil-
tonian in the absence of time-reversal symmetry. In what
follows, we delete the hybridization and the asymmetry
in the two bands for simplicity, (i.e., v = γ = 0). We also
introduce two phases
g12 = |g12|e2 i θg , Vimp ei θimp , (62)
where θg is the phase of interaction in Eq. (3) and θimp is
the phase of the interband impurity potential in Eq. (35).
They must be equal to each other and satisfy Eq. (10) to
preserve time-reversal symmetry. Here we choose θg and
θimp are either 0 or π/2 independently to demonstrate the
transition between an s++ state and an s+− state. At
first we consider the case of θimp = 0. The gap equation
are represented by
∆¯1 =πN0 T
∑
ωn
[
g1D1√
ω2n +D
2
1
+
g12D2√
ω2n +D
2
2
]
, (63)
∆¯2 =πN0 T
∑
ωn
[
g2D2√
ω2n +D
2
2
+
g12D1√
ω2n +D
2
1
]
, (64)
Ωλ =
√
ω2n +∆
2
λ, η = 1 +
1
4τimp
[
1
Ω1
+
1
Ω2
]
. (65)
Here the pair potentials are modified as
D1 =∆¯1 − ∆¯1 − ∆¯2
4τimp ηΩ2
, D2 = ∆¯2 +
∆¯1 − ∆¯2
4τimp ηΩ1
. (66)
at θimp = 0. The numerical results of Tc, ∆¯1 and ∆¯2
are plotted as a function of ξ0/ℓ in Fig. 4(a) and (b),
where we choose g2 = 0.8 g1 and |g12| = 0.05 g1. The
pair potentials are calculated at T = 0.5Tc, where ∆1c is
the amplitude of ∆¯1 in the clean limit. In Fig. 4(a), we
set θg = 0 so that time-reversal symmetry is preserved
in the Hamiltonian. An s++ state is realized in both the
clean limit and the dirty limit. In Fig. 4(b), however,
we set θg = π/2 to realize an s+− state in the clean
limit. The pair potential ∆¯2 changes its sign around
ξo/ℓ = 0.3. The superconducting state undergoes the
transition from an s+− state to an s++ state due to the
impurity scatterings. We note in this case that time-
reversal symmetry is broken because of θimp 6= θg. The
8transition can be understood by the gap equations in
linear regime
∆¯λ =T
ωc∑
ωn
πN0
|ωn| [
+
{
gλ
(
1− 1
4τimp|ω˜n|
)
+
sv g12
4τimp|ω˜n|
}
∆¯λ
+
{
g12
(
1− 1
4τimp|ω˜n|
)
+
sv gλ¯
4τimp|ω˜n|
}
∆¯λ¯
]
, (67)
sv =
{
1 : θimp = 0
−1 : θimp = π/2 . (68)
The coefficient of ∆¯λ in the first line is always positive.
Since g12 < 0 at θg = π/2 in Eq. (62), the coefficient
of ∆¯λ¯ in the second line is negative in the lean limit.
Namely an s+− state is stable in the clean limit. On the
other hand in the dirty limit, the sign of the second line in
Eq. (67) becomes positive because of g1 > g2 ≫ |g12| and
sv = 1. As a result, the impurity scatterings stabilize an
s++ state as shown in Fig. 4(b). These results, however,
do not mean that an s++ state is more robust than an
s+− state.
Secondly we consider the case of θimp = π/2. The gap
equations are given by Eqs. (63) and (64) with
D1 =∆¯1 − ∆¯1 + ∆¯2
4τimp ηΩ2
, D2 = ∆¯2 − ∆¯1 + ∆¯2
4τimp ηΩ1
. (69)
at θimp = π/2. The numerical results are shown in
Fig. 4(c) and (d). In (c), we set θg = π/2 to preserve
time-reversal symmetry. An s+− state is always realized
for all ξ0/ℓ. On the other hand, the numerical results for
θg = 0 in (d) show the transition from an s++ state to an
s+− state by the impurity scatterings. The transition can
be described well by the gap equation in linear regime in
Eq. (67) with sv = −1 at θimp = π/2. At θg = 0, the
coefficient in the second line in Eq. (67) is positive in the
clean limit and changes its sign to negative in the dirty
limit.
Time-reversal symmetry is preserved in Hˇ0 as long as
θg satisfies Eq. (10). It is clear that time-reversal symme-
try is always preserved in Hˇimp for all θimp. In the com-
bined Hamiltonian Hˇ = Hˇ0 + Hˇimp, however, the time-
reversal symmetry is broken for θimp 6= θg. The impurity
scatterings causes the transition between an s++ state
and an s+− state in the absence of time-reversal sym-
metry as shown in Fig. 4 (b) and (d). A spontaneously
time-reversal symmetry broken state at a low tempera-
ture far below Tc
25 can also be derived from such phase
choice.
In Ref. 19, the gap equations are derived on the basis
of the Eliahberg formula, where the self-energy due to the
impurity scatterings is described in a phenomenological
way. As a result, it is not easy to discuss time-reversal
symmetry of the superconducting state within their for-
mula. In this paper, on the other hand, we show that
the phase transition between an s+− state and an s++
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FIG. 4. The transition temperature (Tc) and the pair poten-
tials (∆¯1, ∆¯2) for v = γ = 0, g2 = 0.8g1 and |g12| = 0.05g1.
The pair potentials are calculated at T = 0.5Tc, where ∆1c
is the amplitude of ∆¯1 in the clean limit. We introduce
the phases of two potentials as g12 = |g12|e
iθg and that at
Vimp e
iθimp . Time-reversal symmetry is preserved at θg = θimp
in (a) and (c). whereas it is broken for θg 6= θimp in (b) and
(d).
state can be reproduced by the Green function theory for
the mean-field Hamiltonian. In such cases, however, we
conclude that time-reversal symmetry is broken in the
Hamiltonian.
VI. CONCLUSION
We studied the effects of random nonmagnetic impu-
rities on the transition temperature Tc of a two-band su-
perconductor on the basis of the standard Green func-
tion theory of superconductivity. We assume an equal-
time spin-singlet s-wave pair potential in each conduction
band and consider the band hybridization as well as the
band asymmetry. The effects of impurity scatterings are
taken into account through the self-energy which is es-
timated within the Born approximation. The transition
temperature is calculated by solving the linearized gap
equations for the pair potentials. We assume that a two-
band superconductor preserves time-reversal symmetry
in both the absence and the presence of impurities. Since
an s+− state and an s++ state are unitary equivalent to
each other, the interband impurity scatterings decrease
Tc in the two states exactly in the same manner. The
variation of Tc as a function of the band hybridization is
explained well by the pair density removed due to impu-
9rity scatterings.
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Appendix A: Hamiltonian of a two-band
superconductor
Let us begin the description of a two-band supercon-
ductor with the Hamiltonian of an electron at an isolated
hydrogen-like atom,
ha =− ∇
2
2m
+ va(r), (A1)
ha φλ(r) =ǫλ φλ(r). (A2)
A number of atoms configure a regular lattice in a solid.
Thus, the Hamiltonian of such an atomic lattice becomes
hN =− ∇
2
2m
+ vL(r), (A3)
vL(r) =
N∑
n=1
va(r −Rn), (A4)
where n labels an atom and Rn points an atomic site.
The Bloch wave can be described as
Φλ,k(r) =
1√
N
∑
n
eik·Rnφλ(r −Rn). (A5)
We assume the orthonormal property∫
dr φ∗λ(r −Rn)φλ′(r −Rn′) = δλ,λ′ δn,n′ . (A6)
This enable us to show the orthonormality and complet-
ness of the Bloch wave,
In what follows, we extract the two orbital degree of
freedom, (i.e., λ = 1, 2) and shrink the Hilbert space.
The electron operator in such Hilbert space is defined as
Ψ(r) =
∑
k
∑
λ=1,2
ψλ,k Φλ,k(r), (A7)
Ψ†(r) =
∑
k
∑
λ=1,2
ψ†λ,k Φ
∗
λ,k(r). (A8)
The single-particle Hamiltonian is then given by
HN =
∫
drΨ†(r)hN Ψ(r), (A9)
=
∑
λ,λ′
∑
k,k′
1
N
∑
n,n′
ψ†λ,k ψλ′,k′e
−ik·Rn eik
′·Rn′
× tλ,λ′(Rn −Rn′) (A10)
tλ,λ′(Rn −Rn′) ≡
∫
dr φ∗λ(r −Rn)hN φλ′(r −Rn′).
(A11)
At Rn = Rn′ , we find
tλ,λ′(0) =
∫
dr φ∗λ(r −Rn)

−∇2
2m
+ va(r −Rn) +
∑
m 6=n
va(r −Rm)

 φλ′ (r −Rn) = ǫλ δλ,λ′ + Eλ,λ′ , (A12)
Eλ,λ′ ≡
∫
dr φ∗λ(r −Rn)
∑
m 6=0
va(r −Rm)φλ′ (r −Rn). (A13)
The diagonal term ǫλ + Eλ,λ gives the on-site potential for the λ th band and the off-diagonal term represents the
hybridization due to the crystalline field. For Rn 6= Rn′ , tλ,λ′ represents the hopping integral among neighboring
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atoms. The Hamiltonian becomes
HN = 1
N
∑
n,n′
∑
λ,λ′
∑
k,k′
ψ†λ,k ψλ′,k′
[
e−i(k−k
′)·Rn {ǫλ δλ,λ′ + Eλ,λ′} δn,n′ + e−ik·Rn eik
′·Rn′ tλ,λ′(Rn −Rn′)
]
=
∑
λ,λ′
∑
k
ψ†λ,k
{
ǫλ δλ,λ′ + Eλ,λ′ +
∑
ρ
tλ,λ′(ρ)e
ik·ρ
}
ψλ′,k, (A14)
1
N
∑
n,n′
tλ,λ′(Rn −Rn′) e−ik·Rn e−ik
′·Rn′ = δk,k′
∑
ρ
tλ,λ′(ρ)e
ik·ρ, (A15)
with ρ = Rn −Rn′ . The Hamiltonian is represented in the matrix form
HN =
∑
k
[ψ†1,k, ψ
†
2,k]
[
ǫ1 + E1,1 + t11(k) E1,2 + t12(k)
E∗1,2 + t
∗
12(k) ǫ2 + E2,2 + t22(k)
] [
ψ1,k
ψ2,k
]
. (A16)
In the text, we represent
ǫλ + Eλ,λ + tλ,λ(k) = ξλ(k), E1,2 = ve
iθ, (A17)
and neglect the interband hopping t12(k). The impurity potential hybridizing the two bands should have the same
phase factor eiθ. The phase of hybridization θ depends on the choice of the orbital function φλ. Therefore, such phase
should not affect physical values in the normal state.
The attractive interaction between two electrons is described by the two-particle Hamiltonian,
HI = −1
2
∫
dr
∫
dr′
∑
σ,σ′
Ψ†σ′(r
′)Ψ†σ(r)u(r − r′)Ψσ(r)Ψ†σ′(r′), (A18)
where σ =↑ or ↓ represents spin of an electron. By substituting Eq. (A8) into the Hamiltonian, we find
HI =−
∑
k1−k4
∑
λ1−λ4
∑
σ,σ′
ψ†λ1,k1,σ′ ψ
†
λ2,k2,σ
ψλ3,k3,σ ψλ4,k4,σ′
1
N2
∑
n1−n4
e−ik1·Rn1 e−ik2·Rn2 eik3·Rn3 eik4·Rn4 Iint, (A19)
Iint =
1
2
∫
dr
∫
dr′
1
N
∑
q
uqe
iq·(r−r′)φ∗λ1 (r
′ −R1)φ∗λ2 (r −R2)φλ3 (r −R3)φλ4 (r′ −R4). (A20)
The space integral is estimated as follows,∫
dreiq·r φ∗λ2(r −R2)φ∗λ3 (r −R3) =eiq·R2
∫
dr′eiq·r
′
φ∗λ2(r
′)φ∗λ3 (r
′ −R3 +R2), (A21)
≈eiq·R2 δR3,R2 Bλ2,λ3(q), (A22)
Bλ,λ′(q) ≡
∫
dreiq·r φ∗λ(r)φλ′ (r) = B
∗
λ′,λ(−q). (A23)
Together with ∫
dre−iq·r φ∗λ1(r −R1)φλ4(r −R4) =eiq·R1δR1,R4 Bλ1,λ4(−q), (A24)
we find
HI =−
∑
k3,k4
∑
λ1−λ4
∑
σ,σ′
1
N
∑
q
ψ†λ1,k4−q,σ′ ψ
†
λ2,k3+q,σ
ψλ3,k3,σ ψλ4,k4,σ′ uq Bλ1,λ4(−q)Bλ2,λ3(q). (A25)
To derive the pairing Hamiltonian, we assume k = k3 = −k4, k′ = k3 + q = −k4 + q, and σ′ = σ¯. By considering
the short range interaction, we delete q dependence of uq. The results become
HI =− 1
2
1
N
∑
k,k′
∑
λ1−λ4
∑
σ
ψ†λ1,−k′,σ¯ ψ
†
λ2,k′,σ
ψλ3,k,σ ψλ4,−k,σ¯ uB
∗
λ4,λ1(k − k′)Bλ2,λ3(k − k′). (A26)
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We consider only the intraband pairing order parameter, which leads to λ1 = λ2 = λ and λ3 = λ4 = λ
′. The pairing
interaction between two electrons in the λ-th band is described by
gλ = uB
∗
λ,λ(k − k′)Bλ,λ(k − k′) (A27)
for λ = 1, 2. By the definition, gλ is a real number. The matrix elements
g12 =uB
∗
2,1(k − k′)B1,2(k − k′), g21 = uB∗1,2(k − k′)B2,1(k − k′) = g∗12. (A28)
represent the scattering of a Cooper pair at the first band to that at the second band. The last equation hold true
because k and k′ are running argument. Hereafter, we remove k − k′ dependence from g1, g2 and g12 for simplicity.
The two order parameters are defined by,
∆1 = g1
1
N
∑
k
〈ψ1,k,↑ ψ1,−k,↓〉, ∆2 = g2 1
N
∑
k
〈ψ2,k,↑ ψ2,−k,↓〉. (A29)
By decoupling the interaction Hamiltonian, we obtain the mean-field Hamiltonian,
HMFI =
(
∆∗1 +
g∗12
g2
∆∗2
)∑
k
ψ1,k,↑ ψ1,−k,↓ +
(
∆∗2 +
g12
g1
∆∗1
)∑
k
ψ2,k,↑ ψ2,−k,↓
+
(
∆1 +
g12
g2
∆2
)∑
k
ψ†1,−k,↓ ψ
†
1,k,↑ +
(
∆2 +
g∗12
g1
∆1
)∑
k
ψ†2,−k,↓ ψ
†
2,k,↑. (A30)
By combining the single-particle Hamiltonian in Eq. (A16) and the pairing Hamiltonian in Eq. (A30), the BCS
Hamiltonian for a two-band superconductor is given by
H0 =HN +HMFI , (A31)
=
∑
k
[ψ†1,k,↑, ψ
†
2,k,↑, ψ1,−k,↓, ψ2,−k,↓]


ξ1(k) ve
iθ ∆¯1 0
ve−iθ ξ2(k) 0 ∆¯2
∆¯∗1 0 −ξ1(k) −ve−iθ
0 ∆¯∗2 −veiθ −ξ2(k)




ψ1,k,↑
ψ2,k,↑
ψ†1,−k,↓
ψ†2,−k,↓

 , (A32)
∆¯1 =∆1 +
g12
g2
∆2, ∆¯2 = ∆2 +
g∗12
g1
∆1, (A33)
where we have assumed ξλ(k) = ξ
∗
l (−k). In the text, we represents the Hamiltonian in real space. Although we
defined the order parameters in Eq. (A29), the renormalized pair potentials in Eq. (A33) enter the Hamiltonian.
Therefore, ∆¯λ = |∆¯λ|eiϕλ determines the character of superconducting state.
The hybridization defined in Eq. (A17) is a complex number. The phase of hybridization is derived from Eq. (A13).
In this paper, we consider a simple case, where φ∗1(r)φ2(r) is decomposed into e
iθ × R12(r) with R12 being a real
function. Accordingly, Eq. (A23) is described by
B1,2(q) =
∫
dreiq·r R12(r)e
iθ, B∗2,1(q) =
∫
dre−iq·r R12(r)e
iθ. (A34)
As a consequence, we obtain g12 = |g12|e2iθ. The phase of hybridization and the phase of g12 are related to each
other. In addition, the phase of interband impurity potential must be eiθ. As we discuss in Sec. II A and II B, the
relation 2θ−ϕ1 +ϕ2 = 2πn should be satisfied to preserve time-reversal symmetry. Otherwise, the Gor’kov equation
and the gap equation do not have stable solutions.
Appendix B: Self-energy
The Green function in the presence of impurity potential is calculated within the second order perturbation expan-
sion with respect to the impurity potential,
Gˇ(r − r′) ≈Gˇ0(r − r′) +
∫
dr1Gˇ0(r − r1) Hˇimp(r1) Gˇ(r1 − r′)
+
∫
dr1
∫
dr2 Gˇ0(r − r1) Hˇimp(r1) Gˇ0(r1 − r2) Hˇimp(r2) Gˇ(r2 − r′). (B1)
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By using the properties of impurity potential in Eqs. (36) and (37), we obtain
Gˇ(r − r′) =Gˇ0(r − r′) + nimp v2imp
∫
dr1Gˇ0(r − r1) τˆ3 Gˇ0(0) τˆ3 Gˇ(r1 − r′)
+ nimp v
2
imp
∫
dr1Gˇ0(r − r1) ρˆ1 τˆ3 Gˇ0(0) ρˆ1 τˆ3 Gˇ(r1 − r′). (B2)
The second and the third terms are derived from the intraband impurity potential and the interband impurity potential
at θ = 0, respectively. The term proportional to ρˆ1τˆ3Gˇ0τˆ3 and that proportional to τˆ3Gˇ0ρˆ1τˆ3 do not appear because
the final state after applying the second order perturbation expansion should be identical to the initial state in the
Born approximation. By applying the Fourier transformation, the Green function becomes
Gˇ(k, ωn) =Gˇ0(k, ωn) + Gˇ0(k, ωn)
[
Σˇa + Σˇb
] Gˇ(k, ωn), (B3)
where the self-energy within the Born approximation are defined in Eqs. (41) and (43). Using the relation
Gˇ0(k, ωn)
−1 = iωn − Hˇ0(k), we reach Eq. (38).
For representing the impurities self-energy, the momentum summation of the Green functions is necessary,
1
Vvol
∑
k
Gˇ0(k, ωn) =
[
gˆ
(0)
ωn fˆ
(0)
ωn
{fˆ (0)ωn }∗ −{gˆ(0)ωn }∗
]
, (B4)
gˆ(0)ωn =
πN0
A0|ωn| (−iωn)A0ρˆ0, (B5)
fˆ (0)ωn =
πN0
A0|ωn|
[−A0∆+ρˆ0 + γv∆−ρˆ1 + ωnv∆−ρˆ2 − (A0 − v2)∆−ρˆ3] = 3∑
ν=0
〈fν〉ρˆν . (B6)
We calculate the summation of the Green function as
1
Vvol
∑
k
c0 + c2 ξ
2
ξ4 + 2ξ2(ω2n − γ2 − v2) +A20
= N0
∫ ∞
−∞
dξ
c0 + c2 ξ
2
ξ4 + 2ξ2(ω2n − γ2 − v2) +A20
=
πN0
2|ωn|A0 (c0 + c2A0) (B7)
where c0 and c2 are numerical constant, N0 is the density of states at the Fermi level, and A0 = ω
2
n + γ
2 + v2.
The self-energy due to the intraband impurity scattering does not change Tc. This conclusion can be confirmed by
using the identity,
γ2v2 − ωnω˜nv2 + (ω2n + γ2)(ω˜2n + γ2)
2τimp|ωn|(ω2n + v2 + γ2)
+ (ω˜2n + γ
2) = (A0 − v2) A˜
A0
ω˜n
ωn
. (B8)
Appendix C: Relation to pnictide superconductors
We briefly explain the relation between the mean-field Hamiltonian in this paper and superconductivity in pnictides.
The normal state Hamiltonian in pnictide is described in momentum space by
HN =
∑
k,σ
[d†x,k,σ, d
†
y,k,σ]
[
ǫx(k)− µ ǫxy(k)
ǫxy(k) ǫy(k)− µ
] [
dx,k,σ
dy,k,σ
]
, (C1)
where ǫx(k), ǫy(k), and ǫxy(k) represent the dispersion of two orbitals and the hybridization on the two-dimensional
tight-binding model. For example in Ref. 17, they are given by
ǫx(k) =− 2t1 cos kx − 2t2 cos ky − 4t3 cos kx cos ky, (C2)
ǫy(k) =− 2t2 cos kx − 2t1 cos ky − 4t3 cos kx cos ky, (C3)
ǫxy(k) =− 4t4 sin kx sin ky, (C4)
where t1 − t4 are the hopping amplitudes on the tight-binding lattice and are real numbers. Before turning into
superconducting state, we briefly mention the phase of hybridization. Putting a phase eipi/2 = i to the hybridization
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is described by a unitary transformation,
HN =
∑
k,σ
[d†x,k,σ, d
†
y,k,σ] uˆ2 uˆ
†
2
[
ǫx(k)− µ ǫxy(k)
ǫxy(k) ǫy(k)− µ
]
uˆ2 uˆ
†
2
[
dx,k,σ
dy,k,σ
]
, (C5)
=
∑
k,σ
[d†x,k,σ, i d
†
y,k,σ]
[
ǫx(k)− µ i ǫxy(k)
−i ǫxy(k) ǫy(k)− µ
] [
dx,k,σ
−i dy,k,σ
]
, (C6)
uˆ2 =diag[1, i]. (C7)
Therefore the phase eipi/2 does not play any roles in the normal state. It is clear that any physical values in the
normal state do not depend on this phase.
To describe superconducting state in the weak coupling theory, we assume the spatially uniform spin-singlet s-wave
pair potential in each band. Since ǫx(k) 6= ǫy(−k), spatially uniform interband pair potential is absent23. Thus we
define ∆x for ǫx orbital and ∆y for ǫy. The mean-field Hamiltonian becomes
HS =
∑
k
D†k


ǫx(k)− µ ǫxy(k) ∆x 0
ǫxy(k) ǫy(k)− µ 0 ∆y
∆x 0 −ǫx(−k) + µ −ǫxy(−k)
0 ∆y −ǫxy(−k) −ǫy(−k) + µ

Dk, (C8)
Dk =[dx,k,↑, dy,k,↑, d
†
x,−k,↓, d
†
y,−k,↓]
T, (C9)
where T means the transpose of the matrix. We consider the Hamiltonian in a partial Nambu space in which spin of
an electron is ↑ and that of a hole is ↓. As discussed in the text, the phase of the hybridization fixes the relative phase
of ∆x and ∆y in the presence of time-reversal symmetry. In Eq. (C8), we assume that ∆x and ∆y are real positive
numbers. The single particle Hamiltonian Eq. (C1) can be diagonalized as
[
ǫx(k)− µ ǫxy(k)
ǫxy(k) ǫy(k)− µ
]
uˆk = uˆk
[
ǫ1,k − µ 0
0 ǫ2,k − µ
]
, (C10)
by a unitary matrix uˆk with
uˆk =
[
αk βk
βk −αk
]
, αk =
√√√√√1
2

1 + ǫ−√
ǫ2− + ǫ
2
xy

, βk =
√√√√√1
2

1− ǫ−√
ǫ2− + ǫ
2
xy

 ǫxy(k)
|ǫxy(k)| , (C11)
ǫ± =
ǫx(k)± ǫy(k)
2
, ǫ1,k = ǫ+ +
√
ǫ2− + ǫ
2
xy, ǫ2,k = ǫ+ −
√
ǫ2− + ǫ
2
xy. (C12)
The Hamiltonian in superconducting state in Eq. (C8) can be transformed into
HS =
∑
k
D†k Uˇk Uˇ
†
k


ǫx(k)− µ ǫxy(k) ∆x 0
ǫxy(k) ǫy(k)− µ 0 ∆y
∆x 0 −ǫx(−k) + µ −ǫxy(−k)
0 ∆y −ǫxy(−k) −ǫy(−k) + µ

 Uˇk Uˇ †kDk, (C13)
=
∑
k
C†k


ǫ1,k − µ 0 ∆1 0
0 ǫ2,k − µ 0 ∆2
∆1 0 −ǫ1,−k + µ 0
0 ∆2 0 −ǫ2,−k + µ

Ck, (C14)
Ck =Uˇ
†
kDk,σ, (C15)
Uˇk =
[
uˆk 0
0 uˆ∗−k
]
,
[
∆1 0
0 ∆2
]
= uˆ†k
[
∆x 0
0 ∆y
]
uˆ∗−k. (C16)
We have assume that the pair potentials are band-diagonal even after the transformation. This assumption is justified
when ∆x = ∆y is satisfied. Because of the symmetric band structures between ǫx and ǫy, ∆x = ∆y can be a
reasonable condition. Under this condition, we also find ∆1 = ∆2. As shown in the previous papers
18,19, Tc in such
a symmetric superconductor is insensitive to the impurity concentration. This conclusion is derived not because the
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matrix Hamiltonian in Eq. (C14) with ∆1 = ∆2 seems to descrive s++ state but because the pair potentials are
symmetric ∆x = ∆y. To confirm the statement, we finally consider the unitary transformation described by a matrix
Uˇ4 =
[
uˆ2 0
0 uˆ∗2
]
= diag[1, i, 1,−i]. (C17)
The Hamiltonian is transformed into
HS =
∑
k
C†k Uˇ4 Uˇ
†
4


ǫ1,k − µ 0 ∆1 0
0 ǫ2,k − µ 0 ∆2
∆1 0 −ǫ1,k + µ 0
0 ∆2 0 −ǫ2,k + µ

 Uˇ4 Uˇ †4Ck, (C18)
=
∑
k
B†k


ǫ1,k − µ 0 ∆1 0
0 ǫ2,k − µ 0 −∆2
∆1 0 −ǫ1,k + µ 0
0 −∆2 0 −ǫ2,k + µ

Bk, (C19)
Bk =Uˇ
†
4 Ck. (C20)
The last matrix Hamiltonian with ∆1 = ∆2 seems to describe s+− state. The two matrix Hamiltonians in Eqs. (C14)
and (C19) are unitary equivalent to each other in the weak coupling theory. Therefore physical values derived from
Eqs. (C14) are equal to those from Eqs. (C19). The argument above is valid even when we replace i by eiθ in uˆ2.
When we assume two pair potentials ∆x and ∆y in the weak coupling theory, we immediately find that Eqs. (C14)
and (C19) are connected each other by the unitary transformation.
In a real material, a Cooper pair is formed by attractive electron-electron interactions which are mediated by
bosons. In the weak coupling theory, we usually integrate out such bosonic degree of freedom and define the pair
potentials. This approximation enables us to have a mean-field Hamiltonian only for electrons. When the boson state
is sensitive to the phase difference between the two order parameters, Eqs. (C14) and (C19) are not unitary equivalent
to each other. To confirm this story, however, an expression of the interaction kernel or the effective electron-boson
interaction Hamiltonian is necessary. The theory of superconductivity in this regime goes beyond the weak coupling
limit. A similar story is also possible when the phase difference between the two pair potentials couples to a gauge
field. But these issues are beyond the scope of this paper.
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