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Abstract – In this paper, we propose a determinis-
tic approach to the robust ﬁltering problem for a class
of uncertain nonlinear systems. Based on polynomial
Lyapunov functions and a relaxation technique, we de-
rive linear matrix inequalities conditions that minimize
an upper-bound on the ﬁnite horizon 2-norm of the es-
timation error for all admissible uncertainty and in-
put signals (including disturbances and measurement
noise). Through a simple redeﬁnition of the Lyapunov
matrix, we extended the results for the reduced-order
case without considering non-convex rank constraints.
Keywords: ﬁltering, estimation, nonlinear systems,
convex optimization.
1 Introduction
State estimation and ﬁltering play an important role
in systems and control theory, signal processing and in-
formation fusion. Basically, the ﬁltering problem con-
sists of estimating a function of the states of a dynami-
cal system from its (probably noise-corrupted) output.
Certainly, the most widely used state observer for lin-
ear systems is the well-known Kalman ﬁlter [1]. A key
point on the Kalman ﬁltering problem is the need of
an accurate model for the system and statistics of the
noises. When the model is subject to errors due to un-
certain parameters or even bad statistics data about
the noises the Kalman ﬁlter can lead to a poor state
estimation performance [2].
In many practical situations, the signal to be esti-
mated is modelled from a nonlinear map which has
led to the Extended Kalman Filter (EKF) [3]. The
EKF is derived from the standard Kalman ﬁlter by
means of successive linearizations of the nonlinear sys-
tem and this procedure generally yields satisfactory
results. However, when the higher order terms of the
Taylor’s series are signiﬁcant (not considered in the
linearization) and/or subject to uncertainties the EKF
can exhibit an erratic behavior, see e.g. [4] and refer-
ences therein. It turns out that several attempts are
carried out to overcome the aforementioned problem
such as the modiﬁed EKF in [5] and the robust EKF
in [6] without conclusive results [7].
On the other hand, the straight solution of stochas-
tic partial diﬀerential equations that arises from the
nonlinear ﬁltering problem are numerically intractable
for systems with more than a few states. In this sce-
nario, several researchers have proposed deterministic
techniques to the state estimation problem such as the
set membership approach and nonlinear H∞ ﬁltering
methods [8, 9, 10].
The purpose of this paper is to devise a convex ap-
proach to the nonlinear ﬁltering problem in a determin-
istic point of view. To this end, the nonlinear system
is modelled by means of rational diﬀerential-algebraic
equations and the input signals (disturbance and mea-
surement noise) have to satisfy an integral constraint
similarly to the work of Petersen and co-authors in
[1, 8]. Using polynomial Lyapunov functions and a
relaxation technique, we derive suﬃcient LMI (linear
matrix inequality) conditions leading to a full order
bilinear time-invariant ﬁlter with a guaranteed bound
on the ﬁnite horizon 2-norm of the estimation error
for all admissible uncertainty in an H∞-like setting.
Based on the full order case, we design a reduced-order
ﬁlter through a simple constraint on the structure of
the Lyapunov matrix avoiding non-convex rank con-
straints.
The rest of this paper is as follows. The problemof concern is stated in Section 2 and some preliminary
results regarding the design technique are introduced
in Section 3. The main results of this paper are pro-
posed in Sections 4 and 5 for the full- and reduced-
order cases, respectively. Some concluding remarks are
given in Section 6 ending the paper.
The notation used in this paper is standard. Rn
denotes the set of n-dimensional real vectors, Rn×m is
the set of n×m real matrices, In is the n×n identity
matrix, 0n×m is the n × m matrix of zeros, 0n is the
n×n matrix of zeros and diag{...} represents a block-
diagonal matrix. For a real matrix S, S
0
denotes its
transpose and S > 0 means that S is positive-deﬁnite.
For a symmetric block matrix, the symbol ? denotes
the transpose of the symmetric block outside the main
diagonal block. The time derivative of a function r(t)
will be denoted by ˙ r(t) and the argument (t) is often
omitted. For two polytopes B1 ⊂ Rn and B2 ⊂ Rm, the
notation B1 × B2 represents that (B1 × B2) ⊂ R(n+m)
is a meta-polytope obtained by the cartesian product,
and V(B1×B2) refers to the set of all vertices of B1×B2.
Matrix and vector dimensions are omitted whenever
they can be inferred from the context.
2 Problem Statement
Consider that a fusion information system is de-
scribed by means of the following diﬀerential equation:
˙ x(t) = a(x(t),δ) + b(x(t),δ,w1(t)),
y(t) = c(x(t),δ) + d(x(t),δ,w2(t)),
z(t) = h(x(t),δ), x(0) ∈ X0
(1)
where x(t) ∈ Rn denotes the state, δ ∈ Rnδ is a vector
of constant uncertain parameters, y(t) ∈ Rny is the
measurement output, z(t) ∈ Rnz is the signal to be es-
timated, x(0) is an unknown vector of initial conditions
but belonging to the following ellipsoidal set
X0 = {x : x0Ex ≤ 1}, (2)
with E = E0 > 0 being a given constant matrix, and
w1 ∈ Rn1,w2 ∈ Rn2 are respectively the disturbance
input and measurement noise satisfying the following
integral constraint:
Z T
0
(w0
1W1w1 + w0
2W2w2)dt ≤ 1, ∀ T ≥ 0, (3)
for some given weighting symmetric matrices W1 > 0
and W2 > 0.
Hereafter, we say that a set W is an admissible set of
input signals w(t) (including the disturbance and noise
inputs) if the pair (w1,w2) satisﬁes (3), i.e.
W , {w : (3) }, w =

w1
w2

. (4)
In order to assure that the mathematical model de-
ﬁned in (1) is well behaved, we require the following
assumptions:
A1 The uncertain parameters lie in a given polytope
∆, i.e. δ ∈ ∆.
A2 The vector functions a(x,δ), b(x,δ,w1), c(x,δ),
d(x,δ,w2) and h(x,δ) are continuous on their ar-
guments and bounded for all x,λ,w1 and w2 of
interest.
A3 System (1) is regionally exponentially stable for
all x(0) ∈ X0, δ ∈ ∆ and w ∈ W, where W is an
admissible set.
A4 The origin of the unforced system (1) is an equi-
librium point, i.e. a(0,δ) + b(0,δ,0) = 0.
Basically, in this paper, we will address the problem
of designing a bilinear ﬁlter which provides an estimate
ˆ z of z with a guaranteed performance for all δ ∈ ∆ and
w ∈ W. In particular, consider the following asymp-
totically stable ﬁlter of order nf ≤ n:
˙ ˆ x = Afˆ x + Bf(ˆ x)y, ˆ x(0) = 0
ˆ z = Cf(ˆ x)ˆ x
(5)
where ˆ x ∈ Rnf is the ﬁlter state, and Af ∈ Rnf×nf
(constant matrix) and Bf(ˆ x) ∈ Rnf×ny, Cf(ˆ x) ∈
Rnz×nf (aﬃne matrix functions of ˆ x) are the decision
variables to be determined.
The interconnected system (1) and (5) can be rep-
resented in the following augmented space:
˙ xa(t) =

a(x,δ) + b(x,δ,w1)
Bf(ˆ x)(c(x,δ) + d(x,δ,w2)) + Afˆ x

e(t) = h(x,δ) − Cf(ˆ x)ˆ x
(6)
where e(t) , z(t) − ˆ z(t) is the estimation error and
xa = [ x0 ˆ x0 ]0 is the augmented state.
In addition, the following performance will be re-
quired for the ﬁlter design:
ke(t)k2
2,[0,T] ≤ λ, ∀ x(0) ∈ X0,δ ∈ ∆,w ∈ W, (7)
where λ is the desired performance level and
ke(t)k2,[0,T] stands for the usual ﬁnite horizon 2-norm
of the error signal, i.e.
ke(t)k2
2,[0,T] =
Z T
0
e(t)0e(t)dt, ∀ T ≥ 0.
Now, we are ready to state the problem of concern
in this paper as indicated bellow:
Problem 1 Determine in a numerical tractable man-
ner a bilinear ﬁlter that provides an estimate ˆ z of z with
a guaranteed cost on the estimation error e = z − ˆ z as
speciﬁed in (7).
We end this section introducing the following lemma
(a straightforward application of the Lyapunov theory
[11]) which will provide the foundation of our ﬁlter
design:Lemma 1 Consider system (6) with A1-A4. Let λ
be a given positive scalar. Suppose there exist positive
scalars 1,2 and a continuously diﬀerentiable function
V : X0×∆×Rnf 7→ R satisfying the following inequal-
ities:
1x0
axa ≤ V (x,δ, ˆ x) ≤ 2x0
axa, (8)
˙ V (x,δ, ˆ x) + 2
λe0e − w0

W1 0
0 W2

w < 0, (9)
x0Ex − V (x,δ,0) ≥ 0 (10)
for all (x,δ, ˆ x) ∈ X0 × ∆ × Rnf.
Then, the origin of the unforced system (1), w1 ≡ 0,
is exponentially stable in X0 for all δ ∈ ∆. Moreover,
the error signal satisﬁes the performance criterion de-
ﬁned in (7) for all t ∈ [0,T].
Proof. The stability of the unforced system follows
straightforwardly from [11]. Now, integrating (9) from
0 to T and considering the notation V (t0) = V (x,δ, ˆ x)
for t = t0 yields:
V (T)−V (0)+
Z T
0

2
λ
e0e − w0
1W1w1 − w0
2W2w2

dt < 0
¿From (10), we get V (x,δ,0) ≤ 1 for all x(0) ∈ X0 and
all δ ∈ ∆. Then, taking into account (3) the above
inequality implies that
kek2
2,[0,T] ≤
λ
2
 
V (0) +
Z T
0
(w0
1W1w1 + w0
2W2w2)dt
!
or, in other words, the ﬁnite horizon 2-norm of the
error signal satisﬁes (7) for all T ≥ 0 and t ∈ [0,T]. 2
3 Preliminary Results
The basic idea used in this paper for solving Prob-
lem 1 is to transform the conditions of Lemma 1 into a
set of LMIs and then apply interior point method algo-
rithms [12]. To this end, we introduce in the following
a pseudo linear diﬀerential-algebraic representation of
system (1) and the class of Lyapunov functions to be
considered throughout this paper. We end this sec-
tion analyzing the performance of augmented-system
(6) for given ﬁlter matrices.
3.1 System Model Representation
Assume that system (1) can be described by means
of the following diﬀerential-algebraic representation:

    
    
˙ x = A1x + A2π + B1w + B2φ,
y = C1x + C2π + D1w + D2φ,
z = H1x + H2π,
0 = Π1(x,δ)x + Π2(x,δ)π
0 = Φ1(x,δ)w + Φ2(x,δ)φ
(11)
where π ∈ Rm,φ ∈ Rp are nonlinear vector func-
tions of (x,δ) such that the above representation
is linear with respect to (x,π,w,φ); w ∈ Rnw
(nw = n1 + n2) is the input signal as deﬁned in
(4); A1,A2,B1,B2,C1,C2,D1,D2,H1,H2 are constant
matrices with appropriate dimensions; and Π1(x,δ) ∈
Rq×n,Π2(x,δ) ∈ Rq×m,Φ1(x,δ) ∈ Rr×nw,Φ2(x,δ) ∈
Rr×p are aﬃne matrix functions of (x,δ) deﬁning the
relationship among x and π, and w and φ, respectively.
To simplify the notation, we may represent the ma-
trices Π1(x,δ),Π2(x,δ),Φ1(x,δ) and Φ2(x,δ) without
their respective dependence on x(t) and δ.
With respect to the above system representation, we
further assume that:
A5 The matrices Π2 and Φ2 have column full rank for
all x and δ of interest.
The above assumption implies that π and φ can
be eliminated from (11) recovering the original system
representation in (1) through the following equalities:
π = −Π0
2 (Π0
2Π2)
−1 Π1x,
φ = −Φ0
2 (Φ0
2Φ2)
−1 Φ1w.
It turns out that a broad class of nonlinear systems
can be represented as in (11) such as the class of ratio-
nal systems. Indeed, we can handle some trigonometric
nonlinearities by deﬁning auxiliary diﬀerential and al-
gebraic variables and even consider sector bound non-
linearities by means of the circle criterion. The reader
is referred to [13, 14, 15] for examples about the afore-
mentioned model representation.
3.2 Lyapunov Function Candidate
Consider the following class of Lyapunov functions:
V (x,δ, ˆ x) =

x
ˆ x
0 
P(x,δ) P3
P0
3 P4

x
ˆ x

,
P(x,δ) =

Θ(x,δ)
In
0
P

Θ(x,δ)
In
 (12)
where Θ(x,δ) ∈ Rl×n is a given aﬃne matrix func-
tion of (x,δ), and P,P3,P4 are constant matrices to be
determined with appropriate dimensions. In addition,
consider the following partition for the matrix P:
P =

P2 P0
1
P1 P0

(13)
with P0 ∈ Rn×n,P1 ∈ Rn×l and P2 ∈ Rl×l.
For convenience, deﬁne the following auxiliary vec-
tors:
ζ =

ζ1
x

and ζ1 = Θ(x,δ)x. (14)
Then, the Lyapunov function can be equivalently
represented by
V (x,δ, ˆ x) =


ζ1
x
ˆ x


0 

P2 P0
1 0
P1 P0 P3
0 P0
3 P4




ζ1
x
ˆ x

, (15)and its time-derivative by
˙ V (x,δ, ˆ x) = 2


˙ ζ1
˙ x
˙ ˆ x


0 

P2 P0
1 0
P1 P0 P3
0 P0
3 P4




ζ1
x
ˆ x

.
(16)
From above, note that we have to compute the term
˙ ζ1. As Θ(x,δ) is aﬃne in (x,δ) by assumption, consider
the following deﬁnition:
Θ(x,δ) =
n X
i=1
Rixi +
nδ X
i=1
Siδi + U (17)
where xi, δi are respectively the elements of x and δ,
Ri (for i = 1,...,n), Si (for i = 1,...,nδ) and U are
constant matrices with the same dimensions of Θ(x,δ).
Taking into account (14) and (17), the time-
derivative of ζ1 is as follows:
˙ ζ1 =
n X
i=1
Ri ˙ xix + Θ(x,δ)˙ x =

˜ Θ(x) + Θ(x,δ)

˙ x
where ˜ Θ(x) is given by:
˜ Θ(x) =
n X
i=1
Rixri, (18)
with ri denoting the i-th row of the identity matrix In.
To simplify the notation, we hereafter may represent
the matrices Θ(x,δ) and ˜ Θ(x) without their respective
dependence on x and δ.
Considering the above analysis and (11), we get for
˙ V (x,δ, ˆ x) the following:
˙ V (ζ, ˆ x) = ξ0



 

Q11 Q12 Q13 Q14 Q15
? 0 Q23 0 0
? ? Q33 Q34 Q35
? 0 ? 0 0
? 0 ? 0 0



 

ξ (19)
where ξ0 = [ ζ0 π0 ˆ x0 w0 φ0 ] and
Q11 = A0
a1P + PAa1 +


0 0
0

P3Bf(ˆ x)C1+
C0
1B0
f(ˆ x)P0
3


,
Q12 = PAa2 +

0
P3Bf(ˆ x)C2

,
Q13 =

0
A0
1P3 + C0
1B0
f(ˆ x)P4 + P3Af

,
Q14 = PBa1 +

0
P3Bf(ˆ x)D1

,
Q15 = PBa2 +

0
P3Bf(ˆ x)D2

,
Q23 = A0
2P3 + C0
2B0
f(ˆ x)P4, Q33 = A0
fP4 + P4Af,
Q34 = P0
3B1 + P4Bf(ˆ x)D1,Q35 = P0
3B2 + P4Bf(ˆ x)D2,
Aa1 =

0 (Θ + ˜ Θ)A1
0 A1

, Aa2 =

(Θ + ˜ Θ)A2
A2

,
Ba1 =

(Θ + ˜ Θ)B1
B1

, Ba2 =

(Θ + ˜ Θ)B2
B2

.
3.3 Performance Analysis
The expressions of V (x,δ, ˆ x) and ˙ V (x,δ, ˆ x) as de-
ﬁned in (15) and (19), respectively, are aﬃne functions
of the auxiliary vectors ζ and ξ. These vectors can be
deﬁned by means of the following equality constraints:

Il −Θ

ζ = 0,

Πa1 Π2 0 0 0
0 0 0 Φ1 Φ2

ξ = 0.
where Πa1 = [ 0q×l Π1 ].
Also, a representation ˙ x = f(x) = A1x + A2π with
Π1x + Π2π = 0 of nonlinear systems (we are omitting
the uncertainty and other terms to simplify the discus-
sion) is not unique. As a consequence, diﬀerent choices
for A1,A2,Π1 and Π2 may lead to a poor performance
estimation [14].
Furthermore, it is well-known that the test of state-
dependent LMIs may be quite conservative [13]. To
make this point clear, consider the following state-
dependent LMI:
σ0T (σ)σ > 0, ∀ σ ∈ Σ,
where σ ∈ Rnσ is a generic parameter, T (σ) is a sym-
metric aﬃne matrix function of σ and Σ is a polytope
with known vertices. We may check the above condi-
tion as follows:
T (σ) > 0, ∀ σ ∈ V(Σ).
However, the above is conservative since it implies that
ρ0T (σ)ρ > 0, ∀ (σ,ρ) ∈ Σ × Rnσ.
One possible solution to the above sources of con-
servativeness is the notion of Linear Annihilators [16].
A matrix N(x) is called a linear Annihilator of x if
N(x)x = 0 and N(x) is a linear function of x. Using
the well-known Finsler’s lemma [17], we can associ-
ated multipliers to the aforementioned equality con-
straints adding free variables to the problem (a similar
approach has been presented in [18]). For example, the
positiveness of x0P(x,δ)x in (15) taking into account
N(x)x = 0 and [ Il −Θ ]ζ = 0 can be checked by
the following LMI:
P + L

0 N(x)
Il −Θ(x,δ)

+

0 N(x)
Il −Θ(x,δ)
0
L0 > 0
for all (x,δ) ∈ X0 × ∆, where L is a free multiplier to
be determined.
In order to apply the performance conditions in
Lemma 1 in a numerical tractable manner, we need
polytopic bounding sets X for X0 and ˆ X for Rnf. In
this way, we will require that the conditions of Lemma
1 hold for all (x, ˆ x) ∈ V(X × ˆ X) instead of X0 × Rnf.
Hence, we want to choose X reasonably close to X0 to
reduce the conservativeness but having a small num-
ber of vertices so the resulting conditions are easy tocheck. A possible manner to achieve a good compro-
mise between conservativeness and computational ef-
fort is to deﬁne the size of the bounding set X taking
into account the region {x : x0Ex ≤ 1}, and for ˆ X we
can deﬁne its shape and use a parameter to control
its size. This parameter can be then adjusted through
iterations to obtain an optimal size. But for the discus-
sion in the sequel, we assume that the bounding sets
X and ˆ X are given.
Now, we are ready to present suﬃcient LMI condi-
tions for analyzing the performance of system (6) as
indicated bellow.
Theorem 1 Consider system (6) and the representa-
tion in (11) with A1-A5 for given ﬁlter matrices. Let
Θ(x,δ) be a given aﬃne matrix function of (x,δ). Let
X, ˆ X and ∆ be given polytopes. Also, consider the aux-
iliary notation deﬁned in (18) and (19). Further de-
ﬁne:
N(x) =





x2 −x1 0 ··· 0
0 x3 −x2 ··· 0
. . .
. . .
. . .
. . .
. . .
0 ··· 0 xn −xn−1





,
Ha1 =

0nz×l H1

, Λ =

Il −Θ

,
W =

W1 0
0 W2

, Πa =

0q×l Π1
0 N(x)

.
(20)
Suppose the matrices Pi,Fi (for i = 1,...,4), Gi (for
i = 1,...,6) and Lij (for i = 1,...,5 and j = 1,2,3)
and the positive scalar λ are a solution to the following
optimization problem where the LMIs are constructed
at V(X × ∆ × ˆ X).
min λ subject to: P0 = P0
0,P2 = P0
2,P4 = P0
4,


ψ1(P2,G4) ? ?
ψ2(P1,G5,G1,G4) ψ3(P0,G2,G5) ?
G6 ψ4(P3,G3,G6) P4

 > 0 (21)

−ψ1(P2,F4) ?
−ψ2(P1,F4,F1,F2) E − ψ3(P0,F3,F4)

≥ 0 (22)


 

 


J11 J12 J13 J14 J15 H0
a1
? J22 J23 J24 J25 H0
2
? ? J33 J34 J35 −C0
f(ˆ x)
? ? ? J44 J45 0
? ? ? ? J55 0
? ? ? ? ? −
λInz
2


 

 


< 0 (23)
where ψ1(P2,K) = P2 + K + K0, ψ2(P1,K,N,M) =
P1 + K + N 0(x)N0 − Θ0M0, ψ3(P0,K,N) = P0 +
KN(x) + N 0(x)K0 − NΘ − Θ0N0, ψ4(P3,K,N) =
P0
3 + KN(x) − NΘ, J11 = Q11 + L11Λ + Λ0L0
11 +
L12Πa + Π0
aL0
12, J12 = Q12 + L12Π2 + Λ0L0
21 + Π0
aL0
22,
J13 = Q13 + Λ0L0
31 + Π0
aL0
33, J14 = Q14 + L13Φ1 +
Λ0L0
41 + Π0
aL0
42, J15 = Q15 + L13Φ2 + Λ0L0
51 + Π0
aL0
52,
J22 = L22Π2 + Π0
2L0
22, J23 = Q23 + Π0
2L0
32, J24 =
L23Φ1 + Π0
2L0
42, J25 = L23Φ2 + Π0
2L0
52, J33 = Q33,
J34 = Q34 + L33Φ1, J35 = L33Φ2, J44 = L43Φ1 +
Φ0
1L0
43 −W, J45 = L43Φ2 + Φ0
1L0
53 and J55 = L53Φ2 +
Φ0
2L0
53.
Then, system (6) is exponentially stable in X0 for
all δ ∈ ∆ and w ∈ W. Moreover, the ﬁnite horizon
2-norm of the error signal satisﬁes (7) for all ˆ x ∈ ˆ X.
Proof. Suppose the LMIs (21), (22) and (23) are
satisﬁed at V(X × ∆ × ˆ X. Then, by convexity, they
are also satisﬁed for all (x,δ, ˆ x) ∈ X × ∆ × ˆ X. Con-
sider system (6), the representation (11), the Lya-
punov function candidate in (12), the auxiliary vectors
ζ and ζ1 in (14), and deﬁne a matrix Ψ and such that
Ψ[ ζ
0
ˆ x
0
]
0
= xa, e.g. Ψ = [ 0n×l In Inf ]. For
convenience, let us rewrite the LMI (21) as follows:


P2 P
0
1 0
P1 P0 P3
0 P
0
3 P4

 + [Gij]

0 N(x) 0
Il −Θ 0

+


0 Il
N 0(x) −Θ0
0 0

[Gij]0 > 0
and represent the above by Γa > 0. Since Γa is strict
and for some suﬃcient small positive scalar 1, it is
possible to add the term −1Ψ
0
Ψ to Γa > 0 without
changing its signal, i.e. the condition Γa−1Ψ
0
Ψ ≥ 0 is
still satisﬁed. Pre- and post-multiplying Γa−1Ψ
0
Ψ ≥
0 by [ ζ
0
ˆ x
0
] and its transpose respectively leads to:
V (xa,δ) = x0
a

P(x,δ) P3
P
0
3 P4

xa ≥ 1x0
axa, (24)
for all (x,δ, ˆ x) ∈ X × ∆ × ˆ X.
Keeping in mind that x,δ are bounded and P,P4
are constant matrices, there exist suﬃcient large pos-
itive scalars µa and µb such that µaIn ≥ P(x,δ) and
µbInf ≥ P4. Deﬁning 2 = max {λa,λb}, it follows
that:
V (xa,δ) = x0
a

P(x,δ) P3
P
0
3 P4

xa ≤ 2x0
axa, (25)
for all (x,δ, ˆ x) ∈ X × ∆ × ˆ X.
Now, consider LMI (23). Applying Schur comple-
ment to it leads to:

 



J11 J12 J13 J14 J15
? J22 J23 J24 J25
? ? J33 J34 J35
? ? ? J44 J45
? ? ? ? J55

 



+ 2λ−1

 



H0
a1
H0
2
−C0
f(ˆ x)
0
0

 




Ha1 H2 −Cf(ˆ x) 0 0

< 0
Pre- and post-multiplying the above LMI by ξ0 =
[ ζ
0
π
0
ˆ x
0
w
0
φ
0
] and its transpose respectively
yields:
˙ V (xa,δ) +
2e0e
λ
− w0Ww < 0, (26)for all (x,δ, ˆ x) ∈ X × ∆ × ˆ X, since by construction
Λζ = 0, Πaζ + Π2π = 0 and Φ1w + Φ2φ = 0.
Finally, consider LMI (23). Pre- and post-
multiplying it by ζ0 and ζ, respectively, yields:
x0Ex − V (x,δ,0) ≥ 0, ∀ (x,δ) ∈ X × ∆. (27)
¿From Lemma 1, the conditions (24), (25), (26) and
(27) imply that system (6) is exponentially stable in
X0. Moreover, ke(t)k2
2,[0,T] ≤ λ for all ˆ x ∈ ˆ X. 2
4 Full Order Filter Design
This section proposes a convex solution based on
Theorem 1 to Problem 1 for the full order case, i.e.
nf = n. Notice that a straight application of Theo-
rem 1 for ﬁlter design leads to bilinear matrix inequali-
ties (BMIs) [19]. However, using the parameterization
proposed in [20] and [21] for LPV (linear parameter
varying) systems we can transform these BMI condi-
tions into a set of LMIs for synthesis purpose.
The basic idea is to pre- and post-multiply the ma-
trix inequalities (21) and (22) by appropriate matrices
and then redeﬁne some multipliers. In particular, we
pre- and post-multiply (21) by matrices Qa and Q0
a re-
spectively and (22) by Qb and Q0
b respectively, where
these matrices are given by:
Qa = diag{In+l,P3P
−1
4 },
Qb = diag{In+l+m,P3P
−1
4 ,Inw+p+nz}.
(28)
Also, note from Theorem 1 that P3P
−1
4 is nonsingu-
lar and then the matrices Qa and Qb are well deﬁned.
In the sequel, we state the main result of this paper
where is proposed a convex solution to the ﬁlter design
problem with full order.
Theorem 2 Consider system (6) with A1-A4, the
representation (11) with A5 and the notation used
in Theorem 1. Let X, ∆ and ˆ X be given polytopes.
Suppose the matrices Pi (for i = 0,1,2), Fi,Gi (for
i = 1,...,4), Lij (for i = 1,2,4,5 and j = 1,2,3),
Mi (for i = 1,...,6) and Ni (for i = 1,2,3) and the
positive scalar λ are a solution to the following opti-
mization problem where the LMIs are constructed at
V(X × ∆ × ˆ X):
min λ : P0 = P0
0,P2 = P0
2,M2 = M0
2,(22), and


ψ1(P2,G1) ? ?
ψ2(P1,G2,G3,G1) ψ3(P0,G4,G2) ?
M5 ψ4(M2,M6,M5) M2

 > 0
(29)



 
 



ˆ J11 ˆ J12 ˆ J13 ˆ J14 ˆ J15 H
0
a1
? J22 ˆ J23 J24 J25 H
0
2
? ? ˆ J33 ˆ J34 ˆ J35 M4(ˆ x)
? ? ? J44 J45 0
? ? ? ? J55 0
? ? ? ? ? −
λInz
2


 

 



< 0 (30)
where ˆ J11 = A0
a1P + PAa1 + L11Λ + Λ0L0
11 + L12Πa +
Π0
aL0
12 +

0 0
0 C0
1M0
1(ˆ x) + M1(ˆ x)C1

, ˆ J12 = PAa2 +
L12Π2 + Λ0L21
0 + Πa
0L22
0 +

0
M1(ˆ x)C2

, ˆ J13 =
Λ0N1 + Πa
0N2 +

0
A1
0M2 + C1
0M0
1(ˆ x) + M3

, ˆ J14 =
PBa1 + L13Φ1 + Λ0L41
0 + Πa
0L42
0 +

0
M1(ˆ x)D1

,
ˆ J15 = PBa2+L13Φ2+Λ0L51
0+Πa
0L52
0+

0
M1(ˆ x)D2

,
ˆ J23 = A2
0M2 + C2
0M0
1(ˆ x) + Π2
0N2, ˆ J33 = M3
0 + M3,
ˆ J34 = M2B1 + M1(ˆ x)D1 + N3Φ1, ˆ J35 = M2B2 +
M1(ˆ x)D2 +N3Φ2, with M1(ˆ x),M4(ˆ x) being aﬃne ma-
trix functions of ˆ x.
Then, augmented system (6) with the following ﬁlter
matrices is exponentially stable in X0:
Af = P
−1
3 M3M
−1
2 P3, Bf(ˆ x) = P
−1
3 M1(ˆ x),
and Cf(ˆ x) = −M0
4(ˆ x)M
−1
2 P3,
(31)
where P3 is any nonsingular matrix. Moreover, the
ﬁnite horizon 2-norm of estimation error e(t) = z(t)−
ˆ z(t) satisﬁes (7) for all ˆ x ∈ ˆ X.
Proof. Consider the proof of Theorem 1 and the
deﬁnition of the matrices Qa and Qb in (28). Suppose
there is a solution to Theorem 2 and deﬁne the matrices
Mi and Ni as:
M1 = P3Bf, M2 = P3P
−1
4 P3
0,
M3 = P3AfP
−1
4 P3
0, M4 = −P3P
−1
4 Cf
0,
M5 = P3P
−1
4 G6, M6 = P3P
−1
4 G3,
N1 = L31
0P
−1
4 P3
0,N2 = L32
0P
−1
4 P3
0,
N3 = P3P
−1
4 L33.
(32)
For convenience, deﬁne the LMIs (21) and (23) in The-
orem 1 by Γa > 0 and Γb < 0 respectively. Considering
(32), we can recast the LMIs (29) and (30) respectively
by:
QaΓaQ0
a > 0, QbΓbQ0
b < 0.
Then, Theorem 1 is also satisﬁed. Consequently, the
condition (7) on the ﬁnite horizon 2-norm of e(t) in
augmented system (6) holds. Finally, from (32) we
have that Af = (P3)−1M3M
−1
2 P3, Bf = (P3)−1M1
and Cf = −M4
0M
−1
2 P3 (since P3 and P4 are nonsin-
gular). 2
Remark 1 Because of the parameterization used for
the ﬁlter design the choice of P3 is completely free.
Hence, without loss of generality we can set P3 = In
leading to Af = M3M
−1
2 , Bf = M1 and Cf =
−M
0
4M2.
5 Reduced Order Filter Design
This section extends the result obtained in previous
section for bilinear ﬁlters with reduced-order, i.e. thecase where nf is smaller than the system order n. In
general, the design of reduced-order controllers (includ-
ing the ﬁlter design) can be formulate as LMI problems
with an additional rank constraint condition [22]. To
avoid this non-convex condition, we will consider the
following structure for the matrix P3 ∈ Rn×nf:
P3 =

P5
0

, P5 ∈ Rnf×nf. (33)
with P5 being any nonsingular matrix.
With above deﬁnition, we modify the matrices Qa
and Qb to the following:
Qa = diag{In+l,P5P
−1
4 },
Qb = diag{In+l+m,P5P
−1
4 ,Inw+p+nz}.
(34)
Then, we get the following result for reduced order
ﬁlter design through the same procedure of previous
section.
Theorem 3 Consider system (6) with A1-A4, the
representation (11) with A5 and the notation used in
Theorems 1 and 2. Let X, ∆ and ˆ X be given poly-
topes. Suppose the matrices Pi (for i = 0,1,2), Gi,Fi
(for i = 1,...,4), Lij (for i = 1,2,4,5 and j = 1,2,3),
Mi (for i = 1,...,6) and Ni (for i = 1,2,3) with ap-
propriate dimensions and the positive scalar λ are a
solution to the following optimization problem where
the LMIs are constructed at V(X × ∆ × ˆ X):
min λ : P0 = P0
0,P2 = P0
2,M2 = M0
2, (22) and


ψ1(P2,G1) ? ?
ψ2(P1,G2,G3,G1) ψ3(P0,G4,G2) ?
M5 ψ4( ¯ M2,M6,M5) M2

 > 0
(35)


 

 



¯ J11 ¯ J12 ¯ J13 ¯ J14 ¯ J15 H
0
a1
? J22 ¯ J23 J24 J25 H
0
2
? ? ˆ J33 ¯ J34 ¯ J35 M4(ˆ x)
? ? ? J44 J45 0
? ? ? ? J55 0
? ? ? ? ? −
λInz
2


 
 

 

< 0 (36)
where ¯ J11 = A0
a1P + PAa1 + L11Λ + Λ0L0
11 +
L12Πa + Π0
aL0
12 +

0 0
0 C0
1 ¯ M0
1 + ¯ M1C1

, ¯ J12 =
PAa2 + L12Π2 + Λ0L0
21 + Π0
aL0
22 +

0
¯ M1C2

, ¯ J13 =
Λ0N1 + Π0
aN2 +

0
A0
1 ¯ M2 + C0
1M0
1(ˆ x) + ¯ M3

, ¯ J14 =
PBa1 + L13Φ1 + Λ0L0
41 + Π0
aL0
42 +

0
¯ M1D1

, ¯ J15 =
PBa2 + L13Φ2 + Λ0L0
51 + Π0
aL0
52 +

0
¯ M1D2

, ¯ J23 =
A0
2 ¯ M2 + C0
2M0
1(ˆ x) + Π0
2N2, ¯ J34 = ¯ M0
2B1 + M1(ˆ x)D1 +
N3Φ1, ¯ J35 = ¯ M0
2B2 + M1(ˆ x)D2 + N3Φ2, ¯ M0
1 =
[ M0
1(ˆ x) 0ny×(n−nf) ], ¯ M0
2 = [ M0
2 0nf×(n−nf) ],
¯ M0
3 = [ M0
3 0nf×(n−nf) ], with M1(ˆ x),M4(ˆ x) being
aﬃne matrix functions of ˆ x.
Then, augmented-system (6) with the matrices bel-
low is exponentially stable in X0.
Af = P
−1
5 M3M
−1
2 P5, Bf(ˆ x) = P
−1
5 M1(ˆ x),
and Cf(ˆ x) = −M0
4(ˆ x)M
−1
2 P5,
(37)
for any P5 nonsingular. Moreover, ke(t)k2
2,[0,T] satis-
ﬁes (7) for all ˆ x ∈ ˆ X.
Proof. The proof of this theorem is straightforward
from the proof of Theorem 2 considering: (i) P3 and
P5 as deﬁned in (33), and (ii) the structure of ¯ M1, ¯ M2
and ¯ M3 in Theorem 3. 2
6 Conclusions
This paper have proposed an LMI approach to the
guaranteed cost ﬁltering problem for a class of uncer-
tain nonlinear systems by means of polynomial Lya-
punov functions. The contribution of this paper is
twofold: (i) we have derived LMI conditions for de-
signing guaranteed cost bilinear ﬁlters with full-order
through the parametrization used for LPV systems
[20, 21]; and (ii) extended this result for the reduced-
order case without considering (non-convex) rank con-
straints. Future research will be concentrated on the
discrete-time case.
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