We review some basic notions and results of white noise analysis that are used in the construction of the Feynman integrand as a generalized white noise functional. We show that the Feynman integrand for the time-dependent harmonic oscillator in an external potential is a Hida distribution.
Introduction
Path integrals are a useful tool in many branches of theoretical physics including quantum mechanics, quantum eld theory and polymer physics. We are interested in a rigorous treatment of such path integrals. As our basic example we think of a quantum mechanical particle.
On one hand it is possible to represent solutions of the heat equation by a path integral representation, based on the Wiener measure in a mathematically rigorous way. This is stated by the famous Feynman-Kac formula. On the other hand there have been a lot of attempts to write solutions of the Schr odinger equation as a Feynman (path) integral in a useful mathematical sense. The methods are always more involved and less direct than in the Euclidean (i.e. Feynman-Kac) case. Among them are analytic continuation, limits of nite dimensional approximations and Fourier transform. Instead of enumerating a comprehensive list of publications on theories concerned with Feynman integrals we refer to the method proposed by AHK76]. An illustrative theory has been developed there by using Fresnel integrals, and, additionally, they provide a recommendable list of supplementary references.
Here we have chosen a white noise approach.
White noise analysis is a mathematical framework which o ers various generalizations of concepts known from nite dimensional analysis, among them are di erential operators and Fourier transform. Although we will give a brief introduction to white noise calculus in Section 2 the reader unfamiliar with this topic is recommended to the monographs BeKo88], HKPS93 The idea of realizing Feynman integrals within the white noise framework goes back to HS83]. The \average over all paths" is performed with a Hida distribution as the weight (instead of a measure). The existence of such Hida distributions corresponding to Feynman integrands has been established in FPS91]. In KS92] Khandekar and Streit moved beyond the existence theorem by giving an explicit construction for a large class of potentials including singular ones. Basically they constructed a strong Dyson series for the Feynman integrand in the space of Hida distributions. This approach only works for one space dimension. Their construction was generalized to (one dimensional) time-dependent potentials of non-compact support in LLSW93].
In CDLSW95] those ideas have been carried over to perturbations of the harmonic oscillator. Hence, instead of constructing a Dyson series around the free particle Feynman integrand they expand around the Feynman integrand of the harmonic oscillator as obtained in FPS91] . The external potentials to which the oscillator is submitted correspond to the wide class of timedependent singular potentials treated in LLSW93].
Here we expand the considerations of CDLSW95] to oscillators with timedependent mass and frequency. Starting from the associated Lagrangians we use the formulas derived in KL86] in order to calculate the corresponding Feynman propagators. There the polygonal approach has been applied in order to integrate \over all paths". Then we integrate this propagator into the frame of white noise analysis and in Theorem 10 we show that the associated Feynman integrand is a Hida distribution. As a nal result, we proved in Theorem 13 that the Feynman integrand for the time-dependent harmonic oscillator which is submitted to the same class of potentials as in LLSW93] exists again a Hida distribution.
For example, the associated propagators enable us to study quantum mechanics of damped oscillators in a particular form of the time-dependent mass and frequency. This is treated detailed in Example 9.
In AHK76, Chap. 5] the path integral of the harmonic oscillator is de ned within the theory of Fresnel integrals. Compared to our ansatz this procedure has the advantage of being manifestly independent of the space dimension. Despite the lack of a generalization to higher dimensional quantum systems our construction has some interesting features:
The admissible potentials may be very singular. We are not restricted to smooth initial wave functions and may thus study the propagator directly. Instead of giving a meaning to the Feynman integral we de ne the Feynman integrand as a Hida distribution. By taking expectation we get the propagator. On the other hand one may now use the toolbox of white noise analysis and apply di erential operators to derive variational relations or Ehrenfest's theorem, see HKPS93 This theorem is also valid for S-transform.
As a second application we consider a theorem which concerns the integration of a family of generalized functionals. 
Again the same theorem holds for the S-transform. (1)
If the mapping 7 ! T (f + g) is integrable on IR the following formula may be used to de ne the product in (1) as
in the case that the right hand integral is indeed a U-functional.
Before we close this section we would like to give one more example of a Hida distribution which is a rst approximation of the Feynman integrand that we will introduce in next section. TI 0 (f) = exp ? 1 2 jf { j 2 exp (ixf (t) ? ix 0 f (t 0 )) IE I 0 exp ?i
The term
would thus correspond to a time-dependent potential W(x; t) = _ f ( ) x: And indeed it is straightforward to verify that
0 (x; tjx 0 ; t 0 ) ; (4) where 
0 (x j ; t j jx j?1 ; t j?1 ) ;
see HKPS93] and KS92]. Here t 0 < t 1 < < t n < t n+1 := t and x n+1 := x: In Proposition 11 we will give a generalization of this result.
Remark 8 Formula (5) is a version of the composition property of Feynman propagators which is well-known in quantum physics. In Subsection 4.3 we prove this property for the time-dependent harmonic oscillator.
The perturbed Feynman integrand
In order to pass from a given Feynman integrand I to more general situations one has to give a rigorous de nition of the formal expression
In KS92] Khandekar and Streit accomplished this by perturbative methods in case V is a nite signed Borel measure with compact support and I = I 0 . This construction was generalized in LLSW93] to a wider class of potentials by allowing time-dependent potentials and a Gaussian fall-o instead of a bounded support.
The starting point is a power series expansion of
Thus we have
where n = f(t 1 ; t n ) j t 0 < t 1 < < t n < tg :
In order to consider singular potentials V is no longer taken to be a function V but a measure : Under suitable conditions on and I = I 0 it is proven in KS92] and LLSW93] that
exists as a well-de ned element of (S) 0 using Theorem 1 and 3. Furthermore in CDLSW95] they obtain the same result for I = I h ; where I h is the Feynman integrand for the harmonic oscillator with constant mass and frequency.
In this work we generalize this result for time-dependent mass and frequency. 4 The Feynman propagator for the time-dependent harmonic oscillator
Calculation of the Feynman propagator
In this subsection we calculate the Feynman propagator corresponding the Lagrangian Now we analyse the determinant R TD . Consider R TD (t 0 ; t) =! 1 (t 0 )! 2 (t) ?! 1 (t)! 2 (t 0 ) for xed t 0 2 IR: Then R TD;t 0 (t) := R TD (t 0 ; t) as a function of t 2 IR is a non-trivial solution of the homogeneous di erential equation (11) with R TD;t 0 (t 0 ) = 0. The solutions of (11) have isolated zeros, see e.g. Re84].
Hence there exists d t 0 > 0 such that R TD;t 0 (t) 6 = 0 for all t > t 0 with 0 < t ? t 0 < d t 0 . Thus the two independent solutions ! 1 and ! 2 of the homogeneous di erential equation (11) 
and it is easy to see that! 1 and! 2 are linear independent solutions of (11) with! 1 (t 1 ) = 0;! 2 (t 2 ) = 0:
From (17) TD (x 1 ; t 1 jx 2 ; t 2 ) as described above. Example 9 We consider the Lagrangian (6) in the particular form m(t) = exp( t), k 2 (t) = 2 exp( t), f(t) = 0, t; 2 IR, > 0: TD (x 0 ; t 0 jx; t) is the propagator corresponding to Lagrangian (6) and the formal integration by parts in (3) shows that the additional factor in (20) is independent of the potential to which the particle is submitted. So, (20) is a reasonable de nition of I TD .
As a result of this subsection we have the following theorem.
Theorem 10 For t 0 ; t such that 0 < (t; t 0 ) < the Feynman integrand I TD of the time-dependent harmonic oscillator exists as a Hida distribution, i.e.
I TD 2 (S) 0 :
Proof. From (20) and (16) 
in (S) 0 . The expectation of this object can be interpreted as the propagator of a particle in a harmonic time-dependent potential, where the paths are \pinned" such that x(t j ) = x j , 1 j n. Following the ideas of the Remark 6 we have to apply (2) repeatedly. But due to the form of TI TD (f) in (16), which contains f only in the exponent up to second order, all these integrals are expected to be Gaussian. Using this we arrive at the following proposition.
Proposition 11 For x 0 < x j < x, 1 j n, x n+1 := x; t 0 < t j < t j+1 < t, 1 j n ? 1, t n+1 := t; I TD Q n j=1 (x(t j ) ? x j ) is a Hida distribution and its T-transform is given by Proof. For n = 1 we check this assertion by direct computation using formula (2). In CDLSW95] this computation has already been done for the case of constant mass and frequency. There they have used expression (16) to obtain the T-transform of I TD : But in the time-dependent case this expression is much to complex to handle. So, we use expression (15) in the computation of the integral in formula (2). This expression is simpler but, unfavourably, it is a function of _ f and therefore we have to de ne the derivative of an indicator function. In order to do this we extend the formula of integration by parts and nd the following rules: Z t ! :
Then we can nd the assertion for n = 1 by reordering the obtained terms.
To perform the induction we need the following Lemma 12 Let t 0 < t 1 < t 2 < t then To proof this lemma we use expression (15) for the propagator. Then we substitute f by (f + 1 1 t 2 ;t) ) and (f + 1 1 t 1 ;t) ) respectively and obtain the desired result. Note also that is not supposed to be a product measure, hence the timedependence can be more intricate than simple multiplication by a function of time.
Remark 15 In CDLSW95] this theorem has already been proved for the special case of constant mass and frequency.
Proof. 1. part. In the rst part of the proof we establish the central estimate (25). We have to use a very careful procedure to achieve that (25) survives n-fold integration and summation in the second part of the proof.
Here we need an expression for the T-transform as a function of f; so we have to use formula (16) ? ((n + 1) (1 ? )) ; < 1;
we obtain the following bound In the Appendix we restricted to 0 < (t; t 0 ) < ? : Since the proof works for all > 0 we proved (26) for all such that 0 < (t; t 0 ) < :
Appendix
We used the following properties of the functions inside of the expression (24) in order to estimate it. We assumed that m 2 C 2 (IR) and m > 0: Furthermore, in Subsection 4.1 we have shown that 2 C 2 (IR) and > 0: So 
