The strongest non-Gaussianity in single-scalar potential models of inflation is associated with features in the power spectrum. We stress the importance of accurately modelling the expected signal in order for the standard estimator to minimize contamination by random noise. We present explicit formulae which improve on the approximation introduced by Adshead, Hu, Dvorkin and Peiris. We also use Planck data to compute the non-Gaussian signal, and its error, from a simplified model of the first feature. Our result is E = 0.36 ± 196.
Introduction
The prediction of primordial scalar perturbations [1] in single-scalar inflation described by the Lagrangian,
represents the first (and so far only) observed quantum gravitational phenomena [2] [3] [4] . It is frustrating that we do not know the scalar potential V (ϕ), or even if single-scalar inflation is correct. It is also frustrating that so little guidance for fundamental theory is provided by observation. The approximately 10 7 pixels of data from the primordial spectrum [5] seem to be well described by just two numbers,
, A s = (2.105 ± 0.030) × 10 −9 , n s = 0.9665 ± 0.0038 ,
where the pivot is k * = 0.05 Mpc −1 . If relation (2) is correct then we can reconstruct the inflationary geometry in terms of A s , n s and the still unknown tensor-to-scalar ratio r * < 0.07 [6] . Expressing the first slow roll parameter ǫ(n) and the Hubble parameter H(n) in terms of the number of e-foldings ∆n ≡ n − n * since the pivot mode experienced horizon crossing, the lowest order slow roll approximation gives, ǫ(n) ≃ r * 16 e
(1−ns)∆n , H(n) ≃ H * exp − r * 16(1−n s ) e (1−ns)∆n − 1 ,
where 8πGH 2 * ≡ r * A s π 2 /2. Using the standard procedure for reconstructing the inflaton and its potential [7] [8] [9] [10] [11] [12] we find,
(1−ns)∆n − 1 ,
Nature is under no compulsion to comply with human aesthetic prejudices, so the featureless, gently sloping potential (5) may be all there is to primordial inflation. However, it raises severe issues with the fine-tuning of initial conditions needed to make inflation start, and with the tendency for small fluctuations to produce dramatically different conditions in distant portions of the universe [13] . What to make of this has provoked controversy even among some of the pioneers of inflation [14] [15] [16] .
The power spectrum data [17] actually provides marginal evidence for more structure in the form of "features". These are transient fluctuations away from the best fit -usually a depression of power followed by an excess at smaller angular scales -which are visible in the Planck residuals for 20 < ∼ ℓ < ∼ 1500 [18] . These were first noticed in WMAP data [19] [20] [21] and have persisted [22, 23] . None of the observed features reaches the 5σ level of a detection, but it is conceivable that this threshold might be reached by correlating them with other data sets [24] . We have suggested the possibility of doing this (in the far future) with data from the tensor power spectrum [25, 26] . Here we study the prospects for exploiting non-Gaussianity.
Maldacena's analysis [27] established that single-scalar inflation (1) cannot produce a detectable level of non-Gaussianity if the potential is smooth like (5) . The effect from a smooth potential is widely distributed over the angular bi-spectrum so the standard estimators average over all possible 3-point correlators in order to maximize the signal [28, 29] . Planck has not seen a statistically significant indication of non-Gaussianity using any of these standard estimators [30] . On the other hand, it has long been recognized that much stronger transient effects can come from features [31] [32] [33] . Because these effects are concentrated at certain angular scales the standard estimators do not resolve them well. An approximate computation of the effect from the first feature indicated that its non-Gaussian signal is not detectable [31] . We will re-examine this problem using some recently developed improvements in approximating the scalar mode functions [26, 34] , and a different estimation of the signal-to-noise ratio. In spite of some technical improvements, the signal is still about 200 times too weak to be resolved. This paper consists of six sections, of which this Introduction is the first. Section 2 is devoted to notation and conventions. The various contributions to non-Gaussianity are listed there, and the one associated with features is identified. In section 3 we apply our approximation for the scalar mode function to derive an analytic expression for the bi-spectrum as a functional of the inflationary geometry. Section 4 optimizes the parameters for a simple model of the first feature in which the bi-spectrum can be computed exactly. In section 5 this result is used to evaluate a non-standard estimator which is designed to bring out the non-Gaussianity from a feature. Our conclusions comprise section 6.
Notation and Conventions
Our purpose is to elucidate how quantities depend functionally on the geometry of inflation. We employ the Hubble representation [35] using Hubble parameter H and first slow roll parameter ǫ of the homogeneous, isotropic and spatially flat background geometry of inflation,
It is convenient to regard our time variable as n ≡ ln[a(t)/a i ], the number of e-foldings from the beginning of inflation. If inflation ends after n e e-foldings then the more familiar number of e-foldings until the end of inflation is N ≡ n e − n. With this time variable ǫ(n) provides the simplest representation for the geometry of inflation with the Hubble parameter evolved from its initial value h i ,
We use a prime to denote differentiation with respect to n, as in ǫ = −H ′ /H. The key unknown in computing both the scalar power spectrum and the bi-spectrum is the scalar mode function v(n, k). In our notation its equation, Wronskian normalization and asymptotically early time form are [36, 37] ,
(8) Let n k stand for the e-folding of first horizon crossing, when modes of wave number k obey k ≡ H(n k )a(n k ). One can see from (8) that the mode function rapidly approaches a constant after this time. The scalar power spectrum is computed by evolving v(n, k) from its early time form to this constant,
Maldacena's expression for the bi-spectrum [27] can be expressed as the sum of seven contributions, of which three pairs are usually combined [33] . In our notation the I = 1, ...7 contributions each take the form,
The four unconjugated B I (n, k 1 , k 2 , k 3 ) combinations are,
r * < 0.0044, and even the factor of ǫ ′ /ǫ in (14) is 1 − n s ∼ 0.034. Second, much larger non-Gaussianity can arise from B 4+7 in models with features. In that case ǫ remains small, but ǫ ′ /ǫ can reach order one over a small range of n. The mode-dependent factors inside the square brackets of (11) (12) (13) (14) are also informative when combined with three insights from the mode equation (8): 1. The mode function v(n, k) is oscillatory and falling off like 1/a until it freezes in to a constant V (k) (which might be complex) around n ≈ n k ;
The approach to
Together with the general form (10), these facts imply that the n-integrand for each of the four contributions is oscillatory before the largest of the three wave numbers has experienced horizon crossing and falls off like 1/a 2 thereafter. This has important consequences for designing estimators to detect non-Gaussianity. When the potential is smooth both ǫ(n) and ∂ n ln[ǫ] are nearly constant, so all wave numbers will show nearly the same effect and the best strategy is to combine them as the standard estimators do. However, when a feature is present the factor of ∂ n ln[ǫ(n)] in (14) becomes significant in small range of n, and the non-Gaussian signal will be much larger for modes which experience horizon crossing around that time. Averaging over all observable wave numbers runs the risk of drowning a real signal in noise.
Because conventions differ we close by reviewing how the fundamental fields relate to ∆ 2 R (k) and B(k 1 , k 2 , k 3 ). We use the gauge of Salopek, Bond and Bardeen [38] in which time is fixed by setting the inflaton to its background value and the graviton field is transverse. In this gauge the metric components g 00 and g 0i are constrained and the dynamical variables ζ(n, x) and h ij (n, x) reside in the spatial components,
Scalar perturbations derive from ζ(n, x) whose free field expansion is,
where α † and α are creation and annihilation operators,
Assuming the wave numbers experience horizon crossing before the end of inflation n e , our power spectrum and bi-spectrum are,
Note that while the power spectrum is dimensionless, the bi-spectrum has the dimension of k 6 .
Analytic Approximation for the Bi-Spectrum
In this section we first convert the key contribution (14) from the mode function v(n, k) to its norm-square N(n, k). Then we introduce an approximation [26, 34] which should be very accurate for the physically relevant case of small ǫ(n) but significant ∂ n ln[ǫ(n)]. Finally, we study a model of the first feature to compare our result for B 4+7 (k 1 , k 2 , k 3 ) with the simpler approximation of Adshead, Dvorkin, Hu and Peiris [31] .
Approximating the mode functions
Even considered as a purely numerical problem, it is better to convert the equations (8) for v(n, k) into relations for N(n, k) ≡ |v(n, k)| 2 [39] . Avoiding the need to keep track of the phase makes about a quadratic improvement in convergence. Further, nothing is lost because the phase can be recovered by a simple integration [26] ,
It is best to begin with the outer factors of v(n e , k) in expression (10) . Assuming the various wave numbers have experienced horizon crossing these outer mode functions can be expressed in terms of the power spectrum (9),
We next combine each outer phase with the appropriate inner phase,
(24) Note that φ(n, k) approaches zero like 1/a 3 for large n. At this stage one can recognize the real part of the undifferentiated terms,
The differentiated terms are more complicated,
Hence we have,
There are three terms such as (27) , so putting everything together gives,
To develop a useful approximation for (28) we first factor N(n, k) into the instantaneously constant ǫ solution N 0 (n, k) times the exponential of a residual g(n, k) which is sourced by derivatives of ln[ǫ(n)] [26, 34] ,
Of course the derivatives of ln[ǫ(n)] which source g(n, k) are of great concern in the study of features, as is the potentially large factor of 1/ǫ in N 0 (n, k). Taking all the other factors of ǫ to zero causes a negligible loss of accuracy. The resulting approximation involves three functions g(n, n k ), γ ′ (n, n k ) and φ(n, n k ) which must be tabulated over a narrow range of n and n k ,
Here and henceforth ∆n i ≡ n − n i , where n i is the e-folding at which wave number k i experiences horizon crossing. The tabulated function g(n, n k ) represents an approximation of the amplitude residual g(n, k) in (29) . It is expressed as a Green's function integral over sources before and after horizon crossing,
where ∆m ≡ m − n k . The integral expression for G(n, n k ) is,
where the Green's function is,
Differentiating the Green's function with respect to n gives,
e ∆n +e 3∆n
It occurs in the second of the tabulated functions,
The final tabulated function is our approximation of the angle φ(n, k),
Note that its derivative does not require separate tabulation,
Adshead, Dvorkin, Hu and Peiris [31] introduced a much simpler approximation which, in our language, corresponds to setting g(n, n k ) and γ ′ (n, k)
to zero in expression (30) . Note that this reduces the angle and its derivative to be functions of just the single variable ∆n = n − n k ,
This approximation is certainly simpler to implement, but it completely ignores how the inner mode functions change in response to the feature.
The Step Model
The model we shall study belongs to a class introduced in 2001 by Adams, Cresswell and Easther [40] ,
A fit to the first feature (20 < ∼ ℓ < ∼ 40) using WMAP data gave [41] , Figure 1 shows the first slow roll parameter and its logarithmic derivative for this model. Two obvious points are:
1. The first slow roll parameter is always very small; 1 and 2. The crucial factor of ∂ n ln[ǫ(n)] which sources non-Gaussianity is only significant for the two e-foldings 170.8 < ∼ n < ∼ 172.8.
Inflation ends for this model at n e ≃ 225.6 so the feature peaks about 54 e-foldings before the end of inflation. Let us first establish that our approximations for the amplitude correction (33) and for the phase (37) are valid. Figure 2 displays the exact results (in blue) versus our approximations (in yellow) for the case of n k = 172.5 where the amplitude correction is close to it maximum. The agreement is good, except for an offset at late times which is due to g(n, k) having become large enough around n ≈ 172 that nonlinear corrections matter [34] . For most values of n k this is not an issue and, even for n k = 172.5, the rightmost graph of Fig. 1 shows that the offset has little effect on non-Gaussianity. for the amplitude correction (33) and the phase (37) . The left hand graph shows g(n, k) and the right hand graph shows sin[ φ(n, k)].
In view of point (2) above, we only require the tabulated functions g(n, n k ), γ ′ (n, n k ) and φ(n, nk) for the two e-foldings from n = 170.8 to n = 172.8. Figure 3 shows contour plots of these functions for modes which experience horizon crossing in the range 170 < n k < 173.5. It is important to bear in mind that the source ∂ n ln[ǫ(n)] on Fig. 1 modulates how the corrections of Fig. 3 affect non-Gaussianity. So although the graph of g(n, n k ) shows a strong amplitude enhancement for n k ≃ 171.5, and an equally strong suppression for n k ≃ 172.5, the latter effect is much less significant because it peaks for n > ∼ 172.1, by which point ∂ n ln[ǫ(n)] is small. Because of this modulation, the biggest correction comes from the large positive phase shift at n k ≃ 172.6, which peaks at n ≃ 171.7. dn . . ., for the equilateral triangle case of k 1 = k 2 = k 3 . The blue curve shows our approximation while the yellow curve shows the simpler approximation of Adshead, Dvorkin, Hu and Peiris [31] . The right hand graph shows the integral of the square of our approximation (in blue) versus the product of our approximation times theirs (in yellow). The ratio of the areas under the yellow to the blue curves is about 0.637 at the end. Figure 4 gives some idea of the significance of the various corrections we have introduced to the approximation of Adshead, Dvorkin, Hu and Peiris [31] . We will see in section 5 that the best estimator consists of a weighted sum over observations of the observed result multiplied by the the-oretical prediction. For the sort of oscillatory signal expected from features this sort of estimator will only be reliable when the theoretical prediction is accurate. Actual observations are made in the 2-dimensional space of right ascension and declination, rather than the 3-dimensional wave vector, and the estimator includes data from all orientations, not just the equilateral triangle configuration which the figure displays. However, a rough idea of how much an inaccurate prediction can degrade the signal can be gained by comparing the indefinite integral of the square of our prediction with the indefinite integral of the production of our prediction times the approximation of Adshead, Dvorkin, Hu and Peiris. Although this approximation gets the general shape and amplitude right, employing it would degrade the signal by a factor of 0.637.
The Square Well Model
In 1992 Starobinsky proposed a simple model in which the first slow roll parameter makes an instantaneous jump from one value to another, which permits the mode functions to be solved exactly [42] . Because the fundamental source of non-Gaussianity ∂ n ln[ǫ(n)] is a delta function for this case, one can exactly compute B 4+7 (k 1 , k 2 , k 3 ) and derive excellent approximations for the remaining contributions [43] [44] [45] . We shall make a slight modification of this model in which ǫ(n) returns to its original value after a short number of e-foldings ∆n,
We first solve exactly for the mode functions. Next a determination is made of the parameter values for n 0 , ∆n, ǫ 1 and ǫ 2 to cause the scalar power spectrum of this model to agree with a numerical determination of the Step Model power spectrum of section 3.2 over the crucial range 170.8 < n k < 172.8. After that B 4+7 (k 1 , k 2 , k 3 ) is computed exactly, and then in the approximation of setting all small factors of ǫ to zero. For ǫ(n) = ǫ i for all time then the exact mode function is,
For the actual parameter (42) the mode function takes the form,
where v B (n, k) and v C (n, k) are,
The appropriate matching conditions at n = n 0 and n = n 0 + ∆n are the continuity of v(n, k) and of the product ǫ(n)×v ′ (n, k). The coefficients α and β involve the mode functions (43) and their derivatives evaluated at n = n 0 ,
The coefficients γ and δ involve the mode functions (43) and their derivatives evaluated at n = n 0 + ∆n, From expression (46) and the small argument form of the Hankel function we infer he late time limit of the mode function,
Substituting this in expression (9) gives the Square Well model's prediction for the scalar power spectrum, Figure 5 compares (50) with a numerical determination of ∆ 2 R (k) for the Step Model. There is no way to make the two results agree for all values of n k , however, very good concurrence over the key range of 170.8 < n k < 172.8 results from the following choices for the Square Well parameters, n 0 = 171.3 , ∆n = 0.7 , ǫ 1 = 0.0093 , ǫ 2 = 0.0137 .
The infinite sequence of oscillations ("ringing") evident in Fig. 5 is the result of the sharp transitions in ǫ(n) for the Square Well Model (42) . For smooth transitions, such as those of the Step Model, the oscillations decay rapidly. Of course no one understands what caused features (if they are present) so it may be that the transition really is instantaneous, in which case ringing is a prominent signature that persists long after the transition. This possibility was pursued in a fascinating study by Adshead, Dvorkin, Hu and Lim [32] . However, we shall here take the view that ringing is an artifact of modelling smooth transitions as instantaneous, and we shall accordingly focus narrowly on the two e-foldings 170.8 < n k < 172.8 over which the Square Well model is in reasonable agreement with the Step Model. The great advantage of the Square Well Model is that the key modulation factor of ǫ ′ /ǫ in expression (14) is a delta function,
where n 1 ≡ n 0 + ∆n. We must also understand how to evaluate certain discontinuous factors at the jumps,
Substituting relations (52) and (53-55) into expressions (10) and (14) gives,
where the upper and lower factors are,
Expressions (56-58) are exact, but somewhat opaque because they conceal certain large factors of 1/ǫ, and because they are obscured by many other negligibly small positive powers of ǫ. There is no appreciable loss of accuracy, and a considerable simplification, by extracting the large factors of 1/ǫ and setting the other factors of ǫ to zero. Note that this makes the Hubble parameter constant. Two ratios which involve the momenta are,
(59) Applying these approximations to the mode functions (at n 0 and n 1 ) and their first derivatives gives,
These approximations carry the first set of combination coefficients (47) to,
Only the difference of the second set (48) matters, and it becomes,
With these approximations expression (14) assumes the form,
where
) and the approximated factors are,
Estimator for the First Feature
We have so far dealt with the scalar spectrum and bi-spectrum formed from the spatial Fourier transform ( 18) of the primordial scalar perturbation at the end of inflation ζ(n e , k). The existing data from observations of the cosmic microwave radiation differ in three ways:
1. They are made at late times, after the perturbation has experienced second horizon crossing; 2. They represent variations of intensity that are imprinted by the SachsWolfe effect [46] as photons propagate through the perturbed geometry from the time of recombination to the present; and 3. They are reported as coefficients a ℓm of the spherical harmonic basis Y ℓm (θ, φ) whose angular coordinates represent the direction from which the radiation came.
We first explain how to convert theoretical predictions from the Fourier basis to the angular basis. We also review relations among the different ways of representing the angular bi-spectrum. This notation is employed to give an estimator for the first feature. We then explore its statistical properties assuming that there is no feature. The section closes with a computation of the estimator and its variance using Planck data. The fundamental variables in measurements of the fractional CMB temperature variation are the spherical harmonic coefficients a ℓm ,
They are integrals of the primordial scalar perturbation,
Here ∆ ℓ (k) is the photon transfer function needed to evolve the primordial perturbation from n e to the time of recombination and couple it to the cosmic microwave radiation. Note that expression (69) is still a quantum operator, even though it behaves as a classical random variable because the primordial perturbation ζ(n e , k) has experienced first horizon crossing. We denote its measured value by a superscript "obs", as in a obs ℓm . We indicate theoretical predictions for the statistical properties of correlators of these random variables using an explicit expectation value. For example, the observed and predicted variances of the a ℓm are,
Note that combining relations (20) , (69) and (70) allows us to express the C ℓ 's in terms of the power spectrum,
We follow the notation of Fergusson and Shellard for the angular bispectrum [28] . The fundamental variable is the expectation value of three a ℓm 's, B
Assuming isotropy, which we shall always do, this can be expressed in terms of a reduced angular bi-spectrum b ℓ 1 ℓ 2 ℓ 3 ,
where the Gaunt integral (of three Y ℓm 's) is,
and the two parenthesized quantities are Wigner 3-j symbols. Also useful is the angle-averaged bi-spectrum,
Each of the three correlators (72), (73) and (75) has an analogous observed quantity formed from the a obs ℓm 's. For example, the observed angle-averaged bi-spectrum is,
Given any one of the three correlators (72), (73) or (75), one can easily compute the other two. Expressions (73) and (75) define b ℓ 1 ℓ 2 ℓ 3 and B ℓ 1 ℓ 2 ℓ 3 in terms of B
. Assuming the reduced angular bi-spectrum is known, one gets B ℓ 1 ℓ 2 ℓ 3 m 1 m 2 m 3 from (73) and B ℓ 1 ℓ 2 ℓ 3 from,
where {ℓ 1 ℓ 2 ℓ 3 } is the "triangular delta function" which vanishes unless ℓ 1 + ℓ 2 + ℓ 3 even and |ℓ i − ℓ j | ≤ ℓ k ≤ ℓ i + ℓ j for every different choice of i, j and k, in which case it gives one. The angle-averaged bi-spectrum implies,
and inverting relation (77) gives b ℓ 1 ℓ 2 ℓ 3 .
Just as expression (71) gives the C ℓ 's in terms of the power spectrum (20), we would like a relation for the angular bi-spectrum in terms of its momentum-space cousin (21) . Although this is well known, there are so many competing notational schemes that it is worth sketching the derivation. Substituting (69) in (72) and using (21) implies,
One now employs the identities,
to reach the form,
Comparison with expression (73) gives the reduced angular bi-spectrum,
Wang and Kamionkowski worked out a recursive procedure for performing the integration over x on the second line of (83) [48] . We employed an improved technique devised by Mehrem [49] . The first feature occurs at the start of the first Doppler peak so it is roughly valid to make the Sachs-Wolfe approximation for the photon transfer functions,
where ∆η ≃ 0.
is the conformal time from recombination to the present, expressed in terms of the current Hubble parameter. In order to avoid extensive numerical integration we approximated the spherical Bessel function and its square by delta functions,
Using these approximations we computed the C ℓ 's -from relation (71) -and the B ℓ 1 ℓ 2 ℓ 3 's -from relations (83) and (77) -in the range 10 ≤ ℓ ≤ 50 for the Square Well Model (65). We are finally ready to discuss the problem of comparing a theoretical prediction for the angle-averaged bi-spectrum B ℓ 1 ℓ 2 ℓ 3 with the data B
Babich has demonstrated the optimality of the estimator [47] ,
The normalization factor N 2 in expression (87) ensures that E has unit mean,
We can estimate the variance of E by assuming that the bi-spectrum is zero.
To simplify the analysis, suppose z i (i = 1, . . . , N) are independent, Gaussian random variables with mean zero and variance σ 2 i . A symmetric C-number constant q ijk gives a cubic function of the z i ,
The mean of Q is zero and its variance is,
Making the appropriate substitution for the q ijk gives,
The very similar analysis of Adshead, Dvorkin, Hu and Peiris reports the first term of expression (91) but not the second term [31] . The off-diagonal contribution to (90) seems to be a new effect so we took some trouble to understand both its sign and its magnitude. As long as the indices i, j and k are summed over the same index set the sign is positive,
We investigated whether it might be possible to get a negative result -which would reduce the total variance and increase the signal-to-noise ratio -by summing over carefully chosen, different index sets i ∈ I, j ∈ J and k ∈ K. However, the Appendix proves that this cannot happen. When one sums all indices over the same set the off-diagonal term tends to be suppressed because there are many combinations for which the diagonal contribution is nonzero but its off-diagonal cousin vanishes. Summing over the range 10 ≤ ℓ i ≤ 50 results in the off-diagonal term being about a million times weaker than the diagonal contribution. However, its contribution can be significant when one sums over restricted index sets. Because this can never improve the signal-to-noise ratio we elected not to do it.
Our final result for a comparison between Planck data, using expression (76), and the predicted B ℓ 1 ℓ 2 ℓ 3 for the Square Well Model is,
Although our estimate of the standard deviation is somewhat smaller than what Adshead, Hu, Dvorkin and Pereis found for a different model [31] , we confirm their conclusion that the first feature "falls short of detectability by a very wide margin" [32] .
Epilogue
We have examined the non-Gaussianity associated with conjectured sharp variations in the first slow roll parameter ǫ(n) known as "features". In section 2 we identified the crucial contribution, equation (14), which becomes significant for features. Section 3 applied an approximation for how the scalar mode functions depend analytically on ǫ(n) [26, 34] to develop an approximation (30) for this term. Our result involves three tabulated functions of the instantaneous e-folding n and the e-folding of horizon crossing n k :
1. g(n, n k ) given in expression (33); 2. γ ′ (n, n k ) given in expression (36); and 3. φ(n, n k ) given in expression (37) .
Although generating these functions is numerically challenging, it only needs to be done over the narrow range of n and n k associated with the feature. This is illustrated in Figure 3 which identifies the small ranges of n and n k over which significant corrections would occur for a model of the first feature. Our technique is more time-consuming, but also more accurate, than the approximation of Adshead, Dvorkin, Hu and Peiris [31] . Accuracy is important when studying features because they produce an oscillating signal, so even small errors in the phase can significantly degrade the signal. Figure 4 compares the two approximations for the equilateral triangle case of k 1 = k 2 = k 3 . A numerical integration of the overlap indicates that employing the less accurate formula would sacrifice about one third of the signal.
In section 4 we presented a slight elaboration of a model due to Starobinsky [42] for which the crucial contribution (14) can be computed exactly, without any approximation [43] [44] [45] . In our model ǫ(n) jumps from ǫ 1 to ǫ 2 and then falls backs down after an interval ∆n, hence the name "Square Well Model". Expression (56) gives the exact result for the bi-spectrum of the Square Well Model. However, taking the inessential factors of ǫ to zero produces a simpler and more transparent result (65) which is almost as accurate. A consequence of the sharp transitions is the persistence of oscillations for wave numbers which experience horizon crossing long after the transition. We regarded this as an artifact of the square well approximation, and truncated the late oscillations. For a different point of view we recommend the study of Adshead, Dvorkin, Hu and Lim [32] .
In section 5 we transformed the momentum space bi-spectrum of theoretical considerations to the angular bi-spectrum which can be measured. We defined an estimator (87) for the first feature which represents an overlap between the theoretical prediction and observation. Note again the crucial importance of having an accurate theoretical prediction. Because the estimator is defined to have unit mean, the inverse of the square root of its variance gives the signal-to-noise ratio. Our result (91) for the variance seems to contain an extra, "off-diagonal" contribution in addition to the term found by Adshead, Dvorkin, Hu and Peiris [31] . Because the sign of this extra term seemed indefinite we investigated whether restricting the angular sums to non-symmetric regions might improve the signal-to-noise ratio. However, the Appendix proves that this can never happen. In the end, comparing the Square Wave Model with Planck data produced a null detection (93). We conclude that resolving the non-Gaussianity from a feature would require a signal about 200 times stronger.
A curious property of the variance (91) is that it seems to decrease as one includes more data, even for wave numbers long after the feature which are presumably unaffected by it. The apparent contradiction is resolved by noting that the theoretical prediction for the response of large wave numbers to a smooth, localized feature, tends to zero. However, one can see the obvious potential for noise to contaminate a real signal through the use of an inaccurate theoretical prediction.
Our study is somewhat different from the recent Planck analysis of theoretically motivated models for features [50] in that we employed no overarching model. What we did is better described as an attempt to cross-correlate power spectrum data with the angular bi-spectrum. However, our approximation (30) can be applied whenever ǫ(n) is known.
Appendix: Varying the Index Sets
The purpose of this appendix is to prove that the second, "off-diagonal" contribution to the variance (90) is positive, even if the three (ℓ, m) pairs in the estimator are summed over different ranges. Hence the off-diagonal term can only degrade the signal-to-noise ratio, no matter what subset of data is analyzed. The quantity we wish to study is therefore,
where the C-numbers q ijk are symmetric with respect to all three indices but the index sets I, J and K are not necessarily the same. Assuming the z i 's are independent, Gaussian random variables with mean zero and variance σ 2 i , the variance of Q is,
The expectation value of z i z j z k z ℓ z m z n gives 15 different terms, of which 6 are "diagonal" in the sense that each of the three indices in the second sum is paired with an index in the first sum, and 9 are "off-diagonal" in the sense that two of the indices of the first sum are paired and two of the indices of the second sum are paired. Let us first consider the 6 diagonal pairings,
Because the q ijk are totally symmetric, all six of these terms give sums over the same factors of σ 
However, the factor of δ jn in A 2 can only contribute if j ∈ J and also j ∈ K. In other words, j must belong to the intersection, j ∈ J ∩ K. The same must be true for the index k so A 2 gives,
The four remaining diagonal pairings give,
A 4 =⇒ i∈I∩J j∈J∩K k∈I∩K
A 5 =⇒ i∈I∩K j∈I∩J k∈J∩K
A 6 =⇒ i∈I∩K j∈J k∈I∩K
Because the q ijk are symmetric the contributions from A 4 and A 5 are the same, but the other contributions differ. They are each manifestly positive. The 9 off-diagonal pairings are,
By relabelling dummy indices and exploiting the symmetry of the q ijk we can express each term as the same factor of σ 
Because the dummy indices i and j can be exchanged, B 1 gives the same as B 9 , B 2 gives the same as B 6 and B 4 gives the same as B 8 .
To obtain a manifestly positive form we decompose each set into parts which have no overlap. For example, the intersection between I and J can be decomposed into a part I ∩ J which has not overlap with K, plus the intersection of all three sets. The analogous results for all three intersections are,
If we let I stand for the part of I which has no overlap with either J or K then each of the three sets can be decomposed as,
To see how the decompositions (126-131) can be used consider the four B i 's for which the index k is summed over the sets I, K and I ∩ K, 
Putting everything together gives a sum of positive terms, 
