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Abstract
In (simple) Pál-type interpolation the problem consists of ﬁnding a polynomial of degree n + m − 1 that has
prescribed values at, say, n pairwise distinct points and prescribed values for the rth derivative r1 at (another) set
of m distinct points.
The problem is named regular if it has a unique solution for any set of data; this is equivalent to the homogeneous
problem (all prescribed values are 0) having the trivial solution only.
In this paper the effect of interchanging the value-nodes and the derivative-nodes on the regularity of the problem
is studied for several sets of nodes.
© 2004 Elsevier B.V. All rights reserved.
MSC: 41A05
Keywords: Pál-type interpolation; Regularity
1. Introduction
Let N denote the linear space of all polynomials with complex coefﬁcients of degree at most N.
Given polynomials A(z) ∈ n and B(z) ∈ m with simple zeros, we shall study here the (0, r) Pál-type
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problems of interpolation by polynomials P(z) ∈ n+m−1, which are required to take prescribed values
at the zeros of A(z) and prescribed values of the rth derivative of P(z) at the zeros of B(z).
We shall say that the problem of interpolation is regular if, a unique polynomial P(z) ∈ n+m−1 can
be determined to satisfy the foregoing conditions of interpolation. It can easily be seen that the Pál-type
problem of (0, r) interpolation on the zeros of the pair {A(z), B(z)} is regular, if and only if, for any
P(z) ∈ n+m−1, the following interpolation conditions
P(zk)= 0 for the zeros zk (1kn) of A(z), (1)
P (r)(wj )= 0 for the zeros wj (1jm) of B(z) (2)
imply that P(z) ≡ 0.
ForA(z) ≡ B(z), we have so called Hermite–Birkhoff interpolation (cf. the excellent book [8]). Study
of Birkhoff interpolation problems on nonuniformly distributed nodes is of a more recent origin [2,4,7].
There are, however, few examples where lacunary problems (the orders of the derivatives for which data
are given, are nonconsecutive) are regular (see [3]; for an overview [5]).Alongwith the continuing interest
in interpolation in general, a number of papers on Pál-type interpolation have appeared, cf. [1,6].
In recent research it turned out, quite unexpectedly, that the order in which the nodes are used is of
inﬂuence on the regularity of the problem!
Example. If one uses for instance A(z) = (z − z1)(z − z2), z1 	= z2 and B(z) = z − z3 with arbitrary
(complex) nodes, it is very simple to show that the (0, 1) Pál-type interpolation problem on the pair
{A(z), B(z)} is regular under the condition 2z3 	= z1+ z2, while the pair {B(z), A(z)} leads to regularity
without any condition on the nodes.
For (0, 2) Pál-type interpolation the pair {A(z), B(z)} always leads to a regular problem, but the pair
{B(z), A(z)} never.
For (0,m) interpolation with m3, ﬁnally, neither of the pairs gives a regular problem.
Remark 1.1. An elementary observation shows that for any (0, r) Pál-type interpolation problem a
necessary condition for regularity is rn, where deg A(z)= n.
Indeed, writing
Pn+m−1(z)=
n+m−1∑
k=0
ckz
k,
conditions (1) and (2) lead to an (n + m) × (n + m) system of homogeneous linear equations for the
unknown coefﬁcients; the upper left part of the coefﬁcient matrix of size n×n is theVandermonde matrix
on the points z1, z2, . . . , zn, and this can be made into diagonal form with nonzero numbers on the main
diagonal, using elementary row operations. If rn + 1, the lower left part of size m × n only contains
zeros and also the ﬁrst column of the lower right part of size m × n is zero. Thus the determinant turns
out to be zero and the system therefore has a nontrivial solution: the problem is nonregular.
Remark 1.2. As in Remark 1.1, it can be shown that:
Let A(z) be a polynomial with deg A(z)=n and having simple zeros. Then (0, n) interpolation on the
pair {A(z), B(z)} is regular for any polynomial B(z) with simple zeros.
M.G. de Bruin / Journal of Computational and Applied Mathematics 179 (2005) 175–184 177
Indeed, the top left part of size n×n is a Vandermonde on the zeros of A(z) and the lower right part of
size m×m (deg B =m) the same on the zeros of B(z), while the lower left part of size m× n is ﬁlled
with zeros.
The layout of the paper is as follows: in Section 2 several pairs will be studied with respect to a
change of the order in which the zeros of the node-generating polynomials are assigned to value- or
differential-conditions and in Section 3 the proofs will be given.
2. Results
Throughout the paper Pál-type interpolation on the pair {A(z), B(z)} will always be understood along
the equivalent set of conditions for regularity: (1) used for A(z) and (2) for B(z).
First some results on problems with a small number of nodes.As will become clear from the statements
below, conditions for regularity can arise. It is convenient to express them as conditions on the zeros of
B(z), in terms of the elementary symmetric polynomials on the zeros ofA(z). In the sequel the following
notation will be used.
Deﬁnition 2.1. Let z1, z2, . . . , zn be the zeros of the polynomial A(z), then
1 =
∑
1j n
zj ,
2 =
∑
1 i<j n
zizj ,
...
n−1 =
∑
1 i1<i2<···<in−1n
zi1zi2 · · · zin−1,
n = z1z2 · · · zn. (3)
Theorem 2.2. Let four complex numbers z1, z2, z3 and z4 be given.
I. Put A(z)= (z− z1)(z− z2)(z− z3) and B(z)= z− z4 and let z1, z2, z3 be pairwise distinct.
(a) (0, r) Pál-type interpolation problem on the pair {A(z), B(z)}. Necessarily r3,moreover necessary
and sufﬁcient conditions are given by:
r = 1: 3z24 − 21z4 + 2 	= 0, (4)
r = 2: 3z4 	= 1, (5)
r = 3: always regular. (6)
(b) (0, r) Pál-type interpolation problem on the pair {B(z), A(z)}. Necessarily r1,moreover necessary
and sufﬁcient conditions are given by
r = 1: always regular. (7)
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II. Put A(z)= (z− z1)(z− z2) and B(z)= (z− z3)(z− z4) and let z1 	= z2 and z3 	= z4.
(a) (0, r) Pál-type interpolation problem on the pair {A(z), B(z)}. Necessarily r2,moreover necessary
and sufﬁcient conditions are given by:
r = 1: 6z3z4 − 31(z3 + z4)+ 2(21 − 2) 	= 0, (8)
r = 2: always regular. (9)
(b) (0, r) Pál-type interpolation problem on the pair {B(z), A(z)}. Necessarily r2,moreover necessary
and sufﬁcient conditions are given by:
r = 1: 2(z23 + z3z4 + z24)− 31(z3 + z4)+ 62 	= 0, (10)
r = 2: always regular. (11)
Theorem 2.3. Let ﬁve complex numbers z1, z2, z3, z4 and z5 be given.
I. Put A(z) = (z − z1)(z − z2)(z − z3)(z − z4) and B(z) = z − z5 and let z1, z2, z3, z4 be pairwise
distinct.
(a) (0, r) Pál-type interpolation problem on the pair {A(z), B(z)}. Necessarily r4,moreover necessary
and sufﬁcient conditions are given by:
r = 1: 4z35 − 31z25 + 22z5 − 3 	= 0, (12)
r = 2: 6z25 − 31z5 + 2 	= 0, (13)
r = 3: 4z5 	= 1, (14)
r = 4: always regular. (15)
(b) (0, r) Pál-type interpolation problem on the pair {B(z), A(z)}. Necessarily r1,moreover necessary
and sufﬁcient conditions are given by
r = 1: always regular. (16)
II. Put A(z)= (z− z1)(z− z2)(z− z3) and B(z)= (z− z4)(z− z5), let z1, z2, z3 be pairwise distinct
and let z4 	= z5.
(a) (0, r) Pál-type interpolation problem on the pair {A(z), B(z)}. Necessarily r3,moreover necessary
and sufﬁcient conditions are given by:
r = 1: 12z24z25 − 81(z24z5 + z4z25)+ 42(z24 + z25)+ (621 − 22)z4z5
+ 3(3 − 12)(z4 + z5)+ (22 − 13) 	= 0, (17)
r = 2: 6z4z5 − 21(z4 + z5)+ (21 − 2) 	= 0, (18)
r = 3: always regular. (19)
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(b) (0, r) Pál-type interpolation problem on the pair {B(z), A(z)}. Necessarily r2,moreover necessary
and sufﬁcient conditions are given by:
r = 1: 3z34 + 3z24z5 + 3z4z25 + 3z35 − 41(z24 + z4z5 + z25)
+ 62(z4 + z5)− 123 	= 0, (20)
r = 2: always regular. (21)
From Remark 1.2 we can conclude that for any pair of polynomials A(z) of degree n (with simple
zeros) andB(z) of degree 1 the (0, n) problem for the pair {A(z), B(z)} and the (0, 1) problem for the pair
{B(z), A(z)} are both regular. The following theorem shows that a sort of ‘extremal’ behavior, i.e. in both
problems we only have regularity for (0, r) interpolation with r equal to the upper bound as indicated in
Remark 1.1, does exist.
Theorem 2.4. Let n1 be integer, then:
(a) (0, r) interpolation on {zn − 1, z} is regular if and only if r = n.
(b) (0, r) interpolation on {z, zn − 1} is regular if and only if r = 1.
The example in Section 1, case (5) in Theorem 2.2 and case (14) in Theorem 2.3 are instances of the
general result.
Theorem 2.5. Let A(z) be a polynomial of degree n with simple zeros zj (1jn). Then the (0, n− 1)
interpolation problem on the pair {A(z), z− z0} is regular if and only if
nz0 	= 1. (22)
Finally, a result on interpolation on sets of scaled roots of unity where the order of the two node-
generating polynomials inﬂuences the set of conditions for regularity. These conditions are formulated
using the descending factorial
[c]0 = 1; [c]r = c(c − 1) · · · (c − r + 1), r1. (23)
It is obvious that [n]r = 0 for r, n integers with r >n.
Theorem 2.6. Let n1 be an integer and let ,  be two nonzero complex numbers; furthermore r is an
integer satisfying 1rn.
Then (0, r) interpolation on the pair {zn−n, zn−n} is regular if and only if the following conditions
are satisﬁed
[n+ j ]rn 	= [j ]rn, rjn− 1. (24)
For the pair {zn − n, zn − n} the necessary and sufﬁcient condition is
[n+ j ]rn 	= [j ]rn, rjn− 1. (25)
Remark 2.7. (A) As was to be expected from Remark 1.2, the set of conditions (24) and (25) is empty
for r = n.
(B) When = , the conditions are always satisﬁed; a well known result is recovered (see [8]).
180 M.G. de Bruin / Journal of Computational and Applied Mathematics 179 (2005) 175–184
3. Proofs
The proofs of Theorems 2.2 and 2.3 employ the method indicated in Remark 1.1.
Write
Pn+m−1(z)=
n+m−1∑
k=0
ckz
k, (26)
leading to
P
(r)
n+m−1(z)=
n+m−1∑
k=0
[k]rckzk−r . (27)
Because of (23), the sum automatically starts with k = r .
Proof ofTheorem 2.2. As n+m−1=3, regularity of the interpolation problems considered is equivalent
to a certain 4×4 determinant being different from zero. For each of the statements the rows of the matrix
corresponding to it will be indicated and the calculation of the conditions is left to the reader (or to a
computer algebra package).
For case Ia the ﬁrst three rows of the matrix are
[1, zj , z2j , z3j ], j = 1, 2, 3. (28)
The fourth row is given by
r = 1: [0, 1, 2z4, 3z24],
r = 2: [0, 0, 2, 6z4],
r = 3: [0, 0, 0, 6]. (29)
Case Ib follows from Remark 1.2.
For case IIa the ﬁrst and second row of the matrix are
[1, zj , z2j , z3j ], j = 1, 2. (30)
The third and fourth row are given by
r = 1: [0, 1, 2zj , 3z2j ], j = 3, 4,
r = 2: [0, 0, 2, 6zj ], j = 3, 4. (31)
The ﬁnal case, IIb, uses (30) with j = 3, 4 and (31) with j = 1, 2. 
Proof of Theorem 2.3. This runs along the same lines as the previous proof; this time we have 5 × 5
determinants.
In case Ia we have as rows one to four
[1, zj , z2j , z3j , z4j ], j = 1, 2, 3, 4. (32)
M.G. de Bruin / Journal of Computational and Applied Mathematics 179 (2005) 175–184 181
The ﬁfth row is given by
r = 1: [0, 1, 2z5, 3z25, 4z35],
r = 2: [0, 0, 2, 6z5, 12z25],
r = 3: [0, 0, 0, 6, 24z5],
r = 4: [0, 0, 0, 0, 24]. (33)
For case Ib we use Remark 1.2 again.
In case IIa the rows one through three are
[1, zj , z2j , z3j , z4j ], j = 1, 2, 3, (34)
while the fourth and ﬁfth row are given by
r = 1: [0, 1, 2zj , 3z2j , 4z3j ], j = 4, 5,
r = 2: [0, 0, 2, 6zj , 12z2j ], j = 4, 5,
r = 3: [0, 0, 0, 6, 24zj ], j = 4, 5. (35)
Case IIb, ﬁnally, uses for the ﬁrst and second row the form from (34) with j = 4, 5 and the other three
rows as in (35) with j = 1, 2, 3, but for r = 1, 2 only. 
Proof of Theorem 2.4. For the pair {zn − 1, z} the interpolating polynomial can be given by
P(z)= C(zn − 1), C ∈ C, (36)
and the statement follows from
P (r)(0)= [n]rzn−r
∣∣
z=0 =
{
C r = n,
0 rn− 1.
For the pair {z, zn − 1} we use Remark 1.2 again. 
Proof of Theorem 2.5. Let the polynomial A(z) be given by
A(z)=
n∑
k=0
akz
k, ak ∈ C, an = 1. (37)
In view of (1) we put the interpolating polynomial in the form
P(z)= C A(z), C ∈ C, (38)
then
P (n−1)(z)= C A(n−1)(z)= C([n]n−1z+ [n− 1]n−1an−1) (39)
and the problem is regular if and only if
[n]n−1z0 + [n− 1]n−1an−1 	= 0. (40)
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The statement of the theorem then follows from
an−1 =−(z1 + z2 + · · · + zn)=−1. 
Proof of Theorem 2.6. We start with the pair {zn − n, zn − n}, conditions (25) for the other pair then
follow from (24) if we replace  by  and vice versa.
Let the interpolating polynomial be given by
P(z)= (zn − n)Q(z), Q ∈ n−1, (41)
in view of (1).
With D= d/dz we get
P (r)(z)=
r∑
k=0
( r
k
)
Dk
{
zn − n}Dr−k {Q(z)}
= (zn − n)Q(r)(z)+
r∑
k=1
( r
k
)
[n]kzn−kQ(r−k)(z). (42)
In view of Remark 1.1 we have to restrict r to 1rn and from Remark 1.2 it follows that (0, n)
interpolation is always regular. Therefore we can use 1rn− 1 in the sequel.
The zeros of zn−n can be given bywj =j (1jn)with  a primitive nth root of unity: n=1.
Inserting into (42) and multiplying by wrj 	= 0, conditions (2) lead with wnj = n to
(n − n)wrjQ(r)(wj )+ n
r∑
k=1
( r
k
)
[n]kwr−kj Q(r−k)(wj )= 0, 1jn. (43)
Dropping the index on w, we see that the left-hand side of (43) is a polynomial of degree n − 1 in w
with n zeros; this leads to the following ordinary differential equation of Euler-type forQ(z):
(n − n)zrQ(r)(z)+ n
r−1∑
k=0
( r
k
)
[n]r−kzkQ(k)(z) ≡ 0, (44)
where the index k in the sum appearing in (43) has been replaced by r − k.
From the explicit form ofQ(z)
Q(z)=
n−1∑
j=0
cj z
j , (45)
we ﬁnd for k = 1, 2, . . . , r
zkQ(k)(z)=
n−1∑
j=k
[j ]kcj zj . (46)
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Using (45), (46) in (44) we ﬁnd
(n − n)
n−1∑
j=r
[j ]rcj zj + n
r−1∑
k=0
n−1∑
j=k
( r
k
)
[n]r−k[j ]kcj zj ≡ 0. (47)
Now write the double summation as
r−1∑
k=0
n−1∑
j=k
=
r−1∑
j=0
j∑
k=0
+
n−1∑
j=r
r−1∑
k=0
,
leading to
n−1∑
j=r
{
(n − n)[j ]r +
r−1∑
k=0
( r
k
)
[n]r−k[j ]k
}
cj z
j
+
r−1∑
j=0

n
j∑
k=0
( r
k
)
[n]r−k[j ]k

 cj zj ≡ 0. (48)
Interpreting (48) as a system of homogeneous linear equations for the cj (the coefﬁcients of zj all have
to be zero), we ﬁnd a diagonal system
0jr − 1:

n
j∑
k=0
( r
k
)
[n]r−k[j ]k

 cj = 0, (49)
rjn− 1:
{
(n − n)[j ]r +
r−1∑
k=0
( r
k
)
[n]r−k[j ]k
}
cj = 0. (50)
Eq. (49) immediately implies cj =0 (0jr−1) and from (50) it is clear that the interpolation problem
is regular if and only if{
[j ]r +
r−1∑
k=0
( r
k
)
[n]r−k[j ]k
}
n 	= [j ]rn, rjn− 1. (51)
The ﬁnal step in the proof consists of the explicit calculation of the coefﬁcient of n using the Chui-
Vandermonde theorem on the sum of a terminating 2F1
2F1
(−r, b
c
∣∣∣∣ 1
)
= (c − b)r
cr
(52)
for appropriate values of b, c; here the ascending factorial (a)0=1, (a)k=a(a+1) · · · (a+k−1), k1,
is used.
184 M.G. de Bruin / Journal of Computational and Applied Mathematics 179 (2005) 175–184
As the ﬁrst term between brackets of the coefﬁcient of n in (51) is just the ‘missing’ term with k = r
in the sum there, we get
r∑
k=0
( r
k
)
[n]r−k[j ]k =
r∑
k=0
[r]k
k! [n]r−k[j ]k
=
r∑
k=0
(−1)r (−r)k
k! ·
[n]r
(n− r + 1)k · (−1)
k(−j)k
= [n]r2F1
( −r,−j
n− r + 1
∣∣∣∣ 1
)
= (n− r + 1)r · (n− r + 1+ j)r
(n− r + 1)r
= (n− r + 1+ j)r = [n+ j ]r . (53)
Condition (24) then follows from (51) and (53). 
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