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Abst rac t - -Th is  paper considers periodic testing policies for a system with self-testing. The 
system can detect its failure by either self-testing or periodic inspection. If the system fails then its 
failure is detected by self-testing while it is on-line, or otherwise, it is detected at the next periodic 
test. Introducing the loss cost elapsed between a failure and its detection, the expected costs are 
obtained. Optimal intervals of periodic testing which minimize the expected costs are analytically 
derived. Numerical examples are given when both times of failure and its detection by self-testing 
are exponential distributions. @ 2006 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
In recent years, many systems such as digital circuits have been greatly developed and widely 
used in the modern society with high information. On the other hand, the complexity of systems 
has dramatical ly increased, and as a result, the improvement of their reliabilities has become 
more important. For instance, some failures of systems might incur great losses, and sometimes; 
might cause a social confusion. Therefore, it is indispensably necessary and greatly important o 
check systems uitably and detect heir failures by periodic inspection. 
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Figure 1. System with self-testing. 
In this paper, we consider a system such as digital circuits which have successive input and 
output codes, and have the property of self-testing in Figure 1. When there exist any faults in 
an assumed fault set, if the system has at least one input code which gives some output codes in 
outside of an assumed output code space then the system has the property of self-testing. Thus, 
by checking the output codes, any faults in an assumed set can be detected without external 
inspection. That is, any faults of the system with self-testing can be detected while it is on- 
line. To detect such faults, the following error-detecting codes have been generally well-known. 
Parity check code, cyclic redundancy check code, residue code, berger code, two-rail code, and 
m-out-of-n code. Lala summarized the error-detecting codes of digital circuits [1]. 
However, even if the system has input codes to detect some faults, they might not be readily 
imputed to the system. Therefore, some faults might not be detected rapidly by self-testing [2-4]. 
Hence, to detect faults early and surely, it would be necessary to perform external inspection such 
as imputing a set of test codes at periodic times. In this case, if the system fails, then its fault is 
detected by self-testing or the next periodic inspection, whichever occur first. However, it might 
incur much loss cost to perform periodic inspection so frequently [5-7]. 
In general, to design high reliable systems it is required to improve the property of self-checking, 
where the self-checking involves properties of fault-secure and self-testing. Fault-secure means 
the property that a failed system outputs either correct codes or codes which is not in an assumed 
output code space. That is, the system with fault-secure does not output codes which are in an 
assumed code space and incorrect for the result of input codes. In this paper, we consider only 
the property of self-testing and do not consider the property of self-checking, because we want 
to form stochastic models from the point of view that the system can detect failures by itself 
without external inspection, and fault-secure has no relation with these models [1]. 
This paper considers the periodic testing policy for the system with self-testing. Periodic tests 
such as test pattern codes are made, and if the system fails, then faults are detected by sell: 
testing or at the next test. It is assumed that when faults are detected, the system becomes 
like new and starts to operate again. Then, introducing the loss cost elapsed between a failure 
and its detection, the total expected cost until the detection of failure is obtained, by the theory 
of inspection policy [8]. Optimal intervals of periodic tests which minimize the total expected 
cost and the expected cost per unit of time are analytically derived. It is of great interest that 
the self-detection rate plays an important role for analyzing these policies. Finally, numerical 
examples are given when both times of failure and its detection by self-testing are exponential. 
2. EXPECTED COST 
Consider the periodic testing policies for a system with self-testing, and make the following 
assumptions. 
(1) The system is checked at periodic times kT (k = 1, 2, . . .  ) by inspection. Thus, when the 
system fails, its failure will be detected by self-testing or at the next periodic inspection. 
whichever occurs first. 
(2) The failure time distribution has a general distribution F(t)  with finite mean 1/s 
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its failure. Then, the mean 
c<~ r (k+l )T  
1 ~f0T  ~+ 
k=0 
where, in general, ~(t) -- 1 
[fi' (kT) - F ((k + 1) T - x)] Q (x) dx, 
- ~(t). Further, the total expected cost of one cycle is 
B (T) = k~OJk= T (cik+ CdX) dG (z) + {ci (k + 1) + Cd [((k + 1)T - t)]} 
xt~((k + 1)T -  t)] dF( t )+cr  
= c~ ~e (kT)  - [_P (kT)  - P ((k + 1) T - x)]  da (x) 
k=0 
cc T 
In particular, when (~(x) - 1, i.e., any failures are detected only at periodic tests, equations (1) 
and (2) are simplified as 
A(T) = T E p (kT), 
k=0 
oo 
Cd 
B(T) = (ci + cdT) E p (kT) - -~ + c~, 
k=0 
which agree with the results of the standard periodic inspection policy [9]. 
(a) 
periodic inspection X failure 
Figure 2. Process of system with self-testing. 
(3) If we do not consider the detection of failure by periodic inspection, then the time from 
a failure to its detection only by self-testing has a general distribution G(x) with finite 
mean 1/# (# > ~k), independent of the failure time. 
(4) Let c~ be the cost for one check by periodic inspection, and Cd be the loss cost per unit 
of time for the time elapsed between a failure and its detection by self-testing or periodic 
inspection, whichever occurs first. Further, let c~ be the replacement or maintenance cost 
for a failed system. 
Figure 2 shows the processes of the system with self-testing. The horizontal axes present he 
process of time. This system is checked at periodic times kT (k = 1, 2, . . .  ) by inspection, which 
incurs the loss cost ci for every one check. When the system fails at time t (kT < t <_ (k + 1)T), 
tile upper side shows the case where its failure is detected at time t + x (< (k + 1)T) by self- 
testing, and the lower side shows the case where its failure is detected at time (k + 1)T before 
the self-testing by periodic inspection, i.e., (k + 1)T < t + x. 
We consider one cycle as the time from the beginning of system operation to the detection of 
time of one cycle is 
j ( t+x)  dG(x)+(k+l )TO( (k+ l )T - t )  
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3. OPT IMAL POL ICY  1 
We seek an opt imal t ime T~* which minimizes the total expected cost B(T)  in (2). It is evident 
that 
B (0) =- lim B (T) oo, B (co) _= lim B (T) Cd = = - -  +Or .  
T---*0 T---* c~ ].t 
Thus, there exists T~* (0 < T~* <_ ~)  which minimizes B(T).  
Next, assume that the failure time is exponential, i.e., F(t) = 1 -e  -At. Then, the total  expected 
cost B(T)  is rewritten as 
B (T) = 1 - c -AT ~- cr. (3) 
Differentiating B(T)  with respect o T and putt ing it equal to zero, we have 
T ( cA~ i) V (~)  dx  - ~, - = 
C d 
Letting denote the left-hand side of (4) by Qi (T) ,  
Q1 (0) -- ~0  Q~ (T) = 0, 
Qi (o~ lim Q i (T )  
T - -~ 
_- ~ (~A~ _ 1) d (~/d~ - ~, (e A~ - 1) da  (~) ,  
, [Cd_d(T)], Q, (T) = (c AT - 1) O(T) c~ 
where d(t) -- g(t) /G(t)  and g(t) is a density of G, and d(t) dt represents the probabi l i ty that  when 
the system has failed, its failure will be detected by self-testing during (t, t + dt). We call d(t) self- 
detection rate. It may be practical ly est imated that d(t) is decreasing, i.e., G(t) has a property 
of DFR. In this case, if d(T) >_ ca/c~, then QI(T)  decreases, and conversely, if d(T) < Ca/C,, then 
QI(T)  increases in Figure 3. It is noted that if a solution T_ to satisfy d(T) = Cd/C~, then TI* > _T. 
Therefore, we have the following optimal policy when d(t) is decreasing. 
(i) If Ql(oo) > ci, then there exists a finite and unique T~ (0 < T~ < oo) which satisfies (4). 
(ii) If Ql(oo) < ci, then T~ = cxD, i.e., no periodic inspection is made. 
In particular, when O(x) = 1 - c -~z (# > A), i.e., d(t) = #, equation (4) is rewritten as 
( (C d -- pC/) 1 -- C -(~-A)T 1 #T _ ~ = c,. (5) 
QI(T) 
c4 
d(T) 
CalC4 
T --* 
Figure 3. Relationship between self-detection rate d(T) and function Q1 (T). 
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Letting 
1 -- e -(u-)~)T 1 - e -"T 
L (T) =- - - ,  
it is strictly increasing from 0 to A/[t~(# - A)]. Therefore, we have the following optimal policy. 
(i) If Ac~/# 2 > ci, then there exists a finite unique T~* (0 < Ti* < ~)  which satisfies (5). 
(ii) If ACd/# 2 < c~, then T~ = oo. 
In case of (i), an optimal time T~* is approximately given by 
~ 1 2ci 
4. OPT IMAL POL ICY  2 
Consider the problem of minimizing the expected cost C(T) per unit of time, which is given 
by 
B (T) 
C (T) - A (T) 
=Cd+ 
f :  [~" (kT) - P ((k + 1) T - x)] (~ (x) dx + 1/,~ 
k=O 
Evidently, 
C(0) - -  l imC(T)=oc ,  C(oo)= lim C(T) -  Cd/#+c~ 
T~0 T--~ 1/A + l/ it  
Thus, there exists T~ (0 < T~ _< cx)) which minimizes C(T). 
In particular, when F(t) = 1 - e -At, the expected cost C(T) is 
~, [~_ So ~ (~ _~_A<~_x~) ~a(~)] - (c~/~-~ (~ - ~-~) 
C (T) = Cd + 
Differentiating C(T) with respect o T and putting it equal to zero, 
(Cd-AC~) /oT(e~- l )G(x )dx -c~[ f foT(e~- l )dG(x)+/orAe~G(x)dx  
+/oTAe~dG(X)  fo T (1 -e -~(T -~) )O(x)dx  
- j~oTAe~C, (x) dx /oT (1 -  e-~(T-~)) dG(x)] = c~. 
Letting denote the left-hand side of Q2(T), 
Q2 (0) - rl~o Q2 (T) = o, 
/o [i /? ] oo oc i e,Xz = (Cd -- ACT) (e xx - 1) (~ (x) dx - c~ (e xz - 1) dC (x) + ~ dG (x) , 
Q2 (T) = (e)'T - 1) G (T) c~ d (T) 
ci 1 - ~--~T 
(7) 
(s) 
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When the self-detection rate d(t)  is decreasing, i.e., d(T)  <_ g (x ) /G(x ) ,  for 0 < x < T, we have 
(1 - da(x /  
_> d (T). 
f [  (1 - e (x) dx 
Thus, Q2(T) may decrease at first, and after that, will increase to Q2(oo). Therefore, if 
Q2(oo)  > c,, 
then there exists a finite and unique T~ (0 < T2* < co) which minimizes C(T) .  
hi particular, when G(x)  = 1 - e -"x, equation (8) is 
f l  --  e - ( ;~-a)T  e ;~T '~I  --  - ,~ (1 -- e - ( " -A )T )  
(c~ Ac~ pc{) # _ ,~ - - - -~) -c~ #-A  =c~. (9) \ 
Note that the left-hand side of (9) is less than that of (5), and hence, optimal T~ of policy 2 is 
greater than that of policy 1. Further, if 1/# ---* co, then equation (9) is simplified as 
(ce - ~c~) 1 - (1 + AT) e -aT ,x = c~. (10) 
Let denote the left-hand side of (9) by Qa(T). Then, we have 
A 
Q~ (~)  _-- l im Q~ (T)  = (c~ - ~c~ - .e , )  ~ (~ _ ~-----~, 
Q~ ( r )  = e - ( . -~)~ [(cd - ~c~ - ,~ , )  (1 - e -~T)  - ~c~l  
Thus, Qa(T) starts from 0 and decreases for a while, and after that, increases trictly to Q3(oo) 
for cd - Ac~ - #ci > 0. i.e., Cd/A > cr + [ (1 / l ) / (1 /p ) ]c i .  
Therefore, we have the optimal policy as follows. 
(iii) If (Cd -- AC~ -- pC i ){A/ [#(# -- A)]} > ci, then there exists a finite and unique 7)* which 
satisfies (9). 
(iv) If (Cd -- ;~c~ -- #c~){A/[#(tt -- ~)1} -< c~, then T2* = co. 
5. NUMERICAL  EXAMPLES 
We compute numerical examples for each model when F( t )  = 1 - e -a t  and G(x)  = 1 - e -~'~. 
First, we calculate an optimal interval which minimizes the total expected cost B(T)  in (3). 
Second, we calculate an optimal interval which minimizes the expected cost rate C(T)  in (7). 
The cost Cd is normalized to ci as a unit cost, i.e., it is divided by ci. 
Tab le  1. Opt ima l  interval  T~ to min imize B(T)  for l / i t  and  Cd/Ci when 1/A = 3x  105. 
Cd 
1 
- -  C i  
# 
100 250 500 
20 oo oo oo 
30 ~ ~ 68.68 
40 oc 107.71 52.21 
50 oc 80.77 46.70 
60 194.11 71.33 43.86 
70 144.80 66.32 42.12 
80 126.44 63.17 40.93 
90 116.27 61.01 40.07 
100 109.73 59.42 39.42 
oo 77.46 48.99 34.64 
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Table 2. Optimal interval 7"2" to minimize C(T) for 1/~ and cd/ci when G(x) = 
1 - -  e -~*=. 
1 
P 
100 
20 oo 
30 cc 
40 oc 
50 cc 
60 194.32 
70 144.89 
80 126.50 
90 116.34 
100 109.78 
cc 77.48 
ed 
ci 
250 500 
OG 
oo 68.69 
107.75 52.21 
80.79 46.71 
71.34 43.87 
66.33 42.12 
63.18 40.93 
61.02 40.07 
59.43 39.42 
49.00 34.64 
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'Fable 1 gives the optimal interval TI* which minimizes the total expected cost B(T),  and 
satisfies (4) for 1/# = 20, 30, 40, 50, 60, 70, 80, 90, 100, c~, and Cd/Ci = 100, 250, 500 when 
1/)~ = 3 • 105. This indicates that optimal interval T{ decreases when 1/# increases, and tends to 
a fixed value as 1/p  goes to infinity. From the optimal policy, if 1/# _< x /c j (kCd) ,  then TI* = oc. 
For example, when Cd/Ci = 100, if 1/# < ~ ,  then T~' = oo. This shows that if a failure is 
detected early by self-testing, then it is not necessary to perform periodic inspection. 
Table 2 gives the optimal interval T~ which minimizes the expected cost C(T)  when G(x)  = 
1 - c -~z, and satisfies (9) for 1/# = 20, 30, 40, 50, 60, 70, 80, 90, 100, o<>, and Cd/Ci = 
100, 250, 500 when 1/A = 3 • 105 , cr/c~ = 104 . From the optimal policy, if 1/# <_ 2/[ -A + 
~/A 2 + 4A(cd - Ac~)/ci], then T~ = oc. Optimal interval T~ in Table 2 tends to be a little greater 
than T{ in Table 1. 
6. CONCLUSIONS 
W'e have proposed the optimal testing policy for the system with self-testing. The system with 
self-testing can detect its failure without periodic inspection while it is on-line, and is checked 
periodically to detect its failure rapidly. If the system fails then its failure is detected by self- 
testing, or otherwise, is detected at the next periodic test. Using the theory of inspection policy, 
we have derived the total expected cost until the detection of failure and the expected cost 
per unit of time, and discussed analytically the optimal testing intervals which minimize them. 
Numerical examples are given when both times of failure and its detection by self-testing are 
exponcntial distributions. It has been shown that the self-detection rate plays an important 
role fbr deriving optimal policies. For designing a good performance of the system, it would be 
necessary to increase the self-detection rate. These formulations and results would be applied to 
other digital systems. 
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