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Abstract
Let F be a field with char(F) = 0, and let A be a finite dimensional central simple algebra over F
with dimFA = 4. If a linear map φ :A→ A satisfies φ(x2)φ(x) = φ(x)φ(x2) for all x ∈ A (in
particular, if φ preserves commutativity), then φ is either a standard commutativity preserving map
or its range is commutative.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Let A be an algebra over a field F, and let φ :A→A be a linear map. We say that φ
preserves commutativity if
φ(x)φ(y) = φ(y)φ(x) whenever xy = yx. (1)
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φ(x) = λψ(x) + µ(x)1 for all x ∈A,
where λ ∈ F, ψ is an automorphism or an antiautomorphism of A, µ is a linear functional
on A, and 1 is the unity of A. We will say that such map is a standard commutativity
preserving map.
The problem of describing commutativity preserving linear maps is one of the most
studied linear preserver problems. The usual solution is that they are standard. The prob-
lem was first considered in the case where A = Mn(F) is the algebra of n × n matrices
over F [6], and has been afterwards studied in various much more general algebras (see [3,
5] for references). A rather general theorem, and also the first ring-theoretic result in this
area, was obtained in [3] by the first author. This theorem treats the case whereA is a prime
algebra satisfying certain technical conditions, and instead of the commutativity preserving
assumption it only requires a milder assumption that
φ
(
x2
)
φ(x) = φ(x)φ(x2) for all x ∈A. (2)
The paper [3], particularly the idea to consider the condition (2), initiated a systematic
study of different topics in ring theory and functional analysis; the reader is referred to [1,
4] for historical accounts and further references. In the present paper we shall use this idea
in a somewhat different way.
A standard assumption when treating a commutativity preserving map φ (or a map
satisfying (2)) is that φ is bijective (or at least surjective). An exception is the recent result
by Omladicˇ, Radjavi, and the second author:
Theorem 1.1 [5]. Let F be an algebraically closed field with char(F) = 0, and let A =
Mn(F) with n = 2. If a linear map φ :A→A preserves commutativity, then φ is either a
standard commutativity preserving map or its range is commutative.
Can the assumption that F is algebraically closed be omitted? This is the question that
initiated the present paper. The answer is certainly not clear from the proof of Theorem 1.1
which combines linear algebraic and analytic tools together with the transfer principle in
model theoretic algebra, which enables to pass from the case where F = C to the case
where F is an arbitrary algebraically closed field with char(F) = 0. Anyhow, we shall see
that this assumption can indeed be omitted, and in fact a considerably more general result
can be proved. Our main result, Theorem 3.1, in particular shows that Theorem 1.1 is true
if A is a finite dimensional central simple algebra over any field F with char(F) = 0. The
basic idea of our approach is to deal with the condition (2) instead of with (1), which makes
it possible for us to use the scalar extension argument, and thereby to reduce the general
case to the one where Theorem 1.1 can be used.
In order to establish that the conditions (1) and (2) are equivalent, we will, in Section 2,
first consider a more general problem concerning certain bilinear maps. Section 3 is de-
voted to the proof of the main result.
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If a linear map φ from an algebra A into itself satisfies (2), does then φ satisfy (1), i.e.,
does it preserve commutativity? The result from [3] mentioned above in particular shows
that this is true under rather mild assumptions concerning A, provided, however, that φ
is bijective. But in the present paper we are interested in arbitrary linear commutativity
preserving maps, so this result can be viewed only as an indication that our question is a
reasonable one. Let us first show that the answer is not always affirmative.
Example 2.1. LetA be a noncommutative algebra such that x2 = 0 for all x ∈A (for exam-
ple, the nonunital Grassmann algebra in two generators). Then every linear map φ :A→A
trivially satisfies (2). Pick x, y ∈A such that xy = 0. Then xy and y are linearly indepen-
dent, and so we can choose φ so that φ(xy) = x and φ(y) = y . Hence φ does not preserve
commutativity. Incidentally, we can also adjoin a unity toA and define φ(1) = 1; this gives
an example of a unital algebra satisfying (2) but not (1).
In order to obtain an affirmative answer for certain algebras, we shall in fact consider a
more general question which is perhaps of some independent interest. Before stating it we
first fix the notation for this section. Throughout, F will be a field with char(F) = 0 and A
will be a unital algebra over F. Further, V will be a vector space over F and f :A×A→ V
will be a bilinear map.
Our question is: does the condition
f (x, y) = 0 whenever xy = yx (3)
follow from the condition
f (x, x) = f (x2, x)= 0 for all x ∈A. (4)
The connection with the aforementioned question is simple. Namely, if a linear map
φ : A→ A satisfies (2), then a map f defined by f (x, y) = φ(x)φ(y) − φ(y)φ(x) sat-
isfies (4). Therefore, the affirmative answer to the latter question implies the affirmative
answer to the former question.
For x, y ∈A we shall write [x, y] = xy − yx and x ◦ y = xy + yx . It will be useful to
have the linearized form of (4), i.e.,
f (x1, x2) + f (x2, x1) = 0, (5)
f (x2 ◦ x3, x1) + f (x3 ◦ x1, x2) + f (x1 ◦ x2, x3) = 0. (6)
We begin with
Lemma 2.2. If f satisfies (4), then f (p(x), q(x)) = 0 for all x ∈A and all polynomials
p,q ∈ F[X].
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x1 = x and x2 = x3 = 1 in (6) and using (5), we see that this is true if r = 0 or s = 0.
Now fix an integer n  3, and set vs = f (xn−s , xs), s = 1, . . . , n − 1. By (5) we have
vs = −vn−s . Accordingly, setting x1 = xi , x2 = xj , and x3 = xn−i−j , it follows from (6)
that vi +vj = vi+j whenever i  1, j  1, and i+j < n. This clearly implies that vs = sv1
for every s = 1, . . . , n − 1. However, since vs = −vn−s , it follows that nv1 = 0. Therefore
v1 = 0, and hence also vs = 0 for every s = 1, . . . , n − 1. This proves that f (xr , xs) = 0
whenever r > 0 and s > 0. 
Remark 2.3. Using Bergman’s centralizer theorem [2] it follows immediately from
Lemma 2.2 that the answer to our question is affirmative, i.e., (4) implies (3), in the case
where A= F〈X〉 is the free algebra on a set X.
For any x ∈A we set C(x) = {y ∈A | [x, y] = 0}. Consider the following two condi-
tions:
(a) If n ∈ A is such that n2 = 0, then every element in C(n) is of the form n ◦ u + eve
where u,v, e ∈A, e = e2, and en = ne = 0.
(b) If x ∈ A is arbitrary, then every element in C(x) is of the form ∑pi=1 ni +∑q
j=1 ejpj (x) where ni, ej ∈ C(x), n2i = 0, ej = e2j , and pj ∈ F[X].
These conditions might appear somewhat artificial, but we shall see that they arise nat-
urally in the matrix algebra.
Lemma 2.4. If A satisfies the conditions (a) and (b), then (4) implies (3).
Proof. We begin with a general observation. Suppose that s ∈A and e = e2 ∈A are such
that es = se = 0. Then taking x1 = s, x2 = e, and x3 = eye in (6), we obtain f (eye, s) = 0
for every y ∈A.
Let n ∈A be such that n2 = 0. We claim that f (w,n) = 0 for every w ∈ C(n). In view
of (a) and the above observation it suffices to show that f (n ◦ u,n) = 0 for every u ∈A.
But this follows immediately from (6) by taking x1 = x2 = n and x3 = u.
Now let x ∈ A be arbitrary. We have to show that f (x, y) = 0 for every y ∈ C(x). If
n ∈ C(x) and n2 = 0, then we already know that f (x,n) = 0. Therefore, in view of (b) it
remains to prove that f (x, ep(x)) = 0 where e = e2 ∈ C(x) and p ∈ F[X]. Note that
f
(
x, ep(x)
)= f (ex,p(ex))+ f ((1 − e)x, ep(x))− λ0f (ex,1 − e),
where λ0 is the constant term of p. The first term on the right-hand side is 0 by Lemma 2.2,
and the second and the third term are 0 by the observation from the first paragraph. This
proves the lemma. 
Lemma 2.5. If F is algebraically closed, then A= Mn(F), n 1, satisfies the conditions
(a) and (b).
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k  1 is similar to a matrix of the form
N =
[0 I 0
0 0 0
0 0 0
]
,
where the diagonal matrices are of the size k × k, k × k, and (n − 2k) × (n − 2k), respec-
tively; if k = n/2, then the last row and the last column are absent. Therefore, it is enough
to consider only such square zero matrices N . A straightforward computation shows that
W ∈ C(N) if and only if
W =
[
A B C
0 A 0
0 D T
]
,
where A,B,C,D,T are any matrices of the appropriate size. Note that W = N ◦U +EVE
where
U =
[
B 0 0
A 0 C
D 0 0
]
, E =
[0 0 0
0 0 0
0 0 I
]
, V =
[0 0 0
0 0 0
0 0 T
]
.
Moreover, E = E2 and EN = NE = 0. This proves (a).
Now let X ∈A be an arbitrary matrix. Without loss of generality we may assume that
X is in Jordan canonical form, that is
X =


J1 0 . . . 0
0 J2 . . . 0
...
...
. . .
...
0 0 . . . Jk

 ,
where J1, . . . , Jk are Jordan blocks. It is easy to check that Y ∈ C(X) if and only if
Y =


Y11 Y12 . . . Y1k
Y21 Y22 . . . Y2k
...
...
. . .
...
Yk1 Yk2 . . . Ykk

 ,
where Yij , 1 i, j  k, are matrices of the appropriate size satisfying JiYij = Yij Jj . Ac-
cordingly, each of the matrices
N12 =


0 Y12 . . . 0
0 0 . . . 0
...
...
. . .
...

 , N13 =


0 0 Y13 . . . 0
0 0 0 . . . 0
...
...
...
. . .
...

 , etc.,0 0 . . . 0 0 0 0 . . . 0
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YiiJi implies that Yii = pi(Ji) for some pi ∈ F[X]. Therefore,


Y11 0 . . . 0
0 0 . . . 0
...
...
. . .
...
0 0 . . . 0

= E1p1(X),


0 0 . . . 0
0 Y22 . . . 0
...
...
. . .
...
0 0 . . . 0

= E2p2(X), etc.,
where
E1 =


I 0 . . . 0
0 0 . . . 0
...
...
. . .
...
0 0 . . . 0

 , E2 =


0 0 . . . 0
0 I . . . 0
...
...
. . .
...
0 0 . . . 0

 , etc.,
are idempotents commuting with X. Thus, (b) holds true. 
Lemmas 2.4 and 2.5 together yield
Theorem 2.6. Let F be an algebraically closed field with char(F) = 0, let A = Mn(F),
n 1, and let V be a vector space over F. If a bilinear map f : A×A→ V satisfies (4),
then f satisfies (3).
In the sequel we shall need the following special case of this theorem.
Corollary 2.7. Let F be an algebraically closed field with char(F) = 0, and letA= Mn(F),
n 1. If a linear map φ :A→A satisfies (2), then φ satisfies (1).
3. The main result
The 2 × 2 matrix algebra is quite exceptional with regard to the commutativity pre-
server problem. Every linear map φ :M2(F) → M2(F) that sends the identity into a scalar
multiple of the identity preserves commutativity (see, e.g., [5, Theorem 1.1]). Therefore,
algebras of dimension 4 must be excluded in general results.
Theorem 3.1. Let F be a field with char(F) = 0, and let A be a finite dimensional central
simple algebra over F with dimFA = 4. If a linear map φ :A→A satisfies (2), then φ is
either a standard commutativity preserving map or its range is commutative.
Proof. Let F be the algebraic closure of F, and let A = F ⊗F A be the scalar extension
of A. As it is well known, A ∼= Mn(F) where n = √dimFA. Thus n = 2 in view of our
assumption. The theorem trivially holds true in the case when n = 1, and so we may assume
that n 3. Define an F-linear map φ :A→A by φ(λ ⊗ x) = λ ⊗ φ(x). Considering the
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same condition, i.e.,
[
φ(x2 ◦ x3),φ(x1)
]+ [φ(x3 ◦ x1),φ(x2)]+ [φ(x1 ◦ x2),φ(x3)]= 0
for all x1, x2, x3 ∈ A. Setting x1 = x2 = x3 = x, we thus see that φ satisfies [φ(x2),
φ(x)] = 0 for every x ∈ A. Therefore Corollary 2.7 tells us that φ preserves commuta-
tivity. Now we are in a position to apply Theorem 1.1. Accordingly, φ is either a standard
commutativity preserving map or its range is commutative. It is immediate that in the latter
case the range of φ is commutative as well. Therefore, it suffices to consider the case where
there exist an automorphism or an antiautomorphism ψ of A, a linear functional µ on A,
and a nonzero scalar λ ∈ F such that
φ(x) = λψ(x) + µ(x)1, (7)
where 1 = 1 ⊗ 1 is the identity element of A. We shall treat only the case where ψ is an
automorphism. Then the case where ψ is an antiautomorphism requires only some rather
obvious modifications.
Given x, y ∈A we have
λ2ψ(1 ⊗ xy)= λ2ψ((1 ⊗ x)(1 ⊗ y))= λψ(1 ⊗ x) · λψ(1 ⊗ y).
In view of (7) this can be rewritten as
λφ(1 ⊗ xy)− λµ(1 ⊗ xy)1 = (φ(1 ⊗ x) − µ(1 ⊗ x)1) · (φ(1 ⊗ y) − µ(1 ⊗ y)1),
that is,
λ ⊗ φ(xy)− λµ(1 ⊗ xy)⊗ 1
= (1 ⊗ φ(x) − µ(1 ⊗ x) ⊗ 1) · (1 ⊗ φ(y) − µ(1 ⊗ y) ⊗ 1).
Set µ(x) = µ(1 ⊗ x) for every x ∈A. Clearly, µ is an F-linear map from A into F. Note
that the last identity can be written as
λ ⊗ φ(xy)− 1 ⊗ φ(x)φ(y)
= −µ(x)⊗ φ(y) − µ(y)⊗ φ(x) + (λµ(xy)+ µ(x)µ(y))⊗ 1. (8)
Suppose that λ /∈ F. Then λ and 1 are linearly independent over F and so it follows
from (8), by using a standard tensor product argument, that for every pair x, y ∈A, both
elements φ(xy) and φ(x)φ(y) lie in the linear span of φ(x), φ(y) and 1. In particular,
there are αx,y, βx,y, γx,y ∈ F such that
φ(x)φ(y) = αx,yφ(x) + βx,yφ(y) + γx,y1.
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φ(x)
[
φ(y),φ(x)
]= βx,y[φ(y),φ(x)],
and so in particular φ(x)[φ(y),φ(x)] commutes with [φ(y),φ(x)], that is,
[
φ(x),
[
φ(y),φ(x)
]][
φ(y),φ(x)
]= 0
for all x, y ∈A. A complete linearization of this identity gives
∑
π∈S3
∑
σ∈S2
[
φ(xπ(1)),
[
φ(yσ(1)), φ(xπ(2))
]][
φ(yσ(2)), φ(xπ(3))
]= 0
for all x1, x2, x3, y1, y2 ∈ A, where Sn denotes the symmetric group of degree n. This
clearly yields
∑
π∈S3
∑
σ∈S2
[
φ(xπ(1)),
[
φ(yσ(1)), φ(xπ(2))
]][
φ(yσ(2)), φ(xπ(3))
]= 0
for all x1, x2, x3, y1, y2 ∈A. Setting x1 = x2 = x3 = x and y1 = y2 = y it follows that[
φ(x),
[
φ(y),φ(x)
]][
φ(y),φ(x)
]= 0
for all x, y ∈A. According to (7) this can be written as
λ5
[
ψ(x),
[
ψ(y),ψ(x)
]][
ψ(y),ψ(x)
]= 0.
Since λ = 0 and ψ is an automorphism, this gives
[
x, [y, x]][y, x] = 0
for all x, y ∈ A. However, Mn(F) ∼= A does not satisfy this identity (recall that n = 1).
Indeed, just take x = E11 and y = E12 − E21 (here, Eij denotes a matrix unit). This con-
tradiction shows that λ ∈ F.
Now write λ for λ, and rewrite (8) as
1 ⊗ (λφ(xy)− φ(x)φ(y))+µ(x) ⊗ φ(y)
= −µ(y)⊗ φ(x) + (λµ(xy)+ µ(x)µ(y))⊗ 1. (9)
Suppose there is x ∈A such that µ(x) /∈ F, i.e., µ(x) and 1 are linearly independent overF.
Then (9) implies that for every y ∈ A, φ(y) lies in the linear span of φ(x) and 1. In
particular, the range of φ is commutative. This is of course one of the desired conclusions,
but in fact in the present setting it cannot occur (namely, the commutativity of the range of
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A - a contradiction). Therefore µ(x) ∈ F for every x ∈A. Accordingly, (9) shows that
λφ(xy) − φ(x)φ(y) + µ(x)φ(y) = −µ(y)φ(x)+ (λµ(xy)+ µ(x)µ(y))1
for all x, y ∈A. This implies that ψ :A→A, defined by ψ(x) = λ−1φ(x)−λ−1µ(x)1, is
an algebra homomorphism. Clearly, ψ = 0. But then, since A is simple and finite dimen-
sional, ψ is an automorphism. That is, φ(x) = λψ(x)+µ(x)1 is a standard commutativity
preserving map. 
The statement of Theorem 3.1 is purely algebraic. However, as mentioned in the in-
troduction, its proof indirectly involves various tools, including those from analysis and
model theoretic algebra. It would be interesting to find a more direct algebraic approach
which would give a new insight into the matter.
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