Aims. More than half of all active galactic nuclei show strong photoionised outflows. We use a massive multiwavelength monitoring campaign on the bright Seyfert 1 galaxy Mrk 509 to constrain the location of the outflow components dominating the soft X-ray band. Methods. Mrk 509 was monitored by XMM-Newton and other satellites in 2009. We have studied the response of the photoionised gas to the changes in the ionising flux produced by the central regions. We used the five discrete ionisation components A-E that we detected in the time-averaged spectrum taken with the RGS instrument. By using the ratio of fluxed EPIC-pn and RGS spectra, we were able to put tight constraints on the variability of the absorbers. Monitoring with the Swift satellite started six weeks before the XMM-Newton observations. This allowed us to use the history of the ionising flux and to develop a model for the time-dependent photoionisation in this source. Results. Components A and B are too weak for variability studies, but the distance for component A is known from optical imaging of the [O iii] line to be about 3 kpc. During the five weeks of the XMM-Newton observations we found no evidence of changes in the three X-ray dominant ionisation components C, D, and E, despite a huge soft X-ray intensity increase of 60% in the middle of our campaign. This excludes high-density gas close to the black hole. Instead, using our time-dependent modelling, we find that the density is very low, and we derive firm lower limits to the distance of these components. For component D we find evidence for variability on longer time scales by comparing our spectra to archival data taken in 2000 and 2001, yielding an upper limit to the distance. For component E we derive an upper limit to the distance based on the argument that the thickness of the absorbing layer must be less than its distance to the black hole. Combining these results, at the 90% confidence level, component C has a distance of > 70 pc, component D is between 5-33 pc, and component E has a distance > 5 pc but smaller than 21-400 pc, depending upon modelling details. These results are consistent with the upper limits that we derived from the HST/COS observations of our campaign and point to an origin of the dominant, slow (v < 1000 km s −1 ) outflow components in the NLR or torus-region of Mrk 509.
Introduction
It has been known for a long time that accretion onto a supermassive black hole plays a key role in the physics of active galactic nuclei (AGN). While outflows have already been detected using early optical observations of NGC 4151 (Anderson & Kraft 1969) , their widespread occurrence and role was only recognised after high-resolution UV spectrographs became available. Crenshaw et al. (1999) found that 60% of all Seyfert 1 galaxies show UV absorption lines. While intrinsic X-ray absorption had already been found in the early 1980s, including the first evidence of absorption from ionised gas (Halpern 1984) , the proof that this gas is outflowing came from the first high-resolution X-ray spectrum of a Seyfert galaxy (Kaastra et al. 2000) . We refer to Crenshaw et al. (2003) for a more extensive overview of outflows.
Measurements of absorption line spectra yield reliable information on different aspects of the outflow such as dynamics (through the Doppler shifts and line profiles) and ionisation state (through intensity ratios of lines from different ions). However, they do not provide a key ingredient, the distance r of the absorbing material to the central black hole. The basic problem is that the ionisation state is described by the parameter ξ = L/nr 2 with L the ionising luminosity between 1-1000 Ryd and n the hydrogen density. With L and ξ known from observations, only the product nr 2 is known. This degeneracy has led to considering many different locations for the outflow, including the halo of the host galaxy (10 kpc), the inner galactic disc (0.1-1 kpc), the narrow emission line region (10-500 pc), and the intermediate line region (0.01-10 pc). The recently discussed, so-called ultra-fast outflows (see e.g. Tombesi et al. 2010 , and references therein) may be even further inwards.
There are several methods of estimating r. The most direct and easiest method is to use direct imaging. A good example are the Doppler maps of [O iii] λ5007 by Phillips et al. (1983) in Mrk 509. However, this method can only be applied for the most nearby sources and for the most extended low-ionisation gas. Instrumental capabilities are insufficient to resolve more centrally concentrated gas.
Other methods rely on obtaining the density n and deriving the distance r through using the ionisation parameter. The most direct way is to use density-sensitive lines from meta-stable levels. This method has been applied in a few cases using different UV lines from meta-stable levels in various sources. The published results display a broad range of distances for different sources, from <0.1 pc (Kraemer et al. 2006) , 25 pc (Gabel et al. 2005 ) to 3 kpc (Moe et al. 2009 ). In X-rays, Kaastra et al. (2004) pioneered this method theoretically using K-shell absorption lines from O v, but owing to the limited signal from the target that was studied, Mrk 279, they could not obtain firm detections of these lines. For X-ray binaries, however, metastable lines have been found in GRO J1655-40 (Miller et al. 2008 ), but they sample a density range (∼10 20 m −3 ) that is too high for AGN.
Alternatively, variations in the ionising luminosity of an AGN will induce changes in the ionic composition of the surrounding gas, hence changes in the transmitted spectrum. How fast the gas responds depends on the recombination time scale, which is a function of density (for absorption the light-crossing time is not relevant). By measuring the delay (or lack of delay) of an absorption component relative to the luminosity variations, this recombination time scale can be determined and from that the density n and distance r are deduced. The method has been applied to several sources, again yielding a broad range of distances (see for references our introduction in paper I of this series, Kaastra et al. 2011b) .
In this paper we follow the last method. In 2009 we have performed a large multiwavelength campaign on one of the best targets for this study, Mrk 509 (Kaastra et al. 2011b) . The source has a typical variability time scale of a few days, with sufficiently large amplitude. The first step of our analysis was to characterise the time-averaged properties of the absorber using the combined RGS spectrum of all observations taken by XMMNewton during our campaign. This has been described in detail by Detmers et al. (2011) . Using the multiwavelength monitoring as described by Kaastra et al. (2011b) , it is then possible to predict the variations of the transmission of the outflow for a grid of possible distances r. Comparing these predictions with the observed spectra then yields distances to the outflow components. In our comparison, we have focussed on the data obtained with the pn camera of XMM-Newton, because that has the highest sensitivity to variations in the 1 keV band. The MOS data could not be used for this comparison because of a small amount of pile-up. However, we also obtained useful constraints from the RGS spectra at longer wavelengths.
The structure of this paper is as follows. First we summarise the ionisation structure of the outflow, investigate the spectral signatures of the expected variations of the transmission, and introduce the data sets that we use (Sect. 2). As a next step (Sect. 4) we compare the data to the predictions for the highdensity limit (instantaneous response of the absorber to continuum variations). Afterwards we describe our method of treating the more general case of time-dependent photoionisation (Sect. 5). In Sect. 6 we compare the data from our 2009 campaign to archival data to obtain constraints from the long-term variability. We discuss our results briefly in Sect. 7.
We use 1σ (68% confidence) uncertainties throughout this paper, unless stated explicitly otherwise.
Data

Fluxed spectra
We have made fluxed spectra for each of the ten observations as well as for the combined spectrum for each of the instruments available to us. The need to use fluxed spectra is explained in more detail in Sect. 3 and is related to the weakness of the expected signals. More details about the observations and the observation log are described by Kaastra et al. (2011b) .
EPIC pn spectra
The pn (Strüder et al. 2001 ) count spectra were extracted as described by Ponti et al. (2011, in preparation) . We have produced fluxed spectra from these count rate spectra using the program epicfluxer that is available in the public SPEX 1 distribution. Our procedure is as follows. We rebin the count spectra energydependent to about 1/3 FWHM, ignore the parts below 0.2 keV and above 12 keV, and fit the count spectra using a cubic spline (the spln model of SPEX) on a logarithmic energy grid between 0.2-12 keV with 100 grid points. The resolution of this grid is about 2%, and it matches the spectral resolution of pn well. All fits are statistically acceptable. We then take the corresponding model photon spectra (also as splines) and convolve them with a Gaussian redistribution function. The FWHM of this Gaussian is energy-dependent and corresponds to the spectral resolution of the instrument at each energy. In this way we have a model spectrum at EPIC resolution that describes the data perfectly. Any remaining residuals that are visible in a plot of the original fit to the count spectra with the spln model, come mostly from the statistical noise of the data. To take that noise into account and also to correct for any remaining weak residuals caused by the limitations of the spline photon spectrum approximation to the true photon spectrum, we scale the convolved spline model spectra with the ratio of the observed data to the predicted data at each energy. Fig. 1 shows an example of the fluxed spectrum of the combined 2009 data. For our analysis we used the data points, but the plot shows the excellent agreement between the responseconvolved spline model and the data. The spectrum clearly shows the Fe-K line near 6.4 keV, as well as a dip caused by the absorbing outflow between 0.8 and 1.0 keV. Some of the features between 1.8 and 4 keV may be caused by remaining small calibration uncertainties at a level of a few percent, and are possibly associated to the gold edge of the mirror or the silicon edge of the detector. However, whether these features are instrumental or have an astrophysical origin is not important for the present purpose, as they disappear in the ratio of different spectra. Below 0.4 keV the flux drops rapidly owing to the Galactic absorption. Since the spectral energy resolution in that region of the spectrum is low anyhow and we do not expect to see significant variations in the absorption components in that band, it is not important for the present paper, so we ignore the spectrum below 0.5 keV in the rest of the paper.
Furthermore, we take the following into consideration. Fig. 2 shows the ratio of the nominal count spectrum (counts s −1 keV −1 ) divided by the nominal effective area at each energy, to the fluxed spectrum produced by the epicfluxer program as described above. In particular, at lower energies most of the counts correspond to redistributed photons of higher energies. Because the intrinsic photon spectrum becomes weak at low energies owing to interstellar absorption, the strong rise of the ratio below 0.35 keV, up to ∼ 4 for E = 0.2 keV, is produced. The negative dip around 0.45 keV is caused by loss of photons of 0.45 keV to counts at energies below 0.45 keV.
In the data, an excess of 1% above the model at 0.5 keV would actually be an excess of 1% counts. With the ratio of ∼ 0.9 at 0.5 keV from Fig. 2 , this corresponds to an excess in flux of about 1.1%. Our procedure would thus give a systematic bias of 0.1% for the above example. However, the typical statistical uncertainty of the spectra in this region is much smaller than the 1% of the example (<0.4-0.5%). Furthermore, the statistical deviations for neighbouring bins are independent and can have different signs, so their average value over a certain band of bins is even lower. We conclude that these effects on our analysis can be ignored safely.
The pn is known to be extremely stable over time. Here we quantify this. Stability can only be measured using unvarying sources. Such sources are relatively rare, but perhaps the best candidate is the isolated neutron star RXJ 1856.6-3754. This object is being used as a regular calibration target for XMMNewton. The best band for checking stability is the 0.3-0.5 keV band, given the soft spectrum of the source. We use the products that are available with the calibration review tool on the XMM-Newton web page. The 15 pn observations of this source in the 0.3-0.5 keV band have fluxes with a standard deviation of 3.8% around the mean value. We are more interested in relative differences rather than absolute fluxes, so we have also determined the mean and standard deviation for the fit residuals averaged over a 0.05 keV wide band around 0.3 keV. These residuals have a mean value of 2.4% (consistent with the nominal calibration uncertainty), but more importantly the scatter (standard deviation) for individual observations around this mean is only ∼ 0.5%. The true number may be even smaller because this number agrees fully with the uncertainty due to the photon statistics in this band (it is limited by the exposure times of the calibration observations). The number implies that relative time variations in narrow bands can be measured down to the ∼ 0.5% level or better, provided the source has enough photons.
EPIC MOS spectra
The MOS (Turner et al. 2001) data cannot be used for our purpose. In contrast to the pn data, the ratios between MOS spectra often show weak breaks around 0.7 keV, with deviations below that energy from the extrapolated power law from the 0.7-1.5 keV band and also deviations from the ratio obtained from the simultaneous pn data. This is caused by a combination of small amounts of pile-up, small imperfections in the MOS redistribution function at low energies, and uncertainties near the instrumental oxygen edge. This softening or hardening near 0.7 keV makes detection of the expected narrow Gaussian differences in transmission harder, because at least for the ionisation components C and D, the centroids of the Gaussians are near this energy (0.716 and 0.820 keV, Table 2 ). The signal-to-noise ratio of the combined MOS data in the relevant band is also about two times lower than for the corresponding pn data. This is partly due to the smaller extraction radii for the MOS spectra (20 ′′ ) as compared to the pn spectra (45 ′′ ). For these reasons we do not include the MOS data in our subsequent analysis.
RGS spectra
The data reduction of the RGS (den Herder et al. 2001 ) spectra was described in detail by Kaastra et al. (2011a) . The spectra were taken in the so-called multi-pointing mode. For each observation, one of five offset pointings in the dispersion direction was chosen. This has the advantages that (i) the effects of spec- tral bins with lower exposure from the excision of bad pixels is strongly reduced in the stacked RGS spectrum, and (ii) that the gaps between CCDs are filled with data. For individual spectra, this advantage is lost, although it is partly recovered by the combination of RGS1 and RGS2 data and first-and second-order spectra.
We are searching for variation in the depth of absorption lines, so we have rebinned our spectra by a factor of 6 to 0.058 Å, approximately the resolution (FWHM) of the RGS. In Fig. 3 we show our sensitivity to detecting changes in individual RGS spectra. The curve is derived from a 50-point spline fit to the median statistical uncertainties of the ten individual spectra. It ranges between 3 and 6% in the 10-30 Å band, with some maxima (7-9%) at the two ends of the band and in correspondence with the missing CCDs.
Description of the outflow and analysis method
Ionisation structure of the outflow
The time-averaged RGS spectrum of Mrk 509 as analysed by Detmers et al. (2011) shows a number of discrete ionisation components, labelled A-E (see Table 1 , taken from the absorption measure distribution fit). The discrete nature of these components could be proved -at least for components C and Dby applying a continuous model for the column density versus ionisation parameter ξ. That continuous model shows two strong peaks in absorption measure at the position of components C and D. The statistics of the spectrum and the lack of suitable strong lines did not allow us to prove the discrete nature of components A, B, and E, but there is also no strong evidence against the discrete nature of these components, so for our present analysis we started with the five components given by Detmers et al. (2011) . We use the parameters from his Table 6 , given here in Table 1 , which is based on a fit of the measured ionic column densities co-added over all velocities resulting in five ionisation components.
Alternatively, Detmers et al. (2011) also fitted the spectrum directly with the xabs model of SPEX (Kaastra et al. 1996) using multiple discrete ionisation and velocity components. In that analysis, component C is split over two velocities (−40 and Table 5 of Detmers et al. 2011 ). In our discussion we come back to this issue in the context of discussing the uniqueness of our results.
Transmission of the five components
As a starting point in our analysis, we calculated the transmission, convolved with the resolution of the pn detector and with the cosmological redshift applied, for all five individual ionisation components. We focus here on the pn data because of its higher sensitivity at higher energies, but later we also consider the RGS spectra. Because Mrk 509 shows variations of 20-25% in luminosity (∼0.1 dex), we also calculated the transmission for these components using the same total hydrogen column density but with log ξ 0.1 dex higher (recall ξ = L/nr 2 ). For other, not too large variability amplitudes we can easily scale these calculations. The results are shown in Fig. 4 . This figure also shows the relative change for each component if the ionisation balance is adjusted, by plotting the ratio between the transmission for both cases.
The figure shows that -at the pn resolution -all components show deviations from unity in the transmission, up to 6% for component C. However, the differences in the transmission between the two cases are smaller than the deviations from unity, and they do not always peak at the energy of the dominant absorption features. For instance, component D has the strongest absorption blend at an energy of 0.90 keV, but by increasing the ionisation parameter the main effect is to reduce the depth of the low-energy wing of the blend, resulting in a peak of the difference spectrum at 0.82 keV.
In general ions that have their peak concentration exactly at the ionisation parameter of one of the detected ionisation components, thereby making the strongest contribution to the absorption, are not very sensitive to modest changes in the ionisation parameter, since the second derivative of the ionic column density versus ionisation parameter is close to zero. Therefore, changes in the individual components can be spotted most easily using ions that peak near the relevant ionisation parameter (to yield significant column densities and absorption features), but not exactly at this ionisation parameter (and therefore have a strong gradient of the derivative of the column density versus ξ).
We found that the prominent peaks due to a change ∆T in the transmission for components C, D, and E are represented well by Gaussians:
The parameters for these Gaussians (for an increase of 0.1 in log ξ) are given in Table 2 . We discuss the different components in more detail below. Although they affect the transmission below 1 keV at the 1-2% level, components A and B are expected to show changes in the transmission (for an increase in log ξ by 0.1) no larger than 0.1%, so cannot be used for the present purpose of constraining the spectral variations of the absorption components. This lack of sensitivity is due to the lower column densities for these low-ionisation components, combined with the poor spectral resolution of EPIC at low energies, causing relatively strong broadening of spectral lines.
For this reason we concentrated on components C, D, and E. In their expected response to changes in the ionisation parameter, they show significant features with amplitudes of about a percent at energies of 0.716, 0.820, and 1.056 keV, respectively. Using our spectral model, we estimated the equivalent widths of the lines from all ions that contribute to these features. The results are shown in Table 3 .
The expected changes in component C are dominated by the declining column densities of Fe ix-Fe xii as a function of ionisation parameter, and also by the Rydberg series of O vii starting from n = 3. The 1s-2p line of this ion is well separated from the presently considered blend. At the far blue side of the profile, the increase in Fe xvii column density enhances the contrast for these column densities of Fe ix-Fe xii slightly. The dominant lines from Fe xv-Fe xvii are separated reasonably well in energy from the more lowly ionised ions, and thus do not contribute much to the central regions of the blend. As a result, mainly the changes in Fe ix-Fe xiv and O vii and O viii for this component are relevant. 
Notes.
(a) Laboratory wavelength of the strongest individual spectral line of the ion that contributes to the blend.
(b) Predicted energy of the line centroid of all lines from the given ion that contribute to the blend, in the observer's frame (thus accounting for cosmological redshift).
(c) Total equivalent width of all the lines of the ion contributing to the blend, for the parameters of the time-averaged spectrum (see Table 1 ).
(d) As above, but for log ξ higher by 0.1 dex.
(e) Difference in equivalent width for the case with a higher ionisation parameter compared with the time-averaged spectrum.
Below 0.715 keV a reduction in the optical depth τ of the O vii edge is also visible (Fig. 4) . It decreases from 0.0112 to 0.0079, causing the transmission above the edge to increase by 0.33% relative to the lower energies.
For component D, the O viii 1s-2p line, although it is the strongest line in this energy band, does not contribute significantly to the main component of the variation, because it is 150 eV off the centroid and because the optical depth is large (2.2), causing moderate saturation effects, hence less sensitivity to column density variations. We have included Fe xx for component D in Table 3 , because this ion is expected to increase its column density as a response to an increase in ionisation parameter, resulting in a shift of the centroid of the varying transmission component to slightly lower energies.
The changes in component E are dominated by decreasing column densities of Fe xxi-Fe xxiv as a function of ionisation parameter. Component E is also predicted to have a strong absorption feature in the Fe-K band, mainly due to Fe xxv. At EPIC resolution, this line has a maximal depth of about 5 %. Because it is possibly blended by emission features of the same ion, it is not possible to measure its equivalent width. If component E responds to the continuum changes, then the line's peak intensity will change by about 1 %, which is too small to detect since the signal-to-noise ratio per observation and per resolution element (FWHM) is only 50 at those high energies. Therefore we do not consider the Fe-K band further here.
For component E, there is a significant uncertainty of 0.27 in the value of log ξ for the time-averaged spectrum as determined by Detmers et al. (2011) . This is because of a strong correlation between the total hydrogen column density and ξ. The consequences of this on our analysis are discussed in more detail in Sect. 7. For components C and D, the uncertainties are much smaller. However, because we use in this paper changes relative to the time-averaged spectrum, uncertainties in the absolute values of ξ and N H for the time-averaged spectrum are less important.
Measuring transmission changes of the outflow
The continuum flux during the XMM-Newton campaign of Mrk 509 varied significantly at a level of the order of 25%, corresponding to 0.1 dex, in the hard X-ray band (Kaastra et al. 2011b ). In the soft X-ray band we even see enhancements up to ∼60% (see Fig. 12 later in this paper). If any of the ionisation components of the outflow responds rapidly to the changing ionising continuum, then we expect to see the changes in the spectrum as displayed in Fig. 4 . If on the other hand the response time is slow, no changes in the transmission may occur. Fig. 4 shows that the expected peaks for components C, D, and E are well separated in energy, implying that the (lack of) variations can be detected for each of these components individually.
The amplitude of the expected signal is of the order of 1%. This is smaller than the typical systematic uncertainty in the EPIC effective area, which is a few percent or even slightly larger, and varies with energy. As a result small differences in the model photon spectra cannot be distinguished from imperfections in the adopted effective area. Therefore, global spectral fitting of individual spectra at this level of accuracy is not possible. However, the pn detector of XMM-Newton is extremely stable (Sect. 2.1.1), and therefore relative changes in the spectrum are much easier to detect.
We proceed as follows. We produce fluxed spectra S i for all ten individual observations (i = 1, . . . 10) as described in the next subsection. The ratios r i j,obs = S i /S j of these fluxed spectra are then independent of any effective area uncertainties. Also, in this way the effects of interstellar absorption are taken out. The expected ratio is r i j,pred = C i T i /C j T j , where C i is the intrinsic continuum for spectrum i and T i the transmission of the absorbing component(s). If there is no change of the absorber, r i j,pred is just the ratio of the model continuum spectra. In order to take out the time variability of the continuum, we use instead
and compare this with
If any of the absorbing components varies over time, R i j,pred and the corresponding R i j,obs will differ from zero in narrow energy bands, cf. our findings in Sect. 3.2.
Searching for variations in the outflow in the high density limit
In the previous section we described the structure of the outflow, indicated the characteristic predicted variations as a response to changes in the ionising radiation, and presented the data products that we use to measure these variations. In our analysis we use three levels of sophistication. At the most simple level we assume that the ionising continuum varies Fig. 5. Ratio of the ten model spectra to the time-averaged model spectrum, based on the fits by Mehdipour et al. (2011) . Only the underlying continua are taken into account, not the absorption components. The spectra as displayed are extrapolated outside the XMM-Newton range for illustrative purposes.
only in flux, but not in shape. In the case of high density, this causes an immediate response to the flux variations with the characteristic signatures as presented in Fig. 4 . For gas at a fixed density and distance to the ionising source, a change of L is then directly proportional to a change in ξ.
However, the above situation is not realistic, Mehdipour et al. (2011) have shown that there are significant changes of the spectral shape during our campaign (Fig. 5 , Sect. 4.1). Therefore in this section we study a model where the gas has a high density and hence responds immediately to variations in the ionising flux, but we take the variations in spectral shape as measured simultaneously with the EPIC and OM instruments of XMM-Newton into account. This is an important limit for the more general model of time-dependent ionisation at lower densities that we discuss in Sect. 5.
Ionising continuum
We follow Mehdipour et al. (2011) , who model the continuum as the sum of four components: a disc blackbody (dbb), a soft excess parametrised by a Comptonised disc component (se), a power law (pl) and an Fe-K line (fe, see their Table 5 ). The iron line does not contribute much to the ionising flux, but for consistency with the fits by Mehdipour et al. (2011) we include it in our model. However we ignore the weaker narrow and broad X-ray emission lines that are modelled by Detmers et al. (2011) in the soft X-ray band. Those lines also have a negligible contribution to the ionising flux. More details about the model components are given in Sect. 5.2, where we discuss the time-dependent parameters of the components.
For each of the ten spectra, we have made runs with Cloudy (Ferland et al. 1998 ) version C08.00 with Lodders et al. (2009) abundances for a grid of ξ-values to calculate the equilibrium ion concentrations. The auxiliary program xabsinput in the public SPEX distribution then converts this into an input file for the xabs model of SPEX. The xabs model was used in the analysis of the time-averaged RGS spectrum by Detmers et al. (2011) . For each spectrum we also calculate the ionising luminosity L in the 1-1000 Ryd band (Table 4) The 10 log of the ionising (1-1000 Ryd) flux for the ten individual spectra 1-10 divided by the corresponding flux for the time-averaged spectrum, for each of the spectral components as modelled by Mehdipour et al. (2011 
Predicted and observed changes in transmission: pn
As a next step, we calculated for each of the five ionisation components A-E the transmission using the above appropriate SEDs. We also increased or decreased ξ proportionally to the change of the total L from the last column of Table 4 . The ratios of the ten transmissions to the time-averaged transmission are then represented using Eq. 3 and compared to the observed pn data using Eq. 2. We show this comparison in Fig. 6 . Observations 4 and 5 show some broad-band residuals in the form of a positive trend between ∼ 0.8 keV and 1.5 keV, while observation 8 shows the opposite trend. A similar bending is seen for these spectra in the plot of the ratio of the model spectra (Fig. 5) . These three spectra have their largest curvature just around 1 keV. Thus, the systematic trends in spectra 4, 5 and 8 can be attributed to imperfect continuum modelling. Note that their amplitude of ∼1% is well below the systematic uncertainty of the pn effective area calibration. But of course also the continuum models that we use may be too simple at this level of accuracy.
To corroborate this result, we have inspected the fit residuals of the broad-band fits to the ten spectra made by Mehdipour et al. (2011) . Averaged over the 1.0-1.5 keV band, the fit residuals of the pn for spectra 4 and 5 are ∼0.8% higher than for spectra 2, 9 and 10. Similarly, for observation 8 the fit residuals are ∼0.4% smaller than for spectra 2, 9 and 10. Within 0.1%, these differences agree with what we show in Fig. 6 . Thus, the large-scale residuals are caused by small imperfections in the continuum modelling of the individual spectra. Recall that the ratios shown in Fig. 6 are essentially the ratios of the observed or predicted photon spectra, but normalised to the corresponding ratio of the pure continuum models obtained by Mehdipour et al. (2011) . In contrast to these broad-band trends, the signatures of a varying absorber should be narrow dips or bumps at specific energies, which differ for each of the absorption components (cf. Fig. 4) .
The predicted difference in transmission for components A and B is less than ±0.02 and ±0.2%, respectively, and because we are not sensitive enough to detect such weak signals, we will not consider components A and B further. We recall that the sensitivity to detecting changes in narrow energy bands with pn is ∼0.5% or slightly better, cf. Sect. 2.1.1.
Component C has the strongest predicted signals. Spectrum 1, and to some lesser extent also spectrum 2, should have a dip with an amplitude of ∼−1% at 0.73 keV, while spectrum 5 should have a positive excess with similar amplitude. None of this is visible in the data. However, the predicted dip for spectrum 1 might be visible in spectrum 5, while the predicted bump for spectrum 5 might be visible in spectrum 8. That would correspond to a delay of about two weeks. The possibility of a delayed response, corresponding to lower density and hence more distant gas will be elaborated further in Sect. 5, but we conclude here that the pn data are clearly inconsistent with an immediate response of component C to continuum variations. The predicted changes for component D are too small to be detectable with pn. This is somewhat surprising because from Fig. 4 one might conclude that the predicted variations should have about half the amplitude of the variations in component C. However, in Fig. 4 it was assumed that the luminosity variations are achromatic, while in the present model we take the more realistic continuum shape variations into account. Because the soft X-ray flux varies more strongly than the hard X-ray flux, the predicted amplitudes for the more highly ionised components D and E are smaller than that of component C. The strongest predicted dip, −0.35% around 0.82 keV for spectrum 1, is comparable to the statistical uncertainty of 0.3% in that band, hence not detectable.
For component E, our model predicts a dip of −1.6% for spectrum 4 at 1.06 keV, in contrast to a positive peak at the same energy of ∼ +0.5% for spectra 6, 8, and 10. There is not much evidence of the dip in spectrum 4, although some care should be taken because of the small systematic trends noticed earlier for this spectrum, related to the strong curvature of the underlying continuum.
Nominal significance of the variations
The significance of our findings is somewhat difficult to assess quantitatively, due to the small systematic continuum deviations mentioned earlier. We have attempted to quantify this in the following way (Table 5) . We calculated the nominal χ 2 of the data R obs shown in Fig. 6 compared to two models. The first model (labelled "zero model") in the table compares the data to the model where the change in transmission is zero (R pred = 0 in terms of Eq. 3). This corresponds formally to the limit for the gas density n → 0. We also calculated χ 2 for the models with in- stantaneous response for components C, D, and E (the green, blue and red curves in Fig. 6 ). This corresponds formally to n → ∞. For comparison with the zero model we subtract χ 2 for that model, thus showing the difference in χ 2 . We do this for each individual observation. The table clearly shows that the model with no response at all is better than the models with an instantaneous response of the absorption components. The numbers agree with what we described qualitatively before. While the sensitivity to detecting changes in component D is low, an instantaneous response for component C would make the total χ 2 25.4 higher than the zero model. An almost similar conclusion can be drawn for component E.
To test how these results depend on the systematic uncertainties in the continuum, we re-computed these χ 2 values using corrected data (the rightmost four columns of Table 5 ). The correction consists of a cubic polynomial in log E that we fitted to the data between 0.4-3.2 keV, thus with a typical resolution of a factor of 2 in energy. An example of such a fit for spectrum 5 is shown as the black line in Fig. 7 . The correction is not unique, and there is some danger that it washes out a small part of any true variations of the absorber. Keeping this in mind, the correction lowers the overall values of χ 2 compared to the uncorrected case as expected. It does not alter our conclusion about poorer fits with models with an instantaneous response compared to models with no response. Thus, we confirm our more qualitative conclusions given before.
Predicted and observed changes in transmission: RGS
At energies below 1 keV, RGS becomes more sensitive to the detection of weak lines than pn, thanks to its higher spectral resolution that compensates for the lower effective area. Therefore we also consider the predicted instantaneous response to continuum variations for the absorption components as measured by RGS. We consider only features where the RGS has enough sensitivity to detect them (Fig. 3) .
As for the pn, variations in components A and B are below the detectability limit so are not considered further. For component C, the 15-18 Å band is most promising for detecting changes (Fig. 8) . Our model predicts the strongest contrast between spectra 1 and 2 on one side, which have almost the same transmission, and spectrum 5 that corresponds to the peak of the soft X-ray emission.
Two prominent features contribute to the difference shown in Fig. 8 . First, the model predicts a strong change in a broad band between 16.5-17.5 Å. This is the same blend as the predicted blend in the pn data around 0.73 keV (Fig. 6) . The main contributions are from to M-shell transitions of Fe ix-Fe xiii, cf. Table 3 , and the O vii edge. Averaged over the 16.5-17.5 Å band, the model predicts an increase of R by +0.043 from observations 1 & 2 to observation 5. The data show a decrease instead of −0.028 ± 0.011. Thus, at the 6.5σ confidence limit we can exclude an instantaneous response for component C.
The second feature is the Fe xvii resonance absorption line (rest-wavelength 15.01 Å, observed at 15.5 Å due to the cosmological redshift). Averaged over two adjacent bins, the model for component C predicts a decrease of −0.060 from observations 1 & 2 to observation 5, while the data shows a slight increase of +0.05 ± 0.03. A part of this increase can be explained by contamination by component D, which also produces Fe xvii. Component D alone produces an increase of +0.024. Because the contributions from components C and D to the total Fe xvii column density are 59 and 41%, respectively (cf. Table 4 in Detmers et al. 2011) , the combined predicted net decrease in the Fe xvii line is −0.026. This is off by 2.5σ from the observed value. Thus, the Fe xvii line is also not in good agreement with an instantaneous response.
For component D the largest changes are expected between spectrum 1 and 5, for the O viii Lyα line at 19.6 Å. Averaged over two bins, the observed increase of 0.02 ± 0.05 agrees with the prediction of +0.04, but of course also with the hypothesis of no changes.
Finally, for component E there is a group of features in the 11.3-12.8 Å band where the model predicts a significant change, from a value of −0.015 for spectrum 4 to an average of +0.007 for observations 6, 8, and 10. This increase by +0.022 is significantly higher (at the 2.5σ level) than the observed difference of −0.003 ± 0.010. Alternatively, fitting a linear function to the observed R-values for all ten observations to the predicted values yields a slope of +0.18 ± 0.40, 2σ off from the expected value of 1 for an immediate response. This strengthens our conclusion from the pn data that also component E does not show much evidence of an instantaneous response.
In the next section we investigate whether the observations agree with a lack of response or with a delayed response. For this, we need to solve the time-dependent ionisation balance equations.
Time-dependent photoionisation
Introduction
The time evolution of the ion concentrations in the outflow depends on the gas density. For high density, the gas responds fast to changes in the ionising flux and restores ionisation equilibrium at the new flux level. For low density, collisions between free electrons and ions are rare, and because of that it takes a long time to restore equilibrium. When the photoionising flux varies faster than this response time, the plasma may be continuously out of equilibrium and it is at best in equilibrium with the long-term average flux, on time scales longer than the response time of the plasma. See Krolik & Kriss (1995, Sect. 6 ) for a more extensive discussion of these effects.
For strong enhancements of the flux, the ionisation may proceed faster than recombination (see Fig. 5 of Nicastro et al. 1999 , for a good example of this), but when the flux does not vary by orders of magnitude, as in the case of Mrk 509, the ionisation and recombination time scales are of the same order of magnitude.
In this section we present how we model the time-dependent ionisation following the method of Nicastro et al. (1999) . We first determine the history of the ionising spectral energy distribution (SED) for our observations. Starting with the first Swift observation, for which we assume ionisation equilibrium, we calculate for each outflow component the time evolution of the ion concentrations, for a grid of values for the gas density. We then calculate the corresponding X-ray transmission for the different components, and compare those to the observed spectra. The density for each component (or a lower-or upper limit) is then determined from the best match of a model spectrum to the observed spectrum.
Time-dependent SEDs
As in Sect. 4.1, we use the detailed spectral fits of the ten XMMNewton observations from Mehdipour et al. (2011) . They model the continuum with four components:
1. disc blackbody (DBB, SPEX model dbb), representing the direct emission from the accretion disc. Free parameters are the emitting area A DBB and the temperature T DBB ; 2. A soft X-ray excess (SE, SPEX model comt), representing
Comptonised emission from the disc in a warm plasma. Free parameters are the seed temperature of the photons (taken to be equal to T DBB ), the plasma temperature T e , optical depth τ, and normalisation N comt ; 3. power law (PL, SPEX model pow), with free parameters the photon index Γ and the normalisation N PL ; 4. Fe-K line (Fe, SPEX model gaus), approximated by a Gaussian and characterised by its energy E Fe , normalisation N Fe , and Gaussian width σ.
We apply a high-energy cut-off to the spectrum, based on the INTEGRAL data modelling, as shown in Kaastra et al. (2011b ,  Fig. 3 ). The cut-off is represented by a multiplicative factor to the power-law component, and the shape of the cut-off is kept constant in time, because more details are lacking.
The best-fit parameters for the DBB, SE, and PL components are given in Mehdipour et al. (2011, Table 6 ). The parameters for the iron line are not given in that paper, but the effects of the iron line on the present analysis are weak, because its ionising flux is only ∼ 0.5 and 0.2% of the ionising flux of the power-law component and the total ionising flux, respectively. For simplicity, we assume that its flux is constant at the average value for the ten XMM-Newton observations, 0.76 ph m −2 s −1 , corresponding to 2.07 × 10 35 W in the source rest frame. Our continuum model is therefore described by seven free parameters that vary as a function of time.
Because the ionisation state of the gas also depends on the history of the ionising flux before the start of the XMMNewton observations, we also need to characterise that part of the light curve. For that purpose we have obtained Swift observations as described by Kaastra et al. (2011b) and elaborated by Mehdipour et al. (2011) . While for the ten XMM-Newton observations we had high signal-to-noise pn spectra and OM observations in all filters to constrain the SED, for the Swift observations, which had short exposure times, we have in most cases only UV fluxes for the UVM2 filter and broadband X-ray fluxes at 0.3 and 4 keV with a typical uncertainty of 0.05-0.10 dex (see Figs. 2 and 8 of Mehdipour et al. 2011) .
These three fluxes (UV, 0.3 and 4 keV) per Swift observation are in principle insufficient for deriving the seven continuum parameters for the SED. However, there are tight correlations between these parameters, and therefore we can make a good proxy for the SED based on the UVM2 and the 4 keV fluxes alone, as we show below. We use the higher signal-to-noise and more detailed XMM-Newton observations to derive these correlations. For the Swift observations without the UVM2 filter, we estimate the UV flux from the other filters as described by Mehdipour et al. (2011) . Fig. 9 . Correlation between the photon index of the PL component with the UV flux for the ten XMM-Newton observations. The corners of the diamonds correspond to the nominal statistical uncertainty on both quantities.
For the power-law component, the photon index Γ correlates remarkably well with the UV flux (Fig. 9) . The PL is then completely determined from the UV flux and the 4 keV X-ray flux, which has no contribution from the other softer continuum components.
For the soft excess component, the plasma temperature as given by Mehdipour et al. (2011) shows little variation, and thus we keep it constant at 0.20 keV. The normalisation N comt and optical depth τ of this component can be approximated as a linear function of the UV flux (Fig. 10) , and as stated before, the temperature of the seed photons is tied to the disc blackbody.
Finally, for the disc blackbody component, there is a correlation between its temperature and the UV flux (Fig. 11) . We kept its normalisation constant to 3.34 × 10 25 m 2 , the mean value for the ten observations, and within the error bars, consistent with the reported values (Mehdipour et al. 2011, Table 6 ).
Using these correlations and the UVM2 and 4 keV flux, we constructed the time-dependent SEDs for our full 100 day campaign. Obviously, for the XMM-Newton observations we took the SEDs directly from Mehdipour et al. (2011) and we reported them in Sect. 4.1. A comparison of the ionising fluxes determined directly from the XMM-Newton data with the ionising fluxes determined through the above correlations shows a scatter of ∼ 10%.
We show the ionising fluxes of the main components (PL and SE) in Fig. 12 . It is seen that the luminosity before and after the XMM-Newton observations is lower than during these XMMNewton observations. Most of the variability is caused by the soft excess component, although the power-law component also varies. The ionising luminosities of the disc-blackbody and iron line are much lower than the luminosities of the PL and SE components.
Solution of the time-dependent rates
The time dependence of the relative density n i of an ion i of a given species is given by Here n e is the electron density, and α i is the recombination rate from stage i + 1 to stage i and is in general a function of the temperature T . The ionisation rate from stage i to i + 1 is indicated by I i . Obviously, in Eq. 4 ionisations from bare nuclei and recombinations onto neutral atoms should be excluded as they are non-existent. Equation (4) forms a set of coupled ordinary differential equations. We solve these numerically by using a Runge-Kutta method with adaptive stepsize control, subroutine odeint from Press et al. (1992) . Following Nicastro et al. (1999) , we adopt a constant electron density n e as a function of time.
The recombination and ionisation rates are interpolated linearly between the values for the 29 different Swift and XMMNewton observations. We also tried quadratic or spline interpolation, but that sometimes leads to unwanted overshooting, in particular near the start and the end of the XMM-observations where a few Swift observations are close in time to those by XMM-Newton. Moreover, such higher order schemes would hide the intrinsic uncertainties caused by the lack of data between the 29 observations.
The recombination and ionisation rates for the 29 epochs were obtained as follows. For each epoch and ionisation component, we calculated the equilibrium ion concentrations using Cloudy (Ferland et al. 1998 ) version C08.00, with Lodders et al. (2009) abundances. These equilibrium concentrations were calculated using the appropriate SED (see previous subsection). Furthermore, the ionisation parameters ξ were scaled down relative to the values obtained from the average XMM-Newton spectrum (Detmers et al. 2011) , proportionally to the ionising 1-1000 Ryd luminosity L. For a prompt response of the gas to changes in flux or SED shape, this is the appropriate scaling, assuming that the gas density n and distance to the ionising source r remain constant in time (ξ = L/nr 2 ). Using this same Cloudy run, we used the "punch ionization rates" option of Cloudy to obtain the corresponding ionisation and recombination rates. Since Cloudy takes multiple ionisation after inner-shell ionisation into account, the total ionisation rate obtained from the punch option does not return an equilibrium situation when inserted into our simplified Eq. (4), which ignores multiple ionisations. To correct for this we have scaled the ionisation rates I i in our code so that equilibrium is forced (dn i /dt = 0 in Eq. 4) using the concentrations n i provided by Cloudy. We did these calculations for a grid of distances r to the ionising source and for each of the outflow components separately. We assumed equilibrium for the first Swift spectrum as our initial condition.
Results
An illustrative example
We start here with C iv, an ion that mainly produces UV absorption but displays a number of interesting features in the timedependent ion concentration. Fig. 13 shows the predicted evolution of the ion concentration as a function of time for the dominant C iv contributor, component A.
For an instantaneous response, the relative C iv concentration varies between 0.23 and 0.34 in accordance with the continuum variability. For distances up to 10 17.75 m, there is not much difference with the instantaneous response. For distances of 10 18 and 10 18.25 m, the response becomes delayed by about three and ten days, respectively. These delays are related to the lower densities and therefore longer recombination time scales corresponding to the longer distances (for constant L/ξ = nr 2 ). For greater distances, for instance 10 18.50 m, the delay becomes a month but also the amplitude of the variations starts to decrease rapidly. The plasma is no longer able to respond to the fastest fluctuations of the ionising continuum. For even greater distances (> 10 18.75 m), the delay becomes longer than the duration of six week of the Swift monitoring before the start of the XMM-Newton observations, and the amplitude becomes significantly smaller. Here our model predictions become quite uncertain, as we lack sufficient information on the flux history of the years before the start of our campaign. There are only some sparse individual measurements available. 
Time evolution for the most prominent ions
In Fig. 14 we show the time evolution of the most important ions for our variability study (see Table 3 ). Starting with oxygen, we see that the strong soft X-ray flux enhancement near the centre of the XMM-Newton observations has a strong ionising effect: both the O vii and O viii concentrations decrease for gas at distances < 10 17.25 m; for longer distances, the history on longer time scales becomes more important.
Comparing Fe x with O vii, it is seen that iron responds faster to continuum changes than oxygen: a similar delay is found for iron at three times greater distances (compare the curves for O vii and Fe x at 10 17.00 and 10 17.50 m, respectively). For the iron Mshell ions Fe x -Fe xiii the lower ionisations stages show a decrease in column density while the higher ionisation stages show an increase near the centre of the XMM-Newton observations. Finally, the two panels for Fe xvii for components C and D show that the response not only strongly depends on the distance to the central source, but also on the ionisation parameter: component D has a six times higher ionisation parameter than component C, and it responds in a less pronounced fashion.
Changes in the transmission
With the calculated time-dependent column densities, we next predict the changes in the transmission for each component as a function of distance. We compare the calculated transmission for individual observations to the calculated time-averaged transmission for all ten observations, similar to the spectral comparisons shown in Fig. 6 . This average is different for each adopted distance, cf. the different curves in Fig. 14 .
In Sect. 4 we found no evidence of an instantaneous response for any of the components where our sensitivity was sufficient to detect it. Here we follow a more general approach. For each ionisation component and for a grid of distances, we determine the formal agreement of the predicted ratio R pred with the observed R obs by calculating χ 2 -values in given energy or wavelength bands. We summarise our findings in Table 6 . In all cases, the best agreement was obtained for the assumption of no response (the low-density limit), so our data provide lower limits to the distances of the absorption components. The table also lists the χ 2 -value and degrees of freedom for the low-density limit (no response). The offsets in χ 2 -values from the degrees of freedom are caused by the slight mismatch of our continuum model for some of the observations (see Sect. 4.2) but these do not affect our distance estimates because they depend on the relative increases in χ 2 and not on the absolute values. For component C, the comparison of the pn results for the 0.5-1.5 and 0.62-0.78 keV band shows that the highest sensitivity is reached by using the broader band. This is in line with Fig. 6 , which shows that, apart from the main peak at 0.72 keV, there is also a weaker contribution from the broader 1.0-1.5 keV band. The RGS data in the 16.5-17.5 Å band yield a distance limit that is almost equal to the limit obtained from the pn data. The narrower band around Fe xvii (15.4-15.6 Å) also yields lower limits, but these are less restrictive than the limits from the broader band.
For component D, the pn data cannot distinguish the different cases well so we only get a lower limit from the O viii Lyα line as measured by RGS. For component E the pn spectrum provides the best limit.
Combining our results for component C from pn and RGS, and taking the most restrictive limits for components D (RGS) and E (pn), Table 7 summarises the 90% confidence lower limits to the distance and density of components C-E.
Long-term variability
In the previous section we have shown that there are no indications of a change in the absorption components C-E during our intensive XMM-Newton monitoring period of 36 days. Here we investigate the longer-term variability. To this aim we have investigated the five archival XMM-Newton observations taken between 2000-2006. Similarly to the analysis of the data obtained during our campaign, we divided the fluxed pn spectra for all these observations by the fluxed pn spectrum of the combined 2009 observations. As a first step, we simply fit the ratios of the fluxed spectra to a power law plus three Gaussians in the 0.5-1.5 band. For the Gaussians we keep the centroids and widths fixed to the values given in Table 2 , representing the expected differ- Table 2 ) that represent the expected changes of the transmission associated to the ionising flux differences. The solid curves indicate the best-fit sum of three Gaussians to the residuals. For clarity of display, the curves for each spectrum have been shifted along the y-axis by multiples of 0.1.
ences due to changes in the ionising luminosity. We plot these ratios, with the local power-law model divided out, in Fig. 15 . We list the best-fit amplitudes for the Gaussians in Table 8 . It is clear from Fig. 15 and Table 8 that there are no significant differences in transmission between the 2005 and 2009 spectra. There may be a hint for a small difference for component D in the 2006 spectrum, but it is not very strong.
The strongest differences are visible in the 2000 and 2001 spectra. For that reason, we have done a more sophisticated analysis of the continuum spectrum for those two observations. We also extracted the XMM-Newton OM fluxes for those observations and did spectral fits to both spectra using exactly the same model as Mehdipour et al. (2011) ; see also Sect. 5.2 for a description of the spectral model they used.
According to this continuum modelling, the ionising luminosity during the 2000 and 2001 observations is lower by −0.45 and −0.23 dex. We calculated the corresponding difference in transmission using the method described in Sect. 4 for the 2009 spectra. We show the results as a comparison of the observed ratio R obs to the predicted ratio R pred (cf. Eq. 2-3) in Fig. 16 .
The broad dips that are visible in the 2000 and 2001 spectral ratios shown in Fig. 15 between 0.7-1.2 keV have almost disappeared. This is due to the more realistic broad-band optical to X-ray modelling of the continua in the present case, compared with the local 0.5-1.5 keV power-law approximation used in Fig. 15 . Furthermore, the spectra are not sensitive enough to detect changes for component C. For component D, both spectra show a narrow dip in the data around 0.8 keV. When fitted with a Gaussian with centroid and width frozen to the values for component D taken from Table 2 , we find best-fit amplitudes N of −0.014 ± 0.006 and −0.020 ± 0.004 for the 2000 and 2001 spectra, respectively. These values correspond to a nominal decrease in ξ of −0.23 ± 0.10 and −0.33 ± 0.07 dex. Finally, it is evident that the large changes that are predicted to occur for component E are not present. Thus, component E appears to be stable in ion-isation parameter over ten years. This can only be explained by a low density, such that either there are no changes at all over ten years, or that the average ionising fluxes over the few months before each of the 2000, 2001 and 2009 observations were similar by coincidence.
Comparison of the 2000 and 2001 spectra shows that the quality of the data does not allow us to establish whether there are differences in the transmission between these spectra.
Discussion and conclusions
In this paper we have constrained the distance of the dominant X-ray outflow components in Mrk 509. This has been a challenging task, given the complexity of the problem and the refined analysis that is necessary.
The key to achieving these results was the deep 600 ks timeaveraged RGS spectrum that allowed us to derive the ionisation structure of the outflow as seen through X-ray absorption lines (Detmers et al. 2011) . The discrete components found in that work allowed us to make predictions for the time-dependent transmission of the outflow for different distances to the central source, and the distance limits were obtained by comparing those predictions with the observed spectra.
Another necessary ingredient in our analysis was the accurate broad-band spectral modelling from the optical to the hard X-ray band (Mehdipour et al. 2011 ). This was not only important for deriving the shape of the ionising continuum, but also for obtaining the underlying continuum spectrum for each observation in the energy band around 1 keV where most of the changes in transmission from the outflow are expected to occur.
We have used here the continuum models as derived by Mehdipour et al. (2011) . These were based on the measured OM and pn spectra, but also on the scaled, non-simultaneous FUSE spectra described in that paper. This gives an excellent empirical description of the spectra (see also below). Relieving the constraints from FUSE yields somewhat different parameters for the continuum components from the ones used here (see Petrucci et al. 2012, in preparation) , but their effects on the present results are minor.
Our analysis has shown that in the pn-band the continuum model spectra are accurate down to the 1% level (Sect. 4.2) and that narrow-band time variations can be detected with the pn down to the 0.5% level (Sect. 2.1.1). For our Mrk 509 data, an instantaneous response to the ionising continuum would predict changes up to 2% at certain energies for some of the ionisation components (for example between spectra 1 and 4, Fig. 6 ). Given the detection limits that we mentioned, this is certainly a detectable signal. For the somewhat lower ionised components with the dominant absorption troughs below ∼1 keV, RGS gives useful constraints through the same blends as visible with pn, but also through some strong individual absorption lines (Fe xvii, O viii).
However, our data show no evidence of an instantaneous response to the continuum variations, as outlined in Sects. 4.2 and 4.3. Therefore we exclude the high-density limit for the gas, implying that the absorber must be located farther away from the central black hole. Our monitoring with Swift before the onset of the actual XMM-Newton monitoring (Kaastra et al. 2011b; Mehdipour et al. 2011 ) has been very important. It allowed us to develop and use a realistic time-dependent photoionisation model that predicts the change in transmission for a broad range of recombination time scales, hence distances to the ionising source.
In our time-dependent calculations, we assumed equilibrium for the first Swift observation as an initial condition. Because the first XMM-Newton observation starts six weeks later, most uncertainties due to this initial condition will be washed out for time scales shorter than this. On longer time scales this is not the case. We note, however, that the flux during our XMM-Newton observations was slighty higher than the long-term average flux, while the first Swift observations was perhaps closer to this longterm average.
Again comparing our predictions with the data, we have put tight lower limits to the distance and density of components C-E. Comparing our spectra taken in 2009 with archival data, in particular those taken in a relatively low flux state in 2000 and 2001, showed changes for component D on time scales of 8.5 years. This is 50 times the duration of our monitoring campaign, so it yields a 50 times lower limit to the density compared to the number given in Table 7 , of 2.1 × 10 8 m −3 , with a corresponding upper limit to the distance of 33 pc.
In the long term, we see no detectable changes for components C and E. This does not imply automatically that no changes have occurred for those components, but we lack adequate monitoring before the 2000 and 2001 observations. Given the lack of short-term variability for components C-E, the ionisation equilibrium depends on the time-averaged spectrum for periods of months to years.
Because Mrk 509 can show ionising flux variations up to about 40%, this means in practice that for any spectrum taken, the ionising flux used to calculate the ionisation balance for the analysis of the absorber is also uncertain by that order of magnitude. In our case, the average flux during our XMM-Newton campaign may have been somewhat enhanced, perhaps by 15-20%, compared to the long-term average, due to the outburst that peaked around the epoch of spectra 4 and 5. This would, in retrospect, justify some minor corrections to the precise values of ξ that we derived from the time-average RGS spectrum (Detmers et al. 2011 ), but they do not alter the general picture.
It is possible to derive upper limits to the distance using a rather simple argument. Our lower limits to the distance r imply an upper limit to the density n through n = L/ξr 2 . Because the typical thickness of the absorbing layer a is related to the measured column density N H = na, we derive a lower limit to the relative thickness a/r. Reversing the argument, because a/r must be smaller than unity, we get an upper limit to the distance. For our components C-E these are 9 kpc, 1.3 kpc, and 21 pc, respectively. The limit for component C is not very useful, and for component D we have already found an upper limit of 33 pc from the long-term variability, but the limit for component E is interesting.
There is a caveat here, however. In this paper, we have used the five ionisation components A-E derived from a direct fit to the total measured column densities. Detmers et al. (2011) also fitted the RGS spectrum directly using the xabs model of SPEX. The components found that way are, within their statistical uncertainties, compatible with what we use here, but for component E there are larger uncertainties. We have used log ξ = 3.60 ± 0.27, while the direct fit with the xabs model yielded log ξ = 3.26 ± 0.06. As discussed by Detmers et al. (2011) this is the same component; the differences arise mainly because component E is dominated in the RGS band by Fe xxi and Fe xxii. Making the ionisation parameter larger but also increasing the total hydrogen column yields almost the same ionic column densities for these ions.
We re-ran all our procedures but with the ionisation parameters and column densities replaced by those based on a direct xabs fit (Table 5 in Detmers et al. 2011) . In particular for component E the upper limit to the distance from the constraint a/r < 1 increases significantly, from 21 pc to 400 pc. For the other components the differences are not very important.
Using the Chandra LETGS data of our campaign, Ebrero et al. (2011) also derived upper limits of 300 and 50 pc for the components C and the blend of D and E, respectively. These limits are consistent with our present findings, but Ebrero et al. (2011) had to make the additional assumptions that the solid angle of the outflow is ∼ π sr, and that the momentum of the outflow is close to the momentum of the scattered and absorbed radiation, cf. Blustin et al. (2005) . Our present estimates are more direct. Detmers et al. (2010) analysed the XMM-Newton spectra of Mrk 509 taken in 2005 and 2006 . A simultaneous fit to the pn and RGS data of these spectra showed three ionisation components that correspond to our components B, C, and a blend of D and E. Components B and C did not show any significant variability between the observations. The fits of Detmers et al. (2010) indicate that the ionisation parameter for component D/E had decreased from 3.29±0.04 in the first observation of 2005 to 3.01±0.06 in the 2006 observation. From this change within 0.5 year an upper limit to the distance of 0.5 pc was derived. Such a value clearly contradicts our lower limit of about 5 pc for components D and E. With our present model, however, a change in 0.5 year would correspond to a distance of about 15 pc, much larger than 0.5 pc. The discrepancy can be traced down to the use of Fe xii to estimate the recombination time scale by Detmers et al. (2010) . This ion has its peak concentration near the ionisation parameter for component D/E. It is therefore relatively insensitive to changes in the ionising flux. As a consequence, the formal recombination time scale (Eq. 4 in Detmers et al. 2010) becomes very large, leading to high density and short distance. Furthermore, the apparent change in transmission between 2005 and 2006 is possibly affected by some systematic effects and less significant than the formal 3.9σ significance quoted above. Factors contributing to a larger uncertainty are the lack of multipointing mode data for the RGS spectra in 2005 and 2006, the shorter exposure times leading to the detection of only three out of the five ionisation components, blending of ionisation components D and E, and global fitting with imperfect effective area instead of using ratios like in the present paper. The combined difference signal from components D and E between the first 2005 and the 2006 spectrum taken from Table 8 are, however, still consistent with a change at the 2.5σ significance level. We keep it open here whether this change is real or not, but if it is real, the upper limit of ∼15 pc, according to our improved calculations, is close to the limit of 21-400 pc obtained from the requirement that a/r < 1 for component E as derived earlier in this section.
The distance limits derived in this paper (Table 7) imply an origin in the NLR or torus region of Mrk 509, rather than in the accretion disc. The limits are fully compatible with the upper limit of 250 pc derived from UV variability of the fastest UV outflow component ). This does not exclude an accretion-disc wind component. Perhaps the highly ionised, fast (0.05c, Ponti et al. 2009 ), or ultra-fast (0.14-0.20c, Cappi et al. 2009 Tombesi et al. 2010 ) outflows found in archival highenergy spectra of Mrk 509, but not found in our present data, could be examples of such a disc outflow. We defer a comprehensive overview of the various absorption components, combining both the ultraviolet and X-ray data, to another paper (Ebrero et al. 2011, in preparation) .
In summary, we derived distance limits for the main X-ray absorption components in Mrk 509. Component C has a distance of > 70 pc, component D is between 5-33 pc, and component E has a distance > 5 pc but less than 21-400 pc, depending upon modelling details.
