Uniform asymptotic solutions of second-order linear ordinary differential equations with singular points. I. Formal theory  by Anyanwu, Donatus Uzodinma
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 134, 329-354 (1988) 
Uniform Asymptotic Solutions of Second-Order 
Linear Ordinary Differential Equations with 
Singular Points. I. Formal Theory 
DONATUS UZODINMA ANYANWU* 
Department qf Mathematics, Unioersity qf Nigeria, 
Nsuska, Nigeria 
Submitted by S. M. Meerkoc 
Received September 23, 1983 
A formal uniform asymptotic solution of the differential equation 
d’u/d:‘+ I*&, i) u = 0, ZE D, for 111 large, when D contains any number and 
order of poles and turning points, is constructed. The development is a 
generalization of Langer’s method. An asymptotic relation, between the Wronskian 
of any pair of linearly independent solutions of the differential equation and the 
Wronskian of the pair of corresponding solutions of the comparison equation, is 
derived. A formal uniform asymptotic solution of a system of two first-order 
ordinary differential equation is also obtained. 1: 198R Academc Press, Inc. 
1. GENERAL INTRODUCTION 
We consider the differential equation 
d2u 
p + n2iQz, A) u = 0, ZED, 1~s. (1.1) 
Here &z, A) is a function of the complex variable z in the domain D, and 
of A, in the sector S of the complex A-plane. 
Since solutions of (1.1) are singular at A = CO, we wish to construct 
asymptotic expansions of U, for A large. When &(z) = &z, co) has one 
zero in D, the method of R. E. Langer [l] shows how to construct such an 
expansion. In [2], Langer’s method is generalized to the case when &(z) 
has an arbitrary number of zeroes of any order in D. 
That Langer’s method can be applied when D also contains a pole of 
&z, A) has been known for some time (see [3]). However, the case when 
D contains an arbitrary number of poles and zeroes has not been pursued. 
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We shall treat this general case by extending the procedure of [2]. Thus 
the asymptotic expansion is obtained in terms of a special function, satisfy- 
ing a “comparison” equation containing a required number of parameters. 
Then, in the accompanying paper [4], we shall specialize it to the cases of 
one or two poles or turning points to obtain uniform asymptotic expan- 
sions, for U, in terms of some known functions: the logarithmic exponential, 
cylinder, Whittaker, Legendre, and the hypergeometric functions. In [S, 61, 
the logarithmic exponential and cylinder functions are employed to obtain 
simple approximation formulae for the Whittaker and Associated Legendre 
functions. Finally, we shall employ the developed ansatz for the solution of 
two-pont boundary value problems-an apparently novel application of 
Langer’s method. This is developed in the accompanying paper 161. 
One important property of the asymptotic formula we are about to 
develop is that it permits poles and turning points to coalesce with one 
another. This will be shown both for the general case and in the specific 
expansions in [4]. 
Previous work on problems involving singular points is presented in 
[3, 7-91 and [ 10, p. 4381. Their expansions are mostly in terms of elemen- 
tary or cylinder functions, although in [l 1 ] a special case involving Whit- 
taker functions is treated. These treatments either do not permit the 
coalescing of turning points with poles, or are turning point expansions 
that are valid at poles only under special conditions on &z, 1). 
The cases in which D contains a simple or a double pole (and no turning 
points) only have been treated in [ 121. Those expansions are also 
derivable from the general expansion given here. The parameterless 
problem for these cases were treated in [13]. We deduce the same special 
functions used in that problem. 
Many practical problems involve simply: one simple or double pole, one 
or two simple turning points, or one second-order turning point. The 
development of an asymptotic formula for any of these cases (or some 
combinations thereof) would not usually demand the expenditure of labour 
we are about to encounter. However, rather than a case by case approach, 
there is an advantage in developing a general formula from which specific 
results can be “picked off’ as needed. The price for this “advantage” is that 
the calculations and the formulae are very complicated. 
The present development is purely formal. The asymptotic nature of this 
formal expansion will be treated in a subsequent paper [14]. A crucial 
prelimary result, Lemma I, is proved in the Appendix. In the meantime, 
some of the results obtained here have been successfully applied in some 
scattering and potential flow problems involving spindle- and orange peel- 
shaped bodies. 
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2. THE HOMOGENEOUS EQUATION 
2.1. The Formal Method 
We assume that ff(z, A) is analytic, except for poles at z = b,, j = 0, . . . . N, 
in D. Let r(z) =JJ,!O (z-b,)? be the minimal polynomial such that 
R(z, A) = r(z) I?(z, A) is regular in D. Thus &z, A) has a pole of order n, at 
b,. We further assume that R,(z) = R(z, co) has, in D, a zero of order m, at 
z = ai, i = 1, . . . . M. It is possible, from the above definitions, that a pole of 
I?(,, A) is also a zero of R,(z). The point ai is called a turning point. 
We wish to obtain an asymptotic representation for any solution, U, of 
( 1.1) which is uniform in D (including the points z = b,, a,). 
Let V(4) be a solution of the equation 
v”(O+fYO vt)=o, 
where P(r) is the rational function 
J=o k=O 
The constants pi, j = 0, . . . . N, yk, k = 0, . . . . p + v, are to be defined. 
The integers p and v are defined by 
P= f mi, v= f nJ 
i=l /=o 
and we also define the real numbers s and t as 
s = 2/(1( + v + 2), t = (I* + v)/(p + v + 2). 
We seek, as in [2], a corresponding solution to (1.1) of the form 
u(z, A) = B(z, A) v[-(z, A)] + l*F’C(Z, A) q-(2, A)]. 
Here the functions B, C, and 5 are to be determined. 
(2.1) 
(2.2) 
(2.3a) 
(2.3b) 
(2.4) 
On substituting u, defined in (2.4), into (1.1) and also employing (2.1) 
we get the equation 
{B”+[i2fi-(<‘)2P] B-,l’[(~‘P)‘C+Z<‘PC’]} ?’ 
+A-‘{C”+ [A’&((‘)‘P] C+A’[~“B+2<‘8’]} v’=O. (2.5) 
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Then, we equate to zero, separately, the coefficients of V and V’, and also 
multiply the resulting two equations by r(z), to get 
rB”+ [L’R-r(<‘)‘P]B-A~‘[r(~‘P)‘C+2r~‘PC’]=O, (2.6) 
t-C”+ [A2R-r(~‘)2P]C-A’[r~“B+2r~‘B’]=0. (2.7) 
Next we assume that R(z, A), B(z, A), C(z, A), ((2, 3L) and the coefficients 
yk = rk(L), in the rational function P(t), have the representations 
R(z, A)- f ApPRp(z)=r(z) f A-Pffp(z), 
p=o p=o 
B(z, A) ‘v f A-pBp(z), C(z, A) - f PCp(Z), 
p=o p=o 
(2.8) 
(2.9) 
&, A) = nwz), (j = 3LsPj3 (2.10) 
and 
Yk(l) N ~++2v-k) 
f A-pYkp, (2.11) 
p=o 
for i large. 
Finally, we employ Eq. (2.8)-(2.11) in (2.6) and (2.7). On equating coef- 
ficients of like powers of 1~ ‘, we obtain, for q B - 2, 
rB:,+R,B,~,+2-r(~‘)2p,B,-,+2 
-r(~‘P,)‘C,~,+1-2r~‘P,C,-,., =0 
rC”,+R,C,-,+2--r(~‘)2P,Cy~,+2 
+ r#“By + , + 2rd’B’, + 1 = 0. 
(2.12) 
(2.13) 
In (2.12) and (2.13) we use the summation convention on repeated indices. 
Also the rational function P, = P,(d) is defined by 
‘,= fi (&fij)-y’&k,/k, l=O, 1, . ..) (2.14) 
j= 1 k=O 
where the constants /Ii, j = 0, . . . . N, are to be determined. 
2.2. The Function d(z) and Its Properties 
For q= -2, (2.12) and (2.13) yield 
(R. - r(f)* PO) B. = 0, (R, - r(&)2 PO) Co = 0. 
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Thus for B,, Co different from zero we must have 
w* PO(d) = ffo(z) = Ro(z)lr(z), (2.15a) 
or 
k=O 
(2.15b) 
Equation (2.15) is a first-order nonlinear differential equation for the 
“phase” function 4(z). We observe that the L.H.S. of that equation has the 
same number and order of poles as the R.H.S. In order for the L.H.S. of 
(2.15) to have the same number and order of zeros as do(z), i.e., in order 
for (2.1) to have the same number and order of turning points as (1.1) we 
must set 
Y ~~+l,o=Yp+2,0= .” = Yp+“.O=o. (2.16) 
Thus in (2.15) we can write 
,co Yko4k = Y,o fi (4 - ?Y’. 
i=O 
(2.17) 
Once the constants cl;, 1 = 1, . . . . M, are determined, YkO (k = 0, . . . . p - 1) can 
be obtained from (2.17) in terms of yPo and the a,. 
From (2.15), to ensure the regularity of 4(z) in D, we must choose 
S,=d(bj), j=Ot 1, ...y N, ai= f/4(q), i= 1, . ..) M. (2.18) 
Then the rational function 
(2.19) 
j=O i= I 
has an m,th-order zero at ai, i= 1, . . . . 44, and an njth-order pole at b, 
Since the variables separate in (2.15) we can integrate it to get 
4(z) N s I-I 2, J=o 
= :, [y$ I?,( t )] 1’2 dt. 
I (2.20) 
4091134!2-6 
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We immediately obtain C(~ by setting z = ai on both sides of (2.20), which 
yields 
m, N 
in r, .=. (s-Pj)p(“2) 
J 
“1 ;c, (s - aJ(“2) m, ds 
= 
s 
aI [y,o’&o(t)]“2 dt. 
01 
(2.21) 
To compute /?, = d(bj) we cannot set z = bj and ~,4 = pj in (2.20) because 
the resulting integrals do not exist. But we can get an equation for bj by 
taking the limit 
‘(=) fj (s-~j)-(1/2h fi (S-ai)(1/2)mt ds 
j=O i=l 
- 
s 
= [r,‘R,(t)]“*dt =O. 
01 
(2.22) 
That there exists a 4(z), analytic in z, satisfying (2.18), (2.20) to (2.22) and 
continuous with respect to the parameters a;, bj is shown by the following 
lemma, which is proved in the Appendix, for some special, but practical 
cases. 
LEMMA I. Let R,(z) = r(z) R,(z) be analytic in D, with zeroes only at the 
points a, of order mi, i= 1, . . . . M. Suppose there exists constants Bj = &b,), 
j = 0, . . . . N, and tli = #(ai), i = 1, . . . . M, satisfying Eqs. (2.21) and (2.22). Then 
(2.20) defines a function 4(z), for all z E D, with the following properties: 
(i) b(z) is analytic in D; 
(ii) &bj)=Bj, (a,)=ai, j=O, . . . . N, i= 1, . . . . M; 
(iii) d’(z) # 0 for all z in D; 
(iv) b(z) and all its derivatives are continuous functions of the 
parameters ui, bi. 
Remark. In the foregoing analysis, specifically in (2.20)-(2.22), we have 
used a,, CI~, as the initial points in the integrations for the determination of 
i(z). That was to simplify the discussion. Quite often, however, poles occur 
alone or present themselves as the natural initial point in problems. In that 
case, in view of the preceding analysis, nothing stops the use of b,, /IO as 
the initial points, provided the integrals there are evaluated by the limit 
process. Therefore we shall henceforth use b,, Do as our initial points. 
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2.3. Determination of B,,(z), C,(z) 
What is left in (2.12) and (2.13) is the following system of first-order dif- 
ferential equations (for q = 1, 0, . ..). 
($i) cl+(($-;)(j-$)+(+)) c, 
-(($)-r@P,) B,$, 
2rB;+~B,+((~)-rm’P,)C,=~. 
(2.23) 
(2.24) 
Here 
c,=rB;_, + ,f CR,+, -W)*J’,+,l B,p, 
I= I
- ,;, Cd&PI)’ c, - / + %5’P,c/ - 113 (2.25) 
and 
d,= -rCi-,- i CR,,, - w)* p,+ II c, -~ I. (2.26) 
I= I 
Equations (2.23) and (2.24) are obtained by replacing q by q + 1 in (2.12) 
and (2.13), and then dividing these equations by @, as well as using (2.15). 
As happens very often in singular perturbation theory, instead of having 
to solve the second-order system (2.6) and (2.7) for arbitrary R(z, I), 
because of (2.8)-(2.11), we only need to solve the first-order system (2.23) 
and (2.24). It is shown in [2] that the solution to this system is 
B=e+:’ 4 i J 
y 2 bg (rR,)- “’ [(cj’) “’ &I2 d, cos 8 
+ (4’)” cy sin 01 dt (#‘)-” cos 8 
+ &+;6 (rR,)p’i2 [(~‘)~‘!2&‘2dysin8 
0 
- (4’)‘P cy cos t3] dt (q5’)- I’* sin 0, (2.27a) 
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and 
- (c,P)“~ cq cos O] dt (qY&‘)“’ cos 8, 
where 
O(z)=;]; (rR,)-1’2 [R, -r(qY)2 I’,(#)] dt, 
Cl 
(2.27b) 
(2.28) 
and where eq, f,, are integration constants. 
We observe from (2.14), for I = 1, that f?(z) contains the parameters yk, , 
k = 0, 1, . ..) p + v, and also because of (2.25) and (2.26), B, and C, contain 
the free parameters yk, +,+ , , k = 0, . . . . p + v, q B 1. In Section 4, we shall see 
how to specify these parameters to ensure that B,(z) and C,(z) are regular 
at the turning points and poles. However, one obvious condition for 
regularity is that f, = 0, for all q. Also, as is shown in [15], we can pick 
e, = 1; eq = 0, q > 1. It is then useful to note that under this condition B,(z) 
and C,(z) given by (2.27) can be put in the forms 
B,(z) = (4’) ~ 1’2 c0s(e - ljq, 
C,(Z) = [$‘/&]‘/2 sin(0 - ti4), q=o, 1 , ..., 
(2.29) 
where 8 is given by (2.28) and 
q = 1, 2, . . . . (11/0 =0) is given by 
$,=tan-’ 
j;,, (rR,)-“2 [(&-‘I2 &/’ d, sin 8- (&)‘I2 cq cos 01 dt 
J&, (rR,)-1/2 [(f-1/2 &‘2 d, cos 8+ (4’) cg sin t9] dt 
(2.30) 
Except for the specification of the parameters ykP, this completes the deter- 
mination of the asymptotic expansion of U(Z, A). The summary of this 
development will be given in Section 5. 
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3. THE INHOMOGENEOUS EQUATION 
Here we summarize the formal results previously obtained in [ 161 for 
the inhomogeneous equation 
2 + P&z, /I) u = A’G(z, A), ZED,;lES. (3.1) 
Here G(z, I,), unlike in [ 161 but like &z, A), is meromorphic in D. The 
singularities of G will be discussed in due course. We represent a particular 
solution to (3.1) in the form 
u(z, I) = B(z, 2) V(5) + 2 -‘C(z, 2) v(r) + H(z, A), (3.2) 
where V(5) is a particular solution to 
J”‘(t) + J’(5) v(t) = Q(4). (3.3) 
In (3.2), t, p, and v are defined in (2.3), and 5 by (2.10). Also P(t) in 
(3.3) is as given in (2.2), but Q(5) is defined by 
Q(t)= f Wk. (3.4) 
k=O 
If (3.2) is substituted into (3.1) as before, then B(z, A) and C(z, E.) turn out 
to be the same as in Section 2, while H(z, 2) satisfies the equation 
H"+~2(i?H-G)-(~')2QB+l~-r[(~'Q)'+2~'QC']=0. 
On using (2.8) to (2.11), as well as 
in (3.5), we obtain the following equation for H,(z): 
fio(4 H,(z) = G,(z) - (&I2 B,(z) Q,(4) - g,(z). 
(3.5) 
(3.6) 
(3.7) 
(3.8) 
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Qp(d4= f rkp#“, 
k=O 
(3.9) 
while g,(z) depends on H,(z), B,(z), C,(z), and Q,(d) for q < p. 
Since the points ai, 1 = 1, . . . . M, are ordinary points of (3.1), it is 
necessary that H,(z) be regular there, and the p + 1 constants rk, are 
utilized for ensuring this. Furthermore, from (3.8), H,(z) is regular at b,, 
j = 0, . . . . N, if r(z) G,(z), q < p, is regular there. But we shall see that the 
analytic theory permits T(Z) G(z, 1) to have the behaviour O((z - ij)-uj) as 
z -+ ii, where i,, j= 1, . . . . J, are points of D, and 0 < a, < 1. 
4. REGULARITY OF EXPANSION COEFFICIENTS 
4.1. Introductory Remarks 
For the choice of V(t) in (2.1) and (2.2), the representation (2.3) for 
U(Z, A) is said to be uniform in D, if the functions d(z), B,(z), and C,(z) in 
(2.27) are regular there. That is, V(t) is an appropriate special function for 
the representation of u(z, 1) in D if those functions can be made regular 
there. How to employ the parameters, yk, of V(t), to achieve this regularity 
was first discovered in [2] at least for the general turning point case. Since 
the singularity factor r(z) multiplies R,(z) in the denominator of the 
expressions for B,(z) and C,(z) we conclude that the Lynn and Keller 
method will also work for singular points. We shall, however, for 
completeness restate the regularity conditions here. 
4.2, The Regularity Equations 
For convenience in this section we temporarily denote z, = {ai, b,}, 
tl= {mi, nj}, i= 1, . . . . M, j=O, . . . . N, l=O, . . . . M+ N. 
LEMMA IIA. In (2.27a), (2.27b) let 
(i) fP=O, p=O, 1, . . . . 
(ii) 13(z)=O[(z-z,) (“2)tr]for z near z,; I=0 ,..., M+N, 
(iii) j;;(rRo)P’/2 [(~‘)-‘~‘~~~‘d,sin8-(~‘)‘~‘c,cos~] dt 
= O[(Z-z,)(1’2)“] 
f or z near z,, I= 0, . . . . M+ N. Then B,(z) and C,,(z) are regular at z,, 
I = 0, . . . . M + N. 
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We recall from Lemma I that 4(z) is regular in D. To prove the lemma 
we observe, from (2.27b), that if the conditions (i) to (iii) are satisfied then 
C,(z) = O[(z-z,)“] for z near z,, and hence from (2.26), d,,(z) = 
O[(z - z,)“] (z + z~) also. This can be seen by induction. For p = 0, do = 0, 
C,(z) = (f)‘R ‘)“2 sin 8 = O(Br”*) = O[(z - z,)“] [z -+ z,), since sin 0 w H 
for 8 small, i.e., for z near z,. Then from (2.26) d, = O(r) + O(C,) (z -+ z,), 
and hence from (2.27a) we see that B,(z) is regular at z,, while (2.27b) 
proves that C,(z) = O[(z - z,)“] (z + z,). 
Now assume that C,(z), d,(z) = O[(z - z,)“] (z -+ z,), we find that B,(z) 
is regular there, and that C,+,(z), d,+,(z) = O[(z-z,)“] (z + z,), and 
hence that B, + ,(z) is regular there. This completes the proof of the lemma. 
In order that condition (ii) be satisfied at the singular points, i.e., at 
z,= h,, we must, from (2.28) have 
(rR,)p”2 [R, -(c$‘)‘rP,(qi)] dt=O, j=l , . . . . N. (4.1 1 
But the integrand must be O[(z - 6,) (“*)‘G ‘1 for z near b,, and hence its 
numerator must be O((z - b,)“l- ‘) there. Therefore we must also have 
~{R,(z)-(~‘(r))‘l(z)PI[~IZ)l}=O 
at z = bi, s = 0, . . . . n, - 2, j = 0, . . . . N. (4.2 1 
Thus (4.2) ensures the existence of the integrals in (4.1). There are N 
equations in (4.1) and Q!=, (n, - 1) = v - N - 1 equations in (4.2). Thus 
(4.1) and (4.2) yield (V - 1) linear equations for the constants yk,, 
k = 0, . . . . p + v. 
In addition condition (iii) in Lemma IIA will be satisfied for z,= b, if we 
set 
-4 
! (rR,)-“2 [(Q’) -~I” fi;!” d, sin 0 - (#‘)‘I* cP cos (31 dt = 0, ho 
j=l , . . . . N, p = 1, 2, . . . . (4.3 1 
t& ((qY-“‘I?$‘* d, sin8-(f$‘)“2c,cos8}=0 
at z= b,, s=O, . . . . n, - 2, j = 0, . . . . N, p = 1, 2, . . . . (4.4) 
Again (4.3) and (4.4) for each p yield (v - 1) equations on the constants 
Yk.p+l, k=O, . . . . p+v, p= 1,2, . . 
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Similarly Lemma IIA yields the regularity equations at the turning 
points z, = ai as 
i = 1, . . . . M; (4.5) 
g vud- C4W1244 Jw(zm =o 
at z = ai, s = 0, . . . . mi - 2, i = 1, . . . . M; (4.6) 
s (I’ (rRo)-1’2 [(&p1’2 d, sin 8- (@&;1)“2 c,, cos 01 dt = 0, ho 
i = 1, . . . . M, p = 1, 2, . . . . (4.7) 
and 
& {(+‘)-“’ (&)“‘[d, sin 0 - (&)‘I2 cP cos 01) = 0 
at z = ai, s = 0, . . . . mi - 2, i = 1, . . . . M, p = 1, 2, . . . . (4.8) 
There are M equations in (4.5) and Cz i (mi - 1) = p - M equations in 
(4.6). Thus (4.5) and (4.6) yield p equations on the constants ykP. 
It follows that (4.1), (4.2), (4.5), and (4.6) give ,u + v - 1 equations on the 
p + v + 1 constants yk/, k = 0, . . . . ,U + v. Thus as in the case for the constants 
yko, any two of the constants can be chosen arbitrarily, provided the rank 
of the coefficient matrix is not less than p + v - 1. To simplify the com- 
parison equation (2.1), it is obviously best to choose yr + y _ ,, , = yr + “, i = 0. 
In the same way (4.3), (4.4), (4.7), and (4.8) yield p + v - 1 equations on 
the p + v + 1 constants yk,p + i, k = 0, . . . . p + v, for each p, p = 1, 2, . . . . It will 
be shown later that the coefficient matrix for these constants is the same as 
that for yk+ Hence we can also choose y,,+“- I,P+, = Y~+“,~+ i = 0, 
p = 1, 2, . . . . It follows that, because of (2.16), we can set yr + y _ i = yP + y = 0. 
Thus the numerator in the coefficient, (2.2), of the comparison equation 
need only be a polynomial of degree p + v - 2. 
4.3. The Regularity Equations-The Special Case 
Consider now the singular point z, at which R,(z) has a pole of order 
n,, while &z, 1) has a pole of order n,,, where n, <n,,. This implies 
that &,(z), for some p 2 1, has a pole of order n,,. It follows that T(Z) in 
(1.2) has the contribution (z -z*)” l * from z* and hence R,(z) = r(z) l&,(z) 
has a zero of order (n,, -n*) at z =z*. It follows that z* is both a 
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singular and a turning point. We may call such a point a singular turning 
point. It is of interest to determine what the regularity conditions are at 
such a point. Interest in this is based on the fact that for all problems in 
which a turning point coalesces with a pole, the limit may be such a 
singular turning point. 
To formulate the regularity equations we note again from (2.27) that for 
this case, r(z) R,(z)= O[(Z-z*)(2n**-n*‘] and r(z) R,‘(z) = 
O[(z-z,)“‘], for z near z*. Consequently we have 
LEMMA IIB. Let Lemma IIA be satisfied at z = b, and let 
(i) ,f,=O,p=O, l,..., 
(ii) f3(z)=0[(~-z.+.)(~~**~~*)‘~] near z=z*, 
(iii) j;;; (rR,)-1’2 [(~‘)~“2(&)“2dPsin&(~‘)1’2c,cosf?] ds 
=O((Z-Z~)(*~**~~*)/‘) near z=z*. 
Then B,(z) and C,(z) are regular at z*. Furthermore the regularity con- 
ditions (4.1) to (4.4)for bj=z*, n,=n,,, and the conditions (4.5) to (4.8) 
f or ai=z*, mi=n** -n,, will be identically satisfied. The proof is as in 
Lemma IIA. 
Conditions (ii) in Lemma IIB gives the regularity equations -I s (rR0)--1i2 {R,(t) - (4’)’ r(t) P,(d(t))} dt = 0, (4.9) ho 
and 
$ {R,(z) - (@(z))‘r(z) P,(&z))) = 0 
at z = z*, s = 0, . . . . 2n, * -n, - 2, 
while from condition (iii) we obtain 
(4.10) 
and 
at z = z*, s = 0, . . . . 2n,, -n, - 2, p = 1, 2, . . (4.12) 
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There are 2n, .+ - n, equations in (4.9) and (4.10) and the same number in 
(4.11) and (4.12). We observe that the number of the constants yk, 
k = 0, . . . . p + v, introduced into (3.2), as a result of the turning point z.+, is 
2n,, -n,. We also point out that n,, is the contribution of z.+ to the 
value of v, while it also contributes m, = n, * -n, to the value of p. This 
fact is crucial for a correct determination of the special function 
appropriate for the expansion. 
We use this opportunity to show how to modify Eq. (2.17), (2.20)-(2;22) 
when a singular turning point occurs. Since it is a pole of &z, A), z* is one 
of the b,‘s, and it is convenient o use it as 6,. However, m,, defined above, 
affects the value of p, which now equals 
p=m,+ f mi. (4.13) 
i= I 
Hence (2.17) modifies as 
while (2.20) becomes (employing a limiting process at singular points) 
I p: (T-qso)-n*‘* fi (z-&p* fi (T-c$)mJ*dz 
j=l i=l 
= b; (y,o’ ko( t))“’ df. 
s 
(4.15) 
The modified forms for (2.21) and (2.22) are obvious; similarly how to 
handle the case involving more than one singular turning point should 
present no difficulty. 
4.4. Regularity Conditions on H,(z) 
In [16] the regularity equations at the ordinary turning points are 
derived. They are, from (3.14), 
-$ (G,(z) - (t(z))* B,(z) Q,(z) - g,(z)) = 0, 
at z=ai, s=O, . . . . mj- l,j= 1, . . . . M, p=O, 1, . . . . (4.16) 
Equation (4.16) provides p equations on the p+ 1 constants f,,, 
k = 0, . . . . p. Since the rank of the coefficient matrix cannot exceed p, it 
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follows that at least one of the constants can be chosen arbitrarily. Thus we 
can always set r,, = 0, p = 0, . . . . in (3.9) and hence r, = 0 in (3.4). 
4.5. Consequences of the Regularity Conditions 
The regularity conditions for B,(z) and C,(z) described in Section 4.1 to 
Section 4.3 can be represented symbolically as the system of linear 
equations 
n = 0, . . . . /.I + v - 2, k = 0, . . . . p + \’ - 2, q = 1, 2, . . . 
(4.17) 
Here { (T,,~} is a (p + v - 1) x (p + v - 1) matrix, while [yk,] and [rrny] are 
p + v - 1 component vectors. We shall in due course define the elements of 
the matrix and the components of the vectors in (4.17). 
As a consequence of Lemma I, yk, are continuous functions of the 
parameters a;, b,. That is, if z, and z2 represent any two of those 
parameters (points), then limz2 _ i, yk,(zl, z2) = yk,(zl); hence 0(z) is also a 
continuous function of the parameters. It follows that B,(z) and C,(z) are 
also continuous with respect o 6, and ai. It is again easily seen, by induc- 
tion, that ;jk p + , , B,(z), and C,(z) are continuous with respect to a,, b,, 
i= 1 3 ‘.., M, ,f= 0, . . . . N. Hence we have the following. 
LEMMA III. Let Y~,~+ 1 satisfy the system of equations (4.17), and let 
d(z) satisfy the conditions of Lemma I. Then the functions B,(z), C,(z) given 
in (2.33) are analytic in D, and are continuous with respect o the parameters 
a,, b,. 
5. SUMMARY OF THE FORMAL RESULTS 
5.1. The Full Expansions 
We present here the formal expansions produced in the proceeding 
development. We have for the homogeneous problem (l.l), a represen- 
tation for a solution U(Z, A), in the form 
u(z, A) - V[;i 2’(y+“+2)cj(z)] f KPB,(z) 
p=o 
+) -(IJ+Yv(II+Y+2)~ L C 22/(p+v+2) &)I 
x 2 PC,(z) (;1-+00 inS)zED. (5.1) 
p=o 
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For the inhomogeneous problem (3.1) we have the formal uniform 
asymptotic representation 
4z, A) N 
i 
v~*‘(~+“+*)f$(Z)] f PB,(z) 
p=O 
+~-(P+~)I(~+~+*)~[~*I(~+~+*)~(z)] f n-Pcp(z) 
p=o 
+ f PHp(Z) 
I 
(A-+ GO in S) ZED. (5.2) 
p=o 
Here again B,(z), C,(z) are given in (2.33), d(z) by (2.20), and H,(z) by 
(3.8). The asymptotic properties of the representations (5.1) and (5.2) will 
be investigated in [14]. 
5.2. Two-Term Approximations 
A two-term approximation for U, in the inhomogeneous problem, is 
(from 5.2) 
u(z, n)=B,(z) v[n*‘(fl+“+*‘$(z)] 
+ r(p+y)‘(~+“+2)co(z) v[n*‘(“+‘+*‘qqz)] + H,(z) + cqr’). 
(5.3) 
Here 
B,(z) = (qY) - I’* cos 8, C,(z) = (qY/Ro)‘/* sin 8, (5.4) 
and 
Go(z) - WI2 B,(z) i Ldk 1 C~oWl-‘. (5.5) k=O 
For the homogeneous problem (l.l), u is approximated by (5.3) with 
Ho = 0, and with V(r) being a solution of (2.1). 
In this approximation yko are completely determined by (2.16), (2.17) 
(2.18), (2.21), and (2.22), while rkO are determined by (4.16), for s = 0. 
It is easy to verify that when kl(z) = 0 as is often the case in practical 
problems, then 0(z) = 0, and hence C,(z) = 0, it is also easy to verify that 
under that condition B,(z) = 0. Hence a two-term approximation for u is 
provided by 
u(z, 1) = B,(z) v[A*‘(fl+” + 2’$h(z)] 
DIFFERENTIAL EQUATIONS WITH SINGULAR POINTS, I 345 
where 
(qY)“2 {r(r) B; 
+ CR2 - r(t)(@) p2(4)1 BoI d. (5.7) 
Because R,(z) =O, yk, =0 for all k. However, yk2 in P2(#) above is 
obtained from (4.18) for q = 2. 
6. A. SYSTEM OF Two FIRST-ORDER EQUATIONS 
6.1. The Formal Expansion 
In [ 171 uniform asymptotic solutions to problems involving waveguides 
with slowly varying cross sections were obtained in terms of special 
functions. In some further work under way, the method is being applied to 
more general elliptic boundary value problems. To obtain the required 
results, the uniform asymptotic solution to the first-order system 
w’(z, 1) = rlA(z, A) o(z, A), ,-ED, AES, (6.1) 
is required. In (6.1) A(z, 2) is the matrix 
{A”(z, 4), i,j= 1,2. 
Lynn and Keller in [2] obtained uniform asymptotic solutions to (6.1) 
for the case in which the functions A”(z, 1) are analytic in D. The represen- 
tation was valid in D containing any number of turning points, i.e., the 
zeros of the function 
j,(z) = det A,(z) - +(trace Ao(z))2, (6.2) 
where A,(z) = A(z, co). Now we wish to obtain a representation for o(z, A), 
for the case in which D also contains poles of 
@z, 1) = det A(z, 2) - d(trace A(z, A))‘. (6.3) 
As in Section 1 we denote the poles and their orders by b,, nj, j = 0, . . . . N, 
and the turning points and their orders by a,, mi, i= 1, . . . . M. Furthermore, 
we also define the functions 
r(z) = fi (z - zj)?, 
j=O 
R,(z) = r(z) R,(z). (6.4) 
Thus a, is a zero of R,(z). 
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For simplicity, we shall assume that A,(z) has the form 
A,(z) =[-;o(z, ;]3 (6.5) 
and that A”(z, A) has no singularities in D. Both assumptions are satisfied 
in the application to elliptic boundary value problems referred to earlier. 
Consequently we write the solution to (5.1) as 
w(z, 1) = B(z, n) u(z, A), (6.6) 
where D(Z, A) satisfies the “comparison” equation 
o’(z, A) = /Ls(z, E”) u(z, A). (6.7) 
Here the 2 x 2 matrix S is to be specified. 
To determine the 2 x 2 matrix B(z, A) we substitute (6.6) into (6.1) and 
use (6.7) to eliminate u’, and obtain the equation 
AB- BS-I-‘B’=O. (6.8) 
Then, we assume the representation 
{A,S}- f ~P’{A,(z),Sp(4} A+CQ (6.9) 
p=O 
and hence also look for B(z, A) in the form 
B(z, 1)~ f P’BJz), A-+00-. (6.10) 
p=O 
On using (6.9) and (6.10) in (6.8) and equating coefficients of AeP to zero 
we have 
A,B,-B,S,=G,, p = 0, 1, . . . . (6.11) 
where 
P--l 
G,(z)=B;-,+ c (B,&I-Ap-,B,). (6.12) 
I=0 
We note that G, = 0: For any given S(z, A), (6.11) is an equation for B,(z). 
If we choose 
S,(z) = 4’(z) 
[ 
0 6 
-&(z)&(d) i” ’ 1 
(6.13) 
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where P!(d) is given by (2.14), then the comparison equation (6.7) can be 
seen to be equivalent to (2.1) with (2.2), provided we choose u as the vector 
u(z, I”) = { V(((z, A)), n-‘v(((z, k))) (6.14) 
and also employ the definitions (2.4), (2. lo), and (2.11). 
Following the development in [2], we note that since B, cannot be the 
zero matrix, we must have 
(qs’P,(cj) - II,)’ = 0. (6.15) 
Thus d(z) satisfies (2.15) and hence we have equations (2.16) to (2.23). 
Also Lemma I holds. We also see that the general solution to (6.11) is 
B;’ B;’ 
(-fi,Br/@)+G;l 1 @B;’ + G;’ ’ 
p=o, 1 9 . . . . 
where Bb’ and BA’ satisfy the system of first-order equations 
$-r(A1’+AT2) 
1 
BL’ 
+[($$)‘+(+)($-;-(A;1+A~2))] B:‘=-+ 
Here 
P-1 
cp= c [~‘(A~:,-,+A~+,-,)B:’ 
I=0 
+((~‘)‘P~+~~,-~~A~:,~,+A~:, m,P:21-(G~)’ 
+ f: WA;?+ I ..,G:’ + A;:, -,G:‘), (6.19) 
I= I 
and 
P-1 
d,= 1 ((~‘)‘P,+,~.,+R,A~:,~,-A~:, m,) B:’ 
I=0 [ 
I 
(A;:,p,+Ay+,m,)Bj2 1 +(G;‘)’ 
(6.16) 
(6.17) 
(6.18) 
A ;:,-,G:‘+ #fPp+,~,-$A;+l ml 
> 1 
Gi2 . (6.20) 
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In (6.17) to (6.20), Pj is as defined in Section 2, and carries a sign opposite 
to that in [2], an apparent error in that paper. Also G;’ and Gi2 are 
obtained from (6.12). 
The general solution to (6.17) and (6.18) is 
B;‘(z) = [fp(z) cos e(z) + h,(z) sin 0(z)] eg’“)[z5’(z)] -1/2, (6.21) 
BF = [fp(z) sin 13(z) - h,(z) cos 0(z)] eg’Z’[~‘(z)/&,(z)]“2, (6.22) 
where 
(6.23) 
(6.24) 
g(z)=;6 (A;‘+Ay)ds, (6.25) 
0 
and 
B(z)=;/; (rRo)-“2 [RoA;2-rA;1 -r(qY)2 P,(d)] ds. (6.26) 
II 
In (6.23) and (6.24), eP and sp are integration constants. Once again 
regularity of B,(z) at the turning points requires that sp = 0, and regularity 
equations similar to those of Section 4 are also obtained. Thus, from (6.16), 
w,(z, 1) and w,(z, 2) have the expansions 
w,(z, 1) - V[A”q5(z)] f SPB;‘(z) 
p=o 
+ ~-t?“[~s~(z)] f AppB;(z) (2 -+ CQ), (6.27) 
p=o 
w,(z, A) - ?‘[l’q4(z)] f App 
p=o 
+ A-‘P”[A’qb(z)] f A--p($‘B;l + G;) (A + co). (6.28) 
p=o 
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6.2. The Expansion for du/dz 
The expansion for the derivative of the solution u(z, L) of (1.1) can be 
obtained directly from (6.28). We put (1.1) in the system form (6.1) with 
and 
w, =u, w2 = 2 lu’, (6.29 1 
A(z, A) = 
0 1 
-R(z, i) 0 1 . (6.30 ) 
Hence, by relating terms in Section 2 to those of the preceding sub-sections. 
we obtain from (6.28) that 
V[l”qs(z)] f Pl@) 
p=O 
where 
and 
Here 
and 
^ 
B,(z) = - 4,(z) !s@ C,(z) + g;‘(z), 
c PZ ( ) = d’(z) B PZ ( ) + g’2’(z) P . 
P- 1 
gb”(Z) = q- , - (4v2 c C,P,- I(d), 
I=0 
g’2’(z) = C’ ~ *. P P 
(6.31 )
(6.32a) 
(6.32b) 
(6.33a) 
(6.33b) 
We ought to note that (6.31) can, after some manipulation, be obtained by 
differentiating (5.1), and using (2.29) and (2.30). The above derivation 
appears easier, however. Finally, if gi,(z) =O, then Co(z)=O; and under 
that condition the I/’ expression in (6.31) provides the leading term. 
6.3. An Asymptotic Relation between the Wronskians 
As has already been indicated, one of the most immediately important 
applications of this development is in the determination of the asymptotic 
409,134:2-7 
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forms of a number of named functions. Assuming that such a special 
function satisfies a differential equation which can be transformed into the 
form (1.1 ), its asymptotic form in some region D can be determined in 
terms of a lower-order function, by choosing D to exclude one or more of 
the turning points or poles. 
Let u,(z, ,?), u,(z, 1) be any two linearly independent solutions of (1.1). 
Suppose that ui(z, A), i = 1, 2, are determined in terms of the two linearly 
independent solutions V,(t), i = 1, 2, of (2.1), respectively. Let J,(n) be the 
proportionality constant which returns values for ui from values of Vi. 
Thus we have 
u;(z, n)=G,(A)[B(z, 1) V;+~-(p+“)(/l+“+*)C(Z, A) vy]. (6.34) 
If we now utilize (5.1), (6.31), and (2.29) to compute the Wronskian 
wcu, 9 UJ = U, u; - U; u2, we obtain 
mu,, U21N 11*“~+“+*)~,(~)6*(~)W[VI, V,] (A -+ co). (6.35) 
Equation (6.35) establishes one relation between s,(n) and 6,(A). This 
formula will be very helpful in the determination of the identification 
constants for the asymptotic estimation of some special functions. 
Conclusion 
We have already indicated that one area of application of the preceding 
results is in the asymptotic estimation of some special functions (in terms of 
more elementary or better known functions). However, equations of the 
type ( 1.1) occur directly when the Helmholtz equation is solved for bodies 
with slowly varying cross sections. This was done in [ 171 for slowly vary- 
ing waveguide problems. In some subsequent results to appear, an equation 
of the same type is encountered in problems involving the acoustic scatter- 
ing and oscillations of elongated bodies, such as spindles and orange peal 
antennas. One such problem is treated in an accompanying paper [ 183. 
APPENDIX 
Proof of Lemma I
We shall prove this lemma by showing that d(z) has a Taylor series 
representation in (i.e., its analytic continuation into) the neighbourhood of 
each singular or turning point. Clearly there must exist neighbourhoods 
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of b,, /I,, say, for which R,(z), P,(#), respectively, have Laurent series 
expansions. Thus we write (since b,, /I, are singular points) 
&(z)=(z-b,)--“‘[rL.,+u(z-b,)] (z-b,), 
P,(d)=(#-PI) “‘cPL,+~(&B,)l (4 -+ B/L 
where r ,,,, p n, are nonzero constants defined by 
r n, = t, fi (b,-b,) -9 fi (b,-a,)mt, 
,=o ,=I 
J+I 
(1) 
(2) 
P-n,= fi (8dy1 fj (B,-M,Y’. 
j=O r=, 
Ifi 
Here I, is a nonzero constant. We note that by hypothesis r n, and p n, are 
known. 
It follows from (1) that (2.20) must have the form 
(4 -/I,)’ “‘+ ‘“‘p”f,,[ 1 + U($!J - P,)] 
= (2 -b,)’ -n’+ *)I* r!‘,,[ 1 + O(Z - h,)], k-b,1 <V,,n,fL 
(3a) 
or 
Pl’Zn, Mi - BIN1 + O(d - B,)I 
=r!!‘,,ln[(z-t7,)][1 +U(Z-b,)], lz-b,l <p,,n,=2. (3b) 
Here p, is the distance between b, and the nearest singular or turning point. 
The Taylor series for 4(z) about z = b, is then developed from (3) by first 
taking the ( -n, + 2)/2nd root of Eq. (3a) for n, # 2, or the exponential of 
(3b) for n, = 2, and then using successive approximation. The series has the 
property 
4 - B,= 4’(b,)(z - b,Kl + Wz - b,)l, b-b,1 ~P,<P,, (4) 
where 
@(b,) = (p-.,/r . . . . !,)l,” - n’f ‘), n,fZ (5a) 
= 1, n,= 2. (5b) 
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For the case n, = 2 we must also have 
P-n,(B,) = L&b,). (6) 
Equation (6) is an additional condition on the choice of the two arbitrary 
constants yPO and /IO. 
By a similar process we can generate a Taylor series for d(z) about an 
ordinary turning point. (This was shown in Lynn and Keller [Z].) Con- 
sequently b(z) has a Taylor series about every singular or turning point 
with intersecting regions of convergence, and hence is analytic throughout 
D, each series of the type (4) being its analytic continuation into the 
neighbourhood of the singular or turning point. 
It follows that the radius of convergence jj of the Taylor series is deter- 
mined not by the nearest singular of turning point, but by the nearest point 
on the boundary of D. Thus if bk (or uk) is sufficiently close to b,, we can 
evaluate Pk = qS(bk) (or elk = #(uk)) with the series (4). To show this we can 
rewrite (2) as 
r -,,,= (b,-bk)-nk c/k, P--n,= (pI-bk)p”k +,k> (7) 
where elk does not depend on (b,- bk) and $lk does not depend on 
(fl,-fik). For the case n,#2, using (7) in (5a) and (4), and then setting 
z = bk, we obtain, since q5(bk) = fik, 
81-~k=(~,k/C,k)b(bl-bk)~1+0(6,-bk)21, lb,-bad <P, (8) 
where g= l/(n, - n, + 2). In case n, = 2, @‘(b,) does not depend on (bk - b,). 
It immediately follows from (8) that fl= /II - /Ik is a continuous function 
of b = b,- bk and that lim,_, b(b) = 0. Hence #(z; b) is a continuous 
function of b. We can similarly show that a =/I,- ak is a continuous 
function of a = b, - ak) etc. 
To prove property (iv) of the lemma, we note that since d(z; b) is 
analytic in D we can write by Cauchy’s formula 
(9) 
where z is any point in D and C is a circle surrounding z. 
Consequently the nth derivative of 4(z; b) with respective to z is given by 
(10) 
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It immediately follows that since c$(z; b) is continuous with respect to h 
then d’“‘(~; 6) is also continuous with respect to h. 
Remarks. 1. The proof does not cover the case in which more than 
one singular and/or turning point coalesces with b,, except when they 
approach b, separately. However, the proof can easily cover the case in 
which q singular or turning points, say, are equidistant from b, and have 
identical orders. That is, R,(z) = 0( l(z - b,)Y - dl”} (z -+ b,), where d is a 
constant. Most practical cases of more than one turning point coalescing 
with a singular point involves either each turning point approaching 
separately, or equidistant turning points approaching at the same rate. 
2. In addition to the assumption that (2.21) and (2.22) have 
solutions, we could also, in Lemma I, have assumed that #(z; h) is con- 
tinuous with respect to b, thus further simplifying the proof of the lemma. 
In most practical problems CJ~ can be determined from (2.20) along with the 
constants P, and tl,. The continuity of 4 with respect o these constants can 
also be verified in advance. All that would be left then would be the proof 
of analyticity of C$ (since 4 is determined implicitly by (2.20)) and the 
continuity of 4(n) with respect to h. 
3. When ff(x, A) is real, the above proof can hold only if 
R(x, 3,) = r(x) &.u, A) is, for each 1,, real-analytic, and provided its analytic 
continuation, R(z, A), into the complex plane has no poles, and R,(z) has 
no additional zeros. Most of the problems involving real variables that we 
shall be tackling meet those conditions. 
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