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Introductory Material
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Chapter1
General introduction
1.1 Introduction
Research today results in enormous amounts of data being collected from re-
search activity going on in so many fields of study, e.g., the airlines industry,
medical research, banking, internet traffic, transportation, sports science, agri-
culture, environmental sciences, etc. Data, to a statistician, is characterized
depending on the response/outcome variable of interest. For example, if the
response is a time to an event of interest (e.g., time to relapse of a health
condition), we refer to it as survival data. If binary (e.g., yes/no), the term
binary data is used while count data refers to to data arising from a counting
process in a given interval of time and therefore takes on non-negative inte-
ger values. Examples of count data may be, number of doctor visits, number
of epileptic seizures, number of accidents, etc. These different characteristics
can further be classified into two groups, namely, Gaussian (continuous) and
non-Gaussian (binary, survival, count, etc.) outcomes.
Specific to medical research, on the one hand, a single outcome/response
may be recorded for each study unit of interest (patient, subject, unit, etc)
as well as the corresponding patient characteristics like gender, age, weight,
height, etc. This is usually termed univariate or cross-sectional data. On the
other hand, more than one observation may be recorded for each study unit.
3
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This may be, for example, a study with many patients in which each patient
is followed repeatedly over time resulting in the response(s) of interest being
measured/recorded more than once. This alludes to the aspect of repeated
measures. Also, if one response of interest is sequentially observed over time
and data is recorded at specific time points during the study period, this is
termed longitudinal data. An example of longitudinal data is when patients
with epilepsy are followed over time and the number of their epileptic seizures
recorded at certain time intervals. This results in data that exhibits corre-
lation within a subject, meaning that measurements for a subject would be
more related/similar than measurements between different subjects. When a
set of measurements is collected from subjects that are structured in clusters,
e.g., recording the weight of family (cluster) members across different fami-
lies (clusters), this would be referred to as clustered data. Clustering arises
due to such characteristics as, for example, familial relationships genetically
which are shared between members of the same family. In analogy with lon-
gitudinal data, Spatial data (Cressie, 1991) arises when the time aspect is
replaced by one or more spatial dimensions. For example, in agriculture, plots
of land closer to each other may be more related, in terms of, e.g., soil fertility,
erosion, etc. and therefore crop yield, than plots far away from each other.
In another setting, several different variables/responses may be measured or
observed from the same unit or subject, leading to multivariate data. Time
series data differs from spatial data in that time series data has one natural
direction of order (increase in time) while spatial data has two-dimensional or
more directions and therefore no natural direction defines the ordering (Cher-
nick, 2008). For all these different data structures, one thing is common,
namely, that there are similarities/relationships between the units or subjects
of interest that need to be considered. We therefore use the term correlated
data generically as in Verbeke and Molenberghs (2000) and Molenberghs and
Verbeke (2005) to encompass these different structures.
In collecting the data, primary (observational, experimental, survey) or
secondary (e.g., data from many publications into a single database) methods
may be used. These data then have to be analyzed with statistical methods
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to extract scientifically meaningful summaries or statements based on which
valid conclusions and inferences can be made. Analysis of such data requires
a good understanding of the mechanism that generated the data, or otherwise
put, the design of the study. Understanding the design of the study is helpful
as it contributes to determining the statistical methodology to use for the
analysis. It is vital that the statistical method best reflects the design of the
study and accounts for such intrinsic features as, correlation, overdispersion,
underdispersion, excess zeros, etc., apparent in the data. These features are
reflected upon in Chapter 3.
Depending on the response of interest (Gaussian or non-Gaussian), compu-
tation and analysis could be challenging in terms of time and the complexity
of the models for correlated data. Given continuous correlated data, the well-
known linear mixed model (LMM, Verbeke and Molenberghs, 2000) which
assumes that the marginal distribution of the vector of responses for a sub-
ject, after conditioning on the normal distribution as the parent distribution
for subject-specific effects, is a multivariate normal, is typically used for anal-
ysis. The marginal distribution is obtained by integrating out the random
effects from the product of the distribution of the response given the random-
effects distribution and the random-effects distribution. Although hierarchical
in formulation, the straight forward marginalization of the LMM, thanks to
the unique properties of the normal distribution, including that a product
of two normal distributions is again a normal distribution, results in directly
interpretable mean and covariance parameters. On the other hand, the case
of non-Gaussian correlated data is unlike the Gaussian case due to the lack
of a discrete distribution analogous to the normal distribution. This results
in models that are more complex and prohibitive computationally especially
with the increase in the number of replications per subject. This has been a
point of focus over the years in research and has resulted in different meth-
ods which are either fully likelihood based (see, for example, Lipsitz et al.,
1991; Dale, 1986; Molenberghs and Lesaffre, 1994) or semi-parametric meth-
ods (e.g., Liang and Zeger, 1986; Geys et al., 1998; McCullagh and Nelder,
1989). In the full likelihood approach, one specifies the joint distribution of
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the measurements/outcomes for each cluster/subject. Models based on full
likelihood methodology yield more efficiency than their semi-parametric coun-
terparts but are computationally more involved, especially with large amounts
of replications within a subject or unit.
Generally, when analyzing correlated data, 3 different modeling frame-
works can be chosen from, depending on the objective of the study. In Section
5.3 of Molenberghs and Verbeke (2005), these frameworks or model families
(marginal models, conditionally specified models, and subject-specific models)
are presented and characterized. Other references in this light are Fahrmeir
and Tutz (1994, 2001); Diggle et al. (2002), and, Lee and Nelder (2004).
Briefly though, a marginal model is one where the marginal distribution of
the response of interest is modeled as a function of covariates by conditioning
the expectation of the response variable only on covariates. An example is a
comparison of males and females in terms of the mean response or a contrast
in the average number of epileptic seizures between patients who received
a treatment versus patients in a control (placebo) group. One of the most
used tools for the analysis of correlated non-Gaussian data, in the marginal
model framework is generalized estimating equations (GEE, Liang and Zeger,
1986) while pseudo-likelihood (PL, Arnold and Strauss, 1991; Le Cessie and
Van Houwelingen, 1994; Zhao and Joe, 2005; Molenberghs and Verbeke, 2005;
Yi et al., 2011) is a viable alternative. For count data, the negative binomial
model (NB, Breslow, 1984; Lawless, 1987) is commonly used to account for
overdispersion. Other examples are the zero-inflated Poisson (ZIP, Lambert,
1992) or zero-inflated negative binomial (ZINB, Ridout et al., 2001) models
for modeling excess zeros, or excess zeros and overdispersion, respectively. A
random-effects or subject-specific model further conditions on unobserved or
latent subject-specific random effects in addition to the covariates of interest.
For a conditionally specified model, typically a transition model, the expecta-
tion of the response variable is modeled while conditioning on part or all of the
remaining set of responses for a subject as well as covariates; in a transition
model, conditioning is on past measurements.
A substantial amount of research has been done to account for correlation.
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Breslow and Clayton (1993), and, Wolfinger and O’Connell (1993) extended
the generalized linear modeling (GLM, McCullagh and Nelder, 1989; Nelder
and Wedderburn, 1972; Agresti, 2002) framework to the so-called generalized
linear mixed model (GLMM) in which the correlation is accounted for by use
of random effects. Again, unlike the continuous data case, the parameter es-
timates in the GLMM have a hierarchical interpretation and one can only
derive marginal interpretations via additional calculations (see Section 19.4 of
Molenberghs and Verbeke, 2005). Molenberghs et al. (2007, 2010) proposed
a joint model for clustering and overdispersion through two separate sets of
random effects. In the context of correlated count data, extensions of the
univariate Poisson model to a multivariate version have also been proposed.
Again, this has the advantage of a gain in efficiency as long as the model is cor-
rectly specified. However, use of a so-called Multivariate Poisson (MP) model
is constrained by the complexity of the probability function to be calculated.
This is because it involves extensive summations which may increase the com-
putational burden with increase in the number of measurements per subject
and/or sample size. Karlis (2003) uses the Expectation-Maximization (EM)
algorithm to derive a MP distribution via a multivariate reduction technique.
Karlis and Ntzoufras (2003) model sports data using a bivariate Poisson dis-
tribution. Kocherlakota and Kocherlakota (2001) apply a bivariate Poisson
distribution to longitudinal data but with only two time points.
Indeed, the GLM, GLMM and the proposal by Molenberghs et al. (2007,
2010) are among many approaches taken by data analysts when interested
in explaining the differences between outcome values based on measured or
known patient characteristics (covariates), given univariate, correlated, or cor-
related and overdispersed data, respectively. One then uses a regression model
to relate these covariates to the outcome variable and to answer different re-
search objectives. One objective may be to identify the causal effect of one or
a set of variables on the dependent/outcome variable. Another objective may
be the prediction of a value of the response variable. Alternatively, regres-
sion may provide meaningful summaries between the response variable and
the covariates. See Chapter 2 of Powers and Xie (2008) for more on regression
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models. Univariate Gaussian outcomes are analyzed using linear regression
models which extend to the LMM when data is correlated. Univariate non-
Gaussian outcomes are analyzed using logistic regression, log-linear models,
probit regression, etc., unified into the GLM framework and extend to the
GEE or GLMM in case of correlation. The methods introduced above may
fail in some specific circumstances. It is the goal of this thesis to address some
of these issues and propose alternative tools that may be flexibly implemented
due to the software that has also been provided. This thesis therefore makes
the specific contributions listed in Section 1.2.
1.2 Thesis Contribution
While a lot of methodology is available to analyze data from clinical trials,
epidemiological studies, as well as from other types of studies, with repeated or
otherwise hierarchical data, most methods suffer from important drawbacks,
including but not limited to: (a) not having a clinically relevant interpretation
for the model parameters; (b) failure to account for correlation/association
in some models; (c) computational complexity and numerical instability; (d)
lack of modeling options, especially for count data; (e) failure to accommodate
overdispersion in addition to correlation; (f) lack of methods to generate data
from such models, which is highly relevant for Monte Carlo estimation and
simulation techniques. The objective of this thesis is to alleviate several of
these problems, by exploring pseudo-likelihood as an alternative to estimat-
ing equations, by extending generalized estimating equations, by coherently
addressing the problem of simulating correlated Poisson data, and by provid-
ing software implementation that should be quite easy to use in SAS. More
specifically, this thesis addresses the following specific objectives;
-1- Propose a marginal model for correlated count data with valid inference
not only in the marginal parameters but also in the association structure,
using pseudo-likelihood methodology.
In likelihood-based modeling frameworks, the marginal (log)likelihood is usu-
ally maximized to estimate the unknown parameters and make inference. In
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analyzing correlated count data, one alternative is to assume the Multivariate
Poisson (MP) distribution as the parent distribution for the vector of outcomes
for each subject/cluster and then construct the likelihood. This would be the
ideal situation as efficiency would be maximized. In practise, however, the
MP distribution is constrained by the presence of summations in the proba-
bility function such that computational complexity grows with an increase in
the dimension of the outcomes per subject and/or the sample size. Rather
than specifying the full likelihood, the idea of pseudo-likelihood, or composite
likelihood is to specify, for example, all univariate densities, or all pairwise
densities over the set of all possible pairs within a sequence of repeated mea-
sures. To answer objective 1, pairwise likelihood is used so that we reduce the
computational burden while capturing the pairwise associations.
-2- To extend Generalized Estimating Equations (GEE) methodology to cor-
related count data by modeling both the mean and covariance simulta-
neously to permit inference on both the association structure and the
marginal mean parameters.
GEE is a very viable tool when one is not interested in the association, as
long as the marginal mean is correctly specified. Consistent parameter esti-
mates and standard errors are obtained even with the miss-specification of
the working correlation assumption. Of course, severe miss-specification of
the working assumption will compromise efficiency. Since it allows for the
miss-specification of the working correlation structure, one cannot rely on the
correlation estimates from GEE for formulating answers to scientific questions.
By using the bivariate Poisson distribution, we develop estimating equations
for correlated count data in which the mean and covariance are modeled si-
multaneously.
-3- To extend the ideas put forward by Molenberghs et al. (2007, 2010) to a
data simulation context in which correlated count data are generated with
a pre-specified mean (possibly depending on covariates, such as treat-
ment), and a pre-specified variance structure.
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Molenberghs et al. (2007, 2010) introduced the so-called combined model, com-
bining the features of correlation/clustering and overdispersion. In the context
of Poisson/count data, the GLMM or Poisson-normal model for correlated/-
clustered data was combined with the Poisson-Gamma or Negative-binomial
model for overdispersion to produce the Poisson-Gamma-Normal model. They
also derived the closed form expressions of the GLMM and the combined model
for the mean and variance given the normal and Gamma random effects. If
one is interested in generating correlated data only, a comparison of the mean
and variance derived by Molenberghs et al. (2007, 2010) from the GLMM
with a desired marginal mean and variance can result in the possibility of
generating hierarchical/correlated data. Should interest be in generating not
only correlated but also overdispersed count data, the combined model can be
used a generator by comparing the mean and variance derived by Molenberghs
et al. (2007, 2010) given both the Gamma and normal random effects, and,
the desired marginal mean and variance structure.
-4- To provide the corresponding SAS software that implements the develop-
ments in 1, 2 and 3, respectively.
In addition, we provide a SAS macro that can be used to estimate the random
effects distribution on the linear mixed model based on Ghidey et al. (2004).
1.3 Outline of Thesis
This thesis is divided into four parts. The first part provides a general in-
troduction to the subject matter of this thesis. Specifically, Chapter 1 has
provided a general introduction and summarizes the contributions this thesis
makes to the scientific community. Chapter 2 presents the datasets of moti-
vating case studies while Chapter 3 provides a review of existing literature.
The second part of this thesis presents this thesis’ contribution in depth with
Chapter 4 answering objective 1, Chapter 5 detailing objective 2, and Chap-
ter 6 presenting the details in line with objective 3. Chapters 7, 8 and 9 make
up the third part of this thesis and present the corresponding SAS macros that
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implement the proposals in Chapters 4, 5 and 6, respectively. Additionally,
Chapter 10 provides a SAS macro to estimate the random effects distribution
of the linear mixed model following the method of Ghidey et al. (2004).
The thesis ends with Chapter 11 presenting some general conclusions on
the thesis content, a discussion of some of the limitations of the proposed
methods and the prospects for future research.

Chapter2
Motivating Datasets
2.1 Introduction
We hereby present the datasets of motivating case studies that are analyzed in
this thesis. In Section 2.2, data from a randomized double-blind, multicenter
study on epilepsy is presented. The Jimma Infant Growth Study is introduced
in Section 2.3 while another epilepsy study presented in Leppik et al. (1985)
and Thall and Vail (1990) is described in Section 2.4. Section 2.5 introduces
the whitefly study while Section 2.6 describes the Jimma Infant Growth Study
but with a continuous response variable.
2.2 Count Data: Epilepsy Data
Data on epileptic seizures were obtained from a randomized double-blind,
parallel group multicenter study to compare a placebo (treatment=0) and a
new anti-epileptic drug (AED) in combination with one or two other AED’s
(treatment=1). The randomization of the epileptic patients took place after a
12-week stabilization period. The number of seizures were counted during this
baseline period after which 45 patients were assigned to the placebo group and
44 to the AED group. Patients were then followed weekly for 16 weeks and
then enrolled into a long-term open-extension study. Patient characteristics
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including race, age (years), sex, height, and weight were also recorded. Some
of the patients were followed for up to 27 weeks. The outcome of interest is the
number of epileptic seizures experienced since the previous/last time (week)
of recording. Molenberghs and Verbeke (2005), and references therein, give
more detail and a report of earlier analyses of this set of data. The objective of
the study was to assess if AED reduced the number of epileptic seizures over
time relative to the placebo. Figure 2.1 shows the evolution of the number
of seizures for each epileptic patient over the study period, while Figure 2.2
shows the distribution of the seizure counts over all study weeks and treatment
groups.
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Figure 2.1: Epilepsy data: Subject-
specific profiles of the number of
epileptic seizures over study weeks
   ! " #
$%&'()*+,*(-./(-0.1*2(.3%)(2

4
 
5
6
7
89
7
:
;
Figure 2.2: Epilepsy data: Distri-
bution of the number of epileptic
seizures.
Although not very easily observable, there generally seems to be a reduc-
tion in the number of seizures over time. There are also major differences in
the seizure counts within patients but also between patients over time. We
also observe from Figure 2.2 that the distribution of the seizure counts is
quite skewed and that the majority of the counts were between 0 and about
15, although there was a count of up to 73 seizures in a week’s time.
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2.3 Count Data: Jimma Infant Growth Study
This dataset, also referred to as the Jimma Infant Survival Differential Lon-
gitudinal Growth Study, has been analyzed by Lesaffre et al. (1999) in the
linear mixed models context, while Kassahun et al. (2012) has used it in the
binary data framework in which they sought to identify risk factors for chil-
dren being overweight, based on a dichotomization of the Body Mass Index
(BMI). It is an Ethiopian study, set up to establish risk factors affecting in-
fant survival and to investigate socio-economic, maternal, and infant-rearing
factors that contribute most to the children’s early survival. Children born in
Jimma, Keffa and Illubabor, located in Southwestern Ethiopia were examined
for their first year growth characteristics. At baseline (birth), there were a
total of 7969 infants enrolled in the study, both singleton and twin live births
inclusive. However, only singleton live births (7872 infants) at baseline are
considered. The children were followed-up every two months, until the age of
one year, thus age = 0, 2, 4, 6, 8, 10 and 12 months. Herein, we are interested in
modeling the total number of days of diarrheal illness as a function of gender
(1=Male, 0=Female), whether mother continued breastfeeding (1=Yes, 0=No)
for the 12 months, whether mother sought medical help (1=Yes, 0=No), and
place of residence (1=rural, 2=urban, 3=semi-urban). Figure 2.3 shows the
evolution of the number of days of illness over the 12 months period for 399
(5%) randomly sampled infants while Figure 2.4 depicts the average number
of days of illness over the 12 months by gender. From Figure 2.3, we observe
a tendancy of the number of days of diarrheal illness to increase as the infant
grows older. There is also a lot of variability observable within an infant, and
likewise between infants as they evolve. Figure 2.4 further shows an increas-
ing trend in the average number of days of diarrheal illness as the infants get
older, with the females always having lower average counts than the males.
Table 2.1 shows the number of infants whose responses were recorded over the
12 months period, by gender. As is typical of longitudinal studies, there is a
reduction over time in the number of infants. As mentioned in Section 2.2,
longitudinal studies very often have missing data. The Jimma study is no
exception. Figure 2.5 shows some (20 out of 59) of the missingness patterns
16 Chapter 2
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Figure 2.3: Jimma Data: Infant-
specific profiles of the number of days
of diarrheal illness over age.
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Figure 2.4: Jimma Data: Average
number of days of diarrheal illness by
gender over age.
Table 2.1: Jimma data: Number of infants with observations by gender and
age.
Age (months)
Gender 0 2 4 6 8 10 12
Female 3865 3706 3570 3488 3401 3351 2920
Male 4007 3798 3656 3536 3455 3388 2972
Total 7872 7504 7226 7024 6856 6739 5892
present in the dataset. In general, both intermittent missingness and dropout
as well as the first infant visit not having been at age=0, 2, 4 or 6 months are
present. Since it is not our intention to deal with missing data in this thesis,
we have assumed that the missingness mechanism is not related to the num-
ber of days of diarrheal illness observed and have excluded 525 infants with
intermittent missingness.
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Figure 2.5: 20 of the 59 missing patterns in the Jimma dataset introduced in
Section 2.3.
2.4 Count Data: Epilepsy Data
This dataset is presented and analyzed by Leppik et al. (1985), and Thall and
Vail (1990), among others. The data were obtained from a placebo-controlled
clinical trial of 59 patients with epilepsy. These patients, suffering from simple
or complex partial seizures, were enrolled in a randomized clinical trial that
aimed at studying the effect of the anti-epileptic drug known as progabide on
the number of epileptic seizures over time. In the study, 31 epileptic patients
were randomized to the group that received progabide while 28 patients re-
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ceived a placebo, as an adjuvant to the standard anti-epileptic chemotherapy.
Progabide is an anti-epileptic drug whose primary mechanism of action is to
enhance gamma-aminobutyric acid (GABA) content. GABA is the primary
inhibitory neurotransmitter in the brain. Prior to receiving treatment, baseline
data on the number of epileptic seizures during the preceding 8-week inter-
val were recorded. Counts of epileptic seizures during 2-week intervals before
each of four successive post-randomization clinic visits were recorded. The
dataset also information on the patient identification, treatment (0=Placebo,
1=Progabide), age, baseline 8 week seizure count and the seizure count during
the first, second, third and fourth 2-week time interval. Figure 2.6 shows the
evolution of the number of seizures for each epileptic patient over the study
period, while Figure 2.7 shows the distribution of the seizure counts over all
week intervals and both treatment groups. The evolution of the average and
median number of epileptic seizures between the consecutive two-weeks period
by treatment are shown in Figures 2.8 and 2.9, respectively. There are differ-
ences in the seizure counts within patients but also between patients over time.
Specifically, one patient seems to have an extreme number of seizure counts at
all time points relative to the other profiles while another patient registered
a rather distant number (76) of seizures at the third visit. We also observe
from Figure 2.7 that the distribution of the seizure counts is quite skewed and
that the majority of the counts were between 0 and about 20, although there
was a count of up to 102 seizures in the first two-weeks (see Figure 2.6). From
Figures 2.8 and 2.9, it can be seen that the progabide group has lower (mean
or median) seizure counts except at the second two-weeks interval. The seizure
counts seem to reduce, on average, over the study period for both treatment
arms. It is common for longitudinal studies to have cases that at some point
in the study drop out or miss some of the visits. For this dataset, however, all
patients were observed at all the visits.
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Figure 2.6: Epilepsy Data: Subject-
specific profiles of the number of
epileptic seizures over study weeks.
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Figure 2.7: Epilepsy Data: Dis-
tribution of the number of epileptic
seizures.
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Figure 2.8: Epilepsy Data: Average
evolution of the number of epileptic
seizures over study weeks by treat-
ment.
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Figure 2.9: Epilepsy Data: Median
evolution of the number of epileptic
seizures over study weeks by treat-
ment.
2.5 Count Data: The Whitefly Data
The whitefly dataset was reported in van Iersel et al. (2000) and also ana-
lyzed in Hall (2000) and Hall and Zhang (2004). It comes from a horticultural
experiment that examined the effect of six methods (treatments) of applying
the insecticide imidacloprid to poinsettia plants. Using a randomized com-
plete block design, each treatment was applied to 18 experimental units that
consisted of a trio of 18 poinsettia plants (54 plants in total). Data was then
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collected repeatedly over a period of 12 weeks. The experimental units were
randomly assigned to the 6 treatments in 3 complete blocks. Two outcomes,
namely, the number of surviving adult whiteflies and the number of imma-
ture whiteflies were observed in the study. In this thesis, though, we focus
on the latter, thus, the number of immature whiteflies after treatment out of
a number of insects caged in one leaf per plant, prior to measurement of the
response.
  
Distribution of the number of immature whiteflies 
 
 
 
 
Figure 2.10: Whitefly Data: Distribu-
tion of the number of immature white-
flies over all weeks and treatments.
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Figure 2.11: Whitefly Data: Mean-
variance relationship, over all treat-
ments. Each dot represents a week of
study.
It can be seen from Figure 2.10 that almost 50% of the recorded observa-
tions (number of immature whiteflies) is zero, raising the issue of zero-inflated
count data. It is also visible from Figure 2.11 that the variance expected
from the Poisson distribution is greater than the mean, raising the issue of
overdispersion. Another interesting feature of this dataset is the fact that
observations were collected repeatedly over the 12 weeks alluding to the phe-
nomenon of correlated count data.
2.6 Continuous Data: Jimma Infant Growth Study
The Jimma Infant Survival Differential Longitudinal Growth Study, intro-
duced in Section 2.3, examined live births from 11 September, 1992 to 10
September, 1993 in one urban area and several rural areas in South-West
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Ethiopia. It involved 8,000 households and the children were followed up ap-
proximately every two months starting immediately after birth over a study
period of one year. As briefly mentioned in Section 2.3, it has been analyzed in
different contexts. More specifically, Lesaffre et al. (1999) analyzed this data
in the context the linear mixed model. They sought to identify the determi-
nants of the growth of children in Ethiopia in terms of body weight (kg) as an
indicator of health status. Herein, we follow along the lines of Lesaffre et al.
(1999) and use a learning random sample of 495 children with 3070 observa-
tions to demonstrate how the random effects distribution of the linear mixed
model can be estimated using a mixture of normal densities. This dataset is
analyzed in Chapter 10 of the thesis.

Chapter3
Literature Review
3.1 Introduction
In this chapter, a review of the existing methods for the analysis of both uni-
variate and correlated data is presented. These methods were either used for
the analysis of some of the datasets described in Chapter 2, provided founda-
tions for extensions and/or have been implemented in SAS software, in this the-
sis. Section 3.2 describes the generalized linear modeling (GLM) framework,
a class of fixed-effects models unifying linear, logistic and Poisson regression
models, among others. GLM are usually used for the analysis of univariate
or cross-sectional data whenever interest is in relating known covariates with
a response variable. Overdispersion, a commonly encountered phenomenon
in the analysis of non-normal data is also described in Section 3.2.1. Models
for correlated data are discussed in Section 3.3. While a case for continuous
longitudinal data is presented in Chapter 10, most of this thesis focuses on
correlated count data.
3.2 The Generalized Linear Model
As briefly mentioned in Section 1.1, the GLM is a unifying (or generalizing)
framework for several statistical models, e.g., linear, logistic and Poisson re-
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gression models. This generalization is motivated by two reasons, namely, (a)
cases that have range restrictions should not necessarily be assumed to be
normally distributed; and (b) the mean, depending on the response variable
in consideration, may not necessarily be taken as a linear combination of pa-
rameters, also due to range restrictions, but a certain function of the mean
may be. Consider an example of count data that may be assumed to follow
a Poisson distribution, with mean, say, λ. λ will not be expressed as a linear
combination of covariates and unknown parameters (which would allow the
mean to live on the whole real line R) but log(λ) will be. Therefore, a GLM
relates a function of the mean to the covariates and unknown parameters lin-
early, replacing data transformation which was a common approach pre-GLM
(McCulloch and Searle, 2001). The GLM is commonly applied in the context
of cross-sectional data and is available in many statistical software packages
including, for example, R, SAS, SPSS, STATA, MATLAB, etc. This modeling
framework is based on the so-called exponential family of distributions.
A random variable Y is said to belong to an exponential family of distri-
butions (also known as exponential dispersion model by Jørgensen, 1987) if
the density is of the form
f(y) ≡ f(y|η, φ) = exp{φ−1[yη − ψ(η)] + c(y, φ)} , (3.1)
for a specific set of unknown parameters η (natural parameter) and φ (dis-
persion parameter), and for known functions ψ(·) and c(·, ·). It is well known
(Molenberghs and Verbeke, 2005), that the first two moments follow from the
function ψ(·) as:
E(Y ) = µ = ψ′(η), (3.2)
Var(Y ) = σ2 = φψ′′(η). (3.3)
An important implication is that, in general, the mean and variance are related
through σ2 = φψ′′[ψ′−1(µ)] = φυ(µ), with υ(·) the so-called variance function,
describing the mean-variance relationship.
Classical data types falling under the GLM framework are the normal or
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continuous, binary, count, and time-to-event data. A summary of the rele-
vant GLM quantities for these exponential family members is presented in
Table 3.1, reprinted from Molenberghs et al. (2010). See same reference for
a general discussion of these members. Typically, for one to make inference
or answer a specific study question, either quasi-likelihood or full likelihood
approaches are embarked on (McCullagh and Nelder, 1989; Molenberghs and
Verbeke, 2005). The former restricts the model specification to the first two
moments (Equations 3.2 and 3.3) and does not require the full distributional
assumptions about the variance function while the latter is based on (3.1). In
the full likelihood approach, the marginal (log)likeliood, expressed in terms of
known covariates and unknown regression parameters, is usually maximized
and the unknown regression parameters estimated using maximum likelihood
estimation (MLE) methodology. We refer to McCulloch and Searle (2001),
Molenberghs and Verbeke (2005), and McCullagh and Nelder (1989) for fur-
ther discussion on estimation and inference for the GLM framework. Specif-
ically, given a sample of K independent outcomes Y1, . . . , YK together with
corresponding p-dimensional vectors of covariates x1, . . . ,xK , it is assumed
that all Yi are independent and identically distributed (i.i.d) with density
f(yi|ηi, φ), belonging to the exponential family, and with natural parameter ηi
allowed to differ per observation i depending on covariates. Specification of the
generalized linear model is completed by modeling the means µi as functions
of the covariate values. More specifically, it is assumed that ηi = h(µi) = x
>
i ξ,
for a known monotonic invertible link function h(·), and with ξ a p-dimensional
vector of fixed unknown regression coefficients. The link functions h(·) may
include, identity (commonly used for continuous or normal data) in which
µi = x
>
i ξ, log (used for count data) in which log(µi) = x
>
i ξ, inverse (used for
time-to-event data) in which −µ−1i = x>i ξ and the logit (used for categorical
or multinomial, e.g., binary, binomial, data) in which log(µi/(1− µi)) = x>i ξ,
among others. In practise, one uses linear regression for continuous data, lo-
gistic regression for e.g., binary or binomial data, Poisson regression for count
data and Cox regression for time-to-event outcomes.
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3.2.1 Modeling Overdispersion
Specific to the count case, it can be seen from Table 3.1 that the standard
Poisson model implies that the mean and variance are equal (λ). In practice,
though, it is not uncommon to find deviations from this implication by even
just comparing the sample mean and sample variance. For example, it may be
the case that the observed or sample variance is is greater than the observed
mean, a phenomenon usually referred to as overdispersion. It is commonly
encountered in data assumed to follow a binomial distribution, correlated or
uncorrelated, correlated Bernoulli/binary random variables, correlated or in-
dependent observations arising from counting processes (Poisson data), and
time-to-event/survival data. This is due to the mean-variance relationship in-
herent in the distributions that are assumed to be the data generating mech-
anisms. Overdispersion is, however, not an issue in the case of independent
Bernoulli observations. Research has shown overdispersion to be caused by,
for example, missing covariates and the presence of correlation between in-
dividual responses or clustering, among others. Depending on outcome type
and model, not accounting for overdispersion may lead to bias in some or all
parameters; it definitely biases precision estimates. The result is then usu-
ally smaller p-values for the statistical tests as well as, of course, confidence
intervals that are narrower than should be if overdispersion were properly
handled. This means that inference based on such statistical analyses is ques-
tionable and may be misleading. This indicates an inadequacy for the GLM to
flexibly account for overdispersion and alternatives have been sought over the
years. Hinde and Deme´trio (1998a,b) study this phenomenon of overdispersion
in general while Breslow (1984) and Lawless (1987) are specific to the Pois-
son case. Molenberghs and Verbeke (2005) present various model-based ap-
proaches that accommodate overdispersion, including the beta-binomial model
(Skellam, 1948), the multivariate probit model (Dale, 1986; Molenberghs and
Lesaffre, 1994), and certain versions of the generalized linear mixed model
(Breslow and Clayton, 1993), to mention but a few. Overdispersion is usually
accounted for by using the negative-binomial (NEGBIN) model. The NEG-
BIN model follows from a two-stage approach where in stage 1, we assume that
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Yi|ζi ∼ Poi(ζi) and in stage 2, that ζi is a random variable with E(ζi) = µi
and Var(ζi) = σ
2
i . Then, it follows, using iterated expectations, that
E(Yi) = E[E(Yi|ζi)] = E(ζi) = µi,
Var(Yi) = E[Var(Yi|ζi)] + Var[E(Yi|ζi)] = E(ζi) + Var(ζi) = µi + σ2i .
Similar exercise for, for example, the binary case reveals that purely bernoul-
li/binary data is unable to capture overdispersion while the Poisson distribu-
tion can clearly accomodate overdispersion should ζi be considered random. A
common choice for the distribution of ζi is the gamma distribution. Combining
the two stages and integrating (3.4) over the random effects ζi results in the
NEGBIN as the marginal model. Fitting these models is done by maximizing
the marginal likelihood
f(yi) =
∫
f(yi|ζi)f(ζi)dζi. (3.4)
See Table 3.1 for a summary of the conditional, random effects and marginal
distributions (3.4) resulting from the two-stage approach for some members
of the exponential family. The corresponding means and variances of the
marginal models are also given. It is not always the case that closed form
expressions for the marginal models can be derived. However, in the case of
the continuous, binary, count and time-to-event data, closed form expressions
can be derived when so-called conjugate random effects (Molenberghs et al.,
2010) are assumed.
Although not as commonly encountered and studied as the case of overdis-
persion, another phenomenon called underdispersion, whereby the mean of the
sample is greater than the variance, is apparent in literature (Ridout and Bes-
beas, 2004; Sellers and Shmueli, 2010; Cameron and Johansson, 1997; Castillo
and Pe´rez-Casany, 1998).
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3.3 Models for Correlated Data
In this section, a review of existing methods commonly used for the analysis of
correlated data are presented. In Section 3.3.2, we briefly outline the classical
linear mixed model (LMM) which is an extension of the linear regression model
to correlated data. Ghidey et al. (2004) extend the LMM to the so-called
penalized Gausssian mixture (PGM) LMM in order to flexibly estimate the
random effects distribution of the LMM which is usually assumed to be normal.
This is reviewed in Section 3.3.3 while an extension of the GLM to account
for correlation is the topic of Section 3.3.4. Further, Sections 3.3.5 and 3.3.6
describe the so-called combined model (Molenberghs et al., 2007, 2010), used
to account for correlation and overdispersion simultaneously, and generalized
estimating equations (Liang and Zeger, 1986; Ziegler, 2011; Winkelmann, 2008;
Hardin and Hilbe, 2003), respectively. Finally, Section 3.3.7 is dedicated to
pseudo-likelihood methodology, a viable alternative especially when the joint
distribution of the response variable is cumbersome to evaluate.
3.3.1 Notation
Henceforth, the term subject will be used loosely to mean the independently
replicated entity within which the repetition occurs; for example, patient,
subject, cluster, or unit. We use the random variable Yij to denote the j-th
observation of subject i’s response variable, i = 1, . . . ,K and j = 1, . . . , ni.
K therefore denotes the total number of subjects or sample size. Because the
responses for each subject i are repeatedly recorded, subject i has an ni × 1
vector Yi = (Yi1, Yi2, . . . , Yini)
> of measurements. Further, let Xij denote a
p × 1 vector of covariates, thus Xij = (Xij1, Xij2, . . . , Xijp)>, that are to be
investigated for possible association with the response variable Yij . In matrix
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notation,
Xi =

X>i1
X>i2
...
X>ini

=

Xi11 Xi12 . . . Xi1p
Xi21 Xi22 . . . Xi2p
...
...
. . .
...
Xini1 Xini2 . . . Xinip

,
an ni × p dimensional design matrix. It is important to mention that the co-
variates contained inXi may be either changing over time j in which case they
would be referred to as time-varying covariates, or otherwise time-stationary.
In Section 5.1.1, attention is given to both time-stationary and time-varying
covariates.
3.3.2 The Classical Linear Mixed Model
The classical linear mixed model (Harville, 1977; Laird and Ware, 1982) is
defined as
Yi = Xiξ +Zibi + i, i=1,. . . ,K (3.5)
where Yi and Xi are as defined in Section 3.3.1, and Zi is ni × q design ma-
trix. Xi corresponds to the p-dimensional fixed effects vector ξ of unknown
regression coefficients and Zi to the q-dimensional random effects vector bi of
regression coefficients specific to subject i. i is a vector of residual compo-
nents εij . Model 3.5 contains both fixed and random effects, the former being
population-averaged parameters while the latter pertain to subject-specific
characteristics.
It is often assumed that bi follows a q-dimensional normal distribution
with mean vector zero and covariance matrix D. It follows from (3.5) that
conditional on the random effects bi, Yi is normally distributed with mean
vector Xiξ + Zibi and covariance matrix σ
2Ini thus Yi | bi,θ ∼ N(Xiξ +
Zibi, σ
2Ini). Let f(Yi | bi,θ) be the density function of Yi | bi,θ and f(bi)
be the density function corresponding to the bi, then the marginal density
function of Yi is obtained by integrating out the random effects from the joint
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distribution as
f(Yi | θ) =
∫
f(Yi | bi,θ)f(bi)dbi. (3.6)
Inference is then based on estimators obtained by maximizing the marginal
likelihood function
LML(θ) =
K∏
i=1

(2pi)−ni/2| Vi |−1/2
exp
[
−1
2
(Yi −Xiξ)>Vi−1(Yi −Xiξ)
]
 , (3.7)
where θ contains all the parameters (ξ>,Λ>)>, Λ being a vector of all variance
and covariance parameters in Vi(= ZiDZ
>
i + σ
2Ini) to be estimated. While
inference on the fixed effects is robust to a departure from the common as-
sumption of the normal distribution for the random effects (Butler and Louis,
1992; Verbeke and Lesaffre, 1996), this deviation may impact the efficient es-
timation of the fixed effects parameters as well as the standard errors based
on the model specified and also influences inference on the random effects dis-
tribution. Verbeke and Lesaffre (1996) show that checking the validity of the
random effects distribution assumption is hampered by the fact that the em-
pirical Bayes estimates suffer from what they termed as shrinkage. A detailed
explanation of the classical linear mixed model can be found in Verbeke and
Molenberghs (2000).
3.3.3 The Penalized Gaussian Mixture Linear Mixed Model
Based on the argument that the random effects distribution may be too re-
strictive in practice, Ghidey et al. (2004) proposed the penalized gaussian
mixture linear mixed model (PGMLMM) in which a flexible estimate of the
random effects density is given. In the PGM linear mixed model, the distri-
bution of the bi in (3.5) is allowed to deviate from the normal distribution.
Let bi = Rsi, i = 1, . . . ,K where si are standardized random effects and R is
a lower triangular matrix such that RR> = D, the covariance matrix of the
random effects. Then, assuming independent error terms,
f(Yi | bi = Rsi,θ) = N(Xiξ +ZiRsi, σ2Ini). (3.8)
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Assume that the si extend over the interval [−m,m] for the random inter-
cept model and [−m,m]× [−m,m] for the random intercept and slope model
but vanish outside this interval. To fit, for example, a random intercept and
slope model, take a grid of equally spaced points on the interval [−m,m]
in both dimensions to construct the random effects distribution. Let these
grids be the means of the basis Gaussian densities say µ1,  = 1, . . . , J for
the first dimension and µ2l, l = 1, . . . , L for the second dimension. Each ba-
sis Gaussian density will then have a mean Rµl and a covariance matrix
RDsR
> on the original scale of the random effects where µl = (µ1, µ2l)>
and Ds = diag(τ
2
1 , τ
2
2 ) is the mean and covariance matrix of the standardized
si, respectively. A key assumption is that the density of the random effects b
can be well approximated by a mixture of Gaussian densities defined on the
grid as
f(b | θ) =
J∑
=1
L∑
l=1
clN(Rµl,RDsR
>) (3.9)
where
cl =
exp(al)∑J
k=1
∑L
m=1 exp(akm)
are transformed elements of a J ×L matrix of coefficients with the properties∑J
=1
∑L
l=1 cl = 1 and cl > 0. al is as defined in vector a in θ below (3.11).
The marginal density of Yi then becomes
f(Yi | θ) =
∫
f(Yi | bi,θ)f(bi | θ)dbi =
J∑
=1
L∑
l=1
clN(υi,l,Vi) (3.10)
where υi,l and Vi are the mean and covariance of the l−th spe-
cific normal density component defined as υi,l = Xiξ + ZiRµl and
Vi = ZiRDsR
>Z>i + σ
2Ini for subject i, respectively. The marginal log-
likelihood is then a sum of (3.10) over all the K subjects thus
`(θ; Y) =
K∑
i=1
log{f(Yi | θ)} where Y = (Y>1 , . . . ,Y>K)>.
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This log-likelihood is then penalized for overfitting due to using large J and
L. Parameters in the model are then estimated using maximum likelihood,
from the following penalized marginal likelihood;
`p(θ; Y | λ) = `(θ; Y)−
[
λ1
2
∑

∑
l
(∆e1al)
2 +
λ2
2
∑

∑
l
(∆e2al)
2
]
(3.11)
where θ is a vector containing all the parameters to be estimated including:
the fixed effects (ξ), a stacked vector of the unique elements of R(σR), the
error standard deviation on the log scale (log(σ)) and the vector of coefficients
a = (a11, a12, . . . , ajl, . . . , aJL) upon which the difference operator ∆
e
w, w = 1, 2
of order e for the w-th dimension, is applied. λ is a vector of smoothing pa-
rameters λ1 and λ2 corresponding to the two dimensions. The coefficients
cl in (3.9) are jointly estimated with the other model parameters by maxi-
mizing (3.11) resulting in the penalized Gaussian mixture linear mixed model.
A conditional maximization procedure is used to avoid possible convergence
problems due to differences in the scale of the parameters in θ. In step 1,
(3.11) is maximized with respect to a conditioning on initial values for the
other parameters in θ. In step 2, conditioning on the updated a from step 1,
the other parameters in θ are updated. Iteration is done between steps 1 and
2 until convergence.
Ghidey et al. (2004) evaluate the penalized likelihood in (3.11) at several
combinations of λ1 and λ2. They select the optimal penalty coefficient λ as
the one that minimizes Akaike Information Criterion (AIC). Thus, for a given
λ, AIC(λ)=−2`(θ; Y) + 2dim(θ | λ) where dim(θ | λ) is the effective degrees
of freedom defined according to Gray (1992) as
dim(θ | λ) = trace((C ·H−1 ·C>)−1 ·C ·H−1 · I ·H−1 ·C>)
where C is a contrast matrix, H and I are the observed Fisher information
matrices based on the penalized and unpenalized log-likelihoods, respectively.
For a more detailed explanation of the PGM approach, we refer to Ghidey
et al. (2004) and Ghidey (2005).
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Much as the PGM linear mixed model seems appealing, its implementation
in statistical software and therefore the application is limited. The method
has been implemented in MATLAB but the software is not available publicly
should one be interested in applying this method. In Chapter 10, we provide
a SAS implementation of this approach and illustrate its functionality based
on a real life dataset introduced in Section 2.6 as well as simulated data. Our
SAS implementation makes it quite easy and user-friendly to apply the PGM
model.
3.3.4 The Generalized Linear Mixed Model
In dealing with correlated count data, the GLMM (Breslow and Clayton, 1993;
Wolfinger and O’Connell, 1993; Molenberghs and Verbeke, 2005) is a com-
monly used tool for analysis. Assume that, conditional upon a q-dimensional
random effects vector bi ∼ N(0, D), the outcomes Yij are independent with
densities of the form
fi(yij |bi, ξ, φ) = exp
{
φ−1[yijλij − ψ(λij)] + c(yij , φ)
}
, (3.12)
with
h[ψ′(λij)] = h(µij) = h[E(Yij |bi, ξ)] = X>ijξ +Z>ijbi (3.13)
where h(·) is a known link function as defined in Section 3.2, Xij and Zij are
p- and q-dimensional vectors of known covariate values, respectively, ξ is a
p-dimensional vector of unknown fixed regression coefficients, and φ is a scale
(overdispersion) parameter. The GLMM, therefore, modifies the linear pre-
dictor in generalized linear models (3.1) to include unknown subject-specific
or random effects in addition to the fixed effects. In practice, these random
effects are usually assumed to follow a normal distribution, mainly for conve-
nience and software availability. However, they can, in principle, be assumed
to follow a different distribution than the normal. Specific to count data, the
3.3 Models for Correlated Data 35
GLMM takes the following form:
Yij |bi ∼ Poi(λij),
ln(λij) = Xijξ +Z
>
ijbi,
bi ∼ N(0, D),
(3.14)
whereby the conditional distribution of the observations from a subject i
given the random effects bi is Poisson with a rate parameter λij that is log-
linearly related to covariates. As mentioned before, the classical approach to
obtaining the unknown parameter estimates is by maximizing the marginal
(log)likelihood derived from (3.4) or more generally, (3.6). However, closed-
form expressions for these integrals do not exist in all cases but Molenberghs
et al. (2007) and Molenberghs et al. (2010) derived the marginal mean and
covariance for the Poisson GLMM case, among others, as
E(Yij) = µij = ln(λij) = X
>
ijξ + 0.5Z
>
ijDZij , (3.15a)
Var(Yi) = Mi +Mi(e
ZiDZ
>
i − Ji)Mi, (3.15b)
respectively, where Ji is a matrix of 1’s and Mi is a diagonal matrix with entries
µij . Higher-order marginal moments and the marginal joint distribution are
derived in closed form for the Poisson case also in (Molenberghs et al., 2010).
3.3.5 The Combined Model
The combined model as introduced by Booth et al. (2003); Molenberghs et al.
(2007, 2010) has been shown to be an appealing tool for modeling not only
correlated or overdispersed data but also for data that exhibit both these
features. Unlike techniques available in the literature prior to the combined
model, which use a single random-effects vector to capture correlation and/or
overdispersion, the combined model allows for the correlation and overdis-
persion features to be modeled simultaneously, by using two sets of random
effects.
In the context of count data, for example, the combined model naturally re-
duces to the Poisson-normal model, an instance of the generalized linear mixed
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model in the absence of overdispersion and it also reduces to the negative-
binomial model in the absence of correlation. Here, a Poisson model is speci-
fied as the parent distribution of the data conditional on a normally distributed
random effect at the subject or cluster level and/or a gamma distribution at
observation level. The CM is expressed as
Yij ∼ Poi(λ∗ij), (3.16a)
λ∗ij = θijλij = θijexp(X
>
ijξ +Z
>
ijbi), (3.16b)
θi ∼ Gamma(mean = 1, variance = Σi), (3.16c)
bi ∼ N(0, D), (3.16d)
where θij , the entries in θi, are the overdispersion parameters introduced at
observation level. If the θij ’s are assumed to be independent as is often done
in practice, then the association is only induced by the bi and the θij would
cover the overdispersion not accounted for by the normal random effects. As
such, Σi is reduced to a diagonal matrix. On the other hand, the θij can be
correlated such that Σi can take on more general structures, which implies
the use of some form of multivariate Gamma (MGamma) distribution. The
marginal mean and the marginal variance-covariance matrix take the form:
E(Yij) = µij = θij exp(X
>
ijξ + 0.5Z
>
ijDZij), (3.17a)
var(Yi) = Mi +Mi(Pi − Ji)Mi, (3.17b)
where Mi = diag(µi) and
Pi = e
(0.5ZiDZ>i ) (Σi + Ji) e
(0.5ZiDZ>i ).
Here, Ji is a matrix of ones. Note that we make use of the fact that the gamma
random effects have unit mean.
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3.3.6 Generalized Estimating Equations
Herein, we shall generically refer to all estimating equations as GEE while
GEE1 denotes the method put forward by Liang and Zeger (1986) in which
the correlation structure is calculated using the method of moments. Further-
more, GEE1.5 denotes the extension of GEE1 by replacing the moment-based
estimation of the working correlation parameters with a second set of estimat-
ing equations (Prentice, 1988; Kim and Shults, 2010; Lipsitz et al., 1991, are
some of the many references). In GEE1.5, the two sets of estimating equa-
tions for the marginal mean and correlation structure are assumed orthogonal
or independent, which simplifies the computational burden that would be en-
countered otherwise. Because these methods aim at obtaining marginal mean
parameters that are consistent and asymptotically normally distributed, they
permit inferences on the marginal mean regression parameters and standard
errors even when the correlation structure is not correctly specified. As a re-
sult, and akin to GEE1, no scientific inference can be made on the correlation
structures in GEE1.5 given that these association structures are allowed to be
misspecified. On the other hand, allowing the two sets of estimating equations
to be correlated results in GEE2 (Liang et al., 1992; Zhao and Prentice, 1990;
Prentice and Zhao, 1991). This implies that the first and second moments are
then fully modeled while making working assumptions about the third- and
higher-order moments. We revisit GEE1, GEE1.5 and GEE2 below.
Following from the theory of generalized linear models (GLM, Agresti,
2002; Nelder and Wedderburn, 1972; McCullagh and Nelder, 1989), the first
two moments derived (Molenberghs and Verbeke, 2005, ch. 3) from a distribu-
tion that belongs to the exponential family of distributions are the mean and
variance, expressed as,
E(Yij |Xi) = µij , (3.18a)
Var(Yij |Xi) = Vij = φυ(µij), (3.18b)
respectively, where φ is a scale parameter for the variance and υ(·) is the
variance function, which describes the dependency of the variance on the mean.
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As explained in Section 3.2, (3.18a) is related to covariates in Xij via a known
link function h(·) (for example, log link for counts/Poisson data, logit or probit
link for binary/binomial data) as h(µij) = X
>
ijξ, where ξ is a p× 1 vector of
unknown regression parameters. If we let Corr(Yij , Yik | Xi) = ρijk, then
Cov(Yi | Xi) = Vi(ξ, φ,α) = φCi(ξ) 12Ri(α)Ci(ξ) 12 , where Ri is a correlation
matrix, Ci = diag(υ(µij)) is a diagonal matrix of variances and α is a vector
of correlation parameters. Specific to count data, Yij is assumed to follow
a Poisson distribution with mean µij , thus Yij ∼ Poisson(µij). The Poisson
density can be expressed as belonging to the exponential family by letting
logµij to be the natural parameter, φ = 1 and υ(µij) = µij , as shown in
Table 3.1. The marginal mean (3.18a) is then modeled in terms of covariates
as log(µij) = X
>
ijξ, hence also referred to as a log-linear or Poisson regression
model and Var(Yij | Xij) = µij . This model, therefore, specifically implies
that the mean is equal to the variance, a phenomenon usually termed equi-
dispersion. In practice though, deviations from this implication are common
leading to underdispersion or overdispersion as explained in Section 3.2.1.
While it is not this goal of this thesis to fully address over(under)-dispersion,
we refer interested readers to, for example, Molenberghs et al. (2007, 2010)
and references therein for further detail.
Given (φ,α), Liang and Zeger (1986) iteratively solve the generalized es-
timating equation (GEE1) given by
K∑
i=1
Ui(ξ) =
K∑
i=1
∂µi
∂ξ
>
V −1i (Yi − µi) = 0 (3.19)
to obtain the estimates for ξ (ξ̂). The iterative algorithm is as follows:
1. Obtain the starting values of ξ̂ from fitting a GLM (thus assuming in-
dependence).
2. Given ξ̂ or ξ̂(l), calculate (φˆ, α̂) and therefore Vˆi =
φˆC
1
2
i
(
ξ̂
)
Ri (α̂)C
1
2
i
(
ξ̂
)
using the method of moments (Molenberghs
and Verbeke, 2005, ch. 8).
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3. Given φˆ, α̂ and Vˆi, update ξ̂ by using Fisher’s scoring algorithm:
ξ̂(l+1) = ξ̂(l)−
[
K∑
i=1
(
∂µi
∂ξ
)>
V −1i
(
∂µi
∂ξ
)]−1 [ K∑
i=1
(
∂µi
∂ξ
)>
V −1i (Yi − µi)
]
.
The solution is obtained by iterating between steps 2 and 3 above until con-
vergence meaning that the change in the parameter estimates satisfies (e.g., is
less than) a pre-specified criterion. Assuming the marginal mean (µi) is cor-
rectly specified, consistent and asymptotically normally distributed parameter
estimates ξ̂ with mean ξ and variance-covariance matrix
Var(ξ̂) = I−10 I1I
−1
0 , (3.20)
where
I0 =
K∑
i=1
(
∂µi
∂ξ
)>
V −1i
(
∂µi
∂ξ
)
and
I1 =
K∑
i=1
(
∂µi
∂ξ
)>
V −1i Var(Yi)V
−1
i
(
∂µi
∂ξ
)
,
are obtained. The variance estimator in (3.20) is commonly referred to as
the sandwich estimator and results in the so-called empirically corrected stan-
dard errors. The parameter estimates and standard errors are asymptotically
correct whether or not the working correlation structure is correctly specified.
Much as GEE1 has been found appealing by many data analysts and re-
searchers, it has quite a number of issues associated with it. It is not our inten-
tion to exhaustively list them herein but refer to, for example, Lee and Nelder
(2004), Lindsey and Lambert (1998), Crowder (1995), Sun et al. (2009), Wang
and Carey (2004), among others, for further discussion of these issues. Specifi-
cally, GEE1 allowing the misspecification of the working correlation structure,
thereby rendering it a nuisance, implies that the response vector (Yi) is given
an arbitrary distribution and hampers checking assumptions about the covari-
ance structure (Lee and Nelder, 2004). Specifying a covariance structure based
on a model straightforwardly allows for inference on this covariance structure.
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Further and more importantly, although consistent parameter estimates and
standard errors can be obtained even with a misspecification of the work-
ing correlation assumption, careful estimation of the covariance/correlation
is needed since it may affect the iterative updating of ξ and α, leading to a
breakdown of the iterative procedure (Sun et al., 2009). As an alternative es-
timation approach to the method of moments used by Liang and Zeger (1986)
for the correlation structure, Kim and Shults (2010) use a two-stage approach
to estimate the regression parameters ξ̂ and the correlation parameters α̂. At
stage 1, they iterate between (3.19), with V −1i = C
− 1
2
i (ξ)R
−1
i (α)C
− 1
2
i (ξ), and
the estimating equation for α, namely:
∂
∂α
{
K∑
i=1
Z>i (ξ)R
−1
i Z
>
i (ξ)
}
= 0, (3.22)
where Zi(ξ) = (zi1, . . . , zini)
> are the j-th Pearson residuals for subject i given
by zij = (yij−µij)/
√
υ(µij) and evaluated at the current ξ̂, until convergence.
At stage 2, they plug α̂ from stage 1 into
K∑
i=1
trace
{
∂R−1i (δ)
∂α
Ri(α)
}∣∣∣∣
δ=α̂
= 0, (3.23)
and update α̂. The final ξ̂ is obtained by solving (3.19) at the final α̂ from
(3.23).
Yet another alternative to the method of moments for the correlation pa-
rameters is the proposal by Prentice (1988) in which estimating equations
(3.19) are simultaneously solved with those of pairwise correlations (α) given
by;
K∑
i=1
(
∂ζi
∂α
)>
H−1i (Wi − ζi) = 0, (3.24)
where Wi = (zi1zi2, zi1zi3, . . . , zi,ni−1zi,ni , z2i1, z
2
i2, . . . , z
2
ini
)> contains the prod-
ucts of subject i’s pairs and squares of Pearson residuals ziszit where 1 ≤ s <
t ≤ ni, Hi = Var(Wi) and ζi = E(Wi). It is common for binary responses
that the last ni components of Wi, i.e., the squared residuals, are left out
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due to the mean-variance relationship. Calculating Var(Wi) = Var(ziszit) =
E({ziszit}2)− E(ziszit)2 requires
E({ziszit}2) = E(Y 2isY 2it)− 2µitE(Y 2isYit) + µ2itE(Y 2is)−
2µisE(YisY
2
it) + 4µisµitE(YisYit)− 2µ2isµ2it+
µ2isE(Y
2
it)− 3µ2isµ2it + µ2isE(Y 2it).
(3.25)
For binary response data, for example, and unlike the counts case, (3.25)
simplifies (as Y 2ij = Yij) such that
Var(ziszit) = 1 + (1− 2µis)(1− 2µit) (υ(µis)υ(µit))−1/2 ψist − ψ2ist,
where ψist = E(ziszit) are entries in ζi. The binary responses case, thus, turns
out to be special since ζi and Hi are then fully determined by the mean and
correlation models without necessitating additional assumptions about higher-
order moments. Generally though, obtaining matrix Hi involves the third and
fourth moments of Yi, which are usually assumed to be equal to zero. Alter-
natives to this assumption may be sought depending on the type of response
variable under consideration. In the context of binary response data, for exam-
ple, Diggle et al. (2002) suggest Hi = diag [Var(zi1zi2), . . . ,Var(zi,ni−1, zi,ni)],
which only depends on α̂ and ξ̂ while they propose the use of the identity
matrix for count responses. By using the identity matrix for the counts, there
is a loss of efficiency in estimating α. They, however, argue that this efficiency
loss has very little impact, in practice, on the estimation of ξ and yet simplifies
computation by avoiding the estimation of additional higher-order parameters.
Note that while Hi is a working variance-covariance matrix (meaning that it
contains working assumptions usually being that the third- and fourth-order
correlations are equal to zero, matters not whether it is correctly specified or
not, only aides the estimation of the regression parameters ξ and cannot be
used for formal inferences) for Wi; Vi in (3.19), on the other hand, is not a
working covariance matrix because the second moments are specified by (3.24).
Note that Prentice (1988) assumes independence between (3.19) and (3.24).
Again, this assumption implies a loss of efficiency but is defendable because
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the consistency and asymptotic normality of the marginal mean regression
parameters is not hampered by the misspecification of the correlation struc-
ture. Also important to mention is that the sets of parameters α and ξ both
come with precision estimates and formal inference can be made on these
parameters as long as the equations can be believed to have been correctly
specified (Molenberghs and Verbeke, 2005). It may be desirable, however, to
relax the independence assumption between (3.19) and (3.24). This may be
the case if interest lies in the efficient estimation of both ξ and α. One may
then be interested in minimizing the loss of efficiency accruing to the orthog-
onality assumption in GEE1.5. This leads us to the so-called second-order
GEE (GEE2). Zhao and Prentice (1990) proposed an alternative to GEE1 or
GEE1.5 in terms of correlations while Liang et al. (1992) used odds ratios,
with both proposals aimed at modeling mutivariate binary responses. Pren-
tice and Zhao (1991) extended the equations of Zhao and Prentice (1990) to
the general case of discrete or continuous response vectors. They combine the
response vector Yi and the pairwise crossproducts Wi into one outcome vector
T>i = (Y
>
i ,W
>
i ) and obtain the unknown parameters by setting
U(Θ) =
K∑
i=1
Ui(Θ) =
K∑
i=1
D>i (Θ)Σ
−1
i (Θ)fi(Θ)
=

∂µi
∂ξ
∂ζi
∂ξ
0
∂ζi
∂α

 Var(Yi) Cov(Yi,Wi)
Cov(Wi,Yi) Var(Wi)

−1Yi − µi
Wi − ζi
 ,
(3.26)
where Θ = (ξ>,α>)>, to zero and solving the equations. Since solving (3.26)
is computationally unattractive, Prentice and Zhao (1991) suggested specify-
ing working variance matrices in Σi such that the third and fourth moments
are expressed as functions of µi and ζi. We show in Section 5.1.1 how we
incorporate the bivariate Poisson distribution, rather than the multivariate
Poisson distribution, into score equation (3.19) to allow scientific inference on
the covariance as well as the mean parameters while modeling the covariance
of Yi at pair level. Use of the multivariate Poisson distribution would result
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in a full likelihood approach, which would maximize efficiency. However, it is
hampered by the complexity of the probability function due to summations
which may increase the computational burden with increase in the number of
measurements per subject and/or sample size (Karlis, 2003), the very reason
estimating equations are being sought after. By using the bivariate Poisson
distribution, closed form expressions for the third and fourth moments in (3.25)
are easily obtainable and one could go ahead with the suggestion of Prentice
(1988) but for correlated count data.
3.3.7 Pseudo-likelihood
In likelihood-based modeling frameworks, the marginal (log)likelihood is usu-
ally maximized to estimate the unknown parameters. For continuous longitu-
dinal data, the marginal distribution and therefore the marginal (log)likelihood
involves a product of the normal distributions for the data and the random
effects resulting in a normal distribution as the marginal distribution. This
presents no computational challenges and has been widely implemented in sta-
tistical software packages like SAS. For non-normal data, on the other hand,
specification of the full likelihood can be very prohibitive computationally
when measurement sequences are of moderate to large length (Molenberghs
and Verbeke, 2005). Rather than specifying the full likelihood which in some
cases is numerically and computationally cumbersome, the idea of pseudo-
likelihood, or composite likelihood (Arnold and Strauss, 1991; Le Cessie and
Van Houwelingen, 1994; Geys et al., 1999; Aerts et al., 2002; Zhao and Joe,
2005; Molenberghs and Verbeke, 2005; Yi et al., 2011) is to replace the full or
joint density by a simpler function assembled from a suitable factor. This is
done by specifying, for example, all univariate densities, or all pairwise densi-
ties over the set of all possible pairs within a sequence of repeated measures in
place of the full likelihood. In the case of pairwise densities, the likelihood con-
tribution f(yi1, . . . , yini) of subject i to the full likelihood is substituted with
a product of f(yis, yit). For example, when ni = 3, f(yi1, yi2, yi3) is replaced
by f(yi1, yi2) × f(yi1, yi3) × f(yi2, yi3) and the corresponding log-likelihood
log f(yi1, yi2, yi3) is replaced by log f(yi1, yi2) + log f(yi1, yi3) + log f(yi2, yi3).
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In the general case of ni measurements per subject i, the contribution of sub-
ject i to the log pseudo-likelihood is p`i =
∑
1≤s<t≤ni log f(yis, yit) and the
marginal log-pseudo-likelihood is given by
p`(λ|Y) =
K∑
i=1
∑
s<t
log f(yis, yit), (3.27)
where λ contains the unknown parameters estimated by setting the first deriva-
tive of (3.27) equal to zero.
In general, let S be a set of all 2n−1 vectors of length n, consisting solely of
zeros and ones, with each vector having at least one non-zero entry. Denote the
subvector of yi corresponding to the components of s that are non-zero as y
(s)
i
and the associated joint density as fs(y
(s)
i ;λ). A pseudo-likelihood function
is then defined by choosing a set δ = {δs|s ∈ S} of real numbers, with at
least one non-zero component. The corresponding log pseudo-likelihood then
becomes
p` =
N∑
i=1
∑
s∈S
δs log fs(y
(s)
i ;λ). (3.28)
When the components in (3.28) result from a combination of marginal and
conditional distributions of the original distribution, a valid pseudo-likelihood
function results. Specifically, the classical log-likelihood function, e.g., (3.27),
is found by setting δs = 1 if s is the vector consisting solely of ones,
and 0 otherwise. With correct model specification, consistent and normally
distributed estimators are obtained (Molenberghs and Verbeke, 2005), the
variance-covariance matrix calculated using a sandwich estimator similar to
that of GEE in (3.20).
Regularity conditions have to be invoked to ensure that (3.27) can be
maximized by solving the pseudo-likelihood (score) equations. These can be
found, for example, in Molenberghs et al. (2011). Importantly, because the
components in (3.27) are derived from marginalizing the original distribution,
a valid pseudo-likelihood function results. Details can be found in Joe and
Lee (2008), who use weighting for reasons of efficiency in pairwise likelihood.
Let λ0 be the true parameter. Under the aforementioned regularity condi-
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tions, maximizing (3.27) or more generally (3.28), produces a consistent and
asymptotically normal estimator λ˜0 so that
√
N(λ˜N − λ0) converges in dis-
tribution to Np[0, I0(λ0)
−1I1(λ0)I0(λ0)−1]. The regularity conditions, as well
as explicit forms for I0(λ0) and I1(λ0), are provided in Appendix A.1. We
refer to Molenberghs and Verbeke (2005) for further detail on the topic of
pseudo-likelihood.
Troxel et al. (1998) used the product of all univariate distributions as an
approximation to the full-likelihood. This significantly reduces the computa-
tional burden encountered in the full-likelihood approach yet still results in
asymptotically unbiased estimators of the regression parameters. However,
specifying univariate distributions for longitudinal data is based upon the un-
realistic working assumption of no dependence between the several responses
within a subject and may lead to highly inefficiently estimated regression pa-
rameters (Parzen et al., 2007). Specifying the bivariate distribution for all
the pairs of the responses from each subject may be a better approach. This
has been used by (Parzen et al., 2007) for longitudinal binary data with non-
ignorable non-monotone missingness. We develop this approach in Chapter 4
in the context of marginal models for hierarchical or correlated count data.

Part II
Methodological Contributions
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Chapter4
Pseudo-likelihood Methodology for
Hierarchical Count Data
4.1 Introduction
Count data collected repeatedly over time for the same subject are commonly
encountered in scientific research. When collected only once per subject or at
one time point, one usually assumes the data to be generated from a univari-
ate Poisson distribution. Contemporary studies frequently aim at describing
the evolution of subjects over time or observing more than one response from
a single subject. Assuming a univariate Poisson distribution as the parent
distribution of such data would ignore correlation and lead to erroneous infer-
ences.
A lot of research has been done to account for correlation in count data.
Breslow and Clayton (1993), and Wolfinger and O’Connell (1993) extended
the generalized linear modeling (GLM) framework to the so-called generalized
linear mixed model (GLMM) in which the correlation is accounted for by use
of random effects. Molenberghs et al. (2007, 2010) propose a joint model for
clustering and over-dispersion through two separate sets of random effects.
Extensions of the univariate Poisson model to a multivariate version have
also been proposed. This has the advantage of a gain in efficiency as long as
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the model is correctly specified. However, use of a so-called Multivariate Pois-
son (MP) model is constrained by the complexity of the probability function
to be calculated. This is because it involves summations which may increase
the computational burden with increase in the number of measurements per
subject and/or sample size. Karlis (2003) uses the Expectation-Maximization
(EM) algorithm to derive a MP distribution via a multivariate reduction tech-
nique. Karlis and Ntzoufras (2003) model sports data using a bivariate Poisson
distribution. Kocherlakota and Kocherlakota (2001) apply a bivariate Pois-
son distribution to longitudinal data but with only two time points. In this
chapter, we propose a pseudo-likelihood, taking the form of pairwise likeli-
hood, to drastically simplify computational burden while retaining sufficiently
high statistical efficiency. For each pair, a bivariate Poisson distribution is
specified hence capturing the association between the two measurements. We
restrict attention to each subject having at least 2 measurements recorded.
We compare our proposal to generalizing estimating equations (GEE1, Liang
and Zeger, 1986) based on a simulation with varying sample sizes (K) and
number of measurements per subject i (ni). Our proposal allows for ni to dif-
fer between subjects but we assign equal ni to all subjects in the simulations.
We quantify the behavior of the two methods in terms of mean square error
(MSE), variance, and the absolute bias of the estimators. Two cases worth
investigating are (a) when there is no association in the data and, (b) where
there exists association or when data is collected repeatedly per subject. An
overview of generalized estimating equations and the general idea of pseudo-
likelihood are given in Sections 3.3.6 and 3.3.7, respectively. We present our
PL approach to modeling count data in Section 4.2 while Section 4.3 outlines
the set-up as well as the results of the simulation study. Also presented is an
application of the proposal to a clinical trial study in epileptic seizures.
4.2 A Model for Hierarchical Count Data
Inference in a good number of longitudinal studies is primarily based on
marginal parameters. Using classical maximum likelihood methodology then
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necessitates the full specification of the joint distribution for Yi. In the con-
text of discrete data, one needs to specify the first-order moments as well
as all higher-order moments (Molenberghs and Verbeke, 2005) which often
is computationally restrictive for high-dimensional vectors of correlated data.
With primary interest placed on the marginal parameters, however, tools like
GEE and pseudo-likelihood (PL, Arnold and Strauss, 1991; Le Cessie and
Van Houwelingen, 1994; Zhao and Joe, 2005; Molenberghs and Verbeke, 2005;
Yi et al., 2011) have been proposed and implemented in statistical software.
These two tools still allow for within-subject dependence but yet are compu-
tationally more practical relative to full likelihood.
Assume that there are K independent subjects in a study with subject i
having a measurement Yij , i = 1, . . . ,K, j = 1, . . . , ni and a corresponding q×p
known design matrix Xi. Denote the responses of subject i at any given pair
of time points, s and t as Yis and Yit, respectively, 1 ≤ s < t ≤ ni. Further,
assume that Wk are independent Poisson random variables with means θk,
k = s, t or st. The random variables Yis = (Wis +Wist) and Yit = (Wit +Wist)
then follow a bivariate Poisson distribution, i.e., (Yis, Yit) ∼ BP (θis, θit, θist)
given by
f(yis, yit) = e
−(θis+θit+θist) θ
yis
is
yis!
θyitit
yit!
min(yis,yit)∑
k=0
(
yis
k
)(
yit
k
)
k!
(
θist
θisθit
)k
. (4.1)
Let θ?is = θis+θist and θ
?
it = θit+θist where log(θis) = Xisξ and log(θit) = Xitξ.
Marginally, Yis ∼ Poisson(θ?is), Yit ∼ Poisson(θ?it) and θist is the covariance
between subsequent pairs of the random variables Yis and Yit. The marginal log
pseudo-likelihood takes the form (3.27). Estimation of the parameters in λ =
(ξ, θist)
> is done in SAS/IMLr using the Newton-Raphson (NR) algorithm;
a macro has been written to this effect. See Appendix A.2 for the gradient
and Hessian functions of the log PL function in (3.27), with respect to the
unknown parameters in λ, which are supplied to the NR optimization step.
Note that we have formulated a bivariate model only, even though our aim
is to analyze hierarchical data with more than two repetitions. Fortunately,
the use of GEE and PL methodology obviates the need to explicitly specify the
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higher-order joint distributions. Also note that we assume the covariance (θist)
to be the same for all subjects and pairs (=θst). This bears resemblance to an
exchangeable correlation structure, but one must remember that, because the
variance depends on the mean, the corresponding correlations will fluctuate
with the mean, even though the covariances may be constant. The exception
is when the mean is constant as well, in which case a classical exchangeable
correlation matrix will follow. This assumption of equal covariance term can
however be relaxed.
4.3 Simulation Study
Simulations have been done to compare the performance of GEE1 and our
proposed pseudo-likelihood approach in the cases of both correlated and inde-
pendent outcomes. We study the effect of varying sample sizes and number of
measurements per subject for GEE1 with an exchangeable working correlation
structure in comparison to pseudo-likelihood, based on 1000 simulations. The
absolute bias, MSE, and the percent samples for which convergence has been
reached, quantify the behavior of the two methods.
4.3.1 Design of Simulation Study
4.3.1.1 Simulation of Independent Data
We generated data for K = 10, 100, 1000, 10000 subjects, assuming the follow-
ing model:
µij = exp(ξ0 + ξ1 ∗ trti + ξ2 ∗ timeij + ξ3 ∗ trti ∗ timeij), (4.2a)
Yij ∼ Poisson(µij), (4.2b)
for subjects i = 1, . . . ,K and measurements j = 1, . . . , ni. The subjects
are equally distributed across the two treatment groups (trti = 0 or 1) and
timeij is the ordering of the j
th measurement within subject i. Further, ni
was fixed to values of 2, 4, 8, and 16 for all subjects within a given run for
simulation purposes, even though our method allows for varying cluster sizes.
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The regression parameters were specified as ξ0 = 1.4531, ξ1 = −0.1869, ξ2 =
−0.0328, and ξ3 = 0.0195.
4.3.1.2 Simulation of Dependent Data
To generate dependent data, a subject-specific intercept bi is introduced to
(4.2a), changing it to
µij = exp (ξ0 + bi + ξ1 ∗ trti + ξ2 ∗ timei + ξ3 ∗ trt ∗ timeij) . (4.3)
First, the fixed-effect parameters were specified as in the case of no association
in Section 4.3.1.1, while bi is a subject-specific parameter that was assumed
to follow a normal distribution with zero mean and a variance of 0.252, thus
bi ∼ N(0, 0.252). Datasets of varying sample sizes and cluster sizes were
then generated from (4.3) and the “true” marginal parameters obtained by
fitting a univariate Poisson model ignoring the correlation. The parameters
obtained are consistent though the efficiency with which they are estimated
is compromised. Note that data are generated from a hierarchical model to
which marginal models are then fitted. This implies that the true values
for the ξ parameters in (4.3) do not correspond to the true values for the
marginal model. To deal with this issue, very large sample sizes were generated
(starting from 1000 and going up all the way to 250,000) using the hierarchical
model and then the subsequent marginal model was fitted. For the largest
sample sizes, very stable estimates were obtained. These values, ξ
(m)
0 = 1.5807,
ξ
(m)
1 = −0.1881, ξ(m)2 = −0.0340, and ξ(m)3 = 0.0192 were used to calculate the
bias in the case of dependent data. The superscript (m) refers to ‘marginal.’
4.3.2 Results
A comparison between GEE1 and PL is done in the context of hierarchical
count data. GEE1 has been widely implemented in statistical software like
SAS and R. Our proposed PL approach is implemented in SAS and a macro is
available from the authors’ web pages.
Not surprisingly, for independent data, GEE1 and PL parameter estimates
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are very similar (Table 4.1), with differences especially occurring in Table 4.1
for K = 10, ni = 2. This is also evident in Figures 4.1 and 4.2 which present
the MSE of both GEE and PL. PL, however, has the covariance parameter θst
estimated, which indicates a relative tendency to zero with increase in sample
size and number of measurements per subject, as expected for independent
data. For very small sample sizes, however, PL’s performance is compromised
as can also be seen from Table 4.2 and Figure 4.2. Though θst hails from a
Poisson distribution and is expected to be strictly positive, we argue that this
interpretation takes effect in a hierarchical modeling framework. In the con-
text of marginal modeling, this parameter can also take on negative values as
is seen in Table 4.1. This phenomenon is often a source of confusion, and it is
less well understood in non-Gaussian cases than for continuously distributed
hierarchical data. Pryseley et al. (2011) describe how such negative correla-
tions can be estimated and interpreted for both Gaussian and non-Gaussian
settings. One important situation where negative association is natural is
where cluster members are in a competitive relation with one another. Molen-
berghs and Verbeke (2011) further discuss how a negative correlation can be
reconciled with a hierarhical model interpretation.
Simulations with θst strictly positive in the case of data with association,
see Table A.1 in the appendix, in a marginal model perspective slightly im-
proved the convergence rate while the bias and the MSE were more or less
the same. In the case of data without association, the bias and MSE were
also similar whether or not θst was constrained to be positive but the rate of
convergence was reduced in the case of strictly positive θst.
In the presence of correlation, θst is estimated above 1 as can be seen from
Table 4.3 for the various combinations of K and ni. Convergence (Table 4.4)
issues still persist for K ≈ 10.
Data on epileptic seizures introduced in Section 2.2 were analyzed using
this PL approach. A comparison with two other approaches, namely, (a) the
standard Poisson regression assuming independence, and, (b) GEE1 were also
used and results compared. Table 4.5 shows results of fitting a model for
the evolution of the two treatment arms over time and, the same model but
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Figure 4.1: Simulation study: Evolution of MSE by FIT over the number of
measurements per subject, sample size K = 10 excluded. GEE-A refers to
using GEE to model data with association while GEE-NA refers to using GEE
to model data without association. Similarly, PL-A and PL-NA refer to using
pseudo-likelihood to model data with or without association.
with a correction for baseline characteristics of the patients. Similar results
are observed for GEE and PL, especially as far as the standard errors are
concerned.
4.4 Concluding Remarks
We have put forward a particular form of pseudo-likelihood, also termed pair-
wise likelihood, to estimate parameters for a model fitted to repeated count
data. Beneficially, the specification of a bivariate count-data model only is
required. Unlike conventional generalized estimating equations, our method
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Figure 4.2: Simulation study: Evolution of MSE by FIT over the number
of measurements per subject for K = 10. GEE-A refers to using GEE to
model data with association while GEE-NA refers to using GEE to model
data without association. Similarly, PL-A and PL-NA refer to using pseudo-
likelihood to model data with or without association.
allows for the assessment of the association between pairs of measurements,
in addition to the usual marginal mean parameters. Of course, one could
consider a very general correlation structure with GEE1, but this cannot be
subjected to standard statistical assessment, e.g., based on hypothesis-testing
based assessment. Alternatively, one could switch to second-order GEE (Zhao
and Prentice, 1990), but this may come with considerable computational com-
plexity.
Pseudo-likelihood, like generalized estimating equations, yields consistent
and asymptotically normally distributed parameter estimates with a sandwich
estimator used to calculate the variance. On the one hand, GEE1 remains
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computationally faster than PL because it only evaluates the first moment
and plugs in working assumptions for the second. But because it allows for
the miss-specification of the working correlation structure, one cannot rely
on the correlation estimates from GEE1 for formulating answers to scientific
questions, should interest be in the association as well. The computational
burden encountered in PL grows with the number of measurements per subject
or cluster size, as evaluation of the marginal PL is done for all [ni(ni − 1)]/2
possible pairs of a subject.
It is important to realize that the method used for simulation does not
match the assumed model. This can be seen as a drawback, but underscores
that more and more flexible methods for simulating correlated Poisson data are
needed. It is a topic of ongoing research and Chapter 6 presents an alternative
method for generating correlated counts.
The constant covariance terms, considered in this chapter, can and will be
relaxed in future developments.
In conclusion, pseudo-likelihood is a viable alternative when pairwise asso-
ciation between repeated counts is of interest. Of course, while these pairwise
association parameters are fully part of the model, in spite of the fact that full
likelihood is not specified, there may be a price in terms of efficiency loss. At
the same time, with pairwise pseudo-likelihood, no three-way of higher-order
parameters can be estimated.
Further, and importantly, GEE2 and pairwise likelihood are less robust to
misspecification of the association structure than conventional GEE. Of course,
we have to place this against the background of functional restrictions on the
correlation structure in marginal models. There are situations, especially with
binary data, where a pairwise correlation structure is incompatible with the
specified univariate mean functions. In such a case, it is better to have non-
converging GEE1 and PL, than a converged GEE1 which nevertheless cannot
correspond to a valid joint distribution.
Generally, the less parametric the model, the higher the robustness towards
misspecification. This simply means that whatever is not specified, cannot
be misspecified. In this spirit, PL is robust against the entire higher-order
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association structure, given that it is not specified.
Robustness should also be seen against the existence of so-called parent
distributions, i.e., full joint distributions that are compatible with the moments
specified, e.g., the first and second moments in pairwise likelihood. Work has
been done in this respect, e.g., by Molenberghs and Kenward (2010). These
authors show that the parent provides a natural description of the framework
into which the semi-parametrically specified parameters fit. The implication is
that such semi-parametric methods as GEE1, GEE2, ALR, etc. can always be
applied because there is always a valid parent, and hence a probabilistic basis.
The sole condition is that the parametrically specified portion of the model
be valid, but this is no different to any other statistical modeling exercise. It
follows from the above that, when the pairwise correlation structure is grossly
misspecified, the pairwise probabilities may be jeopardized and more so the
parent distribution. This implies that robustness can come with important
drawbacks. In pairwise likelihood, the modeler’s obligation to reflect carefully
on all that is specified is straightforwardly built in.

Chapter5
Second-order Generalized Estimating
Equations for Correlated Count Data
5.1 Introduction
Count data, as the name suggests, arises as a result of a counting process
in a given interval of time and therefore takes on non-negative integer val-
ues. Examples may include: number of doctor visits, number of epileptic
seizures, number of accidents, etc. To draw inferences from such data, a Pois-
son distribution is usually assumed as the data generating mechanism and a
log-likelihood function is constructed which, when maximized, yields parame-
ters of scientific interest. The standard Poisson model implies that the mean
and variance are equal (McCullagh and Nelder, 1989). However, in practice,
this implication is usually restrictive because count data samples often have
the mean either greater than the variance (so-called underdispersion) or less
than the variance (also known as overdispersion). Therefore, using the Poisson
model in its basic form would not account for this feature correctly. To ac-
count for overdispersion, the negative-binomial (NB, Breslow, 1984; Lawless,
1987) model is an option. Also, count data regularly has an incidence of zero
counts greater than expected from the Poisson model. The zero-inflated Pois-
son (ZIP, Lambert, 1992) or zero-inflated negative binomial (ZINB, Ridout
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et al., 2001) model account for the extra zeros.
Further, and as mentioned in Section 3.3, count data is often collected
repeatedly over time in many studies. Such studies aim at describing, for ex-
ample, the evolution of the subjects’ condition over time, given certain char-
acteristics of interest. This repetition in the observation of the patients or
cluster or subjects induces the aspect of correlation because responses from
the same subject will be more alike than those between different subjects. Also
here, extensions from cross-sectional or univariate data to correlated data have
been proposed in the literature and implemented in statistical software pack-
ages. Some of these include generalized estimating equations (GEE1, Liang
and Zeger, 1986), the Poisson-normal model, which belongs to the generalized
linear mixed model family (GLMM, Breslow and Clayton, 1993; Wolfinger
and O’Connell, 1993) or more generally the combined model (Molenberghs
et al., 2007, 2010), the multivariate negative binomial model (Solis-Trapala
and Farewell, 2005; Winkelmann, 2008), etc. Research in modeling hierar-
chical or correlated count data is certainly ongoing. Iddi and Molenberghs
(2013) also contributed to this area of correlated and overdispersed count
data by proposing a marginalized model for zero-inflated, overdispersed, and
correlated count data. We refer interested readers in the topic of generalized
estimating equations to Molenberghs and Verbeke (2005), Hardin and Hilbe
(2003), Diggle et al. (2002), Fitzmaurice et al. (2004), and Ziegler (2011).
In this chapter, marginal models are of interest, especially motivated by
two datasets presented in Sections 2.3 and 2.4, and analyzed in Section 5.2.
We hence-forth limit our discussion to the marginal-models framework for
correlated count data. GEE, described in Section 3.3.6 are a common tool
used when modeling correlated count data. A somewhat different route is
taken here in that estimating equations are proposed at the level of subject
i’s pair of responses (Yis, Yit). The use of pairs rather than the whole vector
of responses (Yi) would lead to loss of efficiency in estimating the parameters
of interest but would simplify the computational unattractiveness of having
to obtain the third and fourth moments that is evident as long as scientific
interest lies in both the marginal mean parameters (ξ) and the association
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structure. Section 5.1.1 presents our extension of the estimating equations to
model the covariance structure via covariates simultaneously with the marginal
mean parameters by incorporating the bivariate Poisson distribution into the
estimating equations permitting inference on both the marginal mean and
covariance parameters.
5.1.1 Extension of GEE using the Bivariate Poisson Distribu-
tion
To put matters into perspective, consider the following bivariate Poisson dis-
tribution which is derived using the trivariate reduction method (Kocherlakota
and Kocherlakota, 1992, 2001) based on a convolution of independent Poisson
variables. Note that there are several derivations of the bivariate Poisson dis-
tribution in the literature. For example, Lakshminarayana et al. (1999) derive
their bivariate Poisson distribution based on a polynomial factor. Assume
that Wic are independent Poisson random variables such that E(Wic) = ηic,
c = s, t or st. The random variables Yis = (Wis +Wist) and Yit = (Wit +Wist)
then follow a bivariate Poisson distribution. Thus, (Yis, Yit) ∼ BP (ηis, ηit, ηist)
characterized by
f(yis, yit) = e
−(ηis+ηit+ηist) η
yis
is
yis!
ηyitit
yit!
min(yis,yit)∑
l=0
(
yis
l
)(
yit
l
)
l!
(
ηist
ηisηit
)l
. (5.1)
Marginally, E(Yis) = ηis + ηist, E(Yit) = ηit + ηist and Cov(Yis, Yit) = ηist. We
propose the score equation (Ui,st) to be computed at each pair {s, t} of re-
sponses from subject i such that the estimates for the ξ regression parameters
are obtained by solving
K∑
i
Ui =
K∑
i
∑
1≤s<t≤ni
Ui,st(ξ) =
K∑
i
∑
s<t
∂µi,st
∂ξ>
V −1i,st
(
Yi,st − µi,st
)
= 0, (5.2)
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where
Yi,st =

Yis
Yit
YisYit
 , µi,st =

E(Yis)
E(Yit)
E(YisYit)
 and
Vi,st =

Var(Yis) Cov(Yis, Yit) Cov(Yis, YisYit)
Cov(Yit, Yis) Var(Yit) Cov(Yit, YisYit)
Cov(YisYit, Yis) Cov(YisYit, Yit) Var(YisYit)
,
with E(YisYit) = E(Yis)E(Yit) + Cov(Yis, Yit), Var(Yis) = E(Yis),
Var(Yit) = E(Yit) and E(YisYit) = E(Yis)E(Yit) + ηist.
To derive the covariance terms Cov(Yis, YisYit), Cov(Yit, YisYit) and
Var(YisYit) in Vist in (5.2), we need to calculate the following four moments of
the Poisson distribution that turn out to be essential. If X˜ ∼ Poisson(λ) with
probability mass function f(X˜;λ) = λ
x˜e−λ
x˜! where λ > 0 and x˜ = 0, 1, 2, . . .,
then the nth moment E(X˜n), n = 1, 2, 3, 4 is as follows;
E(X˜) = e−λ
∞∑
x˜=0
x˜
λx˜
x!
= λe−λ
∞∑
x˜=1
λx˜−1
(x˜− 1)! = λe
−λeλ = λ,
E(X˜2) = e−λ
∞∑
x˜=0
x˜2
λx˜
x˜!
= λe−λ
∞∑
x˜=1
x˜
λx˜−1
(x˜− 1)!
= λe−λ
∂
∂λ
[
λ
∞∑
x˜=1
λx˜−1
(x˜− 1)!
]
= λe−λ
∂
∂λ
(
λeλ
)
= λe−λ(1 + λ)eλ = λ(1 + λ),
E(X˜3) = e−λ
∞∑
x˜=0
x˜3
λx˜
x˜!
= λe−λ
∞∑
x˜=1
x˜2
λx˜−1
(x˜− 1)!
= λe−λ
∂
∂λ
[
λ
∞∑
x˜=1
x˜λx˜−1
(x˜− 1)!
]
= λe−λ
∂
∂λ
[
λ
∂
∂λ
(
λ
∞∑
x˜=1
λx˜−1
(x˜− 1)!
)]
= λe−λ
∂
∂λ
[
λ
∂
∂λ
(
λeλ
)]
= λe−λ
∂
∂λ
(
λ(1 + λ)eλ
)
= λe−λ(λ(1 + λ) + 1 + 2λ)eλ) = λ(1 + 3λ+ λ2)
(5.3)
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and
E(X˜4) = λe−λ
∂
∂λ
[
λ(1 + 3λ+ λ2)eλ
]
= λ
[
λ(1 + 3λ+ λ2) + 1 + 6λ+ 3λ2
]
= λ(λ3 + 6λ2 + 7λ+ 1).
(5.4)
Generally, if E(X˜n) = fn(λ), then
fn+1(λ) = λe
−λ ∂
∂λ
[
fn(λ)e
λ
]
= λe−λ
[
f
′
n(λ) + fn(λ)
]
eλ = λ
[
f
′
n(λ) + fn(λ)
]
,
(5.5)
where f
′
n(·) is the first derivative of fn(·). Now, from Var
(
X˜
)
= E
(
X˜2
)
−[
E
(
X˜
)]2
, it follows that Var (YisYit) = E
[
(YisYit)
2
] − [E(YisYit)]2 such that
E
[
(YisYit)
2
]
or E(Y 2isY
2
it) is to be replaced with
E(Y 2isY
2
it) = E
[
(Wis +Wist)
2 (Wit +Wist)
2
]
= E
[(
W 2is + 2WisWist +W
2
ist
) (
W 2it + 2WitWist +W
2
ist
)]
= E

W 2isW
2
it + 2W
2
isWitWist +W
2
isW
2
ist+
2WisW
2
itWist + 4WisWitW
2
ist + 2WisW
3
ist+
W 2itW
2
ist + 2WitW
3
ist +W
4
ist
 ,
(5.6)
where further simplification is possible by applying the expectation to the
independent Poisson variables Ws, Wt, Wst and using the moments in (5.3)-
(5.4). This leads to the solution
E(Y 2isY
2
it) = E(Yis)
2E(Yit)
2 + E(Yit)E(Yis)
2) + E(Yis)E(Yit)
2 + 2η2ist+
E(Yis)E(Yit)(1 + 4ηist) + 2ηist(E(Yis) + E(Yit)) + ηist.
(5.7)
The covariances Cov(Yis, YisYit) and Cov(Yis, YisYit) are calculated as
Cov(Yis, YisYit) = E(YisYisYit)− E(Yis)E(YisYit) = E(Y 2isYit)− E(Yis)E(YisYit)
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and
Cov(Yit, YisYit) = E(YitYisYit)− E(Yit)E(YisYit) = E(YisY 2it)− E(Yit)E(YisYit),
respectively, where similar algebra as in (5.6) leads to the following quantities:
E(Y 2is) = E(Yis) + E(Yis)
2,
E(Y 2it) = E(Yit) + E(Yit)
2,
E(Y 2isYit) = E(Y
2
is)E(Yit) + 2ηistE(Yis) + ηist,
E(YisY
2
it) = E(Yis)E(Y
2
it) + 2ηistE(Yit) + ηist.
The means E(Wic), are related to covariates as log [E(Wic)] = X
>
icξ, where
X>is
X>it
X>ist
 =

1 0 0 Xis1 Xis2 . . . Xisp
0 1 0 Xit1 Xit2 . . . Xitp
0 0 1 Xist1 Xist2 . . . Xistp
 . (5.8)
The vector of unknown regression parameters ξ = (ξ0s, ξ0t, ξ0st, ξ1, ξ2, . . . , ξp)
>,
allowing for an intercept ξ0 specific to time point s, t and their product st in
addition to the regression parameters (ξ1, . . . , ξp) shared for the rest of the
variables. Furthermore, the model-based standard errors are obtained as the
square root of the diagonal entries of
U∗ =
(
K∑
i
∑
s<t
∂µi,st
∂ξ>
V −1i,st
∂µi,st
∂ξ
)−1
,
while the sandwich standard errors are calculated as the square root of the
diagonal of
U∗∗ = U∗ · I∗ · U∗ = U∗ ·
K∑
i
∑
s<t
Ui,stU
>
i,st · U∗.
As mentioned in Section 3.3.1, covariates under consideration in (5.8) may
be either time-stationary or time-varying. When time-stationary, each of the
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columns 1, 2, . . . , p would contain the same values. On the other hand, when
time-varying, Xist can be derived as a function of Xis and Xit, for example, a
difference, lag, sum, product, ratio, etc. The correlation between two measure-
ments Yis and Yit is then calculated as ρi,st = Cov(Yis, Yit)/
√
Var(Yis)Var(Yit).
5.2 Data Analysis
To analyze the epilepsy dataset presented in Section 2.4, the following covari-
ates are considered: baseline (the 8-week pre-randomization seizure count),
age (years), treatment and time (visit), denoted as B?, A?, T ? t?, respectively.
As mentioned in Section 2.4, one patient is observed in Figure 2.6 to have
a seemingly outlying profile. However, Thall and Vail (1990) find no clinical
basis to tag the patient as an extreme case. The following analyses of the
Epilepsy data therefore use data for all the 59 patients in the study.
Considering no time-varying covariates for the covariance E(Wist) = ηist,
we fitted the model
log(ηis) = ξ0s + ξ1t
?
is + ξ2T
?
i + ξ3 (t
?
is × T ?i ) + ξ4B?i + ξ5A?i ,
log(ηit) = ξ0t + ξ1t
?
it + ξ2T
?
i + ξ3 (t
?
it × T ?i ) + ξ4B?i + ξ5A?i ,
log(ηist) = ξ0st + ξ2T
?
i + ξ5A
?
i .
(5.9)
In general, the covariates used for modeling log(ηist) may be the same or dif-
ferent from those used for ηis and ηit. Table 5.1 shows the parameter estimates
and standard errors corresponding to Model 5.9. The model with time-varying
covariate visit is
log(ηis) = ξ0s + ξ1t
?
is + ξ2T
?
i + ξ3 (t
?
is × T ?i ) + ξ4B?i + ξ5A?i ,
log(ηit) = ξ0t + ξ1t
?
it + ξ2T
?
i + ξ3 (t
?
it × T ?i ) + ξ4B?i + ξ5A?i ,
log(ηist) = ξ0st + ξ1ϕ(t
?
is, t
?
it) + ξ2T
?
i + ξ5A
?
i ,
(5.10)
where ϕ(t?is, t
?
it) denotes a function applied to the time-varying covariate time,
in this case, a difference between time at point s and t (t?is − t?it). Other pos-
sibilities for ϕ(·) may include, for example, the lag, ratio, sum, product, etc.
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From Table 5.1, the interaction between the visits and treatments is not signif-
icant (p = 0.7977) despite the fact that the mean profiles in Figure 2.8 suggest
otherwise. The discrepancy between the observation in Section 2.4 and this
finding is related to that one patient whose profile seems more extreme relative
to the others. Mean profiles based on data without this potentially outlying
patient (not shown) also suggested no interaction between the treatments and
visits. Considering age as a time-varying covariate when modeling the covari-
ance in (5.10) changed the results slightly but the conclusions remained similar
to when only time stationary covariates are used to model the covariance. Ta-
ble 5.4 shows the intervals of the minimum and maximum correlations, for
the placebo and progabide groups, obtained from fitting (5.9) and (5.10). The
correlations range over a wide interval with the progabide group having even
wider ranges. By modeling the covariance between two measurements using
visit as a time-varying covariate and a difference as the time-varying func-
tion seems to have a minor impact on the parameter estimates but also on
correlations.
To analyze the Jimma study introduced in Section 2.3, denote the covari-
ates age, sex, breastfeeding, help, rural place and semi-urban place as a?,
s?, b?, h?, p?1 and p
?
2, respectively. The model fitted considering age as the
time-varying covariate is
log [E(Wis)] = ξ0s + ξ1a
?
is + ξ2s
?
i + ξ3b
?
i + ξ4h
?
i + ξ5p
?
1i + ξ6p
?
2i,
log [E(Wit)] = ξ0t + ξ1a
?
it + ξ2s
?
i + ξ3b
?
i + ξ4h
?
i + ξ5p
?
1i + ξ6p
?
2i,
log [E(Wist)] = ξ0st + ξ1ϕ(a
?
is, a
?
it) + ξ2s
?
i + ξ3b
?
i + ξ4h
?
i ,
(5.11)
where ϕ(a?is, a
?
it) = a
?
is − a?it. Table 5.3 confirms the observations made in
Section 2.3, namely, that that the average number of days of diarrheal illness
increases as the infants grow older with the female infants having lower counts
of days compared to the males. We also find that not breastfeeding is positively
related to the number of days of diarrheal illness (p = 0.0150) while not seeking
medical help is also highly statistically signicant in increasing the number of
days of having diarrhea in the infants. Table 5.5 shows the minimum and
maximum estimates of the correlation by gender obtained from fitting (5.11).
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The ranges of the correlation are a bit narrower than those from the epilepsy
but there are minor differences in the correlation estimates between males and
females. Unlike the Epilepsy data case where the minimum and maximum
estimates of the correlation seem not to change much over time, the Jimma
dataset reflects a decreasing trend in the correlations as the infants get older,
in the sense that measurements close together are more correlated than those
further apart.
5.3 Concluding Remarks
In this chapter, we have worked on estimating equations that can be
used for modeling longitudinal data with the goal of making inference on
(sub)populations. These estimating equations model the dependence of the
mean response on covariates of interest, without specifying the joint distribu-
tion of the vector of responses from a subject. Should scientific interest lie
only in the estimation of the so-called population averaged parameters, the
approach of Liang and Zeger (1986) is quite sufficient and one need not worry
about more involving methods. Because in practice, the method of Liang
and Zeger (1986) is limited should interest lie also in the association struc-
ture, alternatives have been proposed. For example, Prentice (1988) proposed
simultaneous estimation of the marginal mean and association structure per-
mitting inference also on the parameters characterizing the association, in the
context of binary data. As has been shown in this chapter, the binary case is
special as the model for the association is fully determined by the mean and
covariance. For count data, however, this issue is a bit more involved and pro-
posed solutions such as in Prentice and Zhao (1991) come to the rescue. They
estimate the parameters of the marginal mean and association simultaneously
without making the orthogonality assumption made by Zhao and Prentice
(1990). This, however, is computationally unbecoming since it involves third-
and higher-order moments.
We have presented estimating equations at pair level of the vector of re-
sponses for each subject in the context of correlated count data. The proposal
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incorporates the bivariate Poisson distribution which allows the modeling of
the covariance between two measurements. It is formulated such that the
variance-covariance matrix of the outcome variable is not a nuisance but one
on which inference can be made while the standard errors are estimated using
a sandwich estimator. The method allows for time-stationary as well as time-
varying covariates and gives the user the flexibility to determine which function
to use for the time-varying covariates. Possibilities may be a lag, ratio, dif-
ference, sum, product, etc. A SAS macro has been written to implement this
method and is available at http://ibiostat.be/software/longitudinal or
http://ibiostat.be/software/count. Using a 64-bit Windows 8.1 operat-
ing system computer with 8GB RAM and 2.80GHz processor, (5.9) converged,
based on a dataset of 236 observations, after 14 iterations with a real time of
0.45 seconds. Similarly, (5.10) took 0.38 seconds (real time) and converged
after 14 iterations. Finally, (5.11) was fitted on a dataset of about 46, 000
observations and converged after 13 iterations and 59.39 seconds.
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Chapter6
The Combined Model: A Tool for
Simulating Correlated Counts with
Overdispersion
6.1 Introduction
Research today generates a lot of data that have to be analyzed and sum-
marized into meaningful and informative statements. Analysis is done using
statistical methods that depend on the kind of data at hand. In medical re-
search, it is often the case that data on a patient is profiled longitudinally
in the sense that each patient is followed repeatedly or observed at multiple
points over time. This introduces the phenomenon of correlated data because
observations from one patient will be more related or similar than observa-
tions across different patients. A lot of research has already been committed
to the analysis of correlated data. For example, Molenberghs and Verbeke
(2005) and Verbeke and Molenberghs (2000) focus on methods for the analy-
sis of discrete and continuous longitudinal data, respectively. In the context
of continuous or normal longitudinal data, calculations are computationally
easier than in the non-normal case because the model for the response vari-
able given random effects is the normal distribution and that of the random
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effects is the normal distribution as well. The two combined and integrating
over the random effects leads to a normal distribution as the marginal model.
In the non-normal case though, the model for the outcome variable and the
random effects combined does not lead, in general, to closed-form solutions
for the marginal model. Even if it does, expressions tend to be cumbersome.
This is due to the lack of the elegant and convenient multivariate distributions
analogous to the case of longitudinal data that can be assumed normally dis-
tributed. This poses computational and interpretational challenges. Specific
to count data, which is of interest here, evaluation of the multivariate Poisson
distribution grows in computational complexity with an increase in the dimen-
sions due to the summations inherent in the distribution (Karlis, 2003). It is
therefore of interest to find alternative means of analysis of correlated count
data.
The generalized linear mixed model (GLMM) introduced in Section 3.3.4
and the combined model (Molenberghs et al., 2007, 2010) introduced in Sec-
tion 3.3.5 are alternatives. Some other references for interesting discussions on
correlation and overdispersion are Winkelmann (2004, 2008); Sutradar (2011);
Chin and Quddus (2003); Deb and Holmes (2000). The development of these
two alternatives, and surrounding derivations have relevance well beyond mere
data analysis. It so happens that the combined model can also be used to sim-
ulate correlated data. It is common practice in statistics to carry out Monte-
Carlo (MC) simulations in which samples are randomly drawn from probability
distributions to mimic statistical processes that can be used to study properties
of statistical methods. Simulation of correlated Poisson random variables is a
topic of ongoing research and various methods have been proposed in the lit-
erature to this end, some of which include: the overlapping sums (Madsen and
Dalthorp, 2007; Mardia, 1970; Kocherlakota and Kocherlakota, 1992, 2001);
Lognormal-Poisson hierachy; Normal to Anything (NorTA, Cario and Nelson,
1997, 1998; Nelsen, 2006; Mardia, 1970; Li and Hammond, 1975), and exten-
sions thereof (Yahav and Shmueli, 2012; Ghosh and Pasupathy, 2012; Shin
and Pasupathy, 2010; Avramidis et al., 2009; Park and Shin, 1998; Downer
and Moser, 2001). See also Devroye (1986) for an overview on random vari-
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ate generation. These tools yield correlated Poisson random variables with
the specification of the Poisson means and the desired or target correlation
structure. Most of these methods, however, suffer from such limitations as:
severe computational restrictions; difficulty achieving the target correlation;
generated variables are required to be overdispersed; low correlations obtained;
correlations constrained to be strictly positive; etc. Another approach is to
use random effects to induce the correlation, thereby generating data from a
hierarchical model. If the simulation is in the context of hierarchical models,
this approach would be fine. However, whenever interest is in population-
averaged or marginal models, the parameters used in the hierarchical model
do not have a 1:1 correspondence with those in the marginal model. Given
such a tool as the combined model that incorporates the two common features
of count data, namely, overdispersion and correlation, it certainly is essential
to generate data from such a method whenever interest is in simultaneously
investigating these features. In this chapter, we present the combined model
as a tool to generate correlated Poisson random variables.
6.2 Generation of Correlated Counts
Our focus in this chapter is the generation of correlated count or Poisson ran-
dom variables for K independent subjects in a study with subject i having
measurements Yij , i = 1, . . . ,K, j = 1, . . . , ni. This is based on specifica-
tion of the mean model in terms of an ni × p known design matrix Xi, a
p-dimensional fixed-effects parameter vector ξ and Zi, an ni×q design matrix
for the random effects of subject i. From the combined model, if we assume
the θij in (3.16) to be independent as is often done in practice, then the as-
sociation is only induced by the bi and the θij would cover the overdispersion
not accounted for by the normal random effects. Then, Σi is reduced to a
diagonal matrix. Alternatively, the θij can be allowed to be correlated as well
such that Σi can take on more general structures. This implies the use of some
form of Multivariate Gamma (MGamma) distribution. For example, Σi can
be chosen such that there is a time-dependence, or other covariate dependen-
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cies, in the association structure. Evidently, as is also the case in the linear
mixed model, when random effects and general Σi are present, the user needs
to carefully ensure that the resulting marginal model is identifiable. A classi-
cal counterexample from the linear mixed model setting is a random intercept
combined with a compound-symmetry residual structure. This leads to fully
aliased parameters.
As will be presented in Section 6.2.1, the GLMM can be used to parsi-
moniously generate correlated count data with prespecified marginal mean
function and such variance-covariance structures as compound symmetry and
the one generated by random intercept and random slope. In the GLMM case,
however, the random effects used do not separate correlation and overdisper-
sion, a disadvantage that may lead to mis-representation of the random-effects
variability. The algorithm for generating data from the combined model, which
accounts for both correlation and overdispersion, is given in Section 6.2.2.
6.2.1 The GLMM as a Data Generator
The GLMM can be used to generate correlated random variables with a desired
structure. Given a marginal mean µi, possibly depending on design matrix
Xmi of covariates, with superscript m indicating marginal, such that ln(µi) =
Xmi ω where ω are desired marginal parameters, and a variance-covariance
matrix for Yi denoted by V
m, correlated Poisson random variables can be
generated from the GLMM using Algorithm 1 below;
Algorithm 1:
1. Derive the unknowns ξ and D of the GLMM by comparing the de-
sired marginals with the marginals from the GLMM.
2. Using D, simulate bi.
3. Compute ln(λij) = X
>
ijξ +Z
>
ijbi.
4. Simulate Yij ∼ Poi(λij).
To put matters into context, if we consider the case of compound symmetry
(CS), for example, in that the desired marginal mean is ln(µi) = X
m
i ω and
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desired variance-covariance structure is V m = Mi + τ
2Ji (CS structure), then
the necessary unknowns in step 1 of the above algorithm are derived by com-
paring [a] Xmi ω = Xiξ + 0.5ZiDZ
>
i [which is (3.15a) expressed in matrix
form] for the marginal mean, and, [b] Mi + τ
2Ji = Mi +Mi(e
ZiDZ
>
i − Ji)Mi
for the marginal variance-covariance structure. Solving [a] for ξ and [b] for D
leads to:
ξ =
(
X>i Xi
)−
X>i (X
m
i ω − 0.5ZiDZ>i ), (6.1a)
D =
(
Z>i Zi
)−
Z>i log
(
M−1i τ
2JiM
−1
i + Ji
)
Zi
(
Z>i Zi
)−
, (6.1b)
where (.)− indicates a generalized inverse. For a general V m, τ2Ji in D above
becomes V m − Mi. If the generalized inverse is not an inverse, the solu-
tion clearly is not unique. This is not a problem, it simply means that sev-
eral choices of ξ and D are possible, that nevertheless all lead to the desired
marginal structure. This is akin to the fact that there is a one-to-many map
between a given marginal model on the one hand and the class of hierarchical
models that marginalizes to it on the other. Any member of the class of hier-
archical model can in principle be used as a data generator for the marginal
structure.
6.2.2 The Combined Model as a Data Generator
The combined model, as well, can be used to generate correlated Poisson ran-
dom variables following logic similar to that described in Section 6.2.1. The
major difference from the GLMM is that there is a third unknown term in the
combined model, i.e., Σi, the variance-covariance matrix for the overdisper-
sion parameter(s). Given a desired mean and variance-covariance structure,
Algorithm 2 generates the Poisson variates.
Algorithm 2:
1. Derive the unknowns ξ, D, and Σi in the CM.
2. Generate θi ∼ MGamma(mean = 1, variance = Σi).
3. Using D, simulate bi.
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4. Compute λ∗ij = θij exp(x
>
ijξ + z
>
ijbi).
5. Simulate Yij ∼ Poi(λ∗ij).
The necessary unknowns in step 1 of Algorithm 2 are given by ξ as in (6.1a)
and further
D =
(
Z>i Zi
)−
Z>i log
[
M−1i (V
m −Mi)M−1i + Ji
]
Zi
(
Z>i Zi
)−
,
Σi = e
−ZiDZ>i
[
M−1i (V
m −Mi)M−1i + Ji
]− Ji,
where notational conventions are as before.
An extension to generating purely serially correlated outcomes may be
achieved by removing the normal random effect and choosing θi such that
it follows a serially correlated multivariate gamma. Note that ‘multivariate’
is used here in the broad sense, because all hierarchical structures, such as
longitudinal and clustered data to name a few, imply marginal multivariate
structures. Evidently, in such structured designs, the marginal covariance
matrix will typically not be unstructured.
The general form of the combined model (3.16), in the case of Poisson
data, is that the normal random effects are correlated and the Gamma random
effects are also correlated. From this general case, several special cases can be
derived. An overview of the possible combinations is presented in Table 6.1.
The following special cases, which are also presented in Table 6.1, can be
derived from the more general case:
• A combination of normal and independent Gamma random effects. This
is the most commonly used form of the combined model in which the
normal random effects induce/account for correlation while the Gamma
random effects induce/account for overdispersion. It is model (3.16) but
with Σi diagonal.
• Normal random effects without Gamma random effects. In this case,
(3.16) reduces to (3.14) and data is generated as explained in Sec-
tion 6.2.1. Here, the normal random effects induce/account for both
correlation and overdispersion.
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Table 6.1: Possible combinations of the normal and Gamma random effects in
the context of count data. 3 refers to combinations of the combined model from
which correlated and/or overdispersed data can be generated, while 7 refers to
the independent count data generation case
Gamma random effects
Present Yes No
Correlated Independent
Normal random effects
Yes
Correlated 3 3 3
Independent 3 3 3
No 3 3 7
• No normal random effects, no Gamma random effects. The absence
of both random effects is equivalent to generating independent counts
which is not of interest in this thesis.
• No normal random effects, correlated Gamma random effects such that
both correlation and overdispersion are induced via the Gamma random
effects. Thus, λij in (3.16) becomes exp(X
>
ijξ) and Σi is fully general.
• No normal random effects, independent Gamma random effects. In this
case, the combined model reduces to the negative-Binomial model which
accounts for overdispersion but not correlation. λij in (3.16) becomes
exp(X>ijξ) and Σi is diagonal.
Extra variations can be constructed by choosing for the normal random effects
(random intercept + slope, or higher dimensions) to be either independent (D
diagonal) or correlated. In this chapter, we have only studied the latter case
but the former is very easily obtainable.
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6.3 Setup of Simulation Study
As illustrated in Section 6.2.2, the combined model can take on several forms
or variations. To evaluate the performance of the different forms of the com-
bined model as data generators, a simulation was set up across the variations.
More specifically, given a pre-specified marginal mean and variance-covariance
matrix, 1000 Monte Carlo replications of correlated count data sets were gen-
erated from each of the several forms. Marginal models were then fitted to
these data sets and the difference between the pre-specified parameters and
those estimated by fitting the marginal models were studied. Two different
arms have been considered for the simulation, namely, sample size K = 100
and 500. For K = 100, 2 correlated Poisson variables were generated from the
following model specification;
Yij ∼ Poi(λ∗ij),
λ∗ij = θijλij = θijexp(ξ0 + b0i + ξ1Ti + (ξ2 + b1i)tij + ξ3Ti ∗ tij),
θi ∼ MGamma(mean = 1, variance = Σi),
bi =
(
b0i
b1i
)
∼ N
[(
0
0
)
, D =
(
d11 d12
d12 d22
)]
, V m =
(
36 12
12 29
)
,
(6.2)
where Ti ∼ Bernoulli(0.5), tij is the ordering of the jth observation (i =
1, . . . ,K = 100, j = 1, 2) in subject i, and the desired marginal mean param-
eters are ω0 = 1.521, ω1 = 0.237, ω2 = 0.254, ω3 = 0.345. Generalized estimat-
ing equations (GEE1, Liang and Zeger 1986), NEGBIN, and the GLMM were
used to study the behavior of the data generator, averaged over the 1000 MC
replications. See Chapter 3 for a review of these methods.
For K = 500, 4 random variables were generated from a similar model
as (6.2), the difference being that a random intercept model for the normal
random effects was used. More specifically, the following specifications were
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used;
λ∗ij = θijλij = θijexp(ξ0 + b0i + ξ1Ti + ξ2tij + ξ3Ti ∗ tij),
bi = b0i ∼ N(0, d),
V m =

256 128 144 224
128 208 228 172
144 228 299 296
224 172 296 567
 ,
(6.3)
where i = 1, . . . ,K = 500 and j = 1, 2, 3, 4. The desired marginal mean
parameters were specified as ω0 = 1.521, ω1 = 0.437, ω2 = −0.254 and ω3 =
0.145. In addition to GEE1, NEGBIN and GLMM models used in the case
of K = 100, the so-called marginal multilevel model (MMM) was also used,
mainly motivated by the fact that the sensitivity of the MMM to starting
values is less severe if the random intercept model is specified for the normal
random effects than in the case of random intercept and slope. The MMM
was described by Heagerty (1999) for binary longitudinal data, building on a
specification of the marginal rather than the conditional mean given random
effects. More precisely, this model puts together the two worlds of marginal
and conditional or hierarchical modeling in the sense that it puts the ideas of
GEE1 and the GLMM together leading to inferences both in the marginal and
conditional senses.
6.4 Results of Simulation Study
Tables 6.2 and 6.6 present the results for the simulation study. Generally, from
Table 6.2, all marginal models (GEE1, NEGBIN, MMM) seem to perform
similarly across the various forms of the combined model. This is expected
as the proposed data generator is aimed at the context of marginal models.
Specific to this case of using a random-intercept model for the normal random
effects, GEE1, MMM, and the GLMM yield the same results for time-related
parameters ω2, ω3, ξ2 and ξ3 with minor differences between GEE1 or GLMM
versus MMM in the case of normal and no gamma random effects. Given
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normal random effects with random intercept only and no Gamma random
effects, the marginal parameters are expected to be the same as the hierarchical
parameters with a change in the intercept. Indeed, GEE1, NEGBIN, MMM,
and GLMM yield the same parameter estimates with a change in the intercept
(ξ0) for GLMM. Across all variations of the combined model, GEE1, MMM,
and GLMM generally differ on the intercept and treatment (T ) parameters.
No specific pattern can be identified for the NEGBIN relative to GEE1 and
MMM, except in the above-mentioned case of normal random effects and no
Gamma random effects. When the Gamma random effects are correlated, the
parameter estimates are rather different from the true parameters and even
change sign for ξ2 and ω2. Since the GLMM is a hierarchical model, the results
for the GLMM presented should be interpreted with caution. We emphasize
that GLMM should not be used to model data generated by our proposal.
From Table 6.6, which is the case of a random intercept and slope model for
the normal random effects, both GEE1 and NEGBIN yield the same parameter
estimates and standard deviations across the combined model variations. Since
in this setting, only 2 random variables were generated, it may be interesting
to consider the generation of more than 2 random variables and also larger
sample sizes so as to get broader insight into this scenario. The parameter
α for the NEGBIN goes to infinity in the absence of overdispersion, which is
what we observe in the normal RE, no Gamma RE case. Again, the GLMM
should be interpreted with care given that it is not a marginal but rather a
hierarchical model.
Apart from the simulation, we also generated 4 different datasets of size
K = 500 from the combined model with [1] two time points (bivariate case)
with only the random intercept specified for the bi random effects, [2] two
time points with random intercept and slope, [3] four time points with ran-
dom intercept only, and [4] four time points with random intercept and slope.
The gamma random effects are correlated. Table 6.3 summarizes the genera-
tion settings considered here, in which 2 or 4 correlated Poisson variates are
generated corresponding to 2 and 4 time points, respectively. We have only
considered the case of the random intercept on the one hand and the random
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Table 6.3: Parameters specified to generate correlated Poisson random vari-
ables from the combined model.
2 time points 4 time points
Case 1: Case 3:
Xmi = Xi covariates Intercept T t T*t Intercept T t T*t
ω 1.521 0.237 0.254 0.345 1.521 0.437 -0.254 0.145
Zi covariates Intercept Intercept
V m
[
36 12
12 29
] 
256 128 144 224
128 208 228 172
144 228 299 296
224 172 296 567

Case 2: Case 4:
covariates (Xmi = Xi) Intercept T t T*t Intercept T t T*t
ω 2.521 0.237 0.254 0.345 1.521 0.437 -0.254 0.145
Zi covariates Intercept + t Intercept + t
V m
[
225 615
615 2581
] 
256 128 144 224
128 208 228 172
144 228 299 296
224 172 296 567

intercept and slope in time models on the other, for illustrative purposes. It
is easy to manipulate more general dimensions. Note though that the higher
the random-effects dimension, the higher the risk of the D matrix not being
positive-definite. Also, because the gamma random effects are allowed to be
correlated, very little or no information is derived from the bi random effects.
We generate data given covariates (Xmi ) as treatment (trt, 0 or 1), time (2
or 4 points) and the interaction of treatment and time. Note that we assume
Xmi = Xi, thus using the same covariates but the method also allows for use
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10trt
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Figure 6.1: Two Poisson random variables generated from the combined model
with random intercept model.
of different covariates in the two design matrices. Table 6.4 shows the results
of the derived unknown parameters that aid the data generation process for
the 4 cases presented in Table 6.3. Here, ω is the parameter vector for the
specified marginal mean and diff is the change between the marginal param-
eters α and the conditional/derived parameters ξ. As expected in the case
of a random intercept model (cases 1 and 3), a change is only evident in the
intercept relative to the other parameters. In cases 2 and 4 for the random
intercept and slope model, a difference between the marginal and conditional
mean parameters is reflected in the intercept and time parameter estimates.
Table 6.5 presents the summary statistics and the Spearman correlation coeffi-
cients of the generated Poisson variables, while Figures 6.1–6.4 show marginal
distributions and scatter plots of the generated random variables for cases 1–4,
respectively. In Table 6.5, the mean is smaller than the square of the standard
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Figure 6.2: Two Poisson random variables generated from the combined model
with random intercept and slope model.
deviation, indicating overdispersion. It can also be seen that the generated
random variables are correlated (see ρ). From Table 6.3, cases 3 and 4 are
similar with the only difference being that case 3 only has a random intercept
while case 4 has random intercept and slope(time) as the covariates for the
random effects. Specific to this case and given that Σi is fully general, there
are minimal changes from case 3 to 4 (see Figures 6.3 and 6.4, and Table 6.5).
Similarly, by comparing Figures 6.1 and 6.2, and also Table 6.5, we clearly see
that that inclusion of a random slope allows to roughly retain the correlation
structure, but modifies the mean and variance structures. Further, when the
marginal structure is specified, it is possible to decompose the hierarchical
structure (in particular, the random effects) in different ways, yet leading the
same result, as it should be. Indeed, it is clear, from comparing Figures 6.3
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Figure 6.3: Four Poisson random variables generated from the combined model
with random intercept model.
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Figure 6.4: Four Poisson random variables generated from the combined model
with random intercept and slope model.
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and 6.4, that the same marginal structure (mean, variance, correlation) can
be obtained, with our without the use of a random slope. This gives the user
some latitude as to choose a decomposition that is flexible yet computationally
efficient.
6.5 Discussion and Conclusions
The combined model as introduced by Molenberghs et al. (2007, 2010) simul-
taneously accommodates correlation and overdispersion unexplained by the
normal random effects. In the absence of correlation, the model simplifies
to a negative-binomial model for overdispersion. On the other hand, in the
absence of overdispersion, it simplifies to the GLMM. The model’s flexible ca-
pabilities make it a good candidate as a data generator given that one always
wants to generate data that reflects the characteristics of interest, in this case,
overdispersion and/or correlation. The CM is a convenient tool that mimics
or incorporates these intrinsic features of correlated count data. In particular,
a fully marginal view as well as a random-effects view can be taken. This im-
plies that a broad toolkit emerges. In the purely marginal view, essentially a
multivariate gamma variate, easy to generate, is transformed to a multivariate
count variable.
The covariates determining the fixed- and random-effects design matrices
are kept simple herein. This is not limiting in the sense that a specification
of any covariates can be done as is needed. It is possible to encounter non-
positive definite D matrices or negative entries along the diagonal of Σi. This
may point to a non-allowable hierarchical model to come with the marginal
model or perhaps a marginal model that is in itself not allowable. The analogy
would be a multivariate normal with a given but non-positive definite variance-
covariance matrix. Such model is invalid in the first place and needs to be
reconsidered.
Because the combined model is hierarchical, random variables with only
positive correlations are generated due to restrictions of positive-definiteness
on the random effects variance-covariance matrices. This may be a drawback
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for the combined model, as is the case for some of the methods present in
literature for count data generation. However, a way to overcome this is to
generate directly from the marginal model, arguably via correlated θij , of
which the variance-covariance matrix Σi then reflects the desired structure.

Part III
Software Contributions
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Chapter7
Pairwise Likelihood as a Marginal
Model Approach to Hierarchical
Count Data using SAS Software
7.1 Introduction
Models for data arising from counting have been quite extensively studied in
literature. They have also been widely implemented in various software pack-
ages like SAS, R, Matlab, SPPS, and so on, for various contexts as overdis-
persion, correlation and zero-inflation, with several extensions. For example,
Zeileis et al. (2008) gives an overview of regression models for count data in
R. See also Cameron and Trivedi (2013) and the references therein.
Extensions of count data collected repeatedly over time for the same sub-
ject are also commonly encountered in scientific research. Contemporary stud-
ies frequently aim at describing the evolution of subjects over time or observing
more than one response from a single subject. The features of overdispersion
and zero-inflation carry over in the correlated case and have also been studied
quite in detail. For example, Breslow and Clayton (1993) and Wolfinger and
O’Connell (1993) extended the generalized linear modeling (GLM) framework
to the so-called generalized linear mixed model (GLMM) in which the correla-
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tion is accounted for by use of random effects. Molenberghs et al. (2007, 2010)
propose a joint model for clustering and over-dispersion through two separate
sets of random effects.
In the maximum likelihood framework, the multivariate distribution is used
to model correlated data. For continuous data, calculations are feasible be-
cause of the closed form expressions for the marginal distribution. This has
the advantage of a gain in efficiency as long as the model is correctly specified.
However, use of a so-called Multivariate Poisson (MP) model is constrained by
the complexity of the probability function to be calculated. This is because
it involves summations which may increase the computational burden with
increase in the number of measurements per subject and/or sample size. See,
for example, Karlis (2003), Karlis and Ntzoufras (2003), Kocherlakota and
Kocherlakota (2001), among others, for details. In this Chapter, we present a
SAS macro called PLCounts that uses the method of pseudo-likelihood, tak-
ing the form of pairwise likelihood, developed in Chapter 4. Pseudo-likelihood
has the advantage of drastically simplifying computation while retaining suf-
ficiently high statistical efficiency, but, also allows in this case for inference
not only on the marginal mean parameters but also the covariance structure.
Because the most common tool used for analysis of correlated count data for
inferences on the marginal mean is GEE (Liang and Zeger, 1986), we compare
pairwise likelihood to GEE by analyzing the Epilepsy and Whitefly datasets
introduced in Sections 2.2 and 2.5, respectively. Section 7.2 introduces the
SAS macro and demonstrates how to call the macro to analyze correlated
count data plus the output of the macro.
7.2 The SAS Macro
7.2.1 Introduction
We have implemented the pseudo-likelihood approach presented in Section 4.2
in a SAS macro which we have named PLCounts. The macro was devel-
oped and tested in SAS version 9.1.3 (SAS Institute Inc., 2002-2004) al-
though it should execute in other SAS versions without problems. Ta-
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ble 7.1 presents the arguments that PLCounts uses to facilitate the fit-
ting of pairwise likelihood to correlated count data. PLCounts begins with
some pre-processing of the data, obtaining initial values for the marginal
mean parameters by fitting a univariate Poisson regression using the GEN-
MOD procedure and the creation of the design matrix using the SAS LO-
GISTIC procedure, even in the presence of classification variables. By
making use of these procedures, any parameterization method possible in
the SAS LOGISTIC and GENMOD procedures can be used for the de-
sign matrix, e.g., effect, glm, ordinal, reference, etc. We refer to the SAS
website (http://support.sas.com/documentation/cdl/en/statug/63347/
HTML/default/viewer.htm#statug_logistic_sect006.htm) for documen-
tation about the different parameterization methods for classification vari-
ables. Estimation of the parameter λ = (β, θist)
T is done in SAS/IML using
the Newton-Raphson (NR) algorithm. Appendix A.2 shows the gradient and
Hessian functions of the log PL function in (3.27), with respect to the unknown
parameters in λ, which are supplied to the NR optimization step.
Table 7.1: The macro arguments for PLCounts and their corresponding de-
scription.
Macro argument Description
DATA Dataset containing subject or cluster identification
variable and covariates or fixed effects from which
design matrix Xi is created. This is a required
argument. This dataset should take the “long”
or hierarchical data structure as opposed to the
wide format. Please note that all variables to be
specified in the other macro arguments must be in
this dataset.
Continued on next page
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Table 7.1 – continued from previous page
Macro argument Description
SUBJECT Subject identification variable in DATA
RESPONSE Name of the response variable; must be in the
dataset specified with the DATA argument
TIMEVAR Variable with ordering of the observations within
subject. This should be in DATA dataset.
FIXED Covariates for the marginal mean from which
Xi is created e.g., FIXED = trt time trt*time.
Please note that the intercept must not be in-
cluded in the specification of FIXED. It is added
at the creation of the Xi design matrix.
CLASS Specify all classification variables included in the
XCOV argument, for example, CLASS = trt.
INIT THETA0 Initial value for the covariance parameter θ0. By
default, INIT THETA0 = 0.3.
CORR DATASET Name to give to dataset containing the correla-
tions of all the subjects for all the timepoints. If
left blank, no correlations are calculated. Default
is blank.
outPL Name of final output dataset containing the
parameter estimates and standard errors from
the pairwise approach. By default, OUTPL =
solutionpseudo.
Continued on next page
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Table 7.1 – continued from previous page
Macro argument Description
PARAM Parameterization method for the classification
variables specified in the CLASS argument.
Default is PARAM = glm. See SAS documenta-
tion for details about the different methods at
http://support.sas.com/documentation/cdl/
en/statug/63347/HTML/default/viewer.htm#
statug_logistic_sect006.htm.
ABSGTOL Specifies the absolute gradient stopping criterion.
By default, ABSGTOL = 0.00001.
EXP COV To keep the covariance (θ0) strictly positive by
exponentiation, set EXP COV = 1. By default,
EXP COV = 0 so that θ0 can take on either posi-
tive or negative values.
7.2.2 Analyzing the Epilepsy Dataset
We analyze data on Epilepsy introduced in Section 2.2 using PLCounts
and compare results from fitting a univariate Poisson regression, GEE and
pairwise likelihood. The following code calls macro PLCounts to model
the evolution of the number of epileptic seizures (nseizw) between the two
treatment (trt) arms:
%PLCounts(DATA = epi, SUBJECT = id, CLASS = trt,
RESPONSE = nseizw, FIXED = trt studyweek studyweek*trt,
INIT THETA0 = 0.3, TIMEVAR = studyweek, CORR DATASET = corr,
EXP COV = 0);
Please note that not all the macro arguments are presented in the above
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macro call. However, all the arguments used for macro PLCounts are
defined in Table 7.1. The top panel of Figure 7.1 shows the output as
printed to the output window while a dataset called solutionpseudo (outPL
= solutionpseudo by default) containing the parameter estimates, standard
errors, 95% confidence intervals and the p-values is created. Also output are
the results of the univariate Poisson regression in a dataset called solutionuni.
To correct for baseline characteristics of the patients, namely, race, age,
gender, height, and weight, in which race and gender (sex) are classification
variables, the following code is invoked:
%PLCounts(DATA = epi, SUBJECT = id, CLASS = trt race sex,
FIXED = trt studyweek studyweek*trt race age sex height weight,
INIT THETA0 = 0.3, TIMEVAR = studyweek, CORR DATASET = corr,
RESPONSE = nseizw, EXP COV = 0);
Note that the only difference between the two macro calls above is that vari-
ables race and sex have been added to the class argument and variables
race, age, sex, height, weight to the FIXED argument. The bottom panel of
Figure 7.1 shows the output resulting from the inclusion of patient character-
istics in the model as printed to the output window while Table 4.5 shows the
parameter estimates and standard errors for the univariate, GEE and pairwise
likelihood approaches. Similar results are observed for GEE and PL, especially
as far as the standard errors are concerned. Parameter estimates and standard
errors in Figure 7.1 are different from those of the pseudo-likelihood part of
Table 4.5 because in Figure 7.1, the placebo group (trt=0) is the reference
category while in Table 4.5, the AED group (trt=1) is the reference category.
Note also that in Table 4.5, the reference categories are dropped.
7.2.3 Analyzing the Whitefly Dataset
The whitefly data introduced in Section 2.5 is analyzed by modeling the evo-
lution of the number of immature whiteflies (imm) as a function of block for
the treatment groups (trt) by invoking the following code:
%PLCounts(DATA = Whitefly, SUBJECT = plantid, RESPONSE = imm,
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Table 7.2: Whitefly data: Parameter estimates (standard errors) for a uni-
variate Poisson model, GEE (exchangeable correlation) and pseudo-likelihood
(3.27).
Parameter Univariate GEE Pseudo-likelihood
Intercept 1.1405 (0.0578) 1.1638 (0.1877) 1.1434 (0.1842)
block(1) 0.0270 (0.0402) 0.0197 (0.1418) 0.0245 (0.1428)
block(2) 0.1535 (0.0390) 0.1432 (0.0803) 0.1517 (0.0804)
trt(1) -1.0642 (0.0762) -1.0586 (0.1384) -1.0560 (0.1394)
trt(2) -1.3630 (0.0858) -1.3649 (0.2525) -1.3519 (0.2424)
trt(3) -2.0746 (0.1169) -2.0823 (0.2756) -2.0125 (0.2724)
trt(4) -1.7587 (0.1005) -1.7538 (0.1601) -1.7415 (0.1593)
trt(5) 1.3533 (0.0431) 1.3281 (0.1202) 1.3561 (0.1206)
week 0.0902 (0.0048) 0.0901 (0.0213) 0.0894 (0.0213)
θst 0.0000 (0.0279)
CLASS = plantid trt block, FIXED = block trt week,
INIT THETA0 = 2, TIMEVAR = week, EXP COV = 1);
The results are shown in Table 7.2 in comparison to the univariate Poisson
regression and GEE. Note that EXP COV = 1 meaning that the covariance (θst)
is constrained to be strictly positive. Though θst hails from a Poisson distribu-
tion and is expected to be strictly positive, this interpretation takes effect in a
hierarchical modeling framework. In the context of marginal models, this pa-
rameter can also take on negative values. This phenomenon is often a source of
confusion, and it is less well understood in non-Gaussian cases than for con-
tinuously distributed hierarchical data. Pryseley et al. (2011) describe how
such negative correlations can be estimated and interpreted for both Gaussian
and non-Gaussian settings. One important situation where negative associ-
ation is natural is where cluster members are in a competitive relation with
one another. Molenberghs and Verbeke (2011) further discuss how a negative
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correlation can be reconciled with a hierarhical model interpretation.
7.3 Concluding Remarks
Pseudo-likelihood (PL), or more specifically, pairwise likelihood is a viable al-
ternative to generalized estimating equations (GEE) when modelling different
data types, including but not limited to, correlated count data. PL, like GEE,
yields consistent and asymptotically normally distributed parameter estimates
with a sandwich estimator used to calculate the variance. On the one hand,
GEE remains computationally faster than PL because it only evaluates the
first moment and plugs in working assumptions for the second. On the other,
it allows for the misspecification of the working correlation structure implying
that one cannot rely on the correlation estimates from GEE for formulating
answers to scientific questions, should interest be in the association as well.
Our pairwise approach can be used when scientific interest is not only
in the marginal mean parameters but also in the association between pairs of
measurements, unlike GEE. The method of pseudo-likelihood has been studied
for such cases as, for example, binary data and its applications are prevalent
in the literature. We were, however, not aware of its application in the con-
text of correlated count data and have therefore developed a SAS macro called
PLCounts to fill the void in the context of marginal models. Of course, one
could consider a very general correlation structure with GEE, but this cannot
be subjected to standard statistical assessment, e.g., hypothesis-testing based
assessment. Alternatively, one could switch to second-order GEE (Zhao and
Prentice, 1990), but this may come with considerable computational complex-
ity in which case, pairwise likelihood becomes a potential candidate. Note
though that the number of measurements per subject or cluster size (ni) is a
determinant of the computational burden in the PL approach presented herein
because evaluation of the marginal PL is done for all [ni(ni − 1)]/2 possible
pairs of a subject.
Our method assumes the covariance to be exchangeable, meaning that
it is assumed the same for all the pairs and subjects. This assumption can
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however be relaxed and will be implemented in subsequent versions of the
macro available at http://ibiostat.be/software/count.
Chapter8
%GEE2Counts: A SAS Macro for
Modeling Correlated Counts using
Second-order Generalized Estimating
Equations
8.1 Introduction
The estimating equations presented in Chapter 5 have been implemented in a
SAS macro called GEE2Counts that is described in Section 8.2.1. We demon-
strate the functionality of the macro by analyzing the Jimma dataset intro-
duced in Sections 2.3 and show the results as output by the macro.
8.2 The SAS Macro
8.2.1 Introduction
Macro GEE2Counts was developed and tested in SAS version 9.3 although it
should execute in other SAS versions without problems. The results in this
chapter were obtained from SAS version 9.4. In Table 8.1, the arguments
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that GEE2Counts uses to facilitate the fitting of the estimating equations to
correlated count data are presented. GEE2Counts also begins with some pre-
processing of the data and the partial creation of the design matrix (5.8) using
the LOGISTIC procedure whether or not there be classification variables. Ini-
tial values for the marginal mean parameters ξ = (ξ0s, ξ0t, ξ0st, ξ1, ξ2, . . . , ξp)
>
are obtained by fitting a univariate Poisson regression using the GENMOD
procedure, except for the intercepts ξ0s, ξ0t and ξ0st which are set equal to
the value of the intercept from the univariate Poisson regression by default.
Estimation of the parameters ξ is done in SAS/IML.
Table 8.1: The macro arguments for GEE2Counts and their corresponding
description.
Macro argument Description
DATA Dataset containing subject or cluster identification
variable and covariates or fixed effects from which de-
sign matrix is created. This is a required argument.
This dataset should take the “long” or hierarchical
data structure as opposed to the wide format. Please
note that all variables to be specified in the other macro
arguments must be in this dataset.
ID Subject identification variable in DATA.
RESPONSE Name of the response variable; must be in the dataset
specified with the DATA argument.
TIMEVAR Variable with ordering of the observations within sub-
ject. This should be in DATA dataset.
Continued on next page
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Table 8.1 – continued from previous page
Macro argument Description
FIXEDX Covariates for the marginal mean from which Xis and
Xit are created e.g., FIXEDX = trt time trt*time.
Please note that the intercept must not be included in
the specification of FIXEDX as it is added internally.
CLASSX Specify all classification variables included in the
FIXEDX argument, for example, CLASSX = trt.
FIXEDCOV Covariates for the marginal mean from which Xist is
created e.g., FIXEDCOV = gender age. Again, the in-
tercept must not be included in the specification of
FIXEDCOV as it is added internally.
CLASSCOV Specify all classification variables included in the
FIXEDCOV argument, for example, CLASSX = gender.
PARAM Parameterization method for the classification
variables specified in the CLASSX and CLASSCOV
arguments. Default is PARAM = glm. See SAS docu-
mentation for details about the different methods at
http://support.sas.com/documentation/cdl/en/
statug/63347/HTML/default/viewer.htm#statug_
logistic_sect006.htm.
Continued on next page
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Table 8.1 – continued from previous page
Macro argument Description
TIMEVARYFUNC Specify the time-varying function to be used for the
creation ofXist. By default, TIMEVARYFUNC = 0 mean-
ing that there are no time-varying covariates specified
in FIXEDCOV. TIMEVARYFUNC = 1 would resulting in us-
ing the difference in the time-varying covariates be-
tween time point s and t. Other possibilities are 2 for
the ratio, 3 for the product, 4 for the sum and 5 for
the lag.
TIMEVARYING The time-varying covariates are specified using this ar-
gument. It is blank by default meaning that, again,
a time-stationary model would be used for the covari-
ance.
OUT Specify the name of the output dataset for the final
parameters ξ and their corresponding standard errors.
MAXITER Specify the maximum number of iterations, by default
equal to 200.
Continued on next page
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Table 8.1 – continued from previous page
Macro argument Description
RANDINTERCEPT Specify the initial values for the 3 intercepts
ξ0s, ξ0t and ξ0st. By default, RANDINTERCEPT = 0 such
that these intercepts are all set equal to the inter-
cept from the univariate Poisson regression. Setting
RANDINTERCEPT = 1 results in randomly generating
these 3 values from a normal distribution with zero
mean. It is also possible for the user to specify these
values by using the INIT argument, e.g., INIT = -0.6
-1.2 1.25. In our experience, while the default ap-
proach worked fine in some cases, there were others
that were affected by these starting values which mo-
tivated the random generation and the user specifica-
tion of the values. If both INIT and RANDINTERCEPT
are specified, INIT takes precedence.
EPSILON Specifies the stopping criterion. By default, EPSILON
= 0.00001.
CORR DSN Name to give to dataset containing the correlations of
all the subjects for all the time points. If left blank,
no correlations are calculated. It is set to CORR DSN =
corr by default.
8.2.2 Analyzing the Epilepsy Dataset
The following code fits the time-stationary model (5.9):
%GEE2Counts(data = epi59, id = id, timevar = time,
classX = trt, param = glm, response = counts,
122 Chapter 8
fixedX = trt|time baseline age, classCov = trt,
fixedCov = trt age, timevaryfunc = 0, timevarying =,
out = final, epsilon = 0.00001, weights = 0, randIntercept = 0
init = 0.1055 -0.5665 2.2977);
while (5.10) is fitted by setting fixedCov = time trt age, timevaryfunc =
1, and timevarying = time. The results of these model fits are shown in
Figures 8.1 and 8.2. Note that both the model based and empirical standard
errors, their corresponding χ2 values and p-values are reported in the output.
8.3 Concluding Remarks
We have presented a SAS macro that can be used to model correlated count
data with the intention of drawing inference on the marginal mean parame-
ters as well as the association structure. The macro automatically handles the
creation of the design matrix such that one need not worry about manually
creating dummy variables in the presence of classification variables. The user
however may need to be careful about the initial values of the 3 intercepts
ξ0s, ξ0t and ξ0st since, in our experience, computational issues sometimes re-
sulted and would be resolved by simply changing these initial values. Changing
them can be done by either randomly generating them from a normal distri-
bution with zero mean or by the user specifying the values.
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Document1 03-Apr-14
GEE2 applied to Longitudinal Count Data with
time stationary covariates
Number of Clusters: 59
Number of observations: 236
Minimum Cluster Size: 4
Maximum Cluster Size: 4
Number of Iterations: 15
Outcome Variable: counts
Covariates used for [X_is,X_it]: trt|time baseline age
Covariates used for [X_ist] or Cov(Y_is,Yit): trt age
Marginal Mean Parameter Estimates
and Naive (Model-Based) Standard Errors
Parameter Level1 Initial value Estimate StdErr ChiSq Pvalue
int_s 0.1055 -1.1904 0.2157 30.45 <.0001
int_t -0.5665 -1.2119 0.2474 24.00 <.0001
int_st 2.2977 1.3148 0.0929 200.17 <.0001
time -0.0730 -0.1724 0.0396 18.95 <.0001
trt Placebo 0.1165 0.2782 0.0452 37.89 <.0001
trt Progabide 0.0000 0.0000 0.0000 . .
time*trt Placebo 0.0315 0.0404 0.0390 1.07 0.3004
time*trt Progabide 0.0000 0.0000 0.0000 . .
baseline 0.0225 0.0379 0.0015 629.29 <.0001
age 0.0163 0.0082 0.0027 8.93 0.0028
Marginal Mean Parameter Estimates
and Sandwich Standard Errors
Parameter Level1 Initial value Estimate StdErr ChiSq Pvalue
int_s 0.1055 -1.1904 1.2655 0.88 0.3468
int_t -0.5665 -1.2119 1.2563 0.93 0.3347
int_st 2.2977 1.3148 0.4836 7.39 0.0066
time -0.0730 -0.1724 0.0500 11.87 0.0006
trt Placebo 0.1165 0.2782 0.2490 1.25 0.2638
trt Progabide 0.0000 0.0000 0.0000 . .
time*trt Placebo 0.0315 0.0404 0.1576 0.07 0.7977
time*trt Progabide 0.0000 0.0000 0.0000 . .
baseline 0.0225 0.0379 0.0088 18.46 <.0001
age 0.0163 0.0082 0.0129 0.40 0.5257
1
Figure 8.1: Epilepsy Data: Results as output by macro GEE2Counts after
fitting (5.9).
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Document1 03-Apr-14
GEE2 applied to Longitudinal Count Data with time varying covariates
(difference function applied to time varying covariate(s) [time])
Number of Clusters: 59
Number of observations: 236
Minimum Cluster Size: 4
Maximum Cluster Size: 4
Number of Iterations: 15
Outcome Variable: counts
Covariates used for [X_is,X_it]: trt|time baseline age
Covariates used for [X_ist] or Cov(Y_is,Yit): time trt age
Marginal Mean Parameter Estimates
and Naive (Model-Based) Standard Errors
Parameter Level1 Initial value Estimate StdErr ChiSq Pvalue
int_s 0.1055 -1.3907 0.2221 39.20 <.0001
int_t -0.5665 -1.6024 0.2518 40.50 <.0001
int_st 2.2977 1.2180 0.0992 150.64 <.0001
time -0.0730 -0.0457 0.0246 3.45 0.0633
trt Placebo 0.1165 0.3037 0.0448 46.04 <.0001
trt Progabide 0.0000 0.0000 0.0000 . .
time*trt Placebo 0.0315 0.0066 0.0375 0.03 0.8603
time*trt Progabide 0.0000 0.0000 0.0000 . .
baseline 0.0225 0.0378 0.0015 619.46 <.0001
age 0.0163 0.0085 0.0027 9.72 0.0018
Marginal Mean Parameter Estimates
and Sandwich Standard Errors
Parameter Level1 Initial value Estimate StdErr ChiSq Pvalue
int_s 0.1055 -1.3907 1.3798 1.02 0.3135
int_t -0.5665 -1.6024 1.4621 1.20 0.2731
int_st 2.2977 1.2180 0.5099 5.71 0.0169
time -0.0730 -0.0457 0.0468 0.95 0.3289
trt Placebo 0.1165 0.3037 0.2456 1.53 0.2163
trt Progabide 0.0000 0.0000 0.0000 . .
time*trt Placebo 0.0315 0.0066 0.1550 0.00 0.9660
time*trt Progabide 0.0000 0.0000 0.0000 . .
baseline 0.0225 0.0378 0.0091 17.27 <.0001
age 0.0163 0.0085 0.0129 0.44 0.5094
1
Figure 8.2: Epilepsy Data: Results as output by macro GEE2Counts after
fitting (5.10).
Chapter9
The Combined Model as a
Correlated or Overdispersed Count
Data Simulator for Marginal Models;
A SAS Implementation
9.1 Introduction
Huge amounts of data are the result of the vast amount of research going on
in so many fields of study. These data need to be analyzed and summarized
into meaningful and informative statements.
On the one hand, interest may be in the analysis of these data, which is
commonly done using statistical methods that depend on the kind of data at
hand. In medical research, for example, it is often the case that each patient
has data recorded repeatedly or observed multiply over time. This introduces
the phenomenon of correlated data because observations from one patient will
be more related than observations across different patients. Molenberghs and
Verbeke (2005) and Verbeke and Molenberghs (2000) describe to methods for
the analysis of discrete and continuous longitudinal data, respectively.
On the other hand, interest may be in evaluating the statistical prop-
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erties underlying certain data generating mechanisms. In this light, Monte-
Carlo (MC) simulations are carried out, in which samples are randomly drawn
from probability distributions to mimic statistical processes that can be used
to study properties of statistical methods. Simulation of correlated Poisson
random variables is a topic of ongoing research and various methods have
been proposed in the literature to this end, for example, the overlapping
sums (implemented in Matlab by Madsen and Dalthorp, 2007; Mardia, 1970;
Kocherlakota and Kocherlakota, 1992, 2001); Lognormal-Poisson hierachy, im-
plemented Matlab; normal to anything (NorTA, Cario and Nelson, 1997, 1998;
Nelsen, 2006; Mardia, 1970; Li and Hammond, 1975, available in R), and ex-
tensions thereof (Yahav and Shmueli, 2012; Ghosh and Pasupathy, 2012; Shin
and Pasupathy, 2010; Avramidis et al., 2009; Park and Shin, 1998; Downer and
Moser, 2001) mostly implemented in R and Matlab. See also Devroye (1986)
for an overview on random variate generation. These tools yield correlated
Poisson random variables with the specification of the Poisson means and the
desired or target correlation structure. Most of these methods, however, suffer
from such limitations as: severe computational restrictions; difficulty achiev-
ing the target correlation; generated variables are required to be overdispersed;
low correlations obtained; correlations constrained to be strictly positive; etc.
Alternatively, random effects can be used to induce correlation, thereby gen-
erating data from a hierarchical model. If the simulation is in the context
of hierarchical models, this approach would be fine. However, whenever in-
terest is in population-averaged or marginal models, the parameters used in
the hierarchical model do not have a simple correspondence with those in the
marginal model. Given such a tool as the combined model that incorporates
the two common features of count data, namely, overdispersion and correla-
tion, it certainly is essential to generate data from such a method whenever
interest is in simultaneously investigating these features.
In the context of continuous or normal longitudinal data, calculations are
computationally easier than in the non-normal case because the model for
the response variable given random effects is the normal distribution and that
of the random effects is the normal distribution as well. The two combined
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and integrating over the random effects leads to a normal distribution as the
marginal model. In the non-normal case though, the model for the outcome
variable and the random effects combined does not lead, in general, to closed-
form solutions for the marginal model. Even if it does, expressions tend to
be cumbersome. This is due to the lack of elegant and convenient multi-
variate distributions analogous to the case of longitudinal data that can be
assumed normally distributed. This poses computational and interpretational
challenges. Specific to count data, which is of interest here, evaluation of the
multivariate Poisson distribution grows in computational complexity with an
increase in the dimensions due to the summations inherent in the distribu-
tion (Karlis, 2003). It is therefore of interest to find alternative means of
analysis of correlated count data. One alternative is the generalized linear
mixed model (GLMM) proposed by Breslow and Clayton (1993). This model
accounts for the correlation by use of effects specific to a subject or study
unit (random effects) and then derives the marginal distribution as a result
of combining a random-effects distribution with a Poisson distribution for the
data given the random effects. Molenberghs et al. (2007) and Molenberghs
et al. (2010) have introduced the so-called combined model (CM) as a tool to
model data that is not only correlated but also overdispersed. Overdispersion
may occur when the model restricts the data in the sense that the variance
expected from the model is less than that observed in the data. It is commonly
encountered in data assumed to follow a binomial distribution, correlated or
uncorrelated, correlated Bernoulli/binary random variables, correlated or in-
dependent observations arising from counting processes (Poisson data) and
time-to-event/survival data. This is due to the mean-variance relationship in-
herent in the distributions that are assumed to be the data generating mech-
anisms. Overdispersion is, however, not an issue in the case of independent
Bernoulli observations. Research has shown overdispersion to be caused by,
for example, missing covariates and the presence of correlation between in-
dividual responses or clustering, among others. Depending on outcome type
and model, not accounting for overdispersion may lead to bias in some or all
parameters; it definitely biases precision estimates. The result is then usually
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smaller p-values for the statistical tests as well as, of course, confidence inter-
vals that are narrower than should be if overdispersion were properly handled.
This means that inference based on such statistical analyses is questionable
and may be misleading.
Solutions have been proposed in the literature and implemented in statisti-
cal software to account for overdispersion. The negative-binomial (NEGBIN)
model for count data is one such tool which assumes the count data to have
the Poisson as the parent distribution and a Gamma distribution for the extra
parameter that accounts for overdispersion. The resulting marginal distribu-
tion is then the negative-binomial distribution. Note that earlier statistical
analyses were generally only able to account for either correlation or overdis-
persion, but not both. But, given data that exhibit both features, it is a
necessity to account for both in analyses, indeed. We refer to Section 3 for a
detailed description of the GLMM, negative-binomial, and combined models.
We here describe an implementation of the combined model, as discussed
in chapter 6, in a SAS 9.3 (SAS Institute Inc., 2011) macro to generate cor-
related and/or overdispersed Poisson random variables. The method can also
be used to generate purely serially correlated counts by dropping the nor-
mal random effects and choosing the “overdispersion part” to follow a serially
correlated multivariate Gamma distribution. The macro makes use of the
SAS LOGISTIC procedure to create the design matrix by using a working
response variable, which is deleted after it has served its purpose. At a data
manipulation phase, the macro also uses the GENMOD procedure to obtain
parameter estimates corresponding to the design matrix in order to eliminate
columns from the design matrix corresponding to reference categories, in case
of classification variables and depending on the parameterization method used,
for example, glm. By making use of these procedures, any parameterization
possible in SAS LOGISTIC and GENMOD procedures can be used for the
design matrix, e.g., effect, glm, ordinal, reference, etc. See SAS documenta-
tion about the different parameterization methods for classification variables
at http://support.sas.com/documentation/cdl/en/statug/63347/HTML/
default/viewer.htm#statug_logistic_sect006.htm. We show, using 2 ex-
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amples, namely, a case for the random intercept model and for a random in-
tercept and slope model, how to use the macro to generate data. A review of
the models used for correlated and/or overdispersed count data is presented
in chapter 3, while chapter 6 details the method on data generation that is
implemented in this chapter. Section 9.2 provides some specific details about
the SAS macro, some examples of combined models to generate data from,
how to generate these data using the macro and the output of the macro.
Some concluding remarks are given in Section 9.3.
9.2 The SAS Macro
9.2.1 Introduction
We have implemented the above-discussed method of data generation for
marginal models in SAS version 9.3. The SAS macro is called CorrPois-
son. Data generation is done in SAS/IML preceded by some data manipu-
lations. Given that we allow the θij ’s to be correlated, some form of mul-
tivariate Gamma distribution is required. We invoke the copula package
in the freely available R statistical programming language (R Development
Core Team, 2012; Hofert et al., 2012; Hofert and Maechler, 2011; Yan, 2007;
Kojadinovic and Yan, 2010) to do this. We are aware of the experimental
COPULA procedure in SAS9.3 but follow a different route here. Instead,
we have explored SAS9.3’s flexibility to call R in the SAS/IML procedure us-
ing the SUBMIT and ENDSUBMIT statements. This is done in the Rin-
SASIML.sas program which is included in CorrPoisson.sas using the %inc
statement. Before running CorrPoisson, the path to RinSASIML.sas must
be defined correctly using the %let macro statement as, for example, %let
include=c:/temp; in case RinSASIML.sas is saved in the c:/temp directory.
Three issues deserve mention at this point, namely, (a) that R software (avail-
able at http://cran.r-project.org.) has to be installed, (b) that the SAS
system has to be launched with the -RLANG system option to permit calling R
from SAS “(it is often convenient to insert this option in a SASV9.CFG file)”,
and, (c) that calling R functions in SAS using the SUBMIT and ENDSUBMIT
130 Chapter 9
Table 9.1: SAS compatibility with R releases as obtained from Wicklin (2013)’s
blog.
SAS Version PROC IML SAS/IML
Studio
Release
Date
R Versions
9.2 N/A 3.2 Jul 2009 2.6.1 - 2.11.1
9.22 9.22 3.3 Nov 2010 2.9.1 - 2.11.1
9.3 9.3 3.4 Jul 2011 2.9.1 - 2.15.3
9.3m2 12.1 12.1 Aug 2012 2.9.1 - 2.15.3
9.4 12.3 12.3 Jul 2013 2.13.0 - 3.0.1
9.4m1 13.1 13.1 Dec 2013 2.13.0 - present
statements is a relatively new feature that was introduced in SAS/IML 9.22.
As such, the macro will not work with SAS versions that preceded 9.22. We
refer to the SAS/IMLr 9.22 User’s Guide (SAS Institute Inc., 2011) or later
versions for details about calling R from within SAS. The macro was devel-
oped and certainly works with SAS version 9.3 and R version 2.14.2. However,
compatibility issues may arise while invoking R in SAS/IML depending on the
versions of both R and SAS. Error messages that may indicate incompatibility
are, for example, “An installed version of R could not be found” or “The in-
stalled version of R cannot be used”. Table 9.1, obtained from Wicklin (2013)’s
blog, presents an overview of the match between the latest SAS versions and
the corresponding R releases they support. In general, specific SAS versions
support specific sets of R releases. It is necessary that the user first ensures
that calling R from SAS is permitted. A quick test is to run the following code
in SAS:
proc options option=RLANG;
proc iml;
submit /R;
getwd()
endsubmit;
run;
If this test results in errors and the user has the most recent version of R, it may
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be useful to explicitly tell SAS/IML which R version to use since SAS/IML tries
to use the corresponding R HOME variable. This can be done by launching
SAS with a specification of the R HOME variable as, for example, -RLANG
-SET R HOME ”C:/program files/R/R-3.0.1”, in which case R version 3.0.1
would be used. We emphasize that in order to have a successful execution of
macro CorrPoisson, one should first ensure that (1) the connection between
SAS and R is ok (by running the test program above), and (2) that the path
to RinSASIML.sas is correctly defined. Otherwise, errors directly related to
these two aspects may be encountered. Table 9.2 presents the arguments of
that aid the application of the macro. In what follows, in Sections 9.2.2 and
9.2.3, we illustrate the use of the macro with two cases, namely, (1) when
a random-intercept model is specified for the normal random effects and (2)
when a random intercept and slope model is used for the normal random
effects.
Table 9.2: The macro arguments for CorrPoisson and their corresponding
description.
Macro argument Description
CovData Dataset containing subject or cluster identification vari-
able and covariates from which design matrices Xi (and
X˜i) in (6.1a) is (are) created. By default, CovData =
temp, for illustration purposes. Dataset temp contains
covariates id, trt and time. It is a required argu-
ment and therefore has to be specified before running
the macro. This dataset should take the “long” or hier-
archical data structure as opposed to the wide format.
Please note that all variables to be specified in the other
macro arguments must be in this dataset.
ID Subject identification variable in CovData
Continued on next page
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Table 9.2 – continued from previous page
Macro argument Description
OrderVar Variable with ordering of the observations within sub-
ject. This should be in CovData dataset. Default input
is time, again for illustrating how the macro can be in-
voked.
Xcov Covariates from which Xi (X˜i) is created. It is also a re-
quired argument though for illustration purposes, Xcov
= trt time trt*time. Please note that the intercept
must not be included in the specification of Xcov. It is
added at the creation of the Xi design matrix.
Alpha The desired marginal mean parameters, without the
reference categories. It can be specified, for example,
as Alpha = 2.5 0.7 1.2 -0.45, corresponding to “In-
tercept”, “trt=0”, “time” and “trt*time”, respectively.
Please note that the value for the intercept must always
be included.
Class Specify all classification variables included in the Xcov
argument, for example, Class = trt.
outdata Name of final output dataset in which the generated out-
come variable, named Y, is merged with the CovData
dataset. It also contains the variance-covariance ma-
trix of the Gamma distribution (Σi, “GammaCov”)
in (3.16c), the corresponding correlation matrix of the
Gamma distribution (“GammaCorr”), the “shape” and
“scale” parameters for the Gamma distribution, the θi’s
(“GamV”) in (3.16c), the λ∗ij ’s (“mu”) in 3.16b and the
random effects estimates (bi) in (3.16d). By default,
outdata = out.
Continued on next page
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Table 9.2 – continued from previous page
Macro argument Description
param Parameterization method for the classification
variables specified in the Class argument. De-
fault is param = glm. See SAS documenta-
tion for details about the different methods at
http://support.sas.com/documentation/cdl/en/
statug/63347/HTML/default/viewer.htm#statug_
logistic_sect006.htm.
random Covariates for the normal random effects. Default is
blank hence random intercept model. To fit, for exam-
ple, a random intercept and slope model, specify random
= time, whereby time indicates the ordering of obser-
vations within a subject.
meanNormalRE By default (meanNormalRE is left blank), macro Cor-
rPoisson then assumes the normal random effects (bi)
to have zero mean. This can be changed by filling the
mean in this argument.
seed Set seed. Default is seed = 123.
desiredVarCov Specify the desired variance-covariance matrix V by in-
putting the entries of the upper triangular matrix row-
wise (e.g., v11 v12 v22 or v11 v12 v13 v22 v23 v33).
GammaRandEff Either 0, 1 or 2 for the Gamma random effects where
0=No Gamma random effects, 1=Independent Gamma
random effects, 2=Correlated Gamma random effects.
Default is GammaRandEff = 2.
NormalRandEff Either 0, 1 or 2 for the normal random effects where
0=No normal random effects, 1=Independent normal
random effects, 2=Correlated normal random effects.
Default is NormalRandEff = 2.
Continued on next page
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Table 9.2 – continued from previous page
Macro argument Description
Estimates Print results to output window, Yes (1) or No (0). De-
fault is Estimates = 1.
9.2.2 The Random Intercept Case
In this section, we demonstrate how to generate correlated count data from
the combined model using the macro that we have developed.
9.2.2.1 The Combined Model
Using a random-intercept model for the normal random effects, we illustrate
the generation of 4 correlated Poisson variables using the following combined
model:
Yij ∼ Poi(λ∗ij),
λ∗ij = θijλij = θijexp(ξ0 + b0i + ξ1Ti + ξ2tij + ξ3Ti ∗ tij),
θi ∼ MGamma(mean = 1, variance = Σi),
bi = b0i ∼ N(0, d),
(9.1)
where the treatment allocation Ti ∼ Bernoulli(0.5), tij is the ordering of the
jth observation in subject i = 1, . . . ,K = 500 and j = 1, 2, 3, 4. The design
matrices Xi and X˜i in Equation 6.1a are created from the same covariates,
namely, Ti, tij , and Titij while the desired marginal mean parameters and
desired variance-covariance structure are
α =

1.521
0.437
−0.254
0.145

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and
V =

256 128 144 224
128 208 228 172
144 228 299 296
224 172 296 567
 ,
respectively.
9.2.2.2 Calling Macro CorrPoisson
The Combined model has several variations, as shown in Table 9.3 and
described in Section 6.2.2. Generating data from these variations can be
achieved by specifying the combinations of normal and Gamma random
effects using the macro arguments NormalRandEff and GammaRandEff, re-
spectively. For illustration purposes, we shall only generate from the general
case of the combined model, namely, with correlated normal and correlated
Gamma random effects. This is done by specifying NormalRandEff = 2 and
GammaRandEff = 2. See Table 9.3 for the other possibilities. Note that in the
case of a random intercept model, setting NormalRandEff either equal to 1 or
2 is equivalent because one is dealing with only a single value d. To generate
data from (9.1), one has to first create the CovData dataset, referred to as
temp in our example. This dataset contains variables id, trt and time. See
Table 9.2 for more details about the CovData argument. Given the temp
dataset, the following macro call would generate correlated count data from
the combined model with a random intercept model specified for the Normal
random effects:
%CorrPoisson(CovData=temp, id=id, OrderVar=time,
Xcov=trt time trt*time, Alpha=1.521 0.437 -0.254 0.145,
Class=trt, outData=out, random=, GammaRandEff=2,
NormalRandEff=2,
desiredVarCov=256 128 144 224 208 228 172 299 296 567);
Generating from the other variations is done by specifying the macro argu-
ments as shown in Tables 9.3 and 9.2. Please note that setting NormalRandEff
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= 0 meaning no normal random effects, and GammaRandEff = 0 meaning
no Gamma random effects, would imply generating independent count data
which is not of interest in this thesis although it is also implemented in macro
CorrPoisson, for completeness. Also note that not all macro arguments are
shown in the above call. Those not shown are set to the default values.
See Table 9.2 for the full list of macro arguments that facilitate the data
generation and their descriptions. Leaving the random argument blank
implies the use of a random intercept model for the normal random effects.
9.2.2.3 Output
By default, CorrPoisson creates the output dataset out whose content is as
described in Table 9.2 under the outData argument. Since Estimates = 1
by default, it also prints to the output window as shown in Figure 9.1. As
expected for a combined model with a random intercept only model, a change
(diff) in the marginal parameters (α) from the hierarchical parameters (ξ) is
only in the intercept parameter but the other parameters remain practically
unchanged.
9.2.3 The Random Intercept and Slope Case
Consider the following combined model with a random intercept and slope
model specified for the normal random effects:
Yij ∼ Poi(λ∗ij),
λ∗ij = θijλij = θijexp((ξ0 + b0i) + ξ1Ti + (ξ2 + b1i)tij + ξ3Ti ∗ tij),
θi ∼ MGamma(mean = 1, variance = Σi),
bi =
(
b0i
b1i
)
∼ N
[(
0
0
)
, D =
(
d11 d12
d12 d22
)]
,
(9.2)
where notation and the desired marginals are as in Section 9.2.2.1. Since model
(9.2) is similar to (9.1) with the only difference being the random slope (b1i)
in (9.2), the code shown in Section 9.2.2.2 is used to generate correlated count
data. The only difference is that, in this case, the argument random = time.
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Figure 9.1: Results printed by macro CorrPoisson to the output window when
a random intercept model is used for the normal effects. alpha and beta in the
output are actually ω and ξ, respectively, following notation from Chapter 6.
The macro will then create a dataset containing the generated data named
out, in long form, and a print to the output window as in Figure 9.2. Unlike
the random intercept case, the difference between α and ξ in the case of the
random intercept and slope model is evident in both the intercept and time
parameters, as expected. However, this pattern holds when all subjects have
an equal number of measurements in the CovData dataset, in the case that the
random intercept and slope model for the normal random effects is specified.
Note that for the random intercept model, a change is seen only in the intercept
parameter, whether or not all subjects are completers. Not only does the
macro allow for ni to be equal but also allows ni to be unequal. To illustrate
this, we generate a dataset with ni being between 2 and 4 measurements
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Figure 9.2: Results printed by macro CorrPoisson to the output window when
a random intercept and slope model is used for the normal effects when the
subjects have equal number of measurements. alpha and beta in the output are
actually ω and ξ, respectively, following notation from Chapter 6.
per subject. For one to fit the same model shown in Section 9.2.3 but with
ni varying between 2 and 4 measurements, the same code as in the above
call would be used. The difference, though, should be in the input dataset
temp specified using the CovData argument. The results as printed to the
output window as shown in Figure 9.3. One should note the difference in the
two models from the minimum and maximum number of measurements per
subject.
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Figure 9.3: Results printed by macro CorrPoisson to the output window when
a random intercept and slope model is used for the normal effects and there
are varying number of measurements per subject. alpha and beta in the output
are actually ω and ξ, respectively, following notation from Chapter 6.
9.3 Concluding Remarks
We have presented SAS code to generate correlated Poisson data, in the con-
text of marginal models, from the combined model introduced by Molenberghs
et al. (2007, 2010). The combined model simultaneously accommodates cor-
relation and overdispersion unexplained by the normal random effects. In
the absence of correlation, the model simplifies to a negative-binomial model
for overdispersion. On the other hand, in the absence of overdispersion, it
simplifies to the GLMM. The model’s flexible structure makes it a good can-
didate as a data generator reflecting the characteristics of interest, in this case,
9.3 Concluding Remarks 141
overdispersion and/or correlation. The CM is a convenient tool that mimics
or incorporates these intrinsic features of correlated count data.
By marginalizing the distribution of the Poisson response conditional on
the normal and Gamma random effects i.e., integrating out the random effects
from the conditional density of the combined model, one is able to generate
data in the context of marginal models by comparing the mean and variance
of the marginal model with desired marginal mean and variance structures.
The covariates determining the fixed- and random-effects design matrices are
kept simple herein. This is not limiting in the sense that a specification of
any covariates can be done as is needed. It is possible to encounter non-
positive definite D matrices or negative entries along the diagonal of Σi. This
may point to a non-allowable hierarchical model to come with the marginal
model or perhaps a marginal model that is in itself not allowable. The analogy
would be a multivariate normal with a given but non-positive definite variance-
covariance matrix. Such model is invalid in the first place and needs to be
reconsidered.
Because the combined model is hierarchical, random variables with only
positive correlations are generated due to restrictions of positive-definiteness
on the random effects variance-covariance matrices. This may be a drawback
for the combined model, as is the case for some of the methods present in
the literature for count data generation. However, a way to overcome this is
to generate directly from the marginal model, arguably via correlated θij , of
which the variance-covariance matrix Σi then reflects the desired structure.
Execution errors of the form “Unable to allocate sufficient memory” may
be encountered when attempts are made to generate sizes of datasets that
use resources more than are available to SAS for the specific computer in use.
One may then have to reduce the sample size or the number of measurements
per subject or find a computer with greater memory capacity. Our experience
is that this limitation is more rampant in 32-bit Windows operating systems
which support matrices up to a maximum size of memory of 2GB of address-
able space.
The SAS macro CorrPoisson.sas and the RinSASIML.sas program
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are available at the authors’ website (http://ibiostat.be/software/
overdispersion).
Chapter10
Estimating the Random Effects
Distribution of Linear Mixed Models
using SAS
10.1 Introduction
The linear mixed (effects) model is a generalization of the standard linear
model where data are allowed to exhibit correlation and nonconstant variabil-
ity. It is the routine framework of analysis for longitudinal data (subject re-
sponses are repeatedly measured over time) but can very easily be adopted for
other data structures like clustered data (correlated within cluster), multivari-
ate data (several responses measured for each experimental unit or subject),
etc.
For the linear mixed model, the mean of the response is linear in terms
of certain parameters and incorporates both fixed and random effects. The
fixed effects are the population-averaged parameters associated with known
explanatory variables while the random effects are subject-specific parameters
associated with randomly drawn subjects from a population. One common
phenomenon with longitudinal data is that different subjects exhibit different
patterns of evolution. Some subjects may start evolving below or above the
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average starting point (population-averaged intercept) with a rate of evolu-
tion faster or slower than the average rate (population-averaged slope). This
phenomenon is accounted for in the linear mixed model by the random effects.
They reflect the between-subject variation or the deviation of the subject-
specific evolution from the average evolution.
The random effects and the measurement error term are usually assumed
to be normally distributed. Butler and Louis (1992) and Verbeke and Lesaffre
(1997) show that inference on the fixed effects is robust to nonnormality of the
random effects. However, the assumption of normality may be too restrictive
and may not yield an efficient estimation of the fixed effects and model-based
standard errors. A deviation of the random effects distribution from normality
may also affect inference on the random effects. Verbeke and Lesaffre (1996)
show that the empirical Bayes estimates are forced to satisfy normality even
when the underlying distribution is not normal but a mixture of normals.
This then necessitates a much more flexible assumption for the random effects
distribution when fitting a linear mixed model.
As introduced in Section 3.3.3, Ghidey et al. (2004) proposed the penalized
Gaussian mixture linear mixed model as an alternative that can be used to
estimate a more flexible random effects distribution. This method fits a linear
mixed model but with a more flexible and general distribution function for the
random effects. They implemented this method in MATLAB but their software
is not publicly available, to-date, for use should one be interested in fitting the
PGM model. We hereby implement it in a SAS macro which makes it easy
and user friendly for SAS users to fit this model. The SAS macro takes the
initial values directly from the SAS/STAT procedure MIXED and also creates
the design matrix for the fixed effects using the SAS/STAT procedure GLMMOD
which creates dummy variables in case of categorical covariates. GLMMOD also
deletes observations in case of missing values in the design matrix. Overviews
of the classical and the PGM (Ghidey et al., 2004) linear mixed models have
been given in Sections 3.3.2 and 3.3.3, respectively. Section 10.2 describes the
SAS macro and illustrates, using simulated data, how to fit a random intercept
model and a random intercept and slope model. In section 10.3, we analyze
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data from the Jimma infant study previously analyzed by Lesaffre et al. (1999)
and briefly introduced in Section 2.6. Some conclusions and a discussion of
our experience with the PGM macro are provided in Section 10.4.
10.2 The SAS Macro
We have implemented the penalized Gaussian mixture linear mixed model in
a SAS macro which we have called PGM. The macro uses a two-step iterative
procedure, as proposed by Ghidey et al. (2004), to estimate the unknown
parameters, as described in Section 3.3.3. In step 1, a is estimated by maxi-
mizing (3.11) while conditioning on initial values for the other parameters in
θ obtained from fitting the classical linear mixed model (3.5) using the SAS/-
STAT procedure MIXED. The second step then updates the other parameters
in θ conditioning on the updated a from step 1. The σR vector in θ is kept
fixed (to the estimates from the MIXED procedure) during maximization and
is only updated afterwards. A Newton Raphson optimization algorithm using
the SAS/IML function NLPNRR is employed at each conditional step. Iteration
is done between steps 1 and 2 until convergence.
The unknown parameters θ in (3.11) are estimated in SAS/IML. It was
developed and tested in SAS version 9.1.3 (SAS Institute Inc., 2002-2004) but
should work with later versions without any problem. PGM can be used to
fit either a random intercept model or a random intercept and slope model.
Table 10.1 presents the macro arguments that are required for PGM to execute.
To fit a random intercept and slope model, the argument RANDOM should be
set to the variable indicating the ordering of measurements within a subject.
If left blank (the default), PGM fits a random intercept model. PGM uses un-
structured (UN) as the default covariance structure for the random effects,
to be used by the procedure MIXED. Specifying another structure can be done
(as required by the MIXED procedure) using the argument TYPERAND. The ar-
guments LAMBDA1 and LAMBDA2 specify the vector of smoothing parameters in
dimension 1 (λ1) and dimension 2 (λ2), respectively. By default, LAMBDA1 =
LAMBDA2 = (0.01, 0.1, 1,10,100,1000). When fitting a random intercept
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model, LAMBDA2 is set to zero. The lower and upper bounds of the interval over
which the grid points are spread is specified by the arguments DMIN and DMAX,
respectively. By default, DMIN = −4 and DMAX=4. The maximal number of
iterations for convergence is specified using the argument MAXITER(= 20,000
by default). J and L are arguments that specify the number of grid points in
dimensions 1 and 2, respectively. When fitting a random intercept model, L
is set equal to 1. By default, J = L = 20 for a random intercept and slope
model. Ghidey et al. (2004) recommend using a penalty order difference e in
(3.11) equal to 3, which is the default in macro PGM.
Table 10.1: Required macro arguments in order to run macro PGM.
DATA = Input data set structured as required by the SAS/STAT pro-
cedure MIXED.
SUBJECT = The variable with identification numbers of the subjects in
the data set.
CLASS = Class variables in the model excluding SUBJECT. PGM considers
SUBJECT as a class variable by default.
RESPONSE = The response variable.
FIXED = The fixed effects (variables) in the model. Note that the in-
tercept is included by default. For example, if your model
is:
Yi = ξ0 + ξ1 ∗ time+ ξ2 ∗ gender + ξ3 ∗ (gender ∗ time) + i,
then,
FIXED = time gender gender*time.
To specify either a 1 or 2 as the penalty order difference, arguments PORD1
and PORD2 can be used for dimension 1 and 2, respectively. When Empirical
Bayes (EB) estimates are of interest, they are saved in a data set named by the
argument OUTEB. By default, no name is given hence the EB estimates are not
calculated. The λ(s) that minimize(s) AIC (MINLAM1 and MINLAM2), the
corresponding degrees of freedom (MINDF), minimum AIC (MINAIC), penal-
ized log-likelihood (MINLLP) and a-coefficients are stored by default, in a data
set called “OPTIMAL” using the argument OUTOPT. Argument OUTSOLF is used
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to name the fixed effects solution data sets. By default, OUTSOLF = SOLUTIONF
leads to the data sets “SOLUTIONF MIXED” from the classical linear mixed
model and “SOLUTIONF PGM” for the PGM model. Argument OUTCOV is
used to name the data set for the covariance parameters (elements of the D ma-
trix for the random effects and the residual variability (σ2). By default, OUTCOV
= CovParms. PGM then outputs 2 data sets called “COVPARMS MIXED” for
the classical linear mixed model and “COVPARMS PGM” for the PGM linear
mixed model. The plots of the estimated random effects distribution are out-
put by default using the argument PLOTS. If left blank, no plots will be created.
Other arguments are: ABSGTOL which specifies the absolute gradient stopping
criterion (by default, equal to 10−5), FUNC CALL which specifies the maximum
number of function calls in the Newton Raphson optimization process (default
is 10, 000) and DENSITY to either retain the data sets containing the estimated
random effects density values used for plotting or not. When fitting a random
intercept and slope model, these data sets are: “DENSITY” containing the
joint density values, “INTERCEPT” containing the marginal density values
of the random intercept and “SLOPE” containing the marginal density values
of the random slope. When fitting a random intercept model, the data set
is called “INTERCEPT”. By default, the density data sets are deleted (argu-
ment DENSITY = NO). To retain them, set DENSITY = YES. Intermediate
data sets including: SolutionF1, freq, covparms1, coveffectsnames, Rr,
solfixed, designmatrix, labels, Parm, data, design and optim are created
during PGM’s execution and deleted before the end of execution. All the output
data sets can be found in the work library in SAS.
10.2.1 A Case for the Random Intercept Model
We generated data for 500 subjects assuming the following random intercept
model;
Yi = ξ0 + b0i + ξ1 ∗ agei + ξ2 ∗ sexi + ξ3 ∗ timei + εi (10.1)
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where i = 1, . . . , 500,  = 1, . . . , ni ≤ 5, agei ∼ N(60, 1),
sexi(male or female)∼ bin(0.5), timei is the ordering of the -th observation
within subject i (each subject was with equal probability allowed to have 1
to 5 measurements), Yi is the response of subject i at time point , the ran-
dom intercept b0i ∼ 0.5 × N(−1, 0.252) + 0.5 × N(1, 0.252), the error term
εi ∼ N(0, 0.42) and ξ0 = 1, ξ1 = 0.7, ξ2 = 0.2, ξ3 = 1. We then fitted model
(10.1) using the PGM approach with b0i ∼
∑J=20
j=1 cjN(Rµj , RDsR). Notice
that RANDOM is left blank when fitting this model.
10.2.1.1 Sample Call of Macro PGM
The macro call to fit a random intercept model is:
%PGM(DATA =input1, SUBJECT =id, CLASS= sex, RESPONSE =y,
FIXED =age sex time, RANDOM = );
10.2.1.2 Sample Output
The following is output by macro PGM when fitting a random intercept model:
1. Printed to the SAS output window is each combination of λ1 and λ2
(LAM1 and LAM2), the corresponding degrees of freedom (DF), AIC,
log-likelihood (LL), penalty, the penalized log-likelihood (LLP), and
whether convergence criteria were met at the two conditional steps
(CONVERGED = yes/no). This output is shown in Table 10.2. Note
that LAM2 = 0 and therefore MINLAM2=0 because when fitting a ran-
dom intercept model, λ2 in (3.11) equals 0.
2. λ1, λ2 that minimize AIC (MINLAM1, MINLAM2, respectively), the
corresponding log-likelihood (LOG LIK), degrees of freedom (MINDF)
and minimum AIC (MINAIC) are also printed to the SAS output window
as shown below. The method of Gray (1992), for some λ however, results
in strange df values as can be seen in Table 10.2 affecting the AIC.
To circumvent this problem, MINLAM1 and MINLAM2 are chosen to
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Table 10.2: Generated data, random intercept model; Sample output from the
PGM model (PEN=PENALTY, CON=CONVERGED).
LAM1LAM2 DF AIC LL PEN LLP CON
0.01 0 12.13 3036.61−1506.17 0.3367−1506.51 Yes
0.1 0 9.97 3034.28−1507.16 1.1574−1508.32 Yes
1 0 3.41 3025.75−1509.46 3.8501−1513.31 Yes
10 0 −46.37 2944.51−1518.63 9.2571−1527.88 Yes
100 0 994.59 5073.59−1542.21 8.9839−1551.20 Yes
1000 0 249.45 3621.97−1561.54 2.6594−1564.20 Yes
guarantee a) minimum AIC, b) convergence at the two steps during
maximization and c) the corresponding df being greater than a function
of the order of the penalty + the number of free parameters in the model.
Constraint c) is motivated by Eilers and Marx (1996) who have shown in
the case of uni-dimensional smoothing that the effective dimension (df)
as determined by the trace of the smoother matrix approaches the order
of the penalty as λ becomes large. Hence, from Table 10.2, the optimal
AIC is as shown in Table 10.3.
Table 10.3: The optimal smoothing parameters combination selected from Ta-
ble 10.2.
MINLAM1MINLAM2LOG LIKMINDFMINAIC
0.1 0 −1507.16 9.97 3034.28
3. Plot of the estimated random effects distribution as shown in Figure 10.1.
4. Five output data sets including two for the fixed effects solution, two for
the covariance parameters and one containing MINLAM1, MINLAM2,
MINDF, MINAIC, MINLLP and the estimated a-coefficients.
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Figure 10.1: Generated data: Estimated random intercept distribution from
PGM linear mixed model (10.1).
10.2.2 A Case for the Random Intercept and Slope Model
We assumed the following random intercept and slope model and generated
data for 100 subjects;
Yi = ξ0 + b0i + ξ1 ∗ agei + ξ2 ∗ sexi + (ξ3 + b1i) ∗ timei + εi (10.2)
where agei, sexi, timei, Yi, εi and ξ0, ξ1, ξ2, ξ3 are as defined in (10.1) and
(b0i, b1i)
> ∼
[
0.5×N
(
(−1,−0.8)>,D
)
+ 0.5×N
(
(1, 0.8)>,D
)]
are the
random intercept and slope with D =
 0.25 0.1
0.1 0.25
.
10.2.2.1 Sample Call of Macro PGM
A call of the PGM macro to fit the PGM linear mixed model for a random
intercept and slope model is:
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%PGM(DATA =input2, SUBJECT =id, CLASS= sex, RESPONSE =y,
FIXED =age sex time, RANDOM =time);
10.2.2.2 Sample Output
The output of a random intercept and slope model is similar to that described
and shown in Section 10.2.1.2 for the random intercept model, with some
differences as seen in Table 10.4 and Figure 10.2. The optimal λ1 and λ2 and
the corresponding log-likelihood, df and AIC are shown Table 10.5.
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Figure 10.2: Generated data: Estimated random intercept and slope distribu-
tion from PGM linear mixed model (10.2).
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Table 10.4: Generated data, random intercept and slope model: Sample output
from the PGM model (PEN=PENALTY, CON=CONVERGED).
LAM1 LAM2 DF AIC LL PEN LLP CON
0.01 0.01 20.91 739.81 −348.99 1.7246 −350.72 Yes
0.01 0.1 15.67 730.96 −349.81 1.7601 −351.57 Yes
0.01 1 14.06 728.99 −350.43 1.4401 −351.87 Yes
0.01 10 13.43 728.62 −350.88 1.6957 −352.57 Yes
0.01 100 12.54 727.58 −351.25 1.7118 −352.96 Yes
0.01 1000 13.43 729.68 −351.41 1.6833 −353.10 Yes
0.1 0.01 13.82 729.23 −350.79 1.2067 −352.00 Yes
0.1 0.1 10.50 724.89 −351.95 1.9180 −353.86 Yes
0.1 1 12.30 720.82 −348.11 5.0801 −353.19 Yes
0.1 10 10.67 713.79 −346.22 7.7336 −353.95 Yes
0.1 100 12.30 732.10 −353.75 0.8932 −354.65 Yes
0.1 1000 14.49 736.68 −353.85 0.8262 −354.67 Yes
1 0.01 11.83 726.58 −351.46 0.6482 −352.11 Yes
1 0.1 11.34 727.49 −352.41 1.2322 −353.64 Yes
1 1 11.44 729.78 −353.45 1.3460 −354.80 Yes
1 10 10.41 729.94 −354.57 1.4133 −355.98 Yes
1 100 12.81 736.46 −355.42 1.2157 −356.64 Yes
1 1000 12.65 719.77 −347.24 9.6693 −356.91 Yes
10 0.01 11.75 726.53 −351.51 0.6707 −352.18 Yes
10 0.1 12.89 730.35 −352.29 0.1663 −352.45 Yes
10 1 11.58 728.29 −352.56 0.3136 −352.88 Yes
10 10 10.99 728.88 −353.45 0.0611 −353.52 Yes
10 100 10.98 729.04 −353.54 0.0106 −353.56 Yes
10 1000 10.99 729.09 −353.56 0.0034 −353.56 Yes
100 0.01 11.72 726.49 −351.53 0.6758 −352.20 Yes
100 0.1 11.53 728.97 −352.95 0.8910 −353.84 Yes
100 1 11.47 728.13 −352.60 0.3046 −352.90 Yes
100 10 11.02 727.70 −352.83 0.7059 −353.54 Yes
100 100 11.00 729.10 −353.55 0.0065 −353.56 Yes
100 1000 11.00 729.12 −353.56 0.0011 −353.56 Yes
1000 0.01 11.91 728.13 −352.16 0.4511 −352.61 Yes
1000 0.1 11.53 728.99 −352.97 0.8908 −353.86 Yes
1000 1 11.45 728.11 −352.60 0.2981 −352.90 Yes
1000 10 11.02 729.03 −353.49 0.0489 −353.54 Yes
1000 100 11.00 729.12 −353.56 0.0051 −353.56 Yes
1000 1000 11.00 729.12 −353.56 0.0007 −353.56 Yes
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Table 10.5: The optimal smoothing parameters selected from the results in
Table 10.4.
MINLAM1 MINLAM2 LOG LIK MINDF MINAIC
0.1 10 −346.22 10.67 713.79
10.3 Application to the Jimma Study
We analyzed data from the Jimma infant study (Lesaffre et al., 1999), intro-
duced in Section 2.6, with interest in estimating the random effects distribu-
tion and determining the effect of missing covariates on the estimated random
effects distribution. The aim of the Jimma infant study was to identify the
determinants of the growth of children in Ethiopia in terms of body weight
(kg) as an indicator of health status. The study examined live births from 11
September, 1992 to 10 September, 1993 in one urban area and several rural
areas in South-West Ethiopia. It involved 8,000 households and the children
were followed up approximately every two months starting immediately after
birth over a study period of one year. We considered 495 children (“a ‘learn-
ing’ random sample”, Lesaffre et al., 1999) with 3070 observations and fitted
the following random intercept and slope model
Weighti = (ξ0 + b0i) + (ξ1 + b1i) ∗ agenewi + εi (10.3)
where i = 1, . . . , 495,  = 1, . . . , ni ≤ 7, Weight is the -th weight
of child i observed approximately every two months, agenewi is the -
th age (in days) of child i transformed by Lesaffre et al. (1999) as
agenewi =
√
agei − log (agei + 1)− 0.02× agei motivated by a non-linear
evolution of the growth curves of the children, and the distribution of the
random effects is given by
(b0i, b1i)
> ∼
J∑
j=1
L∑
l=1
cjlN(Rµjl,RDsR
>). (10.4)
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The estimated random effects distribution was as shown in Figure 10.3. This
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Figure 10.3: Jimma infant study: Estimated random effects distribution from
PGM linear mixed model (10.3).
model yielded a minimum AIC of 5343.29 with λ1 = 1 and λ2 = 0.1 and a cor-
responding log-likelihood value of −2662.07 and 9.58 df. As can be seen from
Figure 10.3, the estimated distribution of the random effects before correcting
for baseline covariates is non-normal, especially with regard to the random
slope. To correct for baseline covariates, we fit the model
Weighti = (ξ0 + b0i) + (ξ1 + b1i) ∗ agenewi + x>i ξ + εi (10.5)
whose random effects distribution is as defined in (10.4). xi is a vector of child
specific baseline covariates which include: age of the mother (agem), sex of the
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child (male(1) or female(2)), place of delivery of the child (deliv=hospital(1),
home(2) or health center(3)), level of education of mother (educ=illiterate(0),
read and write(1), elementary school(2), junior high school(3), high school(4)
or college and above(5)), whether mother received antenatal visits dur-
ing pregnancy(1) or not(0) (anv), the period during which child was born
(m1 2 =September-April(0) or May-August(1)) and the interaction of these
covariates with the age (agenew) of the child; and ξ is a vector of fixed effects
parameters corresponding to the baseline covariates. The estimated distribu-
tion for the random effects is shown in Figure 10.4. λ1 = λ2 = 1 were chosen
to be the combination of the smoothing parameters at which AIC was minimal
(equal to 5278.05) with a log-likelihood value of −2607.94 and 31.09 df. The
fixed effects parameter estimates and their corresponding standard errors for
model (10.5) are shown in Table 10.6.
10.4 Concluding Remarks
All models in this chapter were fitted at the default values of the macro argu-
ments. Indeed, the PGM approach quite flexibly estimates the random effects
distribution. There is no strict rule as to which number of grid points yield the
best estimate of the distribution. In our experience with macro PGM, though,
a grid (J× L) of 20 × 20 would, in many cases, yield quite a good estimate
of the random intercept and slope distribution. We however recommend that
the distribution be searched over different grid sizes say 10× 10, 15× 15 and
20 × 20 to determine a stable estimate of the distribution. Note though that
increasing grid size results in computational intensity depending on the size
of the data set, the number of parameters in the model and the number of λ
combinations over which to search for the combination that minimizes AIC.
When extreme λ values are chosen to minimize AIC, one should re-specify
values using the macro argument(s) LAMBDA1 (and LAMBDA2) in the direction
of the chosen λ(s) and re-run the program in order to obtain a potential better
choice. For example, if, in the case of the random intercept model and basing
on the default values for λ1 = (0.01, 0.1, 1, 10, 100, 1000), 0.01 is chosen to min-
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Table 10.6: Jimma infant study: Parameter estimates and standard errors for
model (10.5) as output by macro PGM.
EFFNAME SEX DELIV EDUC ANV C2 M1 2 Estimate StdErr
Intercept 2.6042 0.1590
AGENEW 0.9623 0.0517
AGEM 0.0138 0.0037
SEX 1 0.2019 0.0506
SEX 2 0.0000 .
DELIV 1 −0.0654 0.0777
DELIV 2 −0.1525 0.0732
DELIV 3 0.0000 .
EDUC 0 0.0875 0.1451
EDUC 1 0.1164 0.1535
EDUC 2 0.1233 0.1454
EDUC 3 0.0712 0.1468
EDUC 4 0.0242 0.1439
EDUC 5 0.0000 .
ANV C2 0 −0.0015 0.0557
ANV C2 1 0.0000 .
M1 2 0 −0.1685 0.0532
M1 2 1 0.0000 .
AGENEW*SEX 1 0.0616 0.0189
AGENEW*SEX 2 0.0000 .
AGENEW*EDUC 0 −0.1611 0.0541
AGENEW*EDUC 1 −0.1425 0.0544
AGENEW*EDUC 2 −0.0997 0.0539
AGENEW*EDUC 3 −0.0668 0.0545
AGENEW*EDUC 4 −0.0439 0.0513
AGENEW*EDUC 5 0.0000 .
AGENEW*DELIV 1 0.0571 0.0321
AGENEW*DELIV 2 0.0050 0.0291
AGENEW*DELIV 3 0.0000 .
AGENEW*ANV C2 0 −0.0686 0.0207
AGENEW*ANV C2 1 0.0000 .
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Figure 10.4: Jimma infant study: Estimated random effects distribution from
PGM linear mixed model (10.5).
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imize AIC, then, respecify λ1 = say (0.0001, 0.001, 0.01) (including 0.01 since
it may indeed be λ1 that minimizes AIC) and re-run the macro. Be reminded
however, that at the default grid size, computation can get quite intensive
and long depending on the size of the data set and the mean structure. For
example, the random intercept and slope model for the Jimma infant study
took 10 hours without baseline covariates and one week while correcting for
baseline covariates. Note that at a specific LAMBDA1 (and LAMBDA2), negative
degrees of freedom may result in an error message and a failure of PGM to suc-
cessfully execute. A solution is to specify a grid of values over which to search
for LAMBDA1 (and LAMBDA2) that minimize(s) AIC. The method, in general,
is computer-intensive. However, we are working on possibilities to improve
computation time by, for example, incorporating the computationally inten-
sive part of the method in C++. Macro PGM and the updates, when available,
can be downloaded from http://ibiostat.be/software/longitudinal.
Part IV
General Conclusions,
Limitations and Future
Research
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Chapter11
General Conclusions and Future
Research
11.1 Introduction
This thesis makes a contribution to statistical methodology for the analysis
of medical data as well as provide SAS software for the application of the
proposed methods. Focus was on important drawbacks present in existing
methods, and some solutions were proposed. This chapter provides a general
discussion of our findings, lists some limitations in our proposals and suggests
areas for future research.
11.2 General Discussion
Methods for the analysis of data stemming from scientific investigations have
been presented and described in detail. Applications of the methods in this
thesis have been specific to medical studies although the concepts can be ap-
plied to other domains of research producing data with similar characteristics.
Specifically, Chapter 3 introduced the various existing methods that deal with
univariate as well as correlated data elaborating as well on such features as
overdispersion. These existing methods suffer from limitations some of which
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have been the goal of this thesis to deal with.
In Chapter 4, a proposal is made of a marginal model for longitudinal
count data from which inference on both the marginal mean and the associ-
ation structure is permitted. GEE, one of the traditional approaches in the
context of marginal models, permit inference only on the marginal mean but
not on the association because it allows that the association structure be mis-
specified and is therefore a nuisance. To this end, we were not aware of a
marginal model, let alone the software implementation of such a method, for
longitudinal count data that could be used should scientific interest be not only
in the marginal models but also in the association structure. Our proposal in
Chapter 4 builds on ideas of pseudo-likelihood to develop a marginal model for
correlated count data. A software implementation of this method is presented
in Chapter 7. Pseudo-likelihood is known to reduce the computational burden
in many applications in which using the joint distribution implies a severe
influence on calculations. A comparison of our pseudo-likelihood approach
to GEE revealed similarities in the results while pseudo-likelihood offered an
additional covariance parameter that quantifies the relationship between each
pair of a subject’s measurements.
Chapter 5 proposes estimating equations along the lines of GEE in which
we build the bivariate Poisson distribution into the score equation at each pair
of a subject’s measurements. Our proposal permits inference on the marginal
mean and covariance parameters, is computationally easier than would be
with the full specification of the multivariate Poisson distribution and per-
mits the modeling of the covariance between 2 observations of a subject using
covariates.
In order to study of the performance of the proposals in Chapters 4 and
5 via Monte-Carlo simulations, it was necessary to generate correlated count
data that reflects the structure of interest, namely, that the parameters gener-
ating the date should have a marginal interpretation to facilitate calculation
of such quantities as the bias. A common approach is to use a hierarchical
model (the generalized linear mixed model) which would induce correlation
via the random effects. While this approach would be fine if the context un-
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der consideration were hierarchical models, it is certainly not the appropriate
way of generating data for marginal model considerations. This is because the
parameters from a GLMM do not have a direct marginal interpretation except
with extra calculations. Other approaches in literature are either limited in
one way or the other, are not implemented in literature or need further work
to incorporate covariates especially in terms of the software. The combined
model proposed by Molenberghs et al. (2007, 2010) turns out useful beyond
just modeling correlated and overdispersed data simultaneously but also in
the context of data generation. We therefore used this combined model such
that with a pre-specification of the desired marginal mean, possibly in terms of
covariates, and covariance structure, correlated count data can be generated.
To make application in SAS possible and easy, the 3 proposals in Chap-
ters 4, 5 and 6 were implemented in SAS software in Chapters 7, 8 and 9,
respectively. Here, SAS macros were developed that can be very easily run.
These macros capitalize on existing SAS procedures like LOGISTIC and GEN-
MOD to simplify the creation of the design matrix in the presence of classi-
fication variables. Thus, our macros can use any parametrization method
permitted by these procedures, e.g., effect, glm, ordinal, reference, etc. and
the user need not worry about the manual creation of dummy variables or
interactions since this process is automated.
Finally, Chapter 10 presented a SAS implementation of the approach of
Ghidey et al. (2004) to modeling continuous longitudinal data using a linear
mixed model that more flexibly estimates the random effects distribution. It is
our hope that this software implementation will aid researchers with interest in
applying the PGM linear mixed model thereby redeeming time that would be
otherwise spent in programming the method were it not available in software.
11.3 Limitations and Further Research
As with many other approaches in literature, there is room for improvement
in our proposals and implementations. In Chapter 4, the covariance term was
assumed constant across all subjects pairs implying a correlation structure
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similar to the exchangeable structure. It is similar due to the dependence of
the variance on the mean implying that the correlations obtained will vary
with the mean even though the covariance is held constant since the mean
is modeled as a function of covariates. This assumption of equal covariance
may be unrealistic and it may be necessary to have alternatives that relax this
assumption.
Loss of efficiency is always an interesting phenomenon to investigate when-
ever pseudo-likelihood or estimating equations are used in place of the full
likelihood approach. In some contexts, like binary data, for example, it has
been found to vary from acceptable to ignorable (see, e.g., Geys et al., 1998).
In the context of count data however, there is need to quantify the efficiency
lost and to understand the implications of our approaches.
Our proposals in Chapters 4 and 5 have not dealt with the very important
and common aspect of longitudinal studies, namely, missing data. While we
have assumed that the missingness mechanism has no relationship with the
response variable of interest, this assumption may be overly restrictive and one
which should be further investigated. It is necessary therefore to investigate
our proposals for missingness implications along the lines of, for example,
Molenberghs et al. (2011).
The data generator presented in Chapters 6 and 9 includes overdispersion
as a time-independent phenomenon. Should one be interested in generat-
ing data with time-dependent overdispersion, extensions are necessary to take
that into account. See Ye et al. (2013) for a case of modeling time-dependent
overdispersion in longitudinal count data. Also, since the combined model is
hierarchical in formulation, only positive correlated variables can be gener-
ated. A potential solution to the positive correlations restriction may be the
generation directly from a multivariate model, in this case, the multivariate
negative-binomial model (see, e.g., Solis-Trapala and Farewell, 2005).
The method of Ghidey et al. (2004) implemented in Chapter 10 can get
computationally intensive depending on the size of the data set and the spec-
ified mean structure. Incorporating the computationally intensive part of the
method in C++ may improve computation time.
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AppendixA
Supplementary Material for
Chapter 4
A.1 Consistency and Asymptotic Normality of the
Pseudo-likelihood Estimator
We first list the required regularity conditions on the density functions
fs(y
(s);λ).
A0 The densities fs(y
(s);λ) are distinct for different values of the parame-
ter λ.
A1 The densities fs(y
(s);λ) have common support, which does not depend
on λ.
A2 The parameter space Ω contains an open region ω of which the true
parameter value λ0 is an interior point.
A3 ω is such that for all s, and almost all y(s) in the support of Y (s), the
densities admit all third derivatives
∂3fs(y
(s);λ)
∂θj∂θk∂θ`
.
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A4 The first and second logarithmic derivatives of fs satisfy
Eλ
(
∂ ln fs(y
(s);λ)
∂θk
)
= 0, k = 1, . . . , q,
and
0 < Eλ
(
−∂2 ln fs(y(s);λ)
∂θk∂θ`
)
<∞, k, ` = 1, . . . , q.
A5 The matrix I0, defined in (A.1), is positive definite.
A6 There exist functions Mklr such that
∑
s∈S
δsEλ
∣∣∣∣∣∂3 ln fs(y(s);λ)∂θk∂θ`∂θr
∣∣∣∣∣ < Mk`r(y)
for all y in the support of f and for all θ ∈ ω andmk`r = Eλ0(Mk`r(Y )) <
∞.
Theorem 1, proven by Arnold and Strauss (1991), guarantees the existence
of at least one solution to the pseudo-likelihood equations, which is a consis-
tent and asymptotically normal estimator. Without loss of generality, we can
assume λ is constant. Replacing it by λi, and modeling it as a function of
covariates is straightforward.
Theorem 1 (Consistency and Asymptotic Normality) Assume
that (Y 1, . . . , Y N ) are i.i.d. with common density that depends on λ0. Then
under regularity conditions (A1)–(A6):
1. the pseudo-likelihood estimator λ˜N , defined as the maximizer of the
pseudo-score function, converges in probability to λ0.
2.
√
N(λ˜N−λ0) converges in distribution to Np(0, I0(λ0)−1I1(λ0)I0(λ0)−1)
with I0(λ) defined by
I0,k`(λ) = −
∑
s∈S
δsEλ
(
∂2 ln fs(y
(s);λ)
∂θk∂θ`
)
(A.1)
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and I1(λ) by
I1,k`(λ) =
∑
s,t∈S
δsδtEλ
(
∂ ln fs(y
(s);λ)
∂θk
∂ ln ft(y
(t);λ)
∂θ`
)
. (A.2)
A.2 The First and Second Derivatives of the Log
Pseudo-likelihood Function
Let
B =
min(yis,yit)∑
k=0
eXisβ(yis−k)+Xitβ(yit−k)θkist
(yis − k)!(yit − k)!k! .
Then, the bivariate Poisson distribution for the two measurements yis and yit
expressed in terms of the covariates at the two time points s and t is
f(yis, yit) = exp
[
−
(
eXisβ + eXitβ + θist
)]
×B. (A.3)
This leads to the log PL function given as
p`(λ|Y) =
K∑
i=1
∑
s<t
log f(yis, yit)
from which the gradient and Hessian functions are derived with respect to β
and θist (θst here) as
∂p`
∂β
=
K∑
i=1
∑
s<t
{
−
(
XTise
Xisβ +XTite
Xitβ
)
+ B−1A
}
∂p`
∂θst
=
K∑
i=1
∑
s<t
{−1 + B−1C2}
(A.4)
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and
∂
∂β
(∂p`
∂β
)
=
K∑
i=1
∑
s<t
 −(XTisXiseXisβ +XTitXiteXitβ) +B−2(AdB−AAT )

∂
∂θst
( ∂p`
∂θst
)
=
K∑
i=1
∑
s<t
B−2(BC3 −C22)
∂
∂θst
(∂p`
∂β
)
=
K∑
i=1
∑
s<t
B−2(BC−C2A)
(A.5)
where
A1 =e
Xisβ(yis−k)+Xitβ(yit−k)
A2 =(yis − k)XTis + (yit − k)XTit
A =
min(yis,yit)∑
k=0
θkst
(yis − k)!(yit − k)!k!A1A2
Ad =
min(yis,yit)∑
k=0
θkst
(yis − k)!(yit − k)!k!A2A
T
2 A1
C =
min(yis,yit)∑
k=0
kθk−1st A1A2
(yis − k)!(yit − k)!k!
C2 =
min(yis,yit)∑
k=0
kθk−1st A1
(yis − k)!(yit − k)!k!
C3 =
min(yis,yit)∑
k=0
A1
(yis − k)!(yit − k)!k!k(k − 1)θ
k−2
st
A.3 Covariance Parameter Constrained to be Posi-
tive
We present an additional Table A.1 related to the hierarchical interpretation,
where θst is constrained to be strictly positive.
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Summary
Many methods in general have been proposed for the analysis or generation
of hierarchical data. Specific to count data, such methods include the gen-
eralized estimating equations, zero-inflated Poisson, zero-inflated negative-
binomial models, the generalized linear mixed model and the more general
combined model. These tools span a variety of modeling frameworks, namely,
marginal, conditionally specified and subject-specific models. When interested
in making inference on a (sub)population, marginal models are the way to go.
GEE has been received in the world of research and it works fine when scien-
tific interest is only in making inference about the marginal mean parameters.
Should the researcher aim at making inference also on the association struc-
ture, GEE falls short because it allows the misspecification on the working
correlation structure implying that that structure is a nuisance.
In Chapter 4, we have endeavored to propose a viable alternative to GEE
through which inference can be made on the mean as well as the associa-
tion. This was done using pseudo-likelihood mechanisms in which a pairwise
likelihood was constructed based on the bivariate Poisson distribution and
the parameters of interest obtained by maximizing the pseudo log-likelihood.
Chapter 5 yet again proposed another alternative to GEE that permits in-
ference on both the marginal mean parameters and the association. This
involved the solving of score equations constructed at the level of each pair of
observations from a subject while the standard errors were calculated using a
sandwich estimator similar to that used in Chapter 4 or GEE. The bivariate
Poisson distribution was used here as well which implies that the covariance
parameter in the bivariate Poisson distribution would quantify the relationship
between two observations of a subject.
The need to evaluate the performance of the proposals in Chapters 4 and 5
motivated an investigation into methods for simulating correlated count data.
The combined model also turned out to be useful not only for the simultaneous
modeling of correlated and overdispersed data but also in the context of data
generation. With a pre-specification of the desired marginal mean (in terms of
covariates) and covariance structure, correlated count data can be generated
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from the combined model.
It was part of the agenda of this thesis to provide the software that can
be used to implement our proposals. SAS macros have been therefore written
with the goal of making it easy for the user to run or apply our propos-
als. Special attention was given to the simplification and automation of the
creation of dummy variables in the presence of classification variables using
existing SAS procedures. Therefore, Chapters 7, 8 and 9 describe SAS macros
corresponding to the proposals in Chapters 4, 5 and 6, respectively.
Finally, we have also provided a SAS macro implementing the method of
Ghidey et al. (2004) in the context of the linear mixed model. This method fits
a linear mixed model but with a more flexible and general distribution func-
tion for the random effects, entirely based on the assumption that the density
of the random effects can be well approximated by a mixture of Gaussian
densities defined on a fine grid. Thus, this thesis has contributed to the liter-
ature of marginal models in the context of correlated count data by proposing
a pseudo-likelihood approach and an extension of the second-order general-
ized estimating equations to permit inference on both the marginal mean and
association parameters. It has also presented the combined model as an alter-
native tool via which correlated counts can be generated and has provided the
corresponding SAS software implementing these approaches. In addition, a
SAS macro has been presented that flexibly fits the linear mixed model while
relaxing the usually made assumption of normality for the random effects.
Samenvatting
Nogal wat methoden werden voorgesteld in de literatuur voor enerzijds anal-
yse en anderzijds generatie van hie¨rarchische gegevens. In het bijzonder voor
aantallen omvatten dergelijke methoden: veralgemeende schattingsvergelijkin-
gen (generalized estimating equations, GEE), Poisson modellen met zero-
inflatie, het veralgemeend lineaire gemengd model, en het algemenere gecom-
bineerde model. Deze methoden omvatten nemen een plaats in binnen ver-
schillende modelmatige kaders, d.w.z., marginale, conditionele en subject-
188 Chapter A
specifieke modellen. Wanneer de wetenschappelijke vraag zich richt op een
(deel)populatie eerder dan een individueel subject, dan zijn marginale mod-
ellen meest aangewezen. GEE is hiertoe reeds lang goed onthaald en veelge-
bruikt in de onderzoeksgemeenschap; de methode werkt meer dan behoorlijk
wanneer inferentie zich beperkt tot parameters in het marginale gemiddelde.
Wanneer de onderzoeker eveneens wetenschappelijke vragen heeft omtrent de
associatie-structuur, dan is GEE niet geschikt omdat het foutief gespecifieerde
correlatiestructuren toelaat. In GEE is correlatie dus een zogenaamd nuisance
kenmerk.
In Hoofdstuk 4 hebben we een werkbaar alternatief voorgesteld voor GEE,
waardoor inferentie mogelijk is voor zowel gemiddelde als associatie. Hiervoor
gebruikten we pseudo-likelihood; meerbepaald werd een paarsgewijze likeli-
hood geconstrueerd op basis van de bivariate Poisson verdeling. De belan-
grijke parameters werden geschat door het maximaliseren van de pseudo log-
likelihood. Daarnaast stelde Hoofdstuk 5 een bijkomend GEE alternatief voor
dat inferentie toelaat in zowel het marginale gemiddelde als de associatiepa-
rameters. Hiertoe worden scorevergelijkingen opgelost, op het niveau van
elk observatiepaar; standaardfouten volgen uit het gebruik van de sandwich-
schatter, naar analogie met deze gebruikt in Hoofdstuk 4 en in gewone GEE.
De bivariate Poisson verdeling werd ook hier gebruikt. Dit impliceert dat
de covariantieparameter in deze verdeling kan gebruikt worden om de relatie
tussen twee observaties, opgetekend aan hetzelfde subject te kwantificeren.
De nood aan performantie-evaluatie van de voorstellen uit Hoofdstukken 4
en 5 heeft ons gemotiveerd om simulatiestudies te ondernemen. In die zin was
het gecombineerde model nuttig, niet alleen om gecorreleerde gegevens met
overdispersie te modelleren, maar ook om gegevens te genereren. Vertrekkende
van de specificatie van het gewenste marginale gemiddelde en van de variantie-
covariantie structuur, waarbij het gemiddelde van covariaten kan afhangen,
kan men nu makkelijk aantallen simuleren op basis van het gecombineerde
model.
Bij de voorgaande ontwikkelingen was het ook expliciet voorzien van
de nodige gebruiksvriendelijke software te ontwikkelen. SAS macro’s wer-
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den vanuit dit oogmerk ontwikkeld. Hierbij waren flexibiliteit zowel als ge-
bruiksvriendelijkheid uitgangspunten. Er werd aandacht besteed aan het
cree¨ren van dummy veranderlijken wanneer men gebruikt maakt van clas-
sificatie veranderlijken, ook met bestaande SAS procedures. Vanuit dit stand-
punt stellen Hoofdstukken 7, 8 en 9 SAS macro’s voor, die respectievelijk
overeenkomen met de methodologie in Hoofdstukken 4, 5, en 6.
Tot slot hebben we een SAS macro ontwikkeld die de methode van Ghidey
et al. (2004) implementeert in de context van het lineair gemengde model. Dit
instrument fit een lineair gemengd model, maar met een flexibelere verdel-
ing voor de random effecten. Er wordt vertrokken vanuit het standpunt dat
de dichtheid van de random effecten goed kan benadered worden door een
mengeling van normale dichtheden, over een fijn rooster.
We durven daarom besluiten dat dit proefschrift bijgedragen heeft aan de
literatuur omtrent marginale modellen voor herhaald gemeten aantallen, door
gebruik te maken van pseudo-likleihod en door uitbreiding van gewone naar
tweede-orde GEE. Hierdoor kunnen we conclusies trekken, niet alleen voor de
marginale gemiddelde functies, maar evenzeer voor associatieparameters. Dit
werk stelde eveneens het gecombineerde model voor als een instrument om
herhaalde aantallen te genereren, waar bovendien wordt rekening gehouden
met overdispersie. Voor alle bestudeerde en ontwikkelde methodologie werden
SAS macro’s ontwikkeld.
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