In this study, we propose exact solution methods for the Split Delivery Vehicle Routing Problem (SDVRP). We first give a new vehicle-indexed flow formulation for the problem, and then, a relaxation obtained by aggregating the vehicle-indexed variables over all vehicles. This relaxation may have optimal solutions where several vehicles exchange loads at some customers. We cut-off such solutions either by extending the formulation locally with vehicle-indexed variables or by node splitting. We compare these approaches using instances from the literature and new randomly generated instances. Additionally, we introduce two new extensions of the SDVRP by restricting the number of splits and by relaxing the depot return requirement, and modify our algorithms to handle these extensions.
Introduction
The Split Delivery Vehicle Routing Problem (SDVRP) is a relaxation of the classical Capacitated Vehicle Routing Problem (CVRP), where the demand of a customer can be split and delivered by multiple vehicles. The task is to find a set of least cost delivery routes for a vehicle fleet starting and ending at the depot so that each customer belongs to at least one route, the demand of every customer is fully satisfied, and the total demand assigned to any (vehicle) route does not exceed the vehicle capacity. The SDVRP is formally defined by Dror and Trudeau (1989) with the motivation that permitting split deliveries can result in considerable transportation cost savings. The problem is shown to be NP-hard by Dror and Trudeau (1990) , and despite being a relaxation of the classical CVRP, it is not easier to tackle as the amounts to be delivered to each customer by each vehicle is also unknown in the split delivery case.
In the past 25 years, several different exact and heuristic solution approaches as well as complexity-related analyses are proposed, and real-life problems are modelled and solved as variants of SDVRP. The first heuristic method is a two-stage local search algorithm developed by Dror and Trudeau (1989) -based on the VRP route improvement procedure of Dror and Levy (1986) -, where a VRP solution is found in the first stage, and an SDVRP solution is constructed and improved in the second stage. The subsequent studies focus on hybrid methods and metaheuristics: a tabu search algorithm by Archetti et al. (2006) , a memetic algorithm with population management by Boudia et al. (2007) , three hybrid algorithms due to Chen et al. (2007) , Archetti et al. (2008) , and Jin et al. (2008) , a metaheuristic based on the scatter search methodology by Mota et al. (2007) , an adaptive memory search-based metaheuristic by , a population-based tabu search with vocabulary building approach by , two hybrid genetic algorithms and a construction heuristic due to Wilck-IV and Cavalier (2012b) and Wilck-IV and Cavalier (2012a) , and finally, a randomized granular tabu search technique by Berbotto et al. (2013) . For a more detailed discussion on heuristics, we refer the interested reader to Archetti and Speranza (2012) .
The first exact algorithm to solve the SDVRP is a constraint relaxation branch-and-bound algorithm due to Dror et al. (1994) . The problem is formulated as an integer linear program and new valid inequalities are derived. The formulation is solved by relaxing the subtour elimination and connectivity constraints, and the integrality restrictions. Branch-and-bound is used for achieving integrality, while the valid inequalities are added to cut-off the solutions that are inadmissible for the SDVRP. The valid inequalities are shown to be effective in reducing the gap at the root node of the search tree. Sierksma and Tijssen (1998) develop a column generation technique to address the problem of scheduling helicopter flights to exchange crews on off-shore platforms. They model the problem as an SDVRP and propose an integer linear programming formulation in which all feasible flight schedules are enumerated in advance, and solve its linear relaxation by means of column generation. Since their approach requires solving TSP and knapsack problems, Sierksma and Tijssen (1998) devise a heuristic method for practical purposes. A similar column generation approach is suggested by Jin et al. (2008) for the SDVRP with large demands. Numerical studies using average customer demand larger than 15 % of vehicle capacities indicate that the efficiency of their algorithm increases with average demand. Belenguer et al. (2000) consider the undirected version of the problem and present new lower bounds together with some polyhedral results for the SDVRP. They provide an integer programming model and a relaxation of the SDVRP, and prove that all constraints in this relaxation are facet-defining for the convex hull of the incidence vectors of the SDVRP solutions.
They also derive other valid inequalities and devise a cutting-plane algorithm using these valid inequalities. Computational experiments with 25 instances indicate that the approach can solve instances with up to 50 customers optimally. Lee et al. (2006) propose a dynamic program with finite state and action spaces, and tackle it by solving the shortest path problem on a digraph whose nodes and arcs correspond to states and transitions between states, respectively. However, the authors can only solve test instances containing at most 9 customers with this method. Jin et al. (2007) introduce a two-stage algorithm with valid inequalities (TSVI). The first stage creates clusters that cover all demands while respecting vehicle capacity restrictions, and establishes a lower bound on the optimal cost. The second stage computes an upper bound by solving a TSP on each cluster. The cost associated with a cluster gives a lower bound on the distance travelled by the vehicle serving the cluster. These lower bounds are added as new constraints to the first stage problem for all clusters, which is then re-solved. TSVI iteratively executes these steps until the lower bound in the first stage and the upper bound from the second stage become equal to each other. Although TSVI outperforms the DP algorithm of Lee et al. (2006) , it can solve instances with up to 21 customers. Ceselli et al. (2009a) and Moreno et al. (2010) provide extended formulations to compute lower bounds for the SDVRP. In both studies, Dantzig-Wolfe decomposition principle is employed and column generation procedures are implemented to solve the resulting master problems. In Ceselli et al. (2009a) , the extended formulation yields good lower bounds together with column generation. In Moreno et al. (2010) , a lower bounding algorithm is designed, which integrates column generation and cut generation over the master problem. Computational experiments prove the algorithm's capability to produce tighter lower bounds for almost all instances although it works slowly for instances with large vehicle capacities.
The first branch-and-price-and-cut method for the SDVRP is developed by Archetti et al. (2011) applying a similar decomposition to Desaulniers (2010) , who proposes a branch-and-priceand-cut technique for the SDVRP with time windows. An advantage of the solution technique here is that the columns generated by the branch-and-price-and-cut can be utilized to construct a heuristic SDVRP solution. The algorithm is tested on a large set of benchmark instances for both limited and unlimited vehicle fleet cases. In most of the instances, the best available lower bounds are improved. Additionally, the best available upper bounds are improved in some instances. Although one instance with 144 customers is solved to optimality, the second largest instance optimized contains 48 customers, and thus, Archetti et al. (2011) conclude that the instances that can be solved to optimality are small in general. Archetti et al. (2014) present two exact branch-and-cut solution methodologies for SDVRP utilizing two relaxed formulations. Through extensive computational experiments, the optimality of 17 instances in the literature are established and an instance involving 100 customers is solved to optimality.
Many variants of the SDVRP have been studied including SDVRP with time windows, SDVRP with minimum delivery amounts, VRP with split deliveries and pick-ups, SDVRP with stochastic demands, SDVRP with discrete demands, and multi-depot SDVRP. We refer the interested reader to the comprehensive review by Archetti and Speranza (2012) for details.
In this paper, we propose a new arc flow formulation for the SDVRP that uses variables with vehicle indices. This formulation is not useful in practice since it is large and symmetric. To decrease the size and to eliminate the symmetry, we aggregate the variables over all vehicles. The resulting formulation is a relaxation similar to one of the relaxations in Archetti et al. (2014) and it may have optimal solutions that are not feasible for the SDVRP. We analyze such solutions and propose approaches to cut them off. We first give a family of valid inequalities that includes the generalized capacity inequalities used in the cutting plane approach of Belenguer et al. (2000) as a special case. Then we show that these inequalities are not sufficient to obtain a model of the problem. To eliminate solutions of the relaxation that are not feasible for SDVRP, we propose to locally extend the relaxed formulation either by adding vehicle-indexed variables for some customer nodes or by node splitting. Our computational experiments reveal that iterating for an optimal solution of the SDVRP with our methods can be performed effectively as long as the relaxed formulation can be solved within a reasonable amount of time.
Though split deliveries do result in transportation cost savings, they come at the expense of additional time spent in handling these deliveries. To this end, we propose to restrict the number of deliveries by two and introduce the problem SDVRP with at most two splits to the literature. We extend our relaxation based exact solution methodologies to solve this variant.
Against intuition, it turns out that it is not any easier to solve this restricted version of the SDVRP.
Another variation we handle is the SDVRP with open routes. In certain VRP applications, the depot return requirement is not essential and may be relaxed. We also study our problem with open routes. Though some theoretical results no longer are valid for this variation, our computational experiments reveal favorable results for this problem.
The rest of this paper is organized as follows. In Section 2, the arc flow formulation and its relaxed version are presented along with some simplifications for the relaxation. Additionally, we propose a family of valid inequalities that includes as a special case the generalized capacity inequalities of Belenguer et al. (2000) and give an example where these inequalities cannot cut-off the optimal solution of the relaxation that is not admissible for the SDVRP. In Section 3, the methods to eliminate the optimal solutions of the relaxed model that are not feasible for the SDVRP as well as the exact solution algorithms are introduced. The results of the computational experiments conducted on some problem instances from the literature and on randomly generated instances are given in Section 4. Section 5 is reserved for the two extensions of SDVRP along with their computational results. Finally, Section 6 provides a summary of our findings along with a few concluding remarks.
Formulation, relaxation and valid inequalities
Let G = (N, A) be a directed complete graph with the set of nodes N = {0, 1, . . . , n} and the set of arcs A = {a = (i, j) : i, j ∈ N, i = j}. Suppose that the depot is located at node 0 and each node i ∈ N \ {0} represents a customer location. There are m identical vehicles available at the depot to serve the customers, each having a capacity of Q units. We define K = {1, . . . , m}.
The cost of traversing arc a ∈ A is c a and the demand of
We assume that the costs are non-negative and they satisfy the triangle inequality.
An exact flow based formulation with vehicle indices
We first present a flow based formulation with vehicle indices. We use the following decision variables: For a given set S ⊂ N , let δ − (S) denote the set of arcs (i, j) with i ∈ N \ S and j ∈ S and δ + (S) denote the set of arcs (i, j) with i ∈ S and j ∈ N \ S. We use δ − (i) and δ + (i) for δ − ({i}) and δ + ({i}). For a vector α ∈ R |U | and U ⊆ U , we let α(U ) = u∈U α u . 
The objective function (1) aims to minimize the global transportation cost. Constraints (2) and (3) require commodity flow and vehicle flow conservation for every customer and for every vehicle. Constraints (4) force all the vehicles to leave the depot for service, and (5) guarantee that the demand of each customer is fully satisfied. Constraints (6) are the coupling constraints ensuring that the flow on an arc carried by a vehicle does not exceed the vehicle capacity. Finally, (7)-(9) specify variable restrictions.
The above formulation is an exact formulation for the SDVRP. However, as it contains O(n 2 m) variables and O(n 2 m) constraints and due to the symmetry induced by the homogeneous fleet of vehicles, it can be solved to optimality for small size problems. Table 1 shows our results with a time bound of 7200 seconds regarding the four smallest instances in Belenguer et al. (2000) . It can be observed that the number of nodes in the branch-and-cut tree is quite large even for these instances.
A flow based relaxation
In this section, we present a relaxed model obtained by aggregating the decision variables over all vehicles, i.e., by letting f a = k∈K g k a and x a = k∈K y k a for every arc a ∈ A. Our aim is to decrease the size of the vehicle-indexed formulation and to eliminate symmetry. The relaxed model is as follows:
Similar to the exact model, the objective is to minimize the total cost of transportation. Constraints (11) ensure that the demand of every customer is fulfilled. Vehicle flow conservation is enforced by constraints (12) and constraint (13) guarantees that exactly m vehicles are dispatched from the depot for service. Constraints (14) relate variables x a and f a based on the vehicle capacity. Domain restrictions on the decision variables are imposed by (15) and (16). Dror and Trudeau (1989) define a k-split cycle as a subgraph on a set of customers i 1 , . . . , i k ⊂ N \{0} with k ≥ 2 in which there exist 1 ≤ h ≤ k vehicle routes such that i t and i t + 1 are on the same route for every t = 1 . . . , k − 1, and that i 1 and i k are on the same route. Accordingly, they establish the k-split cycle property, which guarantees the existence of an optimal SDVRP solution free of k-split cycles for any k ≥ 2 under the condition that the cost matrix satisfies the triangle inequality. Based on the k-split cycle property, we can impose binary requirements on the x a variables for arcs a with customers at both endpoints, i.e., a ∈ A \ (δ − (0) ∪ δ + (0)). This helps in reducing computation times. In Proposition 2.1, we prove that if the costs are symmetric, then we can also restrict the x variables associated either with the arcs originating from the depot or with those ending at the depot to take 0-1 values. Based on initial computational trials, we prefer to apply the restriction to the arcs emanating from the depot.
An optimality property
Proposition 2.1. If the costs are symmetric and if they satisfy the triangle inequality, then there exists an optimal SDVRP solution x for which x a ∈ {0, 1} for all a ∈ A \ δ − (0).
Proof. First note that since the cost matrix is symmetric, one can reverse the direction of any route and attain an alternative optimal solution. Also, there exists an alternative optimal solution in which a customer receiving a dedicated service is visited only once. Assume that i is a customer who is visited by routes C 1 and C 2 where C 1 is a dedicated route. Since d i ≤ Q and the costs satisfy triangle inequality, it is possible to attain another solution with the same cost by excluding i from route C 2 .
Assume that x is an optimal solution to a given SDVRP instance that is free of k-split cycles (for any k ≥ 2) and that customers receiving dedicated service are not split nodes. If x 0i ≤ 1 for every customer i, then we are done. Otherwise, we shall iteratively construct another optimal solution satisfying the proposed condition. Take a customer i for which x 0i = µ, where µ ≥ 2.
Pick any one of these µ routes, say C 1 , and let j 1 be the last customer on this route (where i is the first customer). Note that j 1 = i otherwise customer i would be a split node receiving dedicated service. If x 0j 1 = 0, then reversing the direction of route C 1 will result in an optimal solution with x 0i decremented and no x a for a ∈ δ + (0) incremented beyond value 1. Otherwise, let C 1 , . . . , C l be a sequence of routes such that for any two consecutive routes C t and C t+1 for t = 1, . . . , l − 1, the last customer of C t and the first customer of C t+1 are identical. Moreover, let l be the largest possible such number. Since the optimal solution is free of k-split cycles, l is at most m. In other words, if j l is the last customer in route C l , then x 0j l = 0. Now, reversing all the routes C 1 , . . . , C l will result in an optimal solution with x 0i decremented and no x a for a ∈ δ + (0) incremented beyond value 1. Repeating this procedure for every customer i with x 0i ≥ 2, an alternative optimal solution can be attained in which x a ∈ {0, 1} for all a ∈ A \ δ − (0).
Comparison with existing relaxations
Next, we compare our relaxed model to other relaxed models in the literature. A similar model to R-SDVRP is given by Archetti et al. (2014) . Different from our model, Archetti et al. (2014) do not force all vehicles to be used. They use additional variables to keep the number of visits to each node and put upper bounds on these variables. Using the k-split cycle property, they restrict the variables associated with the arcs between customer pairs to be 0-1. In addition, they force the flow on return arcs to the depot to be zero.
Note that if we project out the flow variables in R-SDVRP, we obtain the fractional capacity inequalities Gouveia (1995) , and Letchford and Salazar-González (2006) for more projection results). Hence R-SDVRP is equivalent to a directed version of the relaxation used by Belenguer et al. (2000) . These authors depict a solution of their relaxation for the instance eil30 which is not feasible for SDVRP. In Figure 1 , we depict the solution found by solving our relaxation. We obtain the same solution, but we also have the flow values on the arcs. We report these values for the arcs adjacent to node 18. Three vehicles visit node 18, one of which is empty 2.5 Framed capacity inequalities Belenguer et al. (2000) propose to cut-off the infeasible solution given in Figure 1 using a valid inequality. In this section, we present a family of valid inequalities that generalizes the inequalities used by Belenguer et al. (2000) . These inequalities are called "framed capacity inequalities" and their undirected variants are proposed for the CVRP (see, e.g., the review by Naddef and Rinaldi (2002) ).
. . , S t ) to be the optimal value of the bin packing problem with items 1, . . . , t of size 
is valid for the feasible set of SDVRP.
Proof.
Since each split in S u can reduce the number of required vehicles by at most 1, the result follows.
Note that, for the CVRP, the bin packing value is computed using all customers in H. In
, then the inequality is dominated by the sum of rounded
, considering all customers of H by letting splits for the ones in H \∪ t u=1 S u does not change the result of the bin packing problem since b(S 1 , . . . , S t )Q > d(H).
The inequalities used by Belenguer et al. (2000) are special cases of inequalities (18) with
Next, we show with an example that even if we include all framed capacity inequalities into our relaxed model, the resulting model is still a relaxation and may have optimal solutions that are not feasible for the SDVRP. In other words, there exist optimal R-SDVRP solutions that are not admissible for the SDVRP, yet cannot be eliminated using any framed capacity inequality.
Such a solution is depicted in Figure 2 along with the cost matrix associated with the problem instance. The demands are d 1 = 4, d 2 = 2, d 3 = 6, d 4 = 15 and d 5 = 1. There are two vehicles, each with a capacity of 15 units. The number on each arc corresponds to its flow value. Notice that a load exchange takes place between the vehicles at node 5. The total cost associated with this solution is 60, while the optimal SDVRP solution has cost 61. Therefore, there does not exist an optimal SDVRP solution using the edges in this R-SDVRP solution. Figure 2 : An optimal solution to R-SDVRP that cannot be cut-off by any framed capacity inequality First note that the bin packing value cannot be larger than 2 for all possible subsets H and
inequality (18) is satisfied. Now for x(δ − (H)) = 1, we need H ⊂ N \ {0, 5} and |H| = 1. Then S 1 = H or S 1 = ∅ and accordingly the bin packing value b(S 1 ) is 1 or 0 and the inequality is again satisfied. Hence, the framed capacity inequalities fail to omit the solution in this example from the feasible set of the R-SDVRP.
Rounded capacity and cutset inequalities
To conclude this section, we describe two classes of valid inequalities that are employed for strengthening our relaxation. Let Y be the feasible set of the R-SDVRP and S ⊆ N \ {0}. The rounded capacity inequality
is valid for Y.
Now consider the relaxation
Atamtürk (2002) proves that the convex hull of the solutions of the above set is defined by trivial inequalities and the following cutset inequalities.
and is valid for Y. If A − = δ − (S) and A + = ∅, the cutset inequality reduces to the rounded capacity inequality.
3 New exact methods for the SDVRP Two novel iterative algorithms are devised for solving the SDVRP to optimality. Essentially, the mechanism behind both algorithms is the same. First, an optimal solution (f * , x * ) of the R-SDVRP is obtained. If the solution (f * , x * ) is feasible for SDVRP, then it is also an optimal SDVRP solution. Otherwise, new variables and constraints are added to the formulation R-SDVRP such that when the new variables are projected out, some portion of Y, including the vector (f * , x * ) is cut-off. The relaxation is solved again over a more constrained region. This process continues iteratively until an optimal SDVRP solution is found. The two methods are distinguished by the routines they use for eliminating the solution (f * , x * ) at every iteration.
Before elaborating more on these routines, we describe what we refer to as the regularity property.
Definition ( However, deciding on the regularity of an R-SDVRP solution is different from checking whether a given solution x is feasible for the SDVRP, which is shown to be NP-complete by Belenguer et al. (2000) .
In the following subsections, the details of the exact solution methods we propose are discussed.
Patching algorithm
Even though our vehicle-indexed flow formulation is not computationally efficient, it may be reasonable to use vehicle indices, at least for some arcs, to be able to find an optimal SDVRP solution by solving a relaxation. The patching algorithm is based on the idea of locally extending the R-SDVRP formulation with vehicle-indexed variables when needed. More precisely, at each iteration of the algorithm, a node violating the regularity property is identified and vehicleindexed variables are introduced associated with the arcs incident to this node. These variables allow us to formulate the constraints necessary to enforce the regularity at this node. The steps of the patching algorithm are given below.
Step 0. Initialization: Solve the R-SDVRP, and let (f ,x) denote the optimal solution found.
Set current solution to (f ,x).
Step 1. Check the regularity of the current solution. If it is regular, stop. The current solution is optimal for the SDVRP.
Step 2. LetḠ = (N,Ā) represent the support graph corresponding to the current solution; i.e., the graph induced by the arcs (i, j) for whichx ij ≥ 1. UpdateḠ by adding it the arcs (j, i) for all (i, j) ∈Ā, and solve the exact (vehicle-indexed) SDVRP formulation on the updated graph G. If a feasible solution exists, stop; it is optimal for the SDVRP.
Step 3. Among the nodes violating the regularity of the current solution, select the first one encountered during the regularity check. Denote this node by i * . Add vehicle-indexed variables for the arcs in δ − (i * ) ∪ δ + (i * ), and introduce the following set of constraints to the model solved in the previous iteration.
Constraints (24) force the regularity property at node i * and constraints (25) ensure that vehicle flow is conserved at this node. Constraints (26) prevent node i * from being visited more than once by the same vehicle. The vehicle-indexed variables g k a and y k a are linked to the original decision variables f a and x a with the constraints (27) and (28), respectively. Constraints (29) set the upper bounds on the flows for the arcs in δ − (i * ) ∪ δ + (i * ). Finally, non-negativity and binary requirements for the new variables are given by (30).
Step 4. Solve the modified model and update the current solution accordingly. Return to Step 1.
The patching algorithm guarantees convergence to an optimal solution of the SDVRP by fixing the regularity violation for at least one node from one iteration to another. Adding vehicleindexed variables and regularity-related restrictions for a node makes it possible to distinguish between different vehicles visiting the node and prevents load exchanges. Although the R-SDVRP grows in terms of the number of variables and constraints with the increasing number of iterations, as our computational results in Section 4 will attest to, this algorithm is capable of reaching the optimum much faster compared to the vehicle-indexed model, which can be seen by comparing the results in Table 1 to those that will be provided in Tables 2 and 3.
Node-split algorithm
The patching algorithm adds vehicle indexed variables for all vehicles at a node violating regularity. In most practical cases, the demand of a node is split among two or three vehicles.
Hence, by patching, we may use unnecessary variables and constraints. The node-split method provides a way to make a distinction between the vehicles visiting a certain node without using vehicle-indexed variables. It is similar to the patching algorithm in the following respects: (1) the R-SDVRP is solved at the initialization step, (2) an extended version of the R-SDVRP obtained by adding new variables and constraints is solved at each iteration, (3) regularity violations are detected and eliminated iteratively until an optimal SDVRP solution is obtained.
However, it differs from the patching algorithm in terms of the approach adopted for enforcing the regularity property at a violating node.
The idea of the node-split algorithm is to create duplicates of the nodes violating regularity and to constrain the net incoming flow to each such node and every one of its duplicates to take non-negative values. Duplicating a certain node provides means to decompose the flow carried on the incoming arcs of the original node and the flow carried on its outgoing arcs into distinct vehicles. Note that the network associated with the original problem is enlarged every time a node is duplicated because both the number of nodes and the number of arcs increase. Hence, after a number of iterations, a regular solution is found on an extended network, for which the corresponding solution on the original network can be obtained simply by merging each node with its duplicates (if there is any).
We present the generic version of the model solved at each iteration of the node-split algorithm below along with some additional notation. Suppose that N = ∪ i∈N \{0} N i , where N i represents the set of nodes containing node i ∈ N and its duplicates.
where l is the order of node j in the set N i . Also, define:
x(δ + (0)) = m,
x(δ − (j)) − x(δ + (j)) = 0 j ∈ N ,
The objective of the node-split model is to minimize the total transportation cost. Constraints (32) guarantee that the demand of each customer is completely satisfied. For the customers having at least one duplicate; i.e., the nodes that have caused regularity violation at a previous iteration, constraint set (33) intends to enforce regularity property at these customers together with the constraints (36). Exactly m vehicles depart from the depot due to (34), and constraints (35) ensure that the vehicle flow is conserved everywhere. The binary variables v for every duplicate node are determined by the inequalities (37) and (38). In particular, these constraints ensure that multiple entries are allowed for only the last duplicate of a particular node and that duplicate nodes are visited in an increasing orderly fashion. Lower and upper bounds on the arc flows are imposed by (39). Finally, constraints (40)-(42) are integrality and binary restrictions on the variables.
The node-split algorithm follows the same steps as the patching algorithm except Step 3.
In this step of the node-split algorithm, among the nodes violating the regularity of the current solution, we select the first one encountered during the regularity check. We denote this node by i, create a duplicate i of node i, and update N by setting N i = N i ∪ {i } and A by establishing the arcs between i and the nodes in (N ∪ {0}) \ N i . We redefine the node-split model over the enlarged sets N and A , and then proceed to the next step.
Convergence to an optimal solution of the SDVRP is guaranteed by the node-split algorithm since the regularity violation is eliminated for a given node after m − 1 iterations in the worst case. More precisely, if all of the m vehicles visit a certain node, there will be at most m − 1 copies of the node after m − 1 iterations, and constraints (33) will force regularity for all copies, and thus, for the original node. Essentially, creating m − 1 duplicates of a node in this algorithm is analogous to adding vehicle-indexed variables in the patching algorithm. Even if the number of iterations required to reach an optimum is higher compared to the patching algorithm, the node-split algorithm usually works faster as will be apparent through our computational results.
Computational Study
We implemented our algorithms in Java using the mixed integer linear programming solver CPLEX 12.6 and performed a computational study on a 64-bit machine with Intel Xeon E5-2630 v2 processor at 2.60 GHz and 96 GB of RAM. The experiments were conducted on a total of 50 problem instances including benchmark instances proposed by Belenguer et al. (2000) , Archetti et al. (2006) , Chen et al. (2007) , and a new set of randomly generated instances. We attempted to solve the problems up to 75 customers with rounded costs. We check triangle inequality and set c ik = c ij + c jk for (i, k) ∈ A with c ik > c ij + c jk . Parallel processing is employed in our study with 8 threads or 24 threads depending on the problem size. For the instances containing less than 50 customers, we use 8 threads; while for larger problems, the processing is performed on 24 threads. In all of our tests, among the default CPLEX cuts, flow cover, flow path, and the mixed integer rounding cuts are switched off based on the results of preliminary computational tests.
The R-SDVRP is strengthened by adding rounded capacity inequalities and cutset inequalities at the root node of the branch-and-bound tree. Starting with a fractional solution obtained by solving the linear relaxation of the R-SDVRP, we separate the rounded capacity inequalities employing a heuristic procedure known as the connected component heuristic in the CVRP literature (see Ralphs et al. (2003) for details). Consider the support graphḠ associated with a given fractional solutionx. First, we find the connected components ofḠ excluding the depot node. We denote these components by S 1 , . . . , S t , and for every u = 1, . . . , t we check whether S u violates the rounded capacity inequality (19) . If no violation is detected, we try to identify r) x a − f a < 0} given a fractional solution (f, x) and a set S ⊆ N \ {0}. We apply this separation procedure for the sets S with |S| = 1 only; i.e., we check violation for subsets A − = {a ∈ δ − (i) : f a ≥ rx a } and
or cutset inequality is introduced to the model if its violation is at least 10%, and the search is terminated when the improvement in the objective function value cannot exceed 5% in the last 2 iterations. Additionally, the variables x a are restricted to take 0-1 values for the arcs a ∈ A \ δ − (0) by Proposition 2.1.
For each problem instance, the time limit is set to two hours after violated rounded capacity cuts and cutset inequalities are separated at the root node of the search tree. If an optimal solution to the R-SDVRP cannot be found within two hours, we investigate the existence of a feasible SDVRP solution on the support graph associated with the incumbent solution (f ,x), which is induced by the arcs (i, j) such thatx ij ≥ 1 orx ji ≥ 1, by employing our vehicle-indexed formulation, for which the time limit is an additional 30 minutes. Under the above settings, our results regarding the patching and the node-split algorithms are summarized in Tables 2 and 3 .
For the majority of the instances in the literature, either the optimal solution of the R-SDVRP is also feasible for the SDVRP; that is, the R-SDVRP yields an optimal SDVRP solution, or the R-SDVRP cannot be solved within the time limit of two hours. In fact, there is only one instance, namely eil30, for which our algorithms perform more than a single iteration. Therefore, we introduced 9 new instances to the literature (available at ozbaygin.bilkent.edu.tr), namely r1 through r9, with number of customers ranging between 30 and 47, and number of vehicles 3, 4, or 5 in order to better observe the performances of our algorithms. Among these instances, r1 and r2 are completely random. For the remaining ones, the coordinates were taken from the existing CVRP instances, while the demands are randomly generated according to three different scenarios; that is, between [0.01Q, 0.1Q], [0.01Q, 0.15Q], or [0.01Q, 0.2Q], and the demand of one customer is increased by Q/2 to enhance the possibility of having at least one split customer.
The results regarding the instances for which an optimal R-SDVRP solution cannot be obtained at the end of two hours as well as the instances for which the optimal solution of our relaxation yields an admissible SDVRP solution are provided in Table 2 . Both the patching and the node-split algorithms solve the R-SDVRP in their first iteration, hence, the two algorithms yield the same results for these instances. For the remaining instances, we give the results in Table 3 .
We can solve 23 instances to optimality, 17 of which take a single iteration to solve because either the optimal R-SDVRP solution satisfies the regularity property, or an alternative regular solution of the same cost exists. The solution times and iterations performed by both algorithms are provided in Table 3 for the remaining instances. Accordingly, the node-split algorithm converges to an optimal solution faster than the patching algorithm in 5 of the 6 instances.
We obtain an upper bound for 12 problem instances, and we are able to improve the best known upper bound in the literature for 4 of the instances that are highlighted bold in Table   2 . In fact, regarding the instance p02 − 7090, we report an upper bound for the first time in the literature. In general, once the optimal R-SDVRP solution is attained, iterating for an optimal solution of the SDVRP with our patching or node-split algorithms can be effectively done. In particular, as Table 3 also depicts, this time is much lower for the node-split algorithm.
However, as Table 2 clearly points out, solving even the relaxed form of the SDVRP could be quite challenging. 
Extensions
In this section, we introduce two new extensions of the SDVRP: (1) SDVRP with at most two splits and (2) SDVRP with open routes (SDOVRP). To the best of our knowledge, no results have been presented previously regarding these extensions, both of which can be modelled by slightly modifying our flow-based formulations.
SDVRP with at most two splits
Even though delivery splitting has a potential for cost savings, customers might not be willing to receive several separate deliveries due to handling inefficiencies in practice. In the SDVRP with at most two splits, we allow split deliveries, but the demand of any customer may be covered by at most two vehicles. There are some studies in the literature that impose a restriction on minimum delivery amounts for the vehicles visiting a customer. However, we are not aware of any work in which the number of splits is limited. A mathematical model for SDVRP with at most two splits is readily available by adding the following constraints to SDVRP model (1)-(9)
Similarly, introducing the restriction
to the R-SDVRP model (10)-(16) provides a relaxation to SDVRP with at most two splits.
Regarding the solution approach, both the patching and the node-split algorithms can be adapted easily for this problem. However, the structure of our node-split model can be better exploited for the special case of two splits, because in this case, we do not need the variable v, and regularity violation at a node can be eliminated at once by creating a single duplicate of the node (unlike the SDVRP, which may take m − 1 iterations to establish regularity at a node in the worst case). More precisely, the node-split model reduces to the following:
Since our node-split algorithm proved more effective than the patching algorithm for the SDVRP, we attempted to solve at most two splits version using only the node-split algorithm. Table 4 and 5 indicate our results. In this case, we can solve 21 instances optimally, and obtain an upper bound for 16 instances. Different from our results for the SDVRP, we cannot reach an optimal solution for the instance r9.
Another way to tackle the problem with at most two splits is to solve the R-SDVRP without adding the constraint (43), and create duplicates of the customers receiving more than two separate deliveries in addition to those violating the regularity of the solution. We also tried to solve the SDVRP with at most two splits in this manner. The results are demonstrated in Tables 6 and 7 . We can reach an optimum for the instance r9 in addition to the 21 instances that can be solved optimally in the presence of (43), while we can obtain an upper bound only for the instance eilD76. Observe that in general, when the number of vehicles is large and the instance cannot be solved to optimality, an upper bound cannot be obtained because the solution found at the end of the two-hour time limit usually contains customers that are visited by at least three vehicles. Besides, even though some instances with large number of vehicles can be solved optimally, finding an optimal solution takes many iterations without (43), yielding longer computational times. Therefore, relaxing the constraint (43) makes it harder to terminate with an optimal or a feasible solution to the SDVRP with at most two splits for the instances containing large number of vehicles. When the number of vehicles is small, not imposing the restriction (43) usually improves the solution times if the optimal SDVRP solution is also feasible to the at most two splits version. Nonetheless, if the number of iterations performed to reach an optimum increases due to the relaxation of (43), solution times may get worse.
SDVRP with open routes
Another extension we present is the SDVRP with open routes (SDOVRP), which is essentially the SDVRP where vehicles are not required to return to the depot upon completing their service, or they may return by visiting the customers on their route in the reverse order. The notion of open routes is mentioned for the first time by Schrage (1981) , but the open vehicle routing problem (OVRP) did not receive much attention until the formal introduction of the problem by Sariklis and Powell (2000) . Hence, it is relatively new compared to the SDVRP and the majority of the research effort on this problem seems to focus on heuristic methods (See Sariklis and Powell (2000), Tarantilis and Kiranoudis (2002) , Brandão (2004) , Fu et al. (2005) for some examples). One exact solution approachs for the problem is the branch-and-cut algorithm due to Letchford et al. (2007) . For a review of the OVRP algorithms, the reader is referred to Li et al. (2007) . Several variants of the OVRP have been studied so far, including capacitated Our vehicle-indexed formulation can be adapted to the SDOVRP by simply omitting the cost terms associated with the arcs returning to the depot in the objective function; that is, the 
In the exact same way, we can modify the objective function of the R-SDVRP as
c a x a and employ our algorithms to solve the SDOVRP. It is important to note here that Proposition 2.1 does not remain valid, because reversing the direction of a route can change the total transportation cost in an open route setting. Note that we can still restrict the variables x a to take binary values for a ∈ A \ (δ − (0) ∪ δ + (0)) as the feasible region associated with the problem does not change; i.e., we only modify the objective function. Since x a ∈ Z + for a ∈ δ − (0) ∪ δ + (0), the procedure for checking the regularity of a solution is adapted to handle the cases breaking symmetry. Both the patching and the node-split algorithms are used for solving the SDOVRP, and the results we obtain are reported in Tables 8 and 9 . In this case, we can find an optimal solution for 28 instances while we obtain an upper bound for 9 instances. Similar to the results obtained for the SDVRP, the node-split algorithm yields more favorable solution times when our algorithms perform multiple iterations. Overall, the results indicate that the problem becomes easier to handle when the depot return requirement is relaxed. 
Conclusion
The Split Delivery Vehicle Routing Problem (SDVRP) is considered in this study. A vehicleindexed arc flow formulation is proposed for the problem as well as a relaxed model (R-SDVRP) obtained from this flow formulation. A new property regarding the optimal SDVRP solutions is derived, which guarantees the existence of an optimal SDVRP solution in which any arc emanating from the depot is traversed at most once. We devise two new exact solution algorithms based on the idea of iteratively extending the relaxation by means of variables and constraints until finding a solution satisfying the regularity property. Additionally, we introduce two extensions of the SDVRP, namely, the SDVRP with at most two splits, and the SDVRP with open routes (SDOVRP). We adapt our relaxation and algorithms to tackle these extensions. Computational experiments are performed on 50 problem instances in total, 41 of which are benchmark instances from the literature, and 9 of which are randomly generated new instances. Results are reported regarding both the SDVRP and its extensions. Accordingly, we can remark that our algorithms effectively iterate until an optimal SDVRP solution is found as long as the R-SDVRP can be solved quickly. Nevertheless, solving the R-SDVRP is a difficult task, especially for large sized problem instances. Therefore, focusing on the ways to handle this relaxation more efficiently would be a useful contribution in the future. Also, the lower bounds of the R-SDVRP can be strengthened by investigating new classes of valid inequalities for the SDVRP. In this way, it might be possible to tackle larger instances. Finally, the structural properties of the SDVRP with open routes can be further investigated, which may lead to new solution methodologies for the problem.
