Introduction
A Steiner triple system of order n, STS(n), is a pair (V, B) where V is a set of n points and B is a collection of triples of distinct points taken from V such that every pair of distinct points from V appears in precisely one triple. Given an STS (V, B) one can define a binary operation · on the set V by assigning x · x = x for all x ∈ V and x · y = z whenever {x, y, z} ∈ B. The induced operation satisfies the identities x · x = x, y · (x · y) = x, x · y = y · x for all x and y in V . Any binary operation satisfying these three identities is called an idempotent totally symmetric quasigroup. The process described above is reversible. Given an idempotent totally symmetric quasigroup one can obtain an STS by assigning {x, y, x · y} ∈ B for all x, y ∈ V , x = y. Thus there is a one-to-one correspondence between Steiner triple systems and idempotent totally symmetric quasigroups or Steiner quasigroups, as they are commonly known. All Steiner quasigroups satisfy the flexible law y · (x · y) = (y · x) · y.
In such a case z ′ = y · x, y ′ = z · x and x ′ = z · y.
It is now easy to see that in an LDTS, (V, B),
x, y, x · y ∈ B ⇒ y · (x · y) = (y · x) · y,
since if x, y, z ∈ B then z ′ , y, x ∈ B for some z ′ and the ordered pair (x, y) satisfies the flexible identity y · (x · y) = y · z = x = z ′ · y = (y · x) · y. However, the flexible identity need not be satisfied for all ordered pairs of points from V .
The following theorem proved in [3] gives the necessary and sufficient condition for an LDTS to be flexible.
Theorem 1.2. A DTS-quasigroup obtained from an LDTS(n), (V, B)
, satisfies the flexible law if and only if x, y, z ∈ B ⇒ x, z · x, y · x ∈ B.
In [5] it was shown that a flexible LDTS(n) exists for all n ≡ 0 or 1 (mod 3), n = 4, 6, 10, 12.
In this paper we study the LDTSs whose binary operation satisfies the reverse of (1), i.e. for all x, y ∈ V , x = y, y · (x · y) = (y · x) · y ⇒ x, y, x · y ∈ B.
An LDTS satisfying this condition is called antiflexible. In other words an antiflexible DTS-quasigroup is one where the flexible identity (y ·x)·y = y ·(x·y) holds for the least possible number of ordered pairs (x, y) ∈ V × V . Thus, in a sense, antiflexible LDTSs are the LDTSs which are as distant from STSs as possible.
At first glance antiflexible LDTSs may appear to be a very artificial construct. However, there exists a surprisingly simple cyclic construction of LDTSs which naturally produces antiflexible LDTSs, see Theorem 3.1.
Properties
Let (V, B) be a DTS and denote by F the set of all {x, y, z} such that x, y, z ∈ B. This set is known as the underlying twofold triple system of (V, B). Consider now F as a set of faces. Each edge {a, b} is incident to two faces, hence the faces can be sewn together along common edges to form a pseudosurface. Note that we can orient a face {x, y, z} ∈ F as a cycle (x, y, z) whenever x, y, z ∈ B. It follows from Theorem 1.1 that this defines a coherent orientation. Hence F is an orientable pseudosurface.
A DTS is said to be pure if its underlying twofold triple system contains no repeated blocks. It is easy to see that every antiflexible LDTS is pure. If for some antiflexible LDTS, (V, B), the triples x, y, z and z, y, x both belonged to B, then x · (y · x) = x · z = y = z · x = (x · y) · x, which would imply that y, x, y · x ∈ B. But this is a contradiction since z, y, x and y, x, y · x cannot both belong to B.
With each point x ∈ V we can associate a partition of V \{x} into a set of cycles (y 1,1 , . . . , y 1,k1 )(y 2,1 , . . . , y 2,k2 ) · · · (y m,1 , . . . , y m,km ), such that (x, y i,j , y i,j+1 ) and (x, y i,ki , y i,1 ) are oriented faces of F for all 1 ≤ j ≤ k i −1 and 1 ≤ i ≤ m. If m > 1 then x is said to be a pinch point. A pseudosurface can be turned into a surface by separating each pinch point into several new points, called vertices, such that every vertex is associated with a single cycle. The length of the associated cycle is called the degree of the vertex. Thus we obtain an orientable surface. It follows from Theorem 1.1 that there are two types of vertices in this surface. A vertex may be associated with a point x and a cycle (y 1 , . . . , y k ) such that
This type of vertex is called a middle vertex to reflect the fact that x appears in the middle position of each of the k transitive triples. Alternatively, a vertex may be associated with a point x and a cycle (y 1 , z 1 , y 2 , z 2 , . . . , y k , z k ) such that
This type of vertex is called a residual vertex in accordance with [4] . The degree of a residual vertex is always even.
Example 2.1. Let V = Z 13 and define the set of starter triples S = { 1, 4, 0 , 0, 6, 1 , 2, 6, 0 , 0, 5, 2 }.
is an antiflexible LDTS(13). As one can see from the triples listed below, the set of cycles associated with the point 0 is (7, 9, 10, 8) (5, 2, 6, 1, 4, 11, 3, 12) . Thus the point 0 separates into two vertices. The vertex associated with the cycle (7, 9, 10, 8 ) is a middle vertex and it is formed by the triples 9, 0, 7 , 10, 0, 9 , (ii) x, y, z ∈ B ⇒ x, zx, yx ∈ B; (iii) every residual vertex has degree at least 6.
Proof: First assume that (V, B) is antiflexible and let x, y, z ∈ B. Then using Theorem 1.1 the triple yx, y, x belongs to B as well. If it were the case that x, zx, yx ∈ B, then we would have x · yx = zx = xy · x. Then by assumption y, x, yx ∈ B. But this is a contradiction since y, x, yx and yx, y, x cannot both belong to B. Thus x, zx, yx ∈ B. We see that (i) implies (ii). Assume that condition (ii) holds. If the cycle about a residual vertex corresponding to a point x were of length 2, say (y 1 , z 1 ), then we would have x, y 1 , z 1 , z 1 , y 1 , x ∈ B. But then B would contain x, z 1 · x, y 1 · x , since this is the triple x, y 1 , z 1 . Similarly if the cycle were of length 4, say (y 1 , z 1 , y 2 , z 2 ), then we would have x, y 1 , z 1 , z 1 , y 2 , x , x, y 2 , z 2 , z 2 , y 1 , x ∈ B. But then B would again contain x, z 1 · x, y 1 · x , since this is the triple x, y 2 , z 2 . Thus (ii) implies (iii).
Finally assume that condition (iii) holds. Let x, y ∈ V such that x = y and y · xy = yx·y. Now either xy, x, y , x, xy, y or x, y, xy lies in B. However, the first two of these possibilities violate the assumption. If xy, x, y ∈ B, then y, x, yx , yx, yx · y, y , y, y · xy, xy ∈ B, i.e. there exists a residual vertex associated with the point y and the cycle (x, yx, y · xy, xy). If x, xy, y ∈ B, then y, yx, x , y, xy, y · xy , yx · y, yx, y ∈ B, i.e. there exists a residual vertex associated with the point y and the cycle (yx, x, xy, y · xy). Thus (iii) implies (i).
Existence
In this section we investigate the existence spectrum of antiflexible LDTS(n). It was shown in [3] that there is no pure LDTS(n) for 3 ≤ n ≤ 12. We start with a cyclic construction. An LDTS(n) is said to be cyclic if it admits an automorphism which permutes its points in a single cycle of length n. In [11] it was shown that a pure cyclic LDTS(n) exists if and only if n ≡ 1 (mod 6) and n ≥ 13. The following theorem shows that the construction used in [11] can always be used to produce antiflexible LDTSs. It is interesting to note, however, that for certain orders the construction can also be used to produce flexible LDTSs. Proof: Let n = 6k + 1 and k ≥ 2. Set V = Z n and define the set of starter triples S = r, k + 2r, 0 , 0, 3k − r + 1, r : r = 1, 2, . . . , k .
If k ≡ 1 (mod 3), then replace the starter triples 
We check that condition (ii) of Theorem 2.2 is satisfied for each starter triple. To begin with, let us assume that k ≡ 1 (mod 3). Let 1 ≤ s ≤ k and consider the starter triple x, y, z = s, k + 2s, 0 . We have zx = 0 · s = 3k − s + 1. If s is even, then 
∈ B (use r = 2s and i = s), and if s > 1 2 k then s, 3k − s + 1, 3s − 2k − 1 ∈ B (use r = 2k + 1 − 2s and i = 3s − 2k − 1). The first two points in these two triples are x and zx respectively, but one can check that the third point is not equal to yx for any s. Thus x, zx, yx ∈ B.
Now consider the starter triple x, y, z = 0, 3k −s+1, s . We have zx = s·0 = k + 2s. If s is odd, then k − . We come to the same conclusion as above.
When k ≡ 1 (mod 3) the statements above remain valid for all starter triples except for those that took part in the replacement, the case s = 1 2 (k +1) discussed in the second paragraph and the cases s ∈ {1, 1 2 k, k} discussed in the third paragraph. We prove that condition (ii) of Theorem 2.2 is satisfied for these triples as well:
For x, y, z = 4k + 1, 0, 
Proof:
(i) Take three copies of the LDTS(n) on point sets { i j : i ∈ Z n }, j ∈ {0, 1, 2} respectively, then adjoin all transitive triples
The adjoined transitive triples create one new residual vertex of degree 2n for each of the points in the first and third copies of the LDTS(n). For any point i 0 , where i ∈ Z n , the newly created residual vertex corresponds to the cycle
For any point i 2 , where i ∈ Z n , the newly created residual vertex corresponds to the cycle
Thus the resulting system is antiflexible as long as n > 2.
(ii) Take three copies of the LDTS(n) on point sets { i j : i ∈ Z n−1 } ∪ {∞}, j ∈ {0, 1, 2} respectively, then adjoin all transitive triples
Similarly this system is antiflexible as long as n > 3. (1) x * x = ∞, and (2) (x * y = y * z ∧ z * y = y * x) ⇒ x = y = z, then there exists an antiflexible LDTS(2n + 1).
Form a set of transitive triples D by starting with the set B and adjoining all triples x ′ , x * y, y ′ , where x, y ∈ V ∪ {∞}, x = y. Then (W, D) is an LDTS. We verify that (W,
A quasigroup of order n satisfying conditions (1) and (2) of Proposition 3.4 will be referred to as a unipotent locally self-orthogonal quasigroup, ULSOQ(n).
The remainder of the existence proof in this section uses a standard technique known as Wilson's fundamental construction for which we need the concept of a group divisible design (GDD). Let K be a set of positive integers. A K-GDD of type g u is an ordered triple (V, G, B) where V is a base set of cardinality v = gu, G is a partition of V into u subsets of cardinality g called groups and B is a family of subsets called blocks such that (1) |B| ∈ K for all B ∈ B, and (2) every pair of distinct elements of V occurs in exacly one block or one group, but not both. We will also need K-GDDs of type g u m 1 . These are defined analogously, with the base set V being of cardinality v = gu + m and the partition G being into u subsets of cardinality g and one set of cardinality m. If K is a singleton, then instead of {k}-GDD we write simply k-GDD. Necessary and sufficient conditions for the existence of 3-GDDs of type g u were determined in [10] and for 3-GDDs of type g u m 1 in [2] . The existence of the 4-GDDs that we will be using was determined in [1] , [7] , [8] , [9] . A convenient reference is [6] where the existence of all the GDDs that are used can be verified.
We will assume that the reader is familiar with this construction but briefly the basic idea is as follows. Begin with a k-GDD of cardinality v = gu or gu + m, usually called the master GDD. Each point is then assigned a weight, usually the same weight, say w. In effect, each point is replaced by w points. Each inflated block of the master GDD is then replaced by a k-GDD of type w k , called a slave GDD. We will only need to use the value w = 3, and instead of slave GDDs we will use partial Latin directed triple systems. When k = 3 we will employ the partial LDTS(9) whose blocks are a, p, x , b, q, y , c, r, z , a, q, z , b, r, x , c, p, y , a, r, y , b, p, z , c, q, x , x, q, a , y, r, b , z, p, c , z, r, a , x, p, b , y, q, c , y, p, a , z, q, b , x, r, c and the sets {a, b, c}, {p, q, r}, {x, y, z} play the role of the groups. When k = 4 we will use the partial LDTS(12) whose blocks are p, a, x , s, a, p , x, a, s , q, b, y , u, b, q , y, b, u , r, c, z , t, c, r , z, c, t , c, p, u , u, p, y , y, p, c , a, q, t , t, q, z , z, q, a , b, r, s , s, r, x , x, r, b , c, s, y , q, s, c , y, s, q , b, t, x , p, t, b , x, t, p , a, u, z , r, u, a , z, u, r , c, x, q , q, x, u , u, x, c , a, y, r , r, y, t , t, y, a , b, z, p , p, z, s , s, z, b and the sets {a, b, c}, {p, q, r}, {s, t, u}, {x, y, z} play the role of the groups. Note that both of these partial systems induce a closed surface with all residual vertices of degree 6. To complete the construction we then "fill in" the groups of the expanded master GDD, sometimes adjoining an extra point, to all of the groups. Thus we may need antiflexible Latin directed triple systems of orders gw, mw, gw + 1 or mw + 1 as appropriate.
In several cases we use a {3, 4}-GDD as the master GDD which requires that when we replace the inflated blocks, we employ both of the partial systems given above. Before continuing the existence proof of the antiflexible LDTSs, let us establish the existence of the {3, 4}-GDDs we will be using. Proof: Take a 4-GDD of type g 4 with groups G i = {1 i , . . . , g i }, where i ∈ {0, 1, 2, 3}. To get a {3, 4}-GDD of type g 3 m 1 simply remove each of the points (m + 1) 3 , (m + 2) 3 , . . . , g 3 from the design. In other words replace every block {x 0 , y 1 , z 2 , w 3 } such that m < w ≤ g with the block {x 0 , y 1 , z 2 } to obtain a {3, 4}-GDD with groups G 1 , G 2 , G 3 and G ′ 4 = {1 3 , . . . , m 3 }. Example 3.6. {3, 4}-GDD of type 6 3 5 1 . The groups are G j = { i j : i ∈ Z 6 }, where j ∈ {0, 1, 2}, and
To obtain the blocks, develop the following starter blocks under the action of the mapping i j → (i + 1) j , with ∞ 0 , ∞ 1 and ∞ 2 as fixed points: Table 2 . Schema for antiflexible LDTS(n), n ≡ 15 (mod 18).
Lemma 3.10. If n ≡ 4, 9 or 10 (mod 18) and n ≥ 22, then there exists an antiflexible LDTS(n).
Proof: Table 3 gives the schema for antiflexible LDTS(n), n ≡ 4, 9 or 10 (mod 18). The required antiflexible LDTS(n)s of orders n = 18, 22, 27, 28 and 40 are given in the Appendix and the ones of orders 13 and 19 exist by Theorem 3. Table 3 . Schema for antiflexible LDTS(n), n ≡ 4, 9 or 10 (mod 18).
Theorem 3.11. An antiflexible LDT S(n) exists if and only if n ≡ 0 or 1 (mod 3) and n ≥ 13.
Appendix. Examples of antiflexible LDTSs
The following examples were obtained by computer with the help of the model builder Mace4 [12] using an algebraic description of a DTS-quasigroup, see [4] . We denote the elements (i, j) ∈ Z m × Z n as i j . For simplicity, we omit commas from the triples.
The system is defined by the triples obtained from the following starter blocks under the action of the mapping i j → (i + 1) j , with ∞ as a fixed point.
The system is defined by the triples obtained from the following starter blocks under the action of the mapping i j → (i + 1) j . 5 1 1 1 7 0 , 7 0 1 1 2 1 , 2 1 1 1 4 1 , 4 1 1 1 8 0 , 8 0 1 1 6 1 , 6 1 1 1 0 0 . Example A.6. Antiflexible LDTS(24).
The system is defined by the triples obtained from the following starter blocks under the action of the mapping i j → (i + 1) j .
Example A.7. Antiflexible LDTS(27). 
