We consider a discrete, non-Hermitian random matrix model, which can be expressed as a shift of a rank-one perturbation of an anti-symmetric matrix. We show that, asymptotically almost surely, the real parts of the eigenvalues of the non-Hermitian matrix around any fixed index remain interlaced with those of the anti-symmetric matrix. Along the way, we show that some tools recently developed to study the eigenvalue distributions of Hermitian matrices extend to the anti-symmetric setting.
Introduction
The purpose of this note is to analyze the small-scale properties of the spectrum of large random tournament matrices. For any positive integer N, a tournament of size N is an N × N matrix D = (D ij ) 1≤i,j≤N with entries in {0, 1} such that
and
The name comes from the following interpretation of the matrix entries: D ij represents the outcome of the match between player i and player j in a tournament where every possible pair of players meets once (a "round-robin" tournament). We choose the matrix D uniformly at random from the 2 N (N −1)/2 possible choices of tournament matrices.
The spectrum of a tournament matrix D is complex, but D is related to a Hermitian matrix by a simple transformation. Subtracting from each off-diagonal element of D its mean 1/2, we obtain an anti-symmetric matrix with entries in {± 1 2 }. Multiplying by i, we find that D can be written in terms of a (non-Hermitian) rank one perturbation of a Hermitian matrix M:
Here, 1| = (1, . . . , 1) is the row vector whose entries are all 1, and |1 = 1| ⊺ . We have applied an overall scaling by 2 for convenience, so that the entries of M lie in {±1}, with variance 1, and tr M 2 = N(N − 1). The matrix M has the form i × (real anti-symmetric matrix).
The spectrum of the Hermitian matrix M consists of the value 0 and N −1 real eigenvalues symmetrically distributed in pairs about 0. Wigner's semicircle law implies that the spectrum is asymptotically concentrated on [−2 √ N, 2 √ N]. We will call matrices such as M, whose real part is zero, anti-symmetric Hermitian to distinguish them from Hermitian matrices in the universality class of the commonly studied Gaussian Unitary Ensemble (GUE). The Gaussian model corresponding to matrices of the form (2) differs from the GUE, although its asymptotic behavior is similar in many respects. (See Section 2.)
We present two results concerning the random matrices M and D, in the large N limit. The first is that the correlation functions of the matrix M have sine kernel behavior in the bulk. Our second and main result relates the spectrum of D to that of M, and more generally deals with non-Hermitian perturbations of Hermitian Wigner matrices.
We state the first result, sine kernel universality in the bulk for the matrices M: Theorem 1. Let W be chosen uniformly at random from the ensemble of antisymmetric N × N matrices with ±1 entries, and define the Hermitian matrix M = iW . The rescaled empirical eigenvalue density
is symmetric about 0. It converges almost converges in distribution to the semicircle distribution (14) .
For any E in (0, 2), and any b > 0 such that I E = [E − b, E + b] ⊂ (0, 2), the npoint correlation functions p n of M, properly rescaled and averaged over I E , converge to those of the sine kernel process. That is, for any smooth Q : R n → R,
, . . . , E + x n Nρ sc (E) dx 1 · · · dx n dE (ρ sc (E)) n |I E | The equation (1) expresses i(2D + I) as a rank one perturbation of the matrix M, but the perturbation is not Hermitian. Nevertheless, with high probability as N goes to infinity, we find that the eigenvalues of M are interlaced with the imaginary parts of the eigenvalues of (2D + I):
Theorem 2. There is a large literature on low rank perturbations of random matrices. Most of this is concerned with Hermitian perturbations of Wigner matrices. See for instance [2] , [15] , [16] , [17] , [18] , [21] , [7] , [23] , [22] , [24] . The results of T. Tao in [24] apply to non-Hermitian matrices, and those of D. Renfrew and S. O'Rourke [23] to non-Hermitian perturbations of Wigner matrices. All these works deal with the distributional properties of outlier eigenvalues created by the perturbation, either far away from the support of the limit spectral distribution, or at its edge. Our initial motivation was provided by the tournament matrix model, but our argument is based on a general observation about non-Hermitian perturbations of random matrices. This does not appear to have been previously noticed even in the Gaussian case. In this case, one can give a self-contained proof which does not rely on recent universality results for the eigenvectors. We remark on this in Section 7.
We end this introduction by noting that it would be interesting to describe the spectral statistics of regular tournaments, that is, tournament matrices satisfying the row sum constraint j D ij = (N − 1)/2. Indeed, the results presented here were obtained as we were investigating the statistical properties of the spectra of this restricted ensemble of tournament matrices.
Organization of the paper
In Section 2, we describe some properties of the Gaussian model for the antisymmetric Hermitian class. In particular, we summarize the computation of the correlation functions in the bulk.
The proofs of Theorem 1, and Theorem 2 (2), rely on analogs for anti-symmetric Hermitian matrices, of results from recent work of P. Bourgade, L. Erdös, B. Schlein, H.T. Yau, and J. Yin, [3, 10, 13] , concerning symmetric and Hermitian matrices. We present the modifications necessary in order to adapt the proofs of these results to anti-symmetric matrices in some detail, starting with the definition of an appropriate Dyson dynamics on the eigenvalues, in Section 2.3. Replacing the dynamics in [13] by the anti-symmetric Dyson eigenvalue flow, one immediately obtains sine kernel universality in the bulk by the method in that paper; this is Theorem 1. We summarize the argument in Section 3.
In Section 4.1, we compute the generator of the eigenvector flow of Bourgade and Yau [3] , adapted to the anti-symmetric setting. This allows to extend their main result to the matrices M. We will need this for the proof of Theorem 2, (2).
The proof of Theorem 2 (1) appears in Section 5. The proof of Part (2) of the theorem in Section 6 is more intricate, and requires the results from [3, 6, 10] , suitably adapted to our case. The proof of both parts of Theorem 2 are based on the perturbation equation (44) for the eigenvalues for 2D + I. The precise information from [3, 10] allows us to analyze that equation essentially at the level of single eigenvalue spacings, and locate the eigenvalues of 2D + I.
Finally, in Section 7, we remark on the fact that the argument for Theorem 2, (2) applies more generally to certain perturbations of Hermitian Wigner matrices in the GUE class.
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The Gaussian anti-symmetric model
For the remainder of the paper, N will denote an odd positive integer. The proofs in the case of even N are for the most part identical, and sometimes simpler.
The matrix model
Consider a real N × N anti-symmetric matrix K, such that the entries g ij , 1 ≤ i < j ≤ N above the diagonal have distribution
e −x 2 /2 , and the diagonal entries are zero:
We begin by noting a few elementary consequences of the general form of K. By the anti-symmetry condition, K has N imaginary eigenvalues iν −(N −1)/2 , . . . , ν 0 , . . . , iν (N −1)/2 , with corresponding unit eigenvectors
implying that the spectrum is symmetric about the real axis:
and the eigenvectors satisfy:
The matrix H = −iK is Hermitian, with eigenvalues λ j = ν j and the same eigenvectors as H. By orthogonality of the eigenvectors with respect to the Hermitian inner product, we have, for 1 ≤ i, j ≤ N:
Here, we have denoted by · the real inner product on R N . Expanding and taking real and imaginary parts, we have
We thus conclude: , and
If O is a real orthogonal matrix (OO t = I), then the (i, j) entry of the matrix
so that the conjugated matrix has the same distribution as K. Given a Borel subset A ⊂ O(N), the orthogonal group, and any orthogonal matrix O, we have
where in the last step we have used the distributional invariance of the matrix under conjugation. So the anti-symmetric Gaussian distribution on the entries of K induces a Haar distribution on
Correlation functions in the bulk
Eigenvalue correlation functions for the anti-symmetric Gaussian ensemble, as well as their scaling limits, can be computed explicitly. This was done long ago by M. L. Mehta and N. Rosenzweig [19] . We reproduce the calculation here for completeness.
The matrix H = −iK is Hermitian, and the probability density function of its eigenvalues is given by (see [19] Eq. (10)])
We wish to successively integrate the variables in (5) . For this purpose, we rewrite the Vandermonde determinant as
. . .
Letting P k (x) denote the k-th order (monic) Hermite polynomial
we can rewrite the last quantity as
P 2k−1 (x)P 2k−1 (y). Repeating the argument above with the P k (x) replaced by the normalized Hermite functions
we find that the k-point correlation function for the positive eigenvalues has the determinantal expression
The argument used to prove the Christoffel-Darboux formula [1, Section 3.2.1] gives the relatioñ
Recall the asymptotics for the Hermite functions:
uniformly for x in a compact set. Combining (6) and (7), (8), we have the approximationK
This formula gives the scaling limit of the correlation functions at 0. At energies x, y of order √ N E with 0 < E < 4, the asymptotics (7), (8) we find the sine kernel behaviorK
as in the GUE case.
Anti-symmetric Dyson Brownian Motion
In this section and Section 4, we define the anti-symmetric Dyson Brownian motion. Given an N × N anti-symmetric matrix M 0 , we will say that the matrix-valued process t → H(t), t ≥ 0 is an anti-symmetric Brownian motion started at M 0 if
where
We will also consider the anti-symmetric Ornstein-Uhlenbeck process, for which the N(N−1)/2-dimensional Brownian motion in condition (10) is replaced by an R
Ornstein-Uhlenbeck process (G OU (t) ij ), 1 ≤ j ≤ i ≤ N. We define a set of stochastic differential equations associated with (9) . Let 
Here G is as in (10), (11) . We will also have use for the anti-symmetric Dyson eigenvalue flow driven by the Ornstein-Uhlenbeck process:
The essential point is that for each t ≥ 0, the distribution of the positive eigenvalues of the matrix evolution (9) coincides with that of the solution of (12) . A similar statement holds for the solutions of (13), provided we replace the Brownian motion in (10) by a matrix-valued Ornstein-Uhlenbeck process.
Sine Kernel Universality for anti-symmetric matrices
The first input in the proof is the local semicircle law (see [11, 12] ). The N ×N matrix M is a Hermitian matrix with independent, identically distributed entries, except for the symmetry constraint. The proof of the strong local semicircle given in [11] applies to the Hermitian matrix M. Concerning this last point, we note that in the recent literature, "Hermitian matrices" are generally assumed to satisfy additional nondegeneracy conditions on the real and imaginary parts. Such conditions ensure that the eigenvalue and eigenvector distributions on small scales asymptotically coincide with that of the GUE. The results in [11] apply to random matrices which are Hermitian in the usual sense, see [11, Section 2] .
The following version of the semicircle law follows directly from [11, Theorem 2.3].
Theorem 3 (Local semicircle law). For an N ×N matrix M as in (1) and z = E+iη, define the resolvent matrix
and its normalized trace
as well as the Stieltjes transform of the semicircle distribution
Then, for ǫ, c > 0, with probability greater than 1 − CN −k for each k, we have
uniformly in the energy E = ℜz ∈ [−10, 10] and η ∈ [N −1+c , 1]. Here the probability refers to the uniform measure over all antisymmetric matrices with entries in {±1}. Moreover, for each c, δ > 0, we have the entry-wise bound:
, with probability greater than
The local semicircle law, Theorem 3, is the input to the local relaxation flow approach developed in [13] by Erdös, Schlein, Yau and Yin. We now explain their argument, adapted to our context. Consider a matrix of the form
where M is defined by (1) and G is an independent Gaussian anti-symmetric Hermitian matrix such as was considered in the first section. For each t ≥ 0, the distribution of each entry T ij (t) coincides with that of an Ornstein-Uhlenbeck flow with initial distribution M ij . It follows that if G is normalized so that
for i > j, the distribution at time t of the positive (N − 1)/2 eigenvalues of T (t) coincides with that of an anti-symmetric Dyson Brownian motion, given by (13), with the eigenvalues of T (0) = M as initial condition
The equilibrium measure for the dynamics on {λ i (t)} 1≤i≤(N −1)/2 is given by (5), which is of the form required by Assumption I' in [13] . This assumption requires the equilibrium eigenvalue distribution (i.e. the distribution of (17) for t → ∞) to be of the form
The density (5) is of the required form with β = 2 and U(x j ) = x 2 j . In [13] , it is noted that the measure µ N for β = 2 is the joint distribution of the singular values of a Gaussian sample covariance matrix. Our situation is simpler because µ N is the joint distribution of the eigenvalues of the Gaussian antisymmetric model.
As a consequence of [13, Theorem 2.1] and the local semicircle law (15), we have the following: 
The next step is to apply the Green function comparison theorem of Erdös, Schlein and Yau, introduced in [14] . This method uses the local semicircle law and entry-wise substitution to conclude that when the first four moments of the entries of two matrices in the same symmetry class coincide approximately, so do the local eigenvalue statistics. See [9, Section 3.2] or [11, Section 8] , for detailed expositions.
For a continuous function ϕ(x) of sub-exponential growth, the conditional expectation of ϕ(T ij ) given M is expressed by
where q t (x, y) is the Mehler kernel:
In particular, this implies
for k = 3, 4. For k = 1 and k = 2, the difference is exactly zero. In our case, by Theorem 2.3 in [14] and condition (20) , we deduce, as in Theorem 6.4 in [14] , that the local eigenvalue statistics of the matrices T ij and M ij coincide:
Theorem 5. Let p n,N,M and p n,N,T be the n-point functions of the tournament matrix M and the matrix T (t)/N 1/2 in (17) with t ≤ N −1+ǫ , ǫ arbitrary, respectively. Then, for any compactly supported smooth test function Q, we have uniformly in |E| < 2:
Combining (19) and (21), we obtain Theorem 1.
The antisymmetric eigenvector flow
In our derivation of part (2) 
uniformly in j ∈ [1, N]. In particular, we have
for ǫ > 0. Here we have denoted
For η > 0, any sequence (a N ) N ≥0 with a N ↓ 0, and N sufficiently large, we obtain
where the ǫ in (23) is chosen so as to make Φ(ǫ) < 1/2 + η/4. Below, we will express this simply as
as is usual. This is the statement we will need in the proof of Theorem 2, part (2), in Section 5. Bourgade and Yau also treat Hermitian matrices, but they require a non-degeneracy condition on the variance of the real and imaginary parts. This does not apply in our case. Indeed, as was already seen in Section 2, the eigenvector structure for the antisymmetric Gaussian model differs from that of the GUE. Our aim in this section is to explain the changes to be made to [3] to derive the analog of the convergence (22) in the case of M antisymmetric Hermitian. More precisely, the result we need is: 
uniformly in j ∈ [1,
], where X and Y denote independent standard Gaussian random variables.
Given Lemma (4.1), the same argument as previously shows that (24) holds also for the eigenvectors v j of an antisymmetric Hermitian M.
The main tool to derive the lemma will be the anti-symmetric Dyson Brownian vector flow. This is the N-dimensional system of stochastic differential equations
Here, G is an N-dimensional anti-symmetric matrix Brownian motion as in (10), (11) . The system is expressed in complex coordinates v l = ℜv l + iℑv l . Coupled with the anti-symmetric eigenvalue flow (12) , the equations (26), (27) form the antisymmetric Dyson Brownian motion.
The significance of these equations derives from the following: if we let
be the solution of (12), (26), (27) with initial data λ(0) = λ(M 0 ) and
then the distribution of the vector (28) coincides with that of the (non-negative) eigenvalues of anti-symmetric Dyson Brownian motion (9) and their associated eigenvectors.
Bourgade and Yau's eigenvector moment flow
In [3] , the authors study the evolution under the Hermitian analog of (27) [3, Equation (2.
3)] of the joint moments of the quantities
where u k are the eigenvectors of an N × N Hermitian random matrix and q is a unit vector in R N . Define
(The superscript (h) stands for "Hermitian.") Let H 0 be a Hermitian Wigner matrix, and H(t), t ≥ 0, be the solution of the Hermitian Dyson Brownian motion with initial data H 0 . Suppose (w 1 (t), . . . , w N (t)) are the solutions to the Hermitian Dyson Brownian motion with initial data w(H 0 ), where w(H 0 ) is an orthogonal set of eigenvectors of H 0 . We introduce the normalized moments, conditional on H 0 and the eigenvalues λ = (λ 1 (t), . . . , λ N (t)) of H(t):
The evolution of the quantities (29) is given by
Here we have omitted the indices on the moment Q λ (t).
The action of the terms V kl V kl on the moments is given by
The relations (31), (32) afford an interpretation of (30) as a multiparticle random walk. The indices
on the moments (29) are taken to represent configurations of particles at locations 1, ...N, j k being the number of particles at i k ∈ {1, ..., N}. Each such configuration corresponds to a function η : {1, . . . , N} → Z ≥0 , where
Then, (30) describes the evolution along the eigenvector flow, conditioned on the eigenvalues, of the function
of configurations with fixed particle number N (η) = j η j . Note that (31), (32) imply that the flow preserves particle number. The equations for Bourgade and Yau's eigenvector moment flow are
with η i,j the configuration obtained from η by moving a single particle from location i to location j.
[3, Theorem 4.3] shows that for each total particle number, the quantity f t (η) converges to 1 uniformly, at a polynomial rate with N, provided t ≥ N 
in the sense of moments, uniformly in q and I such that |I| ≤ m fixed. N (1) and N (2) are independent N(0, 1) random variables.
Generator for the anti-symmetric moment flow
We wish to reproduce the argument in [3] for the anti-symmetric Dyson Brownian motion (12) , (26), (27) . In this case, the generator of the flow on moments (30), is somewhat more complicated. Letting
be a smooth function of the eigenvector entries. Then, if F = E(f | λ(t)), a computation using Ito's formula similar to [3, Appendix B] shows
Here we have used the notations:
For a fixed q ∈ C N , we let
Consider the moments
The action of the terms X ij X ij and X ij X ij with i = 0 on the moments is identical because of the invariance under the permutation z i → z i , i = 0 in the polynomials (38). (This was already used implicitly in (30)). Moreover, a calculation shows that X ij X ij and Y ij Y ij act on the "anti-symmetric" moments in identical fashion to V kl V kl in the Hermitian case (31), (32). For X 0j X 0j , we have
From this we obtain the evolution for the anti-symmetric eigenvector moment flow. We let f 
with η defined by the correspondence explained earlier, and Q λ is now defined in terms of the anti-symmetric flow as in (39). The evolution is given by:
The maximum principle proof given in [3, Section 4] to show that f (h) (t, η) converges to 1 uniformly in η for fixed particle number m = η i , can be reproduced almost exactly for f (as) λ (t, η). We merely need to note that the isotropic local semicircle law proved in [6, Theorem 2.12], which is a central ingredient in that proof, applies to general Hermitian matrices, with no non-degeneracy condition on the real part. It thus applies to the anti-symmetric Hermitian matrix M.
Proof of Theorem 2, Part (1)
Before proceeding with the proof of Theorem 2, let us introduce some notation. For a sequence A N , N ≥ 1, and b ∈ R we will write A N N b if, for each ǫ > 0, there is a constant C(ǫ) such that A N ≤ C(ǫ)N b+ǫ , N ≥ 1. We will also write A N ≍ N b if for each ǫ > 0, there is some C(ǫ) > 0 such that ( 
Proof. The matrix
is a rank-one perturbation of the (anti-Hermitian) matrix −iM. Let v j (M), j = −(N −1)/2, . . . , (N −1)/2 be the eigenvectors of M corresponding to the eigenvalues
Its eigenvalues are the solutions of the equation
The equation (44) is well-known. For a derivation based on a determinant identity, which applies also to higher rank perturbations, see [ 
for sufficiently large N. In particular, |λ j (M)| ≤ (2 + δ) √ N for all j, so we can rewrite F (s) as
If s is in the complement of the region E −1,3δ , the latter expression is
By Rouché's theorem, N/s − 1 and F (s) − 1 have the same number of zeros in the circle {|z − N| ≤ √ N } for large N, and so the unique real solution of F (s) = 1 is equal to N (1 + o(1) ). The first part of Theorem 2 is now proved.
Proof of Theorem 2, Part (2)
We turn to part (2) of the theorem. A key component of the proof will be the following:
Proposition 6.1 (Eigenvalue spacing). For each j, with probability 1−o(1), we have
for j = 0, . . . , n − 1.
To prove this, we use another powerful universality result, due to L. Erdös and H.T. Yau [10] , concerning universality of statistics of gaps between eigenvalues. The theorem in [10, Section 6] was proved for Hermitian (and real symmetric) random matrix models in the GUE (resp. GOE) class. The Hermitian models considered in [10] require both the imaginary and real parts to be non-degenerate, that is, to have non-zero variance. The Hermitian matrix M defined by (1) does not satisfy this hypothesis, since its entries are purely imaginary. We will need to adapt to the proof the case of matrices of the symmetry class of the real anti-symmetric Gaussian model in Section 2.
The analysis in [10] relies on a universality result for consecutive gaps of eigenvalues of β-ensembles of the form
Using the results in [5] , one can take V ∈ C 4 (R). When N is odd, carrying out a similar analysis for the Gaussian model in Section 2 involves instead a Hamiltonian of the form
(48) The logarithmic singularity at 0 in the "small" term 4 N log |x| in the potential in (48), makes it difficult to reproduce the required rigidity results from [5] in this case.
On the other hand, we only need fairly rough information on the magnitude of the eigenvalue spacings (see (46)). To achieve this, we use the Cauchy interlacing identity to compare the eigenvalue locations for an anti-symmetric matrix of odd dimension N to those of its leading N − 1 dimensional principal minor. When N − 1 is even, there is no eigenvalue at 0, and thus no logarithmic term in the potential in (48). This allows us to prove the required spacing bound (46). We discuss the derivation of this technical result at the end of this section. In the next subsection, we prove Theorem 2 assuming Proposition 6.1.
We use the notation introduced in the previous section throughout.
Proof of the Theorem
Proof. As explained in Section 4, the main result in [3, Theorem 1.2] implies that
where X and Y are independent standard normal random variable and the convergence is in distribution. As a consequence, for each η > 0
In particular, a union bound implies that
for k = i + 1, . . . , i + n, with probability 1 − o(1).
On the imaginary axis, F (s) has poles at iλ j for each j and is otherwise purely imaginary, with monotone imaginary part between λ j (M) and λ j+1 (M), whenever | v j (M), 1 | = 1 and λ j (M) = λ j+1 (M). F (s) thus has a unique zero between these two eigenvalues, the imaginary part of which we denote by µ j (M).
We claim that, with probability 1 − o(1) as N → ∞,
First note that by the interlacing of the zeros and eigenvalues, we have
for j = k when (46) holds. At the zero iµ k , we have
In [6] , the authors derive a general isotropic eigenvector delocalization result as a consequence of their main theorem. Let H be an N × N Hermitian random matrix with independent entries, such that all entries have comparable variance:
for some constant C independent of N and i, j. Assume also that 
for any v ∈ C N . We note that such a statement, and the isotropic local semicircle law from which it is derived, first appeared in [17] . However, the hypotheses in that work are slightly too restrictive to accommodate our purely imaginary Hermitian matrix M.
Applying (53), we have
for 1 ≤ j ≤ N with probability 1 − o(1). We can estimate the right side of (52) by
By the local semicircle law [12, Theorem 2.2], (54) and (51), the second term is bounded by
for ǫ > 0 arbitrary. By a dyadic decomposition and the local semicircle law, we obtain the same bound for the first sum in (55). Using (50), (52) implies
with probability 1 − o(1). That is, (51) holds also for j = k with probability 1 − o (1) as N → ∞.
Around the zero iµ k , the function F can be expanded into a Taylor series; let z = ξ + iη, then
We will estimate the size the of the derivatives F (m) , m = 1, 2, to find a solution of F (z) = 1 near µ j (M) by truncating the Taylor series.
Returning to the definition (5), we have
with probability 1 − o(1). To estimate the second derivative, we will use the Cauchy formula. We first need an estimate for |F (z)|. By (51) that for |z| ≤ λ < N −1/2 ,
for all j. Repeating the steps used to obtain (56), we find that
and so setting λ = N −δ for some δ greater than 1/2 (depending on the implicit ǫ > 0), we have
By Cauchy's formula about µ k , we have
Here c > 0 remains to be chosen. The remainder term in (58) is
Letting |s − iµ k | = λ = N −δ as previously, this is N 2 · λ 2 . Now note that, given the lower bound (57), we can solve the equation (58), we have the estimate
for the remainder. Applying Rouché's theorem to the functions F ′ (iµ k )(s − iµ k ) and F (s) inside the circle |s − iµ k | ≍ N −1 , we obtain the desired result. This holds with probability
Eigenvalue repulsion
We now prove Proposition 6.1. As explained in the introduction to this section, we will mainly rely on the techniques introduced in [10] . The results in that paper, and the changes needed to adapt them to our situation will be reviewed in more detail below. They rely on previous "rigidity" theorems for β-ensemble measures measures (47); see [5, 4] . The class of potentials treated in these papers does not include the potential λx 2 − 2 log |x| appearing in (5). The problem is the logarithmic singularity at 0. Note that after the re-scaling λ → √ N λ, that is, in the regime that concerns us, this logarithmic term becomes small compared to the quadratic potential. It is natural to expect that it could be treated as a small perturbation, but showing this requires a possibly delicate regularization argument.
We choose to circumvent this difficulty by noting that for even dimensional Gaussian anti-symmetric matrices, the logarithmic terms (corresponding to the interaction of the other eigenvalues with the eigenvalue at 0), disappears. Thus, instead of comparing M to the Gaussian model to establish as in the proof of [10, Theorem 2.2], we will compare a minor of M to an N − 1-dimensional Gaussian matrix.
Let M (1) be the (1, 1) minor of the matrix M, i.e. the N − 1-dimensional square matrix obtained by removing the first row and column of M. We first show Lemma 6.2. For each j, with probability 1 − o(1), we have
If the real part of M
ij , i = j were uniformly non-degenerate, this would follow from the gap universality result [10, Section 6] . The latter result says that for Wigner matrices with entry distribution which is sub-exponentially decaying and observable Q of compact support, we have
whenever N is large enough, and j ∈ [αN, (1 − α)N], where 0 < α < 1. Choosing 0 ≤ Q(x) ≤ to be equal to 1 for
, we find
which would yield (46) when applied to finitely many indices j. The claim is that the proof given in [10, Section 6] can be adapted to our case. Showing this requires some discussion of [10] , which we postpone for the moment.
Assume that the first entry of the (i + j)th eigenvectors is non-zero
for j = 1, . . . n. Then the (1, 1) entry of the resolvent of M
has poles at z = λ j , . . . , λ j+n . By Schur's complement, we can express R 11 as
with H = (M 12 , . . . , M 1,N −1 ).
Recall the Cauchy interlacing theorem, which implies that
The function
By equation (62), the eigenvalue λ i+j (M) is located at the solution of the equation
along the real axis lying between the poles at λ i+j (M (1) ) and λ i+j+1 (M (1) ). Conditioning on the vector H, we can again use the method of Yau and Bourgade to show
with probability 1 − o(1) as N → ∞. The evolution equations for the eigenvectors in the even-dimensional case differ slightly from those presented in Section 4. The main difference is that there is no term in (27) corresponding to the unique real eigenvector associated with the eigenvalue 0. Correspondingly, the equation (26) is not present. However, the implementation of the method is identical.
Given (64), the function F (1) (s) is monotone on each interval between its poles at λ i+j (M (1) ), j = 1, . . . , n − 1, and so (63) has a unique solution in each of these intervals: this solution is an eigenvalue λ k (M). The equation F
(1) (s) = 0 similarly has a unique solution µ k (M (1) ) in this interval. Noting that
we can repeat the argument given in the previous subsection to show that
Combining (65) and (59), we immediately obtain Proposition 6.1.
Gap universality for anti-symmetric matrices
It remains to prove Lemma 6.2. We will show that the main result in [3] , Theorem 2.2, proved for Wigner matrices with non-degenerate real and imaginary parts, can be extended to anti-symmetric matrices of even size such as M (1) . Lemma 6.2 then follows as explained in the previous section.
[10, Theorem 2.2] implies that the statistics of any fixed number of gaps between eigenvalues in the the bulk of a Wigner matrix with sub-exponential entry distribution are universal. In particular, they can be computed from the GUE case. In our case, the relevant Gaussian model is given by the measure:
on Σ
}. This is the joint eigenvalue distribution of
anti-symmetric matrix from the Gaussian model (4) , with N odd. Compare this with (5) . The unusual choice of notation is due to the fact that in our application, we are considering a leading principal minor of an N-dimensional matrix, with N odd.
Let N be odd, and
We assume the entries are independent, identically distributed, with variance 1. As previously, we label the N − 1 eigenvalues increasing order as
. From now on, we restrict our attention to the (N − 1)/2 leading eigenvalues. The main result of this section is the following: 
Let λ j :=
we have
If M ′ were a Wigner matrix in the GUE class, that is, if the real part were nondegenerate, the preceding theorem would be identical to (in fact, somewhat weaker) [10, Theorem 2.2]. The proof of Theorem 7 is almost the same, but since the setting is slightly different, we will explain the necessary modifications in detail.
The L and K are parameters defined by
The local measure µ y with boundary condition y is defined by
The measure µ y also has the representation [10, Eqs. (4.5)-(4.6)]
The arguments in [10, Section 6] leading to the proof of [10, Theorem 2.2] can be almost reproduced word for word to prove Theorem 7, provided the dynamics [10, Equations (6.6), (6.7)] is replaced by the (odd) anti-symmetric Dyson Brownian motion:
on Σ + N −1 . The proof requires three inputs:
1. Rigidity for the global measure µ N −1 .
2. Rigidity and level repulsion for the local measures µ y (68).
3. Gap universality, in the sense of [10, Theorem 4.1], for local measures associated to the Gaussian ensemble (66).
Let us first address item (1) . Rigidity refers to the fact that the individual eigenvalue locations under (66) are very close to those predicted by the limiting spectral distribution. For (66), the limiting distribution for the positive eigenvalues is the quarter-circle distribution:
The classical locations are determined by the relation
The global rigidity statement required in [10] (See Eqn. 4.7, and Section 5.1) is that, for any fixed α > 0, ν > 0, there exist constants C 0 , c 1 , c 2 > 0, such that for any N large enough:
for
, and
for all 0 ≤ k ≤ (N − 1)/2. These three estimates (indeed, a much stronger result) follows from the local semi-circle law applied to the Gaussian matrix model for (66), see [11, Section 7, Theorem 7.6] . Rigidity for the local measures µ y [10, Theorem 4.2] in item (2) above, is the statement that the particles x i are very close to equally spaced deterministic locations, and that the probability of deviations has subgaussian bounds: for each
Here,
The proof of [10, Theorem 4.2] in [10, Section 7.1] depends only on the convexity of the Hamiltonian (70) for boundary conditions y in a set of overwhelming probability. This convexity is not affected by the additional log |x i + x j | term. Level repulsion, the second part of item (2) above, is the statement that, for boundary conditions y satisfying the rigidity conditions (74). (75), (76), we have:
and moreover
for some constants C, c and any k ∈ I. The proof for the anti-symmetric ensemble is identical to the one given in [10, Section 7.1].
The proof of item (3) relies on items (1) and (2), and is the main result in [10] . It follows directly from a comparison result between two local measures of the form (69), on the interval J and the same subset of indices I, with different potentials V y and V y ′ . Note that in the case that concerns us, the two potentials are Gaussian with β = 2, and differ only through their boundary conditions. The starting point is an interpolation between observables with respect to µ y and with respect to µỹ: 
The idea in [10] is to use a representation for the integrand in (78) as a random walk in a random environment to show that it is small, uniformly in 0 ≤ r ≤ 1 for observables F = O, where
is a function of particle gaps. Indeed, by [ 
The core of [10] is an analysis of the parabolic evolution with time-dependent random coefficients (81). In addition to the probabilistic properties of the paths x(s) which are derived from the rigidity and level repulsion estimates (item (2)) above (see [10, Section 9.3] ), the main input is the elliptic structure of the matrix
is the part of the Hessian of the Hamiltonian coming from the logarithmic interaction:
The crucial point is that B ij (s) =B ij behaves roughly like a discrete version of the kernel of the elliptic operator √ −∆:
For our purposes, what is important is that proofs in Sections 8, 9 and 10 of [10] are unaffected by the additional term 1/(x j + x k ) 2 in (82), since this term is of lower order than 1/(x j − x k ) 2 :
Given that the rigidity and level repulsion estimates remain the same whether this term is present in the logarithmic interaction or not, we can follow all the steps in [10] to establish for the anti-symmetric ensemble (66), and obtain Theorem 7.
The GUE case
The method of proof in the previous section can of course also be applied to perturbations of a GUE matrix. The result is as follows: Proof. Let X = (X 1 , . . . , X N ) ⊺ be a complex Gaussian vector with mean 0 and covariance I. Then UX is Gaussian vector with the same distribution for any unitary transformation U. From this, it follows easily that
has uniform distribution on the unit sphere in C N . In particular, if v is any eigenvector of the GUE matrix G, the distributions of v, b N and Y, b N are identical. Thus
where Z has the chi distribution with N degrees of freedom. Choosing η ≤ N −2ǫ , we obtain P(
Replacing (49) by (83) in the proof of Theorem 2, (ii) above to obtain (50), the result follows. Note also that we do not need to appeal to the results in [6] to obtain the bound, since the distribution of the projections of eigenvectors are known.
