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Introduction
The subject of Spin Geometry has its roots in physics and the study of spinors. However,
once adapted to a mathematical framework, it beautifully intertwines the realms of algebra,
geometry and analysis. When combined with the Atiyah-Singer index theorem - one of the
most remarkable results in twentieth century mathematics - it has far-reaching applications
to geometry and topology.
This course has three main goals. The first goal is to understand the concept of Dirac
operators. The second is to state, and prove, the Atiyah-Singer index theorem for Dirac
operators. The last goal is to apply these concepts to topology: A remarkable number of
topological results - including the Chern-Gauss-Bonnet theorem, the signature theorem and
the Hirzebruch-Riemann-Roch theorem - can be understood just by computing the index of
a Dirac operator. Before starting a serious discussion, let us try to illuminate the central
concepts in a leisurely way.
What are Dirac operators?
Dirac operators were introduced first by Paul Dirac (of course) in an attempt to understand
relativistic quantum mechanics. A simplified version of the problem goes as follows. Consider
a particle of mass m moving in R3 with momentum p = (p1, p2, p3). Relativity tells us that
the particle has energy1
E =
√
m2 + p2 (1)
1In units where the speed of light c = 1.
4
where p2 = p21 + p
2
2 + p
2
3. Passing to quantum mechanics
2, the particle is described by a
time-dependent “wave function” ψt ∈ L2(R3) and we replace E → i ∂∂t , pj → −i ∂∂xj , which
formally leads to the equation
i
∂
∂t
ψt =
√
m2 +∆ψt (2)
where we define the Laplacian ∆ = −∑3j=1 ∂2∂x2j . To understand this equation, Dirac looked
for a first order differential operator with constant coefficients
D =
3∑
j=1
γj
∂
∂xj
+ γ0 (3)
such that
D2 = m2 +∆. (4)
Given such an operator D, we can solve equation (2) as ψt = exp(−itD)ψ0. However, it
turns out that (4) cannot be solved if the coefficients γi are real or complex numbers. If we
accept for the moment that the γi do not commute with each other, equation (4) leads to
the set of equations 
γiγj + γjγi = 0 i 6= j
γ20 = 1
γ2j = −1 j = 1, 2, 3
(5)
which, introducing the anti-commutator {a, b} = ab+ba and the standard Minkowski metric
on R4, ηij = diag(−1,+1,+1,+1), can be summarized as
{γi, γj} = −2ηij . (6)
We call equation (6) the Clifford Relation. It leads to very interesting algebra that we will
study in Chapter 1. Another implication is that the wave function Ψ is not real valued,
rather, it is a section of a certain “spinor bundle”. This will be discussed in 2. In chapter 3,
after discussing some analytic preliminaries, we will finally introduce Dirac Operators and
their index.
2For us this is an entirely formal operation, and we will not discuss it any further.
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What is the index (theorem)?
The index, and the index theorem, are statements about the solutions to equations. Let us
illuminate this by means of two simple examples3.
First, let V,W be vector spaces and consider a linear map A : V → W . We are interested
in the equation Av = 0. The number of independent solutions is dim kerA. A priori, we do
not have any information about this number on its own. However, what we can consider is
the rank-nullity theorem
rk(A) + dimkerA = dimV. (7)
This equation can be rewritten as
dim kerA− (dimW − rk(A)) = dimV − dimW (8)
or, introducing the cokernel of A as coker(A) = W/imA, as
dim kerA− dim cokerA = dimV − dimW. (9)
In other words, while we cannot say anything about dim kerA, we know exactly what
dim kerA− dim cokerA (in fact it is independent of A). If we define the index
ind(A) := dimkerA− dim cokerA (10)
then we can interpret equation (9) is a first incarnation of the index theorem.
As a second example, consider the family of differential operators
Dλ : C
∞(S1)→ C∞(S1)
Dλf =
df
dx
− 2πiλf
Then, the kernel of D is nonzero if and only if λ ∈ Z, and in this case is spanned by
f(x) = e2πiλx. Hence, the dimension of the kernel is given by
dim kerDλ =
0 λ /∈ Z1 λ ∈ Z (11)
3It may be worth to note that the operators appearing here are not Dirac operators, but the index
theorem still holds.
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in particular it does not vary continuously in λ. On the other hand, let us consider the index
of Dλ. By a general fact
4, we have cokerDλ = kerD
∗
λ, where D
∗
λ =
d
dx
+ 2πiλ is the adjoint
of Dλ. Hence, we see that
ind(Dλ) = dimkerDλ − dimkerD∗λ ≡ 0 (12)
which does vary continuously in λ. The observation that the index of an elliptic operator
is invariant over continuous families led to the discovery of the topological index - a number
associated to an elliptic operator D, denoted top− ind(D) that can be computed from
topological data - and the celebrated Atiyah-Singer index theorem:
Theorem 0.0.1. Let E, F be vector bundles over a manifold M and D : Γ(E) → Γ(F ) an
elliptic differential operator. Then the index of D equals the topological index of D:
ind(D) = top− ind(D). (13)
The central goal of this course are to understand the statement and proof of this theorem
for Dirac Operators and study some of its applications. This requires that apart from
understanding Dirac Operators and their index, we define their topological index. This is
done via the theory of characteristic classes, that will be introduced in Chapter 2. The
precise analytical definitions will be given in 3. Finally, in Chapter 4, we will be able to
state and prove the index theorem and consider some applications.
Course outline
Before we begin, let us briefly discuss the outline of the course. As mentioned in the begin-
ning, the subject of Spin Geometry draws from Algebra, Geometry, and Analysis, and the
first three chapters will each be devoted to studying the necessary preliminaries in each of
these areas. The last and main chapter is reservers for the index theorem, its proof, and
applications.
Chapter 1 deals with Algebra. After a brief introduction to superalgebra, we will discuss the
essential notions of Clifford Algebras, Spin and Pin Groups, and their representations.
4We will deal with these technicalities in more detail later.
7
Chapter 2 deals with Geometry, and consists of three main sections. First, we will recall
preliminaries, such as vector bundles, principal bundles and connections. Then we will be
concerned with the Chern-Weil theory of characteristic classes. Lastly, we will take the
algebra of Chapter 1 and promote it to spin structures and spinor bundles over manifolds.
In Chapter 3 we discus Analysis. After introducing some technical machinery on differential
operators, we give a precise definitions of the index. We then proceed to define Dirac
operators and Dirac bundles.
Finally, in Chapter 4, we give the precise statement of the index theorem for Dirac operators.
We will a corollary - the Chern-Gauss-Bonnet Theorem - and sketch the ideas of the proof.
Further reading
There are a number of notable omissions in these lecture notes - e.g. several other applications
of the index theorem, Pin structures and associated Dirac operators, and the generalization
to elliptic operators in terms of K-theory. All these very interesting topics can be found
in various sources, of which we only list a few here. The subject was founded in the works
of Atiyah and collaborators: The first proof of the Index theorem was in [AS63], [ABS64]
introduces the theory of Clifford Modules, the K-theoretic proof appeared in [AS68] (the
first in a series of several papers dealing with the theorem). A proof that uses heat kernels
instead of K-theory was given by Atiyah, Bott and Patodi in [ABP73] and later simplified
by Getzler in [Get83; Get86]. This is the proof that we will follow in these notes.
As for review material, the classic textbook on the subject is [LM90]. The topic is also
thoroughly reviewed in [Sal96] (the main focus of the book lying on Seiberg-Witten invari-
ants). In these notes we follow closely the lecture notes of L. Nicolaesecu [Nic13] and X. Dai
[Dai15].
Finally, for the sake of completeness let us admit that we do not discuss at all the extension
to manifolds with boundary, the Atiyah-Patodi-Singer theorem ([APS75], for a complete
review see [Mel93]) which has recently found great attention in the physics of topological
insulators (see e.g. [FOY18] and references there).
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Chapter 1
Algebra
In this chapter we will mainly be concerned with Clifford algebras, roughly speaking, these
are algebras where a version of the Clifford relation
{γi, γj} = −2ηij
holds. It is useful to employ the terminology of super algebra, which we will set up in the
first section.
1.1 Superalgebra
In this section, the ground field k is either R or C. The basic notion is that of a super vector
space.
Definition 1.1.1 (Super vector space).
i) A super vector space is a vector space V together with a decomposition V = V0 ⊕ V1.
ii) If V = V0 ⊕ V1 is a super vector space and v ∈ Vi, we say that v is homogeneous of
degree i and use the notation |v| = i.
iii) We call V0 the even part of V , and elements v ∈ v0 are called even. Similarly, we call
V1 the odd part of V and call elements v ∈ V1 odd.
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There are two equivalent terminologies: We can talk about the degree of an object, which
can be either 0 or 1, or the parity of an object, which can be even or odd. Even objects
have degree 0, and odd objects have degree 1. Indices indicating the grading are always
understood mod 2.
Definition 1.1.2. Let V,W be super vector spaces. Then we say that a linear map A : V →
W has degree j if A(Vi) ⊂Wi+j .
This endows the space of linear maps Hom(V,W ) with the structure of a super vector space.
Definition 1.1.3 (Supertrace). Let V be a super vector space.
i) Let E ∈ End(V )0. Then the supertrace of E is defined to be
strE := trE
∣∣
V0
− trE∣∣
V1
. (1.1)
ii) Let T ∈ End(V ) and decompose it into even and odd part T = T0+T1. Then we define
str T := str T0 (1.2)
iii) The grading operator γ ∈ End(V ) is defined by
γV = idV0 − idV1 . (1.3)
Obviously, the grading operator satisfies γ2V = 1. For a general T ∈ End(V ), we have
str T = tr(γT ).
A concept of central importance for us is that of a superalgebra.
Definition 1.1.4 (Superalgebra). Let (A, ·) be an algebra where A is a super vector space
A = A0 ⊕ A1. Then we say that A is a superalgebra if AiAj ⊂ Ai+j .
If A,B are superalgebras, then we say that a map of algebrasF : A→ B is even (resp. odd)
if the underlying linear map is even (resp. odd). Even maps are morphisms of superalgebras,
while the superalgebra of all algebra maps is usually called the inner hom (in the category
of superalgebras).
The following is an easy but important exercise.
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Exercise 1. i) Let V be a vectorspace with an operator γ that satisfies γ2 = 1. Prove that
V has a super vector space structure for which γ is the grading operator.
ii) Now suppose that V additionally has an algebra structure such that γ is an algebra
homomorphism. Prove that V is a superalgebra.
The following are natural examples of superalgebras.
Example 1.1.5. i) Let V be a vector space. Then the tensor algebra T (V ), the symmetric
algebra SV , and the exterior algebra
∧
V are all superalgebras. Here the grading
operator is given by the extension of the linear map ε : V → V, ε(v) = −v.
ii) Now, let V be a super vector space. Then End(V ) is a superalgebra (with multiplication
the composition of linear maps).
The reason to introduce superalgebras is to have a convenient way to deal with signs. The
first appearance of signs is in the definition below.
Definition 1.1.6 (Supercommutative). i) Let A be superalgebra. Then the supercom-
mutator is the bilinear map [·, ·]s : A × A → A defined on homogeneous elements by
[a, b]s := ab− (−1)|a||b|ba.
ii) A superalgebra A is supercommutative if the supercommutator vanishes identically,
equivalently, for all homogeneous a, b ∈ A we have
ab = (−1)|a||b|ba. (1.4)
Example 1.1.7. If V is a vector space, then the superalgebra
∧
V is supercommutative,
but the superalgebra SV is not1.
Another important notion is that of the tensor product of superalgebras.
Definition 1.1.8 (Tensor product). i) Let V,W be super vector spaces. Then the tensor
product is the super vector space given by V ⊗ˆW = (V ⊗ˆW )0 ⊕ (V ⊗ˆW )1, where
(V ⊗ˆW )0 = V0 ⊗W0 ⊕ V1 ⊗W1 (1.5)
(V ⊗ˆW )1 = V1 ⊗W0 ⊕ V0 ⊗W1. (1.6)
1Notice however that the algebra SV is commutative, while the algebra
∧
V is not.
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ii) Let A,B be superalgebras. Then their tensor product is the superalgebra with un-
derlying super vector space A⊗ˆB and multiplication defined on the tensor product of
homogeneous elements a1, a2 ∈ A and b1, b2 ∈ B by
(a1⊗ˆb1)(a2⊗ˆb2) := (−1)|a2||b1|a1a2⊗ˆb1b2 (1.7)
The sign above is a good example of the Koszul sign rule: Whenever we exchange two objects
in the graded world (in this case a2 and b1) then we get a sign determined by the product of
their degrees. Let us establish one last definition for future purposes:
Definition 1.1.9 (Supermodule). A supermodule V over a superalgebra A is a super vector
space V together with an even map ρ of superalgebras ρ : A→ End(V ).
Definition 1.1.10 (Morphisms of supermodules). Let (V1, ρ1) and (V2, ρ2) be supermodules
over a superalgebra. Then a morphism of supermodules is a linear map T : V1 → V2 which
supercommutes with the action of A: For homogeneous T and a ∈ A this means that
Tρ1(a) = (−1)|T ||a|ρ2(a)T. (1.8)
The set of morphisms of supermodules is denoted HomA(V1, V2) (here we suppress ρ1, ρ2).
For (V, ρ) a supermodule over A we denote EndA(V ) the morphisms from (V, ρ) to itself.
After setting up the terminology of superalgebras, we are ready for the discussion of more
interesting topics.
1.2 Clifford algebras
Let V be a vector space over k = R or k = C. Let g : V × V → k be a symmetric bilinear
form on V . We often call the pair (V, g) a quadratic vector space2. We denote by Ig the
two-sided ideal in T (V ) generated by the set {v ⊗ v + g(v, v)1, v ∈ V } ⊂ T (V ).
Definition 1.2.1 (Clifford algebra). The Clifford algebra Cl(V, g) is the quotient
Cl(V, g) := T (V )/Ig (1.9)
2The name comes from the fact that equivalently one can work with quadratic forms, but we shall stick
to bilinear forms, with an eye towards the applications.
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We denote the quotient map by π : T (V )→ Cl(V, g). Some remarks are immediate from this
definition.
Remark 1.2.2. i) There is an injection ι : V →֒ Cl(V, g) and we will identify V ∼= ι(V ) ⊂
Cl(V, g).
ii) Cl(V, g) is the algebra generated by the vector space V , subject to the relation v · v =
−g(v, v). This relation is equivalent to
v · w + w · w = −2g(v, w), (1.10)
the Clifford relation that we discussed before.
iii) This construction is universal: Given any k-algebra A and a linear map f : V → A such
that f(v)f(v) = −2g(v, v)1, there exists a unique algebra map f˜ : Cl(V, g) → A such
that f˜ ◦ ι = f , i.e. the following diagram commutes:
Cl(V, g)
V A
f˜
ι
f
(1.11)
iv) As a consequence, the association (V, g) 7→ Cl(V, g) is functorial, i.e. for a linear map
f : (V, g)→ (V ′, g′) such that3 f ∗g′ = g, there is a unique map f˜ : Cl(V, g)→ Cl(V ′, g′).
In particular, if (V, g) ∼= (V ′, g′), then also Cl(V, g) ∼= Cl(V ′, g′).
Let us consider some examples.
Example 1.2.3. In the definition, the bilinear form g is not supposed to be non-degenerate.
Thus, we can take g = 0. By definition, the Clifford algebra then satisfies v · w + w · v = 0,
hence Cl(V, 0) ∼= ∧V .
Example 1.2.4. Let k = R. We denote by Rp,q the vector space V = Rn with the standard
bilinear form gp,q of signature
4 (p, q) where p+ q = n, i.e. the matrix of gp,q in the standard
basis is
gp,q = diag(1, . . . , 1︸ ︷︷ ︸
p
,−1, . . . ,−1︸ ︷︷ ︸
q
).
3Here we use the pullback defined by f∗g(v, w) = g(f(v), f(w)).
4Our convention for the signature (p, q) is that p denotes the number of positive eigenvalues and q denotes
the number of negative eigenvalues so that p+ q ≤ n.
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Then we denote Cl(Rp,q) =: Clp,q. This is calles the standard Clifford algebra of sig-
nature (p, q). By the remark above, all Clifford algebras over real vector spaces with a
non-degenerate symmetric bilinear form is isomorphic to one of the Clp,q. We also denote
Cln := Cln,0.
Example 1.2.5. Consider Cl1. By definition, is algebra is T (R)/Ig1. Since T (R) ∼= R[x],
we have Cl1 ∼= R[x]/ < x2 + 1 >∼= C where we consider C as an R-algebra.
The Clifford algebra inherits some properties from the tensor algebra and does not inherit
some others. Let us discuss this in more detail. A Z-graded algebra is an algebra A with
a direct sum decomposition A =
⊕
k Ak such that AiAj ⊂ Ai+j. The tensor algebra T (V )
is, naturally, a Z-graded algebra. Every Z-graded algebra can be turned into a Z2-graded
algebra by taking the direct sum of even and odd components. A crucial fact about the
Clifford-algebra is that it does not inherit the Z-grading. This can be seen in by considering
e.g. the image of v⊗2k ∈ T (V )2k, the image under the projection is
π(v⊗2k) = (−1)kg(v, v)k ∈ π(T (V )0). (1.12)
However, the Clifford algebra inherits the Z2-grading of the tensor algebra, and thus is
naturally a superalgebra.
Proposition 1.2.6. Let (V, g) be a vector space with a symmetric bilinear form. Denote
T (V ) = T (V )0 ⊕ T (V )1 the superalgebra structure of T (V ) Then Cl(V, g) is a superalgebra
with Cl(V, g)0 = π(T (V )0), Cl(V, g)1 = π(T (V )1).
Proof. Consider again the map ε : V → V, ε(v) = −v. Since its preserves the bilinear form
it extends to an algebra isomorphism ε : Cl(V, g) → Cl(V, g) which squares to 1. Then, by
Exercise 1 we know that Cl(V, g) is a superalgebra for which ε is the grading operator. Then
the claim follows from the easy observation that ε(π(t)) = π(ε(t)), for any t ∈ T (V ).
There is another structure that Cl(V, g) inherits from T (V ), namely that of a filtered algebra5.
5There are many versions of the concept of filtration in the literature. This one is sufficient for our
purposes.
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Definition 1.2.7 (Filtered algebra). A filtered algebra A over k is an algebra A over k,
together with a collection of linear subspaces {F iA}i∈N satisfying
A =
⋃
i∈N
F iA
(F iA)(F jA) ⊂ F i+jA
The tensor algebra (and, in fact, every N-graded algebra) has a natural filtration F iT (V ) =
⊕ik=0T (V )k. While the map π : T (V ) → Cl(V, g) does not preserve the grading, it does
preserve the filtration in the sense that F iCl(V, g) := π(F iT (V )) defines a filtration on
Cl(V, g). To every filtered algebra, one can associate a graded algebra as follows.
Definition 1.2.8 (Associated graded). Let A be a filtered algebra. Then, the associated
graded algebra Gr(A) is the N-graded algebra given by Gr(A) = ⊕i∈NGr(A)i with
Gr(A)i = F
iA/F i−1A.
Exercise 2. Spell out the multiplication on Gr(A), and prove that it is well-defined and
makes Gr(A) into a graded algebra.
Proposition 1.2.9. Let V be a vector space with a symmetric bilinear form g. Consider
the Clifford algebra Cl(V, g) with its natural filtration. Then Gr(Cl(V, g)) ∼= ∧V , i.e. the
associated graded of the Clifford algebra is isomorphic to the exterior algebra of V .
Note that the associated graded of Cl(V, g) is independent of g.
Proof. Consider the map ϕk : V ⊗k → Grk(Cl(V, g)) given by the composition
V ⊗k → F kCl(V, g)→ F kCl(V, g)/F k−1Cl(V, g)
which takes v1 ⊗ . . .⊗ vk 7→ [v1 · . . . · vk]. We claim that this map descends to
∧k V . Indeed,
the image of the ideal I generated by {v ⊗ v, v ∈ V } under π lies in F k−1Cl(V, g) because
π(v ⊗ v) = 2g(v, v). Hence I ⊂ kerϕk and the map descends to a map ϕ¯k : ∧k V →
Gr(Cl(V, g))k. This map is surjective (since ϕ
k is surjective). The direct sum ϕ¯ =
⊕n
k=1 ϕ¯
k
(where n = dimV ) is an algebra homomorphism. We will now show that the maps ϕ¯k are
injective for every k. Namely, consider a tensor t ∈ kerϕk = π−1(F k−1Cl(V, g)). These are
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tensors of degree r that are sum of terms of the form a ⊗ v ⊗ v ⊗ b, where a and b are of
homogeneous degree that add up to r−2. Then t ∈ I, i.e. t vanishes in the exterior algebra,
which proves that ϕ¯k is injective.
Corollary 1.2.10. There is a canonical vector space isomorphism
σ : Cl(V, g)→
∧
(V ) (1.13)
preserving the Z2-grading.
Here, by canonical we mean that the isomorphism does not depend on any choices.
Proof. This follows from the general fact that for a filtered algebra A with a finite filtration,
the map A → Gr(A) is an isomorphism of vector spaces which depends only on the filtra-
tion. Since the filtration is induced by the (canonical) filtration of the tensor algebra, the
isomorphism is canonical.
This theorem allows us to find an easy basis of the Clifford algebra.
Proposition 1.2.11. Let (V, g) be a quadratic vector space of dimension n and let v1, . . . , vn
be a basis of V . Then the set
{vi1 · · · vik |k = 0, . . . , n, 1 ≤ i1 < i2 . . . < ik ≤ n}
is a basis of the associated Clifford algebra Cl(v, g).
An ordered multiindex is a multiindex I = (i1, . . . , ik) satisfying i1 < i2 . . . < ik. k is called
the length of the multiindex and denoted |I| = k (k = 0 is allowed). By eI we abbreviate
ei1 · · · eik . By definition, the empty product (k = 0) is 1.
Proof. First note that there are
∑n
k=0
(
n
k
)
= 2n ordered multiindices in {1, . . . , n}. Since
dimCl(V, g) = dim
∧
V = 2n, it is enough to show that the vectors eI span Cl(V, g). We
prove by induction that {eI ||I| ≤ k} spans F kCl(V, g). Clearly, this true for k = 0, since
F 0Cl(V, g) = k. Now suppose the claim is true for all k′ < k. DenoteWk := span{eI , |I| ≤ k.
We have to show that Wk ⊃ π(F kT (V )). Since we already know that π(F k−1T (V )) ⊂
Wk−1 ⊂ Wk, it is enough to show that π(T k(V )) ⊂ Wk. Any element of T kV is a sum of
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terms of the form vj1 ⊗ · · · ⊗ vjk , whose image in the Clifford algebra is vj1 · · · vjk . Using
the Clifford relation, we can rewrite this as vjσ(1) · · · vjσ(k) + α, where jσ(1) < . . . < jσ(k) and
α contains at most k − 2 basis vectors. Hence, alpha ∈ π(F k−2T (V )) ⊂ Wk−2 ⊂ Wk. This
proves the claim.
1.3 Pin and Spin groups
Now we fix the ground field k = R. Consider the group of invertible elements Cl(V, g)× ⊂
Cl(V, g). Since it is an open subset of Cl(V, g) it is a Lie group of dimension 2dimV . The
tangent space at the neutral element 1 is Cl(V, g). It carries a natural Lie bracket given by
the commutator with respect to Clifford multiplication. The Lie group Cl(V, g)× acts on its
Lie algebra Cl(V, g) by the adjoint representation
ρ : Cl(V, g)× → GL(Cl(V, g))
x 7→ (v 7→ xvx−1) (1.14)
For our purposes, the twisted adjoint representation will be more important.
Definition 1.3.1 (Twisted adjoint representation). The twisted adjoint representation is the
representation ρ˜ : Cl(V, g)× → GL(Cl(V, g)) given by ρ˜(x)v = ε(x)vx−1 where ε : Cl(V, g)→
Cl(V, g) is the grading operator.
Proposition 1.3.2. Let v ∈ V with g(v, v) 6= 0. Then
• v ∈ Cl(V, g)×.
• ρ˜(v) stabilizes V , i.e. ˜ρ(v)(V ) ⊂ V ,
• for any w ∈ V , we have
ρ˜(v)w = w − 2g(v, w)
g(v, v)
v (1.15)
i.e. ρ˜(v) acts as a reflection by the hyperplane v⊥.
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Proof. For i) simply notice that since v2 = −g(v, v)1, if g(v, v) 6= 0 we have v−1 = −v
g(v,v)
. Of
course ii) is implied by iii), which is a simple computation:
ρ˜(v)w = ε(v)wv−1 =
vwv
g(v, v)
=
v(−vw − 2g(v, w)1)
g(v, v)
= w − 2g(v, w)
g(v, v)
v.
Here we have used the Clifford relations vw = −wv − g(v, w)1 and −v2 = g(v, v).
Definition 1.3.3 (Clifford group). The Clifford group Γ(V, g) is the subgroup of Cl(V, g)×
stabilizing V in the twisted adjoint representation, i.e.
Γ(V, g) := {g ∈ Cl×(V, g), ρ˜(g)(V ) ⊂ V }. (1.16)
Clearly, nonzero elements of k act trivially in the twisted adjoint representation. Hence we
have k× ⊂ ker ρ˜. If g is non-degenerate, also the converse is true:
Proposition 1.3.4. If g is non-degenerate, then ker ρ˜
∣∣
Γ(V,g)
= k×.
Proof. Choose a basis v1, . . . , vn of v such that g(vi, vi) 6= 0 and g(vi, vj) = 0 for i 6= j. Let
ϕ ∈ ker ρ˜ be non-zero. Then ǫ(ϕ)v = vϕ for all v ∈ V . Decomposing ϕ = ϕ0 + ϕ1, we get
ϕ0v = vϕ0 (1.17)
ϕ1v = −vϕ1 (1.18)
for all v ∈ V . We can write ϕ0 = a0 + v1a1, where a0, a1 do not involve v1. Now set
v = v1 in (1.17). Since a0 commutes with v1 and a1 anticommutes with v1, this gives
a0v1 − v21va1 = a0v1 + v21a1. This implies a1 = 0, which means ϕ0 does not contain v1.
Proceeding with a0 we can prove in the same way that it does not contain v2, and so on. We
conclude that ϕ0 does not contain any vi.
Exercise 3. Give a similar argument proving that ϕ1 does not contain any vi, using equation
(1.18).
Hence, ϕ does not involve any of the vi, which means ϕ ∈ k×.
Definition 1.3.5 (Pin and Spin). The Pin group Pin(V, g) associated to Cl(V, q) is the
subgroup of Cl(V, q) generated by elements v ∈ V with g(v, v) = ±1. The Spin group
Spin(V, g) is given by
Spin(V, g) := Pin(V, g) ∩ Cl(V, g)0.
18
Example 1.3.6. Again, we can consider the standard Pin and Spin groups
Pinp,q := Pin(R
p,q) (1.19)
Spinp,q := Spin(R
p,q). (1.20)
.In this course, the Euclidean groups
Pinn := Pinn,0
and
Spinn := Spinn,0
will be most important. Below, we will see that Spin1 = {1}, Spin2 ∼= S1, Spin3 ∼= SU(2) ∼=
S3. In physics, one usually considers the Lorentz Spin group Spin1,n (and sometimes also
the Pin group Pin1,n).
Notice that by Proposition 1.3.2, these groups act by reflections on V . Since reflections with
respect to a certain symmetric bilinear form preserve that form, it follows that ρ˜(Pin(V, g)) ⊂
O(V, g). Since reflection always have determinant −1, we can further conclude that ρ˜(Spin(V, g)) ⊂
SO(V, g) This is an important step in the proof of the following central theorem.
Theorem 1.3.7. Let k = R. Then there are exact sequences
1→ Z2 →Pinp,q → O(p, q)→ 1 (1.21)
1→ Z2 →Spinp,q → SO(p, q)→ 1 (1.22)
Remark 1.3.8. Interestingly, if k 6= R, a number of things can go wrong. If √−1 ∈ k, then
6 Z2 has to be replaced by F = ±1,±
√−1. If there is a ∈ k such that neither a nor −a
have a square root, then the maps do not cover the orthogonal group. Also, the theorem is
not true for degenerate bilinear forms, since the kernel of the twisted adjoint representation
becomes larger.
For the proof we have to introduce another technical tool, the norm mapping on the Clifford
algebra.
6This happens in C but also in finite fields, e.g. in Z5 we have 22 = 4 = −1.
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Definition 1.3.9 (Transpose and Norm). The transpose T : Cl(V, g)→ Cl(V, g) is defined by
(v1 · · · vk)T = vk · · · v1 and extending linearly. The norm is the map N : Cl(V, g)→ Cl(V, g)
defined by
N(ϕ) = ϕ · ǫ(ϕT ) (1.23)
The importance of the norm is explained by the following proposition.
Proposition 1.3.10. Suppose g is non-degenerate, then N : Γ(V, g)→ k× is a group homo-
morphism.
Proof. First we have to check that for ϕ ∈ Γ(V, g) we have N(ϕ) ∈ k×. By definition, we
have ε(ϕ)vϕ−1 ∈ V . The transpose acts trivially on V , hence we have
ε(ϕ)vϕ−1 =
(
ε(ϕ)vϕ−1
)T
= (ϕT )−1vε(ϕT ).
Hence we get
v = ϕT ε(ϕ)vϕ−1ε(ϕT )−1 = ρ˜(ε(ϕT )ϕ)v.
Since for ϕ ∈ Γ(V, g) we have also ϕT , ε(ϕ) ∈ Γ(V, g), we have ε(ϕT )ϕ ∈ ker ρ˜∣∣
Γ(V,g)
= k×.
Applying ε and the transpose, we conclude N(ϕ) ∈ k×.
Next we check that N is a homomorphism. For this, we simply compute
N(ϕτ) = ϕτε(τT )ε(ϕT ) = ϕN(τ)ε(ϕT ) = N(ϕ)N(τ).
Proof of theorem 1.3.7. By the theorem of Cartan-Dieudonne´, every element of g ∈ O(p, q)
is a product of reflections g = rv1 · · · rvk . Since we have rtv = rv, and over R we can rescale
every vector to have length ±1, we conclude that the Pin group surjects on the orthogonal
group. Similarly, the special orthogonal group is generated by even products of reflections,
hence the Spin group surjects on the special orthogonal group. Let x ∈ ker ρ˜ ∩ Pin. Then
x ∈ k× by proposition 1.3.4. Write x = v1 · · · vk. Then N(x) = N(v1) · · ·N(vk) = ±1. But
for x ∈ k×, we have N(x) = x2 and hence
x ∈ ker ρ˜ ∩ Pin⇔ x ∈ k×, x2 = 1⇔ x = ±1.
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1.4 Classification of Clifford algebras over R and C
The classification is not strictly needed for the purpose of this course, but we include for
two reasons. First, it is a very interesting topic in its own right, and linked to the deep
phenomenon of Bott periodicity. Second, we hope that it serves to reduce confusion over
complexifying real algebras and representations.
We have the following important fact about the tensor product of Clifford algebras.
Theorem 1.4.1. Let (V1, q1) and (V2, q2) be k-vector spaces with symmetric bilinear forms.
Denote (V, g) = (V1 ⊕ V2, g1 ⊕ g2) the orthogonal sum of V1, V2. Then the graded tensor
product of Cl(V1, g1) and Cl(V2, g2) satisfies
Cl(V1, g1)⊗ˆCl(V2, g2) = Cl(V, g).
Proof. Since V = V1⊕V2, any v ∈ V decomposes as v = v1+v2 with vi ∈ Vi. The map f : V →
Cl(V1, g1)⊗ˆCl(V2, g2) defined by f(v) = v1⊗ˆ1 + 1⊗ˆv2 satisfies f(v)f(v) = −g(v, v)1 (check
it), hence by universality f extends to a algebra map Cl(V, g)→ Cl(V1, g1)⊗ˆCl(V2, g2).
1.4.1 Classification of real algebras
Recall the standard Clifford algebra Clp,q = Cl(Rp+q, gp,q), where gp,q is the standard metric
of signature (p, q). The following is an immediate consequence of theorem 1.4.1.
Corollary 1.4.2. The standard Clifford algebra Clp,q is isomorphic to a tensor product
Clr,s ∼= ⊗ˆrCl1
⊗ˆ
⊗ˆsCl0,1. (1.24)
Theorem 1.4.3. There is an algebra isomorphism
Clp,q ∼= Cl0p+1,q. (1.25)
Proof. Again we use the universal property of Clifford algebras. Choose a standard basis
e0, . . . , ep, ep+1, . . . , ep+q of Rp+1,q, i.e. gp+1,q(ei, ei) = 1 for 0 ≤ i ≤ r and gp+1,q(ei, ei) = −1
for r+1 ≤ i ≤ r+ q. Embed Rp,q by dropping e0 and define f : Rn → Cl0p+1,q by f(ei) = e0ei
for i ≥ 1. Observe that f(ei)2 = gp,q(ei, ei) (Computation). Hence f extends to an algebra
morphism Clp,q → Clp+1,q.
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To classify the Clifford algebras over R we revert to the usual (ungraded) tensor product.
This will allow us as identifying Clifford algebras as tensor product of known algebras. We
will only sketch the proofs of the classification, for details the reader is referred to [LM90].
The first observation is the following.
Theorem 1.4.4. There are isomorphims
Cln,0 ⊗ Cl0,2 ∼= Cl0,n+2 (1.26)
Cl0,n ⊗ Cl2,0 ∼= Cln+2,0 (1.27)
Clp,q ⊗ Cl1,1 ∼= Clp+1,q+1 (1.28)
Proof. The idea of the proof is very similar to proofs we have seen before, and uses again
the universal property of Clifford algebras. To prove e.g. the first one defines a map Rn+2 →
Cln ⊗ Cl0,2 by choosing orthonormal bases ei, e′i, e′′i of Rn+2,Rn,R2 and defining f(ei) =
e′i ⊗ e′′1e′′2 for 1 ≤ i ≤ n and f(en+1) = 1⊗ e′′1, f(en+2) = 1⊗ e′′2. One then checks easily that
this map satisfies the Clifford relation: For 1 ≤ i ≤ n we have
f(ei)
2 = (e′i ⊗ e′′1e′′2)2 = (e′i)2 ⊗ (e′′1e′′2e′′1e′′2) = (−1)⊗ (−1) = 1,
and of course this holds also for en+1 and en+2. Hence f extends to an algebra homomorphism
f : Cl0,n+2 → Cln,0⊗Cl0,2. Next, we note that the algebra homomorphism is surjective, since
it contains all generators in its image: Clearly it contains the generators 1⊗ e′′i , i = 1, 2. On
the other hand, we have e′i ⊗ 1 = f(ei)(1⊗ e′′2)(1⊗ e′′1), hence also the generators e′i ⊗ 1 are
contained. Since the two algebras have the same dimension (2n+2 = 2n · 22), we conclude
they are isomorphic. The second case is very similar to the first one. For the last case, let
e1, . . . , ep+1, ε1, . . . , εq+1 be a basis of Rp+1,q+1 satisfying g(ei, ej) = δij , g(εi, εj) = −δij and
g(ej, εk) = 0, and let e
′
i, ε
′ and e′′1, ε
′′
1 be similar bases of R
p,q and R1,1 respectively. Then one
defines the map f : Rp+1,q+1 → Clp,q ⊗ Cl1,1 by
f(ei) =
e′i ⊗ e′′1ε′′ 1 ≤ i ≤ p1⊗ e′′1 i = p+ 1 (1.29)
f(εi) =
ε′i ⊗ e′′1ε′′ 1 ≤ i ≤ p1⊗ ε′′1 i = q + 1 (1.30)
and proceed as before (notice that (e′′1ε
′′
1)
2 = 1)).
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This means that all Clifford algebras can be expressed as tensor products of Cl1,0,Cl2,0,Cl0,1,Cl0,2
and Cl1,1. We summarize those in the next proposition.
Proposition 1.4.5. We have (all isomorphisms are isomorphisms of R-algebras)
Cl1,0 ∼= C
Cl2,0 ∼= H
Cl0,1 ∼= R⊕ R
Cl0,2 ∼= M2(R)
Cl1,1 ∼= M2(R)
We denote by Mn(k) the algebra of n× n matrices over k.
Proof. The proof goes by simply inspecting basis generators and relations. A basis of Cl1,0
is 1, v with relation v2 = −1. For Cl2,0, we have a basis 1, v1, v2, v12. Denoting i = v1, j =
v2, k = v1v2, we get i
2 = j2 = k2 = −1, ij = k, etc. Cl0,1 has a basis 1, v where v2 = +1.
Again we can look at the ±1 eigenspaces of v, generated by 1 + v and 1 − v. This gives
a decomposition into commuting copies of R. Cl0,2 has a generator 1, v1, v2 satisfying v21 =
v22 = 1, v1v2 = −v2v1. An isomorphism with M2(R) is given by sending e.g.
1 7→
(
1 0
0 1
)
, v1 7→
(
1 0
0 −1
)
, v2 7→
(
0 1
1 0
)
One can check this satisfies the Clifford relations, use the universal property and observe
that the resulting map is an isomorphism. Finally, Cl1,1 is generated by 1, v1, v2 with v
2
1 =
1, v22 = −1, v1v2 = −v2v1. An isomorphism can be constructed via
1 7→
(
1 0
0 1
)
, v1 7→
(
1 0
0 −1
)
, v2 7→
(
0 1
−1 0
)
In particular, all Clifford algebras can be constructed as tensor products of R,C,H and
matrix algebras. This is useful because of the following facts from linear algebra:
Proposition 1.4.6. Let A = C,H.
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i) Mn(A) ∼= Mn(R)⊗A, Mn(R)⊗Mk(R) ∼= Mnk(R)
ii) C⊗R C ∼= C⊕ C
iii) C⊗R H ∼= M2(C)
iv) H⊗R H ∼= M4(R)
Using the two propositions above, one can express any standard Clifford algebra over the
reals as a tensor product of matrix algebras. For the definite Clifford algebras, this is usually
summarized in the following table, which is produced using Theorem 1.4.4 and Propositions
1.4.5 and 1.4.6: After that, the table repeats in the following sense. Theorem 1.4.4 implies
n Cln,0 Cl0,n
1 C R⊕ R
2 H M2(R)
3 H⊕H M2(C)
4 M2(H) M2(H)
5 M4(C) M2(H)⊕M2(H)
6 M8(R) M4(H)
7 M8(R)⊕M8(R) M8(C)
8 M16(R) M16(R)
Table 1.1: Clifford algebras Cln,0 and Cl0,n for n ≤ 8.
that Cln+8,0 ∼= Cln,0⊗Cl8,0 ∼= Cln,0⊗M16(R). Since all Clifford algebras are matrix algebras
Mk(A) (or direct sums thereof), we immediately get Mk(A)⊗M16(R). This is what people
call the 8-periodicity of real Clifford algebras. One can also read off the isomorphism type
of the indefinite Clifford algebras by 1.4.4.
Remark 1.4.7. If the bilinear form g is degenerate, one can write V as (V, g) = (V ′, g′) ⊕
(W, 0). Then one can use theorem 1.4.1 to rewrite the corresponding Clifford algebra as the
graded tensor product of a matrix algebra and the exterior algebra on V .
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1.4.2 Classification of complex Clifford algebras
Over the complex numbers, the result is considerably simpler. First, let (V, g) be a real vector
space and denote by (VC, gC) the complexification VC = V ⊗R C and the gC the complex
bilinear extension of g. Then, we observe that Cl(VC, gC) ∼= Cl(V, g)C = Cl(V, g)⊗ C. Next,
remember that over the complex numbers all non-degenerate symmetric bilinear forms are
isometric. These two observations result in the following corollary of theorem 1.4.4:
Corollary 1.4.8. Denote Clcn the Clifford algebra on Cn with standard symmetric bilinear
form. Then Clcn+2
∼= Clcn ⊗ Clc2.
Proof. This follows directly from the observations above applied to any of three isomorphisms
in theorem 1.4.4.
Exercise 4. Prove Corollary 1.4.8 directly by following the proof of Theorem 1.4.4 for the
following map f : Cn+2 → Clcn ⊗ Clc2:
f(ei) =
ie′i ⊗ e′′1e′′2 1 ≤ i ≤ n1⊗ e′′i−n i = n+ 1, n+ 2 (1.31)
where ei, e
′
i, e
′′
i are ONB of C
n+2,Cn,C2 respectively.
Now we can classify the complex Clifford algebras in the same way we classified the real
ones. The first two can be read off directly from complexifying proposition 1.4.5:
Proposition 1.4.9. The first two complex Clifford algebras are given by
Clc1
∼= C⊕ C (1.32)
Clc2
∼= M2(C) (1.33)
Hence the complex Clifford algebras are 2-periodic in the same sense the real Clifford algebras
are 8-periodic. Let us explicitly write down Clcn for all n:
Corollary 1.4.10. Let n ∈ N. Then we have
Clcn
∼=
M2k(C)⊕M2k(C) n = 2k + 1 oddM2k(C) n = 2k even (1.34)
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1.5 Representations
We now want to study some representations of Clifford algebras. Since the Clifford algebra is
naturally a superalgebra, we are interested in supermodules over Cl(V, g). Any supermodule
defines, in particular, a representation of Cl(V, g). All the Clifford algebras are matrix
algebras or direct sums of two matrix algebras, whose irreducible representations are well
known:
Theorem 1.5.1. Let A be one of the R-algebras R,C or H. Then up to isomorphism there is
a unique irreducible representation of the matrix algebra Mn(A) and it is given by the action
on An. The algebra Mn(A)⊕Mn(A) has two irreducible representations up to isomorphism,
given by the vector representation of one factor and the trivial representation of the other
factor.
Proof. This follows from the fact that matrix algebras are simple. See e.g. the book by
Etingof et al on representations of algebras.
1.5.1 Representations of the complex Clifford algebra Clcn
As we have seen before, the complex Clifford algebra Clcn is either a matrix algebra (for
n even) or two copies of a matrix algebra (for n odd). Hence, there is exactly one irre-
ducible representation of Clnc for n even, and two irreducible representations for n odd. The
irreducible representations of the Clcn are known as the complex spinors.
Definition 1.5.2 (Spin representation of Clcn). For n = 2k even, the spin representation of
Clcn is the unique irreducible representation of Cl
c
n of dimension 2
k. The action is given by
the isomorphism Clcn
∼= M2k(C).
If n = 2k+1 is odd, then the two irreducible representations of dimension 2k are called spin
representations.
It is desirable to have a better description that does not use the indirect isomorphism above.
For even n a nice description exists.
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Let (V, g) be a 2k-dimensional euclidean space (i.e. g is positive definite). Let J be a complex
structure on V , i.e. an antisymmetric map (g(v, Jw) = −g(Jv, w)) with J2 = −1. Then
JC : VC → VC also squares to −1, hence
VC = V
1,0 ⊕ V 0,1 (1.35)
where V 1,0 (resp. V 0,1) denotes the +i (−i) eigenspace of J . Conjugation on C extends to
an antilinear map VC → VC, v → v¯ which exchanges V 1,0 and V 0,1.
Proposition 1.5.3. g vanishes when restricted to either V 1,0 or V 0,1.
Proof. To see this, consider v, w ∈ V 1,0. Then Jv = iv, Jw = iw. But then antisymmetry of
J implies that
ig(v, w) = g(iv, w) = g(Jv, w) = −g(v, Jw) = −g(v, iw) = −ig(v, w).
Hence g(v, w) = 0.
Proposition 1.5.4. The spinor representation of Cl(VC, gC) is isomorphic to the represen-
tation SV =
∧
V 1,0 with action given by the formula
v.α =
√
2(v1,0 ∧ α− ιv0,1α) (1.36)
where v = v1,0 + v0,1 is the decomposition (1.35) and the contraction is defined using gC.
Proof. Denote e1, f1, . . . en, fn an ONB of V over R such that Jei = fi, Jfi = −ei. Then
εi =
1√
2
(ei − ifi) is a basis of V 1,0 and ε¯ is a basis of V 0,1. Take a vector and decompose it
as v = v1,0 + v0,1. We have to show the Clifford relation
v.(v.(α)) = −g(v, v)α.
Since v1,0.(v1,0α) = v0,1.(v0,1α) = 0, we just compute
v0,1.(v1,0.α) + v1,0.(v0,1.α) = −2ιv0,1(v1,0α)− 2v1,0 ∧ ιv0,1α
= −2(ιv0,1v1,0)α+ 2v1,0ιv0,1α = −2g(v0,1, v1,0)α = −g(v, v)α.
Hence this defines a representation of Clc2n. It also has the correct dimension 2
n. So, we
simply have to check that the induced map ρ : Clc2n → End(
∧
V 1,0) is surjective. To do so,
consider the basis ε∧I of
∧
V 1,0. Then, we claim that for any I and J there exists an element
ϕIJ such that ρ(ϕ)ε
∧
I = ε
∧
J . Up to a sign, this element is given by ϕIJ = εJ−I ε¯I−J .
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1.5.2 The volume element
Choose an orientation of Cn and let v1, . . . , vn be an oriented basis of Cn.
Definition 1.5.5. The complex volume element ω ∈ Clcn is
ω = i⌊
n+1
2
⌋v1 · . . . · vn (1.37)
Exercise 5. 1. The complex volume element is independent of the choice of basis.
2. The complex volume element satisfies
ω2 = 1 (1.38)
vω = (−1)n−1ωv (1.39)
Since ω2 = 1, then as usual we can construct projectors π+ = 1
2
(1 + ω), π− = 1
2
(1 − ω)
satisfying π++ π− = 1, π+π− = π−π+ = 0, (π±)2 = π±. The second equation implies that ω
is central if n is odd. On the other hand, if n is even the ω supercommutes with all elements
of Clcn. This has the following implications:
Proposition 1.5.6.
i) If n is odd, then Clcn
∼= Clc,+n ⊕ Clc,−n , where Clc,±n = π±Clcn are isomorphic subalgebras
satisfying α(Clc,±n ) = Cl
c,∓
n . This decomposition coincides with the one in (1.34).
ii) If n is even, any supermodule (V, ρ) of Clcn decomposes into the +1 and −1 eigenspaces
of ω, V = V + ⊕ V −. For any v ∈ Cn − {0}, ρ(v) : V ± → V ∓ is an isomorphism.
Proof. For i), we notice that ω is central (i.e. commutes with all elements) if n is odd. Hence
also π± are central, so elements of the form π±α form a subalgebra. Also notice that for n
odd we have α(ω) = −ω and hence απ± = π∓. To see the last point, first notice that it is
true for n = 1: Here the volume element is iv1, which is the element defining the splitting
to C⊗R C ∼= C⊕C. Next notice that under the isomorphism constructed in Exercise 4, the
volume element gets sent to
f(ω2k+1) = f(i
k+1e1 · · · e2k+1) = ik+1i2k−1(e′1 ⊗ e′′1e′′2) · · · (e′2k−1 ⊗ e′′1e′′2)(1⊗ e′′1)(1⊗ e′′2)
= ik(−1)ke′1 · · · e′2k−1 ⊗ (e′′1e′′2)k = ike′1 · · · e′2k−1 ⊗ 1 = ω2k−1 ⊗ 1.
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Hence, the splitting induced by ω2k+1 is the same as the one induced by ω2k−1.
For ii), notice that [ω, α]s = 0 for all α ∈ Clcn. Hence ρ(ω) ∈ EndClcnV In particular, Clifford
multiplication by any v ∈ Rn exchanges the ±1 eigenspaces of ω.
Next we characterize the complex spinors for odd n.
Proposition 1.5.7. Let V be an irreducible representation of Clcn, n odd. Then ω acts either
by +1 or −1 on V , and these are the two inequivalent representations of Clcn. In particular,
if ω acts by ±1 then V is the unique irreducible representation of Clc,±n .
Proof. Since ω2 = 1, V decomposes into the ±1 eigenspaces V ± of ω. But since ω is central,
we have V = V + or V −. It is clear that these representations are inequivalent. If ω acts by
±1, then Clc,∓n acts trivially. This proves the claim.
Proposition 1.5.8. Let n be even and let (V, ρ) be the unique irreducible representation of
Clcn with decomposition into ω-eigenspaces V = V
+ ⊕ V −. Then these two representations
are invariant under (Clcn)0, and they give the two irreducible representations of Cl
c
n−1 under
the isomorphism Clcn−1 ∼= (Clcn)0 of Theorem 1.4.3.
Proof. It is clear that V ± are invariant under (Clcn)0, since this subalgebra commutes with
ωn. Next, recall that the isomorphism Cl
c
n−1 → (Clcn)0 is given by f(ei) = eien. Hence, ωn−1
gets sent to ±ωn under this isomorphism, which proves the claim.
Corollary 1.5.9. Let n be even. Then, the isomorphism Clcn
∼= (Clcn+1)0 is the diagonal
embedding M2n(C)→M2n(C)⊕M2n(C).
Proof. α acts trivially on (Clcn+1)0 but exchanges the two copies Cl
±
n+1.
1.5.3 Representations of the Spin group
Given the spinor representations of the complex Clifford algebra, we can now easily define
the Spin representations of the spin groups.
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Definition 1.5.10 (Complex Spin representation of Spinn). Let Spinn ⊂ Cln ⊂ Clcn. Then
the complex spin representation of Spinn is the restriction of the complex spin representation
of Clcn. We denote the complex spin representation by ∆n.
Remark 1.5.11. If n is odd, this is independent of which of the two spin representations of
Clcn is used. This follows from the fact (Cl
c
n)0 sits diagonally (Corollary 1.5.9).
Proposition 1.5.12. When n is odd, the representation ∆n is irreducible. When n is even,
the representation ∆n = ∆
+
n⊕∆−n splits into the direct sum of two irreducible representations.
Remark 1.5.13. Elements of ∆±n are known as chiral or Weyl spinors.
Proof. If n is odd, then ∆n is an irreducible representation of (Cl
c
n)0. Hence it is also
irreducible under Spinn, since Spinn contains a basis of (Cl
c
n)0.
If n is even, then the complex spinor representation splits as a direct sum of two subspaces
invariant under (Clcn)0. These are two irreducible inequivalent representations of Spinn.
To study representations of Lie groups it is always desirable to know their Lie algebras, in
particular because of the following fact:
Proposition 1.5.14. Spinn is simply connected for n ≥ 3. Hence Spinn → SO(n) is the
universal cover for n ≥ 3. For n = 2, it is the nontrivial double cover of SO(2) ∼= S1.
Proof. Recall the short exact sequence (1.22) from theorem 1.3.7
1→ Z2 → Spinn → SO(n)→ 1. (1.40)
We know that π1(SO(n)) = Z2. Hence, from covering theory, to prove these statements it
is sufficient to prove that the elements ±1 ∈ ker ρ˜ are connected by a continuous path in
Spinn. Such a path is given by
γ(t) = (e1 cos t+ e2 sin t)(−e1 cos t+ e2 sin t) ∈ Spinn
where 0 ≤ t ≤ π/2.
We know that the Lie algebras of Spinn and SO(n) are isomorphic, but sometimes it will be
useful to have an explicit isomorphism.
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Proposition 1.5.15. The Lie subalgebra of (Cln, [·, ·]) of the subgroup Spinn ⊂ Cl×n is
spanned by {eiej}i<j.
Proof. This Lie algebra consists of tangent vectors to curves in Spinn at 1. In particular,
consider a curve similar to the one above
γij(t) = (ei cos t+ ej sin t)(−ei cos t+ ej sin t) = cos 2t+ sin 2teiej (1.41)
Then γ(0) = 1 and γ˙(0) = 2eiej . The claim now follows from the fact that dimSpinn =
dimSO(n) = n(n− 1)/2.
Recall that the Lie algebra of SO(n) is the space of skew-symmetric matrices and denoted son.
There is an isomorphism
∧2Rn → son given by sending ei ∧ ej 7→ Eji − Eij or equivalently,
we send v ∧ w to the antisymmetric endomorphism Rn → Rn given by
v ∧ w(x) = vg(w, x)− wg(v, x). (1.42)
Consider again the adjoint representation
Spinn
ρ−→ SO(n) (1.43)
(on (Cln)0 the twisted adjoint representation and the adjoint representation agree).
Proposition 1.5.16. Identify son ∼=
∧2Rn using the isomorphism (1.42). Then the Lie
algebra isomorphism ρ∗ : Spinn →
∧2Rn induced by ρ is given by
eiej 7→ 2ei ∧ ej (1.44)
Equivalently
(ρ∗)−1(v ∧ w) = 1
4
[v, w] (1.45)
Proof. Consider again the curve γ(t) = γij(t/2) = cos t + sin teiej defined above. Then for
x ∈ Rn,
(ρ∗eiej)(x) =
d
dt
∣∣∣∣
t=0
ρ(γ(t))(x) =
d
dt
∣∣∣∣
t=0
γ(t)xγ(t)−1
= eiejx− xeiej = −2g(ej, x)ei + 2g(ei, x)ej = 2(ei ∧ ej)x.
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This proves (1.44). To see (1.45), note that
1
4
[ei, ej ] =
1
2
eiej = ρ
−1
∗ ei ∧ ej .
Example 1.5.17 (Spin3). The Lie algebra of Spin3 is generated by u = e1e2, v = e2e3, w =
e1e3 subject to the relations
[u, w] = [e1e2, e1e3] = e1e2e1e3 − e1e3e1e2 = −e21e2e3 + e21e3e2 = 2v
[u, v] = [e1e2, e2e3] = e1e
2
2e3 − e2e3e1e2 = −2w
[v, w] = [e2e3, e1e3] = e2e3e1e3 − e1e3e2e3 = −2u
The complexification of this Lie algebra is isomorphic to sl2(C): Setting
h = iu
e = 1/2(iv + w)
f = 1/2(iv − w)
we obtain the brackets of sl2(C)given by [e, f ] = h, [h, e] = 2e, [h, f ] = −2f . This Lie algebra
sits diagonally in Clc3 = M2(C) ⊕M2(C), and the spinor representation is the fundamental
representation of sl2(C) where h has heighest weight +1. In physics this is called the Spin-
1
2
-representation7.
1.5.4 Some remarks on the real case
In the real case, we can again use theorem 1.5.1 to classify irreducible representations of the
Clp,q, since they are isomorphic to matrix algebras or a direct sum of matrix algebras. The
representation theory of this algebras has very interesting details, but we restrict ourselves
to a single case interesting in physics.
7In physics sometimes a different convention is used where [h, e] = e, [h, f ] = −f , then h has weight 1
2
in
the fundamental representation
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Example 1.5.18 (Majorana representation). Consider the algebra Cl1,3. By theorem 1.4.4
we know that
Cl1,3 ∼= Cl1,1 ⊗ Cl0,2 ∼= M2(R)⊗M2(R) ∼= M4(R). (1.46)
Hence, the real algebra Cl1,3 has an irreducible real representation on R4. In physics, this
representation is known as the Majorana representation. Note that this fact is unique to
signature (+,−,−,−)! In fact, Cl3,1 ∼= Cl2,0 ⊗ Cl1,1 ∼= M2(H) does not have a similar
representation.
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Chapter 2
Geometry
In this chapter, we set up the geometric foundations for Spin Geometry. In the first section
we will look at the elementary objects that shall play a big role in this course: Vector
bundles, principal bundles and connections on them. In the next section, we will see how
one constructs Characteristic classes out of these objects via Chern-Weil theory. Finally, we
will discuss some aspects of Riemannian Geometry.
2.1 Vector bundles, principal bundles, connections
2.1.1 Vector bundles
We start with the definition of a vector bundle.
Definition 2.1.1 (Vector bundle). Let M be a manifold and k ∈ {R,C}. A rank n k-
vector bundle over M is a pair (E, π), where E is a manifold and π : E → M is a surjective
submersion, such that there is a cover U = {Uα}α∈A of M satisfying
i) The cover U trivializes E, that is, for every α ∈ A there exists a diffeomorphism
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Ψα : π
−1(Uα)→ Uα × kn such that
π−1(Uα) Uα × kn
Uα
π
ψα
π1 (2.1)
commutes,
ii) For all α ∈ A and u ∈ Uα, π−1(u) is a k-vector space and the map
ψα
∣∣
π−1(u)
: π−1(u)→ {u} × kn (2.2)
is an isomorphism of vector spaces.
Let us introduce some terminology. M is called the base (or base space) of the vector bundle.
E is called the total space, and π the projection. For u ∈M , π−1(u) is called the fiber (of E)
over u, and denoted Eu. (Uα, ψα) is called a local trivialization and U is called a trivializing
cover. For α, β ∈ A, let Uαβ = Uα ∩ Uβ . By diagram (2.1) and (2.2), the maps1
g˜αβ = ψβ ◦ ψ−1α : Uαβ × kn → Uαβ × kn (2.3)
satisfy g˜αβ(u, v) = (u, gαβ(u)v), where gαβ(u) ∈ GLn(k). The corresponding maps
gαβ : Uαβ → GLn(k) (2.4)
are called the gluing maps. By construction, they satisfy, for all α, β, γ ∈ A and
gαα(u) = idkn∀, u ∈ Uα (2.5a)
gαβ(u) = gβα(u)
−1, ∀u ∈ Uαβ (2.5b)
gβγ(u)gαβ(u) = gαγ(u), ∀u ∈ Uαβγ = Uα ∩ Uβ ∩ Uγ . (2.5c)
Definition 2.1.2 (Vector bundle morphisms). If E, F are vector bundles over M then a
vector bundle morphism is a smooth map Ψ: E → F such that the diagram
E F
M
π
Ψ
π′ (2.6)
1Often, in the literature one finds opposite convention for the indices. However, we find this intuitive
because it is the transition map from α to β.
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commutes and Ψ
∣∣
Eu
=: Ψu : Eu → Fu is linear. A vector bundle isomorphism is a vector
bundle morphism which is also a diffemorphism. The set of vector bundle morphisms from
E to F is denoted Hom(E, F ).
Remark 2.1.3. Given two vector bundles E and F over M , we can always find a cover of M
that trivializes both. Namely, given a trivializing cover {Uα}α∈A of E and {Vβ}β∈B of F , the
cover {Uα ∩ Vβ}(α,β)∈A×B is a trivializing cover of both E and F .
Exercise 6. Suppose the rank of E is n and the rank of F is m. Prove that a vector bundle
morphism Ψ: E → F is given by a collection of maps Ψα : Uα → Hom(kn, km) such that
Ψβ = g
F
αβΨαg
E
βα. (2.7)
Example 2.1.4. i) A vector space is a vector bundle over a point.
ii) For every manifoldM , the tangent bundle TM is a vector bundle overM . The transition
maps of the tangent bundle TM can be computed in the following way. Let (Uα, ϕα) be
an atlas of M . Then dϕαβ(u) : Uαβ → GLn(R) are the transition maps of TM .
iii) For any manifold M and natural number n there is the trivial rank n vector bundle over
k, simply given by the direct product M × kn with the canonical projection to M . This
bundle is often denoted kn.
iv) Recall that CPn is the space of lines in Cn, i.e. CPn = CPn+1/C×, where C× acts
diagonally. The quotient map π : Cn+1 → CPn is a rank 1 complex vector bundle over
CPn. Working out the details of this is a marvelous exercise.
It is an important fact that the vector bundle is entirely determined up to isomorphism by
its trivializing cover and the gluing maps.
Proposition 2.1.5. Given a cover U = {Uα}α of a manifold M and a family of snooth
maps gαβ : Uαβ → GLn(k) satisfying (2.5), there exists a unique (up to isomorphism) vector
bundle π : E → M with trivializing cover U and gluing maps gαβ.
Proof. Existence: We can assume that each Uα is a contained in a domain of a chart of M
(otherwise, cover each Uα by charts Vαβ and note that the transition restricted to each Vαβ
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still satisfy (2.5).) First, construct the fiber over u by
Eu :=
( ∐
α∈A,u∈Uα
kn
)
/ ∼= ({α ∈ A, u ∈ Uα} × kn) / ∼ (2.8)
where (α, v) ∼ (β, w) if gαβ(u)v = w. This is an equivalence relation since gαβ satisfy
(2.5). Then, let E :=
∐
u∈M Eu and ψα[(u, α, v)] = (u, v). Since Uα is contained in a chart,
composition with this chart yields a chart of E. It is easily checked that this is indeed a
smooth atlas.
Uniqueness: It is enough to show that two vector bundle with the same trivializing cover
and gluing maps are isomorphic. Let E,F be such vector bundles. Then, we construct the
isomorphism over Uα by the diagram
Fα : π
−1(Uα) Uα × kn (π′)−1(Uα)
Uα
π
ψEα (ψ
F
α )
−1
π′
Since the gluing maps are the same, the maps Fα and Fβ agree on Uαβ : We have
Fβ = (ψ
F
β )
−1 ◦ ψEβ (2.9)
= (g˜Fαβ) ◦ ψFα )−1 ◦ (g˜Eαβ ◦ ψEα ) (2.10)
= (ψFα )
−1 ◦ (g˜Fαβ)−1 ◦ g˜Eαβ ◦ ψEα = Fα, (2.11)
since (g˜Fαβ)
−1 ◦ g˜Eαβ = idUα×kn.
This central fact will often help us define vector bundles via trivializing covers and gluing
maps. Given a manifold over M , we can define a rank n vector bundle E over k by specifying
a trivializing cover U and transition maps gαβ : Uαβ → GLn(k), and we write E = (U, gαβ)
for this vector bundle.
Example 2.1.6. Consider the circle S1 = R/Z with the open cover U1 = (0, 1), U2 =
(1/2, 3/2). Then the Mo¨bius band is the vector bundle with transition function g12 : U12 →
GL1(R) = R× given by
g12(x) =
1 x ∈ (1/2, 1)−1 x ∈ (1, 3/2)
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Remark 2.1.7. One can show this is the only non-trivial vector bundle over S1. In fact, the
tangent bundle of S1 is trivial TS1 ∼= S1 × R.
Definition 2.1.8 (Section). A section of a vector bundle π : E → M is a smooth map
σ : M → E such that π ◦ σ = idM .
The set of sections of E is denoted Γ(M,E) or simply Γ(E) when no confusion is possible.
Note that since Ex is a vector space for all x ∈M , we can naturally add sections and multiply
them by scalars:
(σ1 + σ2)(x) = σ1(x) + σ2(x), , (λσ)(x) = λσ(x). (2.12)
Thus, Γ(E) is a k-vector space.
Example 2.1.9. a) A section of a trivial bundle M×kn is given by σ(x) = (x, f(x)), where
f : M → kn is a smooth map. Thus, Γ(M, kn) ∼= C∞(M, kn).
b) Over a trivializing cover U = {Uα}α∈A, a section is given by smooth functions σα : Uα →
kn satisfying
σβ(x) = gαβ(x)σα(x). (2.13)
c) A section of the tangent bundle TM is called a vector field.
The natural constructions on vector spaces, such as dualizing, direct sums and tensor prod-
ucts, carry over to vector bundles. Here the description in terms of transition functions
comes in handy.
Definition 2.1.10. Let E = (U, gαβ) and F = (U, hαβ) be two vector bundles over the same
trivializing cover. Then we define the following bundles:
i) The dual bundle E∗ by
E∗ = (U, (g∗αβ)
−1) (2.14)
ii) The direct sum E ⊕ F by
E ⊕ F = (U, gαβ)⊕ hαβ (2.15)
iii) The tensor product E ⊗ F by
E ⊗ F = (U, gαβ)⊗ hαβ (2.16)
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iv) The symmetric and exterior powers SymkE and
∧k Eby
SymkE = (U, Symkgαβ) (2.17)
k∧
E =
(
U,
k∧
gαβ
)
. (2.18)
v) The determinant line detE by
detE =
rk(E)∧
E. (2.19)
Example 2.1.11. a) The dual of the tangent bundle TM is called the cotangent bundle
and denoted (TM)∗ = T ∗M .
b) Sections of
∧k T ∗M are called differential k-forms on M .
c) If E is a vector bundle, then sections of
∧k T ∗M ⊗E are called differential k-forms with
values in E.
d) Sections of E∗ ⊗ F are the same as vector bundle morphisms E → F :
Γ(E∗ ⊗ F ) ∼= Hom(E, F )
(Exercise!)
2.1.2 Principal bundles
We begin with a definition.
Definition 2.1.12 (Principal bundle). Let G be a Lie group and M be a manifold. A
principal G-bundle is a triple (P, π,M) such that
i) π : P →M is a smooth submersion,
ii) There is a free and transitive right action P ×G→ P such that π is G-invariant (that
is, π(pg) = π(p)),
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iii) There exists a trivializing cover U = {Uα}α∈A, that is, a cover of M with the property
that for every α ∈ A there exists a diffeomorphism Ψα : π−1(Uα)→ Uα ×G such that
π−1(Uα) Uα ×G
Uα
π
Ψα
π1 (2.20)
commutes and Ψα(pg) = Ψ(p)g.
Again, we call M the base and P the total space of the bundle. The Lie group G is called
the structure group of the bundle.
Definition 2.1.13 (Morphism of principal bundles). A morphism of principal G-bundles P
and P ′ is a smooth map f : (P, π) → (P ′, π′) that commutes both with the right G-action
and the projections, that is
f(pg) = f(p)g (2.21)
π(f(p)) = π(p), (2.22)
and an isomorphism of principal G-bundles is a morphism which is also a diffeomorphism.
Again, we can define
g˜αβ = Ψβ ◦Ψ−1α : Uαβ ×G→ Uαβ ×G (2.23)
which are given by
g˜αβ(u, h) = (u, gαβ(u)h) (2.24)
since the trivializations commute with the projections. Note that the transition functions
act from the left, since they commute with the right G-action. The maps
gαβ : Uαβ → G (2.25)
are called the transition or gluing maps. They satisfy
gαα(u) = 1G (2.26a)
gαβ(u) = g
−1
βα (2.26b)
gαγ(u) = gβγ(u)gαβ(u) (2.26c)
We also have a similar proposition:
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Proposition 2.1.14. Let U = {Uα}α∈A be a cover of M and suppose gαβ : Uαβ → G satisfy
(2.26). Then there exists a principal G-bundle P over M with trivializing cover U and gluing
maps gαβ, and this bundle is unique up to isomorphim.
Even though vector bundles and principal bundles are different objects, in some sense they
are like two sides of the same coin. This is explained by the following fundamental example:
Example 2.1.15. If V is a vector spaces, then a frame of V is an ordered basis e =
(e1, . . . , er). The set of frames is denoted by Fr(V ). Let π : E → M be a rank n k-vector
bundle. Then, the frame bundle Fr(E) of E is the smooth manifold Fr(E) = ⊔x∈MFr(Ex).
This manifold has a natural projection π : Fr(E)→M . We can define a right GLn(k) action
on Fr(E) in the following way. Let {Uα}α be a trivializing cover for E. Over a trivializing
chart ψα : π
−1(Uα)→ Uα × kn, the right action is given by
e · g = ψ−1α (g−1ψα(e1), . . . , g−1ψ(en)). (2.27)
This gives Fr(E) the structure of a principal GLn(k)-bundle. If ψα = (π,Aα, then a trivial-
ization of Fr(E) is given by
ψα(e = (pi(e, Aα(e).
Here Aα(e) = (Aαe1, . . . Aαen) ∈ GLn(k) Now, one can check that this principal GLn(k)-
bundle has the same gluing maps gαβ = AβA
−1
α :
Aβ(e) = Aβ(AαA
−1
α )(e) = gαβAα(e),
hence gαβ are the transition functions of P since they satisfy the defining equation
Ψβ ◦Ψα(u, h) = (u, gαβh).
This fact is important so we record it again:
Let E = (U, gαβ) be a vector bundle. Then, its frame bundle is
the principal GLn(k)-bundle P = (U, gαβ).
41
Thus, we can use the same data to define either vector bundles or principal GLn(k) bundles.
It is in this sense that we mean they are two sides of the same coin. However, we can
construct vector bundles also from principal bundles with other structure groups.
Definition 2.1.16. Given a principal G-bundle P = (U, gαβ), and a representation ρ →
GLn(k), we define the associated vector bundle P ×ρ kn by
E = (U, ρ(gαβ)) (2.28)
We say that a vector bundle E has a (G, ρ)-structure if E = P×ρ kn for a principal G-bundle
P . We denote this bundle by AdP.
Example 2.1.17. If G ⊂ GLn(k) is a subgroup, it has the trivial representation ι : G →֒
GLn(k). We say that E has a G-structure if it has a (G, ι) structure. This means that we
can find U and gαβ such that E = (U, gαβ), where the gαβ take values in G ⊂ GLn(k). For
example, an orientation of M is the same as an SLn(k)-structure on TM .
Example 2.1.18 (Adjoint bundle). Let G be a Lie group and g be its Lie algebra. Then G
acts on g via the adjoint action (if G is a matrix group then this action is given by conjugation
g ·X = gXg−1). Hence, for every principal G-bundle P we have the adjoint bundle P ×ρ g.
2.1.3 Connections on vector bundles
Very roughly, a connection on a fiber bundle is a consistent way to move from one fiber
in the bundle to the other. The concept of connection exists over both vector bundles and
principal bundles. We start with the concept of a connection on vector bundles.
Definition 2.1.19 (Connection on vector bundle). Let π : E → M . Then a connection on
E is a linear map
∇ : Γ(E)→ Γ(T ∗M ⊗ E)
such that, for f ∈ C∞(M) and σ ∈ Γ(E), the Leibniz rule
∇(fσ) = df ⊗ σ + f∇σ (2.29)
The connection ∇ induces a covariant derivative along vector fields on sections on E.
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Definition 2.1.20 (Covariant derivative). Let ∇ be a connection on the vector bundle E
over M . Let X be a vector field on M . Then, the map ∇X : Γ(E)→ Γ(E) given by
∇Xσ = ιX∇σ (2.30)
is called the covariant derivative of σ along X (with respect to ∇).
The Leibniz rule for the covariant derivative is
∇X(fσ) = (LXf)σ + f∇Xσ. (2.31)
Example 2.1.21. On the trivial bundle M×kn we have a connection given by the de Rham
differential (f1, . . . fn) 7→ (df1, . . . dfn). This connection is called the trivial connection.
Proposition 2.1.22. If it is not empty, the space of connections AE is an affine space
modeled on the vector space Γ(M,T ∗M ⊗E∗ ⊗ E) = Γ(M,T ∗M ⊗ EndE) = Ω1(EndE).
Proof. First observe that if ∇1 and ∇2 are connections on E, then their difference A =
∇1−∇0 satisfies A(fσ) = fA(σ). Hence A defines a vector bundle morphism E → T ∗M⊗E.
It follows that A ∈ Γ(Hom(E, T ∗M ⊗ E)) ∼= Ω1(End(E)).
In particular, every connection on the trivial bundle M ×kn is of the form ∇ = d+A, where
A ∈ Ω1(End(kn)). In a basis of kn we write2 A(ej) = Aijei, then,
∇(f1, . . . , fn) = (df1, . . . dfn) + (Ai1fi, . . . Ainfi).
Thus one can think of A as a 1-form with values in matrices, or, equivalenty, as a matrix of
1-forms Aij . Both viewpoints are sometimes helpful.
If Ψ: E → F is an isomorphism of vector bundles, and ∇ is a connection on E, then the
map ∇ˇ = (id⊗Ψ) ◦ ∇ ◦Ψ−1 is a connection on F . It is the unique map that makes
Γ(E) Γ(T ∗M ⊗E)
Γ(F ) Γ(T ∗M ⊗ F )
∇
id⊗ΨΨ−1
∇ˇ
(2.32)
2We follow the Einstein summation convention that repeated indices are summed over. This does not
apply to indices labeling covers (usually α, β, γ).
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commute. In particular, consider a local trivialization Ψα : E
∣∣
Uα
→ Uα × kn of E. Then a
connection ∇ on E induces a connection on Uα× kn, hence an element Aα of Ω1(Uα,Endkn)
and we have
(∇σ)α = dσα + Aασα (2.33)
(in the second term there is matrix-vector multiplication). This is called the connection
1-form of ∇ in Uα. If Uβ is another local trivialization, one can ask how Aα and Aβ are
related.
Proposition 2.1.23. Let ∇ be a connection on the vector bundle E and Aα, Aβ be the
connecction 1-forms on two local trivializations Uα, Uβ. Then
Aβ = gαβAαg
−1
αβ − (dgαβ)g−1αβ . (2.34)
Proof. Let σ ∈ Γ(E). Then, we know that
σβ = gαβσα (2.35)
and
(∇σ)β = gαβ(∇σ)α. (2.36)
Expanding (2.36) using (2.33), we obtain
dσβ + Aβσβ = gαβ(dσα + Aασα)
On the other hand, using (2.35) we obtain
(∇σ)β = dσβ + Aβσβ = d(gαβσα) + Aβgαβσα = dgαβσα + gαβdσα + Aβgαβσα.
We conclude that
Aβgαβσα = gαβAασα − dgαβsα.
Since this holds for all s, we see that
Aβgαβ = gαβAα − dgαβ
from where the claim follows.
Hence, we can characterize a connection on a bundle E = (U, gαβ) as a collection of 1-
forms Aα ∈ Ω1(Uα,EndE). Notice that EndE = End(kn) is the Lie algebra of GLn(k).
This suggest a natural generalization of the concept of connections to principal bundles, as
discussed in the next subsection.
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2.1.4 Connections on principal bundles
We start with some definitions. Suppose G is a Lie group with Lie algebra g that acts on a
manifold P from the right. For fixed p ∈ P , there is a map
µp : G→ P
g 7→ pg.
The differential of this map at the identity element e ∈ G is map
(dµp)e : g ∼= TeG→ TpP
X 7→ (dµp)eX
Definition 2.1.24 (Fundamental vector field). Let the Lie group G act on the manifold P
from the right and let X ∈ g. Then, the fundamental vector field X♯ on P is the section of
TP defined by
X♯p = (dµp)eX. (2.37)
In particular, G acts on itself by right multiplication. For fixed g ∈ G, this action reads
µg : G→ G
h 7→ gh
Hence we have µg = Lg (left multiplication by g). Let X ∈ X. The fundamental vector field
of the right action of G on itself is given by X 7→ (dLg)eX .
Definition 2.1.25 (Maurer-Cartan Form). The Maurer-Cartan Form φ ∈ Ω1(G, g) is defined
by φg(X
♯
g) ≡ X ∈ g, where X♯ is the fundamental vector field of the right action of G on
itself.
Remark 2.1.26. From the discussion above it follows that
φg = (dLg−1)g : TgG→ TeG ∼= g. (2.38)
In particular, for matrix groups it is given by φg = g
−1dg.
We can now define a connection on a principal bundle.
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Definition 2.1.27 (Connection on a principal bundle). Let π : P → M be a principal G-
bundle, and let g be the Lie algebra of G. A connection on P is a 1-form Ω ∈ Ω1(P, g)
satisfying3
i) For all g ∈ G,
R∗gΩ = Adg−1Ω (2.39)
ii) For all X ∈ g,
Ω(X♯) = X ∈ g (2.40)
Notice that here, the 1-form is on the total space P . Recall that a local section σ : U → P ∣∣
U
defines a local trivialization π−1(U)→ U ×G of P via
p 7→ (π(p), σ(π(p))). (2.41)
Let σ′ be another section over U . Then there exists a map g : U → G such that σ′(x) =
σ(x)g(x). The following lemma describes the behaviour of a connection under such a change
of trivialization.
Lemma 2.1.28. If σ, σ′ are as above, then
(σ′)∗Ω = Adg−1σ
∗Ω + g∗φ, (2.42)
where φ ∈ Ω1(G, g) is the Maurer-Cartan Form introduced above.
Proof. Let x ∈ U , and v ∈ TxM . Then ((σ′) ∗Ω)xv = Ωσ′(x)dσ′xv. On the other hand we can
write σ′ as the composition
U P ×G P
x (s(x), g(x)) s(x)g(x)
(s,g) µ
We first compute the pullback µ∗Ω to P ×G. For this, note that
(dµp)gw = (dµpg)e(dLg−1w
3Here, Adg : g → g is given by differentiating the map Adg : G → G at the identity. For matrix groups
G ⊂ GLn(k) we have g ⊂ gln(k) and the adjoint action is AdgX = gXg−1.
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(this follows from the chain rule). Then, we have
(µ∗Ω)(p,g)(v, w) = Ωpg(dµp)gw + Ωpg(dRg)pv
= Ωpg (dµpg)e(dLg−1)gw︸ ︷︷ ︸
((dLg−1 )gw)
♯
+(R∗gΩ)pv
= (dLg−1)gw +Adg−1Ωp = φgw +Adg−1
where in the last equality we used the two properties of a connection. Now, the first term
is exactly φg. Pulling back to U with (s, g), we obtain the result since pulling back with σ
commutes with the adjoint action of g, which acts only on the Lie algebra factor of Ω.
The next proposition establishes the relationship of this definition with the one of a connec-
tion on a vector bundle.
Proposition 2.1.29. Let P = (U, gαβ)be a principal bundle with structure group G ⊂
GLn(k), i.e. G is a matrix group
4. Then a connection on P is equivalent to a collection of
1-forms Aα ∈ Ω1(M, g) such that
Aβ = gαβAαg
−1
αβ − dgαβg−1αβ . (2.43)
Proof. Suppose we are given a connection Ω on P and let Uα ∈ U. Consider the constant
section σα : Uα → Uα×G, u 7→ (u, 1). Then, we define Aα := (Ψ−1α ◦σα)∗Ω. Now, notice that
the section σα over the Uβ is given by gαβ. Hence
σβ = σαg
−1
αβ .
Now we can apply proposition 2.1.28 for g−1. Now, notice that we have 0 = d(gg−1) =
dgg−1 + gd(g−1) and hence d(g−1) = −g−1dgg−1. This implies that for a matrix group,
we have φg−1 = gd(g
−1) = −dgg−1. This proves that a connection Ω is described by such
1-forms in a local trivialization.
Conversely, assume that we are given a family of such 1-forms. Then we set Ωα(u, g) :=
Adg−1Aα + φg on Uα × G and define Ω on π−1(Uα) as Ψ∗αΩα. We then glue together the
4Notice that the spin group is also a matrix group since the Clifford algebra is isomorphic to a matrix
algebra. However, Spinn * Gln(k), rather, Spinn ⊂ GL2n(k).
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connection using a partition of unity. The resulting 1-form Ω which is a connection since
the local pieces are, and the conditions (2.39) and (2.40) are convex.
We have the following corollary:
Corollary 2.1.30. A connection ∇ on a vector bundle E induces a connection Ω on the
bundle of frames Fr(E) and vice versa.
Hence, one can study connections on vector bundles by studying connections on principal
bundles. This will be our approach in this course.
Curvature
An important notion associated to a connection is the concept of curvature. For this, we
need the concept of Lie Bracket on Lie algebra-valued forms, which is defined on elements
of the form A = α⊗ ξ, B = β ⊗ ξ′, where α ∈ Ωk(M), β ∈ Ωl(M), ξ, ξ′ ∈ g, by
[·, ·] : Ωk(M, g)× Ωl(M, g)→ Ωk+l(M, g)
[α⊗ ξ, β ⊗ ξ′] := α ∧ β ⊗ [ξ, ξ′] (2.44)
and extended bilinearly. In particular, for matrix groups we have [ξ, ξ′] = ξξ′− ξ′ξ and then
[A,B] = A ∧B − (−1)|A||B|B ∧ A = −(−1)|A||B|[B,A] (2.45)
where the wedge product operation is defined by matrix multiplication: If A = α ⊗ ξ, B =
β ⊗ ξ′ as above, then
A ∧ B = α ∧ β ⊗ ξξ′ (2.46)
The Lie bracket satisfies
d[A,B] = [dA,B] + (−1)|A|[A, dB] (2.47)
[A, [B,C]] = [[A,B], C] + (−1)|A||B|[B, [A,C]] (2.48)
Now, the curvature is easily defined from the abstract viewpoint on connections:
Definition 2.1.31 (Curvature). Let Ω ∈ Ω1(P, g) be a connection on a principal G-bundle
π : P → M . Then, the curvature of Ω is the 2-form F ∈ Ω2(P, g) defined by
F = dΩ +
1
2
[Ω,Ω] (2.49)
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We summarize some properties of the curvature as exercises.
Exercise 7. Let U be a local trivialization of P . Denote Fα := (sα)
∗F = dAα + 12 [Aα, Aα].
Then
Fβ = gαβFαg
−1
αβ (2.50)
It follows that the Fα define a section F ∈ Ω2(M,AdP ).
Exercise 8. Let E → M be a vector bundle and let ∇ be a connection on E. Define the
two-form F∇ ∈ Ω2(M,EndE) by
F∇(X, Y ) = ∇X∇Y −∇Y∇X −∇[X,Y ]. (2.51)
Show that this is the curvature 2-form of the associated connection on Fr(E).
Hint: Work over a trivializing chart and remember the formula for the de Rham differential
of a 1-form:
dω(X, Y ) = Xω(Y )− Y ω(X)− ω([X, Y ]).
Exterior Derivative
A connection on a principal bundle P → M induces an exterior derivative on adP -valued
differential forms. In a trivializing chart Uα, it is defined by
(dΩω)α = dωα + [Aα, ωα] (2.52)
Proposition 2.1.32. i) The exterior derivative in local trivializations by (2.52) defines a
map
dΩ : Ω
k(M, adP )→ Ωk+1(M, adP )
ω 7→ dΩω
ii) We have
dΩdΩω = [FΩ, ω] (2.53)
iii) The curvature satisfies
dΩFΩ = 0, (2.54)
the Bianchi identity.
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Proof. i) One simply checks by direct computation that
(dΩω)β = gαβ(dΩω)αg
−1
αβ .
ii) By the first point, it is enough to check this in a trivializing chart. Here, again the proof
is a simple computation:
(dΩdΩω)α = dΩ(dωα + [Aα, ωα])
= d(dωα) + [Aα, dωα] + d[Aα, ωα] + [Aα, [Aα, ωα]]
= [Aα, dωα] + [dAα, ωα]− [Aα, dωα] + 1
2
[[Aα, Aα], ωα]
= [Fα, ωα]
where we have used (2.47) and (2.48).
iii) Again one can check this in a trivializing chart. Here we simply compute
(dΩF )α = dFα + [Aα, Fα]
= d(dAα) +
1
2
d[Aα, Aα] + [Aα, dAα] +
1
2
[Aα, [Aα, Aα]]
The last term vanishes due to (2.48) and the other terms cancel due to (2.47).
2.1.5 Metrics and metric compatibility
Vector bundles a priori have structure group GLn(k), i.e. the transition functions take values
in GLn(k). An important question is, given a vector bundle π : E → M , when (and how)
one can choose a trivializing cover ({(Uα, ψα)} such that the associated transition functions
take values in a subgroup G ⊂ GLn(k) (such a choice is called a reduction of the structure
group to G. One possibility to achieve this is via metrics on vector bundles: They allow to
reduce the structure group to O(p, q), or U(n) in the complex case.
Metrics
Definition 2.1.33. Let π : E → M be a real vector bundle. A metric g is a a smooth family
of symmetric, bilinear, non-degenerate maps gx : Ex ×Ex → R for x ∈M . Put differently, a
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metric g on E is a section of Sym2E∗ that is non-degenerate at every point.
Observe that the signature of gx is the same for all x ∈ M . A euclidean vector bundle is a
vector bundle with a positive definite metric.
Definition 2.1.34. Let π : E → M be a complex vector bundle. A hermitian metric h on
E is a smooth family of hermitian, sesquilinear, non-degenerate maps hx : Ex × Ex → C.
Equivalently, h is a section of E∗ ⊗ E∗ that is hermitian and non-degenerate.
It is an easy but important observation that choosing a metric on a vector bundle is equivalent
to a reduction of the structure group to O(p, q) (in the real case with signature (p, q)) or
U(n) (in the complex case). We will call a metric vector bundle a vector bundle over R or
C equipped with a real metric or a Hermitian metric.
Proposition 2.1.35. Let π : E → M be a metric vector bundle. Then there exists a trivial-
izing cover {Uα, ψα} such that the linear maps
ψα
∣∣
Ex
: π−1({x})→ {x} × kn
are isometries for every x ∈M , where kn carries the standard metric (of signature (p, q) or
Hermitian in the complex case).
We will call these trivializing covers metric.
Proof. Take any trivializing cover Uα, ψα. For every x ∈ Uα, g induces a metric gα(x) on
kn. Now let Fα(x) : k
n → kn be the linear isomorphism that trivializes gα(x) and define
ψ′α = Fα ◦ gα.
The transition functions of such a trivializing cover take values in the subgroup of GLn(k)
preserving the standard metric. Hence a metric provides a reduction of the structure group
to O(p, q) or U(n) respectively. The principal O(p, q) (resp. U(n)) bundle defined by a choice
of metric on E is the bundle of orthonormal frames5 oFr(E). Similarly to the frame bundle,
this is the set of all orthonormal frames of E:
oFr(E) =
∐
x∈M
{e = (e1, . . . , er)|g(ei, ej) = ±δij}. (2.55)
5For mixed signature, “orthonormal” means that the vectors in the frame are orthogonal and normalized
so that g(ei, ei) = ±1.
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Here the sign is determined by the signature of the metric. Equivalently, the frame bundle
has fiber over x given by isometries e : kn → Ex, where kn has the standard metric.
The following is an easy but important exercise.
Exercise 9. Let E → M be a real or complex bundle. Then, there exist metric of every
signature on E (or hermitian metrics in the complex case). Hint: Use a partition of unity
subordinate to a trivializing cover.
An important special case is the tangent bundle TM .
Definition 2.1.36. A Riemannian metric on M is a Euclidean metric on TM . A pseudo-
Riemannian metric on M is a metric of indefinite signature on TM . In particular, a
Lorentzian metric on M is a metric on TM of signature (1, n− 1).
Remark 2.1.37. On the tangent bundle there are particular local trivializations given by
coordinate neighbourhoods. Notice that for generic metrics on TM , these do not give isome-
tries between TxM and k
n as in Proposition 2.1.35. In fact, if such coordinates exist around
every point, the corresponding metric is called flat.
Metric compatible connections
Now we know what metrics and connections on vector bundles are. A natural question is
what the relation between these two concepts is.
Definition 2.1.38. Let π : E → M be a vector bundle with metric g. A connection ∇
on E is called metric (or metric compatible) if, for all vector fields X on M and sections
σ, τ ∈ Γ(E), we have
LXg(σ, τ) = g(∇Xσ, τ) + g(σ,∇Xτ). (2.56)
It follows that the connection 1-forms of ∇ take values in anti-symmetric (resp. anti-
hermitian) endomorphisms of E. In particular, working over a metric trivializing cover,
we see that ∇ defines a connection on the orthonormal frame bundle oFr(E). Conversely, a
connection on the orthonormal frame bundle defines a metric connection on E. In particular,
we conclude that metric covers exist.
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Digression: Torsion and the Levi-Civita Connection
In Riemannian geometry, the existence of the Levi-Civita connection is of central importance.
It is more easily formulated in terms of connections on vector bundles. To formulate it one
needs the concept of torsion, for which one needs the following two remarks.
Remark 2.1.39. Let π : E → M be a vector bundle with connection ∇, and consider differ-
ential forms with values in E:
Ω•(M,E) = Γ(∧•(T ∗M)⊗E).
Then the connection induces an exterior covariant derivative d∇ : Ωk(M,E)→ Ωk+1(M,E).
Over a local trivialization U where ∇ = d + A, with A ∈ Ω1(U,End(kn)), it acts on a form
τ = ω ⊗ σ, where ω ∈ Ωk(U) and σ ∈ Γ(U, U × kn), by
d∇τ = dω ⊗ σ + ω ⊗Aσ. (2.57)
One can easily check that this local definition gives rise to a globally defined map.
The main difference to the exterior derivative of Lie-algebra valued forms is that here one
uses matrix-vector multiplication (instead of matrix multiplication).
Remark 2.1.40. There is a canonical one form θ ∈ Ω1(M,TM) given by
id ∈ Hom(TM, TM) ∼= Γ(T ∗M ⊗ TM) ∼= Ω1(M,TM) ∋ θ. (2.58)
In local coordinates (x, v) on TM it is given by θ =
∑
i vidx
i.
Definition 2.1.41. Let ∇ be a connection on TM . Then the torsion of ∇ is defined by
T∇ = d∇θ ∈ Ω2(M,TM). (2.59)
Exercise 10. Show that
T (X, Y ) = ∇XY −∇YX − [X, Y ] ∈ Γ(TM) (2.60)
The following theorem is of central importance in Riemannian geometry:
Theorem 2.1.42. Let (M, g) be a Riemannian manifold. Then there exists a unique metric
connection ∇ on TM such that T∇ = 0.
For a proof see e.g. [Car92]. This connection is called the Levi-Civita connection of (M, g).
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2.2 Chern-Weil theory
The idea of Chern-Weil theory is to produce, from bundles equipped with connections,
cohomology classes on the base of the bundle that are independent of the connection (and
hence depend only on the bundle itself). Let us present the rough idea of this construction.
Let G ⊂ GLn(k) and consider a priniciple G-bundle with connection P = (U, gαβ, Aα). Then
we have that the curvature F ∈ Ω2(M,AdP ), i.e. it satisfies Fβ = gαβFαg−1αβ . It follows that
the 2-form trFαβ , defined by taking the trace of the Lie algebra component of F , defines a
global 2-form on M , since the trace is invariant under conjugation. The Bianchi identity
implies
dtr(Fα) = trdFα = tr[Fα, Aα] = 0, (2.61)
where the last equality uses that the trace vanishes on commutators6. Hence trF defines
a cohomology class trF ∈ H2(M). We will see below that this class is independent of the
choice of connection on P , hence it is a “characterisitic” class of the bundle P 7. Let us
explain how the general construction works.
2.2.1 Ad-invariant polynomials
Roughly, an Ad-invariant polynomial on a Lie algebra g is a polynomial invariant under
the adjoint action of the Lie group G on g, such as the trace on a matrix algebra. We will
only work with matrix groups, but everything we discuss can be generalized to arbitrary Lie
groups.
Definition 2.2.1. Let g ⊂ gln(k) be the matrix Lie of a Lie group G ⊂ GLn(k). A degree l
Ad-invariant polynomial P is a multilinear map P : g⊗l → C such that for all X1, . . . , Xl ∈ g,
g ∈ G, and permutations σ ∈ Sl we have
P (Xσ(1), . . . , Xσ(n)) = P (gX1g
−1, . . . , gXng
−1) = P (X1, . . . , Xn) = P (X1, . . . , Xn). (2.62)
We also define
Il(g) = {Ad-invariant polynomials on g}. (2.63)
6This is an “honest” commutator since F has degree 2.
7Even though we did not empasize this, isomorphisms of bundles also act on connections (via pullback of
forms) and so isomorphic bundles give rise to the same class.
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2.2.2 Chern-Weil theorem
We introduce the following notation: If P ∈ Il(g), F1, . . . , Fl ∈ Ω•(U, g) and Fi =
∑
(Fi)j⊗ξji ,
with ξji ∈ g, then
P (F1, . . . , Fl) =
∑
i1,...,il
(F1)i1 ∧ . . . ∧ (Fl)il · P (ξi11 , . . . , ξill ).
In particular, for F ∈ Ω2(U, g), we have
P (F ) = P (F, . . . , F ) =
∑
i1,...,il
Fi1 ∧ . . . ∧ FilP (ξi1, . . . , ξil). (2.64)
The main theorem of this chapter is the following.
Theorem 2.2.2 (Chern-Weil). Let (U, gαβ , Aα) be a principle bundle with connection and
let P ∈ Il(g). Then
i) The collection P (Fα) defines a global 2l-form P (F ) ∈ Ω2l(M),
ii) dP (F ) = 0,
iii) If A0 and A1 are connections on P then P (F (A1)) − P (F (A0)) = dβ, for some β ∈
Ω2l−1(M).
Proof. i) This is immediate from the Ad-invariance of P . Indeed, let Fα =
∑
i(Fα)i ⊗ ξi,
then we have
P (Fβ) = P (gαβFαg
−1
αβ )
=
∑
i1,...,il
(Fα)i1 ∧ . . . ∧ (Fα)ilP (gαβξi1α g−1αβ , . . . , gαβξilαg−1αβ )
=
∑
i1,...,il
(Fα)i1 ∧ . . . ∧ (Fα)ilP (ξi1α , . . . , ξilα)
= P (Fα)
hence the collection P (Fα) defines a global 2-form P (F ) ∈ Ω2l(M).
ii) This follows from the Bianchi identity. Namely, the Ad-invariance of P implies for all
ξ,X1, . . . , Xl ∈ g
P ([ξ,X1], X2, . . . , Xl) + P (X1, [ξ,X2], X3, . . . , Xl) + . . .+ P (X1, X2, . . . , [ξ,Xl]) = 0
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(by taking derivative of the acting with gt = exp(tξ) at t = 0). But then, we have
dP (Fα) = P (dFα, Fα, . . . Fα) + . . . P (Fα, . . . , Fα, dFα)
= −P ([Aα, Fα], Fα, . . . , Fα)− . . .− P (Fα, . . . , Fα, [Aα, Fα]) = 0.
iii) The difference between the two connections B := A1 − A0 is a 1-form with values in
AdP . Then we define
η = k
∫ 1
0
P (Ft, . . . , Ft, B)dt. (2.65)
Notice that η ∈ Ω2k−1(M), as in the proof of part i). We claim that dη = P (F (A1))−
P (F (A0)). It is enough to show this in a single trivializing chart. Hence, fix a trivializing
chart Uα. To simplify the notation, we set B = Bα, A1 = (A1)α, . . .. Define At = A0+tB
and Ft = F (A(t)). Then, letting A(t) = A0 + tB, we have
F˙t =
d
dt
Ft =
d
dt
(
d(A0 + tB) +
1
2
0 + tB,A0 + tB]
)
=
d
dt
(
F0 + t(dB + [A0, B]) +
t2
2
[B,B]
)
= dB + [A0, B] + t[B,B]
= dB + [At, B] = d
AtB
In particular, we have
P (F1)− P (F0) =
∫ 1
0
d
dt
P (Ft, . . . Ft)dt
= k
∫ 1
0
P (Ft, . . . , Ft), F˙t)))dt
= k
∫ 1
0
P (Ft, . . . , Ft), d
AtB)dt.
Here we have used the symmetry of P . Hence, to prove the claim it is sufficient to show
that dP (Ft, . . . , Ft, B) = P (Ft, . . . , Ft, d
AtB). This follows again from Bianchi identity and
Ad-invariance. Namely,
dP (Ft, . . . , Ft, B) = P (dFt, . . . , Ft, B) + . . .+ P (Ft, . . . , Ft, dB)
= P (dFt, . . . , Ft, B) + . . .+ P (Ft, . . . , dFt, B)− P (Ft, . . . , Ft, [At, B])
+ P (Ft, . . . , Ft, dB) + P (Ft, . . . , Ft, [At, B])
= −P ([At, Ft], . . . , Ft, B)− . . .− P (Ft, . . . , [At, Ft], B)− P (Ft, . . . , Ft, [At, B])︸ ︷︷ ︸
=0(invariance)
+ P (Ft, . . . , Ft, dAtB).
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This finishes the proof.
Remark 2.2.3. The formula in Equation (2.65) gives an explicit expression for the homotopy
between the closed forms P (F (A1)) and P (F (A0)).
Definition 2.2.4. We define the space of inhomogeneous Ad-invariant polynomials on g by
C[g∗]G := ⊕l≥0Il(g) (2.66)
and the space of Ad-invariant formal power series by
C[[g∗]]G :=
∏
l≥0
Il(g) (2.67)
If f is an Ad-invariant formal power series, then f(F (A)) ∈ Ωeven(M) is well-defined (since
only finitely many terms in the power series survive).
Definition 2.2.5. The map
C[[g∗]]G ×AP → Ωeven(M)
(f, A) 7→ f(F (A))
is called Chern-Weil correspondence. In the following sections we look at two important
examples of Lie groups and Ad-invariant power series on their Lie algebras: The groups
U(n) and O(n).
2.2.3 Characteristic classes of U(n)-bundles
The Lie algebra u(n) of U(n) is the Lie algebra of skew-hermitian matrices, i.e. the Lie
algebra of matrices X such that X
T
= −X . Such matrices can be diagonalised by unitary
matrices. In particular, any Ad-invariant formal power series f(X) on u(n) is a formal power
series in the eigenvalues of X . Such formal power series can be constructed as follows: Let
g(x) = a0 + a1x+ . . .+ akx
x + . . . =
∑
akx
k ∈ C[[x]]
be a formal power series with complex coefficients such that a0 = 1 (this ensures that g is
invertible as a power series). Then
f(X) = det f
(
i
2π
X
)
∈ C[[u(n)∗]].
The factor i
2π
is conventional.
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Example 2.2.6. Let g(x) = 1 + x. Then c(X) = det
(
In×n + i2πX
)
is called the Chern
polynomial.
Introducing a parameter t we can write
c(tX) = 1 + tc1(X) + t
2c2(X) + . . .+ t
ncn(X), (2.68)
where ci(X) is an invariant polynomial
8 of degree i on u(n).
Definition 2.2.7. Let A be a connection on a principal U(n)-bundle P with curvature F .
Then
[ci(F )] ∈ H2i(M)
is called the i-th Chern class of P and
[c (F )] = [1 + c1 (F ) + . . .+ cn(F )] ∈ Heven(M)
is called total Chern class of P .
In particular, the first Chern class c1 is simply given by
[c1(F )] =
[
tr
(
i
2π
F
)]
.
Another example which is relevant for geometry is given by the Todd function
td(x) =
x
1− e−x = 1 +
1
2
+
∞∑
k=1
B2k
(2k)!
x2k (2.69)
where the B2k are the Bernoulli numbers, defined by Equation (2.69) and B0 = 1, B1 =
−1/2, B2k+1 = 0 for k ≥ 1. The associated characterstic class is called the Todd class of P .
Finally, let us mention also the Chern character
ch(X) = tr exp
(
i
2π
X
)
.
Its associated characteristic class is called the Chern character of P .
8In fact ci is the i-th symmetric polynomial in n variables evaluated on the eigenvales of X .
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2.2.4 Characteristic classes of O(n)-bundles
Here we will only consider the case for n = 2k even. The Lie algebra o(n) of O(n) is the Lie
algebra of skew-symmetric matrices, i.e. the Lie algebra of matrices X satisfying XT = −X .
The matrix iX is hermitian and hence has real eigenvalues. One can check that they come
in pairs ±λj , j = 1, . . . k. Any skew-symmetric matrix is conjugate by an orthogonal matrix
to a block matrix of the form
X [λ1, . . . , λj] =

0 −λj · · · 0
λj 0 · · · 0
. . .
0 · · · 0 −λj
0 · · · λj 0

Thus, any power series in λ2j defines an Ad-invariant polynomial on o(n). In particular, let
f be an even power series
f = 1 + a2x
2 + a4x
4 + . . . ,
then we have
det(iX) =
∏
f(λj)f(−λj) =
k∏
j=1
f(λj)
and hence
det 1/2f(iX) =
k∏
j=1
f(λj).
The left hand side can be expressed as a formal power series in the entries of iX which is
the square root of the formal power series det f(iX) (this square root is unique if fix its first
coefficient to be 1). For a power series f we define
pf (X) := det
1/2f
(
i
2π
X
)
∈ C[[o(n)∗]]G (2.70)
Again, we are interested in applying this to particular power series f .
Definition 2.2.8. Let P be a principal O(n)-bundle with connection A. Let f = 1 + x2.
Then, the corresponding characteristic class
[pf(F (A))] =
[
det 1/2
(
1 +
(
i
2π
X
)2)]
∈
⊕
k≥0
H4k(M) (2.71)
is called the total Pontryagin class of P .
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We can expand the total Pontryagin form in homogeneous degrees
pf(tF (A)) = 1 + t
2p1(F (A)) + . . . t
2kpk(F (A)).
The cohomology classes of pi(F (A)) is called i-th Pontryagin class of P . For example, one
can show that
p1(F (A)) = − 1
8π2
tr(F (A) ∧ F (A)). (2.72)
Two more power series are important for geometry. Denote
L(x) =
x
tanh(x)
= 1 +
∞∑
k=0
22kB2k
(2k)!
x2k (2.73)
Aˆ(x) =
x/2
sinh(x/2)
= 1 +
∞∑
k=1
22k−1 − 1
22k−1(2k)!
B2kx
2k (2.74)
Definition 2.2.9. Let P be a principal O(n)-bundle with connection A. The L genus of P
is the characteristic class
[pL(F (A))] =
det 1/2
 iF (A)2π
tanh
(
iF (A)
2π
)
 ∈⊕
k≥0
H4k(M) (2.75)
The Aˆ genus of P is the characteristic class
[pL(F (A))] =
det 1/2
 iF (A)2π
tanh
(
iF (A)
2π
)
 ∈⊕
k≥0
H4k(M) (2.76)
2.3 Spin structures, spinors, Dirac operators
In this section we will discuss Spin structures and see our first examples of Dirac operators.
Here we will use a lot of the algebra that we encountered in the first part.
2.3.1 Spin structures
Let (M, g) be an oriented n-dimensional Riemannian9 manifold. Then, we can define the
bundle soFr(M) of oriented orthonormal frames of TM : The fiber over x ∈M is the collec-
9From now on we stick to the Euclidean case. Most concepts have straightforward analogues in the
pseudo-Riemannian case, and the interested reader is invited to think of them as exercises.
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tion of all orientation-preserving isometries ex : (Rn, gstd) → (TxM, gx). This is a principal
SO(n) bundle and we have
TM ∼= soFr(M)× ιRn, (2.77)
where ι : SO(n) → GLn(k) denotes the inclusion. Conversely, an SO(n)-structure on TM
- i.e. a principal SO(n)-bundle P such that TM ∼= P ×ι Rn - defines an orientation and a
Riemannian metric on M , by declaring the fiber over x to consist of oriented orthonormal
frames. Now, recall that we have the short exact sequence (1.22)
1→ Z2 → Spinn →ρ SO(n)
where ρ is the adjoint representation defined in 1.14, given by
ρ(x)v = xvx−1 (2.78)
where we use Clifford multiplication on the right hand side.
Definition 2.3.1. A spin structure on M is a principal Spinn bundle P together with an
isomorphism
TM ∼= P ×ρ Rk. (2.79)
The existence of a spin structure P implies the existence of an SO(n)-structure ρ(P ) on
TM , hence gives M the structure of an oriented Riemannian manifold. Conversely, given an
oriented Riemannian manifold M with tangent bundle TM = (U, gαβ), a spin structure is a
collection of lifts tildegαβ such that the following diagram commutes:
Spinn
Uαβ SO(n)
ρ
gαβ
g˜αβ
and that satisfy the relations (2.26) for a prinicipal Spinn-bundle:
g˜αα = 1 (2.80)
g˜αβ = g˜
−1
βα (2.81)
g˜αγ = g˜βγ g˜αβ. (2.82)
When do such lifts exist? From covering theory, one can conclude that if Uαβ is simply
connected, then lifts satisfying (2.80) and (2.81) do alwawy exist. The only non-trivial
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question is whether one can find a lift satisfying (2.82) (called the cocycle condition). To
answer this question we digress into algebraic topology and discuss the concept of Cˇech
cohomology.
2.3.2 Digression: Cˇech cohomology
Let U = {Uα}α∈A be an open cover of M . For α1, . . . , αn we set
Uα1...αn := Uα1 ∩ · · · ∩ Uαn .
Definition 2.3.2. A cover U = {Uα}α∈A is good if for all k ∈ N and α1, . . . , αk ∈ A we have
Uα1...αk contractible.
It is a general fact that manifolds always admit good covers. Given any open cover, one can
define the Cˇech cochains and coboundary operator as follows.
Definition 2.3.3. Let G be an abelian group and U = {Uα}α∈A be an open cover of M .
Then the space of Cˇech cochains is
Cˇk(U, G) =
{
f : {(α0, . . . , αk) ∈ Ak+1|Uα0...αk 6= ∅} → G
}
(2.83)
We typically denote f(α0, . . . , αk) = fα0...αk ∈ G. Cˇk(U, G) is itself an abelian group.
Definition 2.3.4. The Cˇech coboundary operator δ : Cˇk(U, G)→ Cˇk+1(U, G) is defined on
elements σ ∈ Cˇk(U, G) by
(δσ)α0...αk+1 = σα1 . . .− σα0 + . . .+ (−1)k+1σα0...αk (2.84)
Then we have the following Lemma, for whose proof we refer e.g. to [BT95]:
Lemma 2.3.5. δ is a group homomorphism and δ2 = 0.
Hence, we can define Cˇech cocyles, coboundaries, and cohomology as follows.
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Definition 2.3.6. The subgroup Zk(U, G) ⊂ Cˇk(U, G) of Cˇech cocycles is
Zk(U, G) = ker
(
δ : Cˇk(U, G)→ Cˇk+1(U, G))
The subgroup Bk(U, G) ⊂ Cˇk(U, G) of Cˇech coboundaries is
Bk(U, G) = im
(
δ : Cˇk−1(U, G)→ Cˇk(U, G))
The k-th Cˇech cohomology group of U with coefficients in G is the quotient
Hˇk(U, G) = Zk(U, G)
/
Bk(U, G).
The importance of Cˇech coohomology comes (partly) from the following theorem (see []):
Theorem 2.3.7. Let U be a good cover of M . Then
Hˇk(U, G) ∼= Hksing(M,G).
In particular, this implies that the Cˇech cohomology of good covers does not depend on the
cover.
Remark 2.3.8. The precise definition of the object on the right is not important right now
(and one can even take the theorem as a definition). However, it is good to know that there
are plenty of ways in algebraic topology to compute the group on the right hand side.
The first Stiefel-Whitney class and orientability
Let us study an easy but important example. Let G = Z2 = ({±1}, ·). Let M be a
Riemannian manifold and U a good trivializing cover for the bundle of orthonormal frames
oFr(M), with transition functions gαβ : Uαβ → SO(n). Define10
cαβ := det gαβ = ±+ 1 ∈ Z2.
Since cαβ : Uαβ → Z2 is continuous and Uαβ is contractible, cαβ is constant and hence defines
a Cˇech 1-cochain c ∈ Cˇk(U, G). We claim that c actually defines a Cˇech 1-cocycle. To see
10One can also drop the Riemannian metric and instead work with cαβ = signdet gαβ , but this is equivalent
and heavier on notation.
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this, we simply compute
(δc)αβγ = cβγc
−1
αγ cαβ
= det gβγ det gγα det gαβ
= det(gβγ gγαgαβ︸ ︷︷ ︸
gγβ
) = 1.
Definition 2.3.9. The cohomology class [c] := w1(M) ∈ H1(M,Z2) defined by c is called
the first Stiefel-Whitney class of M .
Theorem 2.3.10. The first Stiefel-Whitney class vanishes if and only if M is orientable.
Proof. Notice that we can compute Cˇech cocyles with respect to any good open cover.
Suppose M is orientable, and pick an orientation. Then we can find a good open trivializing
cover for the principal SO(n)- bundle of oriented orthonormal frames. Computing the first
Stiefel-Whitney class in this open cover we see it is trivial, since all transition functions have
determinant 1.
Conversely, suppose the first Stiefel-Whitney class vanishes. Pick a Riemannian metric g
on M and a good open trivializing cover for the orthonormal frame bundle. If the first
Stiefel-Whitney class w1(M), we know that the Cˇech cocycle c that computes it is a Cˇech
coboundary: cαβ = (δs)αβ = cβc
−1
α . Now, we redefine the trivializations ψα : π
−1(Uα) →
Uα × Rn by post-composing with the map cα : Rn → Rn, (x1, . . . , xn) → (cαx1, . . . , xn):
ψ′α = cα ◦ ψα. Then the new transition functions g′αβ satisfy
det g′αβ = det cβ det gαβ det
c−1α
= det g2αβ = 1,
and we conclude that M is orientable since it admits a system of transition functions with
determinant 1.
After this warm-up, let us return to the question of spin structures.
The second Stiefel-Whitney class and spin structures
Let (M, g) be a Riemannian manifold and let U be a good trivializing cover for soFr(M),
with transition functions gαβ : Uαβ → SO(n). Find a lift g˜αβ : Uαβ → Spinn such that g˜αα
64
and g˜αβ = g˜
−1
βα . Define
εγβα = g˜γαg˜βγ g˜αβ (2.85)
We want to show that this assignment gives rise to a Cˇech 2-cocycle with values in Z2
associated to U whose cohomology class is independent of the lift. This is done through the
following series of claims.
Claim 2.3.11. For all α, β, γ we have
εγβα ∈ ker ρ ∼= Z2
where ρ : Spinn → SO(n) denotes the adjoint representation.
Proof. Simply apply ρ to ε and use the cocycle condition for soFr(M):
ρ(εγβα) = ρ(g˜γαg˜βγ g˜αβ)
= ρ(g˜γα)ρ(g˜βγ)ρ(g˜αβ)
= gγαgβγgαβ = 1.
Claim 2.3.12. ε ∈ Cˇk(U,Z2) defines a Cˇech 2-cocycle.
Proof. The proof is a straightforward computation with some smart tricks:
(δε)δγβα = εγβαε
−1
δβγεδγαε
−1
δγβ
= g˜γαg˜βγ g˜αβ(g˜δαg˜βδg˜αβ)
−1g˜δαg˜γδg˜αγ(g˜δβ g˜γδg˜βγ)−1
= g˜γαg˜βγ g˜αβ(g˜βα︸ ︷︷ ︸
=1
g˜δβ g˜αδ)g˜δα︸ ︷︷ ︸
=1
g˜γδg˜αγ(g˜γβ g˜δγ g˜βδ)
= g˜γα g˜βγ g˜δβ g˜γδ︸ ︷︷ ︸
=εβδγ∈{±1}
g˜αγ(g˜γβ g˜δγ g˜βδ)
= g˜γαg˜αγ︸ ︷︷ ︸
=1
(g˜γβεβδγ g˜δγ g˜βδ)
= g˜γβ g˜βγ g˜δβ g˜γδg˜δγ g˜βδ = 1.
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Claim 2.3.13. The Cˇech cohomology class of ε is independent of the lift g˜αβ. In fact, if g˜
′
αβ
is another lift, then ε′ = εδκ, where καβ = g˜αβ g˜′βα.
Proof. Note that if g˜′αβ and g˜αβ are lifts of gαβ, then καβ = g˜αβ g˜
′
βα satisfies ρ(καβ) = 1, hence
καβ is a Cˇech 1-cochain. Now, we observe that
εγβα(δκ)γβα = (g˜γαg˜βγ g˜αβ)κβακ
−1
γακβγ
= κ−1γα g˜γαg˜βγκγβ g˜αβκβα
= (g˜′γαg˜
′
βγ g˜
′
αβ) = ε
′
γβα.
We conclude that the cohomology class [ε] ∈ H2(M,Z2) defined by the Cˇech cocycle ε is
independent of the lift.
Definition 2.3.14. The cohomology class w2(M) := [ε] ∈ H2(M,Z2) is called the second
Stiefel-Whitney class of M .
The importance of this class comes from the following theorem.
Theorem 2.3.15. M admits a spin structure if and only if the second Stiefel-Whitney class
vanishes.
Proof. Suppose M admits a spin structure. Then there exists a lift g˜αβ satisfying the cocycle
condition. In that case εγβα ≡ 1.
For the other direction, we refer to the literature (e.g. [Tau11].
We also briefly discuss the classification of spin structures. An isomorphism of spin structures
is an isomorphism T = {Tα} of principal Spinn-bundles that leaves ρ invariant, i.e. the
following diagram commutes:
Uα × Spinn Uα × Spinn
Uα × SO(n)
ρ
Tα
ρ
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This means that Tα(x) ∈ ker ρ, hence Tα(x) = ±1 is constant. If the two spin structures are
given by lifts g˜αβ, h˜αβ, then the requirement that Tα defines a map of principle bundles is
Tβ = h˜αβTαg˜
−1
αβ or equivalently
hαβ = TβgαβT
−1
α = gαβ(δT )αβ (2.86)
(since Tβ is in the center of Spinn). Hence, two spin structures are isomorphic if and only if
they differ by a Cˇech 1-coboundary. On the other hand, assume we are given a spin structure
g˜αβ and a Cˇech 1-cochain cαβ ∈ Cˇ2(U,Z2). Then hαβ = gαβcαβ satisfies the cocycle condition,
and hence defines a spin structure if and only if δc = 1, i.e. c defines a Cˇech 1-cocycle. These
two spin structures are isomorphic if and only if c = δT is a coboundary. Hence, we get an
action of H1(M,Z2) on the set of spin structures, given by c.g˜ = gαβcαβ.
Theorem 2.3.16. The action of H1(M,Z2) is free and transitive. In particular, there is a
non-canonical bijection
H1(M,Z2)↔ {isomorphism classes of spin structures}.
For a proof, see [Tau11] or [Nic13].
Example 2.3.17. As an example, let us consider the circle S1. A good cover U = {U1, U2, U3}
is given by three intervals overlapping only at the ends (see figure 2.1). Since all triple in-
U1
U2
U3
U12
U23
U13
Figure 2.1: Good cover of the circle
tersections are 0, we see immediately that H2(S1, G) = {0} for any abelian group G. In
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particular, S1 admits spin structures. Since S1 is orientable, its tangent bundle admits an
SO(1)-structure, but SO(1) = {1}. Hence the tangent bundle is trivial and the SO(1)-
transition functions in U are g12 = g23 = g13 = 1. It follows that we can choose the trivial
lifts11 g˜12 = g˜23 = g˜13 = 1. We claim that there is exactly one other spin structure on
S1, given (up to isomorphism) by12 h˜12 = h˜23 = 1, h˜13 = −1. To see this, note that any
1-coboundary (δT )αβ = TβT
−1
α can flip either zero or two signs of the three possible ones.
This proves that H1(M,Z2) = Z2) with generators g˜, h˜. Confusingly, h˜ is usually called the
trivial spin structure (since it is the one which extends to the disk). In string theory, h˜ is
known as the Neveu-Schwarz spin-structure, while g˜ is known as the Ramond spin structure.
Exercise 11. Find good covers of the 2-sphere S2 (four sets are enough) and the 2-torus
T 2 = S1 × S1 (three sets are enough). Do they admit spin structures? If so, how many?
Remark 2.3.18. The second Stiefel-Whitney class w2(M) ∈ H2(M,Z2) is called the obstruc-
tion for a spin structure. This is one of the beginnings of what is known as obstruction
theory : If we know that the obstruction vanishes then we know spin structures exist. Of
course, the easiest case is when H2(M,Z2) = {0}: The obstruction has simply no place
to exist, hence, it must vanish. However, there are many more subtle criteria as to when
spin structures exist. We refer to the literature for a deeper discussion of these issues (some
further results and references can be found in [Nic13]).
2.3.3 Spinors
After this long digression on existence and classification of spin structures, let us return
on track. Let (M, g) be an n-dimensional Riemannian manifold with a spin structure P .
Recall the complex spinorial representation ∆n of Cl
c
n from Definition 1.5.2. It restricts to
a representation of Spinn via the sequence
Spinn ⊂ Cln ⊂ Clcn c−→ End(∆n) (2.87)
Definition 2.3.19. The spinor bundle Sn associated to P is the vector associated to the
11In this particular case, the spin structure is itself a 1-cocycle, this is of course highly peculiar to the
1-dimensional case.
12This is not the −1 in O(1) but in Spin1. However, we have Spin1 ∼= O(1) ∼= Z2. This why there are
exactly two isomorphism classes of line bundles and two isomorphism classes of spin structures on the circle.
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prinicipal Spinn-bundle P via the complex spinorial representation:
Sn = P ×c ∆n (2.88)
Remark 2.3.20. Recall that if n is even, then ∆n = ∆
+
n ⊕∆−n splits as a direct sum of irreps.
This implies a splitting of the spinor bundle as Sn = S
+
n ⊕ S−n .
Next, we define a bundle of Clifford algebras over M .
Definition 2.3.21. The Clifford bundle is the vector bundle over M with typical fiber the
Clifford algebra Cl(M)x = Cl(T
∗
xM, gx).
Let us analyze this bundle more closely. Recall that the standard representation of SO(n)
embeds into algebra automorphisms of Cln: For A ∈ SO(n), the map τ(A) : Cln → Cln
defined on generators v ∈ Rn of the Clifford algebra by v 7→ τ(A)v = Av is an algebra
homomorphism since
τ(A)(vw + wv) = AvAw + AwAv = −2〈Av,Aw〉 = −2〈v, w〉.
Notice also that, for a Riemannian manifold M , if U, gαβ is the bundle orthonormal frames,
the cotangent bundle T ∗M = (TM)∗ is given by transition maps hαβ = (g∗)−1αβ = gαβ, since
gαβ ∈ O(n). This discussion can be summarized in the following proposition:
Proposition 2.3.22. The Clifford bundle is a bundle associated with the bundle of oriented
orthonormal frames:
Cl(M) = soFr(M)×τ Cln.
The transition functions act by algebra automorphisms.
We conclude that Cl(M) has a well-defined Clifford multiplication (defined over trivializa-
tions by multiplication of sections) Cl(M) ⊕ Cl(M) → Cl(M). We now want to define
the action of this algebra bundle of the spinor bundle. Notice that we did not need the
spin structure to define the Clifford bundle. However, the spin structure will be essential in
defining the Clifford multiplication of spinors.
Proposition 2.3.23. The Clifford multiplication Rn ×∆n → ∆n, (v, s) 7→ c(v)s, extends to
a map of sections
c : Γ(T ∗M)× Sn → Sn (2.89)
(θ, ψ) 7→ c(θ)ψ
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Proof. By construction, a trivializing chart Uα for soFr(M) trivializes both T
∗M and Sn.
Over Uα, a section θ of T
∗M is given by θα : Uα → Rn, and a section ψ of Sn is given by
ψα : Uα → ∆n. We define
(c(θ)ψ)α = c(θα)ψα.
We have to show that this is a section of Sn, that is, we have to show that
(c(θ)ψ)β = c(g˜αβ)(c(θ)ψ)α
(the transition functions for the spinor bundle are c(g˜αβ). To see this, we compute
(c(θ)ψ)β = c(θβ)ψβ = c(gαβθα)c(g˜αβ)ψα
(M is spin !!!) = c(ρ(g˜αβ)θα)ψα
= c(g˜αβθαg˜
−1
αβ )c(g˜αβ)ψα = c(g˜αβθαg˜
−1
αβ g˜αβ)ψα
= c(g˜αβ)c(θα)ψα = c(g˜αβ)(c(θ)ψ)α
In the proof, the fact that gαβ = ρ(g˜αβ) is crucial! Without the spin structure, we cannot
define the Clifford multiplication.
2.3.4 Spin connections
Let Ω be a connection (for example, the Levi-Civita connection) on the prinicipal SO(n)-
bundle of oriented orthonormal frames, described over trivializing charts byAα ∈ Ω1(Uα, so(n)).
It gives rise to a connection ∇ on T ∗M with the same 1-forms Aα. The trivializing chart
defines a local orthonormal frame ei of T
∗M . In this frame, we can express Aα = 12A
ijei∧ej ,
where ei ∧ ej is the skew-symmetric endomorphism defined in Equation (1.42). Remember
that in Equation (1.44) we computed the explicit isomorphism ρ∗ : spinn → son and we had
ρ−1∗ (ei ∧ ej) = 14 [ei, ej ] = 14(eiej − ejei).
Definition 2.3.24. The connection ∇˜ on the vector bundle Sn defined by the one-forms
Bα = c(ρ
−1
∗ (Aα) ∈ Ω1(Uα,End(∆n) is called the spin connection associated to ∇.
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With respect to a local orthonormal frame, the connection 1-forms Bα can be written as
Bα =
1
8
Aijc([ei, ej]) =
1
4
Aijc(eiej). The most important fact about spin connections is that
they are compatible with spinor multiplication.
Proposition 2.3.25. Let ∇˜ be the spin connection associated to ∇. Then, for all and
sections θ ∈ Γ(T ∗M), ψ ∈ Γ(Sn), we have
∇˜(c(θ)ψ) = c(∇θ)ψ + c(θ)∇˜ψ. (2.90)
Proof. First, let v, ei, ej ∈ Rn, where ei, ej are elements of an orthonormal basis. Then, in
the Clifford algebra Cln we have, using the elementary Clifford relation (6),
eiejv = veiej − 2〈v, ej〉ei + 2〈v, ei〉ej = veiej + 2(ei ∧ ej)(v).
Using this we simply compute13
∇˜(c(θ)ψ) = d(c(θ)ψ) + 1
4
Aijc(eiej)c(θψ
= c(dθ)ψ + c(θ)dψ +
1
4
c(θ)Aijc(eiej)ψ +
1
2
Aijc(ei ∧ ej(θ))ψ
= c
(
dθ +
1
2
Aij(ei ∧ ej)(θ)
)
ψ + c(θ)(dψ +
1
4
Aijc(eiej)ψ)
= c(∇θ)ψ + c(θ)∇˜ψ.
The Clifford multiplication extends to Cl(M) and we have
Corollary 2.3.26. Denote ωC the section which on fibers is the complex volume element (of
definition 1.5.5) given by ωC = i
⌊n+1
2
⌋e1 . . . en in a local orthonormal frame. Then
∇˜(c(ωC)ψ) = c(ωC)∇˜ψ (2.91)
Proof. Fix p ∈ M and assume that the orthonormal frame satisfies ∇ei = 0, at p14. Then,
repeated use of proposition 2.3.25 immediately implies (2.91) at the point p. Since p is
arbitrary, we conclude the statement.
13Over the trivializing chart given by the local orthonormal frame, both θ and ψ are sections of trivial
bundles, as such d acts upon them satisfying the Leibniz rule.
14Such orthonormal frames are called synchronous at p and always exist.
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2.3.5 Dirac operators
Finally, we have all the necessary ingredients to define Dirac operators. Let (M, g) be a
Riemannian manifold with spin structure P . We recall that this induces a bundle of spinors
Sn. The lift of the Levi-Civita connection ∇g to the spin bundle is a connection ∇˜g on Sn.
Definition 2.3.27. The Dirac operator D : Γ(Sn)→ Γ(Sn) associated to P is given by the
composition
Γ(S)
∇˜g−→ Γ(T ∗M ⊗ S) c−→ Γ(S) (2.92)
In a local orthonormal frame, the Dirac operator is given by D =
∑
c(ei)∇˜ei. In particular,
for M = R4 with euclidean metric, we have D = c(ei) ∂∂xi (the spinor bundle and spin
connection are trivial) and hence
D2f = c(ei)
∂
∂xi
(
c(ej)
∂
∂xj
f
)
= c(eiej)
∂2
∂xi∂xj
f =
1
2
c(eiej + ejei)
∂2
∂xi∂xj
f = −
∑ ∂2
∂(xi)2
f.
(2.93)
We will see that a similar equation holds for all Dirac Operators.
Remark 2.3.28. If dimM = 2k is even, the Sn = S
+
n ⊕ S−n and we have have
D+ := D
∣∣
S+n
: S+n → S−n
D− := D
∣∣
S−n
: S−n → S+n
2.4 Clifford Modules
In the last section, the spin structure was essential in defining the bundle of spinor and the
Clifford multiplication. However, to define the Dirac operator, the spin structure was not
needed. All we used was the Clifford multiplication and the spin connection. We can try
to extract the structure necessary for defining the Dirac operator. This will prove highly
beneficial.
Definition 2.4.1. Let (M, g) be an oriented Riemannian manifold with Levi-Civita connec-
tion ∇g.
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i) A super vector bundle over M is a vector bundle E → M together with a direct sum
decomposition E = E+ ⊕E−, where E0, E1 are vector bundles over M .
ii) A Clifford module overM is a complex super vector bundle E = E0⊕E1 with a hermitian
metric h and a map
c : Γ(T ∗M)× Γ(E)→ Γ(E)
(θ, ψ) 7→ c(θ)ψ
such that for all θ, θ1, θ2 ∈ Γ(T ∗M), ψ, ψ1, ψ2 ∈ Γ(E) we have
a) the Clifford relation:
c(θ1)c(θ2)ψ + c(θ2)c(θ1)ψ = −2g(θ1, θ2)ψ, (2.94)
b) unitarity: if g(θ, θ) ≡ 1, then
h(c(θ)ψ1, ψ2) + h(ψ1, c(θ)ψ2) = 0, (2.95)
c) the action is odd:
c(θ)
∣∣
Γ(E)
: Γ(E±)→ E∓ (2.96)
iii) A Clifford connection on a Clifford bundle E is a metric connection ∇E which is compat-
ible with the Clifford multiplication, that is, for all X ∈ Γ(TM), θ ∈ Γ(T ∗M), ψ ∈ Γ(E)
we have
∇EX(c(θ)ψ) = c(∇gXθ)ψ + c(θ)∇EXψ (2.97)
(remember that ∇g denotes the Levi-Civita connection).
iv) A Dirac bundle is a pair (E,∇E) of a Clifford bundle with a Clifford connection.
v) The Dirac operator associated to a Dirac bundle (E,∇E) is the composition
DE : Γ(E)
∇E−→ Γ(T ∗M ⊗E) c−→ Γ(E). (2.98)
Let us give some remarks on this definition.
Remark 2.4.2. Notice that Equation (2.95) is equivalent to
h(c(θ)ψ1, c(θ)ψ2) = g(θ, θ)h(ψ1, ψ2). (2.99)
In particular, sections of unit norm act unitarily under Clifford multiplication.
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Remark 2.4.3. Although we will not prove it explicitly, the important piece of data here is
the Clifford multiplication. The metric and a metric Clifford connection always exist, given
that one has defined Clifford multiplication. See also example 2.4.5 below.
Remark 2.4.4. By virtue of the Clifford relation, the Clifford multiplication c : Γ(T ∗M) →
Γ(EndE) extends to a map of algebra bundles c : Cl(M)→ End(E).
This generalizes the notion of Dirac operator on Spin manifolds considerably, as we will see
in an example below. First, let us establish that spin structures are examples of Clifford
modules:
Example 2.4.5. LetM be an even-dimensional Riemannian manifold with a Spin structure:
dimM = n = 2k. Then the bundle of spinors Sn decomposes as Sn = S
+
n ⊕S−n and we defined
a Clifford multiplication c and a connection ∇˜g satisfying the axioms of a Clifford module
and a Clifford connection. The only thing we have to show is that the following.
Proposition 2.4.6. i) There exists a metric h on Sn which is compatible with the Clifford
multiplication (i.e. Equation (2.95) is satisfied).
ii) Given any such metric, the spin connection ∇˜g is compatible with it.
Proof. First, choose an inner product 〈·, ·〉∆n on ∆n which satisfies 〈c(α)v, c(α)w〉 for all
α ∈ Cln and all v, w ∈ ∆n. We can produce such an inner product by averaging: Let
e1, . . . , en be an orthonormal basis of Rn and consider the finite subgroup G ⊂ Cl×n generated
by 1, e1, . . . , en. Then, choose any inner product 〈·, ·〉′ on ∆n and define
〈v, w〉∆n :=
∑
g∈G
〈c(g)v, c(g)w〉′.
Then 〈·, ·〉 is also an inner product and invariant under the action of G. Since the repre-
sentation is linear, the inner product is invariant under the action on all unit vectors. Now,
since we have an invariant inner product on ∆n, we can construct an invariant metric on
Sn by using a partition of unity subordinate to a trivializing cover. This proves i). For ii),
notice that Spin group acts unitarily in such a metric. Since the spin connection on spinors
is induced by a connection on the principal Spinn bundle given by the spin structure, which
acts unitarily, we conclude that the connection is compatible with the metric.
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Remark 2.4.7. This proof can be generalized to other Clifford bundles. Existence of com-
patible connections can be shown similarly (again constructing it locally).
Let us now consider another example, which shows that any manifold admits Clifford mod-
ules.
Example 2.4.8. Let E =
∧• TM⊗C denote the exterior algebra of the tangent bundle, with
the hermitian metric h given by the complexification of the metric g extended to
∧
T ∗M . It
has an obivous super vector bundle structure∧
evenTM ⊕
∧
oddTM.
For θ ∈ Γ(T ∗M) = Ω1(T ∗M), ω ∈ Ω•(T ∗M) = Γ (∧• T ∗M) we define the Clifford multipli-
cation by
c(θ)ω = θ ∧ ω − ιθω, (2.100)
where the contraction ιθ : Ω
k(M,C)→ Ωk−1(M,C) is defined15 by
ιθf = 0 f ∈ C∞(M,C) (2.101)
ιθα = h(α, θ) α ∈ Ω1 (2.102)
ιθ(τ ∧ ω) = (ιθτ) ∧ ω + (−1)τ ∧ ιθω. (2.103)
Equation (2.103) says that the contraction is a degree 1 derivation. Equivalently, we can
define it as contraction with the vector field v = g(θ, ·).
Next, the Levi-Civita connection ∇g can be extended to the exterior algebra by defining
∇gf = df,
∇g(θ1 ∧ θ2) = ∇g(θ1) ∧ θ2 + θ1 ∧ ∇gθ2
i.e. by extending it to the de Rham algebra as a degree 0 derivation. By induction on the
degree of ω, one can prove that
∇g(ιθω) = ι∇gθω + ιθ∇gω. (2.104)
Together with the fact that the Levi-Civita connection is a degree 0 derivation of the wedge
product, this gives the compatibility of ∇g with c.
15Here we put α in the first argument so that ιθω is C-linear in ω (it is only R-linear in θ).
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Exercise 12. Check the claims made in this example in detail: Prove the Clifford relation,
Equation (2.104), and the compatibility of ∇ with c.
Thus, every manifold admits a Dirac bundle (E,∇g) given by picking a Riemannian metric.
We will see later that the corresponding Dirac operator is given by (d+ d∗), whose square is
the Hodge - de Rham Laplacian on differential forms.
Associated to Clifford modules is a differential form called the twisting curvature (we will
see where terminology comes from in a minute). Recall the map ρ : Spinn → SO(n) and the
associated isomorphism of Lie algebras
ρ−1∗ : so(n)→ spinn ⊂ Cln
Definition 2.4.9. Denote Rg = F∇
g ∈ Ω2(so(n)) and RE = c(ρ−1∗ (Rg)). Then, the twisting
curvature FE/S of (E,∇E) is defined as
FE/S = F∇
E − RE ∈ Ω2(EndE) (2.105)
Example 2.4.10. Suppose M is spin and consider the Dirac bundle (Sn, ∇˜g). Then the
twisting curvature F Sn/S = 0, since ∇˜g = c(ρ−1∗ )∇g and hence F∇E = RE .
Proposition 2.4.11. Let (E,∇E) be a Dirac bundle and (W,∇W ) be a hermitian su-
per vector bundle with a metric connection ∇W that preserves the Z2-grading. Then16
(E⊗ˆW,∇E⊗ˆW ), where
∇E⊗ˆW = ∇E ⊗ idW + idE ⊗∇W )
is a Dirac bundle with the Clifford multiplication cE⊗ˆW (θ) = cE(θ)⊗ idW .
Proof. The Clifford relation is obivously satisfied. The compatibility is an easy check:
∇E⊗ˆW cE⊗ˆW (θ)ψE ⊗ ψW = (∇E ⊗ idW + idE ⊗∇W )(cE(θ)ψE ⊗ ψW )
= ∇EcE(θ)ψE ⊗ ψW + ψE ⊗∇WψW
= cE(∇gθ)ψE ⊗ ψW + cE(θ)∇EψE ⊗ ψW + ψE ⊗∇WψW
= cE⊗ˆW (∇gθ)ψE ⊗ ψW + cE⊗ˆW (θ)∇E ˆ⊗W (ψE ⊗ ψW )
16Remember that E⊗ˆW denotes the graded tensor product.
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Definition 2.4.12. We call (E⊗ˆW,∇E⊗ˆW ) the twist of E by W .
From the definition of the twist it is immediate that
FE⊗ˆW/S = FE/S + FW . (2.106)
Remark 2.4.13. On a spin manifold, one can show that all Clifford bundles are twists of the
bundles of the bundle of spinors. The twisting curvature of the Clifford bundle is then just
the curvature of the twist, which explains the name.
The important property of the twisting curvature is the following.
Proposition 2.4.14. For all X, Y ∈ Γ(TM), θ ∈ Γ(T ∗M), FE/S(X, Y ) commutes with c(θ).
Proof. Note that the compatibility of the connection with the Clifford multiplication can be
rewritten as
[∇EX , c(θ)] = c(∇gXθ). (2.107)
Using this we want to prove that [FE/S(X, Y ), c(θ)] vanishes (here all commutators are
regular, not supercommutators). From the Jacobi identity and repeated use of 2.107 , we
obtain
[[∇EX ,∇EY ], c(θ)] = [[∇EX , c(θ)],∇EY ] + [∇EX , [∇EY , c(θ)]]
= [c(∇gXθ),∇EY ] + [∇EX , c(∇gY θ)]
= −c(∇gY∇gXθ) + c(∇X∇Y θ) = c(∇g[X,Y ]θ).
Using F∇
E
(X, Y ) = [∇EX ,∇EY ]−∇E[X,Y ], we obtain
[FE(X, Y ), c(θ)] = c(Rg(X, Y )θ).
Now, since FE/S = F∇
E − RE, we have to show that [RE(X, Y ), c(θ)] = c(Rg(X, Y )θ).
Remember that Rg(X, Y ) = 1
2
Rgij(X, Y )e
i ∧ el and hence
ρ−1∗ R
g(X, Y ) =
1
8
Rgij(X, Y )[e
i, ej] =
1
4
Rije
iej.
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Now we use again the fact that we used in the proof of Proposition 2.3.25: eiejv = veiej +
2(ei ∧ ej)(v) or [eiej , v] = 2(ei ∧ ej)(v) which implies
[RE(X, Y ), c(θ)] = [c(ρ−1∗ (R
g(X, Y ))), c(θ)] = c([ρ−1∗ R
g(X, Y ), θ])
= c
[
1
4
Rgij(X, Y )e
iej, θ
]
= c
(
1
2
Rgij(X, Y )(e
i ∧ ej)(θ)
)
= c(Rg(X, Y )θ).
Hence
[F∇
E
(X, Y )− RE(X, Y ), c(θ)] = 0.
78
Chapter 3
Analysis
In this rather short chapter, we recall some of the analysis on manifolds that is necessary to
state (and prove) the index theorem.
3.1 Elliptic Operators
We are interested in the situation where there are two complex vector bundles E and F
over a (compact) manifold M . In this situation we work in coordinate charts (U, φ) of M
that are also trivializing charts for E and F (such charts always exist, simply intersect a
coordinate chart with two trivializing charts for E and F ) such that the situation reduces
to the diagram below:
E
∣∣
U
∼= φ(U)× Ck φ(U)× Cl ∼= F
∣∣
U
φ(U) ⊂ Rn
We will call these charts “good charts” for the sake of brevity. Let us briefly discuss what this
entails. We have coordinates (x1, . . . , xn, z1, . . . , zk) on E
∣∣
U
∼= φ(U)×Ck ∋. On the overlap
of two good charts U = (x1, . . . , xn, z1, . . . , zk) = (x, z) and V = (y1, . . . , yn, w1, . . . , wk) =
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(y, w), we have
y = φUV (x) (3.1a)
w = gEUV (x)z (3.1b)
where gUV : φ(U) → GLk(C) are the transition functions1 of E. If σ ∈ Γ(E), then σ
∣∣
U
defines a map σU : φ(U)→ Ck and we have
σV (y) = σV (φUV (x)) = gUV (x)σU (x) (3.2)
It makes sense to take partial derivatives of local sections σU : φ(U) → Ck, but they no
longer define sections of E. In fact
∂|I|
∂yI
σV (y) =
∑
|J |=|I|
∂xJ
∂yI
∂
∂xJ
(gEUV (x))σU (x). (3.3)
Here, for multiindices I = (I1, . . . , Iq), J = (j1, . . . , jq),
∂xJ
∂yI
is short for
∂xj1
∂yi1
· ∂x
j2
∂yi2
· · · ∂x
jq
∂yiq
.
After these preliminary discussion, we proceed with the definition of a partial differential
operator between vector bundles.
3.1.1 Definitions
Definition 3.1.1. LetM,E, F as before. A linear map D : Γ(E)→ Γ(F ) is called a (partial)
differential operator (pdo for short) if, for all x ∈M , there is a good chart U ∋ x and some
m ∈ N such that
(Lσ)U =
∑
|I|≤m
AIU(x)
∂|I|
∂xI
σU(x), (3.4)
where AIU(x) : C
k → Cl are linear maps called the coefficients of D. The smallest m such
that D has the form (3.4) is called the order of M in U .
1To match the notation with the previous chapters, this should be gEUV (φ
−1(x)), but we suppress this for
reasons of brevity.
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Remark 3.1.2. If D has the form (3.4) in a single good chart U , then also in all other good
charts V that intersect U . Namely, we have
(Lσ)V (y) = g
F
UV (x)(Lσ)U = (3.5)
and because of the product rule, this is again of the form (3.4). However, it should be
emphasized that the coefficients AIU in general do not transform as tensors.
Remark 3.1.3. The computation above shows that the order of D is independent of the chart
U used in the definition, and hence locally constant. IfM has several connected components,
we require that the order of D is the same on every connected component. In this way we
can speak of the order of D on M .
Next, let us look at some examples that appear naturally on manifolds.
Example 3.1.4. A pdo of order 0 is the same as a vector bundle morphism T ∈ Hom(E, F ).
Example 3.1.5. Let E = F =
∧ •(TM)⊗C and d the de Rham differential onM . The good
charts are just the coordinates charts2 U = (x1, . . . , xn), in which the de Rham differential
looks like
d =
n∑
i=1
(dxi∧) ∂
∂xi
(3.6)
where dxi :
∧ •Cn → ∧ •Cn is the linear map given by (wedge) multiplying with dxi. We
conclude that d is a pdo of order 1.
Example 3.1.6. Let E be any (complex) vector bundle overM and∇ : Γ(E)→ Γ(T ∗M⊗E)
be a connection. On a good chart U , we have (∇σ)U = dσU + AUσU , where A = Aidxi ∈
Ω1(U,EndE
∣∣
U
) ∼= Ω1(U,EndCk). We can rewrite this as
(∇σ)U =
∑
i=1
(dxi⊗) ∂
∂xi
σU +
n∑
i=1
(dxi⊗)Ai(σU) (3.7)
Here the first term is the order 1 part. dxi ⊗ Ck → Cn ⊗ Ck is the linear map sending
v → dxi ⊗ v. The second term is an order 0 term and is given by the linear map Ck →
Cn⊗Ck, v 7→∑i dxi⊗Ai(v). Notice that the transformation rule for the connection 1-forms
A is precisely the transformation for the order 0 part of an order 1 pdo.
2In this case it makes sense to trivialize the exterior algebra bundle as
∧
•Cn, and not explicitly as C(
n
2
),
but of course this is irrelevant for the discussions above.
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Remark 3.1.7. If D1 : Γ(E) → Γ(F ), D2 : Γ(F ) → Γ(E) are pdos of orders m1 and m2
respectively, then their compositon D = D2D1 is also a pdo and its order m is bounded by
the sum m ≤ m1 +m2.
Example 3.1.8. If (E,∇E) is a Dirac bundle over M , then DE : Γ(E) → Γ(E) is a pdo of
order at most 1 since it is the composition of the two pdos ∇E and cE .
3.1.2 The symbol of a partial differential operator
Let D be a partial operator of order m,
L
∣∣
U
=
∑
|I|≤M
AIU(x)∂
I
x.
Then we define a map
σ(L)(·)∣∣
U
: Γ(T ∗M
∣∣
U
)→ Hom(Γ(E∣∣
U
),Γ(F
∣∣
U
))
by setting, for ξ = ξidx
i,
σ(L)(ξ)
∣∣
U
:= im
∑
|I|=m
AIU(x)ξI , (3.8)
where ξI = ξi1 · · · ξin . We have the following important claim.
Lemma 3.1.9. The collection σ(L)(·)∣∣
U
defines a global section
σ(L) ∈ Hom(SymmT ∗m⊗ E, F ).
Proof. From equation (3.5), we gather that
gFUV (x)
∑
|I|≤m
AIU(x)
∂|I|
∂xI
σU(x) = g
F
UV (x)
∑
|I|≤m
∑
|J |=|I|
AIU(x)
∂yJ
∂xI
∂|J |
∂yJ
(gEV U(y)σV (y))
=
∑
|I|=m
gFUV (x)
∑
|J |=|I|
AIU(x)
∂yJ
∂xI
(gEUV (x))
−1 ∂
|J |
∂yJ
σV (y) +
∑
|I|<M
(· · · ),
from which we conclude that the coefficients AIU , for |I| = m transform as a section of the
bundle SymmTM⊗ E∗ ⊗ F ∼= Hom(SymmT ∗M ⊗ E, F ).
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Concretley, given a section ξ ∈ Γ(T ∗M) we obtain a vector bundle morphism σ(L)(ξ) ∈
Hom(E, F ), and the dependence on ξ is polynomial of order m.
Definition 3.1.10. σ(L) is called the symbol of L.
Lemma 3.1.11. We have σ(D1D2) = σ(D1)σ(D2).
Remark 3.1.12. Often, one is interested in inverting differential operators. Formally, the
observation above implies that the symbol of the inverse should be the inverse of the symbol.
This motivates the generalization of the symbol to a much larger class of operators, the
so-called pseudo-differential operators, where we allow symbol to live in a larger class of
functions than polynomials. See e.g. [] for an introduction to pseudodifferntial operators.
A particularly nice class of differential operators are given by elliptic operators.
Definition 3.1.13. A differential operator is called elliptic if
σ(L)(ξ)p : Ep → Fp
is an isomorphism whenever ξp 6= 0.
Example 3.1.14. The de Rham differential d is not elliptic: Its symbol is given (locally)
by σ(d)(ξ) = i
∑
i(dx
i∧)ξi but the maps dxi :
∧ •Cn → ∧ •Cn are not invertible.
3.1.3 Formal adjoints
We now suppose that M is Riemannian with metric g and that E, F carries hermitian
metrics 〈·, ·〉E, 〈·, ·〉F . This defines an inner product on sections of E and F : For instance for
u, v ∈ Γ(E) we define
(u, v)L2,E =
∫
M
〈u(x), v(x)〉Edvolg (3.9)
where dvolg is the volume form associated to the Riemannian metric. The spaces of smooth
sections Γ(E),Γ(F ) are not complete with respect to this inner product, but one can complete
them to obtain Hilbert spaces. We will not do this and work with formal adjoints instead
Definition 3.1.15. Let L : Γ(E) → Γ(F ) be a pdo. A pdo L∗ : Γ(F ) → Γ(E) is called
formal adjoint of L if, for all u ∈ Γ(E) and v ∈ Γ(F ) we have∫
M
〈Lu, v〉Fdvolg =
∫
M
〈u, L∗v〉Edvolg. (3.10)
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We list without proof the following facts.
Proposition 3.1.16. Let L, L1, L2 be pdo’s.
i) The formal adjoint of L always exists and is unique.
ii) L = (L∗)∗.
iii) (L1L2)
∗ = L∗2L
∗
1 if the composition makes sense.
iv) σ(L)(ξ)∗ = σ(L∗)(ξ) for all ξ ∈ Γ(T ∗M).
Example 3.1.17. Consider the de Rham differential d :
∧k TM → ∧k+1 TM (with metrics
induced by g) and let d∗ = (−1)nk+n+1 ∗ d∗, where ∗ : Ωk(M)→ Ωn−k(M) is the Hodge star
associated to g. Then d∗ is the formal adjoint of d. To see this, remember that∫
M
〈τ, ω〉•kTMdvolg =
∫
M
τ ∧ ∗ω
(and in fact the Hodge star can be defined this way) and that ∗2 = ±1. Then, we compute∫
M
〈dτ, ω〉∧k+1 TM =
∫
M
dτ ∧ ∗ω = ±
∫
M
τ ∧ d ∗ ω = ±
∫
M
τ ∧ ∗ ∗ d ∗ ω
= ±
∫
M
〈τ, ∗d ∗ ω〉∧k TM =
∫
M
〈τ, d∗ω〉∧k TM .
Example 3.1.18. Let E be a hermitian vector bundle and let ∇ be a metric connection.
Let F = T ∗M ⊗E with the product metric. Then
∇ = dxi ⊗
(
∂
∂xi
+ Ai
)
and hence
∇∗ =
∑
i
(
∂
∂xi
+ Ai
)∗
(dxi)∗ =
∑(
− ∂
∂xi
−Ai
)
ιdxi
where we used that (dxi)∗ = ιdxi and
∂
∂xi
∗
= − ∂
∂xi
. Also, A∗i = −Ai because the connection
is metric (and hence the connection 1-forms take values in u(n)).
Definition 3.1.19. If E is a hermitian vector bundle with connection, then ∇∗∇ : Γ(E)→
Γ(E) is called the connection Laplacian of E.
The symbol of such an operator can easily be computed:
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Proposition 3.1.20. σ(∇∗∇)(ξ) = g(ξ, ξ)⊗ idE.
In particular, the connection Laplacian is always elliptic.
Proof. We have
σ(∇∗∇)(ξ)p = σ(∇∗)(ξ)pσ(∇)(ξ)p
=
(
−i
∑
i
ιdxiξi
)(
i
∑
j
(dxj⊗)ξj
)
=
∑
i,j
g(dxi, dxj)⊗ idE
= g(ξ, ξ)⊗ idE
This motivates the following definition.
Definition 3.1.21. A pdo ∆ on E is called generalized Laplacian if σ(∆)(ξ) = g(ξ, ξ)⊗ idE .
3.2 Fredholm index
An important fact about elliptic operators is the following theorem.
Theorem 3.2.1. Let L : Γ(E)→ Γ(F ) be an elliptic p.d.o. Then kerL is finite-dimensional.
Also, we have the following central fact about elliptic operators:
Theorem 3.2.2 (Fredholm alternative). Let L be an elliptic operator. Then
ImL = (kerL∗)⊥
ImL∗ = (kerL)⊥
A direct corollary is the following.
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Corollary 3.2.3. Let L be an elliptic operator. Then both kerL and kerL∗ are finite di-
mensional and we have dimkerL∗ = dim cokerL.
Definition 3.2.4. Let L be an elliptic operator. The Fredholm index of L is
indL = dimkerL− dim cokerL = dimkerL− dimkerL∗. (3.11)
Theorem 3.2.5. Let Lt, 0 ≤ t ≤ 1 be a continuous3 path of elliptic operators. Then the
index of Lt is constant, i.e.
ind(L0) = ind(L1) (3.12)
Remember that this is not true for the dimension of the kernel or cokernel as such.
3.3 Dirac Operators
Let us summarize some of the analytic properties of Dirac operators. Let (E,∇E) be a Dirac
bundle and DE : Γ(E)→ Γ(E) be a Dirac operator.
Proposition 3.3.1. The symbol of the Dirac operator is the Clifford multiplication:
σ(DE)(ξ) = ic(ξ) : Γ(E)→ Γ(E) (3.13)
Proof. We have
σ(DE) = σ(c)σ(∇E) = ic(ξidxi) = ic(ξ)
Corollary 3.3.2. DE is elliptic and D
2
E is a generalized Laplacian.
Proof. This follows from the fact that V ⊂ Cl(V, g)× for all vector spaces with non-degenerate
bilinear forms g. The fact that D2E is a generalized Lapacian follows from the Clifford rela-
tion.
Proposition 3.3.3. The Dirac operator is formally self-adjoint, that is,∫
M
〈ψ,Dψ〉dvolg =
∫
M
〈Dψ, ψ〉dvolg (3.14)
3In the topology given by the sum of the L2 norms of L and L∗.
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Proof. This follows from the compatibility of the spin connection with the metric and the
fact that the Clifford multiplication is unitary.
Corollary 3.3.4. For the operators D±E : Γ(E
±)→ Γ(E∓) we have (D+E)∗ = D−E .
Proof. This follows from the fact that E = E+ ⊕ E− is an orthogonal sum by expanding
(3.14) into components.
A central identity in the proof of the index theorem is the Weitzenbck formula (sometimes
called also Lichnerowicz formula) for the square of the Dirac operator that we state here (see
e.g. [Nic13] for a proof).
Theorem 3.3.5. Let (E,∇E) be a Dirac bundle on a Riemannian manifold (M, g). Denote
the scalar curvature of g by r(g) and define, in a local orthonormal frame ei,
c(FE/S) = FE/S(ei, ej)c(e
i)c(ej) ∈ Γ(EndE).
Then we have
D2E = (∇E)∗∇E +
r(g)
4
+ c(FE/S). (3.15)
Rememember from Proposition 2.4.14 that FE/S(ei, ej) commutes with c(e
i)c(ej), so that
the order in which we define c(FE/S) does not matter.
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Chapter 4
The index theorem and its
applications
In this central section we state the index theorem, provide some applications and give the
idea of the proof.
4.1 Index theorem for spin Dirac operators
Suppose (M, g) is an even-dimensional spin manifold. Pick a spin structure on M and
define accordingly the spinor bundle Sn, the spin connection ∇˜g and the Dirac operator
D : Γ(Sn)→ Γ(Sn). We also recall the definition of the Aˆ-genus
Aˆ(M, g) = det 1/2
(
i
4π
Rg
sinh
(
i
4π
Rg
)) = det 1/2Aˆ(iRg/2π) ∈⊕
k
Ω4k(M) (4.1)
where Rg is the Riemannian curvature and Aˆ(x) = x/2
sinh(x/2)
. The index of D+ : Γ(S+n ) →
Γ(S−n ) is given by the famous Atiyah-Singer index theorem:
Theorem 4.1.1 (Atiyah-Singer).
ind(D+) =
∫
M
Aˆ(M, g). (4.2)
A few immediate remarks are in order.
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Remark 4.1.2. • Notice that we always have indD = 0 (since D is formally self-adjoint).
• The theorem shows that indD+ = 0 if 4 ∤ dimM (since the Aˆ-genus is concentrated in
degrees divisible by 4).
• Expanding Aˆ(M, g) in degrees one obtains
Aˆ(M, g) = 1− 1
14
p1(M, g) + . . . ,
where p1(M, g) is the first Pontryagin form is given by
p1(M, g) =
1
8π2
trRg ∧ Rg.
Hence the index theorem implies that the first Pontryagin number
p1(M) =
∫
M
p1(M, g)
is divisible by 24.
4.2 Index theorem for Clifford Modules
The index theorem has an extension to Clifford modules which has very interesting applica-
tions to topology. To state it, we have to introduce the relative Chern character of a Clifford
module.
Definition 4.2.1. Let V be a representation of the Clifford algebra Clcn, and let F ∈
EndClcnV (a linear map that commutes with the Clifford action). Then we define the relative
supertrace of F to be
strE/S =
1
2n/2
str(c(ωC)F ) (4.3)
Remark 4.2.2. One can show that any Clifford module is of the form V = ∆n ⊗W , where
the Clifford action is trivial on W . A map that commutes with the Clifford action is then
just a linear map on W , and the relative supertrace is the supertrace of that map.
Let (E,∇E) be a Clifford module with twisting curvature FE/S.
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Definition 4.2.3. We define the relative Chern character chE/S by
chE/S = str
E/S exp
i
2π
FE/S (4.4)
We can now state the index theorem for general Clifford modules.
Theorem 4.2.4 (Atiyah-Singer).
indD+E =
∫
M
Aˆ(M, g)chE/S (4.5)
This index theorem has far-reaching implications in topology, and unites a number of seem-
ingly very different-looking results. The strategy is as follows. One constructs a Clifford
module E such that the index of the associated D+E is an invariant of M (or maybe some
extra structure associated with M). The index theorem provides a local expression for that
invariant in terms of characteristic classes of M . An important application is discussed in
the following section.
4.3 Chern-Gauss-Bonnet theorem
The goal of this section is to prove the Chern-Gauss-Bonnet theorem. Let us first introduce
the dramatis personae.
4.3.1 Definitions
Definition 4.3.1. Let M be a manifold. Then the Euler characteristic1 of M is
χ(M) =
dimM∑
i=0
(−1)ibi =
dimM∑
i=0
(−1)i dimH i(M,R). (4.6)
For the next definition we need the concept of Pfaffian.
1The Euler characteristic can be defined for much more general classes of topological spaces, but it is not
necessary for our discussion.
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Definition 4.3.2. Let A = Aij be an antisymmetric n × n matrix for some even n = 2k.
Define ωA =
1
2
Aijei ∧ ej . Then the Pfaffian of A is defined by
Pf(A)e1 ∧ · · · ∧ e2k = 1
n!
ωnA (4.7)
The Pfaffian satisfies Pf(A)2 = detA and Pf(λA) = λkPf(A).
Definition 4.3.3 (Euler form). Let (M, g) be a Riemannian manifold of dimension 2k. Then
we define the Euler form by
e(M, g) = Pf
(
1
2π
Rg
)
(4.8)
We can now state the Chern-Gauss-Bonnet theorem.
Theorem 4.3.4. Let (M, g) be an even-dimensional Riemannian manifold. Then
χ(M) =
∫
M
e(M, g). (4.9)
For odd-dimensional manifolds, the Euler characteristic is always zero as a consequence of
Poincare´ duality. In the following subsections we want to prove that this is the consequence
of the Atiyah-Singer index theorem.
4.3.2 The Clifford module and its index
The relevant Clifford module for this application is the one we met in Example 2.4.8. We
repeat here the main points. Let E =
∧ •TM ⊗ C = ∧ evenTM ⊗ ∧ oddTM with Clifford
multiplication c(θ)ω = θ ∧ ω − ιθω. The spin connection is the lift of the Levi-Civita
connection.
Claim 4.3.5. The Dirac operator of this Clifford module is
DE = d+ d
∗. (4.10)
Proof. Again, this is best seen in a local orthonormal frame e1, . . . , en with coframe e
1, . . . , en.
Then we can express d = ei ∧ ∇ei. We can then see that its formal adjoint is given by
−∇eiιei.
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Now that we know the Dirac operator, we proceed to compute its index.
Claim 4.3.6. The index of the chiral Dirac operator D+E is
indD+E = χ(M). (4.11)
Proof. For the proof we use a little Hodge theory. Define ∆ = (d+ d∗)2 = dd∗ + d∗d. Then,
the Hodge theorem states that
Ωk(M) = ker∆
∣∣
Ωk(M)
⊕ dΩk−1 ⊕ d∗Ωk−1(M) (4.12)
and
ker∆
∣∣
Ωk(M)
∼= Hk(M,R).
Next, notice that ker d+ d∗ = ker d∩ ker d∗ = ∆k ∼= Hk(M,R) (this is an easy exercise using
the formal adjointness of d and d∗). Using this we compute the index of the chiral Dirac
operator:
indD+E = dimkerD
+
E − dimkerD−E
= dimker d+ d∗
∣∣
Ωeven(M)
− dim ker d+ d∗∣∣
Ωodd(M)
=
∑
k even
dimHk(M)−
∑
k odd
Hk(M)
= χ(M).
In particular, the index of D+E is zero on odd-dimensional manifolds.
4.3.3 The relative Chern character
We now restrict to the case n = 2k even. The main ingredient in the proof of the Chern-
Gauss-Bonnet theorem is the computation of the relative Chern character. We divide this
computation into several steps. We start with the definition of another action of T ∗M on
Ωk(M).
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Definition 4.3.7. Let θ ∈ Γ(T ∗M), then we define
c˜(θ)ω = θ ∧ ω + ιθω. (4.13)
We state some of the properties of this new action.
Proposition 4.3.8. Let ei be a local orthonormal frame, then c˜ satisfies
{c(ei), c˜(ej)} = 0 (4.14)
{c˜(ei), c˜(ej)} = +2δij (4.15)
(note the difference in sign to usual Clifford multiplication).
Exercise 13. Prove this proposition.
Now we investigate the twisting curvature of this Clifford bundle.
Proposition 4.3.9. Let x ∈M and ei a synchronous orthonormal frame at x, i.e. (∇gei)x =
0, with dual frame ei. Let Rijkl = g(ei, R
g(ek, el)ej). Then at x we have
FE/S(ek, el) = −1
4
Rijklc˜(e
i)c˜(ej). (4.16)
Proof. For a multi-index I = (i1, i2, . . . , im), denote e
I := ei1 ∧ · · · ∧ eim . Recall that ∇E is
the lift of ∇g to ∧T ∗M as a derivation of the wedge product and hence
(∇ejeI) = ((∇eiei1) ∧ ei2 ∧ · · · ∧ eim + . . .+ ei1 ∧ · · · ∧ (∇ejeim))x = 0.
Hence, working again at x we have
FE(ek, el)e
I = ([∇Eek ,∇Eel]−∇E[ek,el])eI
= [∇Eek ,∇Eel]eI
=
m∑
j=1
ei1 ∧ · · · ∧ [∇gek ,∇gel]eij ∧ · · · ∧ eim
+
m∑
j1 6=j2=1
ei1 ∧ · · ·∇gekeij1 ∧ · · · ∧ ∇geleij2 ∧ · · · ∧ eim − (k ↔ l)
Since ∇ekei = 0 at x, the second sum vanishes and the first sum is equal to
FE(ek, el) =
m∑
j=1
ei1 ∧ · · · ∧Rg(ek, el)eij ∧ · · · ∧ eim = −Rijkl(ei∧) ◦ ιejeI
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(notice that (ei∧) ◦ ιej is a degree 0 derivation, and Einstein summation convention is un-
derstood). The sign comes from the fact that Rg(ek, el)e
j = −Rijklei. Now we express
ei∧ = 1
2
(c(ei) + c˜(ei))
ιei = −
1
2
(c(ei)− c˜(ei))
so that the expression above becomes
FE(ek, el) = −1
4
Rijkl(c˜(e
i)c˜(ej)− c(ei)c(ej) + c(ei)c˜(ej)− c˜(ei)c(ej)).
The last two terms cancel by because Rijkl = −Rjikl and {c(ei), c˜(ej)} = 0. Then, notice
that RE(ek, el) = c(ρ
−1
∗ R
g(ek, el)) =
1
2
c(ρ−1∗ Rijkl(e
i ∧ ej)) = 1
4
Rijklc(e
i)c(ej), which concludes
the proof.
Having established the twisting curvature, we turn to the investigation of the relative super-
trace. Remember that strF = trγF , where γ is the grading operator. We have the following
important observation.
Claim 4.3.10. Let γ be the grading operator on
∧
T ∗M , then
γ ◦ c(ωC) = c˜(ωC). (4.17)
As a corollary, we have the following formula for the supertrace:
Corollary 4.3.11.
strE/S(F ) =
1
2n/2
tr(c˜(ωCF )) =:
1
2n/2
str′F (4.18)
where we denote by str′ the supertrace induced by the grading operator c˜(ωC).
Proof of Claim 4.3.10. We prove the equivalent statement that γ = (−1)deg = c(ωC)c˜(ωC).
For even n, we have c˜(ωC)c(ej) = c(ej)c˜(ωC) as a consequence of Proposition 4.3.8 and
c(ωC)c(ej) = −c(ωC)c(ej) (this is Exercise 5). Notice also that c(ωC)1 = c˜(ωC)1. Let
I = (i1, . . . , ik) be a multi-index. Putting things together, we obtain
c(ωC)c˜(ωC)e
I = c(ωC)c˜(ωC)c(e
I)1
= (−1)kc(eI)c(ωC)c˜(ωC)1
= (−1)keI .
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This allows to compute the relative supertrace of c˜(eI) for all monomials eI :
Lemma 4.3.12. Let I = (i1, . . . , ik), then we have
strE/S c˜(eI) =
0 k < n2n/2(−i)n/2 I = (1, . . . , n) (4.19)
Proof. First, consider the case k < n. Then there is a j /∈ I. The trick is to realize that we
can write c˜(eI) as a supercommutator with respect to the grading induced by c˜(ωC):
c˜(eI) =
1
2
[c˜(ej), c˜(ej)c˜(e
I)]′
where the prime denotes the fact that we are using the grading induced by c˜(ωC). Hence
strc˜(eI) = 0. For I = (1, . . . , n), we have
strE/S c˜(e1 ∧ · · · ∧ en) = 1
(2i)n/2
tr(c˜(ωC)c˜(ωC)︸ ︷︷ ︸
1
) =
1
(2i)n/2
dimE = (−2i)n/2.
Lemma 4.3.13. Let A be an antisymmetric matrix on Rn, with n = 2k even, then we have
strE/S exp
(
1
2
Aij c˜(e
i)c˜(ej)
)
=
Pf(−2iA)
Aˆ(−2A) (4.20)
Proof. First one notices that the left hand side is invariant under the adjoint action of O(n),
thus we can bring A into block diagonal form
A′ =

A(λ1) 0 · · · 0
0 A(λ2) · · · 0
...
. . .
0 · · · A(λk))

with blocks of the form
A(λ) =
(
0 λi
−λi 0
)
.
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Using c˜(ei)c˜(ej) = −c˜(ej)c˜(ei) it follows that 1
2
A′ij c˜(e
i)c˜(ej) =
∑k
i=1 λic˜(e
2i−1)c˜(e2i). Denot-
ing Ji = c˜(e
2i−1)c˜(e2i), we notice that [Ji, Jk] = 0 and J2i = −1. It follows that
strE/S exp
(
1
2
Aij c˜(e
i)c˜(ej)
)
= strE/S exp
(
k∑
i=1
λic˜(e
2i−1)c˜(e2i)
)
(since [Ji, Jk] = 0) = str
E/S
k∏
i=1
expλiJi
(since J2i = −1) = strE/S
k∏
i=1
cosλi + sinλiJi
(By Eq.(4.19) ) = (−2i)n/2
k∏
i=1
sinλi
= (−2i)n/2
k∏
i=1
(−i) sinh(iλi)
= (−2i)n/2
(
k∏
j=1
sinh iλj
iλj
)
︸ ︷︷ ︸
det−1/2Aˆ(−2A)

k∏
j=1
λj︸ ︷︷ ︸
Pf(A)

=
Pf(−2iA)
det 1/2(Aˆ(−2A))
Now the Chern-Gauss-Bonnet theorem follows by letting A = − i
4π
Rg(x):
χ(M) =
∫
M
Aˆ(M, g)chE/S
=
∫
M
Aˆ(M, g)strE/S exp
(
i
2π
FE/S
)
=
∫
M
Pf(−Rg/(2π) =
∫
M
e(M, g).
4.4 On the heat kernel proof of the index theorem
Probably the “neatest” proof of the index theorem was given by E. Getzler in []. We will try
to explain the idea of this proof in the following, but we will not present all the analytical
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details. The main idea of the proof is to analyze the behavior of
f(t) = str
(
e−tD
2
E
)
(4.21)
and establish the three important properties:
i) limt→∞ f(t) = indD+E
ii) f is independent of t, for t ∈ (0,∞).
iii) limt→0 f(t) =
∫
M
Aˆ(M, g)chE/S.
The main tool in the proof is the heat kernel e−tD
2
E of the Dirac operator that we will explain
now.
4.4.1 Some properties of Heat kernels
Heat kernel on R
The heat equation on R with initial condition f0 ∈ C∞c (R) is
∂f
∂t
− ∂f
∂x2
= 0
limt→0 f(t, x) = f0(x)
(4.22)
The heat kernel on R is by definition the fundamental solution of this differential equation,
that is, a function
k : R>0 × R× R→ R
with the properties ∂tk(t, x, y)− ∂2xk(t, x, y) = 0limt→0 k(t, x, y) = δ(x− y) (4.23)
Here the second requirement is to be understood in the distributional sense, i.e. is equivalent
to
lim
t→0
∫
R
k(t, x, y)f(y)dy = f(x)
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for all f ∈ C∞c (X) and x ∈ R. Given a function on R satisfying properties (4.23), a solution
to the heat equation (4.22) can be easily constructed:
f(t, x) =
∫
R
k(t, x, y)f0(y)dy.
On R, the heat kernel can be computed explicitly:
Proposition 4.4.1. The heat kernel on R is given by
k(t, x, y) =
1√
4πt
exp
(
−(x− y)
2
4t
)
(4.24)
The proof of this fact is left as an exercise. It is remarkable that the proof of point iii)
discussed above relies on a similar explicit computation of a heat kernel.
Heat kernel on manifolds
The setup of the heat equation can be vastly generalized. For us the following case will be
important. Let E →M be a hermitian vector bundle over a compact Riemannian manifold
M , and let ∆: Γ(E)→ Γ(E) be a generalized Laplacian which is self-adjoint in L2(E).
Definition 4.4.2. Let π1, π2M ×M → M denote the projections to the two factors of M ,
the we define2
π∗1E ⊠ π
∗
2E = π
∗
1E ⊗ π∗2E →M ×M. (4.25)
Definition 4.4.3. The space of smoothing operators (also called Schwartz kernels) is the
space of smooth sections of E ⊠ E∗.
To a section s ∈ Γ(E ⊠ E) we associate the operator Ks : Γ(E)→ Γ(E) defined by
(Ksσ)(x) =
∫
M
s(x, y)σ(y)dvolg(y) (4.26)
Notice that even for σ ∈ L2(E), we have Ks(σ) ∈ Γ(E), this explains the name smoothing
operators. We quote the following important theorem:
2This is usually called “box tensor product”, mostly for want of a better name.
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Theorem 4.4.4 (Spectral theorem). Let ∆ be a self-adjoint generalized Laplacian on E.
Then
i) The spectrum of ∆ is a discrete subset of R>0.
ii) We have ∆ =
∑
λ∈spec(∆) λPλ in the L
2-sense, where Pλ denoted orthogonal projection
to the eigenspace Eλ := ker(∆− λ).
By elliptic regularity (see e.g. [Eva10]), eigenfunctions of ∆ are smooth sections of E and
the eigenspaces are finite-dimensional. Hence Pλ has a Schwartz kernel given by
Pλ =
dimkerEλ∑
i=1
ψi ⊠ ψ
∗
i
where ψi ∈ Γ(E) span Eλ and ψ∗i = 〈ψi, ·〉E ∈ Γ(E∗).
Definition 4.4.5. For f a measurable function on R, define
f(∆) =
∑
λ
∈ spec(∆)f(λ)Pλ
as an operator on L2(E).
This association is called functional calculus. Depending on the properties of the operator
∆ and the function f , the resulting operator can have different analytic properties. We are
interested in the following situation.
Proposition 4.4.6. Suppose f ∈ C∞(R) satisfies limx→∞ xkf(x) = 0 for all k > 0, then
f(∆) has Schwartz kernel
kf =
∑
λ∈spec(∆)
f(λ)Pλ.
Definition 4.4.7. The heat kernel of ∆: Γ(E)→ Γ(E) is
k(t, x, y) =
∑
λ∈spec(∆)
e−tλPλ (4.27)
We quote without proof the following theorem from [BGV03].
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Theorem 4.4.8. i) The heat kernel is a smooth section of the bundle Ê ⊠E∗ → R>0 ×
M ×M defined by
Ê ⊠ E∗ = π∗(E ⊗ E∗),
where π : R>0 ×M ×M →M ×M .
ii) The heat kernel is the unique smooth section satisfying∂tk(t, x, y) + ∆xk(t, x, y) = 0limt→0 k(t, x, y) = δ(x, y) (4.28)
iii) limt→∞ k(t, x, y) = P0 = Pker∆.
Finally, we quote the following theorem:
Theorem 4.4.9 (Lidskii theorem). Let L : L2(E) → L2(E) be trace class (i.e. trL <∑
λ∈spec(L) λ <∞) and be represented by the smooth integral kernel l(x, y), then
trL =
∫
M
tr l(x, x)dvolg(x) (4.29)
4.4.2 McKean-Singer formula
We now start to prove points i)-iii) outlined above. The first two combine into the McKean-
Singer formula
indD+E =
∫
M
strkE(t, x, x)dvolg(x). (4.30)
Here kE denotes the heat kernel of D2E . This claim follows from two propositions.
Proposition 4.4.10. limt→∞ strkE(t, x, x) = indD+E
Proof. The crucial observation is that
str(e−tD
2
E ) = tr e−tD
−
EDE+ − tr e−tD+ED−E
is the difference of two heat kernels. Hence, by point iii) of Theorem 4.4.8, we have
lim
t→∞
strkE(t, x, y) = dimkerD−ED
+
E − dimkerD+ED−E .
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The claim follows if we can prove kerD−ED
+
E = kerD
+
E . Similarly, we then have kerD
+
ED
−
E =
kerD−E and hence, using D
−
E = (D
+
E)
∗ lim t→∞strkE(t, x, y) = indD+E . To see that
kerD−ED
+
E = kerD
+
E , notice that ⊇ is clear. For the other inclusion, let σ ∈ kerD−ED+E ,
then
0 =
∫
M
〈ED−ED+Eσ, σ〉 = 〈D+Eσ,D+Eσ〉
and hence σ ∈ kerD+E .
Proposition 4.4.11. For t > 0, stre−tD
2
E is independent of t (and equal to indD+E).
Proof. Again, we have
str(e−tD
2
E ) = tr e−tD
−
EDE+−tr e−tD+ED−E =
∑
λ∈spec(D−ED+E)
e−tλ dimEλ−
∑
λ′∈spec(D−ED+E)
e−tλ
′
dimE ′λ.
The proof of the proposition now follows from the observations that spec(D−ED
+
E) − {0} =
spec(D+ED
−
E) − {0} and that Eλ(D−ED+E) ∼= Eλ(D+ED−E). Indeed, if D−ED+Eψ = λψ for some
λ 6= 0, then
(D+ED
−
E)D
+
Eψ = D
+
E(D
−
ED
+
Eψ) = λD
ψ
E .
This shows
λ ∈ spec(D−ED+E)− {0} ⇒ λ ∈ spec(D+ED−E)− {0},
and of course the other implication is shows exactly in the same way. For the second
observation, notice thatD+E : Eλ(D
−
ED
+
E)→ Eλ(D+ED−E) is invertible with inverse λ−1D−E .
4.4.3 Asymptotics of the heat kernel
Step iii) in the proof outline above is considerably more involved than the first two steps. It
was also establish later historically, the McKean-Singer formula originates from [MS67] while
the asymptotics of the heat kernel where first used in [Pat71b; Pat71a] to prove the local
Index theorem. We follow here the proof by Getzler ([Get86]). Again, the plan of attack can
roughly be divided into 3 steps:
Step 1: Reduce to subsets of Rn,
Step 2: Rescaling,
Step 3: Applying explicit formulas.
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Reducing to subsets of Rn
The first observation is that we have reduced the proof of the index theorem to completely
local (even pointwise) statement. Thus we fix now a point x0 ∈M . Choosing an orthonormal
basis e1, . . . , en of Tx0M , we obtain geodesic coordinates φ(x
1, . . . , xn). in a neighbourhood
U = exp(BR(0)) (here exp : Tx0M → M denotes the exponential map of the Levi-Civita
connection). Thus we obtain the local coordinate frames ∂i for the tangent bundle and
dxi for the cotangent bundle. Components in that frame will be denoted i, j, . . .. In these
coordinates we have
gij(x) = δij +O(|x|2). (4.31)
We also obtain local orthonormal frames for TM (resp. T ∗M) by parallel transporting the
frames ea (resp e
a). Components in that frame will be denoted a, b, . . .. Shrinking U if
necessary, we assume that the bundle E can be trivialized on U :
E
∣∣
U
∼= φ(U)× Ex0 ∼= φ(U)×∆n ×W (4.32)
Here we use the fact that3 Ex0 is a representation of Cl
c
n and thus can be written as
Ex0 = ∆n ⊗W , with trivial Clifford action on the twist W . This decomposition induces a
decomposition
∇E = ∇˜g ⊗ 1 + 1⊗∇W
and we have
FE/S = FW . (4.33)
Over U , we can write ∇˜g = d+Γidxi and ∇W = d+Aidxi. The compatibility of the Clifford
connection and Clifford multiplication implies (see [ABP73])
Γi =
1
2
Γiabc(e
a)c(eb) = −1
2
Rijab(0)x
jc(ea)c(eb) +O(|x|2)
Ai = −FWij (0)xj +O(|x|)2.
We can now look at the heat kernel of the operator D2E on φ(U), where it becomes a function
kE(t, x, y) ∈ C∞((0,∞)× φ(U)× φ(U))⊗ Clcn ⊗W.
3This follows immediately from the fact that ∆n is the unique irrep of Cl
c
n and a little representation
theory (see e.g. [Eti+11]). W is just the multiplicity module of ∆n.
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We can identify Clcn
∼= ∧Rn ⊗ C, this induces a non-commutative product ◦ on ∧Rn. The
spinors can be embedded into the exterior algebra according to the discussion of Proposition
1.5.4 (in the even-dimensional case, but a similar story is possible also in the odd-dimensional
case). Under this identification we can write
kEt (x, 0) =
∑
I
aI(t, x)c(e
I), (4.34)
where aI(t, x) : (0,∞)× φ(U) → EndW and c is the Clifford action of the exterior algebra
on itself defined by c(ei) = ei ∧ −ιei .
Rescaling
Central to the proof is the idea of rescaling: Instead of taking the limit kE(t, 0, 0) as t→ 0,
we consider the limit of ε→ 0 of kE(εt, ε1/2x, 0). The main realization of Getzler is that in
this limit we can also rescale the Clifford action c(ei) to
cε(e
i) := ε−1/2ei ∧ −ε1/2ιei (4.35)
and accordingly we obtain a rescaled product ◦ε. Thus, in the limit ǫ → 0, the product ◦ε
gets dominated by the commutative product ∧. We now give the definition of the rescaling:
Definition 4.4.12. The rescaled heat kernel
δεk
E ∈ C∞((0,∞)× φ(U)× φ(U))⊗
∧
C
Rn ⊗W
is given by
(δεk
E)(t, x, y) =
∑
I
aI(εt, ε
1/2x)cε(e
I). (4.36)
The next lemma says that we can exchange the limits of t→ 0 with the rescaling:
Lemma 4.4.13.
lim
t→0
strkEt (0, 0) = (−2i)n/2[lim
ε→0
εn/2(δεk
E)(t, x)](n)
where [·](n) denotes the degree n component in
∧
CR
n.
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Proof. On the one hand, we have limt→0 strkEt (0, 0) = limt→0(−2i)n/2a(1,...,n)(t, 0) since the
supertraces of all other components vanish (similar to Lemma 4.3.12). On the other hand,
in the limit as ε→ 0, the Clifford action approaches the exterior multiplication, so that the
degree n term becomes limε→0 a(1,...,n)(εt, ε1/2x).
This is, in fact, the key ingredient of the proof. We will only sketch the proof of the remaing
ingredients, refering to the literature [Get86; Nic13; Dai15] for more details.
Proposition 4.4.14. The rescaled heat kernel δεk is the heat kernel of the rescaled Dirac
operator
D2ε = δεD
2
Eδ
−1
ε .
As ε→ 0, this Dirac operator approaches
D0 = −
∑(
∂i − 1
4
Ωijxj
)2
+ F∧ (4.37)
where Ωij =
1
2
Rijabe
a ∧ eb.
Proof. The first part is a simple computation (using uniqueness of the heat kernel). The
second part follows from the Weitzenbo¨ck or Lichnerowicz formula (Theorem 3.3.5)
D2E = (∇E)∗(∇E) + FE/S + s(g)/4
from the explicit formulas before and the explicit action of the rescaling.
Now one can make use of the fact that the operator (4.37) defines a generalized harmonic
oscillator, for which there is an explicit formula for the heat kernel:
Proposition 4.4.15 (Mehler’s formula). The heat kernel for the operator (4.37) is given by
k0(t, x, 0) = (4πt)−1/2Aˆ(tΩ/2) exp
(
tF − 1
4t
(
tΩ/2
tanh tΩ/2
)
ij
xixj
)
(4.38)
Proof. One considers first the one-dimensional case H = − d2
dx2
+ ax2. Then, the heat kernel
is given by
k(t, x, y) =
1
(4πt)n/2
(
2at
sinh 2at
)1/2
exp
(
− 1
4t
2at
sinh 2at
(cosh(2at)(x2 + y2)− 2xy)
)
. (4.39)
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Passing to the multi-dimensional case, one considers
H = −
∑(
∂i − 1
4
Ωijxj
)2
and one can show (diagonalizing the action) that the heat kernel of H satisfies
k(t, x, 0) = (4πt)−n/2Aˆ(tΩ) exp
(
− 1
4t
(
tΩ/2
tanh tΩ/2
)
ij
xixj
)
.
Now the claim follows from the fact that H and F∧ commute and that the heat kernel of F
is simply exp(tF ).
Putting everything together4, the index theorem follows: The term of order tn/2 in Aˆ(tΩ) exp(tF )
is precisely [Aˆ(Ω) expF ](n). We then compute
indD+E =
∫
M
lim
t→0
strkE(t, x, x)
=
∫
M
lim
t→0
k0(t, 0, 0)(x)
=
∫
M
Aˆ(M, g)chE/S
4There is another subtlety: Does the convergence of operators Dε → D0 imply the convergence of the
heat kernels δεk
E → k0? Again, for a precise analysis we refer to Getzler’s papers [Get83; Get86].
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