case II interval-censored data ( [23] ).
Another special case of interval-censored data that may occur is left-censored data, in which the time to the event of interest is either left-censored or exactly known. One reason behind the occurrence of the left-censored data is the inability of measuring the variable of interest when it is below a certain level. Such an example is given by the severity of an adverse event related to a drug, which sometimes can be determined only when it is over a certain degree.
To this point, survival time has been defined in a way that starts from time zero or a known time point. A more general framework is to define survival time as the time between two related events. This illustrates a more complicated type of interval-censored data: doubly interval-censored data ( [60] ), in which the times of the occurrences of both events defining the survival time are interval-censored. An example of such data is provided by the AIDS studies discussed above when the variable of interest is AIDS incubation time ( [13] ).
For the analysis of interval-censored failure time data, in the following, we will first discuss nonparametric estimation of the distribution function as well as the hazard function for survival time. Secondly, regression analysis of interval-censored data will be investigated under various regression models. The comparison of several survival functions will be considered thirdly and followed by discussion on some other topics. These will include doubly interval-censored failure time data, interval-censored data with truncation, multivariate interval-censored data and interval-censored data with informative censoring. Finally, some concluding remarks will be given. Unless specified otherwise, we will assume that the censoring mechanism resulting in censoring intervals is independent of the survival time.
Nonparametric Estimation
In medical and health studies, estimation of the cumulative distribution function (cdf) of survival time or the survival function is perhaps the most important and common task.
Let T denote the survival time of interest in a survival study and F = P r(T ≤ t) its cdf.
Suppose that observed data can be represented by
, where I i = (L i , R i ] is the interval known to contain the unobserved survival time associated with the ith subject. If L i = 0, we have a left-censored observation and if R i = ∞, we have a right-censored observation. Let
, ∞}, α ij be the indicator of the event (s j−1 , s j ] ⊆ I i and p j = F (s j ) − F (s j−1 ). Then the likelihood function of
and the problem of finding the nonparametric maximum likelihood estimator (NPMLE) of F becomes that of maximizing L(p) with respect to p subject to m+1 j=1 p j = 1 and p j ≥ 0 (j = 1, ..., m + 1) ( [20] , [34] and [39] ). Note that a more general way to express an intervalcensored observation is to use the finite union of disjoint intervals ( [64] ) and in this case, the discussion here equally applies.
To maximize L(p) with respect to p, a simple and common way is to use the selfconsistency algorithm proposed by Turnbull [64] . It can be seen as an application of the EM algorithm and iterates the equation
This approach is easy to implement, but is known to have a slow convergence rate.
An alternative is to apply the convex minorant algorithm introduced by Groeneboom and Wellner [23] , which promises to converge faster than the self-consistency algorithm. Böhning et al. [10] proposed to use the vertex-exchange or other algorithms proposed for the mixture model problem because of the similarity of the two problems. All the above algorithms are iterative and in fact, there is no closed form for the NPMLE of F .
For current status data, however, a closed form of the NPMLE can be found. In this case, the NPMLE of F can be shown to be equal to the isotonic regression of {d 1 /n 1 , ..., d m /n m } with weights {n 1 , ..., n m }, where d j = i S j I(T i ≤ s j ), n j = |S j | and S j denotes the set of subjects who are observed at s j , j = 1, ..., m. Thus by using the max-min formula for an isotonic regression ( [3] ), the NPMLE of F can be written aŝ
A self-consistent estimate of F may not be a NPMLE. To verify this, one approach is to use the so-called Kuhn-Tucker conditions given in Gentleman and Geyer [20] . Note that at the NPMLE, p j can be nonzero only if s j−1 is a left endpoint L i for some subject i and s j is a right endpoint R k for some possibly different subject k. Some of the p j 's that satisfy this criterion may still be zero. The Kuhn-Tucker conditions can also be applied to identify these zero p j 's, thus speeding up the self-consistency algorithm. Another approach is to use the fact that an estimatep is a NPMLE if and only if sup 1≤j≤m+1
). Gentleman and Geyer [20] also discussed the conditions required for the uniqueness of NPMLEs.
It can be shown that the above NPMLEF n is consistent ( [23] and [66] ). Furthermore, as n → ∞ and at fixed time point t 0 ,F n (t 0 ) has a limiting, non-normal distribution at n 1/3 or (n log n) 1/3 convergence rate depending on if the probability of observing T = t 0 is zero or away from zero ( [23] and [65] ). Note that this is different than the usual n 1/2 -convergence rate. However, the integral ofF n and its linear functionals can be shown to have asymptotic normal distributions with n 1/2 -convergence ( [21] and [27] ). For variance estimation ofF n , Sun [59] presented two methods, a generalization of Greenwood formula and a bootstrap approach.
Sometimes estimation of the hazard function of survival time may be of interest. In this case, one way is to use the empirical estimator, which is usually rough and difficult to interpret. Corresponding to this, several smooth estimators, which are more descriptive than the empirical estimator, of the hazard function have been proposed. Among others, Kooperberg and Stone [33] and Rosenberg [48] gave spline-based estimators. Bebchuk and
Betensky [4] and Betensky et al. [7] considered the multiple imputation and local likelihood approaches, respectively.
Regression Analysis
Regression analysis of survival data is commonly performed to study the effect of various covariate factors such as treatment, sex and age on survival time. Let X i denote the covariate vector associated with the ith subject and assume that the censoring mechanism is independent of the covariates. By using the notation given above, the likelihood then has the form :
where F (T |X) denotes the cdf of T given covariates X.
In survival analysis, the most commonly used regression model is perhaps the proportional hazards (PH) model, which has the form
, where λ 0 (t) denotes an unknown baseline hazard function and β the regression coefficients. For inference about β and the cumulative hazard function Λ 0 (t) = t 0 λ 0 (s)ds, a natural method is the full likelihood approach, which maximizes L over β and Λ 0 (t) simultaneously and was first discussed by Finkelstein [18] . Huang [24] also studied this approach for the case of current status data and showed that the MLE of the regression coefficients is consistent and efficient and has an asymptotic normal distribution with n 1/2 -convergence rate.
An alternative to the above full likelihood approach is the marginal likelihood approach.
This approach defines a marginal likelihood as the summation of the probabilities of the ranking of the T i 's over the set of all possible rankings of the T i 's that are consistent with observed interval-censored data [50] . It is a generalization of the corresponding approach for right-censored data ( [30] ) and has the advantage of not involving λ 0 (t). The disadvantage is that it does not have a simple and easily manageable form, resulting in the need for great computational effort. In addition, little is known about its properties. Another choice for inference about the PH model is to use some types of imputation approaches, which involve generating right-censored data based on observed interval-censored data ( [41] and [51] ).
Although the PH model yields sound results in many cases, there are situations where other models may provide a better fit to interval-censored data. For example, the proportional odds regression model given by
is often used for environmental health data, where α(t) is a monotone-increasing function.
Among others, Rossini and Tsiatis [49] discussed the fitting of this model to current status data. Huang and Rossini [26] and Rabinowitz et al. [46] considered the sieve estimation and the approximated score function methods, respectively.
Another alternative to the PH model that has been discussed for interval-censored data is the accelerated regression model defined by log(T ) = β X + , where the distribution of is unknown ( [9] and [47] ). The additive hazards regression model and the logistic model have also been investigated for regression analysis of interval-censored data. In these cases, the discussion has been confined to current status data for the former ( [37] and [38] ) and to discrete survival data for the latter ( [54] ). Some of other models proposed recently for the regression analysis of interval-censored data can be found in references [8] , [11] , [25] and [32] .
Comparison of Survival Functions
The comparison of survival functions is often the primary goal of clinical and follow-up studies. In the case of interval-censored data, as in other situations, two commonly used approaches are to base the comparison on regression techniques and to develop distributionfree test procedures. The application of the regression techniques involves defining covariates X as group or treatment indicators and then using the Wald or score test for testing regression coefficients equal to zero ( [18] and [47] ). In this, one can apply the regression methods described above. An alternative, which was not discussed above, is to consider some rankbased regression models and to derive rank test procedures for the comparison ( [17] ). For example, Self and Grossman [52] considered the linear regression model T = α + β X + , where α is a constant and denotes the error term. Under the model, they derived the linear rank tests defined as the score tests for β = 0 from the marginal likelihood of the ranking of the survival times T 's.
Several distribution-free test procedures have been proposed for the comparison of survival functions based on interval-censored data. Among these, Andersen and Ronn [2] and Sun and Kalbfleisch [62] proposed some nonparametric tests for current status data. Sun [53] presented a nonparametric procedure of log-rank type and Pan [40] developed an approach based on multiple imputation. Most of the above mentioned procedures are rank-oriented or sensitive to ordered hazard differences. Sometimes test procedures that are sensitive to ordered survival differences may be preferred. For this purpose, Petroni and Wolfe [45] and Fang et al. [16] considered approaches based on differences between estimated survival functions. Furthermore, Lim and Sun [35] proposed three classes of nonparametric test pro-cedures that include most of existing tests as special cases. Note that most of the existing comparison procedures require the same censoring distribution.
Other Topics
This section will discuss a few subjects not investigated above about interval-censoring.
One is the analysis of doubly interval-censored data, which was first studied by De Gruttola and Lagakos [13] . In this case, the analysis is more complicated since the likelihood function involves not only the distribution of the survival time, but also the distribution of the originating event that defines the survival time. Following De Gruttola and Lagakos [13] , who proposed a self-consistency algorithm for estimation of the distribution function of survival time, many authors have considered the inference about doubly interval-censored data. Some recent contributions include Fang and Sun [15] , who discussed the consistency of the NPMLE of the distribution function, and Sun [58] , who developed a nonparametric test for treatment comparison. Also Goggins [22] , Pan [42] and Sun et al. [63] studied the regression problem under the PH model. More discussion and references about doubly interval-censored data can be found in Sun [60] .
Truncation is another feature of survival data and may sometimes occur together with interval-censoring. One of the early papers discussing this is given by Turnbull [64] , who proposed a self-consistency algorithm for the NPMLE of a distribution for interval-censored and truncated data. More recently, among others, Pan and Chappell [43] and Sun [55] considered the one sample estimation problem when left-truncation and general truncation are involved, respectively. Lim et al. [36] also discussed the one sample estimation problem with general truncation and the existence of a change-point and Alioum and Commenges [1] and Pan and Chappell [44] considered the regression problem under the PH model.
The discussion so far has been focusing on univariate failure time data and the research on multivariate failure time data in the literature is relatively limited. This is especially the case for multivariate interval-censored data. One problem investigated in this case is the one sample estimation problem for bivariate interval-censored failure time data [5] . Also for bivariate failure time data, Betensky and Finkelstein [6] generalized the Kendall's coefficient to the interval-censoring situation. Another subject, that often occurs in practice and has not been discussed much in the literature, is the analysis of interval-censored data when the censoring mechanism resulting in interval-censoring is informative or depends on the survival of interest. For this, Sun [57] developed a nonparametric test for treatment comparison for a special case where observed data are current status data and observation times depend on treatments. Finkelstein et al. [19] discussed both one sample and regression problems.
Concluding Remarks
For the analysis of interval-censored failure time data, the discussion here has been focusing on more recently developed and semiparametric and nonparametric methods. One can find early references about interval-censored data in Huang and Wellner [28] and Sun [56] . An alternative to the semiparametric and nonparametric methods is to use parametric methods ( [56] ), which are usually relatively straightforward. It is worth noting that intervalcensored data discussed here is different from grouped survival data, which are sometimes also referred to as interval-censored data in the literature. The interval-censored data reduce to grouped data if all observed intervals either completely overlap on each other or have no overlaps.
There are still a lot of open questions in the analysis of interval-censored data. One is that the properties of many proposed methods remain unknown and this is especially the case for doubly interval-censored data. Although a great deal of research for regression analysis of interval-censored data has been done, there is no approach available as simple as the partial likelihood method for right-censored data. Also there are no methods available for model checking for all regression models discussed above and more research is needed for multivariate and informatively interval-censored failure time data.
