According to the Center for Disease Control (CDC), there are almost 48 million people affected by foodborne diseases in the U.S. every year, including 3,000 deaths. The most effective way of avoiding food poisoning would be its prevention. However, complete prevention is not possible, therefore Public Health departments perform routine restaurant inspections, combined with the practice of inspecting specific restaurants once a disease outbreak is identified. Following other health applications (e.g., prediction of a flu outbreak using Twitter), we use social media and a predictive analytics approach to identify the need for targeted visits by city inspectors.
INTRODUCTION
People are severely affected by foodborne illnesses in their daily life. According to the Center for Disease Control (CDC), there are almost 48 million people affected by foodborne diseases in the U.S. every year, including 3,000 deaths [4] . Also, every year in the U.S. there are over 128,000 people hospitalized due to food-related disease infections. This issue poses a serious threat to public health, especially in big cities with a large number of residents and visitors, such as New York City, Las Vegas, or Chicago. Therefore, their Public Health departments inspect restaurants, food markets, and other foodservice establishments at least once a year. However, this method is not without problems, for instance, a restaurant can prepare to pass their regular annual inspection but not meet the legal requirements during the rest of the year.
The best approach for a foodservice establishment to avoid foodborne diseases includes following all food codes, training the staff, and conducting self inspections regularly [21] . However, complete prevention of the conditions that lead to foodborne diseases is a challenge [5] .
Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). Following other health applications (e.g., prediction of flu outbreaks using Twitter), we investigate the use of Yelp to predict foodborne illnesses. The Yelp datasets contain a large number of reviews from many active users in each metropolitan city. For example, the Yelp academic dataset for Boston has more than 5,800 users who have published about 235,000 reviews. Yet, the lack of credibility of these reviews can decrease the accuracy of the systems that use those datasets. For example, some restaurants use paid services that write fake negative reviews about their competitors [12] . For accuracy, those fake reviews should not be considered. While Yelp uses algorithms to detect and filter out such reviews, additional mechanisms can be used, for example to detect users who post few but very negative reviews.
Previous studies have examined the helpfulness of consumers' online reviews and ratings in the Health Care and Emergency domains, even though reviewers may lack medical knowledge [10, 19] . One such example review from Yelp is "DON'T EAT HERE. I got really bad food poisoning after eating the chicken pad thai. " Considering these, we retrieve and analyze Yelp reviews to predict foodborne illnesses in restaurants, with the goal to prevent more people from being affected by such illnesses. This framework could be used to alert other users and report the restaurants to the Public Health department of the city along with the time window and the kind of foodborne illness every time there is a user review indicating food poisoning. However, there are hundreds of millions of reviews on Yelp and therefore purely manual methods would be very inefficient. In our approach, we use machine learning algorithms on the existing reviews to generate features that allow us to develop prediction models. This paper is organized as follows. In Section 2, we present briefly some of the existing techniques that analyze social media (such as Yelp or Twitter) with the aim to prevent foodborne diseases. In Section 3, we introduce our system and its components, including extraction of language features, feature selection, and prediction models. Section 4 presents the evaluation of our prediction models for the Yelp academic dataset for Boston. Finally, we summarize the paper and discuss future research in Section 5.
RELATED WORK
A previous paper [9] involves the identification of unreported cases of foodborne illness in New York City. Their framework uses keywords to narrow down 294,000 Yelp reviews to 893 reviews containing information about possible unreported illness cases. The reviews were sifted using manual labeling, which led to the identification and inspection of three restaurants with related issues.
There is also a previous study [12] on recognizing fake reviews on Yelp by analyzing the reasons for such fake reviews, including reputation and competition for business incentives. The authors found that fake reviews tended to be extreme, positive fake reviews occurred primarily for restaurants with weak reputations, restaurants with increasing competitors received a higher number of unfavorable fake reviews, and chain restaurants were less likely to create fake reviews about other businesses.
There are works [2, 15] that consider online reviews evaluating hospital care quality. An adaptive and real-time system called "nEmesis" [16, 17] aimed at the prevention of foodborne illnesses, using weighted SVM language model on data collected from Twitter. The results show that nemesis has helped in preventing over 9,000 cases of foodborne illness and 557 hospitalizations annually.
To the best of our knowledge, this paper persents the first study that envisions the use of prediction models to recognize possible foodborne illness through online consumer reviews.
SYSTEM ARCHITECTURE
The proposed system for predictive analysis consists of language features and embedded classification models. The dataset is split into test and training data. The first step is to generate the ground truth, and is performed based on the training reviews and ratings which point to users suffering from foodborne illness. A binary classifier is then used to predict whether the test reviews are indicators or not. In the process of building models, we extract: (a) statistical features of users and reviews, and (b) language features extracted from the review corpus. The architecture of the system is shown in Figure 1 . Typical features extracted based on users and reviews include user location, user with profile image, number of reviews per user, average rating per user, reviews per restaurant, review date, and overall rating per restaurant. The average ratings of restaurants is 3.78, and the average number of reviews per user is 42.53. User features are mainly used to verify the users' credibility and assign weights to their reviews.
Language Features
For text classification tasks, each word can be treated as a feature, but it is expensive to directly use words as features. Therefore, we convert the textual representation of information into a Vector Space Model using TF-IDF [20] . Also, the language features are extracted from emotional words, and N-gram [7] is used to improve accuracy based on the context.
Following previous studies, we explore reviews with keyword sets that denote foodborne illness. For example, {sick, vomit, diarrhea, poison, stomach} form a keyword set. In the sampled Yelp academic dataset, there are 189 reviews that contain these keywords. The average ratings of these reviews are much lower than the overall ratings. We apply reviews with/without keywords as a binary predicator variable. The summary is shown in Table 1 . 3.1.1 Frequency. Sentence counts and word counts are significant predictors for food poisoning and fake reviews. Typically, fake reviews are posted by payable services, and are charged based on word counts. Therefore, we consider reviews that are longer as providing more evidence. Also, reviews with a single sentence or less than ten words were not considered useful for predictions, hence we ignored them to improve accuracy. [18] provides comprehensive dictionaries that can be used to extract language features related to the foodborne illness domain, including health, anger, anxiety, negative, ingest, and swear terms. In addition, we add our dictionary terms to LIWC features variables, as listed in Table 2 , where N represents the number of words in each category. For example, if the user reviews contained "never" or "pill", then the reviews are more likely to predict the restaurants that require inspections. Once we detect such terms from each review from different categories, we count the terms and obtain ratios as language features.
Sentiment with lexicons. LIWC
For negative features, we calculate a sentiment score for each review r in the corpus:
where freq(negmo) is the count of negative terms, and freq(posmo) is the count of positive terms both detected by LIWC in each review.
For other features, we calculate their scores for each review r in the corpus:
where freq(feature) is the count of each categorical terms detected by LIWC and freq(word) is the total word count in each review. 
Feature Selection
Once language features are extracted from the reviews, we need to verify whether all features are significant for prediction. We also add the features related to ratings, because the ratings ranging from 1 to 5 implies the differences in the attitude of the users. Therefore, we transfer the ratings feature from numerical to categorical. We fit generalized linear models to examine different combinations of predictors and drop insignificant predictors based on p-value. Then we compare the performance of each linear model based on Accuracy, Precision, Recall, and F-score to select the most efficient features [8] .
Predictions Models
As we have reviews with keywords set as ground truth, we utilize supervised learning techniques for classifying high-dimensional data in order to predict whether a review indicates foodborne illness. During the training process, we also re-weight each feature with k-fold cross-validation to improve the performance. The reviews related to foodborne illness have sparse features, so we need to evaluate a range of γ parameter in the models. The models which we have considered are as follows:
(1) Naïve Bayes (NB) [13] is a probabilistic model with maximum likelihood to classify categories. We use NB to compare the results of different distributions. (2) Support vector machines (SVM) [6] represents examples as points in space for non-linear classification. Different kernels lead to differences in the performance based on the dataset. (3) Random forest (RF) [3] is an ensemble technique that fits a number of decision tree classifiers on various sub-samples of the dataset. We have experimented with different number of decision trees as estimators. (4) A recurrent neural network (RNN) [1] is a class of neural networks with a directed cycle. After converting indexes of words into an embedding matrix with other features, it maps word indexes as a sequence into the matrix. Then, we create a gated recurrent unit cell with hidden size of embedding size and to pass word as input for each unit.
EXPERIMENTS AND EVALUATION 4.1 Dataset and Parameter Settings
Due to the limitations of the Yelp API, we first apply the Yelp academic dataset for restaurants in Boston to build and evaluate models. An N-gram feature is a high dimension matrix, but the reviews containing keywords are sparse and imbalanced. Also, text classification is a time consuming task. Therefore, we selected 15,213 reviews randomly to extract reviews with keywords, then applied to the original dataset to predict. Raw data from the reviews are noisy, because the users have posted them with many words that are not in the English corpus, special characters, punctuations and so on, which leads to a sparse vector space and an increase in the runtime and storage. Thus, the data pre-processing tasks involved removing words which were not in English Corpus, URLs, special characters and stopwords, and standardizing the corpus to lower cases. The NLTK toolkit 1 is used to perform data pre-processing.
Using selected features, we construct prediction models with NB, SVM, RF, and RNN. We run 10-fold cross validation to split the dataset into training sets and test sets. RNN is implemented using the Scikit-learn 2 library. The parameter settings for each model are as follows:
• NB distributions: Multinomial and Gaussian.
• SVM kernel: Radial, sigmoid and polynomial, which we operated to fine-tune the model with different kernel and parameter settings. The γ parameter ranges from 0.000001 to 0.1 and cost parameter ranges from 0.1 to 10.
• RF trees: Number of trees -10, 30, and 50.
• RNN: The size of the hidden layer is 15, and the learning rate is constant with 0.001.
Results
After performing text classification, we used the models to predict whether the review indicates foodborne illness with high probabilities. We set the best performing generalized linear model as the baseline, and compare the results of our prediction models. First, we examine the effects of parameter settings on each classification model. The results show that the multinomial NB model has better results, indicating that the dataset tends to have multinomial distribution. Similarly, SVM with a sigmoid kernel outperforms other kernels. It is also to be noted that RF with 30 trees performs better than RF with 10 and 50 trees.
Finally, we compare the performance of each predicting model. Figure 3 shows the performance of different classification algorithms with their best parameters, including accuracy, precision, recall and F-score measures. It is evident that all the prediction models outperform the generalized linear model, and SVM and RNN have better performance than others with higher accuracy and F-scores. NB model predicts more correctly, which means that part of the features have higher probabilities to predict foodborne illness. However, all recall values are lower than 70%, because the dataset is imbalanced and illness related features are sparse. 
CONCLUSIONS AND FUTURE RESEARCH
People tend to write down their feelings online rather than reporting issues to government authorities. If they suffer from foodborne illness after visiting a restaurant, they post reviews to alert other users. We utilize these resources to automatically detect potential foodborne illness and to flag related business for inspection.
In this paper, we have introduced our vision of constructing a real-time inspection system combined with public health department routine inspections to prevent users from suffering foodborne illness. In particular, we have detected reviews that reliably predict foodborne illness by selected features and classification methods.
The Yelp academic dataset for Boston helped us understand the correlation between ratings and reviews of a business, for example, negative reviews are usually given lower ratings. All language features are significant in the linear model, which means that related keywords terms can be used to predict food poisoning in user reviews. However, determining whether a review indicates foodborne illness is complex, because real world datasets are noisy and people use different styles of writing, languages and sentences online, which further increases the difficulty to decide whether a review could be used as a predictor. Though there are explicit messages, for example, "it is sick", it is quite difficult to understand whether it represents the food quality or it indicates the service of the restaurant. Therefore, we plan to focus on semantic analysis based on aspect-term to label reviews in categories [11, 14] such as food quality, service, ambience, and so on.
Future work includes collecting real-time data from Yelp and training the data adaptively with embedded methods in order to improve prediction performance. An interactive view of the system for the network of users and restaurants is also among our future goals. Twitter is another social network that displays people's feelings, for example, after dining at a restaurant. Tweets with geo-information can be connected with nearby food venues and used to identify related users who have suffered foodborne illness [16] . This would enable combining Twitter results and Yelp results to refine a hybrid prediction model. This approach could also be extended to other applications, such as predicting the increase or decrease in the number of malaria cases in a region by extracting features indicating malaria from tweets.
