Abstract. Let T be a once-punctured torus, let F be a pseudo-Anosov self-homeomorphism of T, and let
Introduction
In this section, we give some background on Cannon-Thurston maps for complete hyperbolic once-punctured-torus bundles, and outline the structure of this article.
Let H := {x + yi + zj + tk | x, y, z, t ∈ R}, the quaternion division ring; for w = x + yi + zj + tk, w := x − yi − zj − tk and |w| 2 := x 2 + y 2 + z 2 + t 2 = ww. For any division ring K, we letK := K ∪ {∞} := (K 2 − {(0, 0)})/(K − {0}), the projective line over K, and we let PGL 2 (K) := GL 2 (K)/(center(K) − {0}), the projective linear group over K. We let PGL 2 (K) have the left (Möbius) action induced onK by matrix multiplication, where the elements of K 2 are thought of as 2 × 1 matrices that are transposed to save space. ThenR is a circle,Ĉ is the Riemann two-sphere,Ĥ is a four-sphere, and we vieŵ R ⊆Ĉ ⊆Ĥ. We also view PSL 2 (R) PSL 2 (C) PGL 2 (H).
Except in some figures, we understand that hyperbolic three-space is it follows that PSL 2 (C) acts on H 3 . Moreover, PSL 2 (C) is the (orientation-preserving) isometry group of H 3 ; see, for example, [29 . Let p be a positive integer, let (a 1 , b 1 , a 2 , b 2 , . . . , a p , b p ) be a sequence of 2p positive integers, and let
2 , a once-punctured torus. We let SL 2 (Z) have the left action on T that is induced by matrix multiplication, and then F acts as a linear, pseudo-Anosov self-homeomorphism, and D acts as a linear involution.
Let T F := (T × R)/((s, r) ∼ (F (s), r + 1)), the mapping torus.
Since the actions of D and F on T commute, D induces a fiber-preserving involution of T F , which we again denote by D. Up to fiber-preserving homeomorphism, any orientable once-punctured-torus bundle over the circle with pseudo-Anosov monodromy can be expressed as T F or its sister T DF = T F 2 / DF , for some sequence (a 1 , b 1 , a 2 , b 2 , . . . , a p , b p ).
Let O := T/ D , a sphere with three double points and a puncture. The quotient O F := T F / D is the mapping torus for the self-homeomorphism of O induced by F .
We view the (orbifold) fundamental groups π 1 (T F ), π 1 (T), and π 1 (O) as subgroups of π 1 (O F ), and we view D and F as elements of π 1 (O F ); here, D, F is a rank-two free-abelian subgroup of π 1 (O F ).
Let T denote the universal cover of T and O. Let T F denote the universal cover of T F and O F . Then T F is a bundle over R with fiber T.
It is a classical result that the topological space T admits complete hyperbolic structures of finite area, in which the puncture then becomes an ideal vertex. Let us choose any such structure. This gives a discrete faithful copy of the fundamental group π 1 (T) in PSL 2 (R), and a π 1 (T)-tessellation of H 2 by ideal quadrilaterals, and an identification of T with H 2 . In particular,R is a π 1 (T)-space and is the boundary of T. The ideal vertices of T are then elements ofR. Nielsen showed that the π 1 (T)-action on H 2 ∪R extends to a continuous π 1 (O F )-action. We can viewR as an abstract oriented topological circle S 1 that does not depend on the choice of hyperbolic structure.
In a famous unfinished work, Jørgensen [20] showed that the topological space T F admits a complete hyperbolic structure of finite volume; here, the punctures of all the fibers meld into a single ideal vertex whose link is a torus. Rigorous treatments of part of Jørgensen's results were given in [4] , [7] , [17] , [18] , [21] and [28] . Thurston [31] gave a general uniformization theorem for surface bundles; see also [23] and [27] . Jørgensen's results give us a discrete faithful copy of π 1 (T F ) in PSL 2 (C), and a π 1 (T F )-tessellation of H 3 by ideal tetrahedra, and an identification of T F with H 3 which endows H 3 with the structure of a trivial bundle over R with fiber H 2 . In particular,Ĉ is a π 1 (T F )-space and is the boundary of T F . The ideal vertices of T F are then elements ofĈ. By Mostow's Rigidity Theorem, the discrete embedding of π 1 (T F ) in PSL 2 (C) is unique modulo conjugation by an element of PSL 2 (C) and complex conjugation. In particular, the action of D on π 1 (T F ) is realized by conjugation by some element of PSL 2 (C), and we obtain a discrete faithful copy of π 1 (O F ) in PSL 2 (C), and an action of π 1 (O F ) on H 3 ∪Ĉ. There exists some q ∈Ĉ which is fixed by D and F , and, after conjugating the copy of π 1 (O F ) in PSL 2 (C) by a suitable element of PSL 2 (C), we have q = ∞.
Alperin-Dicks-Porti [8] and Cannon-Dicks [12] introduced, for F = RL and for McMullen [24] , building on work of Minsky [25] , proved that there exists a (unique) continuous (surjective) π 1 (O F )-map fromR toĈ; the map is denoted CT F :R ։Ĉ and is called the Cannon-Thurston map associated to F . We think of CT F as a cyclic movie of a pen drawing a curve that passes through every point ofĈ. The map CT F gives a continuous extension to the boundaries for the embedding of any fiber T in T F . Bowditch [11] showed that CT F has a certain quotient-map structure conjectured in [14] called the Cannon-Thurston model.
Cannon-Dicks [13] introduced the Cannon-Thurston tessellation of C associated to F , denoted CW(F ), which is a colored D, F -CW-structure on C that arises by letting the Cannon-Thurston pen switch ink-color between gray and white each time the pen passes through ∞. They showed how to read the bi-infinite word
from CW(F ), and they calculated the color-preserving-or-reversing symmetry group of CW(F ). They also proved that the one-skeleton of CW(F ) is made up of two alternating sequences of simple curves, with one sequence of simple curves being given by the D, F -translates of ∂ − A−{∞}, and the other sequence being given by the D, F -translates of ∂ + B − {∞}. Dicks-Sakuma [16] showed that, for all sufficiently large t 0 , the CW-structure of CW(F ) is closely related to the triangulation of C + t 0 j that is induced by Jørgensen's tessellation of H 3 = T F by ideal tetrahedra; in particular, it was shown that the two CW-structures on C share the same vertex set.
In this article, we continue the study of ∂ − A, ∂ + B and CW(F ). In Section 2, we fix notation that will be used throughout and impose Jørgensen's normalization which specifies a mapping from a certain five-term generating sequence of π 1 (O F ) to PSL 2 (C). In particular, q = ∞, D, F acts by translations on C, D(0) = 1, and the imaginary part of F (0) is positive. We recall Nielsen's action of π 1 (O F ) on T and its ideal vertices. We give more details about CT F , ∂ − A, ∂ + B and CW(F ). In Section 3, we review work of Helling [19] which explicitly describes, for each positive integer n, the normalized five-term sequence in PSL 2 (C) which corresponds to F = RL n ; we draw CW(RL 100 ) in Figure 3 .3.2. Further, Helling showed that, as n tends to ∞, the five-term sequence converges to a simple five-term sequence in PSL 2 (C) and the resulting hyperbolic orbifold has a two-fold cover which is the complement of a Whitehead link in a three-sphere. Here, we create an associated groupoid whose limit set inĈ is a stack of Apollonian gaskets, which we superimpose on CW(RL 100 ) in Figure 3 .3.2. In Section 4, we digress to record a proof of the folklore result that the colored columns of CW(F ) are strictly vertical whenever some odd-length cyclic shift carries (a 1 , b 1 , a 2 , . . . , a p , b p ) to itself and/or some even-length cyclic shift carries (a 1 , b 1 , a 2 . . . , a p , b p ) to its reverse, (b p , a p , . . . , a 2 , b 1 , a 1 ). In [13] , it was seen that these conditions correspond to CW(F ) having a color-reversing symmetry. In [22] , it was seen that these conditions correspond to T F having an orientation-reversing symmetry. In Sections 5 and 6, we recall a well-known Markov partition of T associated with F , thought of as the Adler-Weiss CW-structure on a fundamental domain for the π 1 (T)-action on T and its ideal vertices. Each two-cell is carried back into the fundamental domain by a unique element of π 1 (T)F ⊆ π 1 (T F ) acting on T ∪R. These elements, one for each two-cell, are called the ∂ + -syllables, and they generate a subsemigroup, called the ∂ + -semigroup, in π 1 (T F ) whose limit set acting on T F ∪Ĉ is ∂ 
A.
Thus, a Markov partition associated to the action of π 1 (T F ) on H 2 is giving lightning curves associated to the action of π 1 (O) on H 3 . This contrasts with [16, Theorem 5.3] in which the action of π 1 (O) onĈ is used to describe tetrahedra associated to the action of π 1 (T F ) on H 3 . We use the Markov partition to order the set of ∂ − -syllables and then we create an automaton which outputs a tree of words in the ∂ − -syllables; there is a map from the ends of the tree to the points of ∂ − A, and the map is bijective except on a countable set, where it is two-to-one. The tree structure then admits depth-first searches which are useful for graphical representation.
Similar results hold for the ∂ + -semigroup. We also construct an automaton that outputs, in the limit, the boundary of a gray region which is a fundamental domain for the D, F -action on the gray portion of CW(F ). Then CW(F ) is recovered by (affine) D, F -translation.
In Section 7, we observe that the ∂ 
Notation
In this section, we fix terminology that will be used throughout, and relate it to the terminology used in Section 1.
Notation.
For two subsets A, B of a set X, the complement of A ∩ B in A will be denoted by A − B (and not by A \ B since, when we have a multiplicative group π acting on a set Y on the left, we let π\Y denote the set of π-orbits in Y).
We will find it useful to have notation for intervals in Z that is different from the notation for intervals in R. Let i, j ∈ Z. We write
Also, [i↑∞[ := (i, i + 1, i + 2, . . .). We define [j↓i] to be the reverse of the sequence [i↑j] , that is, (j, j − 1, . . . , i + 1, i).
Let v be a symbol. For each k ∈ Z, we let v k denote the ordered pair (v, k).
. We define v [j↓i] to be the reverse of the sequence v [i↑j] . Now suppose that v [i↑j] is a sequence in a multiplicative group π, that is, there is specified a map of sets v [i↑j] → π, and we treat the elements of v [i↑j] as elements of π (possibly with repetitions). We let
The elements X := CB and Y := AB freely generate an index-two subgroup of A, B, C , and XY X
It will sometimes be useful to work with other free-generating sequences, such as (BC, BA) and (CA, BA). 
For each W ∈ A, B, C , we define the shadow of W , denoted (W ◭), as the set of elements of E that begin with W ; for example, (CBA) ∞ is in the shadow of CBAC. Then E A, B, C is a topological space in which the shadows form a basis of the open sets, and, in a natural way, A, B, C ∪ E A, B, C is a compactification of A, B, C with the discrete topology.
Let Aut A, B, C denote the automorphism group of A, B, C acting on the left as exponents. Thus, for G ∈ Aut A, B, C , we write G : A, B, C → A, B, C , W → G W . We shall use the triple ( G A, G B, G C) to denote G. In a natural way, the space A, B, C ∪ E A, B, C is an Aut A, B, C -space. We view A, B, C as a subgroup of Aut A, B, C with U W := U W U −1 for all U, W in A, B, C . Any Aut A, B, C -space is then an A, B, C -space by restriction.
In Aut A, B, C , let R := (A, BCB, B), L := (B, BAB, C). Fix p ∈ [1↑∞[ , fix symbols a, b, and fix sequences
Then the subgroup A, B, C, F of Aut A, B, C can be expressed as a semidirect product, A, B, C ⋊ F .
Work of Nielsen gives an action of Aut A, B, C on a closed disk; see, for example, [12, Section 3]. Here we limit ourselves to a brief review of the main points.
2.3
Review. There exists a (unique) (affine) action of Aut A, B, C on R 2 such that, for all (x, y) ∈ R 2 , A(x, y) = (−1 − x, −y), B(x, y) = (−1 − x, −1 − y), and C(x, y) = (−x, −1 − y). Then D acts as multiplication by −1, and D 2 acts trivially. Also, CB(x, y) = (x + 1, y), AB(x, y) = (x, y + 1), R(x, y) = (x + y, y) and L(x, y) = (x, x + y).
Then F (x, y) = (f 1 1 x+f 1 2 y, f 2 1 x+f 2 2 y) where (
(( will be called minus-lines. These give two foliations of R 2 that will be very important in the theory. We will use terms such as width and row and from right to left for the plus-line directions, and terms such as height and column and from top to bottom for the minus-line directions.
In R 2 , let ∆ := hull((0, 0), (−1, 0), (0, −1)). Then ∆ is a fundamental domain for the A, B, C -action, and, hence, the A, B, C -translates of ∆ triangulate R 2 . We label all the A, B, C -translates of the line segment hull((0, 0), (−1, 0)) with the letter A, all the A, B, C -translates of hull((−1, 0), (0, −1)) with the letter B, and all the A, B, C -translates of hull((0, −1), (0, 0)) with the letter C. These labels will allow us to codify elements of A, B, C ∪ E A, B, C as sequences of adjacent triangles in R 2 starting at the base triangle. In R 2 , for any W ∈ A, B, C , starting at ∆ and crossing the edges indicated by reading the letters of W leads to the triangle W ∆.
We now delete Z 2 from R 2 . The universal cover of 
2 converts some of the plus-lines into two half-lines called half-pluslines. We define half-minus-lines similarly. A half-plus-eigenline is a half-plus-line incident to the origin, and similarly for the other concepts. 
and
, and , as in Artin's braid action. Throughout, we use ρ to endowĈ with the structure of an A, B, C, F -space. When we wish to emphasize F , we shall denote this ρ by ρ F .
2.6 Notation. McMullen [24] , using results of Minsky [25] , showed that there exists a (unique) (surjective) continuous A, B, C, F -map ρ : E A, B, C ։Ĉ. See also [8] for the case F = RL. Moreover, ρ factors through the surjective continuous Aut A, B, C -map E A, B, C ։ S 1 of Review 2.3 giving a surjective continuous A, B, C, F -map ρ : S 1 ։Ĉ, a sphere-filling curve. Choosing a complete, finite-area, hyperbolic structure on the orbifold O determines an identification of D
• with H 2 , and an identification of S 1 withR, and we obtain the Cannon-Thurston map associated to F , CT F :R →Ĉ, discussed in Section 1.
By results in [24] and [11] , the continuous A, B, C, F -map ρ : S 1 →Ĉ extends to both a continuous A, B, C, F -map ρ − : D →Ĉ which is constant on each minus-foliation curve, and a continuous A, B, C, F -map ρ + : D →Ĉ which is constant on each plus-foliation curve. In fact, these two maps are involved in the construction of ρ : S 1 →Ĉ. We distinguish three points inĈ:
. Let W ∈ A, B, C − {1} and consider the image ρ(W ◭) of the shadow (W ◭) under the map ρ : E A, B, C ։Ĉ. In [12] , results of Bowditch, Cannon, Thurston, and others, were used to show that ρ(W ◭) is a closed Jordan disk inĈ. The oriented boundary of ρ(W ◭) which keeps ρ(W ◭) on the left will be denoted ∂W . Let B ′ denote the last letter of W , let W ′ = W B ′ so W = W ′ B ′ in reduced form, and let (A ′ , B ′ , C ′ ) be the unique cyclic permutation of (A, B, C) which has B ′ in the middle. It was found that the two points 
It was also shown that ρ 
B is a theta-shaped graph that marks out the break-up ofĈ into ρ(A◭), ρ(B◭) and ρ(C◭). See Figure 1 .0.1(1), (2) for the case F = RL 3 . It was also shown that each of the curves ∂ − W , ∂ + W is the limit set of a certain finitely generated subsemigroup of A, B, C, F , and this semigroup of Möbius transformations acting on the curve was seen to be isomorphic to a semigroup of affine transformations acting on a line segment.
2.7 Notation. In the continuation [13] of [12] , the pen tracing out the sphere-filling curve CT F switches ink-color between gray and white each time the pen passes through the point ρ(D ±∞ ) = ∞. This gives the Cannon-Thurston tessellation CW(F ) of the planê C − {∞} = C. By convention, white regions correspond to the letter R and indicate where the sphere-filling curve is proceeding downwards; a mnemonic is that 'white', 'right' and 'down' are longer than 'gray', 'left' and 'up', respectively; also 'white' and 'right' rhyme, and each has five letters.
It was found in [13] 3 Examples: RL n This section, which is not used in any subsequent sections, outlines work of Helling [19] that gives an explicit description of the normalized discrete representation ρ RL n specified in Notation 2.5, and considers the limit as n tends to ∞. We draw CW(RL 100 ) together with some Apollonian gaskets related to n tending to ∞.
Let us mention that Gueritaud [17, Section 10] gives much useful geometric information about the more general case F = R a L b . The following is straightforward algebraically and is mildly different from other treatments that can be found in the literature.
Then the following are equivalent.
(a) There exists w ∈ C such that
and w = −1, (and, hence, w(w 4 − 1)(w 2n − 1)(w n+2 + 1) = 0, ) and
.
(b) x 2 + y 2 + z 2 = xyz, and y = 0, and the elements
Proof. (a) ⇒ (b). Suppose that w is an element of C such that (3.1.1) holds and w = −1. We first show that w(w 4 − 1)(w 2n − 1)(w n+2 + 1) = 0. Clearly w = 0 and w = 1 (and
By the preceding paragraph, the values in (3.1.2) are well-defined non-zero elements of C.
In particular, the matrix P :
, we find that x 2 + y 2 + z 2 = xyz, and, hence, with the notation as in (b),Ã 2 =B 2 =C 2 =ÃBCD = −I 2 , andFD =D. We also find thatFC =BF , and thatÃ −1FÃF −1 P = P v 2 0 0 v −2 , and thatÃBCBP = P w 0 0 w −1 . Since v 2 = w n and P is invertible, we see thatÃ
We now haveFÃ =Ã(ÃBCB) n ,FC =B andFD =D, and (b) follows. (b) ⇒ (a). Suppose that (b) holds. UsingFC =BF , we find that z = y, x = −sy 2 and y 2 (s + s 2 ) = −2. In particular, s = 0 and s = −1.
We can now calculate that
).
The matrix Q :=
n and Q is non-zero, we see that
On squaring both sides, we have ( 
n , since the right-hand side has real coordinates and the left-hand side has non-real coordinates. This is a contradiction. Hence, w = −1.
It is clear that w = 1. By substituting v 2 = w n and v = w n+2 +1 w 2 −1 in (3.1.3), we can recover (3.1.2).
3.2 Review. In this subsection, e iπ = −1, that is, here π does not denote a group. (i). Let n ∈ [1↑∞[ and let F = RL n ∈ Aut A, B, C . We now describe Helling's choice of solution of (3.1.1). The solutions of (3.1.1) occur in n + 2 conjugate-inverse pairs, that is, pairs with equal arguments and mutually inverse norms. If n is odd, one conjugate-inverse pair of solutions of (3.1.1) is given by the repeated root −1 and it gives no representations. Inverting a solution of (3.1.1) produces another solution which gives the same representation in SL 2 (C). Complex-conjugating a solution produces another solution which gives the complex-conjugate representation in SL 2 (C). If n is even, changing the sign of a solution produces another solution which gives the same representation in PSL 2 (C).
The family of solutions of
[0↑(n+1)] with multiplicity 2, the vertex set of a regular (n + 2)-gon. The set
} which is the union of n+2 paths connecting the solutions of (3.2.1) to the solutions of (3.1.1). If n is odd, we have two degenerate paths at w = −1. For w near −1,
. It follows that any other path is a simple curve.
If w lies on the circle e i[0,2π] , then, in R, w n+2 + w −(n+2) + 2 0 w 2 + w −2 − 2, with equality throughout if and only if w = −1 and n is odd. It follows that the paths minus their initial vertices do not meet e i[0,2π] . The conjugate-inverse of any path is another path with the same initial vertex. Hence, deleting e i[0,2π] from C separates the paths minus their initial vertices into two conjugate-inverse sets.
Recall that if w = 0 then |w| n+2 + |w| 
If w lies in the star e 2πi n+2
2) since this is clear if w = 0, and if w = 0 then, in R,
with equality throughout if and only if w = ±i and n ≡ 2(mod 4), where we are out-
[0↑(n+1)] [0, ∞[ from C leaves 2n + 4 components and deletes the initial vertices of the paths; the preceding paragraphs show that each path minus its initial vertex lies entirely in one of the components, and each component contains at most one path minus its initial vertex, and the closure of each component contains the initial vertex of two paths. In particular, no two paths meet, except that the conjugate-inverse pairs have a common initial vertex.
We define w to be the unique solution of (3.1.1) that lies in (the interior of) the region e i[0, . We can express (3.1.1) as
, it is not difficult to see that Im(w , and, hence, Im(s) > 0. By equating the real and imaginary parts in (3.2.4), one can show that
and it is then not difficult to deduce that θ ∈ π n+4 , π n+2
. Then, (3.2.6) for n 2, |w| − |w|
Also, y equals thez n of [19, Proposition 4] , and here Helling [19, Theorem 1] proves that the representation is discrete and faithful. In terms of Notation 2.5, (s, x, y, z) gives the normalized discrete representation ρ RL n .
As a semi-direct product, A, B, C, F can be expressed as an HNN extension
The associated Bass-Serre tree is a copy of R which F shifts by one unit and A, B, C fixes. The vertices in the associated Bass-Serre tree have valence two, the subtree fixed by A, B, C is the whole tree, and the limit set of A, B, C acting onĈ via ρ RL n is all ofĈ.
(ii). We now consider the limit of ρ RL n as n tends to ∞, following [19] . It is not difficult to apply (3.2.6) and show that w tends to 1 as n tends to ∞. For large n, y = z = w + w −1 is near 2, and
. We have seen that Im(x) < 0; hence, x is near 2 − 2i. We have seen that s = −1 + . Left conjugating these limit matrices by
For the purposes of this discussion, we deviate from our normal usage and write
is conjugate to an index-six subgroup of the (clearly discrete) Picard group PSL 2 (Z[i]) and has a presentation as the HNN extension
and the resulting hyperbolic orbifold has a two-fold cover which is the complement of a Whitehead link in a three-sphere; see [19] and [32, Example 1].
In the Bass-Serre tree associated to the HNN extension, all the vertices have infinite valence, the subtree fixed by A, B, C is a single vertex, the limit set of A, B, C, F acting onĈ is all ofĈ, and the limit set of A, B, C acting onĈ is an Apollonian gasket; this contrasts with the situation at the end of (i). We use the notation of Review 3.2(ii). Here, we have no fibration with which to construct a Cannon-Thurston map, and, in order to produce an associated D, F -tessellation of C, we create ad hoc the following groupoid: the class of objects is Z, the set of morphisms from i to j is the subset
of PSL 2 (C), and the groupoid multiplication is induced from the group multiplication in PSL 2 (C). The set of 'ends' of this groupoid is the set of formal expressions F E A, B, C . The corresponding limit set inĈ is a stack of Apollonian gaskets indexed by Z, and two of these gaskets are depicted in Figure 3 .3.2. It can be seen that the stack of gaskets is traced out by a curve which roughly shadows the Cannon-Thurston map CT RL 100 , travelling diagonally upward near the gray regions and diagonally downward near the white regions. Here, each horizontal gasket inherits an alternating-gray-and-white-column structure, and we thus recover the Apollonian-gasket case of Sakuma's alternating-gray-and-white-column structure for limit sets of double-cusped groups [30] . 
and the resulting hyperbolic manifold is the complement of a Whitehead link in a three-sphere. For F = RL n , we get the quotient HNN extension
and the resulting hyperbolic manifold is an RL n -once-punctured-torus bundle, the same manifold that arises on performing n 1 -Dehn surgery on one of the Whitehead links. Helling shows that, for the composition of ρ RL n with conjugation by the involution
a fundamental domain for X, Y, F is given by the union of the n+1 ideal tetrahedra whose sequence of ideal vertex sets is (3.4.1) ({∞, 0, a n−2i−2 a n−2i , a n−2i a n−2i+2
where, for each j ∈ Z, a j := w j 2 +w −j 2 . To obtain a fundamental domain for ρ RL n ( X, Y, F ), we multiply each complex number in (3.4.1) by −w − w −1 and then invert the result. Let us drop down even further, to the infinite-index subgroups X, Y ; here the resulting hyperbolic manifold is homeomorphic to T × R, and we are on the boundary of the space of Kleinian one-cusped-torus groups. Work of Ahlfors, Bers, Bonahon, Kra, Marden, Maskit, Minsky, Sullivan, Thurston, and others, resulted in a classification of Kleinian one-cusped-torus groups using ending-lamination pairs, where each ending lamination is a point in the closed northern Riemann hemisphere including the equator,R, and the pair does not lie in the diagonal of the equator.
When both terms of an ending-lamination pair are irrational numbers, we have a doubly degenerate group, where the limit set is all ofĈ.
When both terms of an ending-lamination pair are rational numbers, we have a double-cusped group, where the complement of the limit set consists of infinitely many round open disks.
Since RL n acts linearly on R 2 with matrix (
. The pair consisting of the repelling fixed point and the attracting fixed point,
), both of which are irrational, is 'the' ending-lamination pair for 'the' Kleinian one-cusped-torus group arising from the RL n -bundle. As n tends to ∞, the pair tends to (0, 1), and this is 'the' ending-lamination pair for 'the' Kleinian one-cusped-torus group whose limit set is the Apollonian gasket. The well-known discontinuity of limit sets is of interest: at each step of the sequence the limit set is all ofĈ, while at the end of the sequence the limit set is suddenly not all ofĈ. Perhaps better behavior can be expected from suitable tessellations of limit sets. Notice that Helling [19] lifts the convergent sequence of ending-lamination pairs to the level of discrete representations.
4 Digression: when the columns of CW(F ) are vertical This section, which is not used in any subsequent sections, amounts to an addendum to [13] recording the fact that the colored columns of CW(F ) are strictly vertical whenever some odd-length cyclic shift carries (a 1 , b 1 , a 2 , b 2 , . . . , a p , b p ) to itself (for example, (1, 1)  or (1, 2, 3, 1, 2, 3) ), and/or some even-length cyclic shift carries (a 1 , b 1 , a 2 , b 2 , . . . , a p , b p ) to its  reverse, (b p , a p , . . . , b 2 , a 2 , b 1 , a 1 ) (for example, (1, 1) or (1, 1, 2, 2) ).
Notation. Let {R, L}
Z denote the set of all functions from Z to {R, L}. The action of Z on itself by translation induces a Z-action on {R, L} Z . The resulting quotient set, Z\{R, L} Z , is called the set of bi-infinite words in R and L, and we think of the elements as bi-infinite products. Recall that
The automorphism group of Z acts on {R, L} Z and on Z\{R, L} Z , and the non-trivial (negation) element gives a map denoted
Notice With McCullough [22] showed that T F has an orientation-reversing symmetry if and only if interchange(b(F )) = b(F ) and/or transpose(b(F )) = b(F ). It is folklore that if T F has an orientation-reversing symmetry, then s ∈ Ri; we have not found a statement or proof of this in the literature, and the purpose of this section is to provide a proof.
In [13] , it was shown that the colored planar tessellation CW(F ) is of type p 1 (torus) The following result is the main step in the standard proof that a
Proof. We take the complex numbers as our model of the Euclidean plane.
Here, g is the composite of some reflection r followed by some translation t ′ . Let axis(r) denote the set of fixed points of r, the axis of reflection. Now r is of the form z → γz + δ, with γ, δ in C. If 0 and 1 are fixed by r then δ = 0, γ = 1, and, hence, r is complex conjugation.
There exists some affine transformation a of C such that a(axis(r)) = R. Then ara −1 is a reflection with axis(ara −1 ) = R, and, hence, ara −1 is complex conjugation. By left conjugating g, t ′ , t, and r by a, we may assume that r is complex conjugation, and, hence, g is of the form z → z + α for some α ∈ C. In this event, g 2 is of the form z → z + (α + α). Clearly, (α + α) ∈ R.
Also, t is of the form z → z + β for some β ∈ C. Now, tg(0) = t(α) = α + β and gt
then implies that −β = β, and, hence, β ∈ Ri. Now, g 2 is translation by a real number and t is translation by a purely imaginary number. Thus, g 2 and t are mutually orthogonal translations.
The cases of the following result where Proof. We use the notation of [13] , where CW(F ) is denoted CW( ρ, ∞).
We work in Isom(CW ′ (f)) and then translate the information to Aut(Ĉ, CW( ρ, ∞)). (a) Suppose that interchange(b) = b. By Propositions 13.9, 13.6, and 13.5 of [13] , there exists a vertical glide reflection G in Isom(CW ′ (f)) such that the following hold:
G has the form (x, y) → (−x, y + d), for some d ∈ R, G 2 and F have the form (x, y + 2d), and D has the form (x, y) → (x + 2, y). 5
In this section, we present the main results that will be proved in later sections. We describe tree structures for ∂ − A, for ∂ + B, and for the one-skeleton of CW(F ). We show how they are suitable for programming. We discuss the example F = RL 3 .
Notation.
We use the notation of Section 2.
Recall that we have positive integers p, a (R a i L b i ), and A, B, C, F acts onĈ via ρ F , and, in SL 2 (Z), (
((
A simple curve is said to be non-degenerate if it contains infinitely many points. For a given oriented, non-degenerate, simple curve a, by a fracturing of a we mean any finite sequence b In Notation 6.1, we shall see that f 2 < f 1 , and that there exists a sequence
The subsemigroup of A, B, C, F generated by the ∂ − -syllable sequence is called the ∂ − -semigroup.
In Theorem 6.4, we shall see that the limit set of the ∂ − -semigroup is a 1 , and that, for Recall that µ + =
. In Lemma 6.3, we shall see that for each
] + 1. This is useful for numerical programming. In Notation 6.1, we shall see that f −2 < f −1 , and that there exists a sequence 
Recall that µ − :=
. In Notation 6.1, we shall see that t f −1 = −1, and, in Lemma 6.5, we shall see that, for each ℓ ∈ [1↑(
This is useful for numerical programming.
Profile of the syllables.
We use the notation of Profiles 5.2 and 5.3.
Clearly f −1 = f 1 . In Notation 6.1, we shall see that f 2 f −2 ≡ 1(mod f 1 ). In Proposition 6.7, we shall see that, for each ℓ
(1−ℓ)f 2 (mod f 1 ) and, hence, U ℓ = V 
where we have
(ii). We calculate F −1 = ((AB) 3 A, C, C(AB) 2 AC) and, hence,
and, hence, for
Here, f −1 = 7, f −2 = 4, t 
(iii). We have
If we interpret the index set as Z/7Z, then f 2 f −2 = (2)(4) = 1 and for each ℓ ∈ Z/7Z, 1 ] is surjective, and one-to-one on the non break-points, and two-to-one on the break-points. The lexicographic order on the set of a 1 -acceptable infinite sequences in [1↑f 1 ] agrees with the curve order on a 1 . This type of codification of points of a curve by sequences is often compared to the codification by decimal expansion of the interval [0, 1].
In a natural way, the set of a 1 -acceptable infinite sequences in [1↑f 1 ] is the set of ends of a tree generated by a finite-state automaton constructed from (5.2.1). From state 1 we can go to state 1 in f 1 1 different ways, and we can go to state 2 in f 2 1 different ways. From state 2 we can go to state 1 in f 1 2 different ways, and we can go to state 2 in f 2 2 different ways.
A significant advantage of the tree structure is that it permits depth-first searches that are very useful for drawing. Let us recall this well-known method following [26, pp. 113-117] . We use some Möbius transformation to move a 1 intoĈ − {∞} and then use the R 2 -metric on C. We choose an ε ∈ ]0, 1[ . For (M, i) ∈ PSL 2 (C) × [1↑2], we define the weight of (M, i), denoted weight(M, i), to be the distance between the two end-points of M a i , and we define the sequence of descendants of (M, i) to be ( 2 , 1) ). Suppose that we have recursively constructed some
The starting sequence is ((±I
, then the recursion terminates. Otherwise, we let m be the smallest possible element of [1↑n] such that weight(M m , i m ) ε, and we redefine our sequence by replacing the pair (M m , i m ) with the terms of its sequence of descendants. Now we have a new sequence of pairs and we repeat the process. This procedure terminates with a well-defined sequence ((M m , i m ) | m ∈ [1↑n] ) and all of its terms then have weight less than ε. By (5.2.1), (M m a im | m ∈ [1↑n]) is a fracturing of a 1 . Approximating each M m a im with a straight line segment joining its end-points gives a piecewise linear approximation of a 1 which is quite reasonable if ε is small enough. This procedure is more efficient than the techniques previously available for drawing these curves; compare Figure 1 .0.1(1) with [12, Figure 5 ] and [26, Figure 10 .14].
For the case F = RL, [8, Lemma 8 .1] gave a more efficient, simpler automaton, that used orientation-reversing maps; see [8, Fig. 13 ].
5.7 Definitions. Let us now construct CW(F ) using the proof of [13, Lemma 7.10(ii) ].
Recall that
A is a simple oriented subcurve of the Jordan curve ∂ 0 inĈ, and
is a fundamental domain for the F -action on ∂ 0 − {∞}, and, therefore, a ′ 1 is a fundamental domain for the D, F -action on the union of the even-numbered curves in the one-skeleton of CW(F ). Hence, F a
and it too is a fundamental domain for the D, F -action on the even part of the one-skeleton of CW(F ).
Recall that By using the automata for (a −1 , a −2 ) and (a 1 , a 2 ), it is straightforward to create an automaton to generate an ordered list of points on the self-intersecting closed curve reverse(
Since this curve already lies inĈ−{∞}, we can use the R 2 -metric and generate an acceptable piecewise-linear approximation.
Proofs: the Markov partition
We now study the action of F on D by using the lift of a famous Markov partition described in the 1960's by Adler-Weiss. 
By (6.1.1), F acts on the semigroup freely generated by X [1↑2] , F X 2 is an initial segment of F X 1 , F X 1 begins and ends in X 1 , and F X 2 begins in X 1 and ends in X 2 . By abelianizing, we see that the matrix of F with respect to
(( 
, we define the ℓth ∂ + -syllable to be Notice that Using the plus-foliation, we readL from right to left, and using the minus-foliation, we define
Using the minus-foliation, we readL from top to bottom, and using the plus-foliation, we define a Figure 14 ], [1, Figure 6 ], in the 1960s, in connection with their analysis of the entropy of a hyperbolic automorphism of R 2 /Z 2 ; see also [5] , [6] for earlier, related studies. Subsequently, the Markov partition was lifted to the punctured case in the manner we shall describe in this section; where the novelty of this section lies is in the made-to-measure application to fractal curves.
The sequence row [1↑f 1 ] (L) is called the Markov partition for F −1 . We shall see the following well-known facts. (1) The numbering indicates how F transforms columns to rows.
(2) Reading columns from right to left gives
Reading rows from top to bottom gives The union of the columns ofL is all ofL, the intersections of consecutive columns lie in minus-foliation curves, and distinct non-consecutive columns are disjoint.
Each column ofL is mapped by F into a translate WL for a unique W ∈ A, B, C and translating back by W −1 gives us a map carrying the disjoint union of the columns of L bijectively to the disjoint union of the rows ofL. This map then induces the action of F on T, which carries columns to rows expanding in the plus-direction and contracting in the minus-direction.
We now describe the tessellation of FL that is induced by theL 
Proof. Let l + denote the half-plus-line incident to (0, 0) in the lower-half-plane, oriented from right to left.
We define a region M in R 2 as follows. We start by discarding the region of R 2 which is above the minus-eigenline, but do not discard the minus-eigenline itself. In the portion of R 2 which is below the minus-eigenline, we discard the half-minus-lines that do not meet l + , but we do not discard the associated elements of Z 2 . This completes the description of M. It is straightforward to see that M is F -invariant, since F fixes the two half-plus-eigenlines, and fixes the minus-eigenline, and permutes the half-minus-lines.
Notice that M contains L ′ and l + and the minus-lines emanating from l + in both directions, cut off if they meet an element of Z 2 . We now lift the subset M of R 2 to a copyM in the compactification D of the universal cover of R 
We will now show that s 
We shall now prove that the sequence of
Now, either ℓ = 1 and l + originates in W ℓ ∆, or ℓ 2 and l + enters W ℓ ∆. Then, in either event, l + exits W ℓ ∆ reading a B-labelled line segment. And then, either s ′ ℓ = 1 and l + reads a C-labelled line segment and enters W ℓ BC∆ = W ℓ X 1 ∆ = W ℓ+1 ∆, or s ′ ℓ = 2 and l + reads an A-labelled line segment and enters W BA∆ = W ℓ X 2 ∆ = W ℓ+1 ∆. From Figures 2.3.1  and 6.1.1(3) , we see that, in both cases, the initial point of
is the ℓth L [1↑2] -tile cut by l + , as desired. Since X 1 (x, y) = (x − 1, y) and X 2 (x, y) = (x, y − 1), we see
′ from right to left, we see that . In particular, s 
. If the path reads ABC after reaching F X 1 (D ±∞ ), then the path reads W f 1 X 1 ; see Figure 6 .1.1 (6) . Then F X 1 (D ±∞ ) is the vertex of W f 1 X 1∆ that lies between a C-labelled edge and an A-labelled edge, that is,
Since s
, and, hence, s
The following gives all the claims in Profile 5.2. Proof. Notice that ρ
Since ρ − is constant on minus-foliation curves, Lemma 6.3(ii) implies that, for each ℓ Lemma 6.3(ii) implies that
Since the subcurves ρ − (FL −1 ) and ρ
is a fracturing of a 2 .
As in Definitions 5.6, we can use a tree to codify the elements of a 1 as infinite words in the ∂ − -syllable sequence. To show that the limit set of the ∂ − -semigroup is a 1 , it remains to show that, for each
and, by a reverse induction hypothesis, this lies in F a 1 .
We now turn to a −1 and apply a very similar argument. Then GL ∩ GV ℓL equals GL j ℓ ∩ GV ℓLt ℓ and is a lift of a parallelogram. The top and bottom borders of GL j ℓ ∩GV ℓLt ℓ lie in the top and bottom borders of GV ℓLt ℓ , respectively. The left and right borders of GL j ℓ ∩ GV ℓLt ℓ lie in the left and right borders of
Proof. Let l − denote the half-minus-line incident to (−1, 0) in the lower-half-plane, oriented from top to bottom.
We define a region M in R 2 as follows. We start by discarding the region of R 2 which is above the plus-line through (−1, 0), but do not discard the plus-line itself. In the region of R 2 which is below the plus-line, we discard the half-plus-lines that do not meet l − , but we do not discard the associated elements of Z 2 . This completes the description of M. It is straightforward to see that M is G-invariant, since G fixes the two half-minus-eigenlines incident to (−1, 0), and G fixes the plus-line, and G permutes the half-plus-lines.
Notice that M contains l − and the plus-lines emanating from l − in both directions, cut off if they meet an element of Z 2 . Also, L ′ − M lies in the bottom border of L −1 . We now lift the subset M of R 2 to a copyM in the compactification D of the universal cover of R . Thus t
We will now show that, 
is the ℓth L [(−1)↓(−2)] -tile cut through by l − , as desired. Since X −1 (x, y) = (x + 1, y − 1) and X −2 (x, y) = (x, y − 1), we see that both W ℓ (−1, 0) and W ℓ (0, 0) have 1 − ℓ as the second coordinate.
Thus the desired result holds in both cases. Notice that the lower left corner of BCL −1 is (−1, −1) and the right border of BCL −1 is contained in l − . Hence, the lower left corner of GBCL −1 is G(−1, −1) = (f 1 2 − 1, −f 1 1 ) and the right border of GBCL −1 is contained in Gl − = l − . Hence, the C-labelled line segment joining (f 1 2 − 1, −f 1 1 + 1) to (f 1 2 − 1, −f 1 1 ) crosses GBCL −1 . It follows that the L −1 -tile containing the C-labelled line segment is the
. The minus-line through (−1, −1) contains the bottom borders of BCL −1 and L 1 . Hence, the minus-line through G(−1, −1) contains the bottom borders of GBCL −1 and GL 1 . Hence GL 1 lies in 
Since t
, and, hence, t
The following gives all the claims in Profile 5.2. Proof. Notice that ρ Lemma 6.5(ii) implies that
Since the subcurves ρ + (GL 1 ) and ρ
) is a fracturing of a −2 .
As in Definitions 5.6, we can use a tree to codify the elements of a −1 as infinite words in the ∂ + -syllable sequence. To show that the limit set of the ∂ + -semigroup is a −1 , it remains to show that, for each ℓ
, and
and, by a reverse induction hypothesis, this lies in Ga −1 .
We now verify most of Profile 5.4. 
col ℓ (L); see col ℓ (L) is equal to the bottom border of
col ℓ (X (v). Notice that U 1 = F −1 ,
Applications: Hausdorff dimensions
In this section, we adapt for general F some techniques of Dicks-Porti [15] that were developed for the case F = RL. The stabilizer of j for the action of PSL 2 (C) onĤ is PSU 2 (C) ≃ SO 3 (R), and the action of PSU 2 (C) onĈ gives the (orientation-preserving) isometry group; see, for example, [29, .
Notice that S is nonempty.
We show first that there exists some z −2 ∈ S − a 1 . By Proposition 6.7, {( U z By the same type of argument, we prove the following. . We no longer need z −2 , and we argue as in [9] . We know that z 1 ∈ ( U z [1↑ℓ] 
Since N 3 is infinite, the foregoing implies that z −1 and/or z 1 is a conical limit point of {( U z In [10, Section 2], a succinct, self-contained proof of the following result is given, although the result itself is not stated; the argument uses the description of Hausdorff dimension given in Definitions 7.1(ii).
7.8 The Bishop-Jones Theorem. If S is a subsemigroup of a discrete subgroup of PSL 2 (C) such that S does not have a global fixed point inĈ, then critical(S) = Hdim(conical(S)). 
