The Chebyshev method for solving a nonlinear equation in Banach spaces is a well-known thirdorder method. Third-order methods are not considered by many authors because of their high computational cost, mainly for the evaluation of the second Fr echet derivative. However, in some cases, the rise in the velocity of convergence can justify their use. For instance, these methods have been successfully used in the solution of nonlinear integral equations 1,2].
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Among the classical third-order methods (Chebyshev, Halley, super-Halley, : : :), maybe the rst one is the most useful, because it needs one less inversion of a linear operator than the others.
The Chebyshev iteration for an operator F de ned between two Banach spaces X and Y is de ned by
where I is the identity operator on X, ? n = F 0 (x n ) ?1 and L F (x n ) is the linear operator on X,
Until now, necessary conditions for the convergence of (1) Recently, Smale 6 ] obtained the convergence of Newton's method for analytic maps from data at one point, instead of the region conditions (2) in the Newton-Kantorovich theorem.
Smale-like theorems for the convergence of iterative processes assume that the following inequalities are satis ed at a point x 0 :
The constant h is di erent for di erent processes 7, 8] .
Our goal in this paper is to prove the convergence of (1), just assuming F 00 is bounded and a punctual condition. We also show an example where our conditions are ful lled and the previous ones fail. Theorem As 0 (1+(1+ 0 =2) 2 ) < 1, fx n g is a Cauchy sequence, and therefore, converges to x 2 B(x 0 ; r 0 ). To prove that F (x ) = 0, notice that when n ! 1, k? n?1 F (x n )k ! 0. As kF(x n )k kF 0 (x n?1 )kk? n?1 F (x n )k and fkF 0 (x n )kg is a bounded sequence, we deduce kF(x n )k ! 0 and The same proof as in 3] works in this case and the unicity can be deduced.
Next, we give an example where the conditions of Theorem 1 are satis ed, however conditions (2) and (3) 
