Bornes de Caractéristiques de Graphes by Beldiceanu, Nicolas et al.
Bornes de Caracte´ristiques de Graphes
Nicolas Beldiceanu, Thierry Petit, Guillaume Rochart
To cite this version:
Nicolas Beldiceanu, Thierry Petit, Guillaume Rochart. Bornes de Caracte´ristiques de Graphes.
Christine Solnon. Premie`res Journe´es Francophones de Programmation par Contraintes, Jun
2005, Lens, Universite´ d’Artois, pp.229-238, 2005, Premie`res Journe´es Francophones de Pro-
grammation par Contraintes. <inria-00000088>
HAL Id: inria-00000088
https://hal.inria.fr/inria-00000088
Submitted on 26 May 2005
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Ates JFPC 2005








Éole des Mines de Nantes, LINA FRE CNRS 2729, FR-44307 Nantes, Frane
2
Bouygues e-lab, 78061 St. Quentin en Yvelines, Frane
Niolas.Beldieanuemn.fr Thierry.Petitemn.fr GRohartbouygues.om
Résumé
Cet artile présente une approhe systématique pour
dériver un algorithme de ltrage à partir de la représen-
tation des ontraintes globales sous la forme de proprié-
tés de graphes. Cette approhe est basée sur le alul
de bornes des aratéristiques de graphes utilisées dans
la desription des ontraintes globales. Les bornes des
aratéristiques les plus utilisées sont étudiées.
1 Introdution
L'un des prinipaux objetifs de la programmation
par ontraintes est de fournir des outils génériques
pour résoudre des problèmes ombinatoires, notam-
ment les algorithmes d'ar-onsistane [13, 6, 9℄, des
opérateurs généraux tel que l'opérateur de ardina-
lité [10℄, et les automates pour aratériser les so-
lutions d'une ontrainte [23, 15, 2℄. Paradoxalement,
an de traiter des problèmes réels, de nombreuses
ontraintes globales ave des algorithmes de ltrage
ad ho ont été introduites. Ces algorithmes sont bien
souvent basés sur la théorie des graphes [17, 18, 19,
20, 12, 11, 4, 22, 16℄. Beldieanu présente dans [3℄ une
desription des ontraintes globales sous la forme de
propriétés de graphes : parmi les 224 ontraintes du
atalogue de ontraintes globales [3℄, approximative-
ment 200 sont dérites par une onjontion de proprié-
tés. Chaune des propriétés a la forme P op V , où P
est une aratéristique de graphe, op est un opérateur
de omparaison dans {≤,≥,=, 6=}, et V une variable1.
Exemple 1 Soit la ontrainte nvalue(N,{x1 , ..., xm})
[5℄ dans laquelle N ainsi que x1, ..., xm sont des variables.
nvalue est satisfaite ssi le nombre de valeurs distintes af-
fetées aux variables X = {x1, ..., xm} vaut N . Elle peut
1
Une variable est dénie par un domaine dom(V ) qui est un
ensemble ni d'entiers ; min(V ) et max(V ) désignent respeti-
vement le minimum et le maximum de dom(V ).
être représentée par la propriété de graphe suivante : N est
le nombre de omposantes fortement onnexes du graphe
d'intersetion G(X , E), où E = {xi ∈ X , xj ∈ X : xi =
xj}.
Dans e ontexte, Dávid Hanák a réalisé une pre-
mière exploitation de ette desription pour dénir des
algorithmes de ltrage, pour une propriété de graphe
partiulière [8℄. Dans et artile nous présentons une
approhe systématique ayant pour objetif de pro-
duire des algorithmes de ltrage pour les propriétés
de graphes les plus usuelles [3℄ : étant donné une spé-
iation de la ontrainte globale C en termes de pro-
priétés de graphes, on peut ainsi obtenir un algorithme
de ltrage pour C.
La setion 2 rappelle la représentation des
ontraintes globales à l'aide de propriétés de graphes.
Elle présente les aratéristiques de graphes traitées
dans et artile. La setion 3 introduit une méthodo-
logie pour ltrer à partir des bornes des aratéris-
tiques impliquées dans la desription des ontraintes
globales. Finalement, la setion 4 présente omment
aluler la borne inférieure et supérieure de haune
des aratéristiques introduites dans la setion 2.
2 Rappels
Cette setion résume la représentation des
ontraintes globales sous la forme de propriétés
de graphes introduite dans [1℄, et illustre e para-
digme à l'aide de la ontrainte nvalue.
Une ontrainte globale C est représentée par un
graphe orienté initial Gi = (Xi, Ei) : à haque sommet
de Xi orrespond une variable impliquée dans C, et à
haque ar e de Ei orrespond une ontrainte binaire
impliquant les variables extrémités de e. Pour générer
Gi à partir des paramètres de C, on utilise l'ensemble
de générateurs d'ars dérits dans [1℄.
1
Lorsque toutes les variables de C sont xées, on
supprime de Gi toutes les ontraintes binaires qui
ne sont pas satisfaites, ainsi que les sommets isolés,
i.e., les sommets qui ne sont extrémités d'auun ar.
Ce graphe nal est noté Gf . C est dénie par une
onjontion de propriétés de graphes devant être sa-
tisfaites par Gf . Chaque propriété de graphe a la
forme P op V ; P est une aratéristique de graphe,
V une variable et op est un opérateur de omparai-
son ≥,≤,=, 6=. Dans le atalogue de ontraintes glo-
bales [3℄, les aratéristiques de graphe les plus om-
munément utilisées sont :
 NARC et NVERTEX, qui désignent le nombre
d'ars et de sommets. Elles sont respetivement
utilisées par 95 et 17 ontraintes globales.
 NCC et NSCC, qui désignent le nombre de
omposantes onnexes et le nombre de ompo-
santes fortement onnexes. Elles sont respetive-
ment mentionnées dans la desription de 19 et 13
ontraintes globales.
 NSINK (resp. NSOURCE), qui désigne le
nombre de sommets n'ayant auun suesseur
(resp. auun prédéesseur). Cette aratéristique
est utilisée par 16 (resp. 15) ontraintes globales.
Sahant que NSINK et NSOURCE sont simi-
laires, et artile ne traitera que NSINK.
Exemple 2 Considérons la ontrainte nvalue(N,X)
présentée en introdution. Les parties (A) et (B) de
la gure 1 montrent respetivement le graphe ini-
tial Gi généré pour la ontrainte nvalue ave X =
{x1, x2, x3, x4} ainsi que le graphe Gf assoié à la solu-
tion nvalue(3, {5, 8, 1, 5}). Chaque sommet de Gi orres-
pond à une variable de X . Tous les ars de Gi assoiés à
des ontraintes d'égalité non satisfaites sont supprimés an
d'obtenir Gf . La gure indique pour haque sommet de Gf
la valeur qui a été aetée à la variable orrespondante.
La ontrainte nvalue est dénie par la propriété de graphe
NSCC = N . nvalue(3, {5, 8, 1, 5}) est satisfaite ar Gf
ontient 3 omposantes fortement onnexes, e qui s'inter-
prète omme le fait que N est égal au nombre de valeurs













Fig. 1  (A) Graphe initial Gi assoié à la ontrainte
nvalue(N, {x1, x2, x3, x4}). (B) Graphe nal Gf de
la solution nvalue(3, {5, 8, 1, 5}). (C) Graphe intermé-
diaire.
3 Filtrage
Étant donnée une propriété de graphe P op V
apparaissant dans la desription d'une ontrainte
globale C, ette setion montre omment réduire le
domaine de V an de forer P op V . Elle disute
ensuite du as où plusieurs propriétés de graphes sont
utilisées pour dénir C.
Gestion d'une propriété de graphe. Il est tout
d'abord néessaire d'introduire la notion de graphe in-
termédiaire issu du graphe initial Gi, et tel que les
sommets et les ars ont diérents états, détaillés i-
dessous. Le rle de e graphe intermédiaire est de re-
éter la onnaissane ourante que l'on a des sommets
et des ars de Gi qui pourront appartenir ou pas au
graphe nal Gf . Cette onnaissane est issue de deux
soures :
 À ause du domaine ourant de ses deux variables,
une ontrainte binaire assoiée à un ar de Gi
n'est pas satisfaite (ou doit obligatoirement être
satisfaite),
 À ause d'une raison externe un ar ou un sommet
de Gi doit impérativement appartenir à Gf (ou ne
doit pas appartenir à Gf ).
Au moment où une ontrainte globale C est posée le
graphe intermédiaire orrespond à Gi. Lorsque toutes
les variables de C ont été instaniées, le graphe inter-
médiaire est égal à Gf .
Notation 1 Soit Gi = (Xi, Ei) le graphe initial d'une
ontrainte globale C, et Gf = (Xf , Ef ) son graphe -
nal. À une ertaine étape orrespondant à une instan-
iation partielle des variables impliquées dans C, nous
lassions un sommet vj ∈ Xi et un ar ek ∈ Ei de la
manière suivante :
 vj est un T -sommet (true) ssi vj ∈ Xf ; vj est
un F -sommet (false) ssi vj /∈ Xf ; sinon vj
est un U -sommet (undetermined). XT , XF et
XU désignent respetivement les ensembles de T -
sommets, de F -sommets et de U -sommets.
 ek est un T -ar (true) ssi ek ∈ Ef ; ek est un
F -ar (false) ssi ek /∈ Ef ; sinon ek est un U -
ar (undetermined). ET , EF et EU désignent
respetivement les ensembles de T -ars, de F -ars
et de U -ars.
La dénition de graphe intermédiaire donnée i-
dessous prend en ompte le fait que le graphe nal
ne ontiendra auun sommet isolé.
Dénition 1 Le graphe intermédiaire est le graphe
orienté dérivé de Gi, XT , XF , XU , ET , EF , EU en
appliquant les règles suivantes tant que elles-i in-
duisent des modiations :
 supprimer les F -ars,
 supprimer tout F -sommet qui n'est pas l'extrémité
d'au moins un T -ar ; quand un sommet est sup-
primé, tous les ars entrant et sortant de e som-
met sont transformés en F -ars,
 supprimer tout U -sommet qui n'est pas l'extrémité
d'au moins un ar,
 transformer tout U -sommet qui est l'extrémité
d'un T -ar en T -sommet,
 si un T -sommet est l'extrémité d'exatement un
U -ar e et l'extrémité d'auun T -ar, alors e est
transformé en T -ar.
Lorsqu'un sommet ou un ar est supprimé, ou bien
lorsque l'état d'un sommet ou d'un ar est hangé par
l'une des règles i-dessus alors les ensembles XT , XF ,
XU , ET , EF , EU sont mis à jour selon es modia-
tions.
Exemple 3 Soit la ontrainte nvalue(N,X) présentée
en introdution. On suppose que les domaines initiaux
des variables de X = {x1, x2, x3, x4} sont dom(x1)={5},
dom(x2)={5}, dom(x3)={5, 8} et dom(x4)={1}. De plus,
on fait l'hypothèse que la satisfation d'une ontrainte
d'égalité ec assoiée à un ar du graphe initial Gi de nvalue
n'est détetée que lorsque toutes les variables de ec sont
xées. Cei amène à partitionner les ars de Gi en trois
ensembles :
 ET = {(x1, x1), (x1, x4), (x3, x3), (x4, x1), (x4, x4)},
 EU = {(x1, x2), (x2, x1), (x2, x2), (x2, x4), (x4, x2)},
 EF = {(x1, x2), (x2, x3), (x3, x1), (x3, x2), (x3, x4),
(x4, x3)}.
L'état des sommets est initialement xé à indéterminé
(i.e. XU = {x1, x2, x3, x4}) et l'on applique les règles de la
dénition 1 an d'obtenir le graphe intermédiaire illustré
par la partie (C) de la gure 1. Une ligne pleine indique un
T -sommet ou un T -ar, tandis qu'une ligne en pointillés
désigne un U-sommet ou un U-ar. Le même style sera
utilisé dans toutes les autres gures de et artile.
Propriété 1 D'après la dénition de Gf , la
ontrainte globale C n'a pas de solution si le graphe
intermédiaire ontient un F -sommet ou s'il ontient
un T -sommet qui n'est pas l'extrémité d'un ar.
Étant donnée une propriété de graphe P op V as-
soiée à une ontrainte globale C, le graphe intermé-
diaire sera utilisé pour évaluer une borne inférieure
P et une borne supérieure P de la aratéristique de
graphe P . La setion 4 fournit des algorithmes pour
aluler P et P pour diérentes aratéristiques de
graphe. Dans ette setion il est supposé que tous les
U -sommets ou U -ars du graphe intermédiaire peuvent
être librement hangés en T -sommets ou T -ars (res-
petivement en F -sommets ou F -ars) indépendament
les uns des autres. En fontion de l'opérateur de om-
paraison op, la table suivante donne les diérents as
possibles pour réduire le domaine de la variable V en
fontion des bornes P et P .
P ≤ V min(V ) ≥ max(P,min(V ))
P ≥ V max(V ) ≤ min(P ,max(V ))
P = V min(V ) ≥ max(P,min(V )) ∧
max(V ) ≤ min(P ,max(V ))
P 6= V P = P ⇒ P /∈ dom(V )
Gestion de plusieurs propriétés de graphe.
Il arrive assez souvent que le graphe nal d'une
ontrainte globale doive satisfaire plus d'une propriété
de graphe
2
. Dans e ontexte, es propriétés de graphe
impliquent plusieurs aratéristiques qui ne varient pas
indépendamment les unes des autres. Aussi, an d'ob-
tenir des onditions néessaires de réalisabilité de C
plus fortes, il est possible de herher des invariants
de graphes liant les diérentes aratéristiques. Ces
invariants sont typiquement des inégalités entre deux
expressions arithmétiques, qui mentionnent plusieurs
aratéristiques de graphe. Dans e ontexte, haque
invariant de graphe sera utilisé pour ajuster le mini-
mum et le maximum de ses aratéristiques de graphe.
La borne inférieure et la borne supérieure de haque
aratéristique sera alulée en utilisant les inégalités
de la setion 4. On peut enn faire une dernière ob-
servation : il arrive souvent que le graphe assoié à
une ontrainte globale ait une struture régulière qui
est issue de son graphe initial ou d'une propriété des
ontraintes orrespondant à haque ar. Dans e as
on peut avoir des invariants de graphe plus ns, spé-
iques à ertaines lasses de graphes. Le hapitre 3
de [3℄ propose 200 invariants de graphes liant des a-
ratéristiques de graphe.
Exemple 4 On onsidère à nouveau la ontrainte
nvalue. Bessière et al. [5℄ ont donné une ondition nées-
saire basée sur un résultat de Turán [21℄. Pour le graphe
nal Gf de la nvalue, qui est symétrique, réexif et tran-
sitif
3
, ette ondition néessaire
4
lie le nombre de om-
posantes fortement onnexes, le nombre de sommets et le







met d'évaluer le nombre minimum de valeurs distintes en
fontion du nombre de variables de la ontrainte nvalue et
du nombre maximal d'ars de son graphe intermédiaire.
2
On peut observer que, même lorsque la dénition de C n'uti-
lise qu'une seule propriété de graphe, le graphe intermédiaire
assoié à C introduit toujours impliitement les aratéristiques
NVERTEX et NARC pour lesquelles des bornes inférieures
et supérieures existent (f. propriétés 2, 3, 4 et 5 de la setion
4).
3Gf est onstitué d'une ou plusieurs liques.
4
Nous reformulons la ondition originale présentée dans [5℄
dans le ontexte du graphe intermédiaire de nvalue .
4 Bornes des aratéristiques de graphes
Cette setion est dédiée à l'évaluation des bornes in-
férieures et supérieures des aratéristiques de graphe
introduites dans la Setion 2. Nous traitons pour ela
des graphes issus du graphe intermédiaire ave dié-
rents ensembles d'ars et de sommets, qui sont dérits
à l'aide des notations i-dessous.
Notation 2 Soit Q, R et S des mots non vides issus
de l'alphabet {T, U}.
 Etant donné un mot W , w ∈ W désigne une lettre
de W .




 XQ,R (resp. XQ,¬R) désigne v ∈ XQ tel qu'il
existe au moins un ar (resp. il n'existe auun
ar) de ER tel que v en soit une extrémité.
 EQ,R désigne l'ensemble d'ars (v1, v2) ∈ EQ tel
que v1 ∈ XR ou v2 ∈ XR.
 XQ,R,S (resp. XQ,R,¬S) désigne les sommets v ∈
XQ,R tels que, parmi les sommets qui partagent
un ar ave v, il existe au moins un sommet ap-
partenant à XS (resp. auun sommet appartenant
à XS).
 XQ,¬R,¬S désigne les sommets v ∈ XQ,¬R tels
que, parmi les sommets qui partagent un ar ave
v, auun sommet n'est dans XS.
D'après les notations i-dessous on dénit quatre
types de graphes, où X est un ensemble de sommets
et E un ensemble d'ars :

−→
G (X , E) désigne le graphe orienté déni par l'en-
semble de sommets X et le sous-ensembles d'ars
de E ayant leurs deux extrémités dans X .

−→
G (E) désigne le graphe orienté déni par l'en-
semble d'ars E et l'ensemble de sommets qui sont
les extrémités d'ars appartenant à E .

←→
G (X , E) (resp.
←→
G (E)) désigne le graphe non
orienté dérivé de
−→
G(X , E) (resp.
−→
G(E)) en igno-




G(XTU , ETU ) est le graphe inter-
médiaire introduit dans la dénition 1.
Comme nous le verrons par la suite, aluler
des bornes inférieures et supérieures de aratéris-
tiques de graphe peut être vu omme aluler des
aratéristiques de graphe sur les graphes partiu-
liers dénis i-dessus. On utilisera les notations sui-
vantes, étant donné un graphe orienté G : narc(G),
nvertex(G), ncc(G), nscc(G), nsink(G) et nsource(G)
désignent respetivement le nombre d'ars, de som-
mets, de omposantes onnexes, de omposantes for-
tement onnexes, de puits et de soures de G. Lorsque
ela est requis pour l'évaluation d'une borne, nous in-
troduirons quelques notations supplémentaires.
Certaines bornes s'expriment en termes de ara-
téristiques de graphe orrespondant à des problèmes
qui ne sont pas polynomiaux. Dans e as, il onvient
ependant de noter que nous fournissons des bornes
qui sont préises. En pratique, la plupart des graphes
utilisés pour représenter une ontrainte globale appar-
tiennent à des lasses de graphes spéiques. Souvent
pour es lasses de graphes des problèmes non poly-
nomiaux dans le as général deviennent polynomiaux.
D'ailleurs, même pour les aratéristiques de graphe
évaluables en temps polynomial, il est possible d'ex-
ploiter la struture partiulière du graphe intermé-
diaire onsidéré an d'améliorer la omplexité de l'éva-
luation. Par exemple, dans la ontrainte group [3℄ on
estime le nombre minimum de omposantes onnexes
du graphe nal. Dans e but la propriété 6 présentée
en Setion 4 requiert de aluler le nombre de ompo-
santes onnexes du graphe intermédiaire. Or e graphe
est un sous-graphe d'un hemin élémentaire augmenté
par des boules. La omplexité du alul du nombre
de omposantes onnexes sur un tel graphe est linéaire
en nombre de sommets.
Exemple 5 Nous illustrons i-après quelques ensembles
de sommets et d'ars ainsi que des graphes issus du graphe
intermédiaire de la partie (C) de la gure 1 :
 XU,T = {x1, x4}, XU,¬T = {x3},
 EUT = {(x1, x1), (x1, x2), (x1, x4), (x2, x1), (x2, x2),
(x2, x4), (x3, x3), (x4, x1), (x4, x2), (x4, x4)}
 EU,T = {(x1, x2), (x2, x1), (x2, x2), (x2, x4), (x4, x2)},

−→
G(XT , ET ) =
−→
G({x1, x3, x4}, {(x1, x1), (x1, x4),






{(x1, x2), (x2, x1), (x2, x4), (x4, x2)}).
À présent nous pouvons étudier haque aratéris-
tique de graphe et fournir pour haune d'elles une
borne inférieure ainsi qu'une borne supérieure. Nous
indiquons également quelques exemples typiques de
ontraintes globales pour lesquelles la représentation
sous forme de graphe présentée dans [3℄ utilise ette
aratéristique.
4.1 Bornes du nombre d'ars
Dans le atalogue de Beldieanu et al. [3℄, NARC
et NARC sont respetivement référenées dans
la desription d'environ 50 ontraintes (parmi les-
quelles disjoint, inverse ou enore element) et 80
ontraintes (notamment hange et element_sparse).
Estimation de NARC
Dénition 2 Etant donné un graphe non-orienté G,
un ouplage de G est un ensemble d'arêtes de G tel
qu'auune arête n'est une boule, et qu'auune paire
d'arêtes n'a de sommet en ommun. Un ouplage
maximal est un ouplage de ardinalité maximale. On
note µ(G) la ardinalité d'un ouplage maximal de G.
Le nombre minimal d'ars dans le graphe nal Gf
sera au moins égal au nombre ourant de T -ars |ET |.
De plus, dans
−→
G (XT , ET ) ertains sommets de degré
nul peuvent exister. Sahant qu'ils appartiendront à
Gf , haun d'entre eux sera l'extrémité d'au moins un
ar dans Gf . C'est pourquoi la borne inférieure est
égale à |ET | plus le nombre minimal d'ars du graphe
intermédiaire
−→
G(XTU , ETU ) néessaires pour ouvrir
tous les T -sommets qui ne sont pas l'extrémité d'un
ar dans |ET |. Cette deuxième quantité est alulée
en temps polynomial sur un graphe non orienté issu de
←→
G (XTU , ETU ). Le prinipe onsiste d'abord à identi-
er les T -sommets de degré nul dans
−→
G(XT , ET ) qui
peuvent être joints entre eux en transformant des U -
ars en T -ars, ar ela permet de sauver pour ertains
d'entre eux un ar dans l'estimation. Pour les autres
T -sommets de degré nul dans
−→
G (XT , ET ) un ar sup-
plémentaire sera requis.
Propriété 2
NARC ≥ |ET |+ |XT,¬T | − µ(
←→
G (XT,¬T , EU ))
Preuve : Par denition ∀e ∈ ET : e ∈ Ef (ars du graphe
nal). Ainsi NARC ≥ |ET |. De plus dans
←→
G (XT , ET )
ertains sommets peuvent avoir un degré nul. Comme ils
appartiendront néessairement à Gf et que Gf ne ontient
pas de sommet isolé, des ars supplémentaires sont requis
pour les onneter. On onsidère le graphe non orienté
←→
G (XT,¬T , EU ), onstruit ave les T -sommets de degré
nul dans
←→
G (XT , ET ) et les U−ars existant entre es
sommets. XT,¬T peut être partitionné en deux ensembles
XT,¬T,¬T et XT,¬T,T . Les sommets du premier ensemble
ne peuvent pas être joint deux à deux, un nouvel ar
sera don néessaire pour haun d'entre eux : NARC
≥ |ET | + |XT,¬T,¬T | (⋆). Certains sommets du deuxième
ensemble peuvent être onneté entre eux. Pour tous
les onneter, il faudra impliquer un nombre d'ars au




G (XT,¬T,T , EU ). D'après [14℄, ette quantité est
|XT,¬T,T | − µ(
←→
G (XT,¬T,T , EU )). Sahant que l'on a
onsidéré une partition des sommets et que par dénition
toutes les arêtes de
←→
G (XT,¬T,T , EU ) n'impliquent que
des sommets de XT,¬T,T , d'après (⋆) on a NARC ≥
|ET | + |XT,¬T,¬T | + |XT,¬T,T | − µ(
←→
G (XT,¬T,T , EU )). On
observe que |XT,¬T,¬T | + |XT,¬T,T | = |XT,¬T |. En outre,
5
Un edge over d'un graphe non orienté G est un sous-
ensemble S d'arêtes de G tel que, pour haque sommet v de G,
il existe au moins une arête e de S telle que v soit une extrémité




G (XT,¬T,¬T , EU ) n'a pas d'arête. D'où
µ(
←→
G (XT,¬T,T , EU )) = µ(
←→








Fig. 2  (A) Graphe intermédiaire et (B) graphe non
orienté utilisé pour aluler le ouplage dans l'estima-
tion de la borne inférieure de NARC.
La gure 2 illustre la propriété 2 : elle montre
omment aluler la borne inférieure de NARC
d'après le graphe intermédiaire
−→
G(XTU , ETU ) de la
partie (A) de la gure 2. La partie (B) illustre le
graphe non orienté orrespondant
←→
G (XT,¬T , EU ),
utilisé pour aluler le ouplage maximal. On a
|ET | = 3, |XT,¬T | = 3, µ(
←→
G (XT,¬T , EU )) = 1, et
ainsi NARC ≥ 3 + 3− 1.
Cette borne inférieure est préise. En eet, il est
possible de onstruire un graphe nal en ajoutant au
graphe ourant
−→
G(XT , ET ) :
 pour haque x ∈ XT,¬T,¬T n'importe quel U -ar
de
←→
G (XT , EU ) où x est une extrémité ;
 pour haque arête d'un edge over minimal
de
←→
G (XT,¬T,T , EU ) un ar de
−→
G(XT,¬T,T , EU )
ayant les même extrémités que ette arête.
Par dénition tous les T -sommets seront
ouverts, et le nombre total d'ars sera
|ET |+ |XT,¬T | − µ(
←→
G (XT,¬T , EU )).
Estimation de NARC
Propriété 3 NARC ≤ |ETU |
Preuve : Par dénition de
−→
G(ETU ), ∀e ∈ Ei\ETU : e /∈ Ef .
D'où NARC ≤ |ETU |. 2
Cette borne supérieure est préise : si tous les ars de
−→
G (ETU ) appartiennent à Gf alors NARC = |ETU |.
4.2 Bornes du nombre de sommets
Dans la atalogue de Beldieanu et al. [3℄,
NVERTEX est uniquement utilisée dans les proprié-
tés de graphes de la forme NVERTEX = variable ,
où variable est une variable, e qui signie qu'il est
néessaire d'évaluer onjointement NVERTEX et
NVERTEX. NVERTEX est référenée dans 15
ontraintes telles que, par exemple, utset ou group.
Estimation de NVERTEX
Dénition 3 Un graphe biparti G((X,Y ), E) est un
graphe tel que (X,Y ) est une partition et ∀(u, v) ∈ E,
soit u ∈ X et v ∈ Y , soit u ∈ Y et v ∈ X.
Dénition 4 Etant donné un graphe biparti
G((X,Y ), E), un hitting set [7℄ est un ensemble
de sommets de Y néessaire à la ouverture de tous
les sommets de X. h(G) désigne la ardinalité d'un
hitting set minimal de G.
Quand on estime NVERTEX, on sait que tous les
T -sommets appartiendront à Gf . Sahant que Gf
ne ontient pas de sommets de degré nul et que
←→
G (XT , ET ) peut en ontenir, ertains U -sommets
supplémentaires peuvent néessiter d'être transformés
en T -sommets, an de onneter es sommets isolés.
Tous les sommets de degré nul dans
←→
G (XT , ET ) qui
sont l'extrémité d'un U -ar ayant pour autre extré-
mité un T -sommet peuvent être onnetés via et ar.
On les ignore don. Ce as inlut elui des U -ars qui
sont des boules ayant pour extrémité un T -sommet.
A partir des sommets isolés restants (ne se situant pas
dans les as i-dessus), le nombre de sommets sup-
plémentaires néessaire est égal à la ardinalité d'un
hitting set minimal sur un graphe non orienté issu de
←→
G (XTU , ETU ).
Propriété 4 NVERTEX ≥ |XT |+
h(
←→
G ((XT,¬T,¬T , XU,¬T,T ), EU,T ))
Preuve : Tous les T -sommets dans XT appartiendront
à Gf . En partant du fait que Gf ne peut pas ontenir
de sommets isolés, ertains sommets de XT qui ont
un degré nul dans G(XT , ET ) peuvent néessiter de
transformer ertains U-sommets en T -sommets. Par
dénition e n'est pas le as des sommets XT,T . Ce n'est
pas non plus le as pour les sommets non ouverts par un
T -ar mais qui sont l'extrémité d'un ar de EU tel que
l'autre extrémité soit un T -sommet (l'ensemble XT,¬T,T ).
(XT,T ,XT,¬T,T ,XT,¬T,¬T ) est une partition de XT :
onsidérons maintenant le as des sommets XT,¬T,¬T .
Ils ne sont pas onnetés entre eux ni par des T -ars ni
par des U-ars. C'est pourquoi, si et ensemble n'est pas
vide, ertains U-sommets devront néessairement être
transformés en T -sommets. Ces U-sommets doivent être
l'extrémité d'au moins un ar ontenant un T -sommet, on
onsidère don XU,¬T,T , et les ars joignant es sommets
à des T -sommets. Par dénition le nombre minimum
de sommets de XU,¬T,T requis pour ouvrir tous les
sommets XT,¬T,¬T est h(
←→
G ((XT,¬T,¬T ,XU,¬T,T ), EU,T )).













Fig. 3  (A) Graphe intermédiaire et (B) graphe non
orienté utilisé pour aluler le hitting set minimal utile
à l'estimation de la borne inférieure de NVERTEX.
La gure 3 illustre la propriété 4 : elle montre om-
ment aluler la borne inférieure de NVERTEX en
fontion du graphe intermédiaire
−→
G(XTU , ETU ) dérit
dans la partie (A) de la gure 3. La partie (B) illustre
le graphe non orienté
←→
G ((XT,¬T,¬T , XU,¬T,T ), EU,T )
utilisé pour aluler le hitting set minimal. On a
|XT | = 3, h(
←→
G ((XT,¬T,¬T , XU,¬T,T ), EU,T )) = 1,
don NVERTEX ≥ 3 + 1.
Cette borne inférieure est préise : en sui-
vant le shéma énoné dans la preuve, il
est possible de onstruire un graphe nal
←→
G (XT , ET ) en transformant en T -sommets
h(
←→
G ((XT,¬T,¬T , XU,¬T,T ), EU,T )) U -sommets.
Estimation de NVERTEX
Propriété 5 NVERTEX ≤ |XTU |
Preuve Par dénition de
−→
G(XTU , ETU ), ∀x ∈
Xi \ XTU : x /∈ Xf (sommets du graphe nal),
don NVERTEX ≤ |XTU |. 2
Cette borne supérieure est atteinte quand tous les
sommets de
−→
G (XTU , ETU ) appartiennent à Gf .
4.3 Bornes du nombre de omposantes onnexes
Dans le atalogue de Beldieanu et al. [3℄, NCC
est, le plus souvent, utilisée dans des propriétés de
graphes de la forme NCC = variable , où variable
est une variable, e qui signie qu'il est néessaire
d'évaluer à la foisNCC et NCC.NCC est référenée
dans 18 ontraintes, telles que, par exemple, yle,
group et tree.
Estimation de NCC
Propriété 6 NCC ≥ nccT (
−→
G(XTU , ETU )), où nccT
désigne le nombre de omposantes onnexes ave au
moins un T -sommet.
Preuve : Tous les ars et sommets d'une omposante
onnexe de
−→
G(XTU , ETU ) ne ontenant auun T -sommet
peuvent au nal ne pas appartenir à Gf . On peut
les ignorer. Pour obtenir dans Gf moins de ompo-
santes onnexes que elles de
−→
G(XTU , ETU ) ontenant
des T -sommets, il est néessaire d'avoir au moins un
nouvel ar qui joint deux d'entre elles. Ce n'est pas
possible ar
−→
G(XTU , ETU ) ontient tous les ars pouvant
potentiellement appartenir à Gf . La propriété est vraie. 2
Cette borne est préise : on peut onstruire un graphe
nal Gf ave tous les ars et tous les sommets issus
de ETU qui appartiennent à une omposante onnexe
de
−→
G(XTU , ETU ) ontenant au moins un T -sommet,
et où tous les autres U -ars de ETU sont supprimés.
Le nombre de omposantes onnexes sera égal à
nccT (
−→
G (XTU , ETU )).
Estimation de NCC
Les T -sommets et les T -ars de
−→
G(XTU , ETU ) appar-
tiendront néessairement à Gf . Si l'on exepte les T -
sommets de degré nul dans
←→
G (XT , ET ), il est possible
de ompter dans
−→
G(XTU , ETU ) un ertain nombre
de omposantes onnexes exlusivement omposées
de T -sommets et de T -ars. Par dénition, augmen-
ter n'importe laquelle de es omposantes onnexes
ave de nouveaux ars ne peut pas en augmenter le
nombre. C'est pourquoi l'idée intuitive pour aluler
une borne supérieure de NCC est d'abord de omp-
ter de telles omposantes onnexes, de les supprimer de
−→
G(XTU , ETU ), de supprimer aussi tous les ars qui y
sont reliés, et ensuite d'estimer le nombre maximum de
omposantes onnexes pouvant exister dans le graphe
restant.
Notation 3 nccTni désigne le nombre de omposantes
onnexes formées exlusivement de T -ars et de T -
sommets qui ne sont pas isolés. L'ensemble orrespon-
dant de omposantes onnexes est noté CCTni .
Il est néessaire de prendre en ompte le fait que er-
tains T -sommets puissent être isolés dans
−→
G(XT , ET ).
Ces sommets appartiendront à Gf . S'ils sont nale-
ment onnetés à l'une des omposantes onnexes de
CCTni alors ils n'induiront pas une augmentation du
nombre de omposantes onnexes. C'est pourquoi nous
pouvons ignorer les T -sommets isolés exlusivement
onnetés aux omposantes onnexes préédemment
omptées
6
dans CCTni . Similairement on ignore les U -
sommets qui sont exlusivement onnetés aux ompo-
santes onnexes de CCTni .
6
On ne perdra pas l'aspet préis de la borne ar, si e som-
met est onneté par un unique ar à une omposante onnexe,
alors ela ne réduira pas leur nombre. Il est possible de onstruire
un graphe nal où tous les sommets de e type satisfont ette
propriété (on ne les onnete que par un unique ar).
Dénition 5
−→
G rem = (Xrem , Erem) est le graphe
orienté obtenu à partir de
−→
G(XTU , ETU ) en suppri-
mant tout d'abord tous les sommets présents dans
CCTni et ensuite tous les sommets devenant isolés
dans le graphe résultant de es suppressions.
Propriété 7 D'après la dénition préédente,
 auun sommet n'est ommun à Xrem et à une
omposante onnexe de CCTni ,
 tous les T -ars appartiennent à des omposantes
onnexes de CCTni ,
 un sommet qui n'est ni présent dans Xrem ni dans
CCTni ne peut pas être l'extrémité d'un ar impli-
quant un sommet de Xrem .
Preuve : Par onstrution de
−→
G rem . 2
D'après la propriété 7 on peut ajouter, sans risque
d'erreur dans l'évaluation, nccTni à une estimation du
nombre maximal possible de omposantes onnexes
dans n'importe quel graphe nal issu de
−→
G rem . Cei
nous fournira l'estimation NCC que nous herhons.
A présent nous pouvons dérire e proessus en détail.
Notation 4 NCCrem désigne le nombre maximal






G rem = (Xrem , Erem) est le graphe
non orienté obtenu à partir du graphe non orienté
←→
G (XTU , ETU ) en supprimant tous les sommets pré-
sents dans CCTni et ensuite tous les sommets devenant
isolés dans le graphe non orienté restant.
Dénition 7 Etant donné un graphe non orienté G
ontenant éventuellement des boules, un l-ouplage
de G est un ensemble d'arêtes tel qu'auune paire
d'arêtes distintes n'ait de sommet en ommun. Un
l-ouplage maximal est un l-ouplage de ardinalité
maximale
7
. µl(G) est la ardinalité d'un l-ouplage
maximal de G.
NCCrem est le nombre d'ensembles d'une partition
d'arêtes de ardinalité maximale. Cette quantité est
la ardinalité d'un l-ouplage de taille maximale de
←→
G rem (voir preuve i-dessous).
Propriété 8 NCCrem = µl(
←→
G rem).
Preuve : Un l-ouplage de taille maximale orrespond à la
taille d'une partition d'arêtes de taille maximale où tous




Les algorithmes (polynomiaux) existants pour aluler un
ouplage de taille maximale peuvent être simplement adaptés
à e as en déployant haque boule par l'ajout d'un sommet
puits.
Considérer un ensemble de taille k > 1 entraîne l'ajout
de 1 à la ardinalité d'un l-ouplage maximal sur un
sous-graphe de
←→
G rem tel qu'on ait supprimé au moins
k > 1 arêtes. Par réurrene NCCrem ≤ µl(
←→
G rem ) et la
propriété est vériée. 2
On peut remarquer que dans un l-ouplage maximal
donné, ertains T -sommets ne sont pas pris. Ils appar-
tiendront à Gf . Par dénition n'importe lequel d'entre
eux est une extrémité d'une ou plusieurs arêtes telles
que l'autre sommet appartienne systématiquement au
l-ouplage (si e n'était pas le as alors le l-ouplage
pourrait être augmenté, et il ne serait don pas maxi-
mal). C'est pourquoi dans tout graphe nal issu d'un
tel l-ouplage maximal on ne peut pas avoir plus de
omposantes onnexes. NCCrem est une borne supé-
rieure. Ce fait entraîne aussi que le as des T -sommets
onnetés entre eux par des U -ars n'est pas un as
partiulier. Etant donné un l-ouplage donné on peut
toujours onneter un tel sommet uniquement en ajou-
tant exatement une arête. La borne supérieure est
don préise.
Propriété 9 NCC ≤ nccTni + NCCrem.
Preuve : D'après la propriété 7, n'importe quel ar a au
moins, soit un sommet dans CCTni , soit un sommet dans−→






Fig. 4  (A) Graphe intermédiaire et (B) Graphe non
orienté utilisé pour aluler NCCrem an d'estimer
une borne supérieure de NCC.
La gure 4 illustre la propriété 9 : elle montre
omment aluler la borne supérieure de NCC en
fontion du graphe intermédiaire
−→
G(XTU , ETU )
représenté par la partie (A) de la gure 4. La partie
(B) illustre le graphe non orienté orrespondant
←→
G rem sur lequel est alulé un l-ouplage maximal.
On a : nccTni = 2, NCCrem = µl(
←→
G rem) = 2, et
don NCC ≤ 2 + 2.
D'après la propriété 8, NCCrem est une borne su-
périeure préise. nccTni orrespond à un alul exat.
D'après la propriété 7 il n'existe auun T -ar joi-
gnant
−→
G rem et CCTni . Ajouter un U -ar joindra une
omposante onnexe de CCTni à
−→
G rem ou bien aug-
mentera simplement une des omposantes onnexes,
soit dans CCTni , soit dans
−→
G rem . C'est pourquoi
nccTni +NCCrem est une borne préise.
4.4 Bornes pour le nombre de omposantes forte-
ment onnexes
Dans le atalogue de Beldieanu et al [3℄, NSCC
est, le plus souvent, utilisée dans des propriétés de
graphes de la forme NSCC = variable , où variable
est une variable, e qui signie que l'on doit éva-
luer onjointement NSCC et NSCC. NSCC est
référenée dans 12 ontraintes, omme par exemple
not_all_equal, nvalue et soft_alldifferent.
Estimation de NSCC
Propriété 10 NSCC ≥ nsccT (
−→
G (XTU , ETU )), où
nsccT désigne le nombre de omposantes fortement
onnexes ayant au moins un T -sommet.
Preuve : On peut tout d'abord observer que deux
T -sommets appartiennant à deux omposantes fortement
onnexes de
−→
G(XTU , ETU ) appartiennent aussi à deux
omposantes fortement onnexes distintes de Gf . De
plus, toutes les omposantes fortement onnexes de
−→
G(XTU , ETU ) sans T -sommet peuvent disparaître de Gf .
Cela nous donne la borne. 2
An de prouver que ette borne inférieure est pré-
ise, nous montrons omment aluler une solution qui
atteint nsccT (
−→
G(XTU , ETU )) omposantes fortement
onnexes. Tous les U -sommets et les U -ars d'une
omposantes fortement onnexe de
−→
G(XTU , ETU )
qui ontient au moins un T -sommet sont respetive-
ment transformés en T -sommets et T -ars. Tous les
U -sommets et U -ars restants sont transformés en
F -sommets et F -ars.
Estimation de NSCC
Propriété 11 NSCC ≤ nscc(
−→
G(XTU , ET ))
Preuve : Sahant que le graphe
−→
G(XTU , ET ) ne
ontient auun U-ar, tous ses U-sommets sont isolés.
Ainsi, nscc(
−→
G(XTU , ET )) = nscc(
−→
G(XT , ET )) + |XU |. De
plus on observe que des sommets distints de
−→
G(XT , ET )
appartenant à la même omposante fortement onnexe de
−→
G(XT , ET ) appartiendront également à la même ompo-
sante fortement onnexe du graphe nal Gf . On ompte
une omposante fortement onnexe supplémentaire pour
haque U-sommet. 2
(A) (B)
Fig. 5  (A) Graphe intermédiaire et (B) graphe utilisé
pour l'estimation de la borne supérieure de NSCC.
La gure 5 illustre la propriété 11 : elle montre
omment aluler la borne supérieure de NSCC
d'après le graphe intermédiaire
−→
G(XTU , ETU ) repré-
senté par la partie (A) de la gure 5. La partie (B)
illustre le graphe orrespondant
−→
G (XTU , ET ) qui a 7
omposantes fortement onnexes, et ainsi NSCC ≤ 7.
An de prouver que ette borne supérieure est pré-
ise, nous montrons omment aluler une solution
qui atteint nscc(
−→
G(XTU , ET )) omposantes fortement
onnexes ave auun sommet isolé. Considérons le
graphe
−→
G(XTU , ETU ), où on ontrate haque ompo-
sante fortement onnexe onstituée uniquement de T -
sommets en un unique sommet. Sur e nouveau graphe
on onstruit une forêt reouvrante F . A présent, si on
supprime de
−→
G(XTU , ETU ) tous les U -ars qui n'ap-
partiennent pas à F , on obtient une solution ave le
nombre de omposantes fortement onnexes requis,
sans auun sommet isolé.
4.5 Bornes pour le nombre de puits
Dans le atalogue de ontraintes de Beldieanu et
al. [3℄, NSINK est le plus souvent utilisée dans des
propriétés de graphes de la formeNSINK = variable ,
où variable est une variable, e qui signie que l'on
doit évaluer onjointement NSINK et NSINK.
NSINK est référenée dans 15 ontraintes parmi
lesquelles, par exemple, ommon, same et sort.
Estimation de NSINK
Propriété 12 NSINK ≥ nsinkT (
−→
G(XTU , ETU )),
où nsinkT désigne le nombre de puits qui sont des T -
sommets.
Preuve : Les T -sommets de
−→
G(XTU , ETU ) appartien-
dront au graphe nal Gf . En outre, sahant qu'ils n'ont
pas d'ar sortant pouvant appartenir à Gf es sommets
seront également des puits de Gf . 2
Cette borne inférieure n'est pas préise. Considé-
rons le graphe intermédiaire représenté par la partie
(A) de la gure 6. On obtient une borne inférieur
de 0, mais tous les graphes naux orrespondant à
e graphe intermédiaire ontiennent au moins un puits.
(B)(A)
Fig. 6  (A) Graphe intermédiaire pour lequel la
borne inférieure de NSINK n'est pas préise. (B)
Graphe intermédiaire pour lequel la borne supérieure
de NSINK n'est pas préise.
Estimation de NSINK
Propriété 13 NSINK ≤ nsink(
−→
G (XT , ET )) + |XU |
Preuve : Soit S l'ensemble des sommets qui ne peuvent
néessairement pas être des puits du graphe nal. S
orrespond aux T -sommets qui ont un T -ar sortant. La
quantité nsink(
−→
G(XT , ET ))+ |XU | est égale à la diérene
entre le nombre de sommets du graphe initial Gi et le
nombre d'éléments de S. 2
Cette borne supérieure n'est pas préise. Considé-
rons le graphe intermédiaire représenté dans la partie
(B) de la gure 6. On obtient une borne supérieure
de 3, alors que tous les graphes naux possibles or-
respondant à e graphe intermédiaire ontiennent au
plus un puits.
5 Conlusion
Cette artile fournit des bornes inférieures et supé-
rieures relatives à un ensemble de aratéristiques de
graphe utilisées dans la représentation des ontraintes
par des propriétés de graphe. Il montre omment
obtenir un premier algorithme de ltrage pour les
ontraintes globales pouvant être spéiées à l'aide
d'une onjontion de propriétés de graphe.
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