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Chapter 1
Introduction
Global differential geometry is a branch of differential geometry that stud-
ies how different differentiable structures, like the choice of Riemannian
metric or curvature affect topological properties of manifolds. Among
the most fundamental results in the branch are the Sphere theorems that
state sufficient conditions for a manifold to be homeomorphic to a sphere
in Rn. Attempts to prove them and then improve both results and proofs
have produced a lot of otherwise interesting knowledge about Riemannian
manifolds.
In this thesis our goal is to present the proof of the first sphere theorem
on C∞, or smooth, manifolds, which states the following:
Theorem A. Let Mn be a compact, simply connected Riemannian manifold with
sectional curvatures K satisfying
hKmax < K ≤ Kmax,
where Kmax is the supremum of sectional curvatures on M, and h > 0 is a constant.
If h = 14 , then M is homeomorphic to the n-dimensional unit sphere S
n.
In two dimensions the requirement h ≥ 0 suffices as an immediate result
of Gauss-Bonnet theorem. The same holds in 3 dimensions, as Hamilton
proved in 1982, cf. [7]. In higher dimensions the matters are slightly more
interesting.
The result of this kind was first proven by Rauch at the turn of the 1950’s,
with h ≈ 3/4 being the solution of the equation sinpi√h = √h/2. The proof
can be found in [13], and it makes of use of a kind of spherical coordinates
on M, and estimates on the distance between points equidistant from a
fixed point.
By the end of the 1950’s, Klingenberg came up with the concept of cut
locus, and used it to estimate the radius of balls on which the exponential
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map was a diffeomorphism, or injectivity radius, on even-dimensional
manifolds, and succeeded in improving the cofactor h to the solution of
the equation sinpi
√
h =
√
h, that is h ≈ 0.54. The proof can be found in
[10].
Using this estimate of Klingenberg, Berger managed to bring h down
to 1/4, though still in even dimensions. His idea was to show that an
arbitrary tangent vector at one pole of the manifold forms an acute angle
with a length-minimizing geodesic between the two poles, and applied
then the triangle comparison theorem of Toponogov (see Theorem 2.2 in
[5] ). For the proof, the reader is referred to [2].
Shortly afterwards, Klingenberg managed to generalize his estimate on
injectivity radius to odd-dimensions also with help from the Morse theory
of path manifolds. The result is contained in Theorem 6.9, and is perhaps
the most important result presented in this thesis, aside from the sphere
theorem itself. Also, Tsukamoto showed that the use of the theorem of
Toponogov was ultimately unnecessary in [15], which finalized the proof
as it will be shown here.
In the 1980’s, Gromov found another proof for the sphere theorem, us-
ing a complete new approach and methods separate of the others. His idea
involved characterizing convex hypersurfaces on manifolds of nonnega-
tive sectional curvature. That proof can be found in [6], but we are here
interested in the classical proof, gathered from the works of Berger, Rauch,
Klingenberg and Tsukamoto in the books by do Carmo, and Cheeger and
Ebin.
The work towards the proof starts with a presentation of notation and
basic concepts needed from both topology and general differential geom-
etry, with which we assume the reader to already be familiar with. A
working knowledge of linear algebra and real analysis is also useful, as
they will be often used without mentioning.
Over the following two chapters we will briefly present important con-
cepts of Riemannian geometry, including Riemannian metric, curvature
and geodesics, along with some of their properties. With the basics in
hand, we move on to a short introduction to Morse theory, as required for
the estimate of injectivity radius by Klingenberg presented in the following
chapter.
Finally, after the inevitable proof of the sphere theorem we take a brief
look at the other kinds of sphere theorems there are, and how the sphere
theorem presented here has been improved in the past two decades.
2
Chapter 2
Notation and Definitions
We will start by agreeing upon some notation and recalling some facts
about differentiable manifolds.
If (M, d) is a metric space, p ∈M and r > 0, we write
B(p, r) = {x ∈M | d(x, p) < r}
for the open ball, and
S(p, r) = {x ∈M | d(x, p) = r}
for the sphere, both of radius r and centred at p. The unit ball (sphere) in the
n-dimensional Euclidean space is Bn (Sn).
Also, in the metric space M, the diameter of a subset A ⊂M is
d(A) = sup{d(p, q) | p, q ∈ A}.
In similar fashion, the distance between two subsets A and B in a metric
space is
d(A,B) = inf{d(p, q) | p ∈ A, q ∈ B}.
If A = {p} contains only one point, we write d(A,B) = d(p,B).
A neighbourhood U of p in a topological space M is an open set that
contains p. A topological space is said to be Hausdorff, if for every p and q
in M that are separate points there exist such neighbourhoods U of p and
V of q that the intersection U ∩ V is empty. A collection F ⊂ τ is an open
cover of U if U ⊂ ⋃F . A collection G ⊂ F is a subcover if it is also an open
cover of U.
Definition 2.1. A topological space M is compact if each of its open covers
has a finite subcover.
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A path γ is a continuous map from some interval I ⊂ R into a topological
space M; here we normalize I to be the closed unit interval [0, 1] unless
stated otherwise. A path is said to be closed if it begins and ends at the
same point, and constant if γ ≡ p for some p ∈ M. If we have paths
γ1 : [a, b] → M and γ2 : [a, b] → M with γ1(b) = γ2(a), then the inverse −γ1
is defined by −γ1(t) = γ1(a + b − t), and the composition γ1γ2 by
γ1γ2(t) =
{
γ(a + 2(t − a)), a ≤ t ≤ a+b2
γ(2t − b) a+b2 ≤ t ≤ b.
We use lower-case Greek letters to denote paths.
Two paths γ0 and γ1 from [a, b] to M are homotopic if they have common
end points and there exists a continuous map h : [0, 1] × [a, b] → M with
γ0 = h0 = h(0, ·) and γ1 = h1 = h(1, ·), and h(s, a) = γ0(a) = γ1(a) and
h(s, b) = γ0(b) = γ1(b) for all s ∈ [0, 1]. The map h is called the homotopy that
takes γ0 to γ1.
Definition 2.2. A topological space M is simply connected, if every closed
path is homotopic to a constant path.
Similarly can be defined the homotopy h : [0, 1] × M → N between
two functions f0 and f1 from M to N; we require that h is continuous and
h(0, p) = f0(p) and h(1, p) = f1(p) for all p ∈M.
Also, we shall use the Einstein summation convention throughout the
thesis; that is, if the same index appears twice in an expression, both in
subscript and superscript, it is assumed to be summed over:
aibi =
∑
i
aibi.
The summations run usually from 1 to the dimension n, any exceptions are
noted as such.
2.1 Differentiable Manifolds
Let M = (M, τ) be a non-empty topological space that both is Hausdorff
and has a countable basis. Then M is an n-dimensional topological manifold if
a neighbourhood of p is homeomorphic to Rn for all p ∈M. When needed
we will write Mn to indicate that M is of dimension n.
A chart on M is any pair (U, x) where U ⊂M is open and x = (x1, . . . , xn) :
U→ Rn is an embedding. Two charts (U, x) and (V, y) are C∞-compatible, if
U and V are disjoint, or the map
y ◦ x−1|x(U∩V) : x(U ∩ V)→ y(U ∩ V)
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is a smooth diffeomorphism. A collectionA of C∞-compatible charts with
M =
⋃
(U,x)∈AU is called a C∞ atlas on M. A is maximal if A ⊂ B implies
A = B for all C∞-atlases B.
Definition 2.3. Topological (n-)manifold M equipped with a maximal C∞
atlasA is called a differentiable (n-)manifold.
If p is a point in M, we write C∞(p) = { f ∈ C∞(U) : U is a neighbourhood
of p}. A tangent vector of M at p ∈ M is a linear map v : C∞(p) → R that
satisfies a variant of the so-called Leibniz rule
v( f g) = v( f )g(p) + f (p)v(g), f , g ∈ C∞(p).
The collection TpM of all such maps is called the tangent space of M at p,
and is clearly a vector space. Its dimension is also n, as can be shown with
little effort. For example, if γ : I→M is a path and p = γ(t0) for some t0 ∈ I,
then γ˙t0 : f 7→ ddt f (γ(t0)) is in TpM. This can be interpreted as the derivative
of f in the direction of γ at the point p.
The topological dual TpM∗ of the TpM is called the cotangent space. The
disjoint union of tangent spaces
⊔
p∈M TpM = TM is the tangent bundle of
M; respectively, TM∗ =
⊔
TpM∗ is the cotangent bundle.
For the space of smooth functions on an open set A ⊂ M we will write
C∞(A), T (A) for the space of smooth vector fields and T ∗(A) for the smooth
covector fields. Also, for the space of smooth vector fields along a path γwe
write T (γ). Tangent vectors will be denoted by lower-case letters, while
capitals are used for the vector fields on M. The space of smooth k-covariant
l-contravariant tensor fields on M is denoted byT kl (M). The rare general uses
of covector and tensor fields are denoted by Greek letters and are always
specified to separate them from paths.
The tangent map of a smooth function f : Mm → Nn at p ∈ M is a linear
map f∗ : TpM→ T f (p)N defined by the expression
( f∗v)(g) = v(g ◦ f ), g ∈ C∞( f (p)), v ∈ T f (p)N,
and therefore is a generalization for the derivative of the inner function.
To stress the point p in question we may write f∗p instead. The differential
d f : M→ TM∗ of a function f ∈ C∞(M) is a map given by
d f (p)(v) = d fpv = v f , v ∈ TpM,
and so is the counterpart of the derivative function on differentiable man-
ifolds.
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Let A ⊂ M be open and V1, . . . ,Vn be smooth vector fields with the
property that for all p ∈ A, the vectors V1p, . . . ,Vnp span the space TpM. Then
V1, . . . ,Vn form a (local) frame in A. If A = M, we talk about a global frame.
If (U, x), x = (x1, . . . , xn), is a chart, then the maps ∂i : M → TM, p 7→ (∂i)p,
where
(∂i)p f B
(
∂
∂xi
)
p
f = Di( f ◦ x−1)(x(p)), f ∈ C∞(p),
form the so-called coordinate frame in U. For any vector field V in U we
may then write
Vp = vi(p)(∂i)p, p ∈ U,
where the functions vi : U → R are called the component functions of V in
respect to U.
Similarly we define local and global coframes with help of covector
fields. If (U, x) is a chart as above, the coordinate frame is here given by
maps dxi : U→ R; if ω is a covector field, we can write
ωp = ωi(p)dxip.
The functions ωi : U→ R are again called component functions.
We can now write any tensor field σ ∈ T kl (U) using the local coordinate
frame and coframe:
σ = σi1...ilj1... jkdx
j1 ⊗ · · · ⊗ dx jk ⊗ ∂i1 ⊗ · · · ⊗ ∂il .
The functions σi1...ilj1... jk : U → R are called the component functions of σ in
respect to the chart (U, x)
The Lie bracket is an operator T (A) × T (A)→ T (A) given by
[X,Y]p f = Xp(Y f ) − Yp(X f ), f ∈ C∞(p), p ∈ A.
For a local coordinate frame ∂1, . . . , ∂n in respect to the chart (U, x) we then
have
[∂i, ∂ j] = 0 ∀i, j.
More information on the mentioned and other fundamental concepts
of differential geometry can be found in [4] and [9]. The notation will also
follow the one in [9], unless stated otherwise.
6
Chapter 3
Riemannian Manifolds
In this chapter we move from the general theory of differentiable manifolds
on to the Riemannian manifolds. In effect, we introduce a metric on a
differentiable manifold M by making each of its tangent spaces an inner
product space. The inner product also makes it possible to make statements
about the relative directions between tangent vectors, albeit within a single
tangent space. This, among other things, gives rise to the second important
concept of chapter that gives a tool to measure the same property between
tangent vectors in separate tangent spaces.
A Riemannian metric (tensor) g is a map that assigns to each point p ∈M
a symmetric positive-definite bilinear form, or inner product, denoted by
〈·, ·〉p, in such a way that the map p 7→ 〈V,W〉p : M→ R is in C∞(M) for all
V,W ∈ T (M). Endowed with the 〈·, ·〉p, TpM is an inner product space in all
respects, and follows therefore the general theory. In coordinates (xi) the
Riemannian metric can be written as
g = gi jdxi ⊗ dx j,
where gi j : M→ R are smooth functions.
The Euclidean metric can be presented in this way with component
functions gi j = δi j. On the other hand, the induced Riemannian metric on
S2 in respect to the spherical coordinate frame (ϕ, ϑ) can be written as:
g = dϕ2 + sin2 ϕdϑ2.
With the help of the Riemannian metric, we can define the distance
between two points x, y ∈M by setting
d(x, y) = inf `(γ) B inf
∫
I
|γ˙t|dt,
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where the infimum is taken over all piecewise smooth paths γ : I → M
from x to y, provided any such paths exist. If M is connected, this can be
done for each such pair. Then d is an actual metric, and as a matter of fact,
it induces the original topology on M; see for example [4].
On every differentiable manifold there exists a Riemannian metric, and
so every connected differentiable manifold is actually metrizable. The
proof will not be presented here, but basically just the inner product of Rn
is pulled locally back using charts, and then a partition of unity allows the
definition of a global Riemannian metric. Details can be found for example
in [9].
The next concept is the so called connection. The name comes from its
function connecting tangent spaces as briefly mentioned in the introduc-
tion to this chapter. The intended purpose of a connection is however
slightly more ambitious, as it is needed for the generalization of lines of an
Euclidean space.
An affine connection is a bilinear map ∇ : T (M) × T (M) → T (M),
(X,Y) 7→ ∇XY that satisfies the following two conditions:
i) ∇ f XY = f∇XY,
ii) ∇X( f Y) = f∇XY + (X f )Y,
where f ∈ C∞(M). We call ∇XY the covariant derivative of Y in the direction of
X. A covariant derivative ∇XY can be seen as a measure of how much the
velocity of the vector field Y strays from X at any given point in M.
A specific case of covariant derivatives is the covariant derivative along
a path; in other words, ifγ : I→M is a path, V is a smooth vector field along
γ and for each t we have Vt = Yγ(t) for some Y ∈ T (M) with DtV = ∇γ˙tY,
then D : T (γ) → T (γ) is called the covariant derivative of V along γ. As
above, the covariant derivative along γ tells how much the velocity of a
vector field deviates from the direction of the path. Inspired by this, we
say that a vector field V is parallel along γ if DtV ≡ 0. From time to time
we may write V′t instead of DtV for brevity.
As with the Riemannian metric, it can be shown that each differentiable
manifold admits an affine connection. The proof uses the fact that we can
write the connection ∇ in respect to the frame (∂ j) as
∇XY = (aib jΓki j + Xbk)∂k,
where X = ai∂i, Y = bi∂i, and Γki j∂k = ∇∂i∂ j. The coefficients Γki j are called
the Cristoffel symbols of ∇ in respect to (∂i). In each individual chart we can
choose the Cristoffel symbols, and then use partition of unity to combine
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the local definition for a global connection; for details, see Theorem 3.12 in
[9].
A simple example of a connection comes from the Euclidean space,
where the Cristoffel symbols of the standard connection vanish every-
where, and therefore it reduces to just derivation of the vector Y in the
direction of X.
Also, a fundamental theorem of Riemannian geometry (cf. [9, p. 38])
states that for every Riemannian metric there exists a unique affine con-
nection with two more properties:
X〈Y,Z〉 = 〈∇XY,Z〉 + 〈Y,∇XZ〉,
and
∇XY − ∇YX − [X,Y] = 0.
The former is called compatibility with the Riemannian metric (hence the
one-to-one correspondence with the metrics), and the latter symmetricity.
The connection of this kind is called the Riemannian connection. The name
Levi-Civita connection is also used, in reference to the Italian mathemati-
cian who first understood some implications of the concept.
Based on a notion of parallelism above, we define a parallel transport
of v ∈ TpM along a path γ : I → M, with γ(t0) = p, to be such a smooth
parallel vector field V that Vt0 = v. The parallel transport is then uniquely
defined by v, see [9, p. 35]. Applying this line of thought to each element of
the tangent space separately defines a linear isomorphism Pt0,t : Tγ(t0)M →
Tγ(t)M that retains angles.
3.1 Geodesics and Variation
In this section we consider geodesics, which are in a certain way general-
izations of straight lines on arbitrary manifolds in the sense that they are
the shortest ways between two points. In general, though, that may not
hold for any two points, but only if they are close enough to one another.
To take that property for the definition is problematic, so we approach
geodesics from another direction. In this section and always thereafter, the
connections will be Riemannian.
Definition 3.1. A C∞-path γ : I → M, where I ⊂ R is an open interval, is a
geodesic if Dtγ˙ ≡ 0. If the vector field γ˙ along γ is extendible, equivalently
we may require that ∇γ˙γ˙ ≡ 0.
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The definition given here is in tune with the intuition of straight lines.
In the same way as a velocity vector of a line in an Euclidean space always
points at the same direction as the line itself leads, the tangent vectors of a
geodesic are always parallel with the geodesic itself.
Also, if γ is a geodesic, then we have 〈γ˙, γ˙〉′ = γ˙〈γ˙, γ˙〉 = 2〈∇γ˙γ˙, γ˙〉 = 0.
Therefore 〈γ˙, γ˙〉 is necessarily constant, and γ is naturally parametrized
proportionally to its length. These two facts can be combined for the
intuition that a geodesic has constant speed on M; that is, it leads always
in the same direction at the same speed.
Next we want to look a little in the minimizing properties of geodesics,
i.e. how they realize the distance between two points. For that purpose,
we call a smooth path γ : [a, b]→M regular if there is no point t ∈ [a, b] with
γ˙t = 0. A path γ is called admissible if it is piecewise regular or its domain
consists of a single point. Therefore a path is admissible if it is constant in
no open set.
Definition 3.2. An admissible path γ : [a, b] → M is minimizing if `(γ) =
d(γ(a), γ(b)).
We will also say that γ : I→M is minimizing from p to q if p = γ(a) and
q = γ(b), [a, b] ⊂ I, and γ|[a,b] is minimizing.
As mentioned above, every geodesic is locally minimizing. On the
other hand, it happens that any minimizing path is actually a geodesic.
We will not go into the proof as it is lengthy and secondary in our current
pursuit of the Sphere theory. However, the proof makes use of the theory
of variation, which is basically the theory of extreme values applied to
functions instead of points in a Euclidean space.
We will now take a look at the variation, as it is useful in itself to us.
We start by introducing some auxiliary definitions.
A continuous map Γ : (−ε, ε) × [a, b] → M is called an admissible family
of curves if it satisfies the following two conditions:
i) Γ is smooth in respect to t on each rectangle (−ε, ε) × [ai−1, ai] for some
a = a0 < a1 < · · · < an = b.
ii) For each s ∈ (−ε, ε), the curve Γs : [a, b]→ M,Γs(t) = Γ(s, t), is admissi-
ble.
The curves Γs : [a, b] → M, Γs(t) = Γ(s, t), are called the main curves of the
family, and they are admissible by the condition i) above. Respectively,
Γ(t) : (−ε, ε)→M, Γt(s) = Γ(s, t), are the transverse curves.
A vector field along Γ is a continuous mapping V : (−ε, ε) × [a, b] → TM
with V(s, t) ∈ TΓ(s,t)M for all pairs (s, t) and V|(−ε, ε)× [a¯i−1, a¯i] is C∞ for some
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subdivision a = a¯0 < a¯1 < · · · < a¯n = b. Noteworthy here is that the division
of the interval [a, b] in question need not be the same as above. We define
two vector fields S and T along the family Γ as following:
S(s, t) B ∂sΓ(s, t) =
d
ds
Γ(t)(s),
and
T(s, t) B ∂tΓ(s, t) =
d
dt
Γs(t).
In effect, S is the tangent field in respect to s, and T respectively in respect
to t.
As one could guess, the connection between the main curves and the
transverse curves goes deeper than this, as can be seen in the following
lemma:
Lemma 3.1. (Symmetry Lemma.) Let Γ : (−ε, ε) × [a, b] → M be a family of
admissible curves on a Riemannian manifold M. Then
Ds∂tΓ = Dt∂sΓ.
Proof. Let ∂t and ∂s be the standard coordinate vector fields in R2. Then
∂tΓ = Γ∗∂t and ∂sΓ = Γ∗∂s
by the definition of the tangent map. Since [∂t, ∂s] = 0, we have
Ds∂tΓ −Dt∂sΓ = ∇Γ∗∂sΓ∗∂t − ∇Γ∗∂tΓ∗∂s
= [Γ∗∂s,Γ∗∂t]
= Γ∗[∂s, ∂t] = 0.

Let γ : I → M be a piecewise regular curve. An admissible family of
curves Γ : (−ε, ε) × I → M is called a variation of γ if Γ0 = γ, and it is called
proper if it keeps the end points in place: Γs(a) = γ(a) and Γs(b) = γ(b) for
all s. The variation field of Γ is the vector field S defined above restricted to
the image γ|[a,b].
For the variation we have the following, so-called first variation for-
mula, which connects the speed at which the length of main curves changes
to the way the covariant derivative of a path’s tangent vector and the vari-
ational field relate to each other. For proof, see for example [9].
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Theorem 3.2. ([9], Theorem 4.35) Let γ : [a, b]→ M be a unit speed admissible
curve, Γ a variation of γ, and V the variation field of Γ. Then
d
ds
`(Γs)|s=0 = −
∫ b
a
〈V,Dt γ˙〉dt −
n∑
i=0
〈V(ai),∆iγ˙〉,
where a = a0 < a1 < · · · < an = b with γ|[ai−1, ai] being regular, ∆iγ˙ =
limt→ai+ γ˙(t) − limt→ai− γ˙(t) for 1 ≤ i ≤ n − 1 and ∆0γ˙ = −γ˙(a) and ∆nγ˙ = γ˙(b).
In particular, if γ is a geodesic, we have dds`(Γs)|s=0 = 0.
3.2 The Exponential Map
If γ is a geodesic with γ˙0 = v, we write γ = γv. Let Iv be the maximal
interval on which γv is defined, and let [0, lv) be the maximal semi-open
subset of the non-negative part of Iv. Let E ⊂ TM be the set of vectors v
such that lv > 1, that is, γv is defined for all 0 ≤ t ≤ 1.
Definition 3.3. For all v ∈ Ewe set exp(v) = γv(1); we call exp: E →M the
exponential map.
The exponential map at the point p ∈M is the map expp = exp |Ep , where
Ep = E ∩ TpM.
The exponential map is smooth, and for all v ∈ E we have γv(t) =
exp(tv) when both sides are defined. Also, for all p ∈ M there exists a
neighbourhood V of the origin in TpM and a neighbourhood U of p such
that expp : V → U is a diffeomorphism.
A neighbourhood U ⊂ M of p ∈ M is normal, if expp is a diffeomor-
phism W → U where W ⊂ TpM is a neighbourhood of the origin in TpM.
Furthermore, an open set V ⊂ M is uniformly normal if there exists δ > 0
such that for all q ∈ V the map expq is a diffeomorphism on B(0, δ) ⊂ TqM
and V ⊂ expq B(0, δ).
A Riemannian manifold is said to be geodesically complete if for all
p ∈ M the exponential map expp is defined in the whole TpM. In other
words, every geodesic γ that starts at p is defined for all values of t in R.
We present here a theorem from Hopf and Rinow that connects the
completeness in terms of geodesics to the metric completeness and other
topological concepts. The following formulation is from [4].
Theorem 3.3. (Hopf-Rinow; [4], Theorem 7.2.8) Let M be a connected Rieman-
nian manifold and let p ∈M. Then the following statements are equivalent:
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i) expp is defined on the whole TpM.
ii) The closed and bounded sets of M are compact.
iii) M is complete as a metric space.
In addition, each of the statements above implies that for any two points
p, q ∈M there exists a minimizing geodesic joining p to q.
Since we are mostly concerned here with manifolds that are already
compact and simply connected, we may usually assume that E = TM, and
therefore the exponential map is globally defined on each tangent space of
M.
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Chapter 4
Curvature
In this chapter we explore the notion of curvature. Intuitively, the curvature
of a manifold M should tell us how much it, at any single point, deviates
from an Euclidean space of the same dimension. This, however, proved
to be slightly hard to work with as an initial concept, and so we will first
define a more unintuitive way to measure the curvature of M.
Let M be a smooth manifold, and ∇ an affine connection on M.
Definition 4.1. A curvature tensor field on M is a mapping R : T (M)×T (M)×
T (M)→ T (M) defined by the expression
R(X,Y)Z = ∇X∇YZ − ∇Y∇XZ − ∇[X,Y]Z.
What the curvature tensor field does is basically just measuring how
well the covariant derivatives in the directions of X and Y play together, or
commute. Since the Cristoffel symbols of the Euclidean connection vanish,
we have in standard coordinates
R(X,Y)Z = (X(Yzi) − Y(Xzi) − [X,Y]zi)∂i = 0,
which means basically that the Euclidean space is ’flat’. This is in tune with
the desired intuition, so the definition here is not completely far-fetched.
In fact, from a simple calculation we see that R can be written in local
coordinates (∂i) as
R(ai∂i, b j∂ j)ck∂k =
( (
bi∂ia j − ai∂ib j
)
ckΓmjk + X
(
b jckΓmjk
)
− Y
(
a jckΓmjk
) )
∂m.
This implies that the connection ∇ - and therefore the Riemannian metric
g in case of a Riemannian connection - is significant in this interpretation
of curvature. This is understandable since the connection describes how
tangent spaces relate to each other.
The following properties follow easily from the definition of R.
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Lemma 4.1. The curvature tensor field has the following properties for all vector
fields X,Y,Z,W:
a) R is 3-linear over C∞(M): for every f , g ∈ C∞(M) we have
R( f X1 + gX2,Y)Z = f R(X1,Y)Z + gR(X2,Y)Z,
R(X, f Y1 + gY2)Z = f R(X,Y1)Z + gR(X,Y2)Z,
R(X,Y)( f Z1 + gZ2) = f R(X,Y)Z1 + gR(X,Y)Z2,
b) R(X,Y)Z = −R(Y,X)Z,
c) The Bianchi identity: R(X,Y)Z + R(Y,Z)X + R(Z,X)Y = 0,
d) 〈R(X,Y)Z,W〉 = 〈R(Z,W)X,Y〉,
e) 〈R(X,Y)Z,W〉 = −〈R(X,Y)W,Z〉.
It follows from a) that R is a tensor field inT 31 (M). The curvature tensor
field can as such be written in coordinates (xi), with (∂i) as the coordinate
frame, as
Rli jkdx
i ⊗ dx j ⊗ dxk ⊗ ∂l,
where the functions Rli jk are given by the expression
Rli jk∂l = R(∂i, ∂ j)∂k.
The use of curvature tensor field along with the metric tensor has, as
seen in d) and e), some useful properties, and as such will be taken to use.
Therefore we write
R(X,Y,Z,W) = 〈R(X,Y)Z,W〉.
This new R is a 4-covariant tensor instead and is called the Riemannian
curvature tensor. Based on the notion above, it can be written in coordinates
as
R = Ri jkldxi ⊗ dx j ⊗ dxk ⊗ dxl,
where the functions Ri jkl are defined by
Ri jkl = 〈R(∂i, ∂ j)∂k, ∂l〉 = glmRmijk.
We now move on to another kind of curvature, one that is more easily
handled. For that, we write
|u ∧ v| =
√
|u|2|v|2 − 〈u, v〉2
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for the area of the parallelogram spanned by u and v in TpM. The definition
is clearly symmetric in respect to u and v. If |u ∧ v| , 0, that is, if u and v
are linearly independent, we define
K(u, v) =
R(u, v, v,u)
|u ∧ v|2 .
The number K(u, v) is in a certain way a normalized version of the
Riemannian curvature on two-dimensional submanifolds, since the Rie-
mannian curvature in no way takes into account the respective norms of
the vectors it takes as arguments. This interpretation is further reinforced
by the next lemma that states that K(u, v) is independent of the choice of
the vectors u and v within any 2-dimensional subspace of TpM:
Lemma 4.2. Let P ⊂ TpM be a 2-dimensional subspace and let u, v ∈ P be linearly
independent. Then K(u, v) does not depend on the choice of u and v.
Proof. If (u′, v′) form another basis for P, then we know from fundamental
linear algebra that we can obtain (u′, v′) from (u, v) by iterating transforma-
tions of types (u, v) 7→ (v,u), (u, v) 7→ (au, v) and (u, v) 7→ (u + av, v), where
a ∈ R. Therefore it suffices to show that each one of these transformations
retains the value of K(u, v). By properties b) and e) of Lemma 4.1, the first
transformations obviously does so. By linearity we have
K(au, v) =
R(au, v, au, v)
|au ∧ v|2 =
a2
a2
R(u, v,u, v)
|u ∧ v|2 = K(u, v).
The third transformation retains the value of K(u, v) because
R(u+av, v,u+av, v) = R(u, v,u, v)+2aR(u, v, v, v)+a2R(v, v, v, v) = R(u, v,u, v)
by the properties a) and e) of the mentioned lemma, and
|(u + av) ∧ v|2 = |u + av|2|v|2 − 〈u + av, v〉2
= (|u|2 + 2a〈u, v〉 + a2|v|2)|v|2 − 〈u, v〉2 − 2a〈u, v〉|v|2 − a2|v|4
= |u ∧ v|2,
by merely the definition of the inner product. 
Since the value K is uniquely determined by the subspace P, we can
now define another measure of curvature. This definition is much more in
tune with the intuition.
16
Definition 4.2. Let p ∈M and P ⊂ TpM be a 2-dimensional subspace. Then
the number K(P) = K(u, v), where (u, v) is any basis of P, is called the
sectional curvature of P at p.
The definition here basically reduces the measuring of the curvature of
a manifold to measuring it on planes in tangent spaces. These sectional cur-
vatures, along with the Riemannian metric, actually define the curvature
tensor field R. For more information, see Theorem 5.18 in [9].
In the following we write H1 ≤ KM ≤ H2 if the inequality H1 ≤ K(P) ≤ H2
holds for every 2-dimensional subspace P ⊂ TpM and p ∈M.
4.1 Jacobi Fields and Conjugate Points
In this section we study a certain type of vector fields along a geodesic
γ, called Jacobi fields. They provide a useful approach to the geometrical
considerations of manifolds later on. Also we discuss pairs of points such
that there can be found such a Jacobi field between them that vanishes at
the given points.
We start with a lemma that binds together the curvature and the ad-
missible families of curves defined in conjunction to variation.
Lemma 4.3. If Γ is an admissible family of curves and if V is a smooth vector
field along Γ, then
DsDtV −DtDsV = R(S,T)V
Proof. Since, by Lemma 3.1,
[S,T] = [Γ∗∂s,Γ∗∂t] = Γ∗[∂s, ∂t] = 0,
we have
R(S,T)V = ∇S∇TV − ∇T∇SV − ∇[S,T]V
= ∇Γ∗∂s∇Γ∗∂tV − ∇Γ∗∂t∇Γ∗∂sV
= DsDtV −DtDsV.

In the following we consider a special case of variations. We say that an
admissible family Γ is a variation of γ through geodesics if Γ is a variation
of γ and all main curves Γs are geodesics.
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Theorem 4.4. Let γ be a geodesic, Γ a variation of γ through geodesics, and V
the variation field of Γ. Then V satisfies
(4.3) D2t V + R(V, γ˙)γ˙ = 0.
Proof. Since all main curves of Γ are geodesics, we have
DtT = DtΓ˙ = 0.
By Lemmata 3.1 and 4.3, we have then
0 = DsDtT = DtDsT + R(S,T)T
= DtDtS + R(S,T)T,
as required since V = S||γ|. 
The equation 4.3 is called the Jacobi equation. The vector fields that sat-
isfy it are interesting and useful by themselves, and therefore we introduce
the following definition.
Definition 4.4. A vector field V along a geodesic γ that satisfies (4.3) is
called a Jacobi field.
Aside from geodesical variations, Jacobi fields are actually quite com-
mon to come by, as the following lemma suggests.
Lemma 4.5. Let γ : I→M be a geodesic, t0 ∈ I and p = γ(t0). Given any vectors
u, v ∈ TpM there exists a unique Jacobi field W satisfying
Wt0 = u and (DtW)t0 = v.
Proof. Let Ei ∈ T (γ), 1 ≤ i ≤ n, be a parallel orthonormal frame along
γ, where En = γ˙. Then W = wiEi. Since Ei is parallel, DtW = w˙iEi and
D2t W = w¨
iEi. In the frame (Ei), we get
R(W, γ˙)γ˙ = R(w jE j,En)En = w jRijnnEi.
Definition-wise, W is a Jacobi field exactly when it satisfies (4.3). But this
occurs if and only if
w¨iEi + w jRijnnEi = 0,
or for all i = 1, . . . ,n we have
w¨i + w jRijnn = 0.
But this is a system of linear second order ordinary differential equations,
and thus there exists a unique solution with the initial conditions given in
the statement of the lemma. 
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It follows from this lemma that the Jacobi fields along a path γ form
a 2n-dimensional vector space. This is because the differential equations
that provided the Jacobi fields are linear over R, and the initial conditions
belong to the space TpM × TpM with dimension 2n.
Theorem 4.4 stated that the variation field of any variation through
geodesics is a Jacobi field. Conversely, every Jacobi field is a variation
field of some such variation at least on the closed subsets of the geodesic’s
domain.
Lemma 4.6. If γ : I → M is a geodesic and V is a Jacobi field along it, then on
every [a, b] ⊂ I V is the variation field of some variation of γ|[a,b] through geodesics.
Proof. Let γ : I→M be a geodesic and V a Jacobi field along γ. Fix [a, b] ⊂ I
and t0 ∈ [a, b]. Let σ be a smooth path with σ˙0 = Vt0 . Let T and Z be parallel
vector fields along σ with T0 = γ˙t0 and Z0 = (DtV)t0 . When ε > 0 is small
enough, we define Γ : (−ε, ε) × [a, b]→M by setting
Γ(s, t) = expσ(s) ((t − t0)(Ts + sZs)) .
Then Γ is a variation of γ through geodesics, and by Theorem 4.4 the map
t 7→ ∂sΓ(0, t) is a Jacobi field along γ. We aim to show that Vt = ∂sΓ(0, t).
First we note that
∂sΓ(0, t0) =
d
ds
Γ(s, t0)|s=0 = ddsσ(s)|s=0 = σ˙0 = Vt0
and
∂tΓ(s, t0) =
d
dt
Γ(s, t)|t=t0 = Ts + sZs.
The Symmetry Lemma 3.1 along with the assumptions of the paral-
lelism along σ of T and Z then imply
Dt∂sΓ(s, t0) = Ds∂tΓ(s, t0) = Ds(Ts + sZs)
= DsTs + sDsZs +
d
ds
(s)Zs
= Zs.
Therefore at s = 0 we have Dt∂sΓ(0, t0) = Z0 = (DtV)t0 ; since V and ∂sΓ(0, ·)
have the same initial values at t0, by the previous lemma we have V =
∂sΓ(0, ·). 
We now introduce the concept of conjugacy. The definition we give
here is not exactly in tune with the topic of this chapter, but it proves to be
more useful in the end.
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Definition 4.5. A point q = expp v ∈ M is a conjugate point of p ∈ M if q
is a critical value of expp; that is, if expp∗v w = 0 for some v ∈ TpM and
w ∈ Tv(TpM). Furthermore, q = expp v is conjugate to p along γ if γ is a
reparametrization of γv.
Because TpM and Tv(TpM) are both n-dimensional, isometric inner pro-
duct spaces, we can assimilate them with each other, and this is done
without further comment. The approach here gains more consideration in
the following chapter when critical values are discussed more.
The next theorem characterizes conjugacy with help of Jacobi fields,
and therefore justifies the introduction of the concept in this chapter. It
also has some interesting consequences.
Theorem 4.7. Let γ : [0, 1] → M be a geodesic. Then q = γ(1) is conjugate to
p = γ(0) along γ if and only if there exists a non-trivial Jacobi field V along γ
with V0 = 0 = V1.
Proof. Suppose first that q is conjugate to p along γ. Suppose expp v = q
and expp∗v w = 0 for some non-zero w ∈ TpM. Let Γ(s, t) = expp t(v + sw)
be the variation of the geodesic t 7→ expp(tv) through geodesics. The
corresponding variation field is then given by
Vt = ∂sΓ(0, t) = expp∗tv tW,
where W is the parallel field of w along g. Now V is a Jacobi field that
vanishes at t = 0 and t = 1 since V0 = expp∗0 0 = 0 and V1 = expp∗v w = 0.
On the other hand, expp is a local diffeomorphism at 0 ∈ TpM so V is
non-trivial.
Suppose then that V is a non-trivial Jacobi-field along γ that vanishes
at the end points. Let Γ(s, t) = expp t(γ˙0 + sV
′
0).Now the variation field of Γ
is V (cf. the proof of Lemma 4.6); therefore
expp∗γ˙0 V
′
0 = ∂sΓ(0, 1) = V1 = 0.
Since V0 = 0, we necessarily have V′0 , 0 because otherwise V ≡ 0 by
Lemma 4.5 even though V was assumed to be non-trivial. Therefore expp∗γ˙0
is singular, and therefore q = expp γ˙0 is conjugate to p along γ. 
If V is a Jacobi field along γ : [a, b]→M, then t 7→ Va+b−t is a Jacobi field
along −γ. Therefore the previous theorem implies:
Corollary 4.8. A point q is conjugate to p along γ if and only if p is conjugate to
q along −γ.
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Since the definition of conjugacy is clearly dependent on the Jacobi
fields, too, a question arises how many linearly independent Jacobi fields
of required kind there are given the conjugate points along a geodesic. The
dimension of the space of such Jacobi fields is called the multiplicity of the
conjugate points.
The multiplicity is always at most n− 1. The upper bound n− 1 follows
from Theorem 4.5, since there are at most n linearly independent possibili-
ties that allow the field to vanish at the starting point. Also, one such field
is Jt = tγ˙t, which quite obviously only vanishes at t = 0.
Another interesting property of this kind of Jacobi fields is that both
the field and its covariant derivatives along the path are normal.
Theorem 4.9. If J is a Jacobi field along geodesic γ : [a, b]→ M that vanishes at
the endpoints, then both J and DtJ are normal to γ, that is,
〈J, γ˙〉 = 〈DtJ, γ˙〉 = 0.
Proof. We have
〈DtJ, γ˙〉′ = 〈D2t J, γ˙〉 = 〈−R(J, γ˙)γ˙, γ˙〉 = 0,
where the first equality holds since γ is a geodesic, the second for J is a
Jacobi field along γ, and the last one follows from the property e) of Lemma
4.1. Then 〈DtJ, γ˙〉 = c where c ∈ R is a constant. Since
〈J, γ˙〉′ = 〈DtJ, γ˙〉 = c,
we also have 〈J, γ˙〉t = ct+d, where d is another constant. Because J vanishes
at the endpoints of γ, we necessarily have c = d = 0, which finishes the
proof. 
4.2 Curvature and Geometry
In this section we study how the curvature affects certain geometrical
properties of manifolds. Of particular interest in this chapter is the result
by Bonnet that gives an estimate on the location of conjugate points. This
is done with a heavy use of Jacobi fields because their definition involves
curvature in a suitable way. Also, conjugate points are seen through their
initial definition
We start by stating the Rauch comparison theorem, which relates ge-
ometries of manifolds of distinct curvatures. It also makes it possible to
compare manifolds of different dimensions.
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Theorem 4.10. (Rauch comparison theorem; [9], Theorem 8.2.) Let Mn and
M˜n+k, k ≥ 0, be Riemannian manifolds and let γ : [0, b]→ M, γ˜ : [0, b]→ M˜ be
unit speed geodesics such that γ˜(0) has no conjugate points along γ˜. Suppose that
for every t ∈ [0, b], v ∈ Tγ(t)M and v˜ ∈ Tγ˜(t)M we have
K(γ˙t, v) ≤ K( ˙˜γt, v˜).
Let J and J˜ be non-trivial Jacobi fields along γ and γ˜, respectively, such that
J0 = λγ˙0, J˜0 = λ ˙˜γ0, 〈J′0, γ˙0〉 = 〈J˜′0, ˙˜γ0〉, and |J′0| = | J˜′0|,
where λ ∈ R is a constant. Then for every t ∈ [0, b] we have
|Jt| ≥ |J˜t|.
Intuitively, this can be interpreted so that the height a Jacobi field
reaches does not depend on the curvature; the curvature merely deter-
mines how high the vector field starts at. In essence, the more positively
curved a manifold is, the shorter are its Jacobi fields by norm. We shall
omit the proof of Rauch’s theorem and prove two of its corollaries instead.
The first one relates the lengths of geodesic suitably lifted from a manifold
to another.
Theorem 4.11. Let Mn and M˜k, n ≤ k, be Riemannian manifolds, and let p ∈M
and p˜ ∈ M˜. Let I : TpM → Tp˜M˜ be a linear injection that preserves the inner
product, and assume KM˜ ≥ KM, that is K(u˜, v˜) ≥ K(u, v) for u, v ∈ TM and
u˜, v˜ ∈ TM˜. Let r > 0 be small enough that expp |B(0,r) is an embedding and
expp˜ B(0, r) contains no conjugate points to p˜. Then for each piecewise smooth
path c : [0, 1]→ expp B(0, r) we have
`(c) ≤ `(c˜),
where c˜ = expp˜ ◦ I ◦ exp−1p ◦ c.
Proof. Let us define a map cˆ : [0, 1]→ B(0, r) ⊂ TpM by setting cˆ = exp−1p ◦c.
Consider then the variation Γ(s, t) = expp(tcˆs), where Γs : t 7→ expp(tcˆs) is a
geodesic for each s. Now the variation field Vst := ∂sΓ(s, t) is a Jacobi field
along Γs.Then
Vst =
d
dsΓ(s, t) = t expp∗tcˆs(
˙ˆcs),
Vs0 = 0,
Vs1 =
d
ds (expp cˆs) =
d
dscs = c˙s, and
(DtVs)0 = Dt(t expp∗tcˆs(
˙ˆcs)|t=0 = ˙ˆcs.
22
Now consider the variation Γ˜(s, t) = expp˜(I(tcˆs)) = expp˜(tI(cˆs)), also
through geodesics Γ˜s : t → expp˜(tI(cˆs)). Therefore, the variation field
V˜st := ∂sΓ˜(s, t) of Γ˜ is again a Jacobi field for which we have
V˜s0 = 0, V˜
s
1 = ˙˜cs, and (DtV˜
s)0 = I( ˙ˆcs).
Since I preserves the inner product, we have
|(DtVs)0| = | ˙ˆcs| = |I( ˙ˆcs)| = |(DtV˜s)0|
and
〈Γ˙s,DtVs〉0 = 〈Γ˙s(0), (DtVs)0〉 = 〈I(Γ˙(0)), I( ˙ˆcs)〉
= 〈I(cˆs), (DtV˜s)0〉 = 〈Γ˜s(0), (DtV˜s)0〉 = 〈Γ˜s,DtV˜s〉0.
Since, in addition, Vs0 = 0 and V˜
s
0 = 0 holds, the conditions of Rauch
comparison theorem are satisfied. Therefore we have
|c˙s| = |Vs1| ≥ |V˜s1| = | ˙˜cs|.
This holds for all s ∈ [0, 1] so we have the claim. 
The following corollary is close to a formulation of the Bonnet-Myers
theorem as Bonnet stated it originally. The theorem will be properly pre-
sented in the next section when we obtain the tools necessary to relate the
conjugate points to the minimizing property of geodesics.
Corollary 4.12. (Bonnet.) Suppose that the sectional curvatures of M satisfy
H1 ≤ KM ≤ H2
for some constants H1,H2 > 0. Then for the distance d between two consecutive
conjugate points along a geodesic γ we have
pi√
H2
≤ d ≤ pi√
H1
.
Proof. It suffices to show that the distance between a point and its first
conjugate point is bounded in the required way.
Let γ : [0, `] → M be a unit speed geodesic with γ(0) = p. Let J be a
Jacobi field along γ such that J0 = 0 and 〈J, γ˙〉 = 0. Let Sn(δ) be the sphere
with constant sectional curvature δ. Fix p˜ ∈ Sn(δ) and a unit speed geodesic
γ˜ : [0, `] → Sn(δ) with γ˜(0) = p˜. Let J˜ be a Jacobi field along γ˜ such that
J˜ = 0, 〈J˜, ˙˜γ〉 = 0 and | J˜′0| = |J′0|.
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Choose first δ = H1. Since along each geodesic on Sn(H1) the conjugate
point is exactly the antipodal point of p˜, we have by Rauch comparison
theorem
|Jt| ≤ |J˜t|
for all t and J˜t0 = 0 for t0 =
pi√
H1
since γ(t0) = −p˜. This implies Jt = 0 for
some t ∈ (0, pi√
H1
]. Then γ(t) is conjugate to γ(0).
Choose then δ = H2. Now γ˜ has no conjugate pairs in (0, pi√H2 ), which
implies by Rauch comparison theorem
|Jt| ≥ |J˜t| > 0
for any t ∈ (0, pi√
H2
).
Therefore, the distance d from p to its first conjugate point along γ
satisfies the claimed inequality. 
In particular, the previous lemma implies that if the sectional curvatures
are uniformly bounded from above by a constant H, then for every point
p ∈ M the ball B(p, pi√
H
) contains no conjugate points of p. This fact is used
in the next lemma.
Lemma 4.13. (Lemma of Klingenberg.) Let M be a complete Riemannian
manifold with sectional curvatures satisfying K ≤ H, where H is a positive
constant. Let p, q ∈ M and let γ0 and γ1 be two separate geodesics joining p to
q. Assume `(γ0) ≤ `(γ1) and that α is a homotopy map between γ0 and γ1. Then
there exists t0 ∈ [0, 1] such that
`(γ0) + `(αt0) ≥ 2pi√
H
.
Proof. We may assume that `(γ0) < pi√H since otherwise there remains noth-
ing to be proven.
By Corollary 4.12 to Rauch’s theorem, the map expp : TpM→M has no
critical points in the open ball B = B(0, pi√
H
) ⊂ TpM. If t is small, the path
αt can be lifted to the tangent space; that is, there exists a path α˜t in TpM,
which joins exp−1p (p) = 0 to exp
−1
p (q) = q˜ ∈ B, with expp ◦α˜t = αt.
It is not possible to do this for every t ∈ [0, 1]; if it were, for each t ∈ [0, 1)
the path α˜t would have the origin and q˜ as its end points. On the other
hand, the continuity of the homotopy α would then imply that also α˜1
would have the same end points. Since α1 is a geodesic, the paths α˜0 and
α˜1, and therefore also α0 and α1 would coincide, which is a contradiction.
We denote the set of all t for which αt can be lifted by T. Clearly T is open.
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For every ε > 0 we can find t(ε) such that αt(ε) can be lifted and
d(|α˜t(ε)|, ∂B) < ε. If this were not true, for some ε > 0 all lifts α˜t, t ∈ T,
would satisfy d(|α˜t|, ∂B) ≥ ε. If t′ was then a limit point of T, we would
have |αt′ | ⊂ expp B and αt′ could be lifted. Thus T would be both open and
closed, and therefore T = [0, 1] since the interval is connected; but this is a
contradiction.
Now, for all ε > 0, we have d
(
|αt(ε)|, ∂B(p, pi√H )
)
< ε. Therefore there
exists a point x = αt(ε)(s), 0 < s < 1, with d
(
x, ∂B(p, pi√
H
)
)
< ε. This in
turn implies d(x, p) ≥ pi√
H
− ε. We now obtain by using both the triangle
inequality and the definition of metric on M the inequality
`(γ0) + `(αt(ε)) = `(γ0(−αt(ε)|[0,1−s])) + `(αt(ε)|[0,s]) ≥ 2d(x, p) = 2( pi√
H
− ε).
Let εn → 0 be an arbitrary sequence. By considering a subsequence if
need be, we have t(εn) → t0 for some t0 ∈ [0, 1]; this t0 is independent of
the chosen sequence. Since `(αt) is continuous in respect to t, we may let
εn → 0, which gives us the claimed inequality. 
The lemma of Klingenberg implies that if we connect two points via
two separate geodesics, we can’t deform one into another without passing
through an exceptionally long curve (that has no need to be geodesic
in itself). This fact is used later when we discuss the injectivity of the
exponential map.
4.3 Index Form
In this section we are interested in the index form that is a bilinear form
defined along a geodesic. As collateral result, we gain useful informa-
tion about the conjugate points along a geodesic and an estimate for the
manifold’s diameter.
Let γ : [a, b]→M be a geodesic, andV be the vector space of piecewise
smooth vector fields V along γ. The index form of the geodesic γ is the
symmetric bilinear form Iγ :V×V → R,
Iγ(V,W) =
∫ b
a
〈DtV,DtW〉t − 〈R(V, γ˙)γ˙,W〉t dt,
where V,W ∈ V. The symmetry of the form follows directly from the
lemma 4.1. If there is no chance of misunderstanding, we write I = Iγ.
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In general, the index of a bilinear form B on a vector space V is the
dimension of the maximal subspace U ⊂ V where said form is negative
definite, i.e. B(v, v) ≤ 0 for all v ∈ V. The index of I contains information on
the geodesic it is defined on, and so gives rise to the following definition.
Definition 4.6. The index of the geodesic γ is the same as the index of the
index form Iγ.
Whereas the definition of the index is pretty straightforward, the idea
behind is not necessarily very clear. Therefore, the next theorem relates it
to the more hands-on concept of conjugate points.
Theorem 4.14. (Morse Index Theorem; [12], Theorem 15.1.) The index of the
form Iγ is finite and equals the number of points γ(t), 0 < t < 1, conjugate to γ(0),
each counted by its multiplicity.
We will not prove the theorem, but rather point the reader to the refer-
ence.
As the number of conjugate points along a geodesic is finite by the
previous theorem, we gain immediately the following corollary.
Corollary 4.15. The set of conjugate points along a geodesic is discrete.
Since the definition of the index form includes the use of curvature,
a question immediately rises whether there can be done any comparison
between two manifolds of different curvatures, as in Section 4.2. The
concept of comparison is slightly more restricted than before because of
the necessity to involve geodesics, but it is actually possible, as seen in the
next proposition.
Proposition 4.16. Let Mn and M˜n be Riemannian manifolds, with sectional
curvatures K and K˜ satisfying sup K˜ ≤ inf K. Let γ : [0, `] → M be a geodesic,
with γ(0) = p, and fix a point p˜ ∈ M˜. Let I : TpM → Tp˜M˜ be a linear isometry,
and define γ˜ : [0, `]→ M˜ by setting
γ˜(t) = expp˜(tIγ˙0).
Then, index γ ≥ index γ˜.
Proof. Let (Ei) and (E˜i) be orthonormal bases along γ and γ˜, respectively,
with E1(t) = γ˙t/|γ˙t| and E˜1(t) = ˙˜γt/| ˙˜γt|.
Let W˜ = W˜(t) =
∑n wi(t)E˜i(t) be a piecewise smooth vector field along
γ˜. Define a vector field W along γ by
W(t) =
n∑
wi(t)Ei(t) = Pt ◦ I−1 ◦ P˜−1t W˜(t),
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where Pt and P˜t are parallel transports along γ and γ˜ from 0 to t, respec-
tively. Clearly now we have〈
W, γ˙
〉
=
〈
W˜, ˙˜γ
〉
,
∣∣∣W(t)∣∣∣ = ∣∣∣W˜(t)∣∣∣ , and 〈W′,W′〉 = 〈W˜′, W˜′〉 .
Since sup K˜ ≤ inf K, we have I(W,W) ≤ I(W˜, W˜) straight from the definition.
Therefore, if I(W˜, W˜) < 0, necessarily I(W,W) < 0, which proves the lemma.

In conjunction with the Morse index theorem this lemma can be taken
to mean that the number of the conjugate points along a geodesic increases
the more positively curved the manifold is.
Apart from the conjugate points, also Jacobi fields can be associated
with the index form. It actually holds that Jacobi fields minimize the index
form in a certain sense, as is seen in the following Index lemma:
Theorem 4.17. (Index Lemma; [9], Theorem 7.2.) Let γ : [0, b]→M be a unit
speed geodesic from p = γ(0) to q = γ(b) with conjugate points to p along γ. Let
W be a piecewise smooth vector field along γ with W0 = 0 and let V ∈ T (γ) be
the unique Jacobi field with V0 = W0 and Vb = Wb. Then
I(V,V) ≤ I(W,W),
with equality if and only if W = V.
A crucial part of the proof for the Index Lemma is the so called Second
variation formula. While the First variation formula gave us the derivative
of path length, the Second variation formula offers information about the
second derivative of the length. Here we present, without proof, a corollary
to the formula that tells us of the relation of the index form to minimizing
geodesics.
Corollary 4.18. ([9], Corollary 6.26.) Let γ : [0, b] → M be a minimizing unit
speed geodesic. Then I(V,V) ≥ 0 for all normal vector fields V along γ that vanish
at the end points.
Keeping to the conjugacy, on introduction we mentioned that every
geodesic is at least locally minimizing. This fact has some common ground
with conjugacy, as can be seen from the next theorem.
Proposition 4.19. Let γ : [0, b] → M be a geodesic, and let γ(a) be conjugate to
p = γ(0) for some a ∈ (0, b). Then γ|[0,c] is not minimizing for c ∈ (a, b).
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Proof. We can assume that γ(a) is the first conjugate point along γ. Let J be
a normal, nontrivial Jacobi field along γ with J0 = Ja = 0. Define a vector
field V along γ by
Vt =
{
Jt t ∈ [0, a]
0 t ∈ [a, b].
Then V is normal and piecewise smooth along γ, a Jacobi field on both
[0, a] and [a, b] (though not on [0, b] since it is not smooth on the interval).
Thus, we have
I(V,V) =
∫ b
0
〈DtV,DtV〉t − 〈R(V, γ˙)γ˙,V〉t dt
=
∫ b
0
〈DtV,V〉′t − 〈D2t V + R(V, γ˙)γ˙,V〉t dt
=
∫ b
0
〈DtV,V〉′t dt = 0.
Fix δ > 0 so small that there are no conjugate pairs on γ|[a−δ,a+δ], and
let W be the normal Jacobi field on γ|[a−δ,a+δ] that satisfies Wa−δ = Ja−δ and
Wa+δ = 0. Define then yet another vector field X by
Xt =

Jt t ∈ [0, a − δ]
Wt t ∈ [a − δ, a + δ]
0 elsewhere.
Since V is not smooth on [a − δ, a + δ], it clearly is not a Jacobi field.
Therefore, on [a− δ, a + δ] we have I(X,X) < I(V,V) by Theorem 4.17. Since
X = V outside that interval, we have I(X,X) < I(V,V) = 0. But since X was
normal, piecewise smooth and it vanishes at the end points, by Corollary
4.18 geodesic γ is not minimizing on [0, c] for any c ∈ (a, b). 
As a nigh direct consequence of this theorem and a previous corollary
to the Rauch comparison theorem we now gain the Bonnet-Myers theorem
as Bonnet formulated it in 1855.
Theorem 4.20. (Bonnet-Myers.) Let M be a complete connected Riemannian
manifold. Suppose KM > H > 0. Then d(M) ≤ pi√H .
Proof. Suppose d(M) > pi√
H
. Then there exists a minimizing geodesic
γ : [0, b] → M with b > pi√
H
, since M was complete (by Theorem 3.3) and
connected. Now Corollary 4.12 implies that there is t ∈ [0, b] such that γ(t)
is conjugate to γ(0). Thus γ is not minimizing by the previous proposition,
which is a contradiction. Hence, d(M) ≤ pi√
H
. 
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Chapter 5
Morse Theory
In this chapter we will discuss Morse theory, which is the study of topology
of differentiable manifolds by consideration of critical behaviour of smooth
functions. We put these ponderings into practice while we explore a way
to deal with infinite dimensional path spaces.
In real analysis, a critical point of a function f : Rn → Rm is any point
x where the derivative matrix f ′(x) has rank of less than m. On the other
hand, this means that the image of f ′(x) is a vector space with dimension
less than m, and therefore not surjective.
On manifolds, the derivative matrix can be thought of as the tangent
map at the given point. This is the premise of the following definition,
which is a direct generalization of the real valued case.
Definition 5.1. Let f : M → N be a smooth function between smooth
manifolds M and N. A point p ∈ M is called a critical point of f if the
tangent map f∗p is not surjective. Respectively, f (p) is a critical value of f .
Any point or value that is not critical is called regular; in particular,
any points in codomain that remain outside the image of a function are
regular values. Conversely, if the codomain has a greater dimension than
the domain, every point in domain is a critical point.
We now state a theorem from Sard that characterizes the set of critical
values of a function; the proof will not be given, but can be found in [14].
Theorem 5.1. (Sard; [14], Theorem II.3.1.) Let Mm and Nn be smooth manifolds.
Let f : M → N be smooth and A the set of critical values of f . Then there are
charts (Uk, xk), k ∈ N, such that A ⊂ ⋃ Un and xk(A ∩Uk) has measure zero for
each k.
The assertion in Sard’s theorem is equivalent with the statement that
the set of critical values has measure zero, where the measure is induced
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by the charts (Uk, xk) in an appropriate way. We will not delve into that;
more information can be found in [9] and [14].
We define the Hessian of a function f as the bilinear form Hess f (X,Y) B
〈∇X∇ f ,Y〉 for all X,Y ∈ T (M); clearly the Hessian is symmetric. In local
coordinates (xi) we can write Hess f =
(
∂2 f
∂xi∂x j
)
(p), as can be seen in Section
13 of [12].
The index of a critical point p is the index of the Hessian at p. If the
Hessian vanishes at the point p, the critical point is called degenerate. It is
important to note that the index of a critical point can be 0 while it is still
non-degenerate.
In the following Lemma of Morse we see how the value of a function
in a neighbourhood of a critical point can be expressed by only the critical
value and a suitable coordinate system; the index of the critical point is also
entwined. In the proof we shall use the knowledge that if f is a smooth
function on a convex neighbourhood of the origin in Rn, we can write
f (x1, ..., xn) = f (0) +
∑
x jg j(x),
where g j are smooth functions with g j(0) =
∂ f
∂x j (0).
Theorem 5.2. (Lemma of Morse.) Let f : M → R be smooth, p ∈ M a non-
degenerate critical point of f with index λ. Then there is a local coordinate system
(x1, ..., xn−λ, y1, ..., yλ) in a neighbourhood U of p and
f (q) = f (p) + (x1)2 + ... + (xn−λ)2 − (y1)2 − ... − (yλ)2
for all q ∈ U.
Proof. Let us first show that if there is an expression of the required form
for f , then the number λ must be the index of p. If, for any coordinate
system (zi)nk=1, we have
f (q) = f (p) + (z1(q))2 + ... + (zn−λ(q))2 − (zn−λ+1(q))2 − ... − (zn(q))2,
then we have
∂2 f
∂z j∂zk
(p) =

2 , if i = j ≤ n − λ
−2 , if i = j > n − λ
0 , otherwise
Therefore the matrix representing Hess f with respect to the basis
(
∂
∂z1
)
p
, ...,(
∂
∂zn
)
p
has 2 appearing n − λ times and −2 respectively λ times on the
diagonal, and the non-diagonal elements vanish, as following:
30
Hess f (p) =

2
. . .
2
−2
. . .
−2

.
It follows that there is a subspace V of TpM of dimension λ where
Hess f is negative definite, spanned by the unit vectors ∂n−λ+1, . . . , ∂n in
respect to the coordinates zi. If W ) V, then there exists w ∈ W \ 0 with
w ⊥ V. It follows that w has to be of the form ∑n−λi=1 ai∂i, and therefore
Hess f (w,w) = 2|w|2 > 0. Hence V is also the maximal subspace of its kind.
It follows that the index of Hess f (p), and hence that of p, is λ.
We now proceed to the existence of the coordinate system of the re-
quired kind. Naturally we can assume that M = Rn, p = 0 and f (p) = 0.
We now write
f (x1, ..., xn) =
n∑
j=1
x jg j(x1, ..., xn)
in some neighbourhood V of 0. Also, g j(0) =
∂ f
∂x j (0) = 0, since 0 is a critical
point of f . By the same token, we have
g j(x1, ..., xn) =
n∑
i=1
xihi j(x1, ..., xn)
for some smooth functions hi j. It follows then that
f (x1, ..., xn) =
n∑
i, j=1
x jx jhi j(x1, ..., xn).
We can assume hi j = h ji by considering the function h¯i j = 12 (hi j + h ji)
and writing f =
∑
xix jh¯i j. In addition, the matrix
(
hi j(0)
)
i j
is equivalent
to the matrix
(
1
2
∂2 f
∂xi∂x j (0)
)
i j
, and therefore is invertible. Since Hess f is both
symmetric and invertible, from basic linear algebra it follows that is is also
diagonalizable, and therefore the required expression for f can be found
by diagonalization, perhaps in a smaller neighbourhood. 
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5.1 Critical Points and Homotopy
Next we will aim to prove a result that binds together the critical points of
a function and a certain kind of redundancy in the topology of the domain.
In other words, the domain restricted suitably by the function f can be
homotopically deformed to a submanifold, if the deformation removes no
critical points of f .
To prove this we first introduce a special kind of a set of diffeomor-
phisms depending on one parameter.
Definition 5.2. A 1-parameter group of diffeomorphisms of a manifold M is a
smooth map ϕ : R ×M→M that satisfies the following conditions:
1) for each t ∈ R the map ϕt : M → M defined by the expression
ϕt(p) = ϕ(t, p) is a diffeomorphism of M onto itself,
2) for all t, s ∈ R we have ϕt+s = ϕt ◦ ϕs.
Given a 1-parameter group ϕ of diffeomorphisms we define a vector
field X on M as follows. For every smooth real valued function f let
Xp( f ) = lim
h→0
f (ϕh(p)) − f (p)
h
.
Thus defined vector field X is said to generate the group ϕ, and ϕ is said to
be the flow of X. In particular, each smooth vector field generates in this
way a local flow defined on U ×M where U ⊂ R is a neighbourhood of 0,
see [4]. In certain cases, a unique global flow, or a 1-parameter group of
diffeomorphisms is obtained.
Lemma 5.3. A smooth vector field X on M which vanishes outside of a compact
set K ⊂M generates a unique 1-parameter group of diffeomorphisms of M.
Proof. Let ϕ be a local flow of the vector field X. Then for each p the path
t 7→ ϕt(p) satisfies the differential equation
d
dt
ϕt(p) = Xϕt(p)
with initial condition ϕ0(p) = p; this holds because by definition
dϕt(p)
dt
( f ) = lim
h→0
f (ϕt+h(p)) − f (ϕt(p))
h
= lim
h→0
f (ϕh(q)) − f (q)
h
= Xq( f ),
where q = ϕt(p).
On the other hand, this kind of a differential equation has locally a
unique solution that depends smoothly on the initial condition. Thus for
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each point of M there exists a neighbourhood U and a number ε > 0 such
that the differential equation above has a unique solution for p ∈ U, |t| < ε.
The compact set K can be covered by a finite number of such neighbour-
hoods U; let ε0 > 0 stand for the smallest of the corresponding numbers
ε. Setting ϕt(p) = p for p < K, it follows that the differential equation has
a unique solution for |t| < ε0 and for all p ∈ M, which is smooth in both
variables. Clearly, we have alsoϕt+s = ϕt◦ϕs provided that |t|, |s|, |t+s| < ε0.
Therefore each obtained ϕt is a diffeomorphism.
It remains yet to define ϕt for |t| ≥ ε0. This, however, follows from the
fact that any number t ∈ R can be written in the form t = k(ε0/2) + r, where
|r| < ε0/2. If k ≥ 0, set
ϕt = ϕε0/2 ◦ · · · ◦ ϕε0/2 ◦ ϕr,
where the map ϕε0/2 is iterated k times; and if k < 0, replace ϕε0/2 by ϕ−ε0/2
iterated −k times. This definition yields the desired diffeomorphisms. 
Let it be remarked that the assumption that the vector field vanishes
outside a compact set is necessary. As a counterexample, let M = (0, 1) ⊂ R,
and X then the standard vector field ddt on M. Now X generates no 1-
parameter group of diffeomorphisms quite obviously.
We will now use 1-parameter groups of diffeomorphisms to deform
manifolds. In the following, if f is a real valued function on a manifold M,
we write Maf = f
−1(−∞, a]. If the function f is obvious from the context,
the subindex will be omitted.
Theorem 5.4. Let M be a smooth manifold, and f : M → R be smooth. Let
a < b and suppose f −1[a, b] is compact and contains no critical points of f . Then
there exists a map h : Mb → Ma with h|Ma = id, and a homotopy hs : Mb → Mb,
s ∈ [0, 1], with h0 = id and h1 = h.
Proof. Let g be a Riemannian metric on M. We write grad f for the vector
field on M characterized by the identity
〈X,grad f 〉 = X( f )
for any vector field X. Clearly grad f vanishes exactly at the critical points
of f .
Define o : M→ R to be a smooth function that coincides with |grad f |−2
on the set f −1[a, b] and vanishes outside of a compact neighbourhood of
it. Define a vector field X by setting Xp = o(p)(grad f )p. Then X satisfies
the conditions of Lemma 5.3; hence it generates a 1-parameter group of
diffeomorphisms ϕt : M→M.
33
For a fixed p ∈M consider the function t 7→ f (ϕt(p)). If ϕt(p) lies within
f −1[a, b], then
d
dt
f (ϕt(p)) = 〈 ddtϕt(p),grad f 〉 = 〈X,grad f 〉 = 1.
Thus the function t 7→ f (ϕt(p)) is linear with the derivative 1 as long as
f (ϕt(p)) lies between a and b.
Define a 1-parameter family of maps ht : Mb →Mb, by setting
ht(p) =
{
p, if f (p) ≤ a
ϕt(a− f (p))(p) if a ≤ f (p) ≤ b.
Then h0 is the identity in Mb, and h1|Ma is the identity in Ma. Furthermore,
clearly ht, t ∈ [0, 1] is a homotopy that takes h0 to h1. 
The map h above is called a retract, and Ma is said to be a deformation
retract of Mb when a homotopy of the above kind can be found.
The demand that f has no critical values in [a, b] is sometimes prob-
lematic or just too much. There are some ways to reduce it, though; as we
will only need be able to find a homotopic paths, the following proposition
provides us with the sufficient generalization.
Proposition 5.5. Let M be a smooth manifold and let f : M → R be a smooth
function with only non-degenerate critical points. Let p, q ∈M and letγ : [0, 1]→
M be a smooth path with γ(0) = p and γ(1) = q. Write a = max{ f (p), f (q)} and
b = max[0,1]( f ◦γ)(t). Assume that f −1([a, b]) is compact and contains no critical
points of index zero or one. Then, for all δ > 0, γ is homotopic to a path γ1 with
same end points such that γ1([0, 1]) ⊂Ma+δ.
Proof. Choose a Riemannian metric on M. Let b be as in the statement.
We can suppose b > a, since otherwise γ([0, 1]) ⊂ Ma+δ for all δ > 0.
Let p1, ..., pk be the critical points of f in f −1([a, b]) with values ci = f (pi).
By Morse’s Lemma 5.2 the critical points are all isolated, so by slightly
perturbing f we can assume ci , c j, i , j. By reindexing we can also
assume b ≥ c1 > ... > ck ≥ a; a may or may not be a critical value of f .
If b is not a critical value of f , there are no critical points of f in the set
f −1[c1 +ε, b] if ε = ε1 > 0 is small enough. By Theorem 5.4, there then exists
a deformation retract h : Mb →Mc1+ε. Then the curve γ1 = h ◦ γ is in Mc1+ε.
If b = c1, we shall continue as following.
By assumption, the index of p1 is l ≥ 2. Let U be a neighbourhood of p1
and u : U→ Rn a chart, in which we can write f as
f = c1 − (u1)2 − ... − (ul)2 + (ul+1)2 + ... + (un)2.
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We can suppose U and ε > 0 are small enough so that there are no critical
points of f apart from p in f −1[c1 − ε, c1 + ε], and the image u(U) under the
smooth embedding u = (u1, . . . ,un) : U→ Rn contains the closed ball{
(u1, . . . ,un) ∈ Rn
∣∣∣∑(ui)2 ≤ 2ε} .
Define also
Bl =
{
x ∈ U |u1(x)2 + · · · + ul(x)2 ≤ ε and ul+1(x) = · · · = un(x) = 0
}
.
Note that Bl ∩Mc1−ε = ∂Bl, since for all x ∈ ∂Bl we have f (x) = c − ε, and
for x ∈ Bl \ ∂Bl we have f (x) > c − ε. We now want to prove that Mc1−ε ∪ Bl
is a deformation retract of Mc1+ε.
Define a new smooth function F : M→ R as follows. Let µ : R→ R be
smooth and satisfy
µ(0) > ε,
µ(r) = 0 for r ≥ 2ε, and
− 1 < µ′(r) ≤ 0 for all r.
Now set F = f outside the neighbourhood U, and
F = f − µ((u1)2 + · · · + (ul)2 + 2(ul+1)2 + · · · + 2(un)2)
within U. Clearly F is smooth. For convenience’s sake we define yet two
more functions ξ, η : U→ [0,∞) by
ξ = (u1)2 + · · · + (ul)2, and
η = (ul+1)2 + · · · + (un)2.
Hence f (x) = c1 − ξ(x) + η(x) for all x ∈ U, and
F = c1 − ξ + η − µ(ξ + 2η) in U.
We now have F−1(−∞, c1 + ε] = f −1(−∞, c1 + ε] = Mc1+ε: Outside the
ellipsoid ξ + 2η ≤ 2ε we have f = F, and within the ellipsoid we have
F ≤ f = c1 − ξ + η ≤ c1 + 12ξ + η ≤ c1 + ε,
which implies the equality stated at the beginning of the paragraph. Also,
F and f have exactly the same critical points within U. Namely, we have
∂F
∂ξ
= −1 − µ′(ξ + 2η) < 0 and ∂F
∂η
= 1 − 2µ′(ξ + 2η) > 1,
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along with dF = ∂F∂ξdξ +
∂F
∂ηdη. On the other hand, the equations dξ(v) =
dη(v) = 0 hold merely for v = 0 by the definition of the two functions. This
implies that F has no critical points apart from p in U.
Since F−1(−∞, c1 + ε] = f −1(−∞, c1 + ε] and F ≤ f , we have
F−1[c1 − ε, c1 + ε] ⊂ f −1[c1 − ε, c1 + ε];
this implies that F−1[c1 − ε, c1 + ε] is compact. Also, it contains no critical
points of F, since it is contained in U and F(p) = c1−µ(0) < c1−ε. Hence the
set F1(−∞, c1−ε] is a deformation retract of Mc1+ε by Theorem 5.4. We write
F−1(−∞, c1− ε] = Mc1−ε∪H; here H = cl F−1(−∞, c1 − ε] \Mc1−ε. Clearly we
have Bl ⊂ H.
Now we construct a deformation retraction from Mc1−ε∪H to Mc1−ε∪Bl.
We start by defining a family of maps rt, t ∈ [0, 1], so that rt = id outside
of U. Within U we give the definition in three parts. Firstly, within the set
{x ∈ U | ξ(x) ≤ ε}we put
rt(u1, . . . ,un) = (u1, . . . ,ul, tul+1, . . . , tun).
Then r1 is the identity, r0 is a retract into Bl, and rt is a mapping from
F−1(−∞, c1 − ε] into itself for all t, since ∂F∂η > 0.
Within the set Ξ = {x ∈ U | ε ≤ ξ(x) ≤ η(x) + ε}we define rt by
rt(u1, . . . ,un) = (u1, . . . ,ul, stul+1, . . . , stun),
where the cofactorial functions st are given by the expression
st = t + (1 − t)
√
ξ − ε
η
, t ∈ [0, 1], η , 0,
and st = t when η = 0. Now r1 is again the identity, and f (r0(u)) =
c1 − ξ + s2tη = c1 − ε. Clearly for ξ = ε the two definitions agree. Also, each
stui, i = l + 1, . . . ,n, is continuous in x on the boundary ξ(x) = ε. We note
that ∣∣∣∣∣ξ(x) − εη(x)
∣∣∣∣∣ = ξ(x) − εη(x) ≤ η(x)η(x) = 1
for each x with η(x) , 0. This implies that st is bounded in Ξ; also, it
is clearly continuous when η , 0. This implies the continuity on the
boundary.
Lastly, for x with ξ(x) ≥ η(x)+ε, that is, for x ∈Mc1−ε we set rt(x) = x. For
ξ = η+ε this coincides with the previous definition. Hence rt is continuous
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for each t and in respect to t, and is therefore a deformation retraction. Then
the path γ¯1 = r0 ◦ γ is homotopic to the path γ, and |γ¯1| ⊂Mc1−ε ∪ Bl.
Since l ≥ 2, the boundary of ball Bl is path-connected. Therefore there
exists a path γ1 that agrees with γ outside Bl and connects the points where
γ intersects the boundary along it; clearly then |γ1| ⊂Mc1−ε. Since Bl is also
simply connected, the path γ¯1 is homotopic to γ1. We now have a path γ1
in Mc1−ε homeotopic to path γ, as desired.
Now, by induction, we can find a path γ j homotopic to γ with |γ j| ⊂
Mc j−ε j : We first find a deformation retract Mc j−1−ε j−1 → Mc j+ε j , and then the
required path by the argument in the previous paragraph. Specifically, we
have |γk| ⊂Mck−ε. Since for any given δ > 0 the set Mck−ε \Ma+δ contains no
critical points of f ; therefore there is a deformation retract h : Mck−ε →Ma+δ.
Putting γ˜ = h ◦ γk, we get the required path. 
5.2 The Path Spaces Ωp,q and Ωcp,q
In this section we will define infinite dimensional manifolds consisting of
piecewise smooth paths with fixed end points on M, and their finite di-
mensional approximations. We will, however, only study them as needed
for the proof of the theorem of Klingenberg in Chapter 6, although they
hold interest in themselves. More information can be found in Part III of
[12].
If M is a Riemannian manifold and p, q ∈M, where we may have p = q,
we write Ωp,q(M), or just Ωp,q, for the collection of all piecewise smooth
paths from p to q, parametrized on [0, 1]. We topologize the space Ωp,q by
defining a metric on it. Let d be the metric on M, let ω, ω˜ ∈ Ωp,q, and let
s(t) = `(ω|[0,t]) and s˜(t) = `(ω˜|[0,t]). Then the distance d′(ω, ω˜) is defined by
d′(ω, ω˜) = max
0≤t≤1
d(ω(t), ω˜(t)) +
∫ 1
0
(
ds
dt
− ds˜
dt
)2
dt

1
2
.
The desired topology on Ωp,q is now induced by the metric d′. Here the
integral term is added to make the energy function below continuous from
Ωp,q to R.
We define the energy of a path ω ∈ Ωp,q to be the value of the integral∫ 1
0
|ω˙t|2dt C E(ω).
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Immediately we observe that we can compare the energy function to the
length of a path ω ∈ Ωp,q given by the expression
`(ω) =
∫ 1
0
|ω˙t|dt.
Applying Schwarz inequality, we get(∫ 1
0
|ω˙t|dt
)2
≤
∫ 1
0
12dt ·
∫ 1
0
|ω˙t|2dt,
that is, `(ω)2 ≤ E(ω). Here equality holds exactly when |ω˙| is constant.
If γ is then a minimizing geodesic p to q, we have
E(γ) = `(γ)2 ≤ `(ω)2 ≤ E(ω).
On the other hand, the equality `(γ)2 = `(ω)2 only holds when ω is also
a minimizing geodesic. Therefore E(γ) < E(ω) unless ω is a minimizing
geodesic. In other words, the energy E is minimized exactly by minimizing
geodesics.
If c > 0, we write Ωcp,q B {ω ∈ Ωp,q : E(ω) < c} and Ω¯cp,q B {ω ∈ Ωp,q :
E(ω) ≤ c}, and by the same token we equip the spaces Ωcp,q and Ω¯cp,q with
their natural relative topologies.
To further gain insight into the topology of Ωp,q, we would need to
study the critical points of the energy function E. For this we construct a
finite dimensional approximation Bc for Ω¯cp,q, and then consider E only as
restricted to that space.
Now there can be found a compact subset K of M that contains every
path in Ω¯cp,q; let δc > 0 be such that if we have d(m,m′) ≤ δc for all m,m′ ∈ K,
then there is a unique minimizing geodesic from m to m′. Let 0 = t0 < t1 <
· · · < tk = 1 be such a subdivision of [0, 1] that ti − ti−1 < δ2cc . Let Bc then
be the set of all paths ω ∈ Ω¯cp,q for which the restrictions ωi = ω|[ti−1,ti] are
geodesics for all i = 1, . . . , k.
Any such geodesic is uniquely determined by the points ω(ti), since
`(ωi)2 = (ti − ti−1)E(ωi) < δ2c .
Therefore the mapω 7→ (ω(t1), . . . ω(tk)) is an embedding of B¯c into M×· · ·×
M, where the product is taken k− 1 times. We can therefore endow B¯c with
a differentiable structure induced by the map above from M× · · · ×M. For
more information about induced differentiable structures, see [9].
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Let ω ∈ Ω¯cp,q. Let σis, 0 ≤ s ≤ 1, be the unique minimal geodesic from
ω(ti) to ω(ti + s(ti+1 − ti)). Define a family of paths hs by setting
hs(t) =
{
σis(t), ti ≤ t ≤ ti + s(ti+1 − ti)
ω(t), ti + s(ti+1 − ti) ≤ t ≤ ti+1.
Write ωis = ω|[ti,ti+s(ti+1−ti)]. Then we have
E(ωis)s(ti+1 − ti) ≥
(
`(ωis)
)2 ≥ (`(σis))2 = E(σis)s(ti+1 − ti).
Since E(ωis) ≥ E(σis) we have E(ω) ≥ E(h1); in particular, we have hs ∈ Ω¯cp,q for
all s. Thus hs defines a deformation retraction of Ω¯cp,q onto Bc. The complete
proof can be found in Theorem 16.2 in [12]. Since clearly every geodesic
of Ω¯cp,q is in Bc, we can say that Bc contains the essential information about
the topology of Ω¯cp,q, in the sense of Morse theory.
The Morse index theorem 4.14 also binds together the theory of path
spaces discussed here and the concept of conjugacy, since the index of
Iγ is equal to that of Hess E|Bc at γ. Furthermore, we have the following
information on the null space of E. For more information, see [12].
Theorem 5.6. ([12], Theorem 14.1.) Let ω ∈ Bc. Then the multiplicity of
ω(1) as a conjugate point of ω(0) equals the dimension of the null space {V ∈
TωBc : Hess E(V,W) = 0 ∀W ∈ TωBc} of the Hessian of E|Bc . In particular, ifω(0)
andω(1) are not conjugate to each other, each critical point of E is non-degenerate.
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Chapter 6
Cut Locus and Injectivity Radius
In Chapter 3 we discussed the exponential map and came to the conclusion
that it is diffeomorphism at least in a neighbourhood of the origin. In
the following chapter we introduced conjugate points as points where it
specifically failed to be diffeomorphic. In this chapter we dig deeper on
the subject and study the injectivity of the exponential map, which gives
effectively a global rule on how large neighbourhoods it is diffeomorphic
on.
Throughout this chapter, M will be a complete and connected manifold.
Definition 6.1. Let p ∈ M and γ : [0,∞) → M be a unit speed geodesic.
The point q = γ(t0) is called the cut point of p along γ if γ|[0,t0] is minimizing
and d(γ(0), γ(t)) < t for all t > t0. If no such point exists, we say that the cut
point does not exist.
The cut locus of p ∈M is the set C(p) = {q ∈M | q is a cut point of p}.
At first sight, the definition of the cut point seems very much like the
one of properties of conjugate points, as given by proposition 4.19. This
rises questions whether the concepts are more similar. There is indeed
some connection between the two concepts, as the following lemma states.
Proposition 6.1. i) Suppose γv(t0) is the cut point of p = γv(0) along γv. Then
at least one of the following holds
(a) γv(t0) is the first conjugate point of p along γv,
(b) there exists a geodesic σ , γv|[0,t0] from p to γv(t0) with `(σ) = `(γv|[0,t0]).
ii) If either condition a) or b) above holds, then there exists t˜ ∈ (0, t0] with γv(t˜)
being the cut point of p along γv.
Proof. Write γ = γv, and let γ(t0) be the cut point as assumed and εi → 0.
Let σi be a minimizing unit speed geodesic from p to γ(t0 + εi). Because the
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unit sphere S(0, 1) ⊂ TpM is compact, there is a convergent subsequence,
still denoted by (σi), with σ˙i(0)→ σ˙(0); here σ is a geodesic from p to γ(t0).
Since `(σi) = d(p, γ(t0 + εi)), at the limit i→ ∞ we have `(σi) = d(p, γ(t0)) =
`(γ|[0, t0]). If σ , γ|[0, t0], the condition (b) holds.
Supposeγ|[0, t0] = σ to prove that (a) holds. Sinceγ|[0, t0] is minimizing,
there are no conjugate points γ(t) of p along g for any t < t0. Therefore it
is sufficient to show that expp fails to be a local diffeomorphism at t0γ˙0, or
expp∗t0γ˙0 is singular.
Suppose then σ˙0 = γ˙0 and that expp∗t0γ˙0 is not a singular. Therefore
there exists a neighbourhood U ⊂ TpM of t0γ˙0 such that expp |U is a dif-
feomorphism. Since σi is a minimizing geodesic from p to γ(t0 + εi), we
have
σi(t0 + ε′i) = γ(t0 + εi)
for some ε′i ≤ εi. We can now find a sufficiently large i so that
(t0 + ε′i)σ˙i(0) ∈ U and (t0 + εi)γ˙0 ∈ U.
Then we have
expp(t0 + εi)γ˙0 = γ(t0 + εi) = σi(t0 + ε
′
i) = expp(t0 + ε
′
i)σ˙i(0),
and thus
(t0 + εi)γ˙0 = (t0 + ε′i)σ˙i(0).
On the other hand, both γ˙0 and σ˙i(0) lie on the unit sphere, which implies
σ˙i(0) = γ˙0. Hence γ = σi and γ is minimizing up till t0 + εi, which is a
contradiction with the definition of t0.
For the latter assertion suppose first that the condition (a) holds. A
geodesic does not minimize after its first conjugate point; hence there is a
cut point γ(t˜) of p for some t˜ ∈ (0, t0].
If in turn (b) holds, fix ε > 0 small enough so that σ(t0 − ε) and γ(t0 + ε)
belong to a uniformly normal neighbourhood U of γ(t0). Let τ be the
minimizing geodesic joining σ(t0 − ε) to γ(t0 + ε) that can be found since U
was uniformly normal. The length of the path σ|[0, t0 − ε] followed by τ is
strictly less than t0 + ε. Thus there exists a cut point γ(t˜) of p along γ for
some t˜ ≤ t0 + ε for all ε > 0, thus for some t˜ ≤ t0. 
The previous proposition clears the possible ambiguousness surround-
ing the statement of Proposition 4.19; there is no guarantee that a geodesic
is minimizing even up till the conjugate point. The cut point, on the other
hand, is exactly the point where the geodesics stops being minimizing.
There are more similarities. As a corollary to the previous result, we
see that being a cut point is a symmetrical relation, just like conjugacy.
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Corollary 6.2. If q is a cut point of p along γ, then p is a cut point of q along −γ;
in particular, q ∈ C(p) exactly when p ∈ C(q).
Proof. Suppose that q is a cut point of p along some geodesic γ. If there
were a cut point of q along −γ between p and q, then the geodesic −γ
would fail to be minimizing from q to p. By same token, γ would not be
minimizing between p and q, so q wouldn’t be a cut point of γ. Thus there
are no cut points of q along γ before p.
Now by previous theorem, either q is conjugate to p or there exists
another minimizing geodesic σ joining p to q distinct from γ. In the first
case p is also conjugate to q, which implies by the same theorem that there
can occur no cut points of q after p. In the latter case, the cut point of q is
either p or lies between the two points by the previous theorem. 
Proposition 6.1 also implies that at a cut point, the inverse of the ex-
ponential map either fails to be smooth or even exist, and therefore the
exponential map is not a diffeomorphism at such a point. This idea is
further formalized with help of the following lemma.
Corollary 6.3. If q ∈M\C(p), there exists a unique minimizing geodesic joining
p to q.
Proof. Suppose q ∈M \C(p), and let γ be a unit speed minimizing geodesic
from p to q. If there exists another minimizing geodesic from p to q, then by
Proposition 6.1 there can be found t ≤ d(p, q) such that γ(t) is a cut point of
p along γ. On the other hand, we have t < d(p, q) since γ(d(p, q)) = q < C(p).
Since geodesics never minimize after the cut point, γ cannot be minimizing
from p to q, which is a contradiction. 
What this corollary actually means is that the exponential map expp is
injective onto the ball B(p, r) if and only if r ≤ d(p,C(p)). The injectivity
radius of M is therefore the greatest possible radius that guarantees such
injectivity of the exponential map for all points in M.
Definition 6.2. The injectivity radius of M is inj(M) = infp∈M d
(
p,C(p)
)
.
To further study the properties of the injectivity radius, let T1M = {v ∈
TM | |v| = 1} be the so called unit tangent bundle. We also endow the space
R ∪ {∞} with the topology generated by the open intervals and sets of the
form (a,∞] where a ∈ R. In particular, all sets [b,∞] are compact in this
topology, and tn →∞ if and only if the same holds in the usual sense.
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We define a function f : T1M→ R ∪ {∞} by setting
f (v) =

t0, if γv(t0) is the cut point of p
along γv,
∞, if there is no cut point along γv.
To fully be able to benefit from this definition, we first need to show that the
function f is continuous. We here give the proof on complete manifolds;
as the manifolds we are interested in are compact and thus complete, it
suffices just fine. The proof is from [11].
Lemma 6.4. The function f as defined above is continuous.
Proof. Suppose f is not continuous at v = (p, v) ∈ T1M, and let vi = (pi, vi) ∈
T1M, i ∈ N, be a sequence with vi → v and ai = f (vi) 6→ f (v). Since
[0,∞] ⊂ R ∪ {∞} is compact, we may assume a = lim f (vi) exists. We start
by assuming that a also lies in (0,∞).
Assume first f (v) > a. Define a map E : TM→M ×M by
E(q,w) = (q, expq w), (q,w) ∈ TM.
Since f (v) > a, the point exp av cannot be conjugate to p along the geodesic
t 7→ exp tv as the cut point always comes before any conjugate points.
Therefore a restriction of E into a neighbourhood U of av (still denoted by
E) is a diffeomorphism onto a neighbourhood of (p, expp av).
Furthermore, we may assume, by taking a subsequence if necessary,
that all aivi are in U. This in turn implies that no exppi aivi can be conjugate
to pi along the geodesic exppi tvi. Then, by Proposition 6.1 there is another
minimizing geodesic exppi tui from pi to exppi aivi, where ui ∈ TpiM, ui , vi,|ui| = 1 and exppi aui = exppi avi. Also, since E : U→M ×M is injective, aiui
is not in U.
There is now a subsequence of (ui), denoted the same, that converges
to a unit vector u ∈ TpM. Then au is clearly the limit of (aiui) and lies not in
U. We now have
expp au = expp(lim aiui) = lim(exppi aiui) = lim(exppi aivi)
= exp(lim
pi
aivi) = expp av.
Therefore both expp tv and expp tu are minimizing geodesics from p to
expp av = expp au. It follows then by Proposition 6.1 that f (v) ≤ a, which is
a contradiction.
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If in turn we had f (v) < a, we would also have
d(p, expp av) = lim d(pi, exp aivi) = lim ai = a,
which implies that exp tv, t ∈ [0, a], is a minimizing geodesic in clear
contradiction to the assumption f (v) < a.
Finally, if we had a = ∞, clearly we would have f (v) ≤ a. On the other
hand, if f (v) < a, let t > f (v). Then t < ai for sufficiently large i, and we
would have
d(p, exp tv) = lim d(pi, exp tvi) = t.
Hence exp tv would be minimizing beyond its cut point, which is clearly a
contradiction. 
What the continuity of f means is that there are no great jumps between
cut points along geodesics of the same speed and nearby directions. The
set of cut points behaves nicely in other ways, too, as seen in the following
corollary.
Corollary 6.5. The cut locus C(p) is closed for all p ∈ M. In particular, C(p) is
compact if M is compact.
Proof. Clearly C(p) = {γv(t) : t = f (v) < ∞, v ∈ TpM, |v| = 1}. If q is an
accumulation point of C(p), there exists a sequence v j ∈ TpM, |v j| = 1, with
the property γv j(t j)→ q, where γv j(t j) ∈ C(p) and t j = f (v j). By compactness
of the unit sphere, there can be found a subsequence v j → v ∈ TpM, |v| = 1.
Both the exponential map and f are continuous, which implies
q = limγv j(t j) = limγv j( f (v j))
= lim expp( f (v j)v j)
= expp(lim f (v j)v j) = expp( f (v)v) ∈ C(p).
Thus C(p) is closed. 
The continuity of f also gives us some insight to the topological prop-
erties of M. Specifically, it gives us a sufficient condition to say that a
complete manifold is actually compact.
Corollary 6.6. Let M be complete and suppose there exists p ∈ M with the
property that p has a cut point along every geodesic starting at p. Then M is
compact.
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Proof. First observe that
M =
⋃
{γv(t) | 0 ≤ t ≤ f (v)},
where the union is taken over the unit sphere S(0, 1) ⊂ TpM. The sphere
S(0, 1) is compact and f (v) < ∞ for all v ∈ S1 by assumption. Since f
is continuous, it is bounded on S1. Therefore M is bounded and hence
compact by the Hopf-Rinow theorem. 
The next theorem is a consequence of Proposition 6.1. It states that
a geodesic that realizes the distance between p and C(p) either gives a
point conjugate to p or can be continued as a geodesic back to p so that it
minimizes the length of all such closed paths.
Theorem 6.7. Let p ∈ M. Suppose there exists a point q ∈ C(p) with d(p, q) =
d(p,C(p)) C l. Then either
a) there exists a minimizing geodesic γ joining p and q such that q is conjugate
to p along γ, or
b) there exists exactly two minimizing geodesics γ and σ from p to q; further-
more, γ˙l = −σ˙l.
Proof. Letγbe a unit speed minimizing geodesic from p to q. By Proposition
6.1, q is either conjugate to p along γ and a) holds, or there exists another
unit speed minimizing geodesic σ , γ from p to q with `(σ) = `(γ). Suppose
that q is conjugate to p along neither γ nor σ, and that γ˙l , −σ˙l; we aim at
a contradiction.
Since γ˙l , −σ˙l, we can find v ∈ TqM with
〈v, γ˙l〉 < 0 and 〈v, σ˙l〉 < 0.
Let τ : (−ε, ε)→M be a smooth path with τ(0) = q and τ˙0 = v. Since q is not
conjugate to p along γ, there exists a neighbourhood U ⊂ TpM of lγ˙0 such
that expp |U is a diffeomorphism. Let α : (−ε, ε)→ U then be a smooth path
with expp α(s) = τ(s), s ∈ (−ε, ε), and let Γ(s, t) = expp
(
t
lα(s)
)
be a variation
of γ. The first variation formula then gives us
d
ds
`(Γs)|s=0 = 〈v, γ˙l〉 < 0.
Since q is not conjugate to p along σ, either, we obtain in a similar
manner a neighbourhood U˜ ⊂ TpM of lσ˙0, a path α˜ : (−ε, ε) → U˜ with
expp α˜(s) = τ(s), and a variation Σ(s, t) = expp
(
t
l α˜(s)
)
of σ, for which
d
ds
`(Σs)|s=0 = 〈v, σ˙l〉 < 0.
45
If therefore s > 0 is small enough, we have `(Γs) < `(γ) and `(Σs) < `(σ).
If `(Γs) = `(Σs) for such s, Proposition 6.1 implies that τ(s) = Γs(l) is a
cut point of p along τ. Since d(p,Γs(l)) ≤ `(Γs) < `(γ) = d(p,C(p)), we obtain
a contradiction.
If `(Γs) < `(Σs), then Σs is not minimizing, which implies the existence
of a cut point Σs(t˜), t˜ < l, of p along Σs. Then d(p,C(p)) ≤ d(p,Σs(t˜)) ≤ t˜ < l,
which is a contradiction. The contradiction follows similarly in the case
`(Γs) > `(Σs). 
6.1 Estimating the Injectivity Radius
So far we have considered the properties of cut points and the set thereof,
and how they might affect either the manifold M or paths on M. In this
section we focus on the distance between a point and its cut locus, more
specifically the injectivity radius of the manifold. There are only really two
results in the section, but both are more or less crucial for the proof of the
sphere theorem in the next chapter.
We start with a general result of injectivity radius on manifolds of
pinced positive curvature.
Proposition 6.8. If the sectional curvature K of a complete Riemannian manifold
satisfies the inequalities
0 < Kmin ≤ K ≤ Kmax,
then
a) inj(M) ≥ pi√
Kmax
, or
b) there exists a closed geodesic γ in M that satisfies `(γ) = 2 inj(M) and
`(γ) ≤ `(σ) for any closed geodesic σ in M.
Proof. By the Bonnet-Myers theorem 4.20, M is bounded; Theorem 3.3 of
Hopf and Rinow then implies that M is compact. Since now also T1M is
compact, it follows from Lemma 6.4 that the function f attains its minimum
at some v ∈ T1M. Let p = pi(v), that is v ∈ TpM. We write d(w) = sup{t > 0 :
tw ∈ C(p), d(p, γv(t)) = t} for the distance between p and its cut point along
γw. Now, by above, we have d(v) = f (v) ≤ f (w) = d(w) for all w ∈ T1M.
Hence
d(p,C(p)) ≤ inf
x∈M d(x,C(x)) = inj(M).
By Corollary 6.5, the cut locus C(p) of p is compact; thus, there exists
q ∈ C(p) with d(p, q) = d(p,C(p)) = inj(M). If q is conjugate to p, we have
d(p, q) ≥ pi/√Kmax by Corollary 4.12. If q is not conjugate to p, there exists
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by Theorem 6.7 exactly two minimizing geodesics α and β from p to q, with
α˙l = −β˙l, l = d(p, q). Since q ∈ C(p), we have p ∈ C(q), and d(p, q) = d(q,C(q)).
As above, we obtain α˙0 = −β˙0.
Hence α and β form a closed geodesic γ, which satisfies
`(γ) = 2`(α) = 2d(p, q) = 2inj(M).
On the other hand, any closed geodesic has length greater than or equal to
2inj(M). 
The result of the previous proposition is not optimal, since it leaves a
possibility that there is found no estimate on the injectivity radius. For that
we need the following estimate by Klingenberg that was a crucial step in
the proof of the sphere theorem. Its proof brings together a great number
of concepts presented in the previous chapters.
Theorem 6.9. (Klingenberg) Let Mn, n ≥ 3, be a simply connected, compact
Riemannian manifold with 1/4 < K ≤ 1. Then inj(M) ≥ pi.
Proof. Suppose inj(M) < pi. Now, by Proposition 6.8, there exists a closed
unit speed geodesic γ in M of length ` = `(γ) < 2pi.
From Corollary 4.15, the set of points conjugate to γ(0) along γ is dis-
crete. Choose now an ε > 0 satisfying the following conditions:
(1) γ(` − ε) is not conjugate to p = γ(0) along γ;
(2) expp is a diffeomorphism on B(p, 2ε);
(3) 3ε < 2pi − pi/√K′, where K′ = infM K;
(4) 3ε < 2pi − `;
(5) 5ε < 2pi.
By Sard’s theorem 5.1, there exists a regular value q ∈ B(γ(` − ε), ε) of
expp. By (1), the value q can be chosen in such a way that q = γ1(t), where
γ1 is a geodesic starting from p with 3ε < `(γ1) < `.
Let γ0 be now a minimizing geodesic joining p to q. Then
`(γ0) ≤ d(p, γ(` − ε)) + d(γ(` − ε), q) ≤ 2ε,
hence γ0 , γ1.
Consider now the space Ωcp,q from Section 5.2, and its finite dimensional
approximation Bc. Because q is a regular value of expp, all critical points of
the energy functional E in Ωcp,q are non-degenerate by Theorem 5.6. Since
M is simply connected, there exists a homotopy hs between γ0 and γ1 that
keeps the points p and q fixed. Since Bc is a deformation retract of Ωcp,q, the
homotopy hs, which is a path in Ωcp,q, is deformed to a path in Bc.
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By Proposition 5.5, for all δ > 0, hs can be deformed to a homotopy
h˜s from γ0 to γ1 in such a way that the longer curve γ˜ of h˜s satisfies the
condition: `(γ˜) < a+δ, where a = max{`(γ0), `(γ1), `(σ)} andσ is the geodesic
of larger length with index σ < 2 in Ωcp,q.
Choose δ = ε. Now we have `(γ0) ≤ 2ε and `(γ1) < ` < 2pi − 3ε, by (4).
We want to estimate `(σ). Applying Lemma 4.16 to the case in which M˜
is a sphere with K˜ = infM K > 1/4. We now have (with the notation of the
said lemma)
index σ˜ ≤ index σ < 2
Since σ˜ is a geodesic on the sphere Sn, n ≥ 3, it follows from the Morse
Index Theorem that if `(σ) > pi/
√
K˜ then index σ˜ ≥ 2. Therefore, by (3), we
must have `(σ) ≤ pi/
√
K˜ < 2pi − 3ε. It follows then, by (5), that
`(γ˜) < a + ε < 2pi − 3ε + ε = 2pi − 2ε.
On the other hand, the Lemma of Klingenberg gives us a curve h˜s0 of
the homotopy h˜s with `(γ0) + `(h˜s0) ≥ 2pi. It follows that
`(γ˜) ≥ `(h˜s0) ≥ 2pi − `(γ0) ≥ 2pi − 2ε,
which contradicts the fact that `(γ˜) < 2pi − 2ε. This proves the hypothesis
inj(M) < pi impossible. 
The proof here is not of the simplest kind, but the inclusion of odd
dimensions makes it necessary. For even dimensions there is simpler
proof that makes no use of Morse theory, but instead relies on basic linear
algebra used in a suitable way. Since it is still slightly lengthy, we will not
go into it, but rather refer to [4].
Theorem 6.10. ([4]; Theorem 13.3.4.) If the sectional curvatures K of a compact,
orientable Riemannian manifold M of even dimension satisfy 0 < K ≤ 1, then
inj(M) ≥ pi.
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Chapter 7
Sphere Theorem
With the newly-gained estimate on the injectivity radius on compact, sim-
ply connected, 1/4-pinched manifolds in hand, we have now all the tools
we need for the proof of the sphere theorem. Thus, in this chapter we will
at long last get prove it. However, the proof still remains quite lengthy, so
it has been split into several lemmata before the actual proof.
In general, in this chapter we are interested in the points p and q that
realize the diameter of M. The first lemma of this chapter provides infor-
mation on how the minimizing geodesics from p to q are distributed on
M.
Lemma 7.1. (Berger.) Let M be compact and p, q ∈ M with d(p, q) = d(M).
Then for each v ∈ TpM there exists a minimizing geodesic γ from p to q such that
〈γ˙0, v〉 ≥ 0.
Proof. Let v ∈ TpM be fixed, and let σ(t) = expp(tv). Let γt : [0, d(σ(t), q)]→
M be a minimizing unit speed geodesic with γt(0) = σ(t) and γt(d(σ(t), q)) =
q.
(i) Suppose that for all positive integers n there can be found numbers
tn, 0 ≤ tn ≤ 1n , with 〈σ˙tn , γ˙tn(0)〉 ≥ 0. Now there is a subsequence, which
we still denote by (tn), such that γtn → γ where γ is a minimizing geodesic
from p to q and 〈γ˙0, v〉 = 〈γ˙0, σ˙0〉 ≥ 0.
(ii) Suppose that there is some positive integer n0 such that for all
0 ≤ t ≤ 1n0 we have 〈γ˙t(0), σ˙t〉 < 0. Our goal is now to show that this
supposition implies a contradiction.
Let U be a uniformly normal neighbourhood of p, and let t0 > 0 be
such that t0 ≤ 1n0 and σ(t) ∈ U for all 0 ≤ t ≤ t0. Let 0 < t ≤ t0 and let
q0 ∈ U ∩ γt[0, d(σ(t), q)] be arbitrary. We write r = d(q0, σ(t))
Let ε > 0 be small enough for σ(s) ∈ U for all s ∈ (t − ε, t + ε), and let αs
be the minimizing geodesic from σ(s) to q0, parametrized on [0, r] for all s.
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These geodesics are unique up to a re-parametrization. If V is the variation
field of the variation Γ(s, ·) = αs(·), then V(r) = 0 and V(0) = σ˙(t).
Now, by the First variation formula 3.2 we have
d
ds
l(Γs)|s=t = −
∫ r
0
〈V,Dt α˙t〉dt + 〈V(r), α˙t(r)〉 − 〈V(0), α˙t(0)〉
= −〈σ˙(t), γ˙t(0)〉,
since αt is a geodesic as a restriction of γt to a suitable interval. By the
assumption (ii), we have −〈σ˙(t), γ˙(0)〉 > 0, which holds for all 0 < t < t0.
Therefore d(q0, σ(s)) is a strictly monotonic function of s on [0, t). Hence we
have for all s ∈ [0, t)
d(q, σ(s)) ≤ d(q0, σ(s)) + d(q0, q)
< d(q0, σ(t)) + d(q0, q)
= d(q, σ(t)),
where the equality holds, because q0 lies on the minimizing geodesic from
σ(t) to q. In particular, we have d(q, p) = d(q, σ(0)) < d(q, σ(t)).
This is a contradiction, since d(q, σ(t)) ≤ d(M) = d(q, p). Therefore the
claim holds. 
In other words, this can be understood in the way that we can always
find a minimizing geodesic whose tangent vector γ˙0 ∈ TpM makes an acute
angle with a given vector v ∈ TpM.
The next lemma has the longest proof in the chapter, but the idea behind
it is the key to the proof of the sphere theorem.
Lemma 7.2. Let Mn be a compact, simply connected Riemannian manifold with
sectional curvatures satisfying
1/4 < H < KM ≤ 1.
Let p, q ∈ M be such that d(p, q) = d(M). Then M = B(p, r) ∪ B(q, r) for all
r > pi
2
√
H
, and M = B¯(p, pi
2
√
H
) ∪ B¯(q, pi
2
√
H
).
Proof. Let pi
2
√
H
< r < inj(M) be fixed. By the estimates for the injectivity
radius of M in Proposition 6.8 it follows that B(p, r)∩C(p) = ∅ and B(q, r)∩
C(q) = ∅; hence B(p, r) and B(q, r) are diffeomorphic to open balls of Rn via
exponential maps.
Let us show the first claim. Suppose there exists x ∈ M such that
d(p, x) ≥ r and d(q, x) ≥ r. We may assume that d(p, x) ≥ d(q, x) ≥ r holds.
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A minimizing geodesic from q to x intersects ∂B(q, r) at a point q′ < B(p, r)
since otherwise
d(x, q′) > d(x,B(p, r))
≥ d(x,B(q, r))(7.1)
= d(x, q′).
The second inequality holds because d(x,B(p, r)) = d(x, p′) where p′ is an
intersection point of ∂B(p, r) and a minimizing geodesic from x to p. If
d(x,B(p, r)) < d(x,B(q, r)) held, then we would have
d(p, x) = r + d(p′, x) = r + d(x,B(p, r))
< r + d(x,B(q, r))
= r + d(q, x) − r = d(q, x).
But this is a contradiction with the assumption, so the inequality holds.
Now the inequality (7.1) implies a contradiction, so the first claim nec-
essarily holds.
By Bonnet-Myers theorem 4.12, we have d(M) ≤ pi√
H
< 2r. Let q′′ be an
intersection point of ∂B(q, r) and a minimizing geodesic from q to p. Then
q′′ ∈ B(p, r) since
d(p, q′′) = d(p, q) − d(q, q′′) < 2r − r = r.
Thus ∂B(q, r) contains points q′ < B(p, r) and q′′ ∈ B(p, r). Now ∂B(q, r) is
path-connected since it is homeomorphic to an Euclidean sphere. There-
fore we have ∂B(q, r) ∩ ∂B(p, r) , ∅. Hence there exists a point x0 ∈ M with
d(x, p) = d(x, q) = r.
Let α be a minimizing geodesic from p to x0. Lemma 7.1 now implies
that there exists a minimizing geodesic γ from p to q with 〈γ˙0, α˙0〉 ≥ 0. Let
s be the point of γ such that d(p, s) = r.
We will now compare M to the sphere Sn
(
0, 1√
H
)
of constant sectional
curvature δ with help of a corollary to Rauch Comparison Theorem 4.11.
Since 〈γ˙0, α˙0〉 ≥ 0, we have for the angle
^x0ps = ^(α˙0, γ˙0) ≤ pi2 .
Also, if β is a geodesic from x0 to s, then d(x0, s) ≤ `(β); by Theorem 4.11
and with labels of the corollary in question, we have `(β) ≤ `(β˜) ≤ pi
2
√
H
.
Therefore, we have
d(x0, s) ≤ pi
2
√
H
.
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Because we have d(x0, p) = d(x0, q) = r, and a point s of the geodesic
γ with d(x0, s) < r, there is a point s0 = γ(t0), where t0 is neither of the
endpoints of the domain of γ, such that s0 realizes the distance between x0
and the geodesic γ. The minimizing geodesic from x0 to s0 is orthogonal to
γ, and
d(x0, γ) = d(x0, s0) ≤ pi
2
√
H
Since d(p, q) ≤ pi√
H
, we have d(p, x0) ≤ pi2√H or d(q, x0) ≤ pi2√H (both may
hold; usually that is not the case). The other case being similar, we may
assume that the first inequality holds. Now, with the distance d(x0, s0) ≤
pi
2
√
H
and the angle ^px0s0 = pi2 , we apply once again the corollary of Rauch
Comparison Theorem 4.11, now to the geodesic α. We have
d(p, x0) = `(α) ≤ `(α˜) = pi
2
√
H
< r.
However, by definition, d(p, x0) = r, so we have obtained a contradiction.

This lemma states that a Riemannian manifold required by the state-
ment of the Sphere theorem can be covered by two balls centred at opposite
poles, which is a central point in the final proof.
Lemma 7.3. Let Mn be a compact, simply connected Riemannian manifold with
sectional curvatures satisfying
1
4
< H < KM ≤ 1,
and let p, q ∈ M be such that d(p, q) = d(M). Then on each geodesic of length
r ≥ pi
2
√
H
starting at p there exists a unique point m1 with d(m1, p) = d(m1, q) < r.
In similar manner, on each geodesic of the length r ≥ pi
2
√
H
starting from q there
exists a unique point m2 such that d(m2, p) = d(m2, q) < r.
Proof. Let γ = γ(s) be a geodesic with γ(0) = p, and consider the difference
function
d(q, γ(s)) − d(p, γ(s)) =: f (s).
Clearly function f is continuous, and f (0) = d(p, q) > 0. Let s0 > 0 be a
point with γ(s0) being a cut point of p along γ. Then by the estimate of
Klingenberg in Theorem 6.9, we have d(p, γ(s0)) ≥ pi > r. By the previous
lemma, d(q, γ(s0)) < r. Therefore,
f (s0) = d(q, γ(s0)) − d(p, γ(s0)) < 0.
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It follows that there is a point s1 ∈ (0, s0), with f (s1) = 0; now the point
m = γ(s1) satisfies the claim.
Moving on to uniqueness, we suppose there exists two points, m1 , m2,
equidistant from p and q. By symmetry, we may assume that m1 is between
m2 and p. Then
d(q,m2) = d(p,m2) = d(p,m1) + d(m1,m2) = d(q,m1) + d(m1,m2)
Let σ1 be the minimizing geodesic from q to m2. By the equation above,
m1 lies on σ1. This implies that σ1 coincides with γ, hence q belongs to γ.
Since d(q,m1) = d(p,m1), d(q,m2) = d(p,m2) and m1 , m2, we must have
p = q. This is a contradiction, so the point m has to be unique.
The case for q is symmetrical. 
Intuitively, this means that a Riemannian manifold M that satisfies the
requirements of this lemma has a kind of equator, that is a set of points
that is equidistant from both ”poles”. This intuition is further reinforced
by the next lemma that tells us that the equator has no jumps.
Lemma 7.4. Let M be as in the previous lemma. Define a function f : TpM\{0} →
TpM by setting f (v) to be such that expp f (v) is the point mv on the geodesic
t 7→ expp tv for which d(mv, p) = d(mv, q) for all non-zero v ∈ TpM. Then f is
well-defined and continuous.
Proof. By Lemma 7.3, the point mv is unique so f is well defined. It follows
easily that
| f (v)| ≤ pi
2
√
H
< pi ≤ inj(M).
Since f can be interpreted as a composed map v 7→ v|v| 7→ | f (v)| v|v| , it
suffices to show | f | is continuous on the unit sphere S ⊂ TpM.
Suppose ui ∈ S and ui → v, and denote f (ui) = tiui. Now there is a con-
vergent subsequence tik → t0 for some t0 ∈ [0, pi] because of compactness.
The whole sequence actually converges since the metric d is continuous.
Thus by the continuity of the exponential map we have expp tiui → expp t0v.
Furthermore, since d is continuous, we have
d(expp t0v, p) = lim d(expp tiui, p) = lim d(expp tiui, q) = d(expp t0v, q).
The point mv along t 7→ expp tv is unique by Lemma 7.3, so f (v) = t0v. 
This was the last lemma we will present, so we now move on to the
actual proof of the sphere theorem.
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Theorem 7.5. Let Mn be a compact, simply connected Riemannian manifold
whose sectional curvatures satisfy
1
4
< KM ≤ 1.
Then M is homeomorphic to Sn.
Proof. Suppose 14 < H ≤ KM ≤ 1. Let p, q ∈ M be at maximal distance from
each other, i.e. d(M) = d(p, q). (These can be found since M is compact).
Let p¯ ∈ Sn, and let q¯ ∈ Sn be the opposite pole, q¯ = −p¯. Choose an isometry
I : Tp¯Sn → TpM. Let f be as in the previous lemma.
Now we are ready to define the function h we claim to be the desired
homeomorphism. For all x ∈ Sn we set
h(x) =

p for x = p¯,
expp
(
d(x,p¯)
pi
2
(
f ◦ I ◦ exp−1p¯ (x)
))
for 0 < d(x, p¯) ≤ pi2 ,
expq
(
d(x,q¯)
pi
2
(
exp−1q ◦ expp ◦ f ◦ I ◦ exp−1p¯ (x)
))
for 0 < d(x, q¯) ≤ pi2 ,
q for x = q¯.
We now show h is continuous, closed and bijective.
1o h is continuous: This is obvious since both the exponential map, the
isometry I and f are continuous by the previous lemma. Also, h is well
defined as the two definitions agree on the set {x ∈ Sn | d(x, p¯) = d(x, q¯) = pi2 }
clearly and it is continuous at the poles p¯, q¯.
2o h is injective: Since | f | < inj(M), both h|B¯(p¯, pi2 ) and h|B¯(q¯, pi2 ) are injec-
tive. Furthermore, h|B¯(p¯, pi2 )∩B¯(q¯, pi2 ) is injective because of the uniqueness of the
points m halving the geodesics from p to q. Therefore, it remains to show
that h(B(p¯, pi2 )) ∩ h(B(q¯, pi2 )) is empty.
Suppose x ∈ h(B(p¯, pi2 )). Then x = γ(t0) for some geodesic γ, with
γ(0) = p and d(x, p) < | f (γ˙0)|. We can assume γ is minimizing by Theorem
3.3. Put g(t) = d(γ(t), p) − d(γ(t), q). Now g(0) < 0. In addition, if we
have t ≤ pi
2
√
H
, by Lemma 7.3 then g(t) = 0 exactly when t = | f (γ˙0)|. Since
d(x, p) = t0|γ˙0| < | f (γ˙0)|, we have g(t0) < 0, or d(x, p) < d(x, q). Since a similar
argument gives d(x, q) < d(x, p) if x ∈ h(B(q¯, pi2 )), the intersection is indeed
empty.
3o h is surjective: Let x ∈ M, and assume d(x, p) ≤ d(x, q); the case
d(x, p) ≥ d(x, q) is symmetrical. Let γ be a minimizing geodesic joining p
to x with x = γ(t) for some t. Now by Lemma 7.3 we can find such t0 ≥ t
that t0 = f (γ˙0). On the other hand, clearly γ˙ ∈ I(exp−1p¯ B(p¯, pi2 )). Therefore
x ∈ h(B(p¯, pi2 ), and h is surjective.
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4o h is closed since if K ⊂ Sn is closed, it is also compact by 1o. It follows
that h(K) is also compact and therefore closed in the Hausdorff space M.
Since h is continuous and closed bijection, it is a homeomorphism. 
With help of Corollary 6.6, we obtain immediately the following gen-
eralization:
Corollary 7.6. Let Mn be a complete simply connected Riemannian manifold
whose sectional curvatures satisfy
1
4
< KM ≤ 1.
Suppose that there is such p ∈ M that p has a cut point along every geodesic
starting at p. Then M is homeomorphic to Sn.
The strict 1/4-pinching required in the sphere theorem is optimal in the
even dimensional case; in fact, Theorem 2 in [2] states that if the sectional
curvatures of a compact, simply connected manifold M satisfy
(a)
1
4
≤ KM ≤ 1,
then M may alternatively be isometric to a symmetric space. A manifold
is symmetric if any reflection through origin (in normal coordinates) can
be extended to a global isometry I : M → M. For more information, see
Chapter 3 in [5].
In odd dimensions, the original pinching condition can be replaced
by (a). Therefore interest has turned to what happens when h < 1/4.
One of the problems involved is the estimation of injectivity radius: in
even dimensions, the obtained estimate holds with any h ≥ 0, as seen
in Theorem 6.10. By the work of Abresch and Meyer in [1], there exists
a dimension independent constant hodd ∈ (0, 1/4) such that the estimate
holds, and with it the sphere theorem as such.
7.1 Other Sphere Theorems
Aside from the sphere theorem presented here, there are other results
that yield necessary requirements for manifolds to be homeomorphically
spheres. There are several, actually, presented in [5], all of which depend
on the diameter of the manifold along with the curvature.
The first one is from Toponogov, and it gives a direct requirement for
the diameter, and is therefore slightly more lenient with the curvature.
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Theorem. (Maximal Diameter theorem; [5], Theorem 6.5.) Let Mn be a
complete manifold with KM ≥ H > 0 and d(M) = pi/
√
H. Then M is isometric to
Sn(0, 1/
√
H).
Whereas Toponogov’s theorem gives a maximum for a manifold’s di-
ameter, the following theorem by Berger, already mentioned at the end of
the previous section, gives a minimum.
Theorem. (Minimal diameter theorem; [5], Theorem 6.6.) Let Mn be a com-
plete, simply connected manifold with 14 ≤ KM ≤ 1.
i) If d(M) > pi, then M is homeomorphic to Sn.
ii) If d(M) = pi, then M is isometric to a symmetric space.
The proof for both of these can be found in [5].
To add to the confusion about sphere theorems involving diameters,
there is a Diameter Sphere theorem, named as such. The theorem is by
Grove and Shiohama, and it is based on the Homotopy Sphere Theorem
by Berger (Theorem 6.13 in [5]). The theorem is as follows, and its proof is
found in [3].
Theorem. (Diameter Sphere Theorem; [3], Theorem 1.15.) If Mn, n ≥ 4, is
a compact Riemannian manifold with sectional curvatures K ≥ 1 and diameter
d(M) > pi2 . Then M is homeomorphic to S
n.
Another question that has been around since the Rauch’s first version
of the topological sphere theorem, is whether there exists a diffeomor-
phism in addition to a mere homeomorphism. Indeed, in 1966, Gromoll
and Calabi as the first ones managed to generalize homeomorphism to
diffeomorphism, with coefficients hn depending on the dimension of Mn
sufficiently close to 1.
With Hamilton’s work on Ricci flow, a way to evolve the Riemannian
metric g in respect to a single parameter t, the results could be improved,
cf. [7]. In 2007, Brendle and Schoen succeeded in proving the following
theorem.
Theorem. (Differentiable Sphere Theorem; [3], Corollary 8.14.) Let Mn be
a compact, simply connected Riemannian manifold whose sectional curvatures
satisfy
1
4
< KM ≤ 1.
Then M is diffeomorphic to Sn.
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The proof for this, as well as for the similar generalization of the Min-
imal diameter theorem above, can be found in [3]. Although this means
that another step has been taken to understand the topological behaviour
of manifolds, there still remains a lot to find out.
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