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Abstract
We extend the theory that relates period function, normalizers and first integrals, which has been widely
developed in R2, to any dimension. In particular, we show how to find n − 1 independent normalizers of
vector fields in Rn with n−1 independent first integrals. A formula for the derivatives of the period function
is obtained and a necessary and sufficient condition for isochronicity is also proved. These results generalize
previous works of Freire, Gasull and Guillamon, Sabatini and Villarini.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we study Ck (k  1) vector fields V on Rn (n  2) which possess n − 1 first
integrals fi :Rn → R (i = 1, . . . , n − 1) almost everywhere independent and of class Ck+1. We
focus our attention on an open region E ⊂ Rn filled by non-trivial periodic orbits of V , and such
that rank(df1, . . . ,dfn−1)|E = n − 1. If n = 2 the domain E is usually called period annulus,
and has been object of extensive study in the literature.
The period function of planar systems (monotonicity, isochronicity, perturbations, . . .) have
been analyzed in many references, see e.g. [4–6,8,11–13,19–22,26]. In some of them the vector
field is assumed to be Hamiltonian or even of type y∂x −V ′(x)∂y , e.g. [5,8], in other it is provided
a normalizer of V , namely a vector field S such that [V,S] = μV for some function μ :R2 → R,
e.g. [12,13,19,21]. Quite recently the existence of normalizers and first integrals was related by
Sabatini [22]. Even when no normalizers or first integrals are explicitly known Sabatini [20]
obtained results on the period function for planar systems with period annulus. These kind of
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delay differential equations and thermodynamics. For more details the interested reader should
consult the previous papers and references therein.
In this work our goal is to extend all the general results on the relationship between first
integrals, normalizers and period function, obtained in the last years when n = 2, to the higher-
dimensional case n > 2. To the best of our knowledge there are no results in this direction in
the literature. In the following sections we will prove several theorems and will mention the
references where analogous results were obtained in R2. Some open problems which only arise
in dimension bigger than 2 and some examples in Rn will be also discussed.
We use two kind of methods, on the one hand we extend some techniques employed in the
R
2 literature to arbitrary dimension, on the other hand we introduce some new methods, of
geometrical flavor, which are interesting even in the planar case for proving in a different way
some classical results. The writing of this paper was motivated by reading Ref. [22] of Sabatini.
2. First integrals and normalizers
In this section we extend to any dimension the main results of Ref. [22]. In what follows we
will restrict ourselves to the region E filled by closed orbits of V . Since V is tangent to the level
sets of f1, . . . , fn−1 it can be expressed as
V = λW, (1)
for some function λ :Rn → R non-vanishing on E. In this equation the vector field W is defined
as in [10], i.e.
ıWΩn = df1 ∧ · · · ∧ dfn−1, (2)
where ı stands for the contraction operator between vector fields and differential forms, d is the
exterior derivative and Ωn := dx1 ∧ · · · ∧ dxn is the standard volume form in Rn. W generalizes
the vector product of two vectors in R3, and can be more explicitly written, using the Hodge star
operator  and the index raising operator i, as
W = (−1)n−1[(df1 ∧ · · · ∧ dfn−1)]i . (3)
Recall that  transforms p-forms into (n−p)-forms, and i transforms 1-forms into vector fields
just raising the index with some metric (the Euclidean one in this case), the reader who is not
familiar with these operators from differential geometry should consult e.g. [25].
It is useful to express the vector field W in local Cartesian coordinates (x1, . . . , xn) ∈ Rn. It is
enough to note the following identity between 1-forms:
(df1 ∧ · · · ∧ dfn−1) = ı∇fn−1 · · · ı∇f1Ωn,
which implies that
W = Det
⎛
⎜⎜⎝
∂x1 ∂x2 · · · ∂xn
f1,x1 f1,x2 · · · f1,xn
...
...
⎞
⎟⎟⎠ .fn−1,x1 fn−1,x2 · · · fn−1,xn
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field W is obtained by expanding the determinant along the first row in terms of the coordinate
vectors ∂x1 , . . . , ∂xn .
Note that a center O ∈ Rn is an isolated critical point of V such that all the neighboring orbits
are periodic. If we assume without loss of generality that fi(O) = 0 (i = 1, . . . , n − 1) then
O = (f1, . . . , fn−1)−1(0, . . . ,0) and hence it is an isolated singularity of the function F = f 21 +
· · · + f 2n−1. Note that F is a first integral of V and that its level sets around O are spheres Sn−1.
Since there are vector fields without critical points only on odd-dimensional spheres we conclude
that centers can exist when n is an even number.
Let us show how to find n− 1 independent normalizers of V in E. Define the vector fields Si
(i = 1, . . . , n − 1) as
Si =
n−1∑
j=1
aij∇fj , (4)
where the functions aij are obtained from the following equation
Si · ∇fj = δij , (5)
where δij stands for the Kronecker delta and the dot denotes the usual scalar product in Rn.
Eq. (5) can be written using the Lie derivative operator L as LSi fj = δij , and means that fj is a
first integral of Si if i = j and Si is transversal to fi in such a way that the local flow ψi(si;x)
induced by Si locally transforms level sets of fi into other level sets:
Si(fi)
(
ψi(si;x)
)= dfi(ψi(si;x))
dsi
= 1 ⇒ fi
(
ψi(si;x)
)= si + fi(x). (6)
On account of the expression (4) of the vector fields Si , Eq. (5) defines (n − 1)2 equations
for (n − 1)2 unknowns, namely the functions aij . In fact, if we define the matrices (A)ij = aij
and (F )ij = ∇fi · ∇fj , Eq. (5) can be written in matrix notation as AF = 1, thus implying that
A = F−1. The fact that rank(df1, . . . ,dfn−1) = n − 1 on E yields that
Δ := Det
⎛
⎜⎜⎝
(∇f1)2 ∇f1∇f2 · · · ∇f1∇fn−1
∇f1∇f2 (∇f2)2 · · · ∇f2∇fn−1
...
...
∇f1∇fn−1 ∇f2∇fn−1 · · · (∇fn−1)2
⎞
⎟⎟⎠ = 0,
thus showing that Eq. (5) has a unique Ck global solution in E given by (in matrix notation)
aij = (∇fi · ∇fj )−1. (7)
Let us express the normalizers Si more explicitly. Indeed, from Eq. (4), we get an equation which
can be written in matrix notation as
A−1S = ∇f,
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(∇fi)i=1,...,n−1. Applying Cramer’s rule to this system, and taking into account from Eq. (7)
that (A−1)ij = (∇fi · ∇fj ), we conclude that
Si = Δ−1 Det
⎛
⎜⎜⎝
(∇f1)2 · · · ∇f1 · · · ∇f1∇fn−1
∇f1∇f2 · · · ∇f2 · · · ∇f2∇fn−1
...
...
...
∇f1∇fn−1 · · · ∇fn−1 · · · (∇fn−1)2
⎞
⎟⎟⎠ , (8)
where (∇f1, . . . ,∇fn−1)T appears in the ith column, and we expand the determinant along the
ith column in terms of the vector fields ∇fi .
It is immediate that rank(V ,S1, . . . , Sn−1) = n on E, and hence Si are transversal to the orbits
of V , in fact V · Si = 0 for all i = 1, . . . , n − 1. The following lemma shows that [V,Si] = μiV
for some unique functions μi , i = 1, . . . , n− 1, and therefore the vector fields Si are normalizers
of V . This result extends Lemma 1 in [22].
Lemma 1. Let f1, . . . , fn−1 be independent first integrals of V in some domain E. There exist
n − 1 independent normalizers S1, . . . , Sn−1 if and only if there are functions Fij (f1, . . . , fn−1)
such that LSi fj = Fij (f1, . . . , fn−1) for all i, j .
Proof. If the vector fields Si are normalizers then there are function μi such that [V,Si] = μiV .
Therefore L[V,Si ]fj = 0 = LV LSi fj , thus concluding that the functions LSi fj are first integrals
of V . But V cannot have more than n − 1 independent first integrals in E so LSi fj must be
functionally dependent of f1, . . . , fn−1, i.e. LSi fj = Fij (f1, . . . , fn−1). Conversely if LSi fj =
Fij (f1, . . . , fn−1) we get that L[V,Si ]fj = 0, thus concluding that [V,Si] have the same orbits
as V , namely [V,Si] = μiV . 
Let us now compute the functions μi explicitly. If we define the functions μ˜i as [W,Si] =
μ˜iW , see Eq. (3), it is immediate that
μi = μ˜i − Si
(
ln |λ|), (9)
so the problem is reduced to computing μ˜i .
If Ωn is the standard volume-form in Rn we have that
ıμ˜iWΩn = μ˜idf1 ∧ · · · ∧ dfn−1,
ı[W,Si ]Ωn = LWıSiΩn.
To get these equations we have used Eq. (2), the identity ı[X,Y ] = LXıY − ıY LX and the
fact that LWΩn = 0. Since LSiΩn = (divSi)Ωn, and LW = ıW d + dıW , where div denotes the
divergence of a vector field, we obtain the following expression
LWıSiΩn = ıW (dıSiΩn) + d(ıW ıSiΩn) = divSi(ıWΩn) − d(ıSi ıWΩn)
= divSi(df1 ∧ · · · ∧ dfn−1) − dıSi (df1 ∧ · · · ∧ dfn−1),
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divSi(df1 ∧ · · · ∧ dfn−1)
because ıSi (df1 ∧ · · · ∧ dfn−1) = (−1)i−1df1 ∧ · · · ∧ dfi−1 ∧ dfi+1 ∧ · · · ∧ dfn−1 on account of
Eq. (5). Identifying the expressions that we have computed we finally conclude that
μ˜i = divSi. (10)
Summarizing we have the following result.
Proposition 1. If f1, . . . , fn−1 are independent first integrals of V in some region E then there
are n−1 independent normalizers S1, . . . , Sn−1, transversal to V , given by Eqs. (4) and (7) (and
more explicitly by (8)) and with μi = divSi − Si(ln |λ|).
This proposition extends Lemma 2 and Theorem 1 in [22]. For the sake of completeness let
us prove the following lemma which extends Remark 1 in [22] and Proposition 2 in [13].
Lemma 2. Any normalizer of V has the form Y =∑n−1i=1 gi(f1, . . . , fn−1)Si + gnV , where gi ,
i = 1, . . . , n − 1, are functions of f1, . . . , fn−1 and gn is any function. In this case [V,Y ] =
(
∑n−1
i=1 gi(f1, . . . , fn−1)μi + V (gn))V .
Proof. The vector fields (S1, . . . , Sn−1,V ) are independent on E and hence Y can be written as
Y =∑n−1i=1 giSi + gnV for some functions g1, . . . , gn. If Y is a normalizer then μV = [V,Y ] =∑n−1
i=1 V (gi)Si + (
∑n−1
i=1 giμi + V (gn))V , which implies that V (gi) = 0 for all i = 1, . . . , n − 1
on account of the independence of the vector fields. This means that the functions gi (i = 1, . . . ,
n−1) are first integrals of V and the claim follows. Of course the value of [V,Y ] readily follows
from the expression of Y . 
Example 1. The n = 2 case was already discussed in Ref. [22], so let us illustrate our results
with the n = 3 case. According to Proposition 1 the normalizers are given by
S1 = (∇f2)
2
Δ
∇f1 − ∇f1∇f2
Δ
∇f2,
S2 = −∇f1∇f2
Δ
∇f1 + (∇f2)
2
Δ
∇f2,
where Δ := (∇f1)2(∇f2)2 − (∇f1∇f2)2. If the first integrals are orthogonal, namely ∇fi ·
∇fj = 0 for i = j , the normalizers have a very simple expression in Rn for any value of n,
Si = ∇fi
(∇fi)2 .
Recall that the geometrical meaning of the normalizers is that their local flows (for si small)
transform orbits of V into other orbits of V (possibly with a different parametrization) if the
orbits are compact or if the normalizers are complete. In fact the existence of n − 1 independent
normalizers implies the existence of n−1 independent first integrals, as we prove in the following
proposition. This result is well known in differential geometry.
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[V,Si] = μiV . Then V has n − 1 independent (local) first integrals (f1, . . . , fn−1) on E.
Proof. Set Σ := Det(Sn−1, . . . , S1,V ), and now define n − 1 1-forms as follows:
ω1 = − ıV ıS2 · · · ıSn−1Ωn
Σ
,
ω2 = ıV ıS1 ıS3 · · · ıSn−1Ωn
Σ
,
...
ωn−1 = (−1)n−1 ıV ıS1 · · · ıSn−2Ωn
Σ
.
It is not difficult to prove that dωi = 0, i = 1, . . . , n−1 [24], thus showing that ωi = dfi (locally).
Since ıV ωi = 0 this implies that f1, . . . , fn−1 are independent first integrals of V . 
The first integrals obtained in this proposition are globally defined on E if its first cohomology
group is trivial, i.e. H 1(E) = 0. For example, if the vector fields (S1, . . . , Sn−1,V ) are indepen-
dent on the whole Rn or on any contractible domain, then (f1, . . . , fn−1) are globally defined.
The following elementary observation shows that there exist global first integrals on some do-
mains where H 1 = 0. For example, in R2 the first integrals are globally defined on any period
annulus.
Corollary 1. On any tubular neighborhood E of a periodic orbit of V , the first integrals are
globally defined. We assume that V has n − 1 normalizers Si such that (S1, . . . , Sn−1,V ) are
independent on the whole E.
Proof. The normal bundle of a circle embedded in Rn is always trivial [17] so any open tubular
neighborhood of a periodic orbit γ of V is diffeomorphic to S1 ×Rn−1. All the non-contractible
loops in E are homotopic to γ , so it is enough to prove that
∮
γ
ωi = 0 (i = 1, . . . , n − 1) to
conclude [25] that ωi are exact 1-forms on E thus defining global first integrals fi :E → R.
Indeed, since ıV ωi = 0, i = 1, . . . , n − 1, we deduce that the n − 1 vector fields obtained by
raising the index of each ωi are orthogonal to V , and therefore
∮
γ
ωi =
T∫
0
ıV ωi
(
γ (t)
)
dt = 0. 
Remark 1. Observe that the (local) first integrals defined in Proposition 2 as ωi = dfi verify that
LSi fj = ıSi dfj = δij (in particular Eq. (6) holds), and therefore Si = Sfi + ( Si ·VV 2 )V . Here S
f
i are
the normalizers given by Eq. (4) in terms of the first integrals. The proportionality functions μi
can be expressed in terms of the functions μfi defined in Proposition 1, according to Lemma 2,
as μi = μfi + V (Si ·VV 2 ). After some computations it is ready to get that μi = divSi − Si(ln |λ|),
the same expression as if the normalizers were defined from the first integrals like in Eq. (4). Fur-
thermore it is not difficult to compute the proportionality factor λ, which is equal to (−1)α(n)Σ ,
with α(n) = (−1)n/2 if n is even and (−1)(n+1)/2 if n is odd.
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integrals. In fact this result can be completed as follows.
Theorem 1. Let E ⊂ Rn be an invariant region filled with periodic orbits of V . The following
statements are equivalent:
1. V has n − 1 independent (local) first integrals on E.
2. The orbits of V on E have trivial holonomy.
Proof. It is well known that a foliation with first integrals has trivial holonomy [23]. Conversely
if the holonomy group of the foliation induced by V is trivial, all the leaves being compact
implies that the leaf-space M is a Hausdorff (n − 1)-manifold and hence V defines a locally
trivial fibre bundle over M [23]. Locally M can be Ck-immersed in Rn−1 thus giving rise to
n − 1 independent first integrals which are defined on small enough tubular neighborhoods of
any periodic orbit of V . If the leaf-space M can be Ck-immersed in Rn−1 then the n − 1 first
integrals are globally defined on E. 
Summarizing we have proved the equivalence between first integrals, normalizers and S1-
foliations of trivial holonomy, for any dimension. This equivalence is in general only local,
although in some cases it globalizes to the whole domain E, e.g. in R2 for any period annu-
lus. These results provide powerful tools to study the period function and isochronous centers, as
we will show in the next section.
Remark 2. If the vector field V is given by (−1)n−1[(df1 ∧· · ·∧dfn−1)]i then λ = 1 and hence
μi = divSi . In R2 this is the situation for Hamiltonian vector fields.
3. Period function and isochronous domains
In this section we extend to any dimension the main results of Refs. [12,19,26] and [13].
Define a function T :E → R which assigns to each point p ∈ E the (minimal) period of the orbit
of V through p. This function is called period function and is as differentiable as the vector field,
namely Ck . When the period function approaches the boundary of E it may tend to infinity or
experience a discontinuous transition.
Since T does not vary for any point of the same orbit we get that T is a function of
(f1, . . . , fn−1). Let us obtain an expression for the derivatives of the period function which gen-
eralizes Theorem 1 in [13]. Pick an orbit γ ⊂ E of V and a point p ∈ γ , and let us focus on a
small neighborhood N of γ . Assume without loss of generality that f1(γ ) = · · · = fn−1(γ ) = 0.
Any point in N can be reached from some point in γ using the flows ψi(si;x) of the normaliz-
ers Si . In fact Eq. (6) shows that fi(ψi(si;x)) = si (see also Remark 1) and hence locally we can
write T (s1, . . . , sn−1) and the period of γ is given by T (0, . . . ,0).
The variational equation associated to the orbit γ (t) of V reads as follows [16]:
dx
dt
= DV (γ (t))x. (11)
Recall that the transition matrix A(t) is the matrix fundamental solution of Eq. (11), i.e. any
solution to the variational equation is given by A(t)x0 [16].
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point ψi(si;p), namely
Π
(
ψi(si;p)
)= φ(T (0, . . . , si , . . . ,0);ψi(si;p)). (12)
The transition matrix for t = T (0, . . . ,0), which is called the monodromy matrix, can be
obtained from the Poincaré map after differentiation because
∂Π(ψi(si;p))
∂si
∣∣∣∣
si=0
= Π ′(p)Si = ∂T
∂si
∣∣∣∣
(0,...,0)
V + A(T (0, . . . ,0))Si,
where it has been taken into account that ∂φ
∂x
|γ (t) = A(t). Since all the orbits of V are periodic and
the holonomy is trivial we get that Π ′(p) = 1 (there are neither stable nor unstable components),
and hence
A(T ) =
⎛
⎜⎜⎝
1 − ∂T (0,...,0)
∂s1
· · · − ∂T (0,...,0)
∂sn−1
0 1 · · · 0
...
. . .
. . .
...
0 0 · · · 1
⎞
⎟⎟⎠ .
Let us now obtain a different expression of the monodromy matrix in terms of the functions μi .
Consider a vector field on γ defined by Yi(t) = Si(γ (t)) + ai(t)V (γ (t)). The function ai(t) is
defined in such a way that Yi(t) is a solution of Eq. (11), that is
dYi(t)
dt
= DSi
(
γ (t)
)
V
(
γ (t)
)+ a′i (t)V (γ (t))+ ai(t)DV (γ (t))V (γ (t)),
but recall that [V,Si] = DSiV − DVSi = μiV , thus implying that Y(t) solves the variational
equation if and only if
ai(t) = −
t∫
0
μi
(
γ (t)
)
dt. (13)
This yields a monodromy matrix of the form
A(T ) =
⎛
⎜⎜⎝
1 − ∫ T (0,...,0)0 μ1(γ (t))dt · · · − ∫ T (0,...,0)0 μn−1(γ (t))dt
0 1 · · · 0
...
. . .
. . .
...
0 0 · · · 1
⎞
⎟⎟⎠ .
Identifying the two expressions for the monodromy matrix we finally get the desired formula for
the derivatives of the period function:
∂T (0, . . . ,0)
∂si
=
T (0,...,0)∫
μi
(
γ (t)
)
dt. (14)0
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Theorem 2. If the vector field V has n−1 independent normalizers Si , namely [V,Si] = μiV , on
a region E filled by periodic orbits, then the period function T satisfies the following condition
Si(T )
(
s01 , . . . , s
0
n−1
)= ∂T (s01 , . . . , s0n−1)
∂si
=
T (s01 ,...,s
0
n−1)∫
0
μi
(
γ (t)
)
dt, (15)
where γ (t) is the orbit of V which corresponds to the values (s01 , . . . , s0n−1) of the flow pa-
rameters, and T (s01 , . . . , s
0
n−1) is its period. In terms of the n − 1 independent first integrals
(f1, . . . , fn−1) of V the expression is the following
∂T (f 01 , . . . , f
0
n−1)
∂fi
=
T (f 01 ,...,f
0
n−1)∫
0
μi
(
γ (t)
)
dt, (16)
where γ (t) is a periodic orbit of V given by {f1 = f 01 , . . . , fn−1 = f 0n−1}, of period T (f 01 ,
. . . , f 0n−1).
Remark 3. From the formulae in Theorem 2 it is ready to get expressions for higher order
derivatives of the period function, e.g.
∂2T (s01 , . . . , s
0
n−1)
∂si∂sj
=
T (s01 ,...,s
0
n−1)∫
0
∇μi
(
γ (t)
) · Sj (γ (t)).
Eqs. (15) and (16) are very useful to provide criteria for the isochronicity of the region E. The
following corollary is a generalization of Theorem 1 in [12] and Corollary 3 in [13].
Corollary 2. Let V be a vector field with n − 1 independent normalizers on E. Then E is an
isochronous domain if and only if ∫ T (γ (t))0 μi(γ (t))dt = 0 for any periodic orbit γ of V in E.
Proof. If E is isochronous then T is a constant function, all its derivatives vanish, and hence
Eq. (15) proves the claim. Conversely if the functions μi verify the assumption of the statement
then Eq. (15) yields that all the derivatives of T are zero, thus showing that it is a constant
function. 
When V is a divergence-free vector field we have that λ = F(f1, . . . , fn−1) for some func-
tion F . If furthermore the normalizers are divergence-free as well we get that
μi = −Si
(
ln
∣∣F(f1, . . . , fn−1)∣∣),
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Si(ln |F |) = ∂∂fi ln |F |, thus concluding that
μi = − ∂
∂fi
ln
∣∣F(f1, . . . , fn−1)∣∣.
If we substitute this expression in Eq. (16) we find an equation which defines the period function
in terms of F(f1, . . . , fn−1), that is
∂T
∂fi
= −T ∂
∂fi
ln |F |,
whose solution is
T (f1, . . . , fn−1) = c
F (f1, . . . , fn−1)
, (17)
where c is some real constant. From this expression the following corollary is immediate.
Corollary 3. If λ is constant and the normalizers are divergence-free then the region E is isochro-
nous.
Remark 4. If V is divergence-free, i.e. λ = F(f1, . . . , fn−1), it is not difficult to check that the
period of the trajectory γ (c) := (f1, . . . , fn−1)−1(c1, . . . , cn−1) is given by [3]:
T (c1, . . . , cn−1) =
∫
γ (c)
ξ
F (c1, . . . , cn−1)
,
where ξ is the 1-form defined as ξ := (−1)n−1Δ−1ı∇fn−1 · · · ı∇f1Ωn. Observe that ξ ∧ df1 ∧
· · · ∧ dfn−1 = Ωn.
In general it follows that if μi = 0 for all i, i.e. V has n− 1 independent centralizers, then the
domain is isochronous. If the normalizers Si are defined as in Proposition 1 we get that {μi = 0}
defines a set of partial differential equations for the first integrals (f1, . . . , fn−1), i.e.
n−1∑
j=1
div
(
aij (f1, . . . , fn−1)∇fj
)− n−1∑
j=1
aij (f1, . . . , fn−1)∇fj · ∇ ln |λ| = 0,
i = 1, . . . , n − 1, where the functions aij are defined in Eq. (7). In particular, if ∇fi · ∇fj = 0
for all i = j and λ = constant, these equations reduce to
div
( ∇fi
2
)
= 0 (i = 1, . . . , n − 1). (18)(∇fi)
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the level set {fi = constant} is given by Hfi = div( ∇fi|∇fi | )|fi=constant [25]. After some straightfor-
ward manipulations we transform Eq. (18) into this other equation for each i = 1, . . . , n − 1
Hfi =
∇(|∇fi |) · ∇fi
(∇fi)2 . (19)
If |∇fi | is constant (say equal to 1) for all i on some neighborhood of the periodic orbit γ
of V we conclude that the period function only depends on the values of the mean curvature of
the level sets of fi on γ , i.e. ( ∂T∂fi )|γ =
∫ T (γ )
0 Hfi (γ )dt . Furthermore if all fi satisfy the eikonal-
type equation |∇fi | = Fi(fi) (i = 1, . . . , n− 1) for some functions Fi , then Eq. (19) means that
the level sets of fi must have constant mean curvature. A similar discussion in R2 was made by
Sabatini [22].
Let us prove in the following proposition that isochronicity implies the existence of centraliz-
ers, at least in certain neighborhood of a periodic orbit of V . This result generalizes Theorem 4.5
of [26] and Lemma 1 in [19] to any dimension.
Proposition 3. Let γ be a periodic orbit of a vector field V . Consider a tubular neighborhood N
of γ trivially fibred by periodic orbits of V . Then N is isochronous if and only if there are n − 1
independent Ck centralizers S1, . . . , Sn−1. Furthermore the centralizers can be taken such that
[Si, Sj ] = 0 for any i, j = 1, . . . , n − 1, thus defining a foliation transversal to γ and invariant
under V .
Proof. If Si are centralizers then [V,Si] = 0 and hence the period function is constant because
μi = 0. The assumptions of the proposition imply the existence of n − 1 independent first inte-
grals on N , and hence of n − 1 independent normalizers such that ∮ μi = 0. Let us prove that in
fact all μi can be taken to be zero. Pick a transversal section σ0 ∼= Dn−1 ⊂ N of γ , Dn−1 being
an (n − 1)-disc. Define coordinates (u1, . . . , un−1) on σ0. Let us now construct a global coordi-
nate system on N . Recall that the normal bundle of a circle embedded in Rn is always trivial [17],
thus allowing to identify N with σ0 × S1. If t is the flow parameter of V we can move σ0 with
the flow of V to get σt := φ(t;σ0). If the period of γ is T then, on account of the isochronicity, it
is clear that σT = σ0. The triviality of the monodromy matrix (for any periodic orbit of V in N )
and the isochronicity yield that the coordinate vector fields (∂u1 , . . . , ∂un−1) defined on σ0 extend
in a well-defined way to the whole N via φ(t; ·). So N is endowed with the global coordinate
system (u1, . . . , un−1, θ) ∈ Dn−1 × (R/Z), where T −1∂θ = V . As in any coordinate system we
have the commutation of the coordinate vector fields, in particular [∂ui , ∂θ ] = 0, thus concluding
that Si = ∂ui are the desired centralizers. Observe that Si are as differentiable as V , namely Ck .
Of course [Si, Sj ] = 0 (i, j = 1, . . . , n−1). For a detailed explanation of how to construct global
coordinate systems the reader should consult [14]. 
In Rn (n > 2) the period function depends on more than one variable and hence the concept
of monotonicity is not well defined in general. If n is even we can consider that V possesses a
center as defined in Section 2. In this case, if T is a function only of F = f 21 +· · ·+f 2n−1, which
means that all the orbits of V have the same period on the topological spheres F = constant, we
can say that T is monotonous if T ′(F ) does not change of sign, and the values of T for which
T ′ = 0 are the critical periods. In general we define a critical cycle as a periodic orbit of V such
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∂si
= 0 for all i = 1, . . . , n− 1, where si are the parameters of n− 1 independent transversal
curves to the cycle (or the n − 1 first integrals, or the n − 1 flow parameters of the normalizers).
Example 2. A very simple isochronous vector field in R3 is V = −y∂x + x∂y = ∇f1 ∧ ∇f2,
where f1 = z and f2 = 12 (x2 + y2) are first integrals. In this case ∇f1 · ∇f2 = 0 and hence the
associated normalizers are S1 = ∂z and S2 = x∂x+y∂yx2+y2 . Since divS1 = divS2 = 0 and λ = 1 we
conclude that R3 \ {z-axis} is an isochronous domain of V .
Example 3. A particularly relevant example in physics is when V is divergence-free (e.g. a mag-
netic field), and it has a divergence-free non-trivial centralizer S (e.g. an Euclidean symmetry).
Let us focus on the region E of periodic orbits. In this case it can be shown that there are two
first integrals f1 and f2 defined as follows (see [15]):
∇f1 = V ∧ S,
∇f2 = (V ∧ S) ∧ V
(V ∧ S)2 .
Note that ∇f1 · ∇f2 = 0 and that V = −∇f1 ∧ ∇f2. The normalizers Si are Si = ∇fi(∇fi)2 , and
therefore the functions μi are given by
μ1 = div
(
V ∧ S
(V ∧ S)2
)
,
μ2 = div
(
(V ∧ S) ∧ V
V 2
)
.
If μ1 = μ2 = 0 we get that E is an isochronous domain.
Example 4. In this example let V be a Liouville-integrable Hamiltonian dynamical system
on R2m [1]. This means that there are m independent first integrals f = (f1, . . . , fm) in invo-
lution with respect to the standard symplectic form Λ2 on R2m, and furthermore the Hamiltonian
vector fields Si associated to fi by iSiΛ2 = dfi are all complete (we are setting V := Sm).
Note that [Si, Sj ] = 0 for all i, j . The level sets of the momentum map f :R2m → Rm are m-
dimensional submanifolds invariant under (S1, . . . , Sm) and diffeomorphic to Rk × (S1)m−k . On
each level set all the orbits of V are diffeomorphic to each other, so if γ is a periodic solution we
get that the level set Λ supporting γ is fibred by circles. The fact that S1, . . . , Sm−1 are central-
izers of V yields that Λ is isochronous. Of course the period of the closed solutions could vary
from one level set to other.
In ending this section let us comment an interesting open problem which arises in dimension 3.
Let V be a vector field with 2 independent first integrals in R3. The question is the following:
What knot types are possible for the orbits of V if the domain E of periodic orbits is isochro-
nous?
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types for a vector field with 2 independent first integrals [18]. Furthermore the region E filled by
periodic orbits cannot be the whole Rn because the Euclidean space cannot be fibred by circles.
So if W = ∇f1 ∧ ∇f2 is a vector field with a knotted orbit γ = (f1, f2)−1(0,0), the question
can be reformulated more precisely as follows:
For any knotted curve γ ⊂ R3, do there exist a submersion (f1, f2) :R3 → R2 and a function
λ :R3 → R such that γ = (f1, f2)−1(0,0) and each connected region E of periodic orbits is
isochronous for the vector field V = λW ?
This problem is of global nature, because locally any knot γ ⊂ R3 admits a tubular neigh-
borhood N diffeomorphic to D2 × S1 (the normal bundle of any embedded circle in Rn is
trivial [17]). We can endow N with coordinates (u1, u2, θ) ∈ D2 × S1 and hence the vector
field V = ∂θ is isochronous in N on account of Proposition 3 and (u1, u2) are independent
first integrals of V . Globally, using the results in Proposition 1 and Corollary 2, this ques-
tion seems to yield a difficult system of integro-differential equations, with the constraint that
γ = (f1, f2)−1(0,0) is some non-trivial knot. We are not aware of how to tackle this problem.
Another question which arises in high dimension is the existence of one-dimensional folia-
tions (vector fields), filling some region E ⊆ Rn with periodic orbits, and some of these orbits,
say γ , having non-trivial holonomy [9]. The reader interested in how to construct these “patho-
logical” examples should consult the paper [27] by Vogt and references therein. In all these cases
there do not exist neither first integrals of the foliation around γ nor normalizers, and hence we
do not know how to study the period function.
4. Period function and unknown normalizers
In this section we extend to any dimension the main results in Ref. [20]. Let N ⊂ E be a
tubular neighborhood of an orbit γ , trivially fibred by trajectories of V . In Section 2 we have
shown that V has n − 1 independent first integrals on such a neighborhood and in fact n − 1
independent normalizers S1, . . . , Sn−1. This is an extension of Lemma 1 in [20].
The computation of the first integrals and the normalizers is not generally an easy task. Any-
way we can obtain a result similar to Theorem 2 just by knowing n− 1 independent vector fields
(X1, . . . ,Xn−1) transversal to V , not necessarily normalizers. This result was proved by Sabatini
in R2 [20], and we generalize it to any dimension.
Let us define the functions qi and mij (i, j = 1, . . . , n − 1) as follows:
[V,Xi] = qiV +
n−1∑
j=1
mijXj . (20)
First note that the normalizers Si , which exist but they are difficult to compute, can be written
in terms of (X1, . . . ,Xn−1,V ) by using some functions ri , nij , namely
Si = riV +
n−1∑
j=1
nijXj (i = 1, . . . , n − 1). (21)
The functions ri and nij can be obtained from the following equations:
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n−1∑
j=1
nijXj · Xk,
Si · V = riV 2 +
n−1∑
j=1
nijXj · V,
for i, k = 1, . . . , n − 1. Indeed we have n(n − 1) equations for n(n − 1) unknowns, and the fact
that rank(X1, . . . ,Xn−1,V ) = n on N implies that there is a unique Ck solution (ri , nij ) of this
system. Its explicit expression can be easily obtained after inversion of the equations, but we will
not write it explicitly because it is not relevant for our purposes.
After some computations it is not difficult to show that
μiV = [V,Si] =
[
V, riV +
n−1∑
j=1
nijXj
]
=
(
n−1∑
j=1
nij qj + V (ri)
)
V +
n−1∑
j=1
(
V (nij ) +
n−1∑
k=1
nikmkj
)
Xj ,
and on account of the independence of the vector fields we conclude that
n−1∑
j=1
nij qj + V (ri) = μi,
V (nij ) +
n−1∑
k=1
nikmkj = 0,
for all i, j = 1, . . . , n − 1.
Recall now from Theorem 2 the expression of the derivatives of the period function,
∂T
∂si
=
T (s)∫
0
μi
(
γ (t)
)
dt,
where the parameters si (i = 1, . . . , n − 1) correspond to n − 1 transversal normalizers to γ .
Substituting the expression of μi that we have found in terms of nij , qj , ri we get
∂T
∂si
=
n−1∑
j=1
T (s)∫
0
nij
(
γ (t)
)
qj
(
γ (t)
)
dt, (22)
where the second term
∫ T (s)
V (ri)dt has been omitted because it is identically zero.0
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can be computed solving the equation
dnij (γ (t))
dt
+
n−1∑
k=1
nik
(
γ (t)
)
mkj
(
γ (t)
)= 0. (23)
In matrix notation, N := (nij )i,j=1,...,n−1 and M := (mij )i,j=1,...,n−1, we can write this equa-
tion as
dN(γ (t))
dt
+ N(γ (t))M(γ (t))= 0,
whose general solution is not easy to obtain. In the particular case in which [N, dNdt ] = 0, which
happens e.g. if M is a constant matrix or n = 2, the solution is (observe that the matrix N is
invertible)
N
(
γ (t)
)= N(γ (0))e− ∫ t0 M(γ (t))dt .
Summarizing we have shown how to obtain the derivatives of the period function when one
knows n − 1 independent vector fields Xi transversal to V , just by computing the Lie brackets
[V,Xi] for all i = 1, . . . , n − 1. The following is a generalization of Theorem 1 in [20].
Theorem 3. Let V be a vector field and let Xi be n − 1 independent vector fields transversal
to V on a periodic region E. If [V,Xi] = qiV +∑n−1j=1 mijXj then
∂T
∂si
=
n−1∑
j=1
T (s)∫
0
nij
(
γ (t)
)
qj
(
γ (t)
)
dt,
for any periodic orbit of V in E and for the n − 1 parameters of any transversal normalizers.
The functions nij (γ (t)) are obtained from mij (γ (t)) solving Eq. (23).
A straightforward consequence of this result is that given n− 1 independent vector fields Xi ,
transversal to V on some region E, there exists a linear combination of these vector fields giving
rise to n − 1 independent normalizers of V , namely
Si =
n−1∑
j=1
nijXj ,
where the functions nij are obtained from Eq. (23), see also Eq. (21). This extends Remark 1
in [20]. Another corollary, which generalizes Theorem 1 and Corollary 1 in [21], is the following.
Corollary 4. If qi = 0 (i = 1, . . . , n − 1), that is, there are n − 1 independent vector fields Xi
transversal to V on E such that [V,Xi] =∑n−1j=1 mijXj , then the domain E is isochronous.
1302 D. Peralta-Salas / J. Differential Equations 244 (2008) 1287–1303In [7] it was proved that if a limit cycle of a planar system has an invariant normal foliation
then every point on each leaf of the foliation is in phase with its base point. The following
example is analogous to this result but in Rn and in the context of periodic domains.
Example 5. Consider n vector fields (X1, . . . ,Xn−1,V ) in Rn such that the rank of the matrix
(X1, . . . ,Xn−1,V ) is n on some periodic domain E. Assume that X1, . . . ,Xn−1 define a codi-
mension 1 foliation F on E, i.e. [Xi,Xj ] =∑n−1k=1 cijkXk for some functions cijk and any i, j ,
and that V leaves invariant this foliation, that is its local flow transforms leaves into leaves.
Since the invariance condition is expressed as [V,Xi] = ∑n−1j=1 mijXj (see e.g. [2]) we con-
clude, according to Corollary 4, that the domain E is isochronous. Remember that under these
assumptions the foliation F has a (local) first integral I , and hence LV (I) = F(I) for some func-
tion F , on account of the invariance of the foliation under the flow of V . Therefore the period T
of the periodic orbits of V on E is expressed as
T =
∮ dI
F (I)
,
which is a non-zero number because I is a multi-valued function.
On account of Theorem 3 it is immediate to show that a periodic orbit γ is a critical cycle if
there are n− 1 independent transversal vector fields (X1, . . . ,Xn−1) on γ such that [V,Xi]|γ =∑n−1
j=1 mijXj |γ (i = 1, . . . , n − 1). This result was proved in R2 by Sabatini (see Corollary 2(ii)
in [20]).
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