The isospectral deformations of the Frobenius-Stickelberger-Thiele (FST) polynomials introduced in [32] (Spiridonov et al. Commun. Math. Phys. 272:139-165, 2007 ) are studied. For a specific choice of the deformation of the spectral measure, one is led to an integrable lattice (FST lattice), which is indeed an isospectral flow connected with a generalized eigenvalue problem. In the second part of the paper the spectral problem used previously in the study of the modified Camassa-Holm (mCH) peakon lattice is interpreted in terms of the FST polynomials together with the associated FST polynomials, resulting in a map from the mCH peakon lattice to a negative flow of the finite FST lattice. Furthermore, it is pointed out that the degenerate case of the finite FST lattice unexpectedly maps to the interlacing peakon ODE system associated with the two-component mCH equation studied in [17] (Chang et al. Adv. Math. 299:1-35, 2016).
INTRODUCTION
The Toda lattice is a celebrated completely integrable model for a one-dimensional crystal in solid state physics. The links between the theory of orthogonal polynomials (OPs) and the integrable systems of Toda type have been extensively investigated and used by both, i.e. integrable systems and special functions, communities since the early 1990s. In the semi-discrete case (continuous time and discrete space), one of the well-known examples is the connection between the ordinary OPs and the Toda lattice. The ordinary OPs appear as wave functions of the Lax pair of the semi-discrete Toda lattice undergoing a one-parameter deformation of the spectral measure [19, 21, 26, 29] . As a second example, the semi-discrete Lotka-Volterra lattice (sometimes also called the Kac-van Moerbeke lattice or the Langmuir lattice) [17, 19, 23] can be obtained as a one-parameter deformation of the measure associated to symmetric OPs. For more examples, one may refer [1-3, 5-8, 13, 24, 25, 27, 29, 38] etc.
Later, it was found that spectral transformation of the ordinary orthogonal polynomials also play a central role in the solution of the peakon problem of the Camassa-Holm (CH) equation [10] . Here we remark that the CH equation is a completely integrable system which arises as a shallow water wave model, and peakon solutions (simply called peakons) appear as its solitary wave solutions with peaks, whose dynamics can be described by a system of ODEs. The mathematics of peakons has attracted a great deal of attention. Interestingly, the CH peakon dynamical system (i.e. the ODE system describing the CH peakons) and the finite Toda lattice are associated with different spectral transformations of the ordinary orthogonal polynomials and may be regarded as opposite flows in some sense [11, 30] . Recently, more such relations of this type were discovered [14, 16, 17] .
As for full-discrete (discrete space and time) integrable systems, the compatibility of discrete spectral transformations of OPs may yield the full-discrete Toda lattice [28, 33] . The compatibility of discrete spectral transformations of symmetric OPs gives the full-discrete Lotka-Volterra lattice [34] . Sometimes the full-discrete Toda lattice is also called the qd algorithm [12, 31] , which can be used to compute eigenvalues of a class of tridiagonal matrices. Furthermore, the full-discrete Lotka-Volterra equation can be used as an efficient algorithm to compute singular values of certain tridiagonal matrix [37] . Here we also mention that one step of the QR algorithm is equivalent to the time evolution of the finite semi-discrete Toda lattice [22, 35] .
Based on the pioneering study by three mathematicians Frobenius, Stickelberger and Thiele, Spiridonov, Tsujimoto and Zhedanov introduced the notion of the Frobenius-Stickelberger-Thiele (FST) polynomials [32] . By constructing spectral transformations for these polynomials analogous to the Christoffel and Geronimus transformations for orthogonal polynomials, they proposed an integrable discrete time chain for the FST polynomials [32] . It is interesting that this chain is related to the generalized ε-algorithm, which is a convergence acceleration algorithm. However, the question of the continuous time lattices associated with the FST polynomials still remains open. This paper is devoted to solving this problem.
More precisely, in this paper, we are interested in the FST polynomials [32] and the related integrable continuous time lattices. The layout of the paper is as follows. In Section 2, we introduce a family of polynomials given by explicit determinantal formulae. We prove that these polynomials satisfy a biorthogonality relation as well as the three term recurrence relation known from the theory of the FST polynomials. Then, in Section 3, by considering a time-dependent measure, we derive the evolution of these FST polynomials leading to an integrable lattice of infinite dimension. The finite truncation of such an FST lattice is introduced in Section 4 while its relation with the modified Camassa-Holm (mCH) peakon lattice [18] is established in Section 6. Finally, in Section 7, we discuss a degenerate case of the FST lattice and associate it with the interlacing peakon ODE system of a two-component mCH (2-mCH) equation studied in [17] . It should be mentioned that the FST lattice is an isospectral flow connected with a generalized eigenvalue problem. To the best of our knowledge, this provides another example of such an isospectral flow other than the relativistic Toda chain [24] and the R-I chain [38] . Besides, the role of associated FST polynomials is highlighted in order to interprete the spectral problem of the mCH peakon lattice.
1.1. Notations. For convenience, we use throughout the paper the notation of [18] .
(1) [k] j denotes the set of all j -element subsets of [k], listed in increasing order; for example I ∈ [k] j means that I = {i 1 , i 2 , . . . , i j } for some increasing sequence i 1 < i 2 < · · · < i j ≤ k; and we use the convention [ 
(2) Given the multi-index I , we abbreviate g I = g i 1 g i 2 . . . g i j etc.
in the latter case. We abbreviate this condition as I < J in either case, and, furthermore, use the same notation, that is
For two ordered multi-index sets I , J , we define
along with the convention Furthermore, we introduce a generalization of the Cauchy-Vandermonde matrix. Let {e k } ∞ k=0 be a sequence of real numbers such that the numbers e k are distinct, positive, i.e. 0 < e k = e j for k = j . Given an index l such that 0 ≤ l < k, another index p such that 0 ≤ p and a positive measure ν with support in R + , a Cauchy-Stieltjes-Vandermonde (CSV) matrix is a matrix of the form
x+z . Henceforth, we will suppress in the notation the dependence on ν, e.
If, in addition, p + l − 1 ≤ k − l one can prove that the determinant of C (l ,p) k admits the multiple integral representation [18] det C [1,l ] 
FST POLYNOMIALS
The pioneering study of the FST polynomials was carried out by three mathematicians; the three term recurrence relation characterizing the FST polynomials appeared first in the paper [20] by Frobenius and Stickelberger, devoted to elliptic functions, and later in the work of Thiele on the rational interpolation problems [36] . Thus the context relevant to these polynomials is associated with all three names as was pointed out in [32] and we will use that terminology throughout the paper.
We shall start from the definition based on an explicit formula discussed in [18] rather than based on the three term recurrence relation presented in [32] . Thus, let us consider a family of polynomials {T k (z)} ∞ k=0 given by
Polynomials (2.1) posses the following elementary properties.
Property 2.1. For p = 0, 1, . . . ,
Polynomials T 2p (z) are monic, while T 2p+1 (z) have the form
that is, the coefficient of the highest degree of T 2p+1 (z) is
In particular, T 0 (z) = 1,
Proof. The proof is elementary and we omit it.
with the proviso that for p = 0 the second summand in β 2p is absent.
Proof. For fixed j = 0, 1, . . . ,
This is a rational function on C, vanishing at z = ∞, having simple poles only, so
or, written in integral form,
The latter equation can be further simplified by observing
follows. Moreover, the sum of its residues, including the residue at infinity, is 0, resulting in
In particular,
which proves, in conjunction with (2.3), that the first row of A is, as long as 0 ≤ j ≤ k 2 −1, a linear combination of the remaining rows. Now we turn to the case j = k 2 . It is easier to do the analysis by considering separately even k and odd k respectively. Suppose k = 2p. Then f 2p (z) has a non-zero limit at z = ∞, namely 1, and the correct partial fraction decomposition reads
Then after integration we obtain
while for the remaining first p columns in A, with j = p = k 2 , (2.3) is in force. Likewise, we need to verify the residue computation based on (2.4) for all the columns in the Vandermonde part. It is easy to check that only the last column will be affected. Indeed
and, after performing simple row operations, we obtain
Hence, for k = 2p, we obtain
, which proves the claim for k = 2p. For k = 2p + 1, on the other hand, we only need to verify the case j = p, l = 2p in (2.4), which gives
thus completing the proof for k = 2p + 1.
Property 2.3. The polynomials {T k (z)} ∞ k=0 satisfy the three term recurrence
for p = 0, 1, . . . , with the proviso that the second terms above are absent for p = 0.
Proof. We focus on the case k ≥ 2 since the cases k = 0, 1 follow directly from the definition (2.1). Let us consider
with the coefficients α k, j to be determined and the convention that the empty product (for j = 0) in the denominator equals 1. We start by carrying out the limit z → ∞ to get α k,0 = 0. Then integrating both sides and using orthogonality (see 2.2) we obtain α k,1 = 0.
In the next step we multiply both sides of (2.7) by z and carry out the limit z → ∞ to get α k,2 = 0, while orthogonality implies α k,3 = 0. Repeating the operations of multiplying
When k = 2p we obtain
Again, multiplying by z p−1 , and integrating both sides using orthogonality, we obtain
Finally, by comparing the leading terms on both sides we obtain
When k = 2p + 1, proceeding as above, we obtain
, which upon comparing the leading terms on both sides implies
Finally, multiplying by z p and integrating both sides and using orthogonality, we have
The following relations follow readily.
We conclude this subsection by introducing the associated FST polynomials
, defined by the same recurrence relation (2.5)
but with different initial conditions, namely,
By an elementary result in the continued fraction theory, one immediately obtains Property 2.5. The ratio
T k (z) has the continued fraction expansion
INFINITE FST LATTICE
In this section, we shall investigate a Toda-type dynamical system, henceforth called the TST lattice, corresponding to a deformation of the FST polynomials. To this end we introduce a simple "time" evolution of the measure d ν(z) given by the formula
The following theorem gives the time evolution of rational functions ψ k (z; t )
, which we will refer to as the FST fractions.
and the dot means the derivative with respect to t .
Proof. We only present the proof for ψ k , k ≥ 2 since the evolutions of ψ 0 , ψ 1 easily follow from the definitions of T 0 and T 1 . Let us set, suppressing the time dependence,
with the coefficients α k, j to be determined. The limit z → ∞ readily implies α k,0 = 0. Now, , we implement successively the following procedure (see also the proof of (2.5 )). Let us begin by taking the time derivative of the orthogonality relation ψ k (z)d ν(z; t ) = 0 which gives
Using (3.2) and the orthogonality relation (2.2) we obtain β 1 α k,1 = 0 hence α k,1 = 0. Moreover, multiplying both sides of (3.2) by z and taking the limit z → ∞ we get α k,2 = 0. We now repeat this procedure for l = 2, . . . ,
By replacingṪ k (z) in accordance with (3.2), with the proviso that the summation starts at 2l −1 and employing the orthogonality relation (2.2), we obtain α k,2l −1 = 0. (2) Multiply both sides of (3.2) by z l and take the limit z → ∞ to obtain α k,2l = 0.
Consequently, we arrive atψ
Henceforth, we proceed by treating the even and odd cases separately. For k = 2p, we haveψ
and implementing the first two steps above for l = p results in
This completes the proof for the even case (3.1b).
and upon implementing the first two steps above for l = p we get
Likewise, implementing the first step above for l = p + 1, we obtain
which, with the help of the recurrence relation (2.5) applied to the last integral, implies
This completes the proof for the odd case (3.1a).
Combining (2.5) and (3.1), we obtain an overdetermined system which we now present.
, then (2.5) and (3.1) are equivalent to
More explicitely, L and R are tridiagonal matrices with the following nonzero entries
This above results can be interpreted as an isospectral flow for the generalized eigenvalue problem [38, 39] and a formal compatibility check leads to the generalized Lax equation. 
However, by taking advantage of special properties of R, E and F , we have
which leads to
Then, the generalized Lax matrix equation (3.4) follows from combining (3.5) and (3.6) .
Finally, for the record, we present an explicit content of the generalized Lax matrix equation (3.4)
valid for k = 1, 2 . . . . Again, note that d 0 = d ν(z) and any void sum is taken to be zero.
Remark 3.4.
Within the context of isospectral flows connected with generalized eigenvalue problems [39] , to our knowledge, there are only two known examples, i.e. the relativistic Toda chain [24] and the R-I chain [38] . We have here another concrete example of such an isospectral flow.
FINITE FST LATTICE
In this section, we consider the finite discrete measure
In this case, we have
for 0 ≤ p whenever p + l − 1 ≤ k − l by virtue of (1.2). Consequently, in this degenerate case, T k (z) for k > 2K are not well defined. So we focus on the finite number of TST polynomials {T k (z)} 2K −1 k=0 by setting up a generalized eigenvalue problem whose characteristic polynomial is proportional to T 2K . Before this is done we prove some basic facts about TST polynomials associated to (4.1).
Proof. By Corollary 2.4, it suffices to prove
when the measure d ν is given by the discrete measure (4.1). Let us call the above determinant R and let us implement the following steps. First, we rewrite the determinant in terms of a multiple integral
Then, for a fixed j = 2, 3, . . . , K +1, we add the ( j +K −i )-th column multiplied by (−1) i +1 x i j for each i = 0, 1, . . . , j − 2 to the j -th column, and subsequently factor(−x j ) j −1 to obtain
from which and the fact that d ν(z) has finite support with K atoms, it immediately follows that R vanishes. Thus the proof is completed.
This lemma suggests a natural truncation of the infinite FST lattice (3.7) and allows one to formulate its Lax form. Before we proceed we note that in order to terminate the recurrence (2.5) at the 2K th step we need z to be one of the zeros of the non-trivial polynomial T 2K (z). Based on the derivation in the previous section and Lemma 4.1 justifying the replacement of d 0 by − K j =1 d 2 j we obtain an analog of Lemma 3.2 for the truncated system.
. Then the truncated recurrence equations (2.5) and their time evolution can be written
where
with the nonzero entries being given by
The compatibility condition yields the generalized Lax form 4) or, equivalently,
5b)
for k = 1, 2, . . . , K .
We will refer to equations (4.5) as the finite FST lattice. The following result holds by definition 
To conclude this section we give the following description of the spectrum of
. Clearly, the eigenvalues are automatically zeros of T 2K (z), but one can sharpen this statement. (2) For any ζ l in the support of d ν given by (4.1), T 2K (ζ l ) = 0.
(3) The polynomial det(L [2K ] − zE [2K ] ) is time invariant for the FST finite lattice.
Proof. By inspection we see that det(L [2K ] − zE [2K ] ) is a monic polynomial in z of degree K and so is T 2K (z). Hence they must be equal as they have identical roots (by definition of the truncation of the recurrence relation (2.5)). The second statement can be proven by a direct computation as follows. Let us fix z = ζ l where ζ l is in the support of d ν(z).
Now, we follow the same procedure as in the proof of Lemma 4.1, namely, for a fixed j = 2, 3, . . . , K + 1, we add the ( j + K − i )-th column multiplied by (−1) i +1 x i j for each i = 0, 1, . . . , j − 2 to the j -th column, obtaining
Since the measure d ν has K atoms there are always two columns among the first K + 1 columns of the integrand which are proportional one to another, hence T (ζ l ) = 0. Finally, since T 2K (z) is time invariant, so is det(L [2K ] − zE [2K ] ) by item (1) consists of e 1 , · · · , e 2K .
MCH PEAKON LATTICE
This section reviews some facts about the mCH peakons, which will be used later to develop the relation with the finite FST lattice. The mCH equation is a system
which admits a special class of non-smooth solutions called peakons defined by the ansatz
It has been shown in [18] that, assuming the peakon ansatz as well as the ordering condition x 1 < x 2 < · · · < x n , (5.1) can be viewed as a distribution equation provided the ODE systeṁ
holds. The mCH peakon ODE system (5.2) describes actually an isospectral deformation (spectrum preserving) of the spectral problem
where g j = m j e −x j , h j = m j e x j and z ∈ C is a spectral variable. For future use note that g j h j = m 2 j and we focus on the case when all m k are positive and distinct. In [18] , an inverse spectral method has been formulated to solve the mCH peakon ODEs (5.2) and hence (5.1). For our purpose, we mainly address the case of even n, say n = 2K , hereafter.
Forward and inverse problems.
In this subsection, we review some results in [18] regarding the forward and inverse spectral problems for (5.3) at the initial time t = 0. Given the initial positions positions ordered as x 1 (0) < x 2 (0) < · · · < x n (0), and positive and distinct constants m k , we consider the forward spectral problems for (5.3) using the notation introduced in Section 1.1. 
Then the polynomials p k (z), q k (z) can be explicitly expressed as
The spectrum of the boundary value problem (5.3) as well as additional spectral data is captured by the Weyl function 
Conversely, an inverse problem can be fashioned with the help of Cauchy-Jacobi interpolation problem, known from the general multi-point Padé approximation theory [9] . .7), one can uniquely determine positive constants g j , h j , 1 ≤ j ≤ 2K , such that g j h j = m 2 j and the initial value problem:
The unique solution can be explicitly expressed as [1,k] 
if k is odd, (5.8a)
if k is even.
Likewise,
if k is odd,
if k is even, (5.9b) where k = 2K + 1 − k for short, C (l ,p) k stands for C (l ,p) k (µ, e) defined by (1.1) , and e [1,k] = e 1 e 2 · · · e k with e j = 1
By using the relation h j = m j e x j , one can finally arrive at the inverse formulae linking the spectral data with the positions of peakons, i.e. {b j , Then the positions x j (0) (of peakons) can be expressed in terms of the spectral data as:
if k is odd, (5.10a)
if k is even,
Time evolution.
As previously mentioned, the mCH peakon ODE system (5.2) is an isospectral evolution system. More exactly, it is shown that the spectrum of the boundary value problem (5.3) are time invariant and the Weyl function evolves according tȯ
Eventually, we are led to where x k are given by equations (5.10a) and (5.10b), with the peakon spectral measure
Remark 5.6. The inverse procedure can not guarantee the multipeakon solution given in Theorem 5.5 to exist globally in time because the initial order x 1 (0) < x 2 (0) < · · · < x 2K (0) might cease to hold as time varies. However, a sufficient condition can be constructed ensuring that the peakon flow exists globally in time (see [18, Theorem 5.6] ).
MCH PEAKON LATTICE VS FINITE FST LATTICE
In this section, we establish a connection between the boundary value problem (5.3) and a finite family of FST polynomials, hence a correspondence between the mCH peakon lattice (5.2) and the finite FST lattice (4.5).
To line up the formulae, we need the counterpart of the boundary value problem (5.3), given by the right boundary value problem (moving from right to left rather than from left to write), with the accompanying initial value problem
whereˆover q s or ps indicates that we are moving from right to left while the prime over j reflects the counting from left to right, thus j = 2K − j + 1. The solution of this initial value problem can be elegantly formulated in terms of the Weyl function W (z) (5.7), which we recall the reader accounts for the left initial value problem (5.4) . To state the result, we use the notation V (z) = W (−z); hereafter we only include the formula forq k , which can be found in Theorem 4.12 in [18] . Theorem 6.1. Given a rational function W (z) as specified by (5.7), as well as positive, distinct constants m 1 , m 2 , . . . , m 2K and setting e i = 1
to the initial value problem (6.1) readŝ
Remark 6.2. The right boundary value problem has the same spectrum as the left boundary value problem i.e.q 2K (z) = p 2K (z) (see Corollary 4.9 in [18] ).
This expression clearly suggests a strong relation with FST polynomials because of its similarity to the form (2.1): the determinantal portions are identical, the normalizations, on the other hand, differ. This prompts us to consider the following change of variables (rescaling)q k →Q k . Lemma 6.3. Let a new set of variables {Q k } be defined aŝ
Then the polynomials Q k (z) 2K k=1 satisfy the three term recurrencê
4)
with the initial valuesQ 0 (z) = 1,Q 1 (z) =d 1 = h 1 = 1 V (e 1 ) . Herê
for p = 1, 2 . . . , K .
Proof. Eliminatingp k from (6.1)
and using the definition ofQ k one obtainŝ
, (6.6a)
. (6.6b) By using the formula (5.9a)-(5.9b), it follows from (6.6) that
The expressions ford k are actually equivalent to (6.5) follows from the identity
which in turn follows from (2.5) and the formulae for d k stated there. Finally, the initial valuesQ 0 (z),Q 1 (z) obviously follow from (6.2) and (6.3). Therefore, the proof is completed.
Upon comparing the formulas ford k with those for d k stated in Property 2.3 we arrive at the central result of the comparison of the mCH peakon lattice vs finite FST lattice.
k=1 form a finite family of FST polynomials associated to the measure d µ given by (5.12) .
We can perform an analogous analysis of the initial value problem (5.4) for the (left) boundary value problem (5.3). Namely, eliminating p k , we get from (5.3)
which upon the rescaling of variables
whered k is determined by g k , h k using (6.6). Then, by use of Lemma 6.3 and considering the initial values of Q k , we immediately have Lemma 6.5. The polynomials Q k (z) 2K k=1 satisfy the three term recurrence
with the initial values Q 0 (z) = 0,Q 1 (z) = 1. Herê
We see that the coefficients that we originally called {d k } and {e k }, are now reflected k → k = 2K + 1 − k. With that proviso we have the following statement. Based on these results, we are ready to describe the connection between the boundary value problem (5.3) and the finite family of FST polynomials Q k (z),Q k (z) 2K k=1 , consequently a correspondence between the mCH peakon lattice (5.2) and the finite FST lattice (4.5). wherê
The mapping from {h k } 2K k=1 (or eqivalently {g k } 2K k=1 ) to {d k } 2K k=1 is given bŷ
, under which, the Weyl function defined by Proof. The spectrum of the boundary value problem (5.3) is the set of the zeros of p 2K (z), which is the polynomial generated by the initial value problem (5.4) . By Remark 6.2 and (6.3), we see that the spectrum is the set of zeros ofQ 2K (z) recursively generated bŷ
with the initial valuesQ 0 (z) = 1,Q 1 (z) =d 1 = h 1 , whered k is given by (6.6) . By Lemma 4.5Q
Therefore, the boundary value problem (5.3) with n = 2K is mapped into the generalized eigenvalue problemL
Regarding the Weyl function of the boundary value problem (5.3) defined by (5.6), we have
by virtue of Remark 6.2, the relations (6.3), (6.7). Similar to the determinant representation forQ, Theorem 6.5 implies that
which, after going to the "unprimed" indices, shows that W (z) equals to the element in the first row and first column of
When the time evolution is considered, we eventually arrive at Theorem 6.8. Given positive and distinct constants e k , 1 ≤ k ≤ 2K , let (1) Let the variables {x k (0), m k (0)} 2K k=1 be defined by
where k = 2K + 1 − k, e [1,k] 
where g j (0) = m j (0)e −x j (0) , h j (0) = m j (0)e x j (0) .
Proof. The statement follows easily from Theorems 4.4, 5.4, and 6.7.
DEGENERATE FST LATTICE VS 2-MCH INTERLACING PEAKON LATTICE
In the remainder of this paper, we investigate the degenerate case of the finite FST lattice (4.5) by choosing all e k to be the same constant c.
Extreme degenerate case of the FST lattice.
When e k = c, we formally obtain from (4.5) thatḋ
Under the variable transformations
we immediately haveġ
Unexpectedly, this ODE system is, up to a scaling transformation, equivalent to (3.5)-(3.6) in [15] , and, as shown below, may be transformed into the 2-mCH interlacing peakon ODEs. Indeed, if we let
where m k , n k are some constants, theṅ
Let us set now
n 2k e −|x−q k (t )| , (7.3) and assume that by a choice of constants m k , n k we can arrange for the variables p k , q k to be ordered according to p 1 < q 1 < p 2 < · · · < p K < q K , then the above ODE system can be rewritten aṡ
which is nothing but the 2-mCH peakon ODE system. More precisely, this ODE system is the required system ensuring that u, v defined by the ansatz (7.3) satisfy the PDE
in the sense of distributions as explained in [17] . The above degeneration seems counter intuitive since the Toda-type lattices are usually viewed as positive flows in the spectral variable while peakon flows are negative flows based on previous works [11, 14, 16, 17] . Thus it would seem impossible to obtain a peakon flow as a reduction of a Toda-type lattice. In order to shed some light on the above degenerate result, we shall investigate the corresponding degenerations of the FST polynomials and the solution of the FST lattice.
A special case of the extreme degeneration of the FST lattice.
Let us focus on the degenerate case e k = 0.
When all the e k approach zero, it follows from the Heine's formula that det C (l ,p) k (ν, e) ∆ [1,k] (e) −→ (−1) l p+ l (l −1) 2 H p−k l , as e k → 0,
where H l k denotes the Hankel determinant H l k = det(A i + j +l ) k−1 i , j =0 with the moments A k given by A k = ζ k d ν(ζ). This implies the limits of the FST polynomials defined by (2.1) exist and the degree of every FST polynomial remains the same.
It follows then from (2.5) that the degenerate FST polynomials satisfy the three term recurrence T k+1 (z) = d k+1 T k (z) + zT k−1 (z). This elementary argument shows that one can associate the degenerate system (7.1) with a family of symmetric orthogonal polynomials{S k (z)} ∞ k=0 which undergo an isospectral deformation in the sense that the roots of one of them (corresponding to T 2K in previous sections) are invariant.
If we let
We point out that the map between the Kac-van Moerbeke lattice and the 2-mCH interlacing peakon lattice was established in [17] . As we show above the degenerate FST lattice system (7.1) can also be mapped to the 2-mCH interlacing peakon lattice which clearly suggests a close connection between the degenerate FST lattice and the Kac-Moerbeke lattice which merits further studies.
To get further insight into the "transmutation" of positive flows to negative flows we would like to offer a comment pertaining to that issue. Suppose we study the degeneration of the FST polynomials with the time-dependent measure based on the scheme presented in Section 3 and Section 4. The orthogonality, after taking the limit e k → 0, gives T k (z; t )z j −k e zt d ν(z; 0) = 0, j = 0, 1, . . . , k 2 − 1, and consequently we have P k (z − 1 2 ; t )z j − k 2 e zt d ν(z; 0) = 0, j = 0, 1, . . . , k 2 − 1, which, in turn, can be written as P k (z; t )z k−2 j e t z 2 d ν( 1 z 2 ; 0) = 0, j = 0, 1, . . . , k 2 − 1, Theorem 7.1. The degenerate system (7.1) with e k = 0 admits the solution
where D i 1 i 2 · · · i k j 1 j 2 · · · j k , i 1 < i 2 < · · · < i k , j 1 < j 2 < · · · < j k denotes the determinant of the matrix obtained from D by removing the rows with indices i 1 , i 2 , · · · , i k and the columns with indices j 1 , j 2 , · · · j k . Then the last two relations can be obtained by employing the Jacobi identity to the determinants
A l +2 · · · A l +k+1 . . . . . . . . . . . .
A l +k A l +k+1 · · · A l +2k , and D 2 = A l A l +1 · · · A l +k−1 0 A l +1 A l +2 · · · A l +k 0 . . . . . . . . . . . . . . .
A l +k−1
A l +k · · · A l +2k−2 1 A l +k A l +k+1 · · · A l +2k−1 0 , with i 1 = 1, j 1 = k, i 2 = j 2 = k + 1, respectively. The first relation is a consequence of applying the Jacobi identity to the determinant D 1 with i 1 = j 1 = 1, i 2 = j 2 = k + 1,
