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Abstract
We use the method of the microscopic phase density to get the kinetic equation
for the system of self-propelled particles with Vicsek-like alignment rule. The
hydrodynamic equations are derived for the ordered phase taking into account
the mean-field force only. The equation for the hydrodynamic velocity plays the
role of the Euler equation for the self-propelled Vicsek fluid. The hydrodynamics
of such ideal self-propelled fluid demonstrates the dynamical transition from
disordered initial state to the completely ordered motion. To take the noise into
account we consider how the framework of the local equilibrium approximation
affects the hydrodynamic equations and the viscous tensor and show that in
such approximation the shear viscosity vanishes.
Introduction
The study of collective phenomena in the systems of active agents is an
important and fast developing field of statistical physics due to the potential
application to the dynamics of living matter [1, 2]. This phenomenon is widely
observed in nature at different levels of organization including the synchronicity
in insects behavior, bird flocking, traffic and complex social behavior [1, 3, 4, 5].
These systems are essentially non-equilibrium and their dynamics is not strictly
Hamiltonian due to the information exchange which includes in general not only
the positions of the neighbors but also their velocities.
There are two classes of models that are widely used. Here we adopt the
terminology of the works [6, 7]. The first class can be called “dynamic”. In
the models of this class the energy exchange between moving agents and an
external source (energy depot) takes place [8] (for the recent review see also
[9]). This class is well suited for the description of self-propelled microorgan-
isms immersed in an external fluid, which causes the additional hydrodynamic
interaction between agents. The driving forces are mostly due to the gradients
of the external factors meaningful for the living organisms such as light, food
concentration etc. [10].
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The second class is formed by the “spin-like” models of self-propelling par-
ticles (SPP) since the speed of particles is constrained to be constant. Thus
the velocity plays the role of spin in lattice models of statistical physics. These
models are essentially non-holonomic because of the nontrivial control of the
angular velocity of a particle rather than its speed. The models of this class are
aimed for the description of the cooperative behavior due to the exchange of
information between the agents [11]. The most prominent and minimal model
of this class was introduced by T. Vicsek and collaborators in [12]. Due to its
simple formulation yet nontrivial character it plays the role analogous to the
Ising model in the theory of phase transitions. We call it the Standard Vicsek
Model (SVM) [2]. It has generated a series of publications [6, 7, 13, 14, 15, 16]
because of its simplicity and rich behavior. Recently, a promising approach
which unifies these two classes has been put forward in [17] by the realization
of the Viscek type of interaction via dipole-dipole potential in motile colloids.
There are many questions that still need to be clarified for the model. The
Vicsek model can be modified to include nematic alignment [16, 18], non-metric
interactions [19]. Besides, it can be extended by the inclusion of obstacles as
the heterogeneous environment [20, 21]. The type of phase transition is one of
the main open problems. It is not known exactly either it is continuous [22, 23,
24, 25] or discontinuous [15, 26, 27, 28] and whether this depends on the type of
the stochastic perturbation. The mean-field approximations of similar network
model [23] and of the Vicsek model itself [29] demonstrate the dependence of
the character (continuous or discontinuous) of the transition on the type of
noise. Such feature is known for another seminal model of synchronization -
the Kuramoto model [30, 31]. The SVM can be thought as the dynamic version
of the Kuramoto model and at least in the mean-field approximation shares
qualitatively the same dependence of the transition (sub- or super-critical) on
the type of the noise [32].
Approaching this problem theoretically leads to the formulation of the proper
kinetic equation which adequately reflects the basic physical mechanism of self-
organization and justifies the hydrodynamic equations proposed previously from
phenomenological reasoning [13, 33, 34]. The first attempt to do this was
launched by E. Bertin et al. [35, 36] and T. Ihle [37, 19]. In Bertin’s approach the
kinetic equation was obtained following standard Boltzmann derivation using
two-particle collision integral. This gave the explicit expressions for the coeffi-
cients in the hydrodynamic equations. This approach uses disordered state as
the zero-order approximation to construct the distribution function. It shows
good agreement with numerical results close to the transition point. Recently
this approach was assessed in [38], pointing at the troubles of the two-collision
assumption.
In [37, 19] the Liouville formalism was used as the starting point. The
factorization of exact N -particle distribution function to the product of one-
particle functions lead to the kinetic equation for the one-particle function.
The obtained kinetic equation took into account multi-particle collisions but
neglected correlations between particles, which are very important in the SVM.
Note that the shear viscosity term appeared in all approaches. But until now
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no experimental (numerical) evidence of the viscous shear has been reported for
the SVM in bounded regions. In [39] the influence of external shear flow has
been studied for the SVM but it has no connection with the inner viscosity of
the spp-fluid and can be considered as the specific case of the extrinsic noise
[15, 40].
In this paper we use well-known method of the microscopic phase density
[41]. In the framework of this approach the kinetic equation is constructed
directly on the basis of equations of motion without reference to N -particle
distribution function. To the best of our knowledge firstly such approach for
the self-propelling system with Vicsek-type of interaction was regularly used by
P. Degond and S. Motsch in [42, 43]. In these works the hydrodynamic equations
for the Vicsek fluid were proposed [44, 45]. The method of microscopic phase
density, on one hand, is well known from the statistical mechanics and was
used to describe, for example, plasma, and on the other hand is different from
the Boltzmann approach, or an approach that is based on the factorizing of
the N-particle distribution function that are used in [35, 36, 37, 19]. Boltzmann
approach, and factorization both assume that the system is diluted. The MPDF
approach shows a way to take into account more complicated correlations. In
this paper we consider only the simplest case, deriving an equation analogous
to the Euler equation for the usual fluid. The question of the ideal limit of
the Vicsek fluid has never been posed before. We show that such limit is an
important starting point for the hydrodynamics of the self-propelled fluid.
We use the basic equation for the microscopic phase density functional as the
starting point because of its direct connection with the equation of motion. Our
prime interest is to get an equation analogous to the Euler equation, but for the
self-propelled fluid from the basic equations of motion, and to compare it with
known results: phenomenological as well as derived from kinetic approaches.
The paper is organized as follows. In Sec. 1 we derive the equation for
the microscopic phase density functional of the SVM which leads to the formal
kinetic equation with the corresponding collision terms. Then we obtain the
hydrodynamical equations. In Sec. 2 we consider the hydrodynamical limit
of the ideal self-propelled Vicsek-like fluid. By the ideal fluid we understand a
fluid where the correlations are neglected though the particles interact with each
other via the self-consistent field. In the Sec. 3 we consider local equilibrium
approximation as the simplest way to take noise into account. We show how it
changes the hydrodynamic equations, and compare our coefficients with the ones
from [36]. We discuss the question about the existence of the shear viscosity
for such fluid. There we study the viscosity of this fluid from the theoretical
point of view using the equations derived in previous sections. We postulate
the problem of numerical simulations of Couette flow for Vicsek-like model and
discuss preliminary results. The analysis of the results and problems for future
studies are given in the concluding section.
3
1. The equation for the Microscopic Phase Density Functional
The standard tool for the derivation of the hydrodynamic as well as kinetic
equations for dynamical systems is the method of microscopic phase density
functional (MPDF) [41]:
N (x, t) =
∑
i
δ(x− xi(t)) (1)
where x = (r,v). It obeys the conservation law:
∂tN + v ∂rN + ∂v ( v˙N ) = 0 . (2)
The corresponding number density and the density flow are:
ρ(m)(r, t) =
∫ N (x, t) dv , (3)
j(m)(r, t) =
∫
vN (x, t) dv , (4)
where the superscript “m” stands for the “microscopic”. We take the equation
of motion for the Vicsek model [12] without the noise term as follows:
dvi
dt
= ωi × vi , (5)
which describes the fact that the kinetic energy of a particle is conserved. The
original Vicsek algorithm [12] is based on the alignment of the particle velocity
to the average direction of the neighbors:
wi =
∑
j vjK(ri − rj)
|∑j vjK(ri − rj)| , (6)
where K(ri − rj) is the “microsopic” summation kernel and therefore:
ωi = γ vi ×wi . (7)
Usually, the Heaviside step function is used for this purpose with the character-
istic region of several average distance between the particles.
To avoid the difficulties in subsequent derivation connected with the non-
additive structure of Eq. (6) we use another definition for wi:
wi =
∑
j
vjK(ri − rj) , (8)
Otherwise using of Eq. (6) leads to the essential multi-particle collision terms
(see e.g. [37]). These two options differ by the scalar factor γ. Therefore one
can expect that despite the difference in the microscopic equation of motion
they lead in essential to the same macroscopic dynamics.
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Because of its additive structure Eq. (8) can be expressed as the average of
the MPDF:
wi =
∫
dx′K(r− r′)v′N (x′, t) =
∫
K(r− r′) j(m)(r′, t) dr′ . (9)
In such a case we get the equations similar to the BBGKY hierarchy for molec-
ular systems with pairwise interaction potential [44].
The equation (2) takes the form:
∂tN (x, t)+v·∂rN (x, t)+γ∂v
(∫
dx′ (v × v′ )× vK(r− r′)N (x′, t)N (x, t)
)
= 0 .
(10)
From this equation it follows that the equation for one-particle distribution
function N (x, t) = nf1(x, t) is:
∂tf1(x, t)+v·∂rf1(x, t)+γ
n
∂v
(∫
K(r− r′) (v × v′ )× vN (x, t)N (x′, t) dx′
)
= 0 ,
(11)
where N (x, t)N (x′, t) is connected with the pair distribution function f2:
N (x, t)N (x′, t) = n δ(x− x′) f1(x, t) + n2 f2(x, x′, t) . (12)
Using the common definition of the correlation function g2 = f2 − f1 f1 we get:
N (x, t)N (x′, t)−N (x, t) N (x′, t) = n2 g2(x, x′, t) + n δ(x− x′) f1(x, t) . (13)
Thus Eq. (11) transforms into:
(∂t + v∂r + ∂vF) f1(x, t) = I(x, t) , (14)
where I(x, t) is the collision integral:
I(x, t) = γ n ∂v
(∫
v × (v × v′) K(r− r′) g2(x, x′, t) dx′
)
. (15)
Also we introduce the mean force F due to the neighbors:
F(x, t) = nγ
∫
v × (v′ × v ) K(r− r′) f1(x′, t) dx′ = (v × jK )× v , (16)
jK =
∫
K(r− r′)v′ f1(x′, t) dx′ =
∫
K(r− r′) j(r′, t) dr′ . (17)
Using Eq. (14) the equations of motion for the basic physical quantities can
be derived. The obvious conservation law for the number of particles is obtained
from Eq. (14) by integration over v:
∂ρ
∂t
+ div j = 0 , (18)
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where
ρ(r, t) = n
∫
f1(x, t) dv .
The equation for the hydrodynamic velocity field u is obtained from Eq. (14)
by multiplication by v and integrating over v with one-particle distribution
function f1:
∂ ( ρ ui )
∂t
+
∂
∂xj
( ρ ui uj ) = −∂Pij
∂xj
+ Fi + n
∫
δ vi I(x, t) dv , (19)
where δv = v − u so that ∫
δvi f1 dx = 0 ,
and the pressure tensor P can be decomposed into scalar and traceless compo-
nents in a standard way:
Pij = n
∫
δvi δvj f1 dv = p0 δij + piij . (20)
Here piij is the traceless part which can be identified with the viscosity stress
tensor
piij = n
∫ (
δvi δvj − δv
2
d
δij
)
f1 dv . (21)
The inner pressure is determined as following:
p0 = n
∫
( δv )
2
2
f1 dv =
ρ
2
(
1− u2 ) . (22)
Also
F(r, t) = n
∫
F f1(x, t) dv , (23)
is the mean force density of the self-consistent field. In the hydrodynamic limit
the spatial scale of the variations for f1 is much bigger than that of the kernel
K(r − r′). Therefore the microscopic kernel should be put to δ-function and
jK ≡ j. Thus the force can be decomposed as following:
F(r, t) = p0 j− j.pi . (24)
Note that the authors of [42, 43] introduced the mean force which was propor-
tional to the density gradient. But the representation [42, 43] did not provide
clear distinction between this force and the dynamic term of the stress tensor
because the authors used the field of the unit director Ω = j/|j| of the local flux.
Equation (14) along with (15) is the basis for the construction of the hy-
drodynamic equations for the SPP fluid. The derivation of the proper form
of the collision integral I is out of the scope of the paper. Below we consider
the simplified case of the ideal fluid where all correlation effects vanish (I = 0,
pi = 0, etc). Nevertheless due to the presence of mean force it is possible to get
the nontrivial dynamic of the SPP system.
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2. Hydrodynamic limit of ideal self-propelled Vicsek fluid
The hydrodynamic limit of the ideal SPP-fluid corresponding to the SVM
(an equation analogous to the Euler equation) can be obtained in a usual way
neglecting in Eq. (19) all terms generated by the correlations. These are the
collision integral and the viscosity stress tensor pi in Eq. (19). Due to this the
second term in the mean force (24) can be omitted when substituting it into
Eq. (19) and Eq. (19) is simplified:
∂ ( ρ ui )
∂t
+
∂
∂xj
( ρ ui uj ) = −∂p0
∂xi
+ p0ρui . (25)
Using Eq. (18) we finally obtain:
du
d t
= −∇ p0
ρ
+ p0 u (26)
where p0 is given by the Eq. (22). The first term in the right-hand side re-
minds the corresponding term of the Euler equation for the Newtonian ideal
fluid. The second term as it follows from Eq. (24) is the mean force due to the
neighbors. It has obviously aligning character and has the structure of Landau
theory like terms introduced phenomenologically [13]. One can expect that tak-
ing into account the collision terms will renormalize the unit coefficients of the
corresponding power terms. The resulting Eq. (26) represents asymptotic form
of the pressure terms in zero noise limit. In the kinetic approach [36] the corre-
sponding term has the form
(
µ− ξ ρ2u2) ρu where µ, ξ are functions of density
and the noise intensity. Here we have µ = ξρ2 = ρ/2. In the next section it
will be discussed, how these coefficients will change if the noise is taken into
account.
The simplest solutions of Eq. (26) are the homogeneous ones for which both
ρ and u do not depend on the spatial coordinates. It is easy to see that such
solutions have the form:
ρ = ρ0 , |u(t)| = 1√
1 + e−ρ0 t
(
1
u2
0
− 1
)
,
(27)
Though Eq. (5) has sense only in dimensions larger than 1 we think that it
is instructive to consider 1-dimensional case assuming translational invariance
along another directions. Besides, 1-dimensional models of the active particles
are useful because of their simplicity, though they can be different from the more
realistic models [46]. Also, recent experimental studies [17] are in essential 1-
dimensional.
Clearly, Eq. (27) demonstrates the relaxation to the ordered state with the
corresponding relaxation time τrl = 1/ρ0. Note that this fact is in an accordance
with the result for the relaxation time of the velocity alignment in the mean-field
approximation [29].
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It is natural to search for the running wave solutions of the form ρ(r −
v t) ,u(r − v t) using obtained equations. We consider the simplified case of 1-
dimensional geometry to get the exact solution. Here we give a simple example
of 1D running wave solution ρ(z) , u(z) with z = x − v0 t. The equations (18)
and (19) for such solutions are:
−v0 dρ
dz
+
dρ u
dz
= 0 (28)
−v0 du
dz
+ u
du
dz
= −1
ρ
d
dz
( ρ
2
(
1− u2 ) )+ u
2
ρ
(
1− u2 ) . (29)
This system can be integrated explicitly:
ρ(z) =
C
u(z)− v0 , (30)
and(
2v20 − 1
)
log u− (v0 − 1)v0 log(1 − u)− v0(v0 + 1) log(u + 1) = C z , (31)
where C is the constant of integration and due to the translational invariance
we omit the integration constant for z.
We search for the nonsingular solution 0 < u(z) < 1 in entire interval −∞ <
z < +∞. That means that the range of values of the lhs of Eq. (31) spans the
interval (−∞,+∞). Such situation occurs either if v0 < −1/
√
2 and C > 0 or
if v0 > 1 and C < 0 correspondingly. Yet the asymptotic behavior of u(z) at
t→∞ does not depend on sign of v0. Indeed from Eq. (29) and (30) it follows
that:
d
d z
(
u+
1
2C
ρ
(
1− u2 )) = C
2
(
1− u2 )
( u− v0 )2
u ∼ signC . (32)
So that u→ 1 at z → +∞ if C > 0 and u→ 1 at z → −∞ if C < 0.
Consider the case v0 < −1/
√
2 (see Fig. 1). For such solutions the disordered
region has higher density than the ordered one. Then the fact that u → 1 at
t → ∞ can be interpreted as the disappearance of unstable state. This is
expected result because of the consideration of the ideal regime of low noise
where all collision terms are neglected. Fig. 2 shows the solution with v0 > 1
and the density of the ordered state is greater than that of the disordered one.
These solutions are similar to the switching wave solutions in active bistable
media [47].They are not traveling bands observed in the numerical experiments
[27, 36], because we consider the system far away from transition point, in
ordered regime, so the bands don’t exist [27].
In Fig. 3 we also show the solution of equations (18), (26) under different
initial states with periodic boundary conditions. These solutions also tend to
the ordered state u(x, t)→ 1.
Detailed analytical study of more realistic 2D situation is left for future work.
Obtained results indicate that the ideal fluid approximation still retains the
basic features of initial self-propelling system despite neglecting the correlations.
It shows how different terms introduced from the heuristic arguments earlier (see
e.g. [13, 34, 48]) may arise.
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Figure 1: Density and velocity profiles with v0 = −1.
Figure 2: Density and velocity profiles with v0 =
√
2.
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(a) u(x, 0) = 1− cos8
(
pi x
2L
)
, ρ(x, 0) = 1 + cos4
(
pi x
2L
)
(b) u(x, 0) = 1/4 , ρ(x, 0) = 1 + cos4
(
pi x
2L
)
Figure 3: Dynamics of the velocity u(x, t) and density ρ(x, t) under different initial conditions.
The video visualizations of these 3D plots are given in supplementary materials
3. Taking noise into account
We have considered above the case of the ideal Vicsek fluid with the intention
to derive an equation of Euler-kind for self-propelled fluid. But, in the very
beginning of previous section we have mentioned that taking the noise into
account may change the coefficients µ and ξ. We are going to go from zero
noise limit to low noise limit where the system is far away from transition point
and we can use local equilibrium approximation. In the local equilibrium we
use the distribution function of the equilibrium state of the system with local
characteristics.
Indeed, as it follows from [29, 42, 49] in the local equilibrium approximation
for the ordered phase the distribution function can be approximated as von
Mises-Fisher distribution [49, 50]:
f
(0)
1 (r, θ) = Ce
a cos θ (33)
where C and a are some functions dependent on the local value u(r) of the
order parameter. The latter depends on the noise amplitude and the local
density ρ(r). Another argument to use this form of the distribution function
is that our hydrodynamical model in simple limit of Eq. (27) shows the same
relaxation properties as the model from [29]. Obviously, Eq. (33) can serve
as the interpolation between homogeneous distribution function f = 12pi in the
disordered state and the formal series representation of the distribution function
near transition point to the ordered regime [36]:
f1(r, θ, t) =
ρ(r, t)
n
(
1
2pi
+
1
pi
u(r, t) cos θ + . . .
)
.
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We can specify explicitly C and a taking from [29], and remembering that u
and ρ depend on r:
f (0)(θ; r) =
1
2piI0(λ
u
D
)
exp
(
λ
u
D
cos θ
)
, (34)
where λ = pid20ρ is the average number of neighbors (d0 is the radius of inter-
action), D is the angular diffusion coefficient. I0 is modified Bessel function of
the first kind.
In such approximation the viscous tensor is:
pi
(0)
ij =
∫ [
δviδvj − δij (δv)
2
2
]
f (0)dv (35)
The off-diagonal components i 6= j vanish
pi12 = pi21 =
∫
δv1δv2 C e
a cos θdθ = C
∫
(cos θ − u) sin θea cos θdθ = 0 (36)
according to the symmetry. This leads to the absence of the shear viscosity
in the low noise limit. The diagonal part of the tensor is determined by the
quantity:
Π(0) =
1
2
∫
[δv21 − δv22 ]f (0)dv =
1
2
∫
[(cos θ − u)2 − sin2 θ]f (0)dθ . (37)
which is not zero in general. Π(0) can be computed using Eq. (34):
Π(0) =
1
2
(
1 + u2 − 2(D + λu
2)I1
(
λ u
D
)
uλI0
(
λ u
D
)
)
. (38)
We want to write explicitly Eq (19) (in 1D). The series expansions of Π(0)
and ∂Π0/∂x are:
Π(0) =
α
2
u2 +O(u4) (39)
and
∂Π(0)
∂x
=
∂u
∂x
(αu + βu3) +O(u5) , (40)
where α = 1− λ/D + λ2/(8D2) and β = λ3(6D − λ)/(24D4).
Now, the rewritten Eq. (19) is:
∂u
∂t
= − 1
2ρ
∂ρ
∂x
(1− u2) +
(
ρ
2
− α
ρ
∂u
∂x
)
u−
(
β
ρ
∂u
∂x
+
ρ
2
+
α
2
)
u3 (41)
We can compare the coefficients that we have obtained with the correspond-
ing ones from the work [36]. So, in our approximation
µ =
1
2
ρ , ξ =
1
2ρ
+
α
2ρ2
. (42)
In [36] these coefficients are (if one assumes σ → 0):
µB =
8ρ
3pi
≈ 0.85ρ , ξB = 4
piρ
− 6σ
2
piρ
+O
(
σ4
)
. (43)
where we put the radius of interaction d0 = 1 and velocity v0 = 1.
The correct comparison of these coefficients would be possible if for some
interval of σ |u| → 1. Unfortunately it doesn’t exists for the model of [36].
Nevertheless, from Eq. (42) and Eq. (43) we see that µ and µB have the same
dependence on ρ but numerical factors differ. Density dependencies of ξ and ξB
do not match exactly though both have terms inverse in density.
As a conclusion we can state that derived Euler-like equation for the Vicsek
fluid (26) can be considered as a zero-order approximation for more sophisticated
hydrodynamical equations.
Obtained results show that in this respect SPP-fluid behaves differently from
molecular liquids and even from the fluids formed by the active Brownian agents.
For the ordinary fluid the local equilibrium is given by the Maxwell distribution
and pi
(0)
ij = 0 due to the basic properties of the collision integral [41]. We
have shown that the shear viscosity is absent in the Vicsek-like fluid in local
equilibrium approximation given by Eq. (33), where the system is close to be
ordered and acting noise is small but non-zero. We think that this result is a
consequence of alignment rule as it reduces the disorder in velocity distribution.
Indeed, the interaction of Viscek type in this respect is drastically different from
molecular collisions which give rise to the entropy production and therefore to
the dissipation. Sure the detailed analysis of the collision terms is needed in
order to clarify this question. Previous studies showed that the viscosity term
appeared in the hydrodynamic equations, and was present even in the limit
of zero noise. The presence of this term could be an interesting question of
discussion of the limits of the assumptions done in the studies. It should be
noted that the equation of “Vicsek hydrodynamics” of Degond and coll. [42, 43]
does not contain Navier-Stokes viscosity term.
So, this question needs to be resolved. The simplest way to study the prop-
ertiese (including existance) of viscosity is a numerical simulation. To do this
one can perform simulations of self-propelled particles system subjected to shear
(as example [39]) and study the profile of the velocity field u that appears in
such system. In the usual viscous liquid (Couette flow) linear profile (gradient)
appears. The equations presented in, for example, [36] lead to a non-trivial and
non-linear profile due to nonlinear terms present along with the shear viscosity
term. Expected zero viscosity should result in the absence of the nontrivial
profile of the order parameter, except, probably, very thin layer close to the
aligning boundary, caused by the specific mechanism of interaction. This nu-
merical experiment can explain the difference in the discussed approaches. We
have performed a first simple check for a small system and preliminary results
show the absence of the order parameter profile [51]. More accurate studies are
needed to answer the question in full details.
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4. Discussion
In this paper we use the standard method of microscopic phase density to
derive the general form of the kinetic equation for the Vicsek-like model. We
obtain the form of the collision terms which in principle gives the possibility to
obtain the closed kinetic equation for one-particle distribution function f1. Such
an approach is more closely connected with the equation of motion and could be
easily modified to include different kind of velocity constraints and noise pertur-
bation to dynamics. We have considered the simplest mean-field approximation
and checked that the corresponding hydrodynamic equations have solutions dis-
playing the transition to the ordered state. The obtained equation (26) plays
a role of the Euler equation for the self-propelled fluid of the Vicsek type. Its
homogeneous solution shows the same time relaxation of alignment as that ob-
tained in the mean-field kinetic approach [29].
The comparison of the coefficients from our equations with well-known model
[36] shows some similarities, though our model took the noise into account only
in mean-field limit. Our model has the possibility of extending to more complete
description of collisions and correlations, which will lead to more accurate coef-
ficients in our later work. Note that we considered the rule of alignment to the
local flux of the neighbors, but not to the average velocity as in original Vicsek
model. This simplifies the calculations because of the additivity and collision
integrals depend on pair correlation function only. Although this simplification
seems to be appropriate from the physical point of view, the question of mathe-
matical equivalence between these two ways remains open and proper numerical
study is required. Usage of the original Vicsek rule of alignment to the average
velocity in principle leads to essentially many-particle collision terms. Thus in
such an approach it is possible to consider in unified way both the kinetic equa-
tion obtained in Boltzmann-like derivation scheme [35, 36] and master equation
approach [37] which lead to essentially many-particle collision terms.
Also we have considered important question about the viscosity of the Vicsek-
like model. The calculation of the viscous tensor in the local approximation
shows vanishing of the diagonal components of the tensor. We have checked
this by looking at the velocity profile in a small test system. However proper
numerical proofs of this result are required. Based on the previous studies
[49, 29] the form of distribution function has the Boltzmann-like form. Here we
should note that the existence of shear viscosity and even non-Newtonian rheo-
logical properties [52] are expected for the dynamic models of active Brownian
particles and for the modifications of Vicsek Model augmented with the repul-
sive potential forces [27] due to collisions. In such cases obviously the general
framework of [33] is relevant phenomenology. As to the question about pure
kinematic or nonholonomic models like SVM this question should be the sub-
ject of both accurate numerical experiment and peer theoretical analysis. These
and other questions will be considered in separate work.
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