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Abstract
We study the effect of anisotropy (strain) on dynamical gap generation in graphene.
We work with a low energy effective theory obtained from a tight-binding Hamiltonian ex-
panded around the Dirac points in momentum space. We use a non-perturbative Schwinger-
Dyson approach and calculate a coupled set of five momentum dependent dressing func-
tions. Our results show that the critical coupling depends only weakly on the anisotropy
parameter, and increases with greater anisotropy.
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I. INTRODUCTION
There has been tremendous recent interest in the physics of graphene. This is
in part because of promising graphene-based technological applications including
transistors, optoelectronics, and many others. One significant problem is that due to
the lack of finite spectral gap at the charge neutrality point, the material cannot be
directly used for certain electronics applications. There have been many proposals to
generate a mass gap in graphene, or equivalently to induce a transition from the semi-
metal state to that of an insulator. A popular proposal that we will focus on in this
paper, is to use structural changes (strain), which are known to alter the electronic
band structure of graphene [1]. The effect of strain on graphene is also of practical
importance as related to the mechanical strength of the material and its potential use
in developing stretchable, transparent, and carbon based nanoelectronics devices.
Graphene is also of fundamental interest to theoretical physicists for a number
of reasons. Because of its particular lattice structure, the low energy dynamics are
described by a continuum quantum field theory in which the electronic quasi-particles
have a linear Dirac-like dispersion relation of the form E = ±vFp where vF ∼ c/300
is the velocity of a massless electron in graphene. The system can be described using
reduced quantum electrodynamics (RQED3+1), in which the fermions are restricted
to move in the two-dimensional plane of the graphene sheet, while the photons are
free to move in three dimensions [2, 3]. The coupling constant in the theory is
dimensionless, and the interaction between the electrons has the same 1/r Coulomb
form as in the (3+1) dimensional theory (and not the ln(r) dependence of the (2+1)
dimensional formulation of QED). In addition, renormalization of the theory involves
only a single momentum independent subtraction, and is therefore essentially trivial.
On the other hand, RQED3+1 is strongly coupled and in this sense more complicated
than QED. The theory therefore plays the role of an interesting toy model to study
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non-perturbative effects in QCD, which has a much more complicated divergence
structure, in addition to being non-abelian.
Anisotropic RQED3+1, i.e. anisotropic graphene, has been studied previously by a
number of authors, using a variety of methods. Ref. [4] used a renormalization group
method, working to leading order in 1/N where N is the flavour of Dirac fermions.
They found that the dynamical gap is suppressed as anisotropy increases. In this
paper we will use a Schwinger-Dyson (SD) approach1.
SD calculations have been done previously by two groups [7, 8] and [9]. The
results do not do not agree with each other, but the difference might be caused
by differences in the way that anisotropy was defined in combination with the ap-
proximations that were used.2 In this paper, we try to clarify this situation by
performing a more general calculation in which all fermion dressing functions are
determined self-consistently. The SD equations for anisotropic graphene involve a
large number of non-perturbative dressing functions, because some of the symme-
tries of the corresponding vacuum field theory are not present. The non-relativistic
Fermi velocity breaks Lorentz invariance. To study anisotropy we must also break
the two-dimensional spatial symmetry. Both of these features require the introduc-
tion of additional dressing functions, which significantly increase the difficulty of the
calculation.
It is commonly argued that not all of these dressing functions are necessary.
The idea is that one can make many simplifying assumptions, and still obtain a
qualitative picture of the phase transition. The resulting numerical simplifications
are significant, and the approach seems particularly reasonable if one only wants
to obtain information about whether or not anisotropy enhances or suppresses gap
formation. However, since the contradictory results obtained in previous works could
1 for reviews see [5, 6]
2 The authors of Ref. [9] argue that the effective coupling in [7, 8] is not defined in a way that
makes it possible to introduce anisotropy without also changing the coupling, which means that
the anisotropy and the coupling are not really independent parameters.
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well be caused by an artifact of the approximations that were used, it is important
to perform a full calculation in which all fermion dressing functions are determined
self-consistently. It is known that, for isotropic graphene, the inclusion of these
dressing functions impacts the critical coupling significantly [10–12], which suggests
they could also play an important role in the anisotropic system.
A set of integral equations to perform this calculation was derived in [9]; however,
there is an internal inconsistency with their formalism. This problem does not affect
their numerical calculations, since the problem disappears in the approximation that
all dressing functions except the gap function are set to their bare values, but it
does mean that the equations they derived are not suitable for the calculation we
are going to do. The origin of the problem is easy to describe. We first note that
the Euclidean space inverse propagator for a Lorentz-invariant fermion can be writ-
ten in terms of two dressing functions as S−1(P ) = −i(A/P + D), where (A,D) are
momentum dependent scalar functions. In the isotropic low energy effective theory
that describes graphene, the non-relativistic Fermi velocity breaks Lorentz invari-
ance, which requires a third dressing function. Using the notation of [11, 12], the
inverse propagator has the form −i(Z/p0 + vFA/~p + D). In an anisotropic system,
where we need a fourth dressing function, we could write the inverse propagator as
−i(Z/p0 + v1A1/p1 + v2A2/p2 +D), and v1 6= v2. This construction seems natural, since
Z = A1 = A2 = 1, v1 = v2 = vF and D = m reduces to the bare inverse propagator,
and A1 = A2 = A, v1 = v2 = vF reproduces the isotropic expression. The results of
Refs. [7–9] are obtained by setting Z = A1 = A2 = 1, using bare vertices, and solving
a single integral equation for the dressing function D. One could try to improve this
calculation by solving a coupled set of integral equations for the four fermion dressing
functions. However, setting v1 = v2 and A1 = A2 does not give a solution of these
equations. Furthermore, neither A1 nor A2 satisfies the equation obtained for the
dressing function A by taking the appropriate projection of the fermion SD equation
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in the isotropic theory. We see therefore that when the non-perturbative calculation
is formulated in this way, the isotropic limit does not produce the isotropic solution.
In this paper we introduce four fermion dressing functions, as described above,
but use a different construction for the non-perturbative fermion propagator, which
correctly reduces to the isotropic result in the appropriate limit. We calculate all
four dressing functions self-consistently, and keep all frequency dependence. We use
the common one-loop approximation for the photon polarization tensor, which is
justified by the vanishing electron density of states at the Dirac points. To reduce
the numerical problem to a tractable level, we truncate the hierarchy of SD equations
using a vertex ansatz which allows us to avoid introducing additional vertex dressing
functions. The construction of vertex ansa¨tze that preserve gauge invariance and
are well adapted for calculational efficiency has been studied in many papers; see for
example [13–17]. The vertex ansatz that we use is discussed in section II B.
It is worth noting here that n-particle-irreducible (nPI) approaches have the ad-
vantage that all truncations occur at the level of the action, and gauge invariance
is respected to the order of the truncation [18, 19]. In addition, a method has re-
cently been developed to renormalize the effective action, up to the 4PI level [20–22].
However, these methods are also numerically challenging and have not yet been ap-
plied to a four-dimensional gauge theory beyond the leading (2PI) level. Because
of these technical difficulties, we use an SD approach. The main issue with this
method is that one obtains an infinite coupled hierarchy of integral equations for the
n-point functions of the theory, which must be truncated by introducing an ansatz
as described above.
This paper is organized as follows. In section II we define our notation and
derive the set of SD equations that we will solve. In section III we describe our
numerical method. We present and discuss our results in section IV, and some
conclusions are given in section V. We use throughout natural units (~ = c = 1).
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We work in Euclidean space and use capital letters and Greek indices for (2+1)-
dimensional vectors: for example Pµ = (p0, p1, p2) = (p0, ~p) and P
2 = p20 + p
2.
For integration variables we use, for example, dK =
∫
dk0 d
2k/(2pi)3 . We define
Q = K−P . We frequently abbreviate the arguments of scalar functions, for example
D(P ) ≡ D(p0, ~p).
II. PHYSICAL SET-UP
A. Propagators and Dressing Functions
The Euclidean action of the low energy effective theory is
S =
∫
d3x
∑
a
ψ¯a (i∂µ − eAµ)Mµνγνψa − 
4e2
∫
d3xFµν
1
2
√−∂2Fµν + gauge fixing.
(1)
The gauge field action is non-local because the photon which mediates the inter-
actions between the electrons propagates in the 3+1 dimensional space-time, and
therefore out of the graphene plane. The fermionic part of the action looks like a
free Dirac theory with a linear dispersion relation, because the effective theory de-
scribes the system close to the Dirac points. We use a representation of the three
four-dimensional γ-matrices that satisfy {γµ, γν} = 2δµν . The Feynman rules for the
bare theory, in covariant gauge, are
S(0)(P ) = −[iγµMµνPν]−1 (2)
G(0)µν (P ) =
[
δµν − PµPν
P 2
(1− ξ)] 1
2
√
P 2
(3)
Γ(0)µ = Mµνγν (4)
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where we have defined
M =

1 0 0
0 v1 0
0 0 v2
 . (5)
In the isotropic limit, v1 = v2 = vF ≡ c/300; we call v1 and v2 the principal velocities
(with principal axes in the 1,2 directions). The Fermi velocity is the geometric mean
vF =
√
v1v2, and the anisotropy parameter is the ratio η = v1/v2.
To write the non-perturbative photon propagator, we define the projection oper-
ators
P 1µν = δµν −
PµPν
P 2
, P 2µν =
PµPν
P 2
, P 3µν =
NµNν
N2
, (6)
where Nµ = δµ0−p0Pµ/P 2. The photon polarization tensor is defined by the equation
G−1µν =
2√
P 2
P 2
(
P 1µν +
1
ξ
P 2µν
)
+ Πµν . (7)
Inverting this expression we obtain the dressed propagator, and in Landau gauge
(ξ = 0) we have
Gµν =
P 1µν
GT (p0, ~p)
+ P 3µν
(
1
GL(p0, ~p)
− 1
GT (p0, ~p)
)
,
GT (p0, ~p) = 2
√
P 2 + α(p0, p) ,
GL(p0, ~p) = 2
√
P 2 + α(p0, p) + γ(p0, p) . (8)
The fermion self energy is defined through the equation
S−1(P ) = (S(0))−1(P ) + Σ(P ) . (9)
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The dressed fermion propagator is written in terms of four independent dressing
functions which we denote Z(p0, ~p), A1(p0, ~p), A2(p0, ~p) and D(p0, ~p). We will some-
times write the arguments as a single subscript so that the dressing functions are
denoted Zp, A1p, A2p and Dp. We define the matrix
F (p0, ~p) =

Zp 0 0
0 A1p A2p
0 −A2p A1p
 . (10)
Using this notation the inverse propagator is
S−1 = −iγµMµαF (p0, ~p)ανPν +Dp (11)
and inverting we obtain
S =
1
Sp
[iγµMµαF (p0, ~p)ανPν +Dp] (12)
with
Sp = p
2
0Z
2
p + v
2
1 (p1A1p + p2A2p)
2 + v22 (p2A1p − p1A2p) 2 +D2p . (13)
Comparing with equation (2) it is clear that the bare theory is obtained by setting
Z(p0, ~p) = A1(p0, ~p) = 1 and A2(p0, ~p) = D(p0, ~p) = 0.
The dressing functions Z, A1, and A2 when written as the matrix F in equation
(10) describe the renormalization of the tensor M , i.e., Mˆ = MF . To interpret Mˆ ,
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note that the renormalized (Euclidean) dispersion relation Sp = 0 is
[
p0 p1 p2
]
MˆTMˆ

p0
p1
p2
+D2 = 0 (14)
(where we have suppressed the momentum dependence of the dressing functions).
Close to the critical point we can set D = 0 and rewrite (14) in the basis formed by
the eigenvectors of
MˆTMˆ =

Z2 0 0
0 A21v
2
1 + A
2
2v
2
2 A1A2 (v
2
1 − v22)
0 A1A2 (v
2
1 − v22) A22v21 + A21v22
 . (15)
In this basis the dispersion relation takes the perturbative form
p20 + (vˆ1)
2p21 + (vˆ2)
2p22 = 0 (16)
where the renormalized principal velocities vˆ1 = v1
√
A21 + A
2
2/Z and vˆ2 = v2
√
A21 + A
2
2/Z
are given by (square roots of) the eigenvalues of (15). We see that the renormalized
Fermi velocity is vF
√
A21 + A
2
2/Z and the anisotropy parameter is not renormalized.
B. Schwinger-Dyson equations
The SD equation for the fermion self energy is
Σ(p0, ~p) = e
2
∫
dK Gµν(q0, ~q)Mµτ γτ S(k0, ~k) Γν , (17)
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and the SD equation for the polarization tensor is
Πµν(p0, ~p) = −e2
∫
dK Tr
[
S(q0, ~q)Mµτ γτ S(k0, ~k) Γν
]
. (18)
To leading order in (v1/c, v2/c) the only component of the propagator (8) that con-
tributes to the fermion self energy Σ is the piece GL, so we only need to calculate
one component of the polarization tensor
Π00(p0, p) =
p2
P 2
(
α(p0, p) + γ(p0, p)
)
. (19)
The three-point vertex in equations (17, 18) should, in principle, be determined
from its own SD equation. Vertex functions are extremely difficult to calculate
numerically, so we introduce an ansatz for the three-point function, which effectively
truncates the hierarchy of SD equations. The original Ball-Chiu vertex ansatz [13, 14]
preserves gauge invariance in a Lorentz invariant theory. A modified version of this
ansatz that satisfies gauge invariance in our anisotropic theory is
Γµ(P,K)=
1
2
[
F (p0, ~p)
T
µα + F (k0,
~k)Tµα
]
Mαβγβ (20)
+
[
1
2
(P +K)α
[
F (p0, ~p)
T
αβ − F (k0, ~k)Tαβ
]
Mβργρ + i(Dp −Dk)
]
(P +K)µ
P 2 −K2 ,
where (P,K) are the momenta of the incoming and outgoing fermions, respectively.
This vertex satisfies the Ward identity
iQµΓµ(P,K) = S
−1(p0, ~p)− S−1(k0, ~k) . (21)
In numerical calculations, the terms in the second line in (20) are problematic. The
reason is that the range of the integration variable (K in our notation) includes the
line defined by the equation K2 = P 2, and in the limit K → P these terms approach
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0/0→ constant. In the isotropic calculation it is known that dropping the terms in
the second line does not appreciably change the result [11], so we will use only the
first line in the ansatz (20).
We calculate the SD equations for the fermion dressing functions and the zeroth
component of the polarization tensor by taking the appropriate projections of (17)
and (18). The results are below:
Z(p0, ~p) = 1− 2αpivF
p0
∫
dK
Q2SkGL
k0q
2Zk (Zk + Zp) , (22)
A1(p0, ~p) = 1 +
2αpivF
p2
∫
dK
Q2SkGL
[
k0q0Zk(~p · ~q) (A1k + A1p + Zk + Zp)
+ q2A1k (Zk + Zp) (~k · ~p) + k0q0Zk (A2k + A2p) (~p× ~q)− q2A2k (Zk + Zp) (~k × ~p)
]
,
(23)
A2(p0, ~p) =
2αpivF
p2
∫
dK
Q2SkGL
[
− k0q0Zk(~p× ~q) (A1k + A1p + Zk + Zp)
+ q2A1k (Zk + Zp) (~k × ~p) + k0q0Zk (A2k + A2p) (~p · ~q) + q2A2k (Zk + Zp) (~k · ~p)
]
,
(24)
D(p0, ~p) = 2αpivF
∫
dK
Q2SkGL
q2Dk (Zk + Zp) , (25)
Π00(p0, p) = −16pivFα
∫
dK
SkSq
[
(Zk + Zq) (DkDq − k0q0ZkZq) + A1kA2q (Zk + Zq) (~k × ~q)v
+ A1qA2k (Zk + Zq) (~q × ~k)v + A1kA1q (Zk + Zq) (~k · ~q)v + A2kA2q (Zk + Zq) (~k · ~q)v′
]
,
(26)
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where we have used the notation
α =
e2
4pivF
, (27)
~k · ~p = k1p1 + k2p2 , (28)
(~k · ~p)v = v21k1p1 + v22k2p2 , (29)
(~k · ~p)v′ = v22k1p1 + v21k2p2 , (30)
~k × ~p = k1p2 − k2p1 , (31)
(~k × ~p)v = v21k1p2 − v22k2p1 . (32)
In the isotropic limit (v1 = v2), equations (22, 23, 24, 25, 26) reduce to
Zp = 1− 2αpivF
p0
∫
dK
Q2SkGL
k0q
2Zk(Zp + Zk) , (33)
A1p = 1 +
2αpivF
p2
dK
Q2SkGL
[
q2Ak(Zp + Zk)~k · ~p+ k0q0Zk(Zp + Zk + Ap + Ak)~p · ~q
]
, (34)
A2p =
2αpivF
p2
∫
dK
Q2SkGL
[
q2A1k (Zk + Zp) (~k × ~p)− k0q0Zk(~p× ~q) (A1k + A1p + Zk + Zp)
]
,
(35)
∆p = 2αpivF
∫
dK
Q2SkGL
q2∆k(Zp + Zk) , (36)
Π00(p0, p) = −16pivFα
∫
dK
SkSq
(Zk + Zq)
(
AkAqv
2
F (
~k · ~q) + ∆k∆q − k0q0ZkZq
)
. (37)
The equations for Z, A1, D and Π00 agree with the isotropic calculation of Ref. [12],
and it is straightforward to show that A2 = 0 after performing the integrations.
We will solve the coupled set of integral equations for the fermion dressing func-
tions (22 - 25), but we adopt a commonly used approximation, motivated by the
vanishing fermion density of states at the Dirac points, which is to use a one-loop
result for the polarization component Π00. Using bare fermion propagators, equation
12
(26) gives
Π1 loop00 (p0, p) =
piα√
v1v2
p21v
2
1 + p
2
2v
2
2√
p20 + p
2
1v
2
1 + p
2
2v
2
2
. (38)
We look for solutions to the SD equations with specific symmetry properties. The
dressing functions Z, A1, and D are assumed even under the transformations p0 →
−p0, p1 → −p1, and p2 → −p2, and even under the interchange (p1, v1) ↔ (p2, v2).
The function A2 is even under p0 → −p0 and odd under all the other transformations
above. If we assume that these conditions hold under the integrals on the right side
of the SD equations, one can show by shifting integration variables that they also
hold on the left side; this means that the symmetry conditions we have chosen are
satisfied consistently by the equations we solve.
III. NUMERICS
We use spherical coordinates, so the external momentum variable is represented
as (p0, p, θp), the integration variables are (k0, k, θk), and
dK =
d3k
(2pi)3
=
∫ ∞
−∞
dk0
2pi
∫ ∞
0
dk
2pi
k
∫
dθk
2pi
. (39)
The integration regions for the k0 and k integrals are infinite, but numerically we
must use finite bounds. This is justified if the theory is properly renormalized,
in which case all integrals are ultra-violet finite. The only divergence occurs in
the photon polarization tensor, and can be removed by a simple subtraction. We
define ΠRµν(P ) = Πµν(P ) − Πµν(0), which satisfies the renormalization condition
ΠRµν(0) = 0. We perform this renormalization in all numerical calculations and
suppress the superscript R. We use a cutoff Λ on the momentum integrals. We
rescale momenta by Λ and dimensionful dressing functions by the appropriate power
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of Λ to remove all dependence on the cutoff.
We use a logarithmic scale for momentum variables to increase the number of grid
points close to the origin, where the dressing functions vary the most. In addition,
we use Gauss-Legendre quadrature, further increasing the point density around the
origin and increasing the overall accuracy of the integration procedure compared to
a constant partitioning.
We solve the set of self-consistent integral equations in (22 - 26) using an iterative
procedure. The integrands depend on the dressing functions evaluated at values of
Q = K − P , which means that interpolation is required. After experimentation
with several different methods, we determined that the best method for our set of
equations is three-dimensional linear interpolation. We have ~q = ~k−~p, and therefore
|q| =
√
q21 + q
2
2 =
√
(k1 − p1)2 + (k2 − p2)2
=
√
(k cos θk − p cos θp)2 + (k sin θk − p sin θp)2 . (40)
The angle θq is defined through the equation
~q = (q cos θq, q sin θq) (41)
and related to the values of θp and θk using a straightforward trigonometric relation
θq = arccos
(
k cos θk − p cos θp
|~k − ~p|
)
. (42)
Finally, the integrals that give the fermion dressing functions are numerically
unstable because there is a singularity in the integrands when the integration vari-
ables K are equal to the external variables P . This problem is not related to the
anisotropy and appears also in the isotropic calculation. It is caused by the factor
1/Q2 = 1/(K−P )2 in the equations for the fermion dressing functions (see equations
14
(22-26) and (33-37)). These singularities are integrable, but they must be dealt with
carefully in a numerical calculation. For example, the k0 integral can be divided into
two pieces
∫ Λ
0
dk0 =
∫ p0
0
dk0 +
∫ Λ
p0
dk0, and since Gauss-Legendre is an open inte-
gration method that does not use grid points at the exact values of the ends of the
integration range, the singular point p0 is not calculated and there is no divergent
contribution to the numerical integral. In order to obtain a numerically accurate
result, the total number of grid points is divided between the two pieces so that the
distances between the singularity and the closest points on either side are the same.
IV. RESULTS
In figures 1-4 we show the fermion dressing functions for one value of the cou-
pling (α = 4 which is greater than the critical coupling) and different values of the
anisotropy parameter. Each graph has four curves, which are obtained by holding
either p0 or p fixed, at either its maximum or minimum value (we remind the reader
that, using our scaled variables, the maximum value of any momentum variable is
1). The angular dependence of all the dressing functions is very weak.
Our equations reduce to the isotropic ones when η = 1. We study the effect of
reducing η, which is equivalent to increasing anisotropy. Figs. 1a and 2a show the
isotropic results for the dressing functions Z and A1. The change produced when η is
reduced from 1 to 0.65 is too small to see on the graph, and therefore Fig. 1b shows
the relative difference (Zη=1−Zη=0.65)/(Zη=1 +Zη=0.65), and Fig. 2b shows the same
relative difference for A1. The dressing function A2 is zero when η = 1, and therefore
we show in Fig. 3 two different values of the anisotropy parameter: η = 0.65 and
η = 0.3. Fig. 4 shows D for η = 1.0 and η = 0.65.
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(a) (b)
FIG. 1: Z dressing function for different cross-sections of momentum phase space.
(a) (b)
FIG. 2: A1 dressing function for different cross-sections of momentum phase space.
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(a) (b)
FIG. 3: A2 dressing function for different cross-sections of momentum phase space.
(a) (b)
FIG. 4: D dressing function for different cross-sections of momentum phase space.
We note the following features of these results.
• At high momentum, all dressing functions approach the perturbative limit (Z
and A1 approach 1, while D and A2 approach zero). This verifies that we
recover the perturbative limit at high momentum.
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• At η = 1, where A2 should be identically zero, we have Max|A2(p0, p, θp)| ≈
2× 10−4, which demonstrates the numerical accuracy of our calculation.
• At low momenta the values of Z and A1 are significantly enhanced (especially
A1), which shows the importance of a calculation where all dressing functions
are determined self-consistently. As the coupling is reduced towards the critical
coupling, this enhancement becomes even more pronounced.
(a) (b)
FIG. 5: The renormalized Fermi velocity.
In Fig. 5a we show the renormalized Fermi velocity, defined as vF =
√
A21 + A
2
2/Z,
versus p with p0 = 0. Fig. 5a shows η = 1 at α = 4, 3.24, and 3.13. The exper-
imentally observed increase in the Fermi velocity at small coupling is clearly seen.
Fig. 5b shows the difference between vF at η = 1 and η = 0.65, for α = 3.24. As the
anisotropy increases, the value of A2 increases, which causes a corresponding increase
in the Fermi velocity.
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FIG. 6: The condensate D(0) vs. coupling for different values of the anisotropy
parameter
In Fig. 6 we show the value of the condensate D(0) versus coupling for three
different values of the anisotropy parameter. We calculate the critical coupling for
the three different values of η using the following procedure. We fit the data shown
in Fig. 6 using a Mathematica fitting tool, and use this fit to find by extrapolation
the critical alpha αc that corresponds to D(0) = 0. The error is the difference
between this result, and the result obtained after removing the smallest calculated
point. Our results are shown in the first column of Table I. The second column
shows the isotropic result obtained using a similar method in Ref. [11]. The third
column shows the results of [9], taking into account that the definition of η in that
paper is equivalent to 1/η in ours. The numbers quoted are estimated from their
Fig. 7 and are only approximate. The fourth column is the isotropic result from
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TABLE I: Results for critical values of the coupling α
η αc αc [11] αc [9] αc [10]
1 3.12 ± 0.02 3.12 ± 0.01 ≈ 0.92 0.09
0.65 3.21 ± 0.02 ≈ 0.94
0.3 3.70 ± 0.04 ≈ 1.05
Ref. [10] which is obtained using the same approximations as in [9]. The results in
Table I show that the introduction of anisotropy increases the critical coupling. This
is consistent with what is seen in Fig. 5b, where it is shown that the renormalized
fermi-velocity increases as anisotropy increases. This effect supresses the gap, and
increases the critical coupling. The effect is significantly reduced when the fermion
dressing functions are fixed at their perturbative values.
We comment that the number of iterations required to converge to a solution of the
SD equations increases significantly as α approaches the critical value, due to what
is known as ‘critical slowing down.’ When the anisotropy of the system increases,
the effect is amplified as the dressing function A2 becomes more important. The
smallest values of α for which we have obtained solutions require about 600 iterations
to converge.
V. CONCLUSIONS
We have calculated the critical coupling at which the semi-metal to insulator tran-
sition occurs in graphene using a low energy effective theory. We have studied the
effect of anisotropy on the phase transition, which could be introduced as physical
strain on the graphene lattice, or possibly through an applied magnetic field. We
have included anisotropy by considering a Fermi velocity which is not isotropic in
space. There are several previous calculations in the literature that are similar in
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their approach [7–9] but used numerous restrictive assumptions to make the numer-
ical implementation more tractable. The effect of these approximations is difficult
to predict, and in fact different approximations have led to predictions that the
critical coupling in an anisotropic system moves in different directions, relative to
the isotropic one. Our calculation includes the complete non-perturbative fermion
propagator and a 1-loop photon polarization tensor. Our hierarchy of SD equations
are truncated using a Ball-Chiu-like vertex ansatz. Full frequency dependence of
the dressing functions is included. Our results show that the effect of anisotropy
is greater than predicted by previous calculations, and that it increases the critical
coupling.
Finally, we comment that the value of the critical coupling produced by any cal-
culation based on an effective theory is not expected to be exact, since there are
potentially important screening effects that are necessarily ignored. The point of the
calculation is to establish whether or not anisotropy could reduce the critical cou-
pling, and therefore make it experimentally possible to produce an insulating state.
Our results indicate anisotropy increases the critical coupling, instead of moving it
downward toward values that could be physically realizable. The only significant
approximation in our calculation is the use of the 1-loop photon polarization ten-
sor. The back-coupled calculation, in which the polarization tensor is calculated
self-consistently together with the fermion dressing functions using equation (26) is
much more difficult numerically. This calculation is currently in progress.
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Appendix A: Numerical convergence
Our calculation involves solving one loop integral equations in three dimensions.
In spherical coordinates, we have three external variables and three integration vari-
ables. The numerical calculation therefore involves 6 nested loops. The dress-
ing functions themselves are fairly smooth, which means that the number of grid
points for the external variables does not have to be very large. However, the in-
tegrals involve integrable singularities, which necessitates a larger number of grid
points for the discretized integration variables. Our results were produced using
(Np0 = 32) × (Np = 32) × (Nθp = 16) = 1.64 × 104 external grid points. Using the
same number of internal grid points, the iteration procedure does not converge to a
self-consistent solution. We used (Nk0 = 100)× (Nk = 100)× (Nθk = 32) = 3.2× 105
internal grid points, and tested that results are very stable when the number of
external and/or internal grid points is increased. The total phase space of our cal-
culation contained ∼ 5.2 × 109 grid points. We achieved sufficient numerical speed
by parallelizing using openMPI 4.0.1.
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