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FEYNMAN-KAC FORMULAS FOR THE ULTRA-VIOLET
RENORMALIZED NELSON MODEL
OLIVER MATTE AND JACOB SCHACH MØLLER
Abstract. We derive Feynman-Kac formulas for the ultra-violet renormal-
ized Nelson Hamiltonian with a Kato decomposable external potential and for
corresponding fiber Hamiltonians in the translation invariant case. We simul-
taneously treat massive and massless bosons. Furthermore, we present a non-
perturbative construction of a renormalized Nelson Hamiltonian in the non-
Fock representation defined as the generator of a corresponding Feynman-Kac
semi-group. Our novel analysis of the vacuum expectation of the Feynman-
Kac integrands shows that, if the external potential and the Pauli-principle are
dropped, then the spectrum of the N-particle renormalized Nelson Hamilton-
ian is bounded from below by some negative universal constant times g4N3,
for all values of the coupling constant g. A variational argument also yields an
upper bound of the same form for large g2N . We further verify that the semi-
groups generated by the ultra-violet renormalized Nelson Hamiltonian and its
non-Fock version are positivity improving with respect to a natural self-dual
cone, if the Pauli principle is ignored. In another application we discuss conti-
nuity properties of elements in the range of the semi-group of the renormalized
Nelson Hamiltonian.
1. Introduction
More than half a century ago, Edward Nelson studied the renormalization theory
of a model for a conserved number of non-relativistic scalar matter particles in-
teracting with a quantized radiation field comprised of relativistic scalar bosons.
This model is a priori given by a heuristic Hamiltonian equal to the sum of the
Schro¨dinger operator for the matter particles, the radiation field energy operator,
and a field operator describing the interaction between the matter particles and the
radiation field. This heuristic expression is, however, mathematically ill-defined be-
cause the physically relevant choice of the interaction kernel determining the field
operator is not a square-integrable function of the boson modes. Hence, one starts
out by introducing an artificial ultra-violet cut-off rendering this kernel function
square-integrable and the Hamiltonian well-defined. The question, then, is whether
the so-obtained ultra-violet regularized Nelson Hamiltonians converge in a suitable
sense as the cut-off is removed, possibly after adding cut-off dependent energy shifts
that would not harm physical interpretations. Nelson approached this mathemati-
cal problem by probabilistic methods in [46] and by operator theoretic arguments
in [47].
In his earlier probabilistic investigation Nelson eventually considered the matrix
elements of the unitary groups generated by the regularized Hamiltonians with an
explicitly given energy renormalization added and proved that, for strictly positive
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boson masses and fixed time parameters, these matrix elements are convergent as
the cut-off is removed, in the weak-∗ sense as bounded measurable functions of
the particle mass. While he knew that these limits are non-trivial, he could not
yet decide whether they define a new unitary group or not. This was clarified in
his second work cited where, after adding the energy renormalization and applying
unitary Gross transformations, he obtained a sequence of Hamiltonians converging
in the norm resolvent sense. As the Gross transformations converge strongly, this
implied strong resolvent convergence of the original regularized operators plus the
energy shifts towards a renormalized Nelson Hamiltonian.
Ealier results on Nelson’s renormalized operator. Given that the two afore-
mentioned papers of Nelson date back to 1964 the number of mathematical articles
explicitly addressing properties of his renormalized model is not very large, whence
we give a brief, essentially chronological survey in what follows.
The first results following [46, 47] are the construction of asymptotic fields for
massive bosons by Høegh-Krohn [33] and of renormalized fiber Hamiltonians in the
translation-invariant case by Cannon [12], who adapted the procedure in [47]. Can-
non also proved the existence of non-relativistic Wightman distributions and, for
a sufficiently weak matter-radiation coupling, the existence of dressed one-particle
states as well as analyticity of the corresponding energies and eigenvectors. Can-
non’s smallness assumptions on the coupling depend on the strictly positive boson
mass he was cosidering. His results were pushed forward by Fro¨hlich in [21] who
gave non-perturbative proofs of Cannon’s results, that hold for any strictly posi-
tive boson mass or, alternatively, infra-red cut-off, irrespective of the value of the
coupling constant. In this article Fro¨hlich also found a rich class of Hilbert spaces,
including examples of von Neumann’s incomplete direct product spaces, on which
the renormalization procedure of [47] can be implemented. Fro¨hlich employed his
results in [20] to discuss the infra-red problem and aspects of scattering theory for
a class of models containing the Nelson model. In particular, for vanishing boson
mass and without any cut-offs, he constructed coherent infra-red representation
spaces which are attached to total momenta of the matter-radiation system and
contain dressed one-particle states that are ground states of, roughly speaking, cer-
tain non-Fock versions of the renormalized fiber Hamiltonians. He also proved the
absence of dressed one-particle states in the original Fock space for vanishing boson
mass, a phenomenon known as infra-particle situation.
After a gap of more than twenty-five years in the mathematical literature on
the renormalized Nelson Hamiltonian, its spectral and scattering theory in a con-
fining potential and for massive bosons has been worked out by Ammari [3], who
proved a HVZ theorem, positive commutator estimates, the existence of asymptotic
fields, propagation estimates, and asymptotic completeness. Later on, Hirokawa et
al. [31] considered a system of two particles with charges of equal sign, one of
them static, interacting via a linearly coupled massless boson field. After applying
a Gross transformation to the corresponding ultra-violet regularized Hamiltonian
they found a Hamiltonian for one particle coupled to the radiation field with an
additional attractive potential playing the role of an effective interaction between
the two particles. The Gross transformation is actually infra-red singular for zero
boson mass. Thus, an artificial infra-red cut-off is included in its definition. By
improving some of Nelson’s [47] relative bounds so as to cover massless bosons,
Hirokawa et al. removed both the ultra-violet and infra-red cut-offs in their Gross
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transformed Hamiltonian and obtained, for sufficiently small coupling constants, a
self-adjoint operator called the renormalized Nelson Hamiltonian in a non-Fock rep-
resentation. The latter turned out to have a ground state eigenvector. Employing
this result, Hainzl et al. [30] established a formula for the first radiative correction
to the binding energy of this interacting two-particle system. About ten years ago,
a paper of Ginibre et al. [24] appeared concerning a certain partially classical limit
of the Nelson model for any non-negative boson mass and without cut-offs.
The investigation of the infra-particle nature of the massless Nelson model with-
out cut-offs has been revisited more recently by Bachmann et al. [6] employing
Pizzo’s iterative analytic perturbation theory. While their results hold for suffi-
ciently small coupling only, they provide more detailed control on the mass-shell
and the dressed one-particle states than earlier results.
Nelson’s operator theoretic renormalization procedure [47] has also been imple-
mented on static Lorentzian manifolds and for position-dependent boson masses by
Ge´rard et al. [22]. Quite recently, Nelson’s earlier approach of [46] has been revived
as well by Gubinelli et al. [27], who succeeded by probabilistic arguments to verify
strong convergence of the semi-group as an ultra-violet regularization is removed
in a Nelson Hamiltonian for massive bosons. In the same paper, Gubinelli et al.
also computed effective potentials in the weak coupling limit of the renormalized
theory. Hiroshima treated infra-red cut-off fiber Hamiltonians along the same lines
as well [32].
In a recent preprint [4], Ammari and Falconi proved a Bohr correspondence prin-
ciple showing that, in a classical limit, the time evolution of quantum states gen-
erated by a renormalized Nelson Hamiltonian for massive bosons converges to the
push-forward of a Wigner measure under the dynamics of a nonlinear Schro¨dinger-
Klein-Gordon system. They also explored the idea to carry through a renormal-
ization procedure on the classical level and to Wick quantize the result afterwards,
which leads to the same renormalized operator in the Nelson model.
Finally, Bley and Thomas [7, 8, 10] developed a general new method to bound
a class of exponential moments that often arise when functional integration tech-
niques are applied in non-relativistic quantum (field) theory. Applied to the renor-
malized Nelson Hamiltonian, with non-negative boson mass and vanishing exte-
rior potential, this method yields a lower bound on its spectrum of the form
−cg4N3(1 ∨ ln2([1 ∨ g2]N)), [8], where N is the number of matter particles and
the modulus of the coupling constant g is either assumed to be sufficiently large or
sufficiently small. Here we should add that, as we shall do in the present work, Bley
fixes the explicit energy counter terms in the renormalization procedure, which are
proportional to g2, in such a way that no contribution of order g2 shows up in
his lower bound for the renormalized operator. This differs from the convention in
[47]. Using his bound, Bley also provided a non-binding condition in the massless
Nelson model for two matter particles, whose effective attraction mediated by the
radiation field is compensated for by a repulsive Coulomb interaction [9].
We restricted the above summary to articles explicitly containing theorems on
the renormalized Nelson model, as an account on the numerous mathematical pa-
pers devoted to ultra-violet regularized Nelson Hamiltonians would be far too space-
consuming. For a general introduction to the model and more references the reader
can consult, e.g., the textbook [38]. A renormalization of a translation-invariant
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Nelson type model for a relativistic scalar matter particle interacting with a massive
boson field [26] actually leads to a theory with a flat mass shell [15].
Description of results. The first main result of the present article is a novel
Feynman-Kac formula for the renormalized Nelson Hamiltonian for N matter par-
ticles in a Kato decomposable external potential V and for non-negative boson
masses. Denoting the latter operator by HVN,∞ it reads
(e−tH
V
N,∞Ψ)(x) = E
[
WV∞,t(x)
∗Ψ(x+ bt)
]
, a.e.,
WV∞,t(x)
∗ = eu
N
∞,t(x)−
∫ t
0
V (x+bs)dsF0,t/2(−UN,−∞,t (x))F0,t/2(−UN,+∞,t (x))∗,
(1.1)
for every t > 0, where, in standard notation recalled later on,
F0,s(f) :=
∞∑
n=0
a†(f)n
n!
e−sdΓ(ω), s > 0.
In (1.1), Ψ is a Fock space-valued square-integrable function of x ∈ R3N and b is
a 3N -dimensional Brownian motion. The real-valued stochastic process uN∞,t(x)
is called the complex action following Feynman [18] and the UN,±∞,t (x) are con-
tinuous adapted stochastic processes with values in the one-boson Hilbert space
h := L2(R3). The series defining F0,s(f) converges in the Fock space operator norm
and defines an analytic function of f ∈ h.
For ultra-violet regularized Nelson Hamiltonians, the special form (1.1) of the
Feynman-Kac formula appeared in [28]. We shall re-prove it to make this article
essentially self-contained and to demonstrate that the Nelson model admits a sim-
pler proof than the models in [28] which in general involve minimally coupled fields
as well. In fact, our derivation of (1.1) consists in implementing a new renormal-
ization procedure on the level of semi-groups in the spirit of [27, 46] and re-defining
HVN,∞ as the generator of the semi-group given by the right hand sides in (1.1). We
shall actually observe norm convergence of semi-groups with hardly any technical
restriction on the details of the ultra-violet regularization; see also [3] as well as
Thm. 2.4 and the remarks following it. Our definition of HVN,∞ is manifestly inde-
pendent of the choice of any cut-off function, purely and simply as this is the case
for the right hand sides in (1.1). With only little extra work we shall also derive new
Feynman-Kac formulas for the renormalized Nelson Hamiltonian in the non-Fock
representation and for fiber Hamiltonians in the translation-invariant renormalized
Nelson model. In particular, we shall provide the first non-perturbative construc-
tion of the renormalized Nelson Hamiltonian in the non-Fock representation.
The crucial point about the Feynman-Kac representation (1.1) is that it provides
a fairly simple and tractable formula for a well-defined Fock space operator-valued
process WV∞(x) in the Feynman-Kac integrand and can be applied to every element
Ψ of the Hilbert space for the whole system. While Nelson and Gubinelli et al. have
Feynman-Kac type representations of expectation values with respect to vectors in
certain total subsets of the Hilbert space (involving suitable finite particle states
[46] or coherent states [27] in Fock space), the merit of writing the Feynman-Kac
formula in the form (1.1) is that it allows to first find explicit expressions for
UN,±∞,t (x) containing well-defined h-valued stochastic integrals and then to derive
operator-norm bounds on WV∞(x) with finite moments of any order. Furthermore,
our formulas permit to verify a Markov property of the Feynman-Kac integrand.
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In particular, we can work out basic features of a semi-group theory in Fock space-
valued Lp-spaces in the spirit of [13, 54]. Along the way we further present a new
method to bound the exponential moments of the complex action uN∞,t(x) which
eventually leads to the improved lower bound
inf σ(H0N,∞) > −cg4N3,(1.2)
valid for all g and N with a universal constant c > 0; see the introduction to
Subsect. 4.3 for more remarks on this new method and a discussion of earlier results
[7, 8, 10, 27, 46]. (Here we ignore that the matter particles are supposed to be
fermions, i.e., the Pauli principle is neither taken into account here nor in [7, 8, 10,
27, 46].) We shall employ a novel bound on an ultra-violet part of uN∞,t(x) together
with a more standard trial function argument to derive the upper bound in
(16π)2g4N3 − c′g2N2 6 inf σ(H0N,∞)
6 8π4EPg
4N3 + c′′(1 + µ+ ln(g2N))g2N2, provided that g2N > c.(1.3)
Here µ > 0 is the boson mass, EP < 0 is the Pekar energy, and c, c
′, c′′ > 0 are
universal constants. (With gN denoting the coupling constant in Nelson’s articles
[46, 47], we have the relation 21/2(2π)3/2g = gN.) The leading behavior ∝ −g4N3 in
(1.2) and (1.3) is familiar from the closely related Fro¨hlich polaron model [7, 8, 37],
which can be renormalized as in [47] even without introducing energy counter terms.
(If a sufficiently strong electrostatic Coulomb repulsion between the matter parti-
cles is taken into account, then one actually observes thermodynamic stability,
i.e., a behavior of the minimal energy proportional to −N in the Fro¨hlich polaron
model without restriction to symmetry subspaces [19]. For sufficiently weak electro-
static repulsion, the minimal energy of fermionic multi-polaron systems behaves like
−N 7/3, [25].) The work on the polaron model [37] suggests that 8π4EP should in fact
be the correct leading coefficient in (1.3). Numerics shows that EP = −0.10851 . . .,
[23], whence the leading coefficient in the lower bound in (1.3) is presumably too
large by the factor 32/π2|EP| < 30. Getting rid of this artifact is, however, beyond
the scope of this article.
Finally, we present two applications of the new formula (1.1). First, we shall fill
a gap left open in the earlier literature by proving that the semi-groups generated
by the renormalized Nelson Hamiltonian and its non-Fock version are positivity
improving at positive times with respect to a natural convex cone. In the non-Fock
case this result was explicitly mentioned as an open problem in [31, §10] and it
entails uniqueness and strict positivity of the ground state eigenvector found there.
As already observed in [41] the ergodicity of the semi-groups follows easily from
the structure of the integrand in (1.1) and standard tools associated with Perron-
Frobenius type arguments in quantum field theory; see, e.g., [17, 55]. In the second
application we employ some results of [41] on ultra-violet regularized operators to
discuss the continuous dependence of the right hand side in the first line of (1.1)
on x, g, and V .
Organization and general notation. The remaining part of this article is struc-
tured as follows:
In Sect. 2 we introduce some basic notation and give a precise definition of Nel-
son’s model. In Sect. 3 we shall analyze certain x-independent one-particle versions
of UN,±∞,t (x) and eventually define the latter two processes. Sect. 4 is devoted to
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the complex action uN∞,t(x). In Sect. 5 we work out the semi-group properties be-
tween Fock space-valued Lp-spaces including the norm convergence of semi-groups,
as the ultra-violet cut-off is removed. At the end of Sect. 5 we establish the above
Feynman-Kac formula and (re-)define the renormalized Nelson Hamiltonian; see
Thm. 5.13 and Def. 5.14. (Our version of Nelson’s theorem is also anticipated in
Thm. 2.4.) The lower bound (1.2) is obtained in Cor. 5.16. The Feynman-Kac
formulas in the non-Fock representation and for the fiber Hamiltonians are derived
in Sect. 6 and Sect. 7, respectively. The positivity improving and continuity prop-
erties alluded to above as well as the bounds in (1.3) are proved in Sect. 8. The
main text is followed by three appendices presenting well-known material on the
Kolmogorov test lemma, exponential moment bounds for sums of pair potentials
(see also [8]), and a general formula for the infimum of a spectrum.
Some general notation. The characteristic function of a set A is denoted by 1A and
we abbreviate a ∧ b := min{a, b} and a ∨ b := max{a, b}, for a, b ∈ R.
The Borel σ-algebra of a topological spaceT is denoted byB(T ). The Lebesgue-
Borel measure on Rn is denoted by λn and, as usual, we shall write dt := dλ1(t),
dx := dλ3(x), etc., if a symbol t, x, etc., for the integration variable is specified.
The set of bounded operators on a Banach space X is denoted by B(X ). The
symbols D(T ) and Q(T ) stand for the domain and form domain, respectively, of a
suitable linear operator T . The spectrum of a self-adjoint operator T in a Hilbert
space is denoted by σ(T ).
The symbols ca,b,..., c
′
a,b,..., . . . denote non-negative constants that depend solely
on the quantities displayed in their subscripts (if any). Their values might change
from one estimate to another.
2. Definition of the Nelson model
As mentioned earlier, Nelson’s model describes a system of a fixed number of non-
relativistic matter particles interacting with a quantized radiation field comprised
of bosons. The one-boson Hilbert space, i.e., the state space for a single boson, is
h := L2(R3) = L2(R3, λ3).
The bosons are described in momentum space, whence we use the letter k ∈ R3 to
denote the variables of elements of h. The state space of the full radiation field is
the bosonic Fock space modeled over h given by the orthogonal direct sum
F := C⊕
∞⊕
n=1
L2sym(R
3n, λ3n).(2.1)
Here L2sym(R
3n, λ3n) is the closed subspace of all ψn ∈ L2(R3n, λ3n) satisfying
ψn(kπ(1), . . . ,kπ(n)) = ψn(k1, . . . ,kn), λ
3n-a.e. for all permutations π of {1, . . . , n},
where k1, . . . ,kn ∈ R3. As usual we write ϕ(f) for the self-adjoint field operator
in F corresponding to some f ∈ h. If ̟ is a multiplication operator in h with a
real-valued function, then its self-adjoint (differential) second quantization acting
in F is denoted by dΓ(̟). In Subsect. 5.1 we shall recall some facts on the Weyl
representation on F and in particular we shall recall the precise meaning of the
symbols ϕ(f) and dΓ(̟).
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The Hilbert space for the interacting matter-radiation system is now given by the
vector-valued L2-space L2(R3,F ). Before we define Nelson’s Hamiltonian acting
in it, we introduce some assumptions and some notation.
Hypothesis 2.1. Throughout the whole article we shall work with the following
standing hypotheses:
(1) The boson dispersion relation and momentum are, respectively, given by
ω(k) := (k2 + µ2)
1/2, m(k) := k, k ∈ R3.
Here the boson mass is non-negative and possibly zero, µ > 0.
(2) The cut-off function χ : R3 → [0, 1] is measurable, even, i.e., χ(−k) = χ(k),
for all k ∈ R3, and continuously differentiable on the open unit ball about the
origin in R3. Furthermore,
χ(0) = 1, sup
|k|<1
|∇χ(k)| 6 1, χ ∈ h.
(3) The measurable function η : R3 → [0, 1] is even.
(4) The coupling constant g may be any real number.
(5) The number of matter particles and the dimension of the position space for the
matter particles are, respectively, given by
N ∈ N, ν := 3N.
(6) The external potential V : Rν → R is Kato decomposable, i.e., it can be written
as V = V+− V− with non-negative functions V+ and V− such that V− is in the
Kato class Kν and V+ is in the local Kato class K
loc
ν .
We refer to [2, 54] for the definition of and information on the classes Kν and
K locν . The function η is introduced in Hyp. 2.1(3) to cover infra-red regularized
versions of Nelson’s model as well; in Nelson’s original model we have η = 1.
We also absorbed some common normalization constants in g; recall the remarks
following (1.3).
Notation 2.2. Throughout the article we use of the following abbreviations:
(1) The dispersion relation in polar coordinates is denoted by
ωρ := (ρ
2 + µ2)
1/2, ρ > 0.
(2) We set
χκ(k) := χ(k/κ), κ ∈ N, χ∞(k) := 1, k ∈ R3.
With this we write, for all κ ∈ N ∪ {∞} and Λ > 0,
fκ := gηω
−1/2χκ, βκ := (ω +m2/2)−1fκ,(2.2)
fΛ,κ := 1{|m|>Λ}fκ, βΛ,κ := 1{|m|>Λ}βκ.(2.3)
Furthermore,
Erenκ :=
∫
R3
fκβκdλ
3, κ ∈ N.(2.4)
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(3) The coordinates in Rν are always split into N groups of three and denoted
x = (x1, . . . ,xN ) ∈ Rν with x1, . . . ,xN ∈ R3. We abbreviate
fNκ (x) :=
N∑
ℓ=1
e−im·xℓfκ, βNΛ,κ(x) :=
N∑
ℓ=1
e−im·xℓβΛ,κ,(2.5)
for all x ∈ Rν and κ ∈ N ∪ {∞}, and we set βNκ (x) := βN0,κ(x).
(4) Some one-boson processes will a priori be defined in the auxiliary Hilbert space
d−1/2 := L
2
(
R3, (1 + ω)−1λ3
)
.(2.6)
In the discussion of our Feynman-Kac integrands we shall often work with the
auxiliary Hilbert space
k := L2
(
R3, (1 + ω−1)λ3
)
,(2.7)
and the time-dependent norms
‖f‖t :=
(‖f‖2h + ‖(tω)−1/2f‖2h)1/2, f ∈ k, t > 0.(2.8)
We never refer to the dependence on µ, η, or g in our notation as their specific
choices do not affect the validity of any argument used in this paper. The whole
renormalization procedure carried through below is necessary only because f∞ /∈ h,
for non-zero g and η = 1 near infinity, due to its slow decay. Furthermore, it is
important to notice that βΛ,∞ ∈ h, for all Λ > 0, while βκ /∈ h, κ ∈ N ∪ {∞}, for
non-zero g, η = 1 near zero, and µ = 0, because βκ is too singular at 0 in this case.
Next, we introduce the Nelson Hamiltonian. In its construction and sometimes
later on we shall employ the F -valued Fourier transform on Rν defined by the
Bochner-Lebesgue integrals
(FΨ)(ξ) := Ψˆ(ξ) := 1
(2π)ν/2
∫
Rν
e−iξ·xΨ(x)dx, ξ ∈ Rν ,
for Ψ ∈ L1(Rν ,F )∩L2(Rν ,F ), and by isometric extension to a unitary map F on
L2(Rν ,F ). In complete analogy to the scalar case we define the first order Sobolev
space H1(Rν ,F ) := {Ψ ∈ L2(Rν ,F ) : |ξ|Ψˆ ∈ L2(Rν ,F )} and the generalized
gradient ∇Ψ := iF∗ξΨˆ, for all Ψ ∈ H1(Rν ,F ).
Since V− is infinitesimally form bounded with respect to the Laplacian [2], there
is a unique self-adjoint operator, denoted HVN,0, representing the closed, semi-
bounded quadratic form given by
D(qVN,0) := H1(Rν ,F ) ∩ Q(V+1F ) ∩ L2(Rν ,Q(dΓ(ω)))
and
qVN,0[Ψ] :=
1
2
‖∇Ψ‖2 +
∫
Rν
V (x)‖Ψ(x)‖2dx+
∫
Rν
‖dΓ(ω)1/2Ψ(x)‖2dx,
for all Ψ ∈ D(qVN,0).
Definition 2.3. The ultra-violet regularized Nelson Hamiltonians are defined by
HVN,κ := H
V
N,0 +
∫ ⊕
Rν
ϕ(fNκ (x))dx, κ ∈ N.(2.9)
The quadratic form associated with HVN,κ is denoted by q
V
N,κ, i.e.,
qVN,κ[Ψ] := q
V
N,0[Ψ] +
∫
Rν
〈Ψ(x)|ϕ(fNκ (x))Ψ(x)〉dx, Ψ ∈ D(qVN,0), κ ∈ N.
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In fact, each HVN,κ, κ ∈ N, is well-defined, self-adjoint, and semi-bounded on
D(HVN,0) since the direct integral in (2.9) is infinitesimally HVN,0-bounded. The
latter fact in turn is a consequence of the well-known relative bounds
‖ϕ(e−im·xfκ)ψ‖ 6 21/2‖(1 ∨ ω−1/2)fκ‖‖(1 + dΓ(ω))1/2ψ‖, ψ ∈ Q(dΓ(ω)),
valid for all x ∈ R3 and κ ∈ N.
The infima of the spectra of HVN,κ diverge to −∞ as κ goes to inifinity. Adding
suitable counter-terms we can, however, achieve the following:
Theorem 2.4. The sequence {HVN,κ+NErenκ }κ∈N converges in the norm resolvent
sense to a self-adjoint operator HVN,∞, which is bounded from below.
Nelson [47] actually proved Thm. 2.4 for massive bosons, with the norm resolvent
convergence replaced by strong resolvent convergence, and in the case where χ is
the characteristic function of the open unit ball. For strictly positive boson masses,
Ammari [3, Thm. 3.8 & Prop. 3.9] observed that the convergence actually takes
place in the norm resolvent sense. He also verified that the construction of the
(ultra-violet renormalized) Nelson Hamiltonian HVN,∞ is, up to finite energy shifts,
independent of the particular choice of χ within the class of smooth cut-offs he
was considering. Massless renormalized Nelson Hamiltonians appeared in [21, 31].
While the Gross transformed operators considered there converge in norm resolvent
sense, the arguments of [21, 31] imply strong resolvent convergence of the original
operators.
Our Feynman-Kac formulas will enable us to give an independent proof of
Thm. 2.4 at the end of Subsect. 5.5. In Def. 5.14 of that subsection we shall re-
introduce HVN,∞ as the generator of an explicitly given Feynman-Kac semi-group
(recall (1.1)) that does not depend on any cut-off function.
3. Basic processes
In this section we study two h-valued, “basic” stochastic processes entering into
our Feynman-Kac formulas. More precisely, we shall introduce approximating se-
quences for these processes indexed by κ and analyze their limiting behavior as κ
goes to infinity. The two processes and their approximations are defined in Sub-
sect. 3.2 and studied in more detail separately in Subsects. 3.3 and 3.4. As all
processes appearing in these three subsections correspond to one matter particle
only, we shall extend our definitions and results to the case of N matter particles
in Subsect. 3.5. In Subsect. 3.6 we shall finally prove a technical key lemma on a
process for N matter particles that will permit us to derive an exponential moment
bound on the complex action in Sect. 4.
First we will, however, introduce some notation for probabilistic objects used
throughout this article.
3.1. Probabilistic preliminaries and notation.
Notation 3.1. Stochastic bases and Brownian motion. Throughout the paper we fix
a stochastic basis B := (Ω,F, (Ft)t>0,P) satisfying the usual assumptions, i.e., the
probability space (Ω,F,P) is complete, the filtration (Ft)t>0 is right continuous,
and F0 contains all P-zero sets. We use the letter γ to denote the elements of Ω.
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In Subsects. 3.3 and 3.4, and also later on in Sect. 7 and Subsect. 8.1, the symbol
B = (Bt)t>0 denotes a three-dimensional Brownian motion on B with covariance
matrix 1R3 .
In Subsect. 3.5 and the later Sects. 4, 5, and 8, the symbol b denotes a ν-
dimensional B-Brownian motion with covariance matrix 1Rν , that we think of as
being split into N independent three-dimensional Brownian motions bℓ describing
the paths of the N matter particles, i.e., b = (b1, . . . , bN ).
For all t > 0, we further set
tBs := Bt+s −Bt, tbs := bt+s − bt, s > 0,(3.1)
so that tB and tb are Brownian motions with respect to the time-shifted stochastic
basis Bt := (Ω,F, (Ft+s)s>0,P), which again satisfies the usual assumptions.
Example 3.2. Let d ∈ N, ΩdW := C([0,∞),Rd) and let PdW denote the completion of
the Wiener measure on ΩdW. The σ-algebra F
d
W is the corresponding domain of P
d
W.
Furthermore, we let (FdW,t)t>0 denote the P
d
W-completion of the filtration generated
by the evaluation maps prdt (γ) := γ(t), t > 0, γ ∈ ΩdW. Then (FdW,t)t>0 is automati-
cally right continuous. Hence, the stochastic basis BdW := (Ω
d
W,F
d
W, (F
d
W,t)t>0,P
d
W)
satisfies the usual assumptions. By construction, prd is a Brownian motion on BdW
with covariance matrix 1Rd .
We recall that two stochastic processes X and Y on [0,∞) with values in some
measurable space are called indistinguishable, iff there is a P-zero set N ∈ F such
that Xt(γ) = Yt(γ), for all t > 0 and γ ∈ Ω \N .
We call a Hilbert space-valued process X on [0,∞) continuous, iff all its paths
X(γ), γ ∈ Ω, are continuous (and not just almost every path). The Brownian
motions B and b are continuous in this sense.
To bound the expectation of exponentials of real-valued martingales we shall
repeatedly employ the following remark:
Remark 3.3. Let d ∈ N and z be a predictable Rd-valued process on [0,∞) such
that
∫ t
0
E[z2s]ds <∞ holds for all t > 0. Let b be a d-dimensional Brownian motion
with respect to B and define the real-valued continuous L2-martingale M up to
indistinguishability by
Mt :=
∫ t
0
zsdbs, t > 0, so that JMKt =
∫ t
0
z2sds, t > 0.
Then the following estimate follows from [10, Lem. 4.1],
E
[
eMt
]
6 E
[
e(pp
′/2)JMKt
]1/p
, p > 1,(3.2)
where p′ is the exponent conjugate to p. With the help of Scheutzow’s stochastic
Gronwall lemma [53] we shall derive an analogue of this bound for the running
supremum of eM . (This will be convenient later on in proving the strong continuity
of the ultra-violet renormalized semi-group.) In fact, the Ito¯ formula
eMt = 1 +
∫ t
0
eMsdMs +
1
2
∫ t
0
eMsdJMKs t > 0, P-a.s.,
where (
∫ t
0
e2MsdMs)t>0 is a continuous local martingale, and [53, Thm. 4] directly
imply E[sups6t e
δMs ] 6 cδ,pE[e
(δp/2)JMKt
]1/p
, for all p > 1 and δ ∈ (0, 1) such that
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δp′ < 1. Replacing z by z/δ and writing 1/δ = p′q we arrive at
E
[
sup
s6t
eMs
]
6 cp,qE
[
e(pp
′q/2)JMKt
]1/p
, t > 0, p, q > 1.(3.3)
The constant is given by cp,q = [1 + (4 ∧ q)(π/q)/ sin(π/q)]1/p′ , [53].
For later reference we further recall that, if d ∈ N and b is a d-dimensional
B-Brownian motion, then
E
[
sup
s6t
eδ|bs|
2/2t
]
6 e(1− δ)d/2, δ ∈ (0, 1), E[ sup
s6t
ea|bs|
]
6 2
d/2ea
2t, a > 0.(3.4)
Here the second bound follows from the first one, which in turn is a consequence of
Doob’s maximal inequality applied to the submartingale eδ|b|
2
. In fact, the latter
implies E[(sups6t e
δ|bs|2/2pt)p] 6 (p/(p− 1))pE[eδ|bt|2/2t], for all p > 1.
3.2. Basic one-boson path integrals. In the next definition we introduce some
basic, ultra-violet regularized h-valued functionals on C([0,∞),R3). Their compo-
sitions with Brownian motion will be studied in the succeeding two subsections.
Definition 3.4. Let κ ∈ N, t > 0, α ∈ C([0,∞),R3), and write αs := α(s), s > 0.
Then we introduce the following h-valued Bochner-Lebesgue integrals,
U−κ,t[α] :=
∫ t
0
e−sω−im·αsfκds, U+κ,t[α] :=
∫ t
0
e−(t−s)ω−im·αsfκds.(3.5)
Lemma 3.5. Let κ ∈ N and α ∈ C([0,∞),R3). Then the maps [0,∞) ∋ t 7→
U±κ,t[α] ∈ h are continuously differentiable with
d
dt
U−κ,t[α] = e
−tω−im·αtfκ,
d
dt
U+κ,t[α] = −ωU+κ,t[α] + e−im·αtfκ, t > 0.(3.6)
Proof. Of course, the continuous differentiability of U−κ [α] is just an instance of the
fundamental theorem of calculus for h-valued integrals.
Furthermore, let ǫ ∈ (−1/2, 1/2). Then the bound ω1+2ǫe−2sω 6 cǫ/s1+2ǫ, s > 0,
implies∫ τ
t
‖ω1+ǫe−(τ−s)ωfκ‖hds =
∫ τ−t
0
‖ω1+ǫe−sωfκ‖hds
6 c
1/2
ǫ |g|‖χκ‖h
∫ τ−t
0
ds
sǫ+1/2
= cǫ,g,κ|τ − t|1/2−ǫ,(3.7)
for all τ > t > 0. Hence, U±κ,t[α] ∈ D(ω1+ǫ) and we further observe that
‖ωU+κ,τ [α]− ωU+κ,t[α]‖h
6
∥∥∥ ∫ t
0
ω(e−(τ−t)ω − 1)e−(t−s)ω−im·αsfκds
∥∥∥
h
+
∥∥∥ ∫ τ
t
ωe−(τ−s)ω−im·αsfκds
∥∥∥
h
6 |τ − t|ǫ
∫ t
0
‖ω1+ǫe−(t−s)ωfκ‖hds+ c0,g,κ|τ − t|1/2,
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for all τ > t > 0 and ǫ ∈ [0, 1/2), which proves that ωU+κ [α] is (locally Ho¨lder)
continuous on [0,∞). Likewise,∥∥δ−1(U+κ,t+δ[α]− U+κ,t[α]) + ωU+κ,t[α]− e−im·αtfκ∥∥h
6
∫ t
0
∥∥{δ−1(e−δω − 1) + ω}e−sωfκ∥∥hds
+
1
δ
∫ t+δ
t
∥∥(e−(t+δ−s)ω−im·αs − e−im·αt)fκ∥∥hds,(3.8)
for all t > 0 and δ > 0. By the dominated convergence theorem and (3.7), the
integral in the second line of (3.8) goes to zero, as δ ↓ 0, because the term in the
curly brackets {· · · } is bounded from above by 2ω. For every ε > 0, we further
find some δ0 > 0 such that the norm under the integral in the third line of (3.8)
is 6 ε, provided that 0 < δ 6 δ0 and s ∈ [t, t + δ]. These remarks prove that
U+κ [α] is differentiable from the right on [0,∞) with a continuous right derivative
−ωU+κ [α]+e−im·αfκ. This finally implies that U+κ [α] is continuously differentiable
on [0,∞) and (3.6) is satisfied. 
In the case κ = ∞ the Bochner-Lebesgue integrals in (3.5) still make sense
provided that they are constructed in the auxiliary Hilbert space d−1/2 defined in
(2.6).
Lemma 3.6. For all t > 0 and α ∈ C([0,∞),R3), the d−1/2-valued Bochner-
Lebesgue integrals
U−∞,t[α] :=
∫ t
0
e−sω−im·αsf∞ds, U+∞,t[α] :=
∫ t
0
e−(t−s)ω−im·αsf∞ds,(3.9)
are well-defined. In fact, they are well-defined in the Hilbert space L2(R3, ωaλ3)
with a ∈ (−2, 0) as well. Furthermore, the following statements hold true:
(1) For every ǫ ∈ (−1/2, 1/2), there exists cǫ > 0 such that
sup
α∈C([0,∞),R3)
‖ωǫ−1/2U±κ,t[α]‖2h 6 c2ǫg2t1−2ǫ, t > 0, κ ∈ N ∪ {∞}.(3.10)
(2) With the same constants as in (1) we have
‖U±κ,τ [α]− U±κ,t[α]‖d−1/2 6 ‖ω−
1/2{U±κ,τ [α]− U±κ,t[α]}‖h
6 cǫ|g|(τ ∨ t)1/2−ǫ|τ − t|ǫ + c0|g||τ − t|1/2,
for all ǫ ∈ (0, 1/2), τ, t > 0, α ∈ C([0,∞),R3), and κ ∈ N ∪ {∞}.
(3) For all τ > 0,
sup
t>τ
sup
α∈C([0,∞),R3)
‖(tω)−1/2{U±κ,t[α]− U±∞,t[α]}‖h κ→∞−−−−−→ 0.(3.11)
Proof. For all t > 0 and ǫ ∈ (−1/2, 1/2), we observe that∫ t
0
‖ωǫ−1e−(t−s)ω‖hds =
∫ t
0
‖ωǫ−1e−sω‖hds 6 (4π)1/2
∫ t
0
( ∫ ∞
0
e−2sρρ2
ω2−2ǫρ
dρ
)1/2
ds
6 c′ǫ
∫ t
0
s−1/2−ǫds = cǫt
1/2−ǫ.(3.12)
Hence, the d−1/2-valued Bochner-Lebesgue integrals in (3.9) exist and the bounds
in (3.10) hold true.
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For τ > t > 0, ǫ ∈ (0, 1/2), and κ ∈ N ∪ {∞}, we may further deduce that
‖ω−1/2{U±κ,τ [α]− U±κ,t[α]}‖h
6 (τ − t)ǫ|g|
∫ t
0
‖ωǫ−1e−(t−s)ω‖hds+ |g|
∫ τ−t
0
‖ω−1e−sω‖hds,
which together with (3.12) proves Part (2).
Now let ε > 0. By Hyp. 2.1(2) we then find some radius ̺ε > 0 such that
∀k ∈ R3 : |k| 6 ρε ⇒ |1− χ(k)| 6 ε.
For all κ ∈ N, t > 0, and α ∈ C([0,∞),R3), this permits to get
‖U±κ,t[α]− U±∞,t[α]‖d−1/2 6 ‖ω−
1/2(U±κ,t[α]− U±∞,t[α])‖h
6 |g|
∫ t
0
‖e−sω(1− χκ)/ω‖hds
6 (4π)
1/2|g|
∫ t
0
(
ε2
∫ ∞
0
e−2sρdρ+
∫ ∞
κρε
e−2sρdρ
)1/2
ds
6 (8π)
1/2|g|εt1/2 + (2π)1/2|g|t1/2
∫ 1
0
e−stκρε
ds
s1/2
.(3.13)
Since ε > 0 is arbitrary, we conclude that (3.11) is valid, for all τ > 0. 
Remark 3.7. Let a ∈ (0, 1/2) and κ ∈ N ∪ {∞}. Since (0, t] × Ω ∋ (s, γ) 7→
e−sω−im·Bs(γ)fκ ∈ L2(R3, ω−1λ3) is B((0, t]) ⊗ Ft-measurable, for every t > 0,
it follows from Lem. 3.6 that U±κ [B], seen as L
2(R3, ω−1λ3)-valued processes, are
adapted with locally a-Ho¨lder continuous paths.
Remark 3.8. Let α ∈ C([0,∞),R3), t > 0, and define tα ∈ C([0,∞),R3) and
αt−• ∈ C([0,∞),R3) by
tαs := αt+s −αt, (αt−•)s := α(t−s)∨0, s > 0.(3.14)
Then the following relations hold for all κ ∈ N ∪ {∞} and s > 0,
e−tω−im·αtU−κ,s[
tα] + U−κ,t[α] = U
−
κ,s+t[α],(3.15)
e−im·αtU+κ,s[
tα] + e−sωU+κ,t[α] = U
+
κ,s+t[α].(3.16)
This follows by shifting the integration variable r → r − t in the respective first
terms. We emphasize once more that these are identities in d−1/2, if κ =∞, while
they hold in h as well, if κ is finite. The same holds for the transformation rules
U±κ,t[αt−•] = U
∓
κ,t[α], κ ∈ N ∪ {∞}.(3.17)
Remark 3.9. The integrands in (3.5) and in the stochastic integral processes intro-
duced in (3.18) and (3.33) below are left invariant under the action of the conju-
gation C : h → h given by (Cf)(k) := f(−k), a.e. k, f ∈ h. Therefore, all the
stochastic calculus used below actually takes place in the real Hilbert space
hR := {f ∈ h|Cf = f}.
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3.3. Discussion of U−κ . Next, we study the behavior of the path integral func-
tional U−κ when it is composed with the three-dimensional Brownian motion B
introduced in Subsect. 3.1. It will turn out that, even in the case κ = ∞, the
composition U−κ [B] is indistinguishable from a hR-valued stochastic process. The
latter process involves the martingale introduced in the following lemma:
Lemma 3.10. Let κ ∈ N ∪ {∞} and a ∈ [−1/2, 1/2). Up to indistinguishability, we
define the hR-valued stochastic integral process
M−κ,t[B] :=
∫ t
0
e−sω−im·BsimβκdBs, t > 0.(3.18)
Then we P-a.s. have that M−κ,t[B] ∈ D(ωa), t > 0, and ωaM−κ [B] is a con-
tinuous hR-valued L
2-martingale. The quadratic variation of ωaM−κ [B] satisfies
JωaM−κ [B]K 6 cag
2, if |a| < 1/2, and Jω−1/2M−κ [B]Kt 6 cg2(1 + ln(1 ∨ t)), t > 0.
Furthermore,
sup
t>0
E
[
sup
s6t
‖ωaM−κ,s[B]− ωaM−∞,s[B]‖ph
]
κ→∞−−−−−→ 0, p > 0.(3.19)
Proof. First, we notice that (1(0,∞)(s)e−sω−im·Bsωaimβκ)s>0, is a left-continuous,
adapted, and in particular predictable hR-valued process. We next observe that,
for all a ∈ (−1/2, 1/2),∫ t
0
‖e−sωωaimβκ‖2hds 6
∫ t
0
‖e−sωωaimβ∞‖2hds
6 4πg2
∫ ∞
0
∫ t
0
e−2sωρω2aρ ρ
4
ωρ(ωρ + ρ2/2)2
ds dρ 6 2πg2
∫ ∞
0
ω2aρ ρ
4
ω2ρ(ωρ + ρ
2/2)2
dρ
6 2πg2
∫ 2
0
ρ2adρ+ 2πg2
∫ ∞
2
4
ω2−2aρ
dρ 6 cag
2, t > 0.(3.20)
In the case a = −1/2,∫ t
0
‖e−sωω−1/2imβκ‖2hds 6 2πg2
∫ ∞
0
(1− e−2tωρ)ρ4
ω3ρ(ωρ + ρ
2/2)2
dρ
6 4πg2
∫ 1∧1/t
0
tρ4
ω4ρ
dρ+ 2πg2
∫ 1
1∧1/t
dρ
ρ
+ 2πg2
∫ ∞
1
2
ρ2
dρ
= 2πg2(4 + ln(1 ∨ t)), t > 0.(3.21)
These remarks imply that, up to indistinguishability,
M˜
[a]
κ,t :=
∫ t
0
e−sω−im·BsωaimβκdBs, t > 0,
defines a continuous hR-valued L
2-martingale with JM˜
[a]
κ K 6 cag
2, if |a| < 1/2, and
JM˜
[−1/2]
κ K 6 cg2(1 + ln(1 ∨ t)), t > 0. Since ωa is a closed operator in h, we may
further conclude that M−κ,t[B] ∈ D(ωa), t > 0, P-a.s., and that ωaM−κ [B] and M˜ [a]κ
are indistinguishable.
Furthermore, Hyp. 2.1(2) entails 0 6 1 − χκ(k) 6 (|k|/κ)ε, for all k ∈ R3 with
|k| < κ and ε ∈ [0, 1]. We set ε := (1/2 − a)/2 in what follows. Similarly as above
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we then deduce that∫ t
0
‖e−sωωaim(βκ − β∞)‖2hds
6
2πg2
κ2ε
(∫ 1
0
ρ2a+2εdρ+
∫ κ
1
4dρ
ω2−2a−2ερ
)
+ 8πg2
∫ ∞
κ
dρ
ω2−2aρ
6 c′ag
2/κ2ε + c′ag
2/κ1−2a 6 c′′ag
2/κ
1/2−a, t > 0,(3.22)
which together with a well-known inequality (see, e.g., [14, Thm. 4.36]) implies
lim sup
κ→∞
sup
t>0
E
[
sup
s6t
∥∥∥ ∫ s
0
e−rω−im·Brωaim(βκ − β∞)dBr
∥∥∥p
h
]
6 cp lim sup
κ→∞
sup
t>0
E
[ ∫ t
0
‖e−sωωaim(βκ − β∞)‖2hds
]p/2
= 0,
for every p > 0. 
Recall the definitions of the auxiliary Hilbert space k and the time-dependent
norms ‖ · ‖t in (2.7) and (2.8), respectively.
Lemma 3.11. Let U−κ [B] be given by (3.5) and (3.9) and M
−
κ [B] by (3.18). Then
the following holds:
(1) There exists a P-zero set N− ∈ F such that, for all t > 0 and κ ∈ N ∪ {∞},
U−κ,t[B] = (1− e−tω−im·Bt)βκ −M−κ,t[B] on Ω \N−.(3.23)
In particular, 1Ω\N−U
−
∞[B] is a continuous, adapted hR-valued process.
(2) For all τ, p > 0,
sup
t>τ
E
[
sup
s∈[τ,t]
∥∥U−κ,s[B]− 1Ω\N−U−∞,s[B]∥∥ps] κ→∞−−−−−→ 0.
Proof. If κ ∈ N and h ∈ hR, then we may apply Ito¯’s formula to the function
Fκ,h ∈ C2([0,∞) × R3,R) given by Fκ,h(t,x) := 〈h|(e−tω−im·x − 1)βκ〉h. (In the
case µ = 0 we notice that the term e−tω−im·x − 1 in the right entry of the scalar
product defining Fκ,h compensates for the singularity of βκ at zero, so that its
product with βκ defines an element of C
2([0,∞)× R3, hR).) Since we may do this
for all h in a countable dense subset of hR and since stochastic integrals commute
up to indistinguishability with taking scalar products, we P-a.s. obtain
(e−tω−im·Bt − 1)βκ +
∫ t
0
e−sω−im·Bs imβκdBs
= −
∫ t
0
e−sω−im·Bs(ω +m2/2)βκds = −U−κ,t[B], t > 0, κ ∈ N,(3.24)
which proves (3.23) for all finite κ. Let U˜−∞,t[B] denote the h-valued process on
the right hand side of (3.23) in the case κ = ∞. (Notice again that the map
(t,x) 7→ (e−tω−im·x − 1)β∞ ∈ h is continuous on [0,∞) × R3, even in the case
µ = 0.) Then the convergence
sup
t>0
E
[
sup
s6t
‖U−κ,s[B]− U˜−∞,s[B]‖ph
] κ→∞−−−−−→ 0, p > 0,(3.25)
follows immediately from (3.19), (3.24), and the fact that βκ − β∞ → 0 in h as
κ→∞. (While βκ and β∞ might not belong to h, their difference always does by
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Hyp. 2.1(2).) Since the canonical embedding h→ d−1/2 is continuous, we thus find
a P-zero set N and integers 1 6 κ1 < κ2 < . . . such that on Ω \N ,
U−κℓ,t[B]
ℓ→∞−−−−−→ U˜−∞,t[B] in d−1/2, t > 0.
Together with (3.13) this shows that, in the limiting case κ = ∞, (3.23) holds for
all t > 0 on Ω \N . Together with (3.11) and (3.25) this concludes the proof of (2)
as well. 
Lemma 3.12. There exist universal constants b, c > 0 such that, for all p, t > 0
and κ ∈ N ∪ {∞},
E
[
sup
s6t
ep‖M
−
κ,s[B]‖2h
]
6 (1 + π)ebpg
2+bp2g4 ,(3.26)
E
[
sup
s6t
ep‖1Ω\N−U
−
κ,s[B]‖2s] 6 √1 + πecpg2(1+ln(1∨t))+cp2g4 .(3.27)
Here N− is the P-zero set found in Lem. 3.11(1).
Proof. Recall the notation (2.3). On account of (3.10) and (3.23), the latter identity
multiplied with the cut-off function 1{|m|>1},
E
[
sup
s6t
ep‖1Ω\N−U
−
κ,s[B]‖2s]
6 ecpg
2+8p‖β1,∞‖2hE
[
sup
s6t
e2p‖1{|m|<1}U
−
κ,s[B]‖2h]1/2E[ sup
s6t
e4p‖M
−
κ,s[B]‖2h]1/2,(3.28)
for all p, t > 0 and κ ∈ N ∪ {∞}, where
sup
s6t
‖1{|m|<1}U−κ,s[B]‖2h 6 4πg2
∫ 1
0
∫ t
0
∫ t
0
e−(r+s)ωρρ2
ωρ
dr ds dρ
= 4πg2
∫ 1
0
(1− e−tωρ)2ρ2
ω3ρ
dρ
6 4πg2
∫ 1/t
0
tdρ+ 4πg2
∫ 1
1∧1/t
dρ
ρ
= 4πg2(1 + ln(1 ∨ t)).(3.29)
Therefore, it only remains to prove the asserted bound on M−κ [B].
An application of Ito¯’s formula for Hilbert space-valued processes [14, Thm. 4.32]
P-a.s. yields, for all t > 0 and κ ∈ N ∪ {∞},
‖M−κ,t[B]‖2h = 2N−κ,t +
∫ t
0
‖e−sωimβκ‖2hds 6 2N−κ,t + cg2,(3.30)
where we also took (3.20) into account in the second step and abbreviated
N−κ,t :=
∫ t
0
〈M−κ,s[B]|e−ωs−im·Bsimβκ〉hdBs.
Every process N−κ with κ ∈ N∪ {∞} is a local martingale with quadratic variation
JN−κ Kt =
∫ t
0
〈e−sω/2M−κ,s[B]|e−sω/2−im·Bsimβκ〉2hds, t > 0.
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Solving the relation (3.23) for M−κ [B] and plugging the result into the previous
formula for JN−κ K, we P-a.s. obtain
JN−κ Kt 6 2
∫ t
0
〈(e−sω−im·Bs − 1)βκ|e−sω−im·Bsimβκ〉2hds
+ 2
∫ t
0
〈e−sω/2U−κ,s[B]|e−sω/2−im·Bsimβκ〉2hds
6 8
∫ t
0
∥∥e−sω/2|m|1/2βκ∥∥4hds
+ 2
∫ t
0
(
g2
∫ t
0
∫
R3
e−(r+s)ω|m|
ω(ω +m2/2)
dλ3 dr
)2
ds,(3.31)
for all t > 0 and κ ∈ N ∪ {∞}. In the second step we used that e−sω/2U−∞,s[B] =∫ s
0
e−(r+s/2)ω−im·Brf∞dr, s > 0, where the integral on the right hand side is now
a h-valued Bochner-Lebesgue integral, that commutes with computing the scalar
product. The integral in the last line of (3.31) is bounded from above by (4πg2)2
times∫ t
0
(∫ ∞
0
e−sωρ(1 − e−tωρ)ρ3
ω2ρ(ωρ + ρ
2/2)
dρ
)2
ds 6
∫ t
0
(∫ ∞
0
e−sωρρ3
ω2ρ(ωρ + ρ
2/2)
dρ
)2
ds
=
∫ ∞
0
∫ ∞
0
∫ t
0
e−s(ωr+ωρ)r3ρ3
ω2rω
2
ρ(ωr + r
2/2)(ωρ + ρ2/2)
ds dr dρ
6
∫ ∞
0
∫ ∞
0
(1− e−2tω1/2r ω1/2ρ )r3ρ3
2ω
5/2
r ω
5/2
ρ (ωr + r2/2)(ωρ + ρ2/2)
dr dρ
6
1
2
( ∫ ∞
0
ρ3
ω
5/2
ρ (ωρ + ρ2/2)
dρ
)2
6
1
2
(∫ 1
0
dρ
ρ1/2
+
∫ ∞
1
2
ρ3/2
dρ
)2
= 18.(3.32)
Here we estimated e−s(ωr+ωρ) 6 e−2sω
1/2
r ω
1/2
ρ before we performed the ds-integration.
Furthermore,∫ t
0
∥∥e−sω/2|m|1/2βκ∥∥4ds 6 (4πg2)2 ∫ t
0
( ∫ ∞
0
e−sωρρ3
ωρ(ωρ + ρ2/2)2
dρ
)2
ds 6 18(4πg2)2,
because the integral in the middle is bounded from above by the second integral in
the first line of (3.32). Altogether we find some universal constant c > 0 such that,
P-a.s., JN−κ K 6 cg
4. By virtue of (3.30) and Rem. 3.3 we may now conclude that,
for all p, t > 0 and κ ∈ N ∪ {∞},
e−cpg
2
E
[
sup
s6t
ep‖M
−
κ,s[B]‖2
]
6 E
[
sup
s6t
e2pN
−
κ,s
]
6 lim sup
q→∞
cq,2E
[
eqq
′(2p)2JN−κ Kt
]1/q
6 (1 + π)ec
′p2g4 .

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3.4. Discussion of U+κ . In this subsection we analyze U
+
κ [B] in a similar fash-
ion as we treated U−κ [B] in the preceding one. The explicit t-dependence of the
integrands in the formulas (3.5) and (3.9) for U+κ causes, however, some additional
technical difficulties. Roughly speaking we shall first introduce an additional vari-
able τ > 0 parametrizing the integrands and later restrict our results to the diagonal
(t, τ) = (t, t) with the help of Kolmogorov’s test lemma.
Lemma 3.13. For all κ ∈ N ∪ {∞} and τ > 0, we define, a priori only up to
indistinguishability,
M
[τ ]
κ,t[B] :=
∫ t
0
1(0,τ)(s)e
−(τ−s)ω−im·BsimβκdBs, t > 0.(3.33)
Then the following two statements hold for all κ ∈ N ∪ {∞}:
(1) For all a ∈ [−1/2, 1/2) and τ > 0, we P-a.s. have M [τ ]κ,t[B] ∈ D(ωa), t > 0, and
the process ωaM
[τ ]
κ [B] is a continuous square-integrable hR-valued martingale.
The quadratic variation of ωaM
[τ ]
κ [B] satisfies JωaM
[τ ]
κ [B]K 6 cag
2, if |a| <
1/2, and Jω−1/2M [τ ]κ [B]K 6 cg2(1 + ln(1 ∨ τ)).
(2) We can choose M
[τ ]
κ [B] in the equivalence class modulo indistinguishability
defined by the stochastic integrals (3.33) for each fixed τ > 0 in such a way
that, for all a ∈ [−1/2, 1/2),
[0,∞)2 ∋ (t, τ) 7−→ (ωaM [τ ]t,κ[B])(γ) ∈ h is continuous, for all γ ∈ Ω.(3.34)
Furthermore, consider choices of M
[τ ]
κ [B], κ ∈ N ∪ {∞}, τ > 0, as in (2). Let
a ∈ [−1/2, 1/2) and p > 0. Then
E
[
sup
s,τ6t
‖ωaM [τ ]κ,s[B]‖ph
]
6 cp,a(1 + t)
p|g|p, t > 0, κ ∈ N ∪ {∞},(3.35)
and
E
[
sup
s,τ6t
∥∥ωaM [τ ]κ,s[B]− ωaM [τ ]∞,s[B]∥∥ph] 6 c′p,a(1 + t)p|g|pκp(1−2a)/8 , t > 0, κ ∈ N.(3.36)
Proof. To reduce clutter we drop all arguments [B] in this proof.
Step 1. Let κ ∈ N ∪ {∞} and a ∈ [−1/2, 1/2). Then we first observe that the pro-
cess (1(0,τ)(s)e
−(τ−s)ω−im·Bsωaimβκ)s>0 is predictable as the pointwise limit on
[0,∞)×Ω of the left-continuous, adapted, and thus predictable h-valued processes(
1(0,τ−1/n](s)e−(τ−s)ω−im·Bsωaimβκ
)
s>0
, n ∈ N.
Furthermore,∫ t
0
1(0,τ)(s)‖e−(τ−s)ωωaimβκ‖2hds 6
∫ τ
0
‖e−sωωaimβκ‖2hds
6
{
cag
2, if |a| < 1/2,
cg2(1 + ln(1 ∨ τ)), if a = −1/2,(3.37)
for all t > 0, according to (3.20) and (3.21). These remarks ensure that every
process given by
M˜
[τ,a]
κ,t :=
∫ t
0
1(0,τ)(s)e
−(τ−s)ω−im·BsωaimβκdBs, t > 0,
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with τ > 0 is a well-defined continuous square-integrable hR-valued martingale,
whose quadratic variation is given by the left hand side of (3.37). We further
conclude that M˜
[τ,a]
κ is indistinguishable from ωaM
[τ ]
κ , whence
E
[
sup
s>0
‖ωaM [τ ]κ,s‖ph
]
6 cpE
[ ∫ τ
0
‖e−(τ−s)ωωaimβκ‖2hds
]p/2
, p > 0.(3.38)
Step 2. Let κ ∈ N ∪ {∞}, n ∈ N, and an := 1/2 − 1/2n. We next employ the
Kolmogorov test to show that we can modify the martingalesM
[τ ]
κ such that (3.34)
holds true, for every a ∈ [−1/2, an].
To this end we pick some a ∈ [−1/2, an] and observe that, for all p > 0, τ > σ > 0,
and ǫ ∈ (0, 1/2− a),
E
[
sup
s>0
‖ωaM [τ ]κ,s − ωaM [σ]κ,s‖ph
]
6 cpE
[
sup
s6σ
∥∥∥∫ s
0
1(0,σ)(r)(e
−(τ−σ)ω − 1)e−(σ−r)ω−im·BrωaimβκdBr
∥∥∥p
h
]
+ cpE
[
sup
s6τ
∥∥∥ ∫ s
0
1(σ,τ)(r)e
−(τ−r)ω−im·BrωaimβκdBr
∥∥∥p
h
]
6 c′p(τ − σ)pǫE
[ ∫ σ
0
‖ωa+ǫe−(σ−s)ωimβκ‖2hds
]p/2
+ c′pE
[ ∫ τ
σ
‖e−(τ−s)ωωaimβκ‖2hds
]p/2
.
Since δ := a+ ǫ ∈ (−1/2, 1/2), the integrands in the last two lines satisfy∫ σ
0
‖ωδe−(σ−s)ωimβκ‖2hds 6 cδg2,
by (3.20), as well as∫ τ
σ
‖e−(τ−s)ωωaimβκ‖2hds 6 4πg2
∫ ∞
0
(1− e−2(τ−σ)ωρ)ω2aρ ρ4
2ω2ρ(ωρ + ρ
2/2)2
dρ
6 cǫ,δg
2(τ − σ)2ǫ.
Here we used 1− e−2(τ−σ)ωρ 6 4ǫ(τ − σ)2ǫω2ǫρ and (3.20) in the last step. We thus
arrive at
E
[
sup
s>0
‖ωaM [τ ]κ,s − ωaM [σ]κ,s‖ph
]
6 cp,a,ǫ|g|p|τ − σ|pǫ,(3.39)
for all σ, τ > 0, 0 < ǫ < 1/2 − a, and a ∈ [−1/2, an]. Now we fix p > 0 such that
p(1 − 2an) > 2. Then we may pick some ǫ ∈ (0, 1/2 − an) with pǫ > 1 and the
Kolmogorov test lemma (a suitable version is stated, e.g., in App. A) ensures the
existence of continuous, adapted h-valued processes (X
[τ ]
κ,n,t)t>0 parametrized by
τ > 0 such that [0,∞)2 ∋ (t, τ) 7→ X [τ ]κ,n,t(γ) ∈ h is continuous, for all γ ∈ Ω, and
such that, for every τ > 0, X
[τ ]
κ,n is indistinguishable from (ω−
1/2 +ωan)M
[τ ]
κ . Then
Mˆ
[τ ]
κ,n := (ω−
1/2+ωan)−1X [τ ]κ is indistinguishable from M
[τ ]
κ and satisfies (3.34), for
all a ∈ [−1/2, an].
Next, consider n ∈ N with n > 1. For every τ ∈ [0,∞) ∩ Q we then find
some P-zero set N τn ∈ F such that Mˆ [τ ]κ,1,t = Mˆ [τ ]κ,n,t, t > 0, on Ω \ N τn . By the
continuity in τ it then follows that Mˆ
[τ ]
κ,1,t = Mˆ
[τ ]
κ,n,t, τ, t > 0, on Ω \ Nn, where
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Nn :=
⋃
τ∈[0,∞)∩Q N
τ
n has P-measure zero. We now define another P-zero set
N :=
⋃
n>1 Nn and set Mˆ
[τ ]
κ,t := 0 on N and Mˆ
[τ ]
κ,t := Mˆ
[τ ]
κ,1,t on Ω \ N , for all
t, τ > 0. Then each Mˆ
[τ ]
κ,t with τ > 0 is indistinguishable from M
[τ ]
κ and satisfies
(3.34), for all a ∈ [−1/2, 1/2).
Step 3. Let a ∈ [−1/2, 1/2). By virtue of Ho¨lder’s inequality it suffices to derive the
moment bound (3.35) for all p > 0 satisfying p(1 − 2a) > 2. In this case (3.35)
follows, however, from (3.37), (3.38), (3.39), and Rem. A.2. Strictly speaking, since
we apply the Kolmogorov lemma another time (with some new choice of p), we first
obtain (3.35) for possibly different versions of ωaMˆ
[τ ]
κ , call them Mˇ
[τ,a,p]
κ , such that
[0,∞)2 ∋ (t, τ) 7→ Mˇ [τ,a,p]κ,t (γ) ∈ h is continuous, for every γ ∈ Ω. For every τ ∈
[0,∞)∩Q, we again find, however, some P-zero set Nτ such that Mˇ [τ,a,p]κ,t = ωaMˆ [τ ]κ,t,
t > 0, on Ω \Nτ . By continuity we then conclude that, for all (t, τ) ∈ [0,∞)2, the
identity Mˇ
[τ,a,p]
κ,t = ω
aMˆ
[τ ]
κ,t holds true on the P-zero set
⋃
τ∈[0,∞)∩Q Nτ .
Step 4. Let a ∈ [−1/2, 1/2). On account of Ho¨lder’s inequality it then suffices to
prove (3.36) for every p > 0 with p(1− 2a)/4 > 1. Applying (3.22) we first observe
that
E
[
sup
t>0
‖ωaM [τ ]κ,t − ωaM [τ ]∞,t‖ph
]
6 cpE
[ ∫ τ
0
‖e−(τ−s)ωωaim(βκ − β∞)‖2hds
]p/2
6 cp,a|g|p
/
κp(1−2a)/4,(3.40)
which holds for all τ > 0 and p > 0. Again let ǫ ∈ (0, 1/2 − a), δ := a+ ǫ, and set
ι := (1/2 − δ)/2. Then 2(δ + ι) < 1. Employing similar estimates as in Step 2 and
using that |1− χκ(k)| 6 (|k|/κ)ι, for all k ∈ R3 with |k| < κ, we further obtain
E
[
sup
s>0
∥∥ωa(M [τ ]κ,s −M [τ ]∞,s)− ωa(M [σ]κ,s −M [σ]∞,s)∥∥ph]
6 cp,ǫ|g|p|τ − σ|pǫ
(
1
κ2ι
∫ κ
0
ω2δρ ρ
4+2ι
2ω2ρ(ωρ + ρ
2/2)2
dρ+
∫ ∞
κ
ω2δρ ρ
4
2ω2ρ(ωρ + ρ
2/2)2
dρ
)p/2
6 cp,ǫ|g|p|τ − σ|pǫ
(
1
κ2ι
∫ 1
0
ρ2(δ+ι)
2
dρ+
1
κ2ι
∫ κ
1
2
ρ2−2δ−2ι
dρ+
∫ ∞
κ
2
ρ2−2δ
dρ
)p/2
6 cp,ǫ|g|p|τ − σ|pǫ
(
cδ+ι/κ
2ι + cδ/κ
1−2δ)p/2
6 cp,a,ǫ|g|p|τ − σ|pǫ
/
κp(
1/2−δ)/2,
for all σ, τ > 0. Now we choose ǫ := (1 − 2a)/4, so that 0 < ǫ < 1/2 − a,
(1/2− δ)/2 = (1−2a)/8 > 0, and our present assumption on p ensures that pǫ > 1.
Then (3.36) follows from (3.40), the previous estimation, Rem. A.2 on Kolmogorov’s
lemma, and an argument similar to the one in Step 3. 
Lemma 3.14. Let κ ∈ N∪{∞} and α ∈ C([0,∞),R3). Then the h-valued Bochner-
Lebesgue integrals
Iκ,t[α] :=
∫ t
0
e−(t−s)ω−im·αs2ωβκds, t > 0,(3.41)
converge absolutely and Iκ,t[α] ∈ D(ωa), for all a ∈ (−1, 1) and t > 0. For all
a ∈ (−1, 1), the map [0,∞) ∋ t 7→ ωaIκ,t[α] ∈ h is locally Ho¨lder continuous. If
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a ∈ (−1, 0), then ωaIκ[α] is continuously differentiable on [0,∞) as an h-valued
function with
d
dt
ωaIκ,t[α] = −ω1+aIκ,t[α] + e−im·αt2ω1+aβκ, t > 0.(3.42)
Proof. To prove the first claim, we write a = δ+ ǫ with δ, ǫ ∈ (−1/2, 1/2) and replace
χκ by jδ,κ := ω
δχκ/(ω +m
2/2) in the estimate (3.7), observing that ‖jδ,κ‖h 6
cδ(1 ∨ µ)0∨δ, for all κ ∈ N ∪ {∞}. With the so-obtained modification of (3.7) we
can mimic the remaining parts of the proof of Lem. 3.5 to verify the other two
statements on Iκ[α]. 
Lemma 3.15. For all κ ∈ N ∪ {∞} and τ > 0, let M [τ ]κ [B] denote a particular
choice of the martingale introduced in Lem. 3.13 such that (3.34) is satisfied, for
all a ∈ [−1/2, a0] and some a0 ∈ [0, 1/2). Then the following holds:
(1) There exists a P-zero set N+ ∈ F such that, for all t > 0 and κ ∈ N ∪ {∞},
U+κ,t[B] = (e
−tω − e−im·Bt)βκ −M [t]κ,t[B] + Iκ,t[B] on Ω \N+.(3.43)
In particular, 1Ω\N+U
+
∞[B] is a continuous, adapted hR-valued process.
(2) For all p > 0,
E
[
sup
s6t
∥∥U+κ,s[B]− 1Ω\N+U+∞,s[B]∥∥ph] κ→∞−−−−−→ 0, t > 0,(3.44)
E
[
sup
τ6s6t
∥∥U+κ,s[B]− 1Ω\N+U+∞,s[B]∥∥ps] κ→∞−−−−−→ 0, t > τ > 0.(3.45)
Proof. Step 1. Let τ > 0 and κ ∈ N ∪ {∞}. For every h in a countable dense
subset of hR, we now apply Ito¯’s formula to the function Gκ,τ,h ∈ C2([0, τ)×R3,R)
given by Gκ,τ,h(t,x) := 〈h|(e−(τ−t)ω−im·x − e−τω)βκ〉h, t ∈ [0, τ), x ∈ R3. (Again
the singularity of βκ at 0 is compensated for by the difference of exponentials in
the formula for Gκ,τ,h.) We then find a P-zero set Nτ ∈ F such that the following
identity holds on Ω \Nτ and for all t ∈ [0, τ),
(e−(τ−t)ω−im·Bt − e−τω)βκ = −
∫ t
0
e−(τ−s)ω−im·Bsfκds
+
∫ t
0
e−(τ−s)ω−im·Bs2ωβκds−M [τ ]κ,t[B].(3.46)
On account of Lem. 3.14 and the strong continuity of [0, τ ] ∋ t 7→ e−(τ−t)ω ∈ B(h)
all trajectories of the processes on the left hand side and in the second line of (3.46)
are continuous in t ∈ [0, τ ]. Therefore, the limit limt↑τ
∫ t
0 e
−(τ−s)ω−im·Bsfκds with
respect to the topology on h exists on Ω \Nτ . Since the canonical embedding h→
d−1/2 is continuous, the latter limit must, however, agree with U
+
κ,t[B]. Therefore,
the identity in (3.43) is valid, for every fixed t > 0, on the complement of Nt.
We now set N+ :=
⋃
t∈Q:t>0 Nt. Since all terms in (3.43) are continuous in
t ∈ [0,∞) with respect to the topology on d−1/2 and on all of Ω, we may then
conclude that the identity in (3.43) holds on Ω\N+ and for all t > 0, if we consider
it as an identity in d−1/2. We already know, however, that the right hand side of
(3.43) is a well-defined h-valued process on [0,∞). Altogether this concludes the
proof of Part (1).
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Step 2. Next, we use that |1 − χκ(k)|2 6 |k|/κ, for all k ∈ R3 with |k| < κ and
κ ∈ N, which permits to get∥∥∥ ∫ t
0
e−(t−s)ω−im·Bsω(βκ − β∞)ds
∥∥∥2
h
=
∫ t
0
∫ t
0
〈
e−sω−im·Bt−sω(βκ − β∞)
∣∣e−rω−im·Bt−rω(βκ − β∞)〉hdr ds
6 4πg2
∫ ∞
0
{
(ρ/κ)1[0,κ](ρ) + 1(κ,∞)(ρ)
} ∫ t
0
∫ t
0
e−(r+s)ωρω2ρρ
2
ωρ(ωρ + ρ2/2)2
dr ds dρ
6 4πg2
∫ ∞
0
{
(ρ/κ)1[0,κ](ρ) + 1(κ,∞)(ρ)
} (1− e−tωρ)2ρ2
ωρ(ωρ + ρ2/2)2
dρ
6
4πg2
κ
( ∫ 2
0
1dρ+
∫ ∞
2
4
ρ2
dρ
)
+ 4πg2
∫ ∞
κ
2
ρ2
dρ =
24πg2
κ
.(3.47)
Step 3. Finally, we observe that (3.44) follows from (3.36), (3.43), (3.47), and the
fact that βκ − β∞ → 0 in h as κ → ∞. The limit relation (3.45) is a consequence
of (3.11) and (3.44). 
Lemma 3.16. For all κ ∈ N ∪ {∞} and τ > 0, we introduce the h-valued semi-
martingales
S
[τ ]
κ,t[B] :=M
[τ ]
κ,t[B]−
∫ t
0
1(0,τ)(s)e
−(τ−s)ω−im·Bs2ωβκds, t > 0.(3.48)
Then there exist universal constants b, c > 0 such that, for all κ ∈ N ∪ {∞} and
p, τ > 0,
E
[
sup
s6t
ep‖S
[τ]
κ,s[B]‖2h] 6 (1 + π)ecpg2(1+ln[1∨(τ∧t)])+cp2g4 ,(3.49)
E
[
sup
s6t
ep‖M
[τ]
κ,s[B]‖2h
]
6 (1 + π)ebpg
2(1+ln[1∨(τ∧t)])+bp2g4 .(3.50)
Proof. Again the arguments [B] are dropped in the notation in this proof; κ ∈
N ∪ {∞} and τ > 0 are fixed throughout the proof.
Ito¯’s formula P-a.s. implies
‖S[τ ]κ,t‖2h = 2N [τ ]κ,t + 4L[τ ]κ,t +
∫ t∧τ
0
‖e−(τ−s)ωimβκ‖2hds
6 2N
[τ ]
κ,t + 4L
[τ ]
κ,t + cg
2, t > 0,
where we also made use of (3.20) and abbreviated
N
[τ ]
κ,t :=
∫ t
0
1(0,τ)(s)〈S[τ ]κ,s|e−(τ−s)ω−im·Bsimβκ〉hdBs,
L
[τ ]
κ,t :=
∫ t∧τ
0
〈S[τ ]κ,s|e−(τ−s)ω−im·Bsωβκ〉hds.
We shall see that (N
[τ ]
κ,t)t>0 is an L
2-martingale with quadratic variation
JN [τ ]κ Kt =
∫ t
0
1(0,τ)(s)〈S[τ ]κ,s|e−(τ−s)ω−im·Bsimβκ〉2hds, t > 0.
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In fact, we may re-express S
[τ ]
κ,s, s ∈ [0, τ), by means of the terms in the first line of
(3.46) to P-a.s. obtain
∫ t
0
1(0,τ)(s)〈S[τ ]κ,s|e−(τ−s)ω−im·Bsimβκ〉2hds
6 2
∫ t∧τ
0
〈
(e−(τ−s)ω−im·Bs − e−τω)βκ
∣∣e−(τ−s)ω−im·Bsimβκ〉2hds
+ 2
∫ t∧τ
0
〈 ∫ s
0
e−(τ−r)ω−im·Brfκdr
∣∣∣ e−(τ−s)ω−im·Bsimβκ 〉2
h
ds
6 8
∫ τ
0
∥∥e−(τ−s)ω/2|m|1/2βκ∥∥4hds
+ 2
∫ τ
0
(
g2
∫ τ
0
∫
R3
e−(2τ−r−s)ω|m|
ω(ω +m2/2)
dλ3dr
)2
ds, t > 0.
Simple substitutions show that the terms in the last two lines of the previous
estimation are identical to the terms in the last two lines of (3.31), if we insert τ
for t in (3.31). In particular, we may conclude that JN
[τ ]
κ K 6 cg4, for some universal
constant c > 0.
In a similar fashion we deduce that
|L[τ ]κ,t| 6 2
∫ t∧τ
0
‖e−(τ−s)ω/2ω1/2βκ‖2hds
+ 4πg2
∫ ∞
0
∫ t∧τ
0
∫ t∧τ
0
e−(2τ−r−s)ωρωρρ2
ωρ(ωρ + ρ2/2)
dr ds dρ
6 4πg2
∫ ∞
0
∫ t∧τ
0
e−(t∧τ−s)ωρρ2
(ωρ + ρ2/2)2
ds dρ
+ 4πg2
∫ ∞
0
∫ t∧τ
0
∫ t∧τ
0
e−(2(t∧τ)−r−s)ωρρ2
(ωρ + ρ2/2)
dr ds dρ
6 4πg2
∫ ∞
0
(1− e−(t∧τ)ωρ)ρ2
ωρ(ωρ + ρ2/2)2
dρ+ 4πg2
∫ ∞
0
(1− e−(t∧τ)ωρ)ρ2
ω2ρ(ωρ + ρ
2/2)
dρ
6 2(4π)g2
∫ 1∧ 1t∧τ
0
(t ∧ τ)dρ + 2(4π)g2
∫ 1
1∧ 1t∧τ
dρ
ρ
+ 2(4π)g2
∫ ∞
1
2
ρ2
dρ
= 8πg2
(
3 + ln[1 ∨ (t ∧ τ)]),(3.51)
for all t > 0. We may now conclude the proof of (3.49) as in the end of the proof
of Lem. 3.12.
Finally, we observe similarly as in (3.51) that
∥∥∥ ∫ t
0
1(0,τ)(s)e
−(τ−s)ω−im·Bsωβκds
∥∥∥2
h
6 4πg2
∫ ∞
0
∫ t∧τ
0
∫ t∧τ
0
e−(2τ−r−s)ωρω2ρρ
2
ωρ(ωρ + ρ2/2)2
dr ds dρ
6 4πg2
(
3 + ln[1 ∨ (t ∧ τ)]), t > 0.(3.52)
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In fact, the triple integral in the second line of (3.52) is bounded from above by the
triple integral in the fourth line of (3.51). Thus, ‖M [τ ]κ,t‖2h 6 2‖S[τ ]κ,t‖2h + 32πg2(3 +
ln[1 ∨ (t ∧ τ)]), which together with (3.49) implies (3.50). 
Lemma 3.17. There exist universal constants b, b′, c, c′ > 0 such that, for all
κ ∈ N ∪ {∞}, p > 0, and t > 0,
E
[
sup
s,τ6t
ep‖M
[τ]
κ,s[B]‖2h
]
6 b′
(
1 + pg2(1 ∨ t))4ebpg2(1+ln(1∨t))+bp2g4 ,(3.53)
E
[
sup
s6t
ep‖1Ω\N+U
+
κ,s[B]‖2s
]
6 c′
(
1 + pg2(1 ∨ t))ecpg2(1+ln(1∨t))+cp2g4 .(3.54)
Proof. To prove (3.53) we may assume without loss of generality that p = 4. (Oth-
erwise replace g by p
1/2g/2.) For all τ, t, T > 0,
E
[
sup
s6T
∣∣e‖M [τ]κ,s‖2h − e‖M [t]κ,s‖2h∣∣4]
6 sup
σ>0
E
[
sup
s6T
e12‖M
[σ]
κ,s‖2h
]2/3
E
[
sup
s6T
∣∣‖M [τ ]κ,s‖2h − ‖M [t]κ,s‖2h∣∣12]1/3
6 cecg
2(1+ln(1∨T ))+cg4 sup
σ>0
E
[
sup
s6T
‖M [σ]κ,s‖24h
]1/6
E
[
sup
s6T
‖M [τ ]κ,s −M [t]κ,s‖24h
]1/6
6 c′|g|8ecg2(1+ln(1∨T ))+cg4 |τ − t|4/3,
where we dropped all arguments [B], employed (3.50) in the second step, and made
use of (3.37), (3.38), and (3.39) in the third one. The bound (3.53) (with p = 4) then
follows from (3.50), Rem. A.2 on Kolmogorov’s lemma, and an argument similar to
the one in Step 3 of the proof of Lem. 3.13.
Next, we employ (3.10) and (3.43) (multiplied with 1{|m|>1}) to derive the fol-
lowing analog of (3.28),
E
[
sup
s6t
ep‖1Ω\N+U
+
κ,s[B]‖2s] 6 ecpg2+8p‖β1,∞‖2hE[ sup
s6t
e2p‖1{|m|<1}U
+
κ,s[B]‖2h]1/2
· E[ sup
s6t
e16p‖M
[s]
κ,s[B]‖2h]1/4E[ sup
s6t
exp
(
16p
∥∥∥∫ s
0
e−(s−r)ω−im·Br2ωβκdr
∥∥∥2
h
)]1/4
,
for all p, t > 0 and κ ∈ N ∪ {∞}. Here
sup
s6t
‖1{|m|<1}U+κ,s[B]‖2h 6 4πg2(1 + ln(1 ∨ t)),(3.55)
since the left hand side of (3.55) is bounded from above by the triple integral in
the first line of (3.29). Combining these remarks with (3.52) and (3.53) we finally
arrive at (3.54). 
3.5. Basic h-valued processes for N matter particles. As explained in Sub-
sect. 3.1, b denotes a ν-dimensional Brownian motion with respect to B with co-
variance matrix 1Rν , and we think of its components as split into N independent
three-dimensional Brownian motions b1, . . . , bN , so that b = (b1, . . . , bN ).
To start with we apply Lem. 3.11 and Lem. 3.15 to the stochastic basis B3W and
the three-dimensional canonical Brownian motion pr3 on it; recall Ex. 3.2. Then
ULTRA-VIOLET RENORMALIZED NELSON MODEL 25
we obtain two P3W-zero sets N−,W and N+,W on the complement of which we have
the identities (3.23) and (3.43), respectively, with B = pr3. With this we set
N∞ := N+,W ∪N−,W, Nκ := ∅, κ ∈ N.
Definition 3.18. Let κ ∈ N ∪ {∞}.
(1) For all x = (x1, . . . ,xN ) ∈ Rν and α = (α1, . . . ,αN ) ∈ C([0,∞),Rν), we set
UN,±κ,t [x,α] :=
( N∏
ℓ=1
1ΩW\Nκ(αℓ)
) N∑
ℓ=1
e−im·xℓU±κ,t[αℓ], t > 0.
(2) For every F0-measurable q = (q1, . . . , qN ) : Ω→ Rν , we define two continuous,
(Ft)t>0-adapted, h-valued processes U
N,−
κ (q) and U
N,+
κ (q) by setting
UN,±κ,t (q) := U
N,±
κ,t [q, b] = 1b−1• ((Ω3W\Nκ)N )
N∑
ℓ=1
e−im·qℓU±κ,t[bℓ], t > 0.(3.56)
The notation introduced in the first part of the preceding definition is convenient
for stating the transformation properties of the following remark, where we use the
notation for time-shifted objects introduced in (3.1) and (3.14).
Remark 3.19. (1) For all κ ∈ N, x ∈ Rν , α ∈ C([0,∞),Rν), and s, t > 0,
UN,±κ,t [x+αt,αt−• −αt] = UN,∓κ,t [x,α],(3.57)
e−tωUN,−κ,s [x+αt,
tα] + UN,−κ,t [x,α] = U
N,−
κ,s+t[x,α],(3.58)
UN,+κ,s [x+αt,
tα] + e−sωUN,+κ,t [x,α] = U
N,+
κ,s+t[x,α].(3.59)
Here (3.57) follows from (3.17), while (3.58) and (3.59) are consequences of
(3.15) and (3.16), respectively.
(2) Let t > 0. Employing (3.15), (3.16), and (3.56) we then find some P-zero
set N such that the following identities hold on Ω \N , for all F0-measurabe
q : Ω→ Rν and s > 0,
e−tωUN,−∞,s [q + bt,
tb] + UN,−∞,t [q, b] = U
N,−
∞,s+t[q, b],(3.60)
UN,+∞,s [q + bt,
tb] + e−sωUN,+∞,t [q, b] = U
N,+
∞,s+t[q, b].(3.61)
Remark 3.20. Let κ ∈ N ∪ {∞}, α ∈ C([0,∞),Rν), γ ∈ Ω, and q : Ω → Rν be
F0-measurable. Recall the definition of k in (2.7) and that the canonical embedding
k → h is continuous. Then, by the above constructions, Rem. 3.7, Lem. 3.11(1),
and Lem. 3.15(1) the following maps are continuous,
[0,∞)× Rν ∋ (t,x) 7→ UN,±κ,t [x,α] ∈ k, [0,∞) ∋ t 7→ (UN,±κ,t (q))(γ) ∈ k,
and UN,±κ (q) is adapted as a k-valued process. Taking (3.10) into account we further
see that, for all t > 0,
sup
x∈Rν
sup
0<s6t
‖UN,±κ,s [x,α]‖s <∞, sup
0<s6t
‖(UN,±κ,s (q))(γ)‖s <∞.(3.62)
Corollary 3.21. There exist universal constants b, c > 0 such that
sup
q
E
[
sup
s6t
ep‖U
N,±
κ,s (q)‖2s
]
6 bN
(
1 + pg2N(1 ∨ t))Necpg2N2(1+ln(1∨t))+cp2g4N3 ,(3.63)
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for all p, t > 0 and κ ∈ N ∪ {∞}. Furthermore,
sup
q
E
[
sup
τ6s6t
∥∥UN,±κ,s (q)− UN,±∞,s (q)∥∥ps] κ→∞−−−−−→ 0, p, τ > 0, t > τ.(3.64)
Here the suprema supq are taken over all F0-measurable q : Ω→ Rν .
Proof. In view of the bound ‖UN,±κ,s (q)‖2s 6 N
∑N
ℓ=1 ‖1Ω3W\Nκ(bℓ)U±κ,s[bℓ]‖2s and
the independence of the random variables sups6t e
pN‖1
Ω3
W
\Nκ
(bℓ)U
±
κ,s[bℓ]‖2s for ℓ ∈
{1, . . . , N}, we observe that
E
[
sup
s6t
ep‖U
N,±
κ,s (q)‖2s
]
6 E
[ N∏
ℓ=1
sup
s6t
epN‖U
±
κ,s[bℓ]‖2s
]
= E
[
sup
s6t
epN‖U
±
κ,s[b1]‖2s
]N
.
Hence, (3.63) is a consequence of (3.27) and (3.54). On account of Minkowski’s
inequality, (3.64) follows from Lem. 3.11(2) and Lem. 3.15(2). 
3.6. A useful lemma. In this subsection we prove a technical lemma that will
be crucially used in the proof of Lem. 4.11 below, which is the key step in the
derivation of our exponential moment bound on the complex action. The lemma
deals with the following process:
Definition 3.22. For all κ ∈ N ∪ {∞} and F0-measurable q : Ω→ Rν , we set
SNκ,t(q) :=
N∑
j=1
e−im·qjS[t]κ,t[bj] =
N∑
j=1
e−im·qj (M [t]κ,t[bj ]− Iκ,t[bj ]), t > 0.(3.65)
In (3.65) we used notation introduced in (3.33), (3.41), and (3.48). For all Λ > 0
and a ∈ (−1/2, 0), we further abbreviate
✵Λ(a) := 4π
(
6(1− (1 ∧ Λ)1−2|a|)
1− 2|a| +
8
(1 + 2|a|)(1 ∨ Λ)1+2|a| +
1
|a|(1 ∨ Λ)2|a|
)
.
The inequality (3.69) in the next lemma will be very useful later on because the
power ωa+1/2 in front of SNκ (q) on its left hand side is replaced by the smaller power
ωa in the martingale ℓΛ,κ(q).
Lemma 3.23. Let a ∈ (−1/2, 0), κ ∈ N ∪ {∞}, and q : Ω→ Rν be F0-measurable.
Let Λ > 0 and ̺Λ : R
3 → [0, 1] be the characteristic function of the set {|m| > Λ}.
Then, P-a.s.,
‖̺ΛωaSNκ,t(q)‖2h = −2
∫ t
0
‖̺Λωa+1/2SNκ,s(q)‖2hds+ 2aΛ,κ,t(q)
+ 2ℓΛ,κ,t(q) +Nt‖̺Λωaimβκ‖2h, t > 0,(3.66)
with
aΛ,κ,t(q) :=
N∑
j=1
∫ t
0
〈̺ΛωaSNκ,s(q)|̺Λe−im·(qj+bj,s)2ω1+aβκ〉hds,(3.67)
ℓΛ,κ,t(q) :=
N∑
j=1
∫ t
0
〈̺ΛωaSNκ,s(q)|̺Λe−im·(qj+bj,s)ωaimβκ〉hdbj,s.(3.68)
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Moreover, the following inequality P-a.s. holds for all t > 0,∫ t
0
‖̺Λωa+1/2SNκ,s(q)‖2hds 6 ℓΛ,κ,t(q) + 2✵Λ(a)g2N2t+
Nt
2
‖̺Λωaimβκ‖2h.(3.69)
Since ℓΛ,κ(q) is a continuous L
2-martingale, it further entails, for all t > 0,
E
[ ∫ t
0
‖̺Λωa+1/2SNκ,s(q)‖2hds
]
6 2✵Λ(a)g
2N2t+
Nt
2
‖̺Λωaimβκ‖2h.(3.70)
Proof. Step 1. Employing (3.43) to re-write the integrands in (3.67) and (3.68)
and taking Lem. 3.6 into account, we see that ℓΛ,κ(q) is indeed a continuous L
2-
martingale P-a.s. satisfying
JℓΛ,κ(q)Kt =
N∑
j=1
∫ t
0
〈
ωaSNκ,s(q)
∣∣̺Λe−im·(qj+bj,s)ωaimβκ〉2ds,(3.71)
and we P-a.s. find the bounds
|aΛ,κ,t(q)| 6 2GΛ,t(a)g2N2t, JℓΛ,κ(q)Kt 6 GΛ,t(a)2g4N3t, t > 0,(3.72)
where
GΛ,t(a) := 2‖̺Λωa+1/2β∞‖2h +
∫
R3
∫ t
0
e−(t−s)ω
ω2|a|(ω +m2/2)
dsdλ3
6 4πg2
(
3
∫ 1
1∧Λ
dρ
ρ2|a|
+ 8
∫ ∞
1∨Λ
dρ
ρ2+2|a|
+ 2
∫ ∞
1∨Λ
dρ
ρ1+2|a|
)
= ✵Λ(a).(3.73)
In particular, we see that (3.66) implies (3.69).
Step 2. Let θn denote the characteristic function of the open ball of radius n about
0 in R3 and abbreviate
Z
[n]
κ,t[bj ] :=
∫ t
0
esω−im·bj,sθnωaimβκdbj,s, t > 0, n ∈ N, j ∈ {1, . . . , N}.
Then we find a P-zero set N ∈ F such that, for all (t, τ) ∈ [0,∞) × (Q ∩ [0,∞))
with t < τ , n ∈ N, and j ∈ {1, . . . , N},
θnω
aM
[τ ]
κ,t[bj ] = e
−τωZ [n]κ,t[bj ], on Ω \N .(3.74)
Here both sides are continuous in (t, τ) ∈ [0,∞)2 at every point of Ω, whence the
statement (3.74) is actually valid for all 0 6 t 6 τ , n ∈ N, and j ∈ {1, . . . , N}.
For every h ∈ D(ω2), the function [0,∞) × hR ∋ (t, g) 7→ 〈e−tωh|g〉h is twice
continuously differentiable and its partial derivatives of order 6 2 are bounded
on bounded subsets of [0,∞) × hR, whence we may apply the Ito¯ formula of [14,
Thm. 4.32] to the process (〈e−tωh|Z [n]κ,t[bj ]〉h)t>0. Doing this for every h in a count-
able dense subset of D(ω2), we P-a.s. deduce that
e−tωZ [n]κ,t[bj ] = −
∫ t
0
θnωe
−sωZ [n]κ,s[bj ]ds+ L
[n]
κ,t[bj ], t > 0,
with the continuous hR-valued L
2-martingale
L
[n]
κ,t[bj ] :=
∫ t
0
e−im·bj,sθnωaimβκdbj,s, t > 0.
28 OLIVER MATTE AND JACOB SCHACH MØLLER
In combination with (3.74) this shows that, P-a.s.,
θnω
aM
[t]
κ,t[bj ] = −
∫ t
0
ωθnω
aM [s]κ,s[bj ]ds+ L
[n]
κ,t[bj ], t > 0.
Taking also (3.42) into account we P-a.s. arrive at
θnω
aS
[t]
κ,t[bj ] = −
∫ t
0
ωθnω
aS[s]κ,s[bj ]ds
− θn
∫ t
0
2e−im·bj,sω1+aβκds+ L
[n]
κ,t[bj ], t > 0.(3.75)
for all n ∈ N and j ∈ {1, . . . , N}. Set ̺Λ,n := ̺Λθn in what follows. Since the
strongly F0-measurable B(hR)-valued function e−im·qj (i.e., Ω ∋ γ 7→ e−im·qj(γ)h
is F0-measurable, for every h ∈ hR) commutes up to indistinguishability with the
stochastic integrations, we P-a.s. have
N∑
j=1
e−im·qj̺ΛL
[n]
κ,t[bj ] = L
N,[n]
Λ,κ,t(q) :=
N∑
j=1
∫ t
0
e−im·(qj+bj,s)̺Λ,nωaimβκdbj,s,
for all t > 0. From (3.75) and the latter remark we infer that every process
(̺Λ,nω
−1/4SN,+κ,t (q))t>0 with n ∈ N is a continuous hR-valued semi-martingale.
Define a
[n]
Λ,κ,t(q) and ℓ
[n]
Λ,κ,t(q) upon replacing ̺Λ by ̺Λ,n in (3.67) and (3.68),
respectively. Then we may employ Ito¯’s formula in combination with (3.75) and
(3.65) to P-a.s. get
‖̺Λ,nωaSN,+κ,t (q)‖2h = −2
∫ t
0
‖̺Λ,nωa+1/2SN,+κ,s (q)‖2hds
+ 2a
[n]
Λ,κ,t(q) + 2ℓ
[n]
Λ,κ,t(q) + JL
N,[n]
Λ,κ (q)Kt,(3.76)
for all t > 0 and n ∈ N. Here we further observe that
JL
N,[n]
Λ,κ (q)Kt = N
∫ t
0
‖̺Λ,nωaimβκ‖2ds.(3.77)
By virtue of Lem. 3.13 and (3.77) we may employ the dominated convergence
theorem to show that, pointwise on [0,∞)×Ω, all terms in (3.76) except for the local
martingale ℓ
[n]
Λ,κ converge, as n→∞, to the respective terms in (3.66). Furthermore,
the absolute values of the integrands in ℓ
[n]
Λ,κ(q) are dominated by a constant times
the continuous, adapted process (‖̺ΛωaSN,+κ,s (q)‖)s>0. According to the dominated
convergence theorem for stochastic integrals [43, Thm. 24.2] we thus find integers
1 6 n1 < n2 < . . . such that, P-a.s.,
sup
s6t
|ℓ[nj]Λ,κ,s(q)− ℓΛ,κ,s(q)|
j→∞−−−−−→ 0, t > 0.
Putting these remarks together we see that (3.66) is P-a.s. satisfied. 
4. The complex action in the Feynman-Kac formula
The objective of this section is to study Feynman’s complex action [18] in the Nelson
model, i.e., the stochastic process given by the logarithm of the vacuum expecta-
tion values of the Feynman-Kac integrands introduced later on. For finite κ, the
complex action is given as a well-defined triple Lebesgue integral, which becomes
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ill-defined when the ultra-violet cut-off is dropped. It is, however, possible to ex-
ploit the presence of oscillating terms in its integrand by means of non-stationary
phase type arguments involving repeated applications of Ito¯’s formula. In this way
the difference of the complex action for finite κ and the renormalization energy
tNErenκ can be written as a sum of terms that are well-defined even for κ = ∞
and thus allow for a definition of the limiting complex action. (We shall subtract
the renormalization term in our definition of the complex action right away.) As a
tradeoff we encounter simple and double stochastic integrals among those terms.
These general ideas appeared already in Nelson’s original, probabilistic approach
to the renormalization of his operator [46] and have been revisited in [27]. We shall
present a somewhat novel implementation of the non-stationary phase expansions
in Subsect. 4.1, pointing out similarities and differences to the earlier work along
the way. In Subsect. 4.2 we prove a simple preliminary lemma on the convergence of
the complex action as κ goes to infinity. Our main new result on the complex action
is an exponential moment bound with an improved right hand side in comparison to
the earlier literature [7, 8, 10, 27, 46], which eventually will lead to the lower bound
on the spectrum in (1.2). It is derived in Subsect. 4.3, where appropriate remarks
on the earlier literature are given as well. In Subsect. 4.4 we finally discuss a few
additional properties of the complex action needed to analyze our Feynman-Kac
semi-groups.
4.1. Definition of the complex action. The formula for the complex action uNκ,t
with a finite κ introduced in the next definition goes back to Feynman’s original
work [18], modulo obvious modifications due to the fact that Feynman used his
formal path integrals to represented unitary groups instead of semi-groups. Nelson
re-derived the formula in [46] by “expressing [Feynman’s] result in the language of
Markov processes”. A more recent and concise textbook presentation as well as
many related remarks and references can be found in [38]; see also [28, App. 1] for
a derivation in a more general setting.
Definition 4.1. Let κ ∈ N and t > 0. For all x ∈ Rν and α ∈ C([0,∞),Rν), we
define
uNκ,t[x,α] :=
N∑
j,ℓ=1
∫ t
0
〈
e−im·xjU+κ,s[αj ]
∣∣e−im·(xℓ+αℓ,s)fκ〉hds− tNErenκ .
For every F0-measurable q : Ω→ Rν , we further set
uNκ,t(q) := u
N
κ,t[q, b].
Remark 4.2. Let κ ∈ N, t > 0, x ∈ Rν , and α ∈ C([0,∞),Rν). Then elementary
substitutions and Fubini’s theorem imply that∫ t
0
〈
e−im·(xj+αj,t)U+κ,s[αj,t−• −αj,t]
∣∣e−im·(xℓ+αℓ,t+αℓ,t−s−αℓ,t)fκ〉hds
=
∫ t
0
〈
e−im·(xj+αj,r)fκ
∣∣e−im·xℓU+κ,r[αℓ]〉hdr,
for all j, ℓ ∈ {1, . . . , N}. Since the scalar products under the integrals in the previous
relation are real by Rem. 3.9, we obtain
uNκ,t[x+αt,αt−• −αt] = uNκ,t[x,α].(4.1)
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Our next goal is to define the complex action for κ =∞. As mentioned earlier,
we have to exploit the oscillations in its integrand by repeated applications of Ito¯’s
formula to find an expression for uNκ (q) that is meaningful for κ =∞ as well. The
first step is taken in the next lemma, where we essentially re-derive a representation
of the complex action employed by Gubinelli et al. [27]. (In fact, setting τ = T = t
in Eqns. (2.24) and (2.33) of [27] one obtains an analogue of (4.2) below.) While
our proof uses Ito¯’s formula for a scalar-product of hR-valued semi-martingales,
Gubinelli et al. apply the ordinary Ito¯ formula and the stochastic Fubini theorem.
Notice that, for j = ℓ, the term in the second line of (4.2) equals tErenκ .
Lemma 4.3. Let κ ∈ N, j, ℓ ∈ {1, . . . , N}, and q : Ω → Rν be F0-measurable.
Then, P-a.s., the following identity holds, for all t > 0,∫ t
0
〈e−im·qjU+κ,s[bj ]|e−im·(qℓ+bℓ,s)fκ〉hds
=
∫ t
0
〈eim·(qℓ−qj+bℓ,s−bj,s)ω−1/2fκ|ω1/2βκ〉hds
− 〈ω−1/2e−im·qjU+κ,t[bj ]∣∣ω1/2e−im·(qℓ+bℓ,t)βκ〉h
−
∫ t
0
〈U+κ,s[bj ]|eim·(qj−qℓ−bℓ,s)imβκ〉hdbℓ,s.(4.2)
Proof. Since κ is finite, ω1/2m2βκ ∈ h. Hence, by Ito¯’s formula, eim·(qj−qℓ−bℓ)ω1/2βκ
is a continuous hR-valued semi-martingale P-a.s. satisfying
eim·(qj−qℓ−bℓ,t)ω1/2βκ = eim·(qj−qℓ)ω
1/2βκ − 1
2
∫ t
0
eim·(qj−qℓ−bℓ,s)ω1/2m2βκds
−
∫ t
0
eim·(qj−qℓ−bℓ,s)ω1/2imβκdbℓ,s, t > 0.(4.3)
From Lem. 3.5 we further infer that
ω−1/2U+κ,t[bj ] = −
∫ t
0
(ω
1/2U+κ,s[bj ]− e−im·bj,sω−1/2fκ)ds, t > 0, on Ω,(4.4)
which defines a continuously differentiable hR-valued integral process. The claim
now follows upon applying Ito¯’s formula to 〈ω−1/2U+κ [bj ]|eim·(qj−qℓ−bℓ)ω1/2βκ〉h and
taking into account (4.3), (4.4), and (ω +m2/2)βκ = fκ. 
Interpreted in a suitable way, Formula (4.2) can in principle be used to define
uN∞,t(q). In fact, the term in the third line of (4.2) makes sense immediately
for κ = ∞ by Lem. 3.6. Moreover, f∞β∞ ∈ Lp(R3), for every p ∈ (1, 3/2),
whence its Fourier transform is in every Lq(R3) with q ∈ (3,∞). Hence, for
κ = ∞, we could replace the ds-integral on the right hand side of (4.2) by the
expression (2π)
3/2
∫ t
0 (f∞β∞)
∧(qℓ − qj + bℓ,s − bj,s)ds, which yields, however, a
well-defined process only outside a q-dependent P-zero set. Likewise, to replace
the stochastic integral in (4.2), we could try to define a stochastic integral of
(2π)3/2
∫ s
0
(e−(s−r)ωimf∞β∞)∧(qℓ−qj+bℓ,s−bj,r)dr with respect to bℓ. Analogous
formulas are used indeed in [27] to define (a diagonal part of) the limiting complex
action.
For a definition of uN∞,t(q) we shall, however, pass to another representation of
uNκ,t(q) with a closer resemblance to the one given by Nelson [46, pp. 107/8]. The
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integrands appearing in it are more regular than the ones proposed in the preceding
paragraph. It is derived as follows:
First, we employ our formula (3.43) and the definition (3.48) of S
[t]
κ,t, which P-a.s.
permit to write the stochastic integral in (4.2) as∫ t
0
〈U+κ,s[bj ]|eim·(qj−qℓ−bℓ,s)imβκ〉hdbℓ,s
=
∫ t
0
〈e−sωω1/4βκ|eim·(qj−qℓ−bℓ,s)ω−1/4imβκ〉hdbℓ,s
−
∫ t
0
〈ω1/4βκ|eim·(qj+bj,s−qℓ−bℓ,s)ω−1/4imβκ〉hdbℓ,s
−
∫ t
0
〈ω1/4S[s]κ,s[bj ]|eim·(qj−qℓ−bℓ,s)ω−1/4imβκ〉hdbℓ,s, t > 0.(4.5)
In view of Lem. 3.13, Lem. 3.14, and (3.48), the three integrands on the right hand
side are adapted and continuous with locally bounded moments of any order, even
when κ = ∞. In the next step we will apply the identity (3.23) and Ito¯’s formula
to the integrals in the second and third line of (4.5), respectively.
Before we do this we shall, however, introduce the notation employed in our final
formula for uNκ,t(q). Let us first introduce the shorthand
ΘNt [x,α] :=
∣∣∣ N∑
ℓ=1
e−im·xℓ
∣∣∣2 + ∣∣∣ N∑
ℓ=1
e−im·(xℓ+αℓ,t)
∣∣∣2 − 2e−tωRe N∑
j,ℓ=1
eim·(xℓ−xj−αj,t).
Notice that ΘNt [x,α] > 0 and Θ
N
t [x,α]β
2
∞ ∈ L1(R3), for all x ∈ Rν and α ∈
C([0,∞),Rν), because ΘNt [x,α] compensates for the infra-red singularity of β∞ in
the case µ = 0.
For later use we also include the infra-red cut-off parameter Λ > 0 in the next
definition; recall the notation βΛ,κ, β
N
Λ,κ(x), U
N,±
κ [x,α], and S
N
κ (q) introduced in
(2.3), (2.5), Def. 3.18, and (3.65), respectively.
Definition 4.4. Let κ ∈ N ∪ {∞}, Λ > 0, and q : Ω→ Rν be F0-measurable.
(1) Let t > 0, x ∈ Rν , and α ∈ C([0,∞),Rν). Then we define
bNΛ,κ,t[x,α] :=
1
2
∫
R3
ΘNt [x,α]β
2
Λ,κdλ
3,(4.6)
cN,+Λ,κ,t[x,α] := 〈ω−1/2UN,+κ,t [x,α]|ω1/2βNΛ,κ(x+αt)〉h,(4.7)
cN,−Λ,κ,t[x,α] := 〈ω1/2βNΛ,κ(x)|ω−1/2UN,−κ,t [x,α]〉h.(4.8)
Abbreviating
wΛ,κ(x) := 〈eim·xω1/2βΛ,κ|ω1/2βΛ,κ〉, x ∈ R3,
v
[j,ℓ]
Λ,κ,t[x,α] :=
∫ t
0
wΛ,κ(xℓ − xj +αℓ,s −αj,s)ds, j, ℓ ∈ {1, . . . , N}.
we further define
vNΛ,κ,t[x,α] := 2
∑
16j<ℓ6N
v
[j,ℓ]
Λ,κ,t[x,α].(4.9)
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If the so-obtained maps are composed with (q, b•), then, as usual, we write
cN,±Λ,κ,t(q) := c
N,±
Λ,κ,t[q, b•], and y
N
Λ,κ(q) := c
N,±
Λ,κ,t[q, b•], if y is b or v.
(2) In view of Lem. 3.13, Lem. 3.14, and (3.48), the formula
d
[ℓ]
Λ,κ,t(q) := 〈ω1/4SNκ,t(q)|e−im·(qℓ+bℓ,t)ω−1/4imβΛ,κ〉, t > 0,(4.10)
defines a continuous adapted R3-valued process with locally bounded moments
of any order, for every ℓ ∈ {1, . . . , N}. Therefore, up to indistinguishability,
mNΛ,κ,t(q) :=
N∑
ℓ=1
∫ t
0
d
[ℓ]
Λ,κ,s(q)dbℓ,s, t > 0.(4.11)
defines a continuous, real-valued L2-martingale mNΛ,κ(q).
(3) In the case Λ = 0 we will drop the corresponding subscript in the notation for
all processes introduced in the previous two items, i.e.,
cN,±κ,t (q) := c
N,±
0,κ,t(q), and y
N
κ,t(q) := y
N
0,κ,t(q), if y is b, v, or m.
Theorem 4.5. Let κ ∈ N and q : Ω→ Rν be F0-measurable. Then, P-a.s.,
uNκ,t(q) = −bNκ,t(q) + cN,−κ (q)− cN,+κ (q) + vNκ,t(q) +mNκ,t(q), t > 0.(4.12)
Definition 4.6. Let q : Ω→ Rν be F0-measurable. Then we define uN∞(q) by the
formula (4.12) with ∞ substituted for κ.
Remark 4.7. (1) Direct analogues of bNκ,t(q), v
N
κ,t(q), and the double stochastic in-
tegral contributing to mNκ,t(q) appear in Nelson’s expansion of the complex
action [46, Lem. 10 & Lem. 14]. The remaining terms in (4.12) are, however,
replaced by a double Lebesgue integral in [46]. While Nelson worked with a
slightly different choice of βκ, this discrepancy might mainly be due to can-
cellations owing to time reversal and space reflection symmetries that Nelson
observed between the terms involving precisely one stochastic integration. We
were, frankly speaking, unable to follow his explanations at this point [46,
pp. 106/7] and did not observe analogous cancellations.
(2) Bley [8] employs the Clark-Ocone formula to expand the complex action for
finite κ. Further elaboration on the Clark-Ocone expansion might possibly
lead to another meaningful expression for the limiting complex action.
(3) The formula (4.12) is convenient for comparing uNκ (q) with the complex action
in the non-Fock representation. There, the first two terms on the right hand
side of (4.12) get an extra pre-factor 2, while the third one disappears, and the
last two remain unchanged.
Proof of Thm. 4.5. On account of Lem. 3.10 the integral in the second line of (4.5)
can P-a.s. be written as∫ t
0
〈e−sωω1/4βκ|eim·(qj−qℓ−bℓ,s)ω−1/4imβκ〉hdbℓ,s
= 〈ω1/4e−im·qjβκ|ω−1/4e−im·qℓM−κ,t[bℓ]〉h
= 〈ω1/4βκ|eim·(qj−qℓ)(1− e−tω−im·bℓ,t)ω−1/4βκ〉h
− 〈ω1/2e−im·qjβκ|ω−1/2e−im·qℓU−κ,t[bℓ]〉, t > 0.(4.13)
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Here we also applied (3.23) in the second step. Furthermore, we observe that the
integral in the third line of (4.5) vanishes for j = ℓ, because m is odd and βκ is
even. To treat the off-diagonal terms we exploit that the scalar products under the
stochastic integrations are all real, from which we P-a.s. infer that
−
∫ t
0
〈ω1/4βκ|eim·(qj+bj,s−qℓ−bℓ,s)ω−1/4imβκ〉hdbℓ,s
−
∫ t
0
〈ω1/4βκ|eim·(qℓ+bℓ,s−qj−bj,s)ω−1/4imβκ〉hdbj,s
=
∫ t
0
〈ω1/4βκ|eim·(qj+bj,s−qℓ−bℓ,s)ω−1/4imβκ〉hd(bj − bℓ)s
= 〈ω1/4βκ|eim·(qj−qℓ)(eim·(bj,t−bℓ,t) − 1)ω−1/4βκ〉h
+
∫ t
0
〈ω1/4βκ|eim·(qj+bj,s−qℓ−bℓ,s)ω−1/4m2βκ〉hds, t > 0, j < ℓ.(4.14)
In the second step we applied Ito¯’s formula to the twice continuously differentiable
function (x,y) 7→ 〈ω1/4βκ|eim·x(eim·y − 1)ω−1/4βκ〉h and the R6-valued process
(qj − qℓ, bj,t − bℓ,t)t>0, exploiting that |eim·y − 1|ω−1/4βκ ∈ h. Next, we substitute
m2βκ = 2fκ − 2ωβκ in the last line of (4.14); the contribution with 2fκ will
eventually cancel the term in the second line of (4.2). In fact, after combining
(4.13) and (4.14) with (4.2) and (4.5), elementary rearrangements yield the asserted
identity (4.12). (To replace double summations subject to the condition j < ℓ by
double summations subject to j 6= ℓ, we again exploit that ω, fκ, and βκ are even
while m is odd.) 
4.2. Convergence properties of the complex action. The process uN∞(q) in-
troduced in Def. 4.12 is indeed the limiting complex action:
Proposition 4.8. Let κ ∈ N, p, t > 0, and q : Ω→ Rν be F0-measurable. Then
E
[
sup
s6t
|uNκ,s(q)− uN∞,s(q)|p
]
6 cp
(g2N2(1 ∨ t))p
κp/4
,(4.15)
where cp > 0 depends only on p.
Proof. The relation (4.15) follows upon combining the bounds on the various terms
on the right hand side of (4.12) derived in the following four steps. For a start, let
us observe that, by Hyp. 2.1(2), 0 6 1−χ2κ(k) 6 2|k|/κ, if k ∈ R3 satisfies |k| < κ,
whence∫
R3
ωι
2ι
(1 − χ2κ)β2∞dλ3 6 8πg2
(∫ 1
0
dρ
κ
+
∫ κ
1
2dρ
κρ
+
∫ ∞
κ
dρ
ρ2
)
, ι ∈ {0, 1}.(4.16)
Step 1. First, we claim that
|bNκ,t(q)− bN∞,t(q)| 6 64πg2N2(1 + ln(κ))
/
κ.(4.17)
In fact, the left hand side of (4.17) equals | ∫
R3
ΘNt (q)(1−χ2κ)β2∞dλ3|, where ΘNt (q)
is defined in front of Def. 4.4. Hence, (4.17) follows from (4.16) with ι = 0.
Step 2. Next, we assert that
|cN,±κ,t (q)− cN,±∞,t (q)| 6 cg2N2t1/2(1 + ln(κ))1/2
/
κ
1/2.(4.18)
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These bounds follow from the identities ω−1/2UN,±κ,t (q) = χκω
−1/2UN,±∞,t (q), the
bound (3.10), and the fact that ‖ω1/2(1 − χ2κ)β∞‖2h/2 is bounded from above by
the left hand side of (4.16) with ι = 1.
Step 3. By estimating all terms on its left hand side trivially and taking (4.16) with
ι = 1 into account we further obtain
|vNκ,t(q)− vN∞,t(q)| 6 32πg2N(N − 1)t(1 + ln(κ))
/
κ.
Step 4. Finally, we shall derive the bound
E
[
sup
s6t
|mNκ,s(q)−mN∞,s(q)|p
]
6 cp(g
4N3t)
p/2
/
κ
p/4.(4.19)
We find some P-zero set N such that, for all j ∈ {1, . . . , N}, t ∈ [0,∞) ∩ Q,
and γ ∈ Ω \N the relation S[t]κ,t[bj ](γ) = χκS[t]∞,t[bj ](γ) holds true. By continuity
(recall Lem. 3.13(2)) we conclude that it actually holds, for all t > 0 and γ ∈ Ω\N .
Therefore,
E
[
sup
s6t
|mNκ,s(q)−mN∞,s(q)|p
]
6 cpE
[ N∑
ℓ=1
∫ t
0
〈
ω
1/4SN∞,s(q)
∣∣e−im·(qℓ+bℓ,s)(1− χ2κ)ω−1/4imβ∞〉2ds]p/2
6 cpN
p/2‖ω−1/4(1− χ2κ)imβ∞‖phE
[ ∫ t
0
‖ω1/4SN∞,s(q)‖2hds
]p/2
Inequality (4.19) now follows from (3.70) with Λ = 0 and a = −1/4 and from
‖ω−1/4(1 − χ2κ)imβ∞‖2h 6 4πg2
(∫ κ
0
42ρ1/2dρ
κ2
+
∫ ∞
κ
4dρ
ρ3/2
)
6
44πg2
κ1/2
.

4.3. Exponential moment bounds on the complex action. The next theorem
is our main result on the complex action. The asserted exponential moment bound
(4.20) has an improved right hand side compared to a recent bound by Bley [8],
where p2g4N3 is replaced by p2g4N3 ln2(pg2N), for sufficiently large pg2, and by
p2g4N3[1∨ ln2(N)], for sufficiently small pg2. Besides, we add a running supremum
in (4.20) (which were probably not a good idea if we were interested in good values
for the rate c). While Bley derives uniform bounds for finite κ, we construct and
estimate the limiting action uN∞(q) as well.
Earlier, Gubinelli et al. [27] obtained an exponential moment bound on the
complex action for massive bosons, including the case κ = ∞. As explained by
Bley and Thomas [10, §3.4], the arguments of [27] yield a right hand side that is
log-linear in t (with a worse dependence on µ, pg2, and N than in [8]), when they
are combined with a result of [10].
Nelson [46] derived exponential moment bounds for massive bosons that are lo-
cally uniform in t > 0, without paying special attention to the precise dependence
of their right hand sides on g, N , t, and µ. The exponentially damping factors e−tω,
etc., present in the complex actions studied here and in [7, 10, 27] are, however,
replaced by oscillating terms eitω in Nelson’s [46], because he was eventually inter-
ested in the unitary group. Hence, one has to be careful in comparing estimates.
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The key idea leading to our improved right hand side in (4.20) is to benefit from
the bound (3.69) after applying Rem. 3.3 to the martingale mNΛ,κ(q), for some large
Λ; it is worked out in Lem. 4.11 below. The crucial point about (3.69) is that the
weight ωa+1/2 in front of the process SNκ (q) on its left hand side is traded for ω
a
in the martingale ℓΛ,κ(q) on its right hand side. In particular, ℓΛ,κ(q) has a less
singular integrand than mNΛ,κ(q), whence we can control its exponential moment
by applying Rem. 3.3 a second time and concluding by elementary estimations.
This effect actually is somewhat reminiscent of the general strategy in [8], where
repeated applications of the martingale estimate (3.2) are combined with successive
Clark-Ocone expansions of the exponents in its right hand side, until eventually the
right hand side becomes sufficiently tractable.
Theorem 4.9. There exist universal constants b, c > 0 such that, for all κ ∈
N ∪ {∞}, F0-measurable q : Ω→ Rν , t > 0, and p > 0,
E
[
sup
s6t
epu
N
κ,s(q)
]
6 bNecp
2g4N3t.(4.20)
Moreover,
sup
q
E
[
sup
s6t
|euNκ,s(q) − euN∞,s(q)|p] κ→∞−−−−−→ 0, t > 0, p > 0,(4.21)
where the supremum in front of the expectation is taken over all F0-measurable
functions q : Ω→ Rν .
Proof. To start with we observe that (4.21) is implied by (4.15) and (4.20).
In the derivation of (4.20), the most cumbersome term is the martingale mNκ (q),
for which we only find a suitable bound, if it is restricted to sufficiently large boson
momenta. Therefore, we pick some Λ > 0 and split off the following infra-red part
from the complex action,
uN,<Λ,κ,t(q) =
N∑
j,ℓ=1
∫ t
0
∫ s
0
∫
{|m|<Λ}
e−(s−r)ω−im·(qℓ+bℓ,s−qj−bj,r)f2κdλ
3dr ds.(4.22)
Replacing its integrand by its modulus and computing the dr-integral first, we find
the elementary bound |uN,<Λ,κ,t(q)| 6 4πg2N2tΛ. Next, we notice that Thm. 4.5 can
be applied with 1{|m|<Λ}η or 1{|m|>Λ}η in place of η, and in the former case it still
holds true for κ =∞. Hence, P-a.s.,
uNκ,t(q) = u
N,<
Λ,κ,t(q)− tNEΛ,κ − bNΛ,κ,t(q) + cN,−Λ,κ (q)
− cN,+Λ,κ (q) + vNΛ,κ,t(q) +mNΛ,κ,t(q), t > 0,(4.23)
where κ can be finite or infinite. Here bNΛ,κ,t(q) and the energy correction EΛ,κ :=∫
{|m|<Λ} fκβκdλ
3 are non-negative. Furthermore,
|cN,±Λ,κ,t(q)| 6 8πg2N2/Λ.(4.24)
In fact, on account of (3.12), ω−1/2U±κ,t[bj ] is given by an h-valued Bochner-Lebesgue
integral, which can be interchanged with the scalar products in (4.7) and (4.8).
Hence, both terms on the left hand side of (4.24) are dominated by
4πg2N2
∫ ∞
Λ
∫ t
0
e−(t−s)ωρρ2
ωρ(ωρ + ρ2/2)
dsdρ 6 8πg2N2
∫ ∞
Λ
dρ
ρ2
.
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Altogether we conclude that
E
[
sup
s6t
epu
N
κ,s(q)
]
6 ecpg
2N2/Λ+4πpg2N2tΛE
[
sup
s6t
erpm
N
Λ,κ,s(q)
]1/r
E
[
sup
s6t
er
′pvNΛ,κ,s(q)
]1/r′
,
for every r ∈ (1,∞) with r′ denoting its conjugated exponent. Now we choose
Λ := 64πpqrg2N , with an arbitrary q > 1. With this choice, suitable bounds on
the latter two expectations are given in Lem. 4.10 and Lem. 4.11 below. 
Lemma 4.10. Let κ ∈ N ∪ {∞} and q : Ω → Rν be F0-measurable. Put Λ(τ) :=
64πτ , τ > 0. Then there exists a universal constant c > 0 such that
E
[
sup
s6t
e
p|vN
Λ(qg2N),κ,s
(q)|]
6 {epNt/4q} ∧ {ec(p4/q2)g4N2(N−1)t}, q, p, t > 0.(4.25)
Proof. A trivial estimate yields |vNΛ,κ(q)| 6 N2t‖ω1/2βΛ,κ‖2 6 16πg2N2t/Λ.
To derive the non-trivial bound in (4.25) let p, t,Λ > 0 and let Lq denote the
law of q. Since q : Ω→ Rν is F0-measurable, we then have
E
[
sup
s6t
ep|v
N
Λ,κ,s(q)|
]
=
∫
Rν
E
[
sup
s6t
ep|v
N
Λ,κ,s(x)|
]
dLq(x);
see, e.g., [14, Prop. 1.12]. Hence, it suffices to treat only constant q = x ∈ Rν .
For disjoint pairs {j, ℓ} and {j′, ℓ′} of indices in {1, . . . , N}, the random variables
sups6t e
p|v[j,ℓ]Λ,κ,s[x,b•]| and sups6t e
p|v[j′,ℓ′]Λ,κ,s [x,b•]| are independent. Similarly as in [8,
Eqn. (3.4)&(3.5)] we shall use these independences together with Ho¨lder’s inequality
in the next estimate. For the sake of completeness we provide a proof (slightly
different from [8]) of the elementary inequality employed in the second step of the
following estimation in App. B,
E
[
sup
s6t
ep|v
N
Λ,κ,s(x)|
]
6 E
[ N∏
j,ℓ=1
j<ℓ
sup
s6t
e2p|v
[j,ℓ]
Λ,κ,s[x,b•]|
]
6
N
max
j,ℓ=1
j<ℓ
E
[
sup
s6t
e2pN |v
[j,ℓ]
Λ,κ,s[x,b•]|
]N−1
2
6 sup
y∈R3
E
[
e2pN
∫
t
0
|wΛ,κ(21/2(y+Bs))|ds
]N−1
2
.(4.26)
Here we also used the fact that 2−1/2(bj − bℓ) with j 6= ℓ is a three-dimensional
Brownian motion having the same distribution as B in the last step.
Our plan is now to employ the following special case of an inequality due to
Carmona [13, Rem. 3.1],
sup
y∈R3
E
[
e
∫ t
0
|v(y+Bs)|ds
]
6 cec
′‖v‖42t, v ∈ L2(R3).(4.27)
Since vΛ,κ is the Fourier transform of a function in L
1(R3)∩L2(R3), we may exploit
the isometry of the Fourier transform to get
‖wΛ,κ(21/2(·))‖22 6
4πg4
23/2
∫ ∞
Λ
ρ2
ω4ρ
dρ 6
cg4
Λ
.(4.28)
Combining (4.26), (4.27), and (4.28) we arrive at
sup
x∈Rν
E
[
sup
s6t
ep|v
N
Λ,κ,s(x)|
]
6 ec
′(N−1)(pg2N)4t/Λ2 .

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Lemma 4.11. Let κ ∈ N ∪ {∞} and q : Ω → Rν be F0-measurable. Put Λ(τ) :=
64πτ , τ > 0. Then there exists a universal constant c > 0 and, for every q > 1,
some cq > 0 depending only on q such that
E
[
sup
s6t
e±pmΛ(qpg2N),κ,s(q)
]
6 cqe
c([pg2N2]∧[qp2g4N3])t, p, t > 0.(4.29)
Proof. Let Λ > 0. The key ingredient in this proof is Lem. 3.23 that we apply
with a = −1/4, writing σΛ := ✵Λ(−1/4), where the function ✵Λ is defined in front
of Lem. 3.23. Recall also the notation ̺Λ = 1{|m|>Λ}. According to (3.69) the
quadratic variation of mNΛ,κ(q) satisfies, P-a.s.,
JmNΛ,κ(q)Kt =
N∑
ℓ=1
∫ t
0
〈
̺Λω
1/4SNκ,s(q)
∣∣e−im·(qℓ+bℓ,s)ω−1/4imβΛ,κ〉2hds
6 N‖ω−1/4imβΛ,κ‖2h
∫ t
0
‖̺Λω1/4SNκ,s(q)‖2hds
6 N‖ω−1/4imβΛ,κ‖2hℓΛ,κ,t(q) + 6σ2Λg4N3t.(4.30)
In the second step we also observed that
‖ω−1/4imβΛ,κ‖2 6 4πg2
(∫ 1
1∧Λ
ρ
1/2dρ+ 4
∫ ∞
1∨Λ
dρ
ρ3/2
)
= 8πg2
(
1− (1 ∧ Λ)3/2
3
+
4
(1 ∨ Λ)1/2
)
6 2σΛg
2.(4.31)
Let q > 1. Combining (4.30) with Rem. 3.3 (which we apply with p = p′ = 2) we
then conclude that
E
[
sup
s6t
e±pm
N
Λ,κ,s
]
6 cqE
[
e2qp
2JmNΛ,κ(q)Kt
]1/2
6 cqE
[
e2qp
2N‖ω−1/4imβΛ,κ‖2h
∫ t
0
‖̺Λω1/4SNκ,s(q)‖2hds
]1/2
6 cqe
6σ2Λqp
2g4N3tE
[
e2qp
2N‖ω−1/4imβΛ,κ‖2hℓΛ,κ,t(q)
]1/2
6 c′qe
6σ2Λqp
2g4N3tE
[
e8q
3p4N2‖ω−1/4imβΛ,κ‖4hJℓΛ,κ(q)Kt
]1/4
6 c′qe
6σ2Λqp
2g4N3te2q
3p4‖ω−1/4imβΛ,κ‖4hσ2Λg4N5t.(4.32)
Here we applied (3.72) and (3.73) in the last step. This proves the theorem in the
case qpg2N < 1, where ‖ω−1/4imβΛ(qpg2N),κ‖2h 6 35πg2 and σΛ(pg2N) < 86π. In
the case qpg2N > 1, we could insert the bounds (4.31) and σ2Λ(qpg2N) 6 c/qpg
2N
into (4.32).
It is, however, possible to improve the right hand side of the above bound for
large qpg2N . In fact, if Λ > 1, then ‖ω−1/4imβΛ,κ‖2h 6 32πg2/Λ1/2 by (4.31).
Combining the third and fourth inequalities in (4.32) with (3.71) we thus obtain
E
[
e2qp
2N‖ω−1/4imβΛ,κ‖2h
∫ t
0
‖̺Λω1/4SNκ,s(q)‖2hds
]
6 cqe
12σ2Λqp
2g4N3t
·E
[
e8q
3p4N3((32π)2g4/Λ)‖ω−1/4imβΛ,κ‖2h
∫
t
0
‖̺Λω−1/4SNκ,s(q)‖2hds
]1/2
.(4.33)
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By definition of Λ(qpg2N) we now have
(4q2p2(32π)2g4N2/Λ(qpg2N))̺Λ(qpg2N) = Λ(qpg
2N)̺Λ(qpg2N) 6 ω̺Λ(qpg2N).
Hence, if we choose Λ = Λ(qpg2N) and consider the case qpg2N > 1, then we
may bound the expectation E[· · · ] in the second line of (4.33) from above by the
expectation in the first line of (4.33). Thanks to (4.32) we know already that the
latter is finite, whence we may solve the resulting bound for the left hand side of
(4.33), obtaining
E
[
e2qp
2N‖ω−1/4imβΛ(pg2N),κ‖2h
∫ t
0
‖̺Λ(pg2N)ω
1/4SNκ,s(q)‖2hds
]
6 cqe
24σ2
Λ(qpg2N)
qp2g4N3t
.
Since qpg2N > 1 entails σ2Λ(qpg2N) 6 c/qpg
2N , this concludes the proof of (4.29).

Later on, we shall use the next remark to derive the lower bound in (1.3).
Remark 4.12. Since the parameters r, q > 1 can be chosen as close to 1 as we please
in the end of the proof of Thm. 4.9, the last estimate in that proof and the bounds
(4.25) and (4.29) actually imply
E
[
sup
s6t
epu
N
κ,s(x)
]
6 cqe
256π2qp2g4N3t+cpg2N2t+cN(1∨t), if pg2N > 1,
for all p, t > 0, q > 1, x ∈ Rν , κ ∈ N ∪ {∞}, and some universal constant c > 0.
The last remark of this subsection will be used to show the upper bound in (1.3).
Remark 4.13. Let κ ∈ N ∪ {∞} and q : Ω → Rν be F0-measurable. Recall the
notation (4.22) and define uN,>Λ,κ (q) := u
N
κ (q)− uN,<Λ,κ (q), for every Λ > 0. A trivial
estimation yields 0 6 bNΛ,κ,t(q) 6 16πg
2N2/Λ. Pick q, r > 1 and put Λ(pqrg2N) :=
64πpqrg2N . Applying (4.24), (4.25), and (4.29) to the remaining terms in the
decomposition (4.23) and using Ho¨lder’s inequality as in the end of the proof of
Thm. 4.9 we then obtain
E
[
e
±puN,>
Λ(pqrg2N2),κ
(q)
]
6 cqe
pNEΛ(pqrg2N2),κt+cpg
2N2t+cN(1∨t), if pg2N > 1,
for all p, t > 0, with a universal constant c > 0.
4.4. Further properties of the complex action. In this subsection we provide
some technical results on the complex action that are relevant for discussing the
Markov property of our Feynman-Kac integrands and for proving semi-group prop-
erties. We start by considering the dependence of the martingales mNκ (q) on the
starting points for the Brownian motions.
Lemma 4.14. Let κ ∈ N ∪ {∞}. Then the following holds:
(1) If q, qn : Ω → Rν , n ∈ N, are F0-measurable such that qn → q, n → ∞, in
probability, then
lim prob
n→∞
sup
s6t
∣∣mNκ,s(qn)−mNκ,s(q)∣∣ = 0, t > 0.(4.34)
(2) The martingales mNκ (x), defined up to indistinguishability for each x ∈ Rν by
(4.11), can be chosen such that, for all γ ∈ Ω, the following map is continuous,
[0,∞)× Rν ∋ (t,x) 7−→ (mNκ,t(x))(γ) ∈ R.
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Proof. Step 1. We fix κ ∈ N ∪ {∞} and pick some ǫ ∈ (0, 1/4) as well as another
F0-measurable q˜ : Ω→ Rν . Then
∣∣d[ℓ]κ,t(q˜)− d[ℓ]κ,t(q)∣∣ 6 2ǫ|q − q˜|ǫ N∑
j=1
‖ω1/4+ǫS[t]κ,t[bj ]‖h‖ω−1/4imβΛ,κ‖h,(4.35)
for all t > 0. If qn → q in probability and δ > 0, we thus obtain
lim sup
n→∞
E
[∫ t
0
(
d
[ℓ]
Λ,κ,s(qn)− d[ℓ]Λ,κ,s(q)
)2
ds
]1/2
6 lim sup
n→∞
Nt
1/2 Nmax
j=1
sup
s6t
E
[
1{|qn−q|>δ}‖ω1/4S[s]κ,s[bj ]‖2h‖ω−1/4imβΛ,κ‖2h
]1/2
+Nt
1/2(2δ)ǫ
N
max
j=1
sup
s6t
E
[
‖ω1/4+ǫS[t]κ,t[bj ]‖2h‖ω−1/4imβΛ,κ‖2h
]1/2
6 cǫg
2Nt
1/2δǫ,
where we used (3.37), (3.38), and the Cauchy-Schwarz inequality in the last step.
Since
P
{
sup
s6t
|mNκ,s(q˜)−mNκ,s(q)| > ς
}
6
1
ςp
E
[
sup
s6t
|mNκ,s(q˜)−mNκ,s(q)|p
]
6
cp
ςp
( N∑
ℓ=1
∫ t
0
E
[(
d[ℓ]κ,s(q˜)− d[ℓ]κ,s(q)
)2]
ds
)p/2
,(4.36)
for all ς, p > 0, this proves (4.34).
Step 2. Combining (4.35), the second inequality in (4.36), and (3.70) (choosing
a = −1/8, Λ = 0, and N = 1 in the latter bound), we find
E
[
sup
s6t
|mNκ,s(x)−mNκ,s(y)|p
]
6 cp|x− y|p/8|g|pN3ptp/2, x,y ∈ Rν , p, t > 0.
Part (2) thus follows from Kolmogorov’s test lemma. 
Let q : Ω→ Rν be F0-measurable in what follows. Recall from Def. 4.1 that, for
finite κ, the random variables uNκ,t(q) = u
N
κ,t[q, b] are compositions of Borel mea-
surable functions on Rν × C([0,∞),Rν) with the map Ω ∋ γ 7→ (q(γ), b•(γ)). The
same holds true for all contributions to uN∞(q) in (4.12) except for the martingale
mN∞(q), which depends on in a slightly more subtle fashion. In our formulation of
the Markov properties later on, it is thus convenient to introduce a certain standard
realization ofmN∞ and, hence, of u
N
∞ such that all other realizations can be obtained
from them by plugging in (q, b):
Recall the notation for objects related to the Wiener measure introduced in
Ex. 3.2.
Definition 4.15. The symbols mN∞[x, ·], x ∈ Rν , denote choices of martingales as
in Lem. 4.14(2), when this lemma is applied with BνW as underlying stochastic basis
and the evaluation process prν as Brownian motion, so that the real-valued map
[0,∞)× Rν ∋ (t,x) 7→ mN∞,t[x,α] is continuous,(4.37)
for every α ∈ ΩνW. With this we set
uN∞,t[x,α] := −bN∞,t[x,α] + cN,−∞,t [x,α]− cN,+∞,t [x,α] + vN∞,t[x,α] +mN∞,t[x,α],
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for all t > 0, x ∈ Rν , and α ∈ ΩνW.
Let summarize some earlier observations and a consequence of Def. 4.15:
Lemma 4.16. The real-valued map [0,∞)×Rν ∋ (t,x) 7→ uNκ,t[x,α] is continuous,
for all α ∈ ΩνW and κ ∈ N ∪ {∞}.
Standard arguments further yield the following:
Lemma 4.17. Let uN∞(q) be the process introduced in Def. 4.6, for any stochas-
tic basis B = (Ω,F, (Ft)t>0,P), ν-dimensional B-Brownian motion b, and F0-
measurable q : Ω→ Rν . Then there exists a P-zero set N ∈ F such that
(uN∞,t(q))(γ) = u
N
∞,t[q(γ), b(γ)], t > 0, γ ∈ Ω \N .
Proof. Since all other terms in the complex action are defined pathwise, it suffices
to find a P-zero set N ∈ F such that
(mN∞,t(q))(γ) = m
N
∞,t[q(γ), b(γ)],(4.38)
for all t > 0 and γ ∈ Ω \ N . If q is constant and t > 0 is fixed, then a well-
known transformation argument (see, e.g., [29, Lem. 6.27]) for stochastic integrals
shows that (4.38) holds for P-a.e. γ. Since all processes in (4.38) are continuous,
this already implies that (4.38) holds for all t > 0 on the complement of some
t-independent P-zero set, still provided that q is constant.
If q is an arbitrary F0-measurable R
ν -valued function, then we set qn := In(q),
n ∈ N, where In : Rν → Rν is given by In(x) := y/2n with y ∈ Zν such that
yj/2
n 6 xj < (yj + 1)/2
n, for all j ∈ {1, . . . , ν}. Then the pathwise uniqueness
property of stochastic integrals (see, e.g., [29, Kor. 1 on p. 188]) implies that
(mN∞,t(qn))(γ) = m
N
∞,t[qn(γ), b(γ)],(4.39)
for all t > 0, n ∈ N, γ ∈ Ω \N1, and some P-zero set N1 ∈ F. By the continuity of
the maps in (4.37), the right hand sides of (4.39) converge to the respective right
hand sides of (4.38), for every γ ∈ Ω. On account of (4.34) the left hand sides of
(4.39) converge to the respective left hand sides of (4.38) locally uniformly (with
respect to t) in probability. 
If t > 0, then all results obtained in this section so far apply in particular to the
time-shifted stochastic basis Bt introduced in Subsect. 3.1 and the time shifted ν-
dimensional Brownian motion tb given by (3.1). This observation is used to obtain
the following:
Lemma 4.18. Let t > 0 and q : Ω→ Rν be F0-measurable. Then, for every κ ∈ N,
the following holds true on Ω,
uNκ,s[q + bt,
tb] + uNκ,t[q, b] +
〈
UN,−κ,s [q + bt,
tb]
∣∣UN,+κ,t [q, b]〉h
= uNκ,s+t[q, b], s > 0.(4.40)
Moreover, there is a P-zero set Nt such that (4.40) is valid for κ =∞ on Ω \Nt.
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Proof. For κ ∈ N, the asserted identity follows from the computation
uNκ,s[x+αt,
tα] + sNErenκ
=
N∑
j,ℓ=1
∫ s
0
〈
e−im·(xj+αj,t)U+κ,τ [
tαj ]
∣∣e−im·(xℓ+αℓ,t+τ )fκ〉hdτ
=
N∑
j,ℓ=1
∫ s
0
〈
e−im·xjU+κ,τ+t[αj ]
∣∣e−im·(xℓ+αℓ,t+τ )fκ〉hdτ
−
N∑
j,ℓ=1
∫ s
0
〈
e−im·xjU+κ,t[αj ]
∣∣e−τω−im·(xℓ+αℓ,t+τ )fκ〉hdτ
=
N∑
j,ℓ=1
∫ s+t
t
〈
e−im·xjU+κ,τ [αj ]
∣∣e−im·(xℓ+αℓ,τ )fκ〉hdτ
− 〈UN,+κ,t [x,α]∣∣UN,−κ,s [x+αt, tα]〉h, s, t > 0,
valid for all x ∈ Rν and α ∈ C([0,∞),Rν), where we used (3.16) in the first
step. The second statement now follows by approximation from Lem. 3.11(2),
Lem. 3.15(2), Lem. 4.8, and Lem. 4.17, applied both to the original data (B, b) as
well as to the time shifted data (Bt,
tb). 
5. Feynman-Kac formulas
In this section we derive Feynman-Kac formulas for the Nelson model. The sec-
tion is divided into four subsections. In the first one we recall some Fock space
calculus and introduce a certain family of operators on F (see (5.12)) that ap-
pear as building blocks in our Feynman-Kac integrands. The latter integrands
are defined and discussed in Subsect. 5.2. These integrands in turn give rise to
Feyman-Kac semi-groups acting between Fock space valued Lp-spaces whose anal-
ysis is the objective of Subsect. 5.3. We shall encounter the first Feynman-Kac
formulas in Subsect. 5.4. There we consider finite κ and verify that the correspond-
ing Feyman-Kac semi-group on L2(Rν ,F ) is equal to the semi-group generated by
HVN,κ. The final Subsect. 5.5 consists of hardly more than our definition of the
ultra-violet renormalized Nelson Hamiltonian, which is introduced as the generator
of the Feyman-Kac semi-group on L2(Rν ,F ) in the case κ =∞. The lower bound
on its spectrum and our formal proof of Nelson’s Thm. 2.4 will then be immediate
consequences of the earlier subsections.
5.1. Some Fock space calculus. We start by recalling some Fock space calculus
and in particular the construction of the Weyl representation on F ; see, e.g., [49]
for more details.
For any Hilbert space K , let U (K ) be the set of unitary operators on K
equipped with the topology corresponding to the strong convergence of bounded
operators. The cartesian product E := h×U (h) equipped with the product topol-
ogy and the semi-direct product law (f,Q)(g,R) := (f + Qg,QR) is called the
Euclidean group over h. Then the Weyl representation is a strongly continuous
projective representation W : E → U (F ) satisfying
W (f,Q)W (g,R) = e−iIm〈f |Qg〉hW
(
(f,Q)(g,R)
)
,(5.1)
42 OLIVER MATTE AND JACOB SCHACH MØLLER
for all (f,Q), (g,R) ∈ E. To recall its construction it is very convenient to work
with exponential vectors in F , which are defined by
ζ(h) :=
(
1, h, 2−1/2h⊗2 , . . . , (n!)−1/2h⊗n , . . .
) ∈ F , h ∈ h,(5.2)
with h⊗n(k1, . . . ,kn) := h(k1) . . . h(kn), λ3n-a.e. for every n ∈ N. They satisfy
〈ζ(g)|ζ(h)〉 = e〈g|h〉h , g, h ∈ h.(5.3)
Since the set of all exponential vectors {ζ(h) : h ∈ h} is linearly independent, the
prescription
W (f,Q)ζ(h) := e−‖f‖
2
h/2−〈f |Qh〉hζ(f +Qh), f, h ∈ h, Q ∈ U (h),(5.4)
uniquely defines bijective linear maps W (f,Q) : E → E , where E := spanC{ζ(h) :
h ∈ h} is dense in F . These maps turn out to be isometric as well. Hence they
have unique extensions to unitary operators on F , which are again denoted by
W (f,Q). The semi-direct product rule on E eventually leads to the Weyl relations
(5.1). The following abbreviations are customary,
W (f) := W (f,1), f ∈ h, Γ(Q) := W (0, Q), Q ∈ U (h).(5.5)
Let f ∈ h and ̟ be a self-adjoint multiplication operator in h. Then (5.1) and
the strong continuity of W imply that the maps
R ∋ t 7−→ W (−itf), R ∋ t 7−→ Γ(e−it̟),(5.6)
are strongly continuous unitary groups. Their self-adjoint generators are denoted
by ϕ(f) and dΓ(̟), respectively. For instance, we then have
e−tdΓ(̟)ζ(h) = ζ(e−t̟h), h ∈ h, t > 0, if ̟ > 0.(5.7)
Furthermore, it turns out that
ϕ(f) = a†(f) + a(f), f ∈ h.(5.8)
Here, for every f ∈ h, the corresponding creation operator a†(f) and annihilation
operator a(f) are closed operators in F , which are mutually adjoint to each other.
The subspace E is a core consisting only of analytic vectors for both of them and
a†(f)ζ(h) =
d
dt
ζ(h+ tf)
∣∣∣
t=0
, exp{a†(f)}ζ(h) = ζ(h+ f),(5.9)
a(f)ζ(h) = 〈f |h〉hζ(h), exp{a(f)}ζ(h) = e〈f |h〉hζ(h),(5.10)
for all f, h ∈ h. Furthermore,
dΓ(̟)ζ(h) = a†(̟h)ζ(h), h ∈ D(̟),(5.11)
for every self-adjoint multiplication operator ̟ in h.
In what follows we shall again work with the auxiliary one-boson Hilbert space k
and the norms ‖ · ‖t, t > 0, defined in (2.7) and (2.8), respectively. The subsequent
Lem. 5.1 actually is the reason why we introduced the norms ‖ · ‖t.
One can show that, if f ∈ k, then D(dΓ(ω)1/2) is contained in D(a†(f))∩D(a(f))
and both a†(f) and a(f) map D(dΓ(ω)s+1/2) into D(dΓ(ω)s), for every s > 0.
Lemma 5.1. Let t > 0, m ∈ N0, and define Fm,t : km+1 → B(F ) by
Fm,t(f1, . . . , fm, g) :=
∞∑
n=0
1
n!
a†(fm) . . . a†(f1)a†(g)ne−tdΓ(ω).(5.12)
Then the following holds true:
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(1) Fm,t is well-defined and analytic on k
m+1. Moreover, there exist cm > 0,
depending only on m, and a universal constant c > 0 such that
‖Fm,t(f1, . . . , fm, g)‖ 6 cme4‖g‖2t
m∏
j=1
‖fj‖t.(5.13)
(2) The derivative of F0,t at g ∈ k applied to the tangent vector f1 ∈ k is given by
dgF0,t(g)f1 = F1,t(f1, g).
Proof. For a proof of Parts (1) and (2) we refer to [28, App. 6]; more details are
given in [42, App. C]. In fact, in [28] the exponential e4‖g‖
2
t is replaced by the
series
∑∞
n=0(n!)
−1/2(2‖g‖t)n. By a weighted Cauchy-Schwarz inequality the latter
is, however, dominated by
√
2e4‖g‖
2
t . 
Remark 5.2. In view of (a†(g))∗ = a(g), (5.7), and (5.10),
F0,t(g)
∗ζ(h) = e〈g|h〉hζ(e−tωh), g ∈ k, h ∈ h, t > 0.(5.14)
Scalar multiplying the previous identity with an exponential vector and comparing
the result with (5.3) (or using (5.7) and (5.9)), we further see that
F0,t(g)ζ(h) = ζ(e
−tωh+ g), g ∈ k, h ∈ h, t > 0.(5.15)
5.2. Definition and discussion of the Feynman-Kac integrands. We are now
in a position to define the Feynman-Kac integrands for the Nelson model. We warn
the reader that the adjoints of the operators introduced in the next definition will
appear in our Feynman-Kac formulas.
Recall that, since V is Kato decomposable, the sets
NV (x) :=
{
γ ∈ Ω ∣∣V (x+ b•(γ)) /∈ L1loc([0,∞))}
are measurable with P(NV (x)) = 0, for all x ∈ Rν . Furthermore,
sup
x∈Rν
E
[
ep
∫
t
0
V−(x+bs)ds
]
6 etcpV− , p, t > 0,(5.16)
because V− is in the Kato class Kν .
Definition 5.3. Let t > 0 and κ ∈ N ∪ {∞}.
(1) For all x ∈ Rν and α ∈ C([0,∞),Rν), we define
Wκ,t[x,α] := e
uNκ,t[x,α]F0,t/2(−UN,+κ,t [x,α])F0,t/2(−UN,−κ,t [x,α])∗,
and, in case V is bounded, we further set
WVκ,t[x,α] := e
− ∫ t
0
V (x+αs)dsWκ,t[x,α].
(2) For all F0-measurable q : Ω→ Rν , we define
Wκ,t(q) := e
uNκ,t(q)F0,t/2(−UN,+κ,t (q))F0,t/2(−UN,−κ,t (q))∗.
(3) For every x ∈ Rν , we set
WVκ,t(x) := 1NV (x)e
− ∫ t
0
V (x+bs)dsWκ,t(x).
Remark 5.4. Let κ ∈ N ∪ {∞} and q : Ω → Rν be F0-measurable. Then the
following holds:
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(1) There exists a P-zero set N ∈ F such that
(Wκ,t(q))(γ) =Wκ,t[q(γ), b(γ)], t > 0, γ ∈ Ω \N .
This follows from Def. 3.18 and Lem. 4.17. (For finite κ we can choose N = ∅.)
(2) Let s, t > 0 and x. Let (H
[t]
s )s>0 denote the completion of the filtration gen-
erated by the Brownian motion tb. Then Wκ,s[x,
tb] : Ω → B(F ) is H[t]s -
B(B(F ))-measurable and attains its values in a separable subset of B(F ).
This follows from the continuity of F0,r : k → B(F ), r > 0, the separability of
k, and the corresponding measurability properties of uNκ [x,
tb] and UN,±κ [x,
tb];
recall Rem. 3.20. In particular, Wκ,s[x,
tb] is Ft-independent. The same re-
marks hold for its adjoint Wκ,s[x,
tb]∗.
(3) On account of (5.14) and (5.15),
Wκ,t(q)ζ(h) = e
uNκ,t(q)−〈UN,−κ,t (q)|h〉hζ
(
e−tωh− UN,+κ,t (q)
)
,(5.17)
Wκ,t(q)
∗ζ(h) = eu
N
κ,t(q)−〈UN,+κ,t (q)|h〉hζ
(
e−tωh− UN,−κ,t (q)
)
,(5.18)
for all h ∈ h and t > 0. If also g ∈ h, then (5.3) and (5.17) imply
〈ζ(g)|Wκ,t(q)ζ(h)〉 = eu
N
κ,t(q)−〈UN,−κ,t (q)|h〉h−〈g|UN,+κ,t (q)〉h+〈g|e−tωh〉h .
Setting g = h = 0 we see in particular that the expectation value of Wκ,t(q)
with respect to the vacuum vector ζ(0) is just euκ,t(q).
(4) In view of (5.13),
‖Wκ,t(q)‖ 6 ceu
N
κ,t(q)+c‖UN,+κ,t (q)‖2t+c‖UN,−κ,t (q)‖2t , t > 0,(5.19)
for some universal constant c > 0. Combining this with (3.63), (4.20), and
(5.16) we conclude that sups6t ‖WVκ,s(x)‖ ∈ Lp(Ω,P), for all p, t > 0, with
sup
x∈Rν
E
[
sup
s6t
‖WVκ,s(x)‖p
]
6 ecp
2g4N3(1∨t)+A(pg2,N,t)+c2pV−t.(5.20)
Here c > 0 is another universal constant and A is logarithmically bounded in t
and contains N -dependent terms of lower order than N3,
A(q,N, t) := cN
(
1 + ln[1 + qN(1 ∨ t)])+ cqN2(1 + ln[1 ∨ t]).(5.21)
(5) On account of Rem. 3.20, Lem. 4.16, and Lem. 5.1, the following B(F )-valued
maps are continuous, for every γ ∈ Ω,
(0,∞) ∋ t 7→ (Wκ,t(q))(γ), (0,∞)× Rν ∋ (t,x) 7→Wκ,t[x, b(γ)].(5.22)
(6) Let γ ∈ Ω. If ψ is a linear combination of exponential vectors, then (5.17) (and
an obvious analogue), Rem. 3.20, and Lem. 4.16 show that
[0,∞) ∋ t 7→ (Wκ,t(q))(γ)ψ, [0,∞)× Rν ∋ (t,x) 7→Wκ,t[x, b(γ)]ψ,(5.23)
are continuous F -valued maps. Employing (5.13), (3.62), and Lem. 4.16, we
further see that sup0<t6n,|x|6n ‖Wκ,t[x, b(γ)]‖ < ∞, n ∈ N. Since the expo-
nential vectors are total in F , we conclude that the maps in (5.23) are actually
continuous, for all ψ ∈ F .
(7) Assume in addition that V is bounded and κ ∈ N. Let t > 0 and pick some
path α ∈ C([0,∞),Rν). Then (3.57) and (4.1) imply
WVκ,t[x+αt,αt−• −αt] =WVκ,t[x,α]∗.(5.24)
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If α0 = 0 and α˜ := αt−• −αt, then we further deduce that∫
Rν
〈
Φ(x)
∣∣WVκ,t[x,α]∗Ψ(x+αt)〉dx
=
∫
Rν
〈
WVκ,t[x, α˜]
∗Φ(x+ α˜t)
∣∣Ψ(x)〉dx,(5.25)
for all measurable Φ,Ψ : Rν → F such that one of the two integrals above
exists.
Proposition 5.5. Assume that V is bounded. Let κ ∈ N ∪ {∞}, q : Ω → Rν be
F0-measurable, and t > 0. Then the statement
WVκ,s[q + bt,
tb]WVκ,t[q, b] =W
V
κ,s+t[q, b], s > 0,(5.26)
holds on Ω, if κ ∈ N, and on the complement of some P-zero set, if κ =∞.
Proof. Applying (5.17) repeatedly we see that
WVκ,s[q + bt,
tb]WVκ,t[q, b]ζ(h) =W
V
κ,s+t[q, b]ζ(h), s > 0, h ∈ h,(5.27)
is implied by (3.58), (3.59), and (4.40), if κ is finite, and on the complement of a
P-zero set by (3.60), (3.61), and Lem. 4.18, if κ =∞. Since the set of exponential
vectors is total in F , this proves the proposition. 
Proposition 5.6. Let τ2 > τ1 > 0 and p > 0. Then
sup
x∈Rν
E
[
sup
t∈[τ1,τ2]
‖WVκ,t(x)−WV∞,t(x)‖p
]
κ→∞−−−−−→ 0,(5.28)
where the convergence is uniform as g varies in a compact subset of R and as V
varies in a set of Kato decomposable potentials satisfying
sup
x∈Rν
E
[
ep˜
∫ τ2
0 V−(x+bs)ds
]
6 Ap˜,τ2 , p˜ > 0,(5.29)
with V -independent Ap˜,τ2 > 0.
Proof. Let κ ∈ N, x ∈ Rν , t > 0, and abbreviate
UN,±κ,t (x, τ) := τU
N,±
κ,t (x) + (1− τ)UN,±∞,t (x), τ ∈ [0, 1],
so that ∂τU
N,±
κ,t (x, τ) = U
N,±
κ,t (x) − UN,±∞,t (x). Employing Lem. 5.1(2) in the first
step and Lem. 5.1(1) in the second one, we then observe that, pointwise on Ω,∥∥F0,t/2(−UN,±κ,t (x))− F0,t/2(−UN,±∞,t (x))∥∥
6
∫ 1
0
∥∥F1,t/2(− ∂τUN,±κ,t (x, τ),−UN,±κ,t (x, τ))∥∥dτ
6 c′‖UN,±κ,t (x)− UN,±∞,t (x)‖tec‖U
N,±
∞,t (x)‖2t+c‖UN,±κ,t (x)‖2t .
Therefore, if 0 < τ1 6 1, τ2 > τ1, and p > 0, then
sup
x∈Rν
E
[
sup
t∈[τ1,τ2]
∥∥F0,t/2(−UN,±κ,t (x))− F0,t/2(−UN,±∞,t (x))∥∥p]
6 cp sup
x∈Rν
E
[
sup
t∈[τ1,τ2]
‖UN,±κ,t (x)− UN,±∞,t (x)‖2pt
]1/2
· sup
κ˜∈N∪{∞}
sup
x∈Rν
E
[
sup
t∈[τ1,τ2]
e4cp‖U
N,±
κ˜,t (x)‖2t
]1/2
,
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where the right hand side goes to zero, as κ→∞, according to Cor. 3.21. Combin-
ing this result with (3.63), (4.20), (4.21), (5.13), (5.29), the formula in Def. 5.3(2),
telescopic summations, and Ho¨lder’s inequality we arrive at (5.28). 
5.3. Definition and discussion of the Feynman-Kac semi-group.
Definition 5.7. Let V be the vector space of all measurable functions Ψ : Rν → F
for which we find p ∈ [1,∞] and a > 0 such that e−a|·|Ψ ∈ Lp(Rν ,F ). Let M be
the vector space of measurable functions from Rν to F . For all κ ∈ N ∪ {∞} and
t > 0, we define a linear map T Vκ,t : V → M by setting
(T Vκ,tΨ)(x) := E
[
WVκ,t(x)
∗Ψ(x+ bt)
]
,(5.30)
for all x ∈ Rν for which ‖WVκ,t(x)∗Ψ(x + bt)‖F ∈ L1(P), and (T Vκ,tΨ)(x) := 0
otherwise.
Since P{bt ∈ N} = 0, for every Borel set N ⊂ Rν with λν(N) = 0, T Vκ,t is also
well-defined on the usual equivalence classes of functions in V .
In the following proposition we study the action of T Vκ,t in the spaces L
p(Rν ,F ).
In what follows we shall write ‖·‖p both for the norm on Lp(Rν ,F ) and on Lp(Rν).
Likewise, ‖ · ‖p,q denotes both the operator norm on B(Lp(Rν ,F ), Lq(Rν ,F )) and
on B(Lp(Rν), Lq(Rν)), if 1 6 p 6 q 6∞. This should not cause any confusion. As
usual, p′ is the exponent conjugate to p and ∞−1 := 0, ∞/q :=∞, for q ∈ (0,∞).
If 1 6 p < ∞, then 〈·, ··〉p,p′ stands for the dual pairing between Lp(Rν ,F ) and
Lp
′
(Rν ,F ).
The singularity at t = 0 of the right hand side of (5.31) in the next proposition
is the same as for Schro¨dinger semi-groups without coupling to quantized fields
[13, 54].
Proposition 5.8. Let κ ∈ N∪{∞} and 1 6 p 6 q 6∞. Suppose that F : Rν → R is
Lipschitz continuous with Lipschitz constant L > 0 and Ψ : Rν → F is measurable
such that eFΨ ∈ Lp(Rν ,F ). Then the following holds:
(1) If p > 1, then the expectation in (5.30) is absolutely convergent for all t > 0
and x ∈ Rν . Furthermore, eFT Vt Ψ ∈ Lq(Rν ,F ), for all t > 0, and
‖eFT Vκ,tΨ‖q 6 cν,p,q
ecp,qL
2t+cp,q,V− t+cp,qg
4N3(1∨t)+cp,qA(g2,N,t)
tν(p−1−q−1)/2
‖eFΨ‖p.(5.31)
Here the constant cp,q,V− > 0 satisfies cp,q,0 = 0 and A is defined in (5.21).
(2) If p = 1 and t > 0, then the expectation in (5.30) is absolutely convergent for
a.e. x ∈ Rν , we again have eFT Vt Ψ ∈ Lq(Rν ,F ), and (5.31) still holds true.
(3) For τ2 > τ1 > 0,
sup
t∈[τ1,τ2]
‖T Vκ,t − T V∞,t‖p,q κ→∞−−−−−→ 0.(5.32)
The convergence is uniform as g varies in a compact subset of R and as V varies
in a set of Kato decomposable potentials satisfying (5.29) with fixed Ap˜,τ2 > 0.
(4) If p > 1 and Ψ ∈ Lp(Rν ,F ), then the following Markov property holds: For
fixed s, t > 0, and x ∈ Rν ,
EFt
[
WVκ,s+t(x)
∗Ψ(x+ bs+t)
]
=WVκ,t(x)
∗(T Vκ,sΨ)(x+ bt), P-a.s.(5.33)
(5) (T Vκ,t)t>0 defines a semi-group on L
p(Rν ,F ).
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(6) If p < ∞, then the semi-group (T Vκ,t)t>0 is strongly continuous in Lp(Rν ,F )
and the following self-adjointness relation is satisfied,
〈T Vκ,tΦ,Ψ〉p,p′ = 〈Φ, T Vκ,tΨ〉p,p′ , Φ ∈ Lp(Rν ,F ), Ψ ∈ Lp
′
(Rν ,F ).(5.34)
Proof. Step 1. Let 1 < p 6 q 6 ∞ and ΨF := eFΨ ∈ Lp(Rν ,F ). Suppose first
that p <∞ in addition. Then
eF (x)E
[
‖WVκ,t(x)∗‖‖Ψ(x+ bt)‖F
]
6 E
[
e2Lp
′|bt|
]1/2p′
sup
y∈Rν
E
[‖WVκ,t(y)‖2p′]1/2p′E[‖ΨF (x+ bt)‖pF ]1/p,(5.35)
for all x ∈ Rν . On account of Rem. 5.4(4), the Lq(Rν)-norm of the right hand side
of (5.35) is less than or equal to some (t, p′, g, V−, N)-dependent constant (having
the form of the numerator in (5.31)) times
cν,p
∥∥et∆/2‖ΨF (·)‖pF∥∥1/pq/p 6 cν,p,qt−ν(p−1−q−1)/2∥∥‖ΨF (·)‖pF∥∥1/p1 .
This proves Part (1) for p ∈ (1,∞). For p = q = ∞, (5.35) is still valid if the last
expectation in the second line is replaced by ‖ΨF‖∞, which again leads to (5.31).
Step 2. Next, we consider the case 1 = p 6 q < ∞, assuming that V is bounded
for a start. Let κ ∈ N, t > 0, and f ∈ Lq′(R3) be non-negative. If also q > 1, then
(5.24) implies∫
Rν
f(x)eF (x)E
[‖WVκ,t(x)∗‖‖Ψ(x+ bt)‖F ]dx
6 E
[
eL|bt|
∫
Rν
f(x)
∥∥WVκ,t[x+ bt, bt−• − bt]∥∥‖ΨF (x+ bt)‖Fdx
]
= E
[
eL|bt|
∫
Rν
f(x− bt)
∥∥WVκ,t[x, bt−• − bt]∥∥‖ΨF (x)‖Fdx
]
6 E
[
e2qL|bt|
]1/2q
sup
y∈Rν
E
[‖WVκ,t[y, bt−• − bt]‖2q]1/2q{ sup
z∈Rν
E
[
f(z − bt)q
′]1/q′}‖ΨF ‖1
6 cν,qe
2qL2t sup
y∈Rν
E
[‖WVκ,t[y, b]‖2q]1/2q{‖et∆/2‖1/q′1,∞‖f q′‖1/q′1 }‖ΨF‖1
6 cν,qe
2qL2t+cqg
4N3(1∨t)+cqA(g2,N,t)+cq,V− tt−ν(1−q
−1)/2‖f‖q′‖eFΨ‖1 =: C(f,Ψ),
where we used the fact that the processes (bs)s∈[0,t] and (bt−s − bt)s∈[0,t] have the
same distribution in the penultimate step. In the last step we applied (5.20). If
we replace the two terms in the big curly brackets {· · · } by ‖f‖∞, then the above
estimation is valid in the case 1 = p = q as well. To include the case κ = ∞ we
put fn := 1Bn(n ∧ f), where Bn is the open ball of radius n ∈ N about 0 in Rν ,
and define random variables gn(x) := n∧ ‖Ψ(x+ bt)‖F , for all x ∈ Rν and n ∈ N.
Then (5.28) implies∫
Rν
fn(x)e
F (x)E
[‖WV∞,t(x)∗‖gn(x)]dx
= lim
κ→∞
∫
Rν
fn(x)e
F (x)E
[‖WVκ,t(x)∗‖gn(x)]dx 6 C(f,Ψ), n ∈ N.
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Hence, by monotone convergence,∫
Rν
f(x)eF (x)E
[‖WVκ,t(x)∗‖‖Ψ(x+ bt)‖F ]dx 6 C(f,Ψ), κ ∈ N ∪ {∞}.(5.36)
If V is unbounded, then we apply (5.36) to V mn := (m ∧ V+)− (n ∧ V−), observing
that C(f,Ψ) can be chosen independently of m,n ∈ N. Then we pass to the limit
m → ∞ by dominated convergence, and to the limit n → ∞ with the help of the
monotone convergence theorem. Altogether this shows that the integral in (5.30)
is absolutely convergent for a.e. x ∈ Rν and proves (5.31) for 1 = p 6 q <∞.
Step 3. Next, we prove Part (3), first under the extra condition p > 1. To this end
we just have to replaceWVκ by the differenceW
V
κ −WV∞ in Step 1 and apply (5.28).
If instead 1 = p 6 q < ∞ and if V is bounded, then we obtain, as in the
beginning of Step 2,∫
Rν
fn(x)E
[‖WVκ,t(x)∗ −WVκ˜,t(x)∗‖gn(x)]dx
6 cν,qt
−ν(1−q−1)/2 sup
y∈Rν
E
[‖WVκ,t[y, b]−WVκ˜,t[y, b]‖2q]1/2q‖f‖q′‖Ψ‖1,(5.37)
for all n, κ, κ˜ ∈ N, Ψ ∈ L1(Rν ,F ), and non-negative f ∈ Lq′(Rν). By virtue of
(5.28) we first conclude that (5.37) is available for κ˜ =∞ and n, κ ∈ N, too. After
that we employ the monotone convergence theorem to pass to the limit n → ∞
in (5.37) with κ˜ = ∞ and κ ∈ N. If V is possibly unbounded and we apply this
procedure to every V mn defined as in Step 2, then this results in
sup
t∈[τ1,τ2]
∫
Rν
f(x)E
[
‖WVmnκ,t (x)∗ −WV
m
n∞,t (x)
∗‖‖Ψ(x+ bt)‖F
]
dx
6 o(κ)‖f‖q′‖Ψ‖1, κ→∞,(5.38)
for all m,n ∈ N. Here the little-o symbol depends on τ2 > τ1 > 0, ν, and q. Accord-
ing to Prop. 5.6 it is, however, independent of g, when g varies in a compact set,
and it is independent of V , when V varies in a set of Kato decomposable potentials
as described in the statement of Prop. 5.6. In particular, o(κ) is independent of
m and n. Therefore, we may first pass to the limit m → ∞ and after that to the
n → ∞ on the left hand side of (5.38) by the same arguments as in the end of
Step 2. The resulting bound permits to get (5.32) for 1 = p 6 q <∞.
We postpone the case p = 1, q =∞ to Step 6.
Step 4. For κ ∈ N and bounded V , the self-adjontness relation (5.34) follows upon
substituting α := b(γ) in (5.25), for all γ ∈ Ω, and taking the expectation of the
so-obtained formula. It can be extended to unbounded V by inserting the potentials
V nn , n ∈ N, defined as in Step 2 and employing the dominated convergence theorem.
All necessary integrability properties are assured by Steps 1 and 2. Thanks to the
by now available special case p = q of Part (3) we may then pass to the limit κ→∞
in (5.34).
Step 5. If p > 1 and Ψ ∈ Lp(Rν ,F ), then (5.33) with V replaced by V nn ,
n ∈ N, defined as in Step 2 follows from Prop. 5.5 and the Markov property
of Brownian motion. In view of Def. 5.3(3), W
V nn
κ,t (x)
∗ → WVκ,t(x)∗ in B(F )
and on Ω, as n → ∞. The estimates of Step 1 and the dominated convergence
theorem further ensure that (T
V nn
κ,t Ψ)(z) → (T Vκ,tΨ)(z), for all z ∈ Rν . Since
W
V nn
κ,s+t(x)
∗Ψ(x + bs+t) → WVκ,s+t(x)∗Ψ(x + bs+t) in L1(Ω,F ;P) (by Step 1 and
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dominated convergence) and since the vector-valued conditional expectation EFt is
a contractive projection on L1(Ω,F ;P), it finally follows that EFt [W
V nn
κ,s+t(x)
∗Ψ(x+
bs+t)]→ EFt [WVκ,s+t(x)∗Ψ(x+ bs+t)], P-a.s. along a subsequence. Altogether this
proves (5.33).
Taking the expectation of (5.33) we see that (T Vκ,t(T
V
κ,sΨ))(x) = (T
V
κ,s+tΨ)(x),
for all s, t > 0 and x ∈ Rν . In particular, (T Vκ,t)t>0 is a semi-group in Lp(Rν ,F ).
By the duality relation (5.34) it is a semi-group in L1(Rν ,F ), too.
Step 6. We can now prove (5.31) and Part (3) in the case p = 1, q = ∞, not yet
covered so far. Let κ ∈ N∪{∞}, t > 0, and s := t/2. Then we write T Vκ,t = T Vκ,sT Vκ,s
and apply Step 1 (with p = 2, q =∞) to the left and Step 2 (with p = 1, q = 2) to
the right factor T Vκ,s, which completes the proof of Part (2). It is now clear that
‖T Vκ,t − T V∞,t‖1,∞ 6 ‖T Vκ,s − T V∞,s‖2,∞‖T Vκ,s‖1,2 + ‖T V∞,s‖2,∞‖T Vκ,s − T V∞,s‖1,2,
where the left hand side goes to zero, as κ→∞, by Steps 1, 2, and 3.
Step 7. On account of the semi-group properties, it only remains to show the
asserted strong continuity at t = 0. So assume that p ∈ [1,∞). Let Ψ : Rν → F
be a linear combination of vectors of the form fζ(h) with h ∈ h and f ∈ C∞0 (Rν).
Then it follows from the continuity of the processes uNκ (x) and U
N,±
κ (x) and from
the formula (5.18) that WVκ,t(x)
∗Ψ(x+ bt)→ Ψ(x), t ↓ 0, on Ω. At the same time,
if F (x) := |x|, then x 7→ e−F (x) sups61(e|bs|‖WVκ,s(x)‖+1)‖eFΨ‖∞ is a dominating
function for every map x 7→WVκ,t(x)∗Ψ(x+ bt)−Ψ(x) with t ∈ (0, 1], that belongs
to Lp(Rν × Ω, λν ⊗ P) as a consequence of (3.4) and (5.20). Since∫
Rν
∥∥E[Φ(x)]∥∥pdx 6 ∫
Rν
E
[‖Φ(x)‖p]dx,
for every measurable Φ : Rν → F with ‖Φ(x)‖ ∈ Lp(P), a.e. x, these remarks
imply that T Vκ,tΨ → Ψ, t ↓ 0, in Lp(Rν ,F ). Since Ψ can be chosen in a dense
subset of Lp(Rν ,F ) and since supt∈[0,1] ‖T Vκ,t‖p,p <∞ in view of (5.31), this proves
that (T Vκ,t)t>0 is strongly continuous (at t = 0) in L
p(Rν ,F ). 
The next remark turns out to be convenient at the end of the proof of Thm. 6.6.
Remark 5.9. The relation (5.34) can be generalized as follows: Let t > 0, κ ∈
N ∪ {∞}, p ∈ [1,∞], q ∈ [p,∞], Φ ∈ Lp(Rν ,F ), and Ψ ∈ Lq′(Rν ,F ). Then
〈T Vκ,tΦ,Ψ〉q,q′ = 〈Φ, T Vκ,tΨ〉p,p′ .(5.39)
In fact, in view of (5.34) it only remains to verify (5.39) for q′ <∞. In this case
we set Ψn := 1{‖Ψ(·)‖F6n}Ψn, so that Ψn ∈ Lq
′
(Rν ,F ) ∩ L∞(Rν ,F ), thus Ψn ∈
Lp
′
(Rν ,F ), for all n ∈ N. Then (5.34) implies 〈T Vκ,tΦ,Ψn〉p,p′ = 〈Φ, T Vκ,tΨn〉p,p′
However, since T Vκ,tΦ ∈ Lq(Rν ,F ), the relation 〈T Vκ,tΦ,Ψn〉p,p′ = 〈T Vκ,tΦ,Ψn〉q,q′
holds by definition of the dual pairing. Now it suffices to observe that, as n→∞,
Ψn → Ψ in Lq′(Rν ,F ) and T Vκ,tΨn → T Vκ,tΨ in Lp
′
(Rν ,F ) by Prop. 5.8(1).
Corollary 5.10. Let p ∈ [1,∞). Then we find constants cp > 0, c˜p,V− > 0,
depending only on the quantities displayed in their subscripts and with c˜p,0 = 0,
such that, for every κ ∈ N ∪ {∞}, the resolvent set of the generator of (T Vκ,t)t>0,
considered as a C0-semi-group on L
p(Rν ,F ), contains the interval(−∞,−cpg4N3 − c˜p,V−).
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Proof. This is a consequence of the Hille-Yosida theorem, Prop. 5.8(5)&(6), and
the bound (5.31). 
As in the theory of Schro¨dinger semi-groups with Kato decomposable potentials
[54] we can actually show that the infima of the Lp-spectra are p-independent.
5.4. Feynman-Kac formula for the ultra-violet regularized Hamiltonian.
The Feynman-Kac formula for finite κ asserted in the next theorem is actually a
special case of [28, Thm. 11.3]. Since the article loc. cit. also covers the case
of matter particles with spin that are minimally coupled to a quantized radiation
field, the proof given there is, however, way more complicated than necessary for
the Nelson model. For this reason we include the fairly short and simple proof of
the following theorem.
Theorem 5.11. Let κ ∈ N, Ψ ∈ L2(Rν ,F ), and t > 0. Then
(e−tH
V
N,κ−tNErenκ Ψ)(x) = (T Vκ,tΨ)(x), a.e. x ∈ Rν .(5.40)
Proof. Step 1. Let x ∈ Rν and h ∈ D(ω). In view of (5.9) and (5.17) we then have
d
dt
Wκ,t(x)ζ(h) = a
†(− ωe−tωh− ddtUN,+κ,t (x))Wκ,t(x)ζ(h)
+
(
d
dtuκ,t(x)− 〈 ddtUN,−κ,t (x)|h〉
)
Wκ,t(x)ζ(h), t > 0,(5.41)
where, according to Lem. 3.5, (3.56), Def. 4.1, and the definition of fNκ (x) in (2.5),
d
dt
UN,−κ,t (x) = e
−tωfNκ (x+ bt),(5.42)
d
dt
UN,+κ,t (x) = −ωUN,+κ,t (x) + fNκ (x+ bt),(5.43)
d
dt
uNκ,t(x) = 〈fNκ (x+ bt)|UN,+κ,t (x)〉 −NErenκ .(5.44)
For every y ∈ Rν , we define a self-adjoint operator (with domain D(dΓ(ω))) by
Ĥκ(y) := dΓ(ω) + ϕ(f
N
κ (y)).
Then (5.8), (5.10), and (5.11) imply
Ĥκ(x+ bt)Wκ,t(x)ζ(h) = a
†(ωe−tωh− ωUN,+κ,t (x) + fNκ (x+ bt))Wκ,t(x)ζ(h)
+ 〈fNκ (x+ bt)|e−tωh− UN,+κ,t (x)〉Wκ,t(x)ζ(h),
for all t > 0. Comparing the previous formula with (5.41)–(5.44) we find
d
dt
Wκ,t(x)ζ(h) = −(Ĥκ(x+ bt) +NErenκ )Wκ,t(x)ζ(h), t > 0, on Ω.(5.45)
Step 2. In this step we assume in addition that V is bounded. Then the process
(e−
∫
t
0
V (x+bs)ds)t>0 has absolutely continuous paths whose derivatives exist at a.e.
t > 0 and are given by the obvious formula. Let x ∈ Rν , g ∈ C∞0 (R3,R), and
φ, ψ ∈ E˜R := spanR{ζ(h) : h ∈ D(ω) ∩ hR}. Then Ito¯’s formula, the symmetry of
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Ĥκ(x+ bs) on E˜R, and (2.9) P-a.s. imply
〈WVκ,t(x)φ|g(x+ bt)ψ〉 = 〈φ|g(x)ψ〉
−
∫ t
0
〈
WVκ,s(x)φ
∣∣((HVN,κ +NErenκ )gψ)(x+ bs)〉ds
+
∫ t
0
〈WVκ,s(x)φ|(∇gψ)(x + bs)〉dbs, t > 0.(5.46)
On account of (5.20) the stochastic integral in the third line of (5.46) is an L2-
martingale, which permits to get
(T Vκ,tΨ)(x)−Ψ(x) = −
∫ t
0
(
T Vκ,s(H
V
N,κ +NE
ren
κ )Ψ
)
(x)ds, t > 0, x ∈ Rν ,(5.47)
for every Ψ ∈ D := spanC{gψ : g ∈ C∞0 (Rν ,R), ψ ∈ E˜R}. Since, for fixed t > 0,∫ t
0
(
T Vκ,s(H
V
N,κ +NE
ren
κ )Ψ
)
(x)ds =
( ∫ t
0
T Vκ,s(H
V
N,κ +NE
ren
κ )Ψds
)
(x), a.e. x,
where the integral on the right hand side is a Bochner-Lebesgue integral constructed
in L2(Rν ,F ), we readily infer from (5.47) and the strong coninuity of (T Vκ,t)t>0 on
L2(Rν ,F ) that∥∥ 1
t (T
V
κ,tΨ−Ψ)− (HVN,κ +NErenκ )Ψ
∥∥ 6 sup
s6t
‖(T Vκ,s − 1)(HVN,κ +NErenκ )Ψ‖ t↓0−−→ 0,
for every Ψ ∈ D . This shows thatHVκ +NErenκ agrees with the self-adjoint generator
of the semi-group (T Vκ,t)t>0 on the domain D . Since V is assumed to be bounded, we
also know, however, that HVN,κ+NE
ren
κ is essentially self-adjoint on D . Therefore,
HVN,κ + NE
ren
κ is the generator of (T
V
κ,t)t>0 in L
2(Rν ,F ), i.e., (5.40) holds for all
Ψ ∈ L2(Rν ,F ).
Step 3. Finally, we extend the Feynman-Kac formula (5.40) from bounded measur-
able V to the general case of Kato decomposable V , following a standard procedure.
Let Ψ ∈ L2(Rν ,F ) and t > 0 be fixed in the rest of the proof.
First, we assume in addition that V is bounded from below and set Vn := n∧V ,
n ∈ N. Then E[WVnκ,t (x)∗Ψ(x+bt)]→ E[WVκ,t(x)∗Ψ(x+bt)], n→∞, for all x ∈ Rν ,
by dominated convergence and Prop. 5.8(1), while the monotone convergence of the
quadratic forms qVnN,κ ↑ qVN,κ on the domain D(qVN,κ), which is dense in L2(Rν ,F ),
implies that e−tH
Vn
N,κΨ → e−tHVN,κΨ a.e. along a subsequence; see, e.g., [51, Thm.
VIII.20(b) and Thm. S.14]. This proves (5.40) in the case inf V > −∞.
Finally, we consider a general Kato-decomposable V and set Vn := (−n) ∨ V ,
n ∈ N. For every x ∈ Rν , we have the domination
‖WVnκ,t (x)∗Ψ(x+ bt)‖ 6 ‖WVκ,t(x)‖‖Ψ(x+ bt)‖.(5.48)
Here ‖Ψ(x + bt)‖ ∈ L2(P) and ‖WVκ,t(x)‖ ∈ L2(P) by (5.20), so that the right
hand side of (5.48) is actually P-integrable. Therefore, E[WVnκ,t (x)
∗Ψ(x + bt)] →
E[WVκ,t(x)
∗Ψ(x + bt)], n → ∞, for every x ∈ Rν . The monotone convergence of
the quadratic forms qVnN,κ ↓ qVN,κ on D(qVN,κ) = D(qV+N,κ) =
⋃
n∈ND(qVnN,κ) implies,
however, that e−tH
Vn
N,κΨ→ e−tHVN,κΨ a.e. along a subsequence; see, e.g., [51, Thm.
VIII.20(b) and Thm. S.16]. 
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Remark 5.12. For finite κ ∈ N, (5.45) actually implies the pointwise operator norm
bound ln ‖Wκ,t(x)‖ 6 ‖ω−1/2fNκ (x)‖2ht− tNErenκ on Ω, which is non-uniform in κ;
see [28, Thm. 5.3]. Thanks to this it is possible to extend Thm. 5.11 to a larger
class of potentials; see [28, Thm. 11.3]. We restrict ourselves to Kato decomposable
potentials, because our analysis requires bounds like (5.20) which is uniform in κ
and holds for κ =∞ as well.
5.5. Feynman-Kac formula without ultra-violet cut-off. In this short subsec-
tion we complete our independent construction of the Nelson Hamiltonian without
ultra-violet cut-off. The Feynman-Kac formula for it will actually hold by definition.
Theorem 5.13. For every t > 0, the sequence {e−tHVN,κ−tNErenκ }κ∈N converges in
operator norm to T V∞,t. The convergence is uniform as t varies in a compact subset
of (0,∞).
Proof. Combine Prop. 5.8(3) (with p = q = 2) and Thm. 5.11. 
In particular, the following definition makes sense:
Definition 5.14. The self-adjoint generator of the semi-group (T V∞,t)t>0 acting
in L2(Rν ,F ) is called the (ultra-violet renormalized) Nelson Hamiltonian. It is
denoted by HVN,∞.
Remark 5.15. As the semi-group (T V∞,t)t>0 is given by explicit formulas, and not
just as an abstract limiting object, our definition of the ultra-violet renormalized
Nelson Hamiltonian HVN,∞ does not depend on the choice of any cutoff function.
The independence of HVN,∞ (up to finite energy shifts) on the choice of cutoff
functions (in a certain class at least) has been observed earlier in [3, Prop. 3.9].
Corollary 5.16. We find a universal constant c > 0 and some c˜V− > 0, depending
only on V− with c˜0 = 0, such that
inf σ(HVN,∞) > −cg4N3 − c˜V− .(5.49)
The number on the right hand side is also a lower bound on the spectra of all
operators HVN,κ +NE
ren
κ with κ ∈ N.
Proof. Combine Cor. 5.10, Thm. 5.11, and Def. 5.14. 
Now a standard argument finishes our independent proof of Thm. 2.4:
Proof of Thm. 2.4. Since the formula (A+1)−1 =
∫∞
0 e
−t(A+1)dt is valid for every
non-negative self-adjoint operatorA in some Hilbert space, Thm. 5.13 and Cor. 5.16
entail the convergenceHVN,κ+NE
ren
κ → HVN,∞, κ→∞, in norm resolvent sense. 
6. The renormalized Nelson model in the non-Fock representation
In this section we provide the first non-perturbative construction of the renor-
malized Nelson Hamiltonian in a non-Fock representation; see [5] for a discussion
of ultra-violet regularized Nelson Hamiltonians in non-Fock representations. In a
perturbative setting, a renormalized Nelson Hamiltonian in the non-Fock represen-
tation has been constructed in [31]; see Rem. 6.9. As in the previous section we shall
first define and analyze the corresponding semi-group and define the renormalized
Hamiltonian as its generator. This procedure does not necessitate any smallness
assumptions on |g| like the KLMN theorem used in [31].
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The non-Fock representation is obtained in two steps. First, we associate a
unitary transformation to an infra-red cut-off parameter Λ > 0, which by now is
commonly called Gross transformation. Nelson employed this transformation in
[47] and called it approximate dressing transformation. We learned from [31] that
it essentially goes back to Tomonaga. After that we remove the infra-red cut-off
in the transformed semi-group. While the Gross transformations themselves do
not have a limit as Λ ↓ 0, we shall find a well-defined limiting semi-group. (The
term “non-Fock” actually originates in the effect that, in the limit Λ ↓ 0, the Gross
transformations give rise to a new representation of the Weyl relations inequivalent
to the one induced by W ; see [5]. Despite of this nomenclature, all semi-groups
constructed below still act on Fock space-valued Lp-spaces.)
Although they are not unitarily equivalent, the spectra of the renormalized
Hamiltonians in the original and the non-Fock representation agree; see Rem. 6.8(2)
below. Hence, if one is interested in a certain property of the spectrum as a set,
then one can equally well work in the non-Fock representation. The latter has the
pleasant feature that, even without any infra-red regularizations, the massless Nel-
son model can have ground states in the non-Fock representation [5, 31, 40, 48],
while this is not the case for the original massless Nelson model [38, 39, 48]. The ex-
istence of a ground state can, for instance, facilitate the analysis of binding energies
[30].
Let us start our constructions by defining the Gross transformations in a slightly
more general setting; recall the definition of βNΛ,κ(x) and the Weyl representation
W in (2.5) and Subsect. 5.1, respectively.
Definition 6.1. Let κ ∈ N ∪ {∞} and Λ > 0. In the case Λ = 0 we assume in
addition that η is chosen such that ω−3η2 is integrable in a neighborhood of 0. For
all p ∈ [1,∞], we then define a Gross transformation GΛ,κ on Lp(Rν ,F ) by
(GΛ,κΨ)(x) := W (β
N
Λ,κ(x))Ψ(x), Ψ ∈ Lp(Rν ,F ), a.e. x ∈ Rν .(6.1)
In view of (5.1), GΛ,κ : L
p(Rν ,F ) → Lp(Rν ,F ) is isometric and surjective, for
all κ ∈ N ∪ {∞}, Λ > 0, and p ∈ [1,∞], with
(G−1Λ,κΨ)(x) = W (−βNΛ,κ(x))Ψ(x), Ψ ∈ Lp(Rν ,F ), a.e. x ∈ Rν .
For p ∈ [1,∞), the adjoint of GΛ,κ↾Lp(Rν ,F) is given by G−1Λ,κ↾Lp′(Rν ,F), where p′ is
the exponent conjugate to p.
Next, we introduce the stochastic processes encountered in the transformed semi-
group and, after that, the transformed semi-group itself. We shall see in Prop. 6.5
below that the following formulas are actually the correct ones; recall the notation
(4.6)–(4.8) and (4.12).
Definition 6.2. For all κ ∈ N ∪ {∞}, t,Λ > 0, and x ∈ Rν , we abbreviate
U˜N,−Λ,κ,t(x) := {βNΛ,κ(x)− e−tωβNΛ,κ(x+ bt)} − UN,−κ,t (x),(6.2)
U˜N,+Λ,κ,t(x) := {βNΛ,κ(x+ bt)− e−tωβNΛ,κ(x)} − UN,+κ,t (x),(6.3)
u˜NΛ,κ,t(x) := u
N
κ,t(x)− bNΛ,κ,t(x) + cN,−Λ,κ,t(x) + cN,+Λ,κ,t(x).(6.4)
In the case Λ = 0 these objects will be denoted as
u˜Nκ,t(x) := u˜
N
0,κ,t(x), U˜
N,±
κ,t (x) := U˜
N,±
0,κ,t(x).
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Again we notice that the whole terms inside the curly brackets in (6.2) and
(6.3) are continuous adapted k-valued processes, as the phase differences e−im·yℓ −
e−tω−im·zℓ compensate for the infra-red singularity of βκ. The separate terms of
the differences inside {· · · } do in general not even belong to h.
Finally, we observe that U˜N,−κ,t (x) is a square-integrable h-valued martingale,
U˜N,−κ,t (x) =
N∑
ℓ=1
e−im·xℓM−κ,t[bℓ].
Definition 6.3. Let κ ∈ N ∪ {∞}, t,Λ > 0, and x ∈ Rν . Then we set
W˜Λ,κ,t(x) := e
u˜NΛ,κ,t(x)F0,t/2(U˜
N,+
Λ,κ,t(x))F0,t/2(U˜
N,−
Λ,κ,t(x))
∗.
For every element Ψ of the vector space V introduced in Def. 5.7, we put
(T˜ VΛ,κ,tΨ)(x) := E
[
e−
∫
t
0
V (x+bs)dsW˜Λ,κ,t(x)
∗Ψ(x+ bt)
]
,(6.5)
provided that the expectation converges absolutely, and (T˜ VΛ,κ,tΨ)(x) := 0 other-
wise. We further abbreviate
W˜κ,t(x) := W˜0,κ,t(x), T˜
V
κ,t := T˜
V
0,κ,t.
We shall see in Prop. 6.5 and Thm. 6.6 that the expectation in (6.5) converges
absolutely for at least a.e. x and that the restriction of T˜ VΛ,κ,t to L
p(Rν ,F ), p ∈
[1,∞], is a bounded linear Lq(Rν ,F )-valued map, for every q ∈ [p,∞].
Let us, however, first derive a general transformation formula:
Lemma 6.4. Let f+, f− ∈ k, g, g˜ ∈ h, and R, Q, Q˜ be unitary operators on h
commuting with every e−sω, s > 0. Let t > 0, assume that
g − e−tωR∗Q˜∗g˜ ∈ k, g˜ − e−tωQ˜Rg ∈ k,(6.6)
and abbreviate
α := −‖g‖2h/2− ‖g˜‖2h/2 + 〈f−|g〉h + 〈g˜|Q˜f+〉h + 〈g˜|e−tωQ˜Rg〉h.
Then Q∗ and Q˜ map k into itself and the following operator identity holds true,
W (g˜, Q˜)F0,t/2(−f+)Γ(R)F0,t/2(−f−)∗W (−g,Q)
= eαF0,t/2(g˜ − e−tωQ˜Rg − Q˜f+)Γ(Q˜RQ)
× F0,t/2(Q∗g − e−tωQ∗R∗Q˜∗g˜ −Q∗f−)∗.(6.7)
Proof. That Q∗k, Q˜k ⊂ k follows easily from [e−sω, Q˜] = [e−sω, Q∗] = 0, s > 0,
and the relations ‖ω−1/2f‖h = limε↓0 ‖(ω + ε)−1/2f‖h, f ∈ k, and (ω + ε)−1/2h =∫∞
0
e−sε−sωhds/
√
πs, h ∈ h.
To prove the asserted operator identity we pick an exponential vector ζ(h) with
h ∈ h. Then the defining relation (5.4) for the Weyl representation and (5.14) entail
F0,t/2(−f−)∗W (−g,Q)ζ(h) = e−‖g‖
2
h/2+〈g|Qh〉h−〈f−|Qh−g〉hζ(e−tω/2Qh− e−tω/2g),
whence (5.15) permits to get
F0,t/2(−f+)Γ(R)F0,t/2(−f−)∗W (−g,Q)ζ(h)
= e−‖g‖
2
h/2+〈g|Qh〉h−〈f−|Qh−g〉hζ(e−tωRQh− e−tωRg − f+).
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Applying (5.4) once more we arrive at
W (g˜, Q˜)F0,t/2(−f+)Γ(R)F0,t/2(−f−)∗W (−g,Q)ζ(h)
= e−‖g‖
2
h/2−‖g˜‖2h/2+〈g|Qh〉h−〈f−|Qh−g〉h−〈g˜|Q˜e−tωRQh−Q˜e−tωRg−Q˜f+〉h
× ζ(Q˜e−tωRQh+ g˜ − Q˜e−tωRg − Q˜f+)
= eα+〈Q
∗g−e−tωQ∗R∗Q˜∗g˜−Q∗f−|h〉h
× ζ(e−tωQ˜RQh+ g˜ − e−tωQ˜Rg − Q˜f+).
On account of (5.14), (5.15), and the condition (6.6) the previous identity shows
that (6.7) holds true on the linear hull generated by all exponential vectors. By
continuity it then extends to an identity in B(F ). 
Proposition 6.5. Let κ ∈ N ∪ {∞}, Λ > 0, t > 0, and x ∈ R3. In the case
µ = Λ = 0 assume in addition that η is chosen such that ω−3η2 is integrable in a
neighborhood of 0. Then βΛ,κ ∈ h and the following identity holds on Ω,
W˜Λ,κ,t(x) = W (β
N
Λ,κ(x+ bt))Wκ,t(x)W (−βNΛ,κ(x)).(6.8)
If 1 6 p 6 q 6∞, then T˜ VΛ,κ,t is a well-defined element of B(Lp(Rν ,F ), Lq(Rν ,F ))
satisfying
T˜ VΛ,κ,t = GΛ,κT
V
κ,tG
−1
Λ,κ.(6.9)
Proof. The relation (6.8) follows from Def. 5.3, Def. 6.3, and Lem. 6.4 with R = Q =
Q˜ = 1 and obvious choices of f±. Notice that, if g = βNΛ,κ(x) and g˜ = β
N
Λ,κ(x+bt),
then (6.6) is satisfied according to the remarks in the paragraph after Def. 6.2.
Employing (6.8) and Prop. 5.8(1)&(2) we first conclude that the expectation in
(6.5) with Ψ ∈ Lp(Rν ,F ) is absolutely convergent for every x ∈ Rν , if p ∈ (1,∞],
and for a.e. x, if p = 1. After that we readily observe the validity of (6.9). 
Theorem 6.6. The following assertions hold true:
(1) Let t > 0, κ ∈ N ∪ {∞}, F : Rν → R be Lipschitz continuous with Lipschitz
constant L > 0, and Ψ : Rν → F be measurable with eFΨ ∈ Lp(Rν ,F ), for
some p ∈ [1,∞]. Then the expectation in (6.5) converges absolutely for at least
a.e. x ∈ Rν , even in the case µ = Λ = 0 without any additional assumption
on η. It converges absolutely for all x ∈ Rν in case p > 1. Furthermore,
eF T˜ VΛ,κ,tΨ ∈ Lq(Rν ,F ) and the bound (5.31) holds with T Vκ,t replaced by T˜ VΛ,κ,t,
for all Λ > 0 and q ∈ [p,∞].
(2) For all Λ > 0, κ ∈ N ∪ {∞}, and t > 0, the restriction of T˜ VΛ,κ,t to Lp(Rν ,F )
with p ∈ [1,∞] belongs to B(Lp(Rν ,F ), Lq(Rν ,F )), for every q ∈ [p,∞], and
‖T˜ VΛ,κ,t‖p,q = ‖T Vκ,t‖p,q.(6.10)
(3) For all 1 6 p 6 q 6∞,
sup
κ∈N∪{∞}
sup
t∈[τ,T ]
‖T˜ VΛ,κ,t − T˜ Vκ,t‖p,q Λ↓0−−−−→ 0, 0 < τ 6 T.
(4) For all p ∈ [1,∞), Ψ ∈ Lp(Rν ,F ), and τ > 0,
lim
Λ↓0
sup
κ∈N∪{∞}
sup
t∈[0,τ ]
‖T˜ VΛ,κ,tΨ− T˜ Vκ,tΨ‖p = 0.
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(5) For all Λ > 0 and κ ∈ N∪{∞}, (T˜ VΛ,κ,t)t>0 is a semi-group on every Lp(Rν ,F ),
p ∈ [1,∞]. For p ∈ [1,∞), it is strongly continuous.
(6) For all t > 0, Λ > 0, κ ∈ N ∪ {∞}, and 1 6 p 6 q 6∞,
〈T˜ VΛ,κ,tΦ,Ψ〉q,q′ = 〈Φ, T˜ VΛ,κ,tΨ〉p,p′ , Φ ∈ Lp(Rν ,F ), Ψ ∈ Lq
′
(Rν ,F ).(6.11)
(7) For all 1 6 p 6 q 6∞,
sup
Λ>0
sup
t∈[τ,T ]
‖T˜ VΛ,κ,t − T˜ VΛ,∞,t‖p,q κ→∞−−−−−→ 0, 0 < τ 6 T.
Before we prove this theorem we give the formal definition of the renormalized
Nelson Hamiltonian in the non-Fock representation and make two remarks.
Definition 6.7. For all κ ∈ N ∪ {∞} and Λ > 0, the self-adjoint generator of the
semi-group (T˜ VΛ,κ,t)t>0 on the Hilbert space L
2(Rν ,F ) is denoted by H˜VN,Λ,κ and
we write H˜VN,κ := H˜
V
N,0,κ for short. If µ = 0, η = 1, and g 6= 0, then H˜VN,∞ is called
the renormalized Nelson Hamiltonian in the non-Fock representation.
Remark 6.8. (1) Combining Parts (3) and (6) of Thm. 6.6, we see that
T˜ V∞,t = lim
Λ↓0
lim
κ→∞
T˜ VΛ,κ,t = limκ→∞
lim
Λ↓0
T˜ VΛ,κ,t, t > 0,
in B(Lp(Rν ,F ), Lq(Rν ,F )) with 1 6 p 6 q 6∞.
(2) Let κ ∈ N ∪ {∞}. If Λ > 0, then H˜VN,Λ,κ and HVN,κ are unitarily equivalent,
because their semi-groups are intertwined by the Gross transformation which
is unitary on L2(Rν ,F ). Therefore, it follows from Prop. 5.8(3), Thm. 6.6(3),
and general principles [51, Thm. VIII.23(a) & Thm. VIII.24(a)] that
σ(H˜VN,κ) = σ(H
V
N,κ).
Remark 6.9. For N = 1, V (x) = −cg/|x|, and sufficiently small g > 0, Hirokawa
et al. [31] proved that the limit of GΛ,κH
V
N,κG
∗
Λ,κ, as κ → ∞ and Λ ↓ 0, exists in
the norm resolvent sense. In view of Rem. 6.8(1) their limit operator agrees with
H˜V1,∞ in this case.
Proof of Thm. 6.6. Throughout the proof, κ ∈ N ∪ {∞} and x ∈ Rν are arbitrary
and no constant will depend on these quantities.
Step 1. Let t,Λ > 0. Then
|〈ω−1/2UN,−κ,t (x)|1{|m|<1}ω1/2βNΛ,κ(x)〉| 6 g2N2
∫
{|m|<1}
∫ t
0
e−sω
ω(ω +m2/2)
dsdλ3
6 cg2N2(1 + ln(1 ∨ t)),
which together with (4.24) (where we choose Λ = 1 and a suitable η) implies
|cN,±Λ,κ,t(x)| 6 cg2N2(1 + ln(1 ∨ t)),(6.12)
if the minus-sign is chosen; the other case is shown analogously. Since bNΛ,κ,t(x) > 0,
a combination of (4.20) and (6.12) yields
E
[
sup
s6t
eτpu˜
N
Λ,κ,s(x)+(1−τ)pu˜Nκ,s(x)
]
6 cNec
′pg2N2(1+ln(1∨t))+c′p2g4N3t,(6.13)
for all τ ∈ [0, 1] and p > 0, with universal constants c, c′ > 0.
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Step 2. Let Λ > 0. We next estimate the difference of u˜Nκ (x) and u˜
N
Λ,κ(x). To this
end we first observe that bNΛ,κ(x) can be written as
bNΛ,κ,s(x) =
1
2
‖βNΛ,κ(x)− βNΛ,κ(x+ bs)‖2h
+
∫
{|m|>Λ}
(1− e−sω)Re
N∑
j,ℓ=1
eim·(xℓ−xj−bj,s)β2κdλ
3, s > 0.(6.14)
Note that this expression is well-defined even for Λ = 0, because the various differ-
ences of exponential functions compensate for the infra-red singularity of βκ. (Only
the difference inside the norm in the first line of (6.14) is h; the individual terms
do in general not belong to h.) Employing (6.14) we obtain
|u˜Nκ,s(x)− u˜NΛ,κ,s(x)|
6 |cN,−κ,s (x)− cN,−Λ,κ,s(x)|+ |cN,+κ,s (x)− cN,+Λ,κ,s(x)|
+
1
2
‖1{|m|<Λ}(βNκ (x)− βNκ (x+ bs))‖2h + sN2
∫
{|m|<Λ}
ωβ2∞dλ
3.(6.15)
Elementary estimations then show that the first, second, and fourth term on the
right hand side of (6.15) are bounded from above by some universal constant times
g2N2Λt, provided that s ∈ [0, t]. For later use we next consider an expression that
is slightly more general than the third term on the right hand side of (6.15). Let
ι ∈ {0, 1}. For every s > 0, we then find that∥∥1{|m|<Λ}(sω)−ι/2(βNκ (x)− βNκ (x+ bs))∥∥2h
=
∫
{|m|<Λ}
1
(sω)ι
∣∣∣ N∑
j=1
(e−im·xj − e−im·(xj+bj,s))βκ
∣∣∣2dλ3
6
g2N
sι
N∑
j=1
∫
{|m|<Λ}
|1− e−im·bj,s |2
ω1+ι(ω +m2/2)2
dλ3
6
g2N
sι
N∑
j=1
|bj,s|1+ι/2
∫
{|m|<Λ}
|m|ι/2
ωι
· dλ
3
(ω +m2/2)2
6 cg2 ·
{
N 3/2Λ|bs|, ι = 0,
N
5/4Λ
1/2s−1|bs|3/2, ι = 1,
(6.16)
whence the Burkholder inequality
E
[
sup
s6t
|bs|q
]
6 cq(Nt)
q/2, t, q > 0,(6.17)
implies, for all t > τ > 0 and p > 0,
E
[
sup
s6t
∥∥1{|m|<Λ}(βNκ (x)− βNκ (x+ bs))∥∥2ph ] 6 cp(g2N2Λt1/2)p,(6.18)
E
[
sup
τ6s6t
∥∥∥1{|m|<Λ}
(sω)1/2
(βNκ (x)− βNκ (x+ bs))
∥∥∥2p
h
]
6 cp(g
2N2Λ
1/2τ−1t3/4)p.(6.19)
Here (6.19) is used in Step 4 below. Altogether we conclude that
E
[
sup
s6t
|u˜Nκ,s(x)− u˜NΛ,κ,s(x)|p
]
6 c′p(g
2N2Λ(t ∨ t1/2))p, t, p > 0.(6.20)
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Combining (6.13) and (6.20) we further arrive at
sup
κ∈N∪{∞}
sup
x∈Rν
E
[
sup
s6t
|eu˜Nκ,s(x) − eu˜NΛ,κ,s(x)|p
]
Λ↓0−−−−→ 0, t > 0.(6.21)
Step 3. Let Λ > 0, p > 0, and t > τ > 0. Employing (5.13), (6.2), and (6.3) we
next observe that
E
[
sup
τ6s6t
‖F0,s/2(U˜N,±Λ,κ,s(x))‖p
]
6 cpE
[
sup
τ6s6t
e8p‖U˜
N,±
Λ,κ,s(x)‖2s
]
6 cp
(
sup
s6t
sup
z∈Rν
ec
′p‖(1−e−sω)βNΛ,κ(z)‖2s
)
· E[ sup
τ6s6t
ec
′p‖βNΛ,κ(x)−βNΛ,κ(x+bs)‖2s
]1/2
E
[
sup
s6t
ec
′p‖UN,±κ,s (x)‖2s
]1/2
.(6.22)
The usual elementary estimates (similar to the last two steps in (3.51)) reveal that
‖(1− e−sω)βNΛ,κ(z)‖2s 6 cg2N2(1 + ln(1 ∨ s)), s > 0.(6.23)
If we set Λ = ∞ in the first four lines of (6.16), then the λ3-integral in the fourth
line is still finite. Combining the so-obtained bounds for ι = 0 and ι = 1 we deduce
that, for all 0 < τ 6 s 6 t,
cp‖βNΛ,κ(x)− βNΛ,κ(x+ bs)‖2h 6 c′pg2N 3/2|bs| 6 c′′p2g4N3t+
|bs|2
4t
,(6.24)
cp‖βNΛ,κ(x)− βNΛ,κ(x+ bs)‖2s 6 c′pg2
(
N
3/2|bs|+N 5/4s−1|bs|3/2
)
6 c′′p2g4N3
(
t+ p2g4N2τ−4t3
)
+
|bs|2
4t
.(6.25)
Here c′, c′′ > 0 depend only on the constant c > 0 on the left hand sides. From
(3.4), (3.63), (6.23), (6.24), and (6.25), we now infer that
sup
Λ>0
sup
κ∈N∪{∞}
E
[
sup
τ6s6t
ep‖U˜
N,±
Λ,κ,s(x)‖2h
]
6 cN(1 + pg2N(1 ∨ t))Nec′pg2N2(1+ln(1∨t))+cp2g4N3(1∨t),(6.26)
sup
Λ>0
sup
κ∈N∪{∞}
E
[
sup
τ6s6t
ep‖U˜
N,±
Λ,κ,s(x)‖2s
]
6 cp,N,g,τ,t <∞.(6.27)
Step 4. Let τ, p,Λ > 0 and t > τ . Then
E
[
sup
τ6s6t
∥∥U˜N,±Λ,κ,s(x)− U˜N,±κ,s (x)∥∥ps]
6 cpE
[
sup
τ6s6t
∥∥1{|m|<Λ}(βNκ (x)− βNκ (x+ bs))∥∥ps]
+ cp sup
s6t
sup
z∈Rν
‖1{|m|<Λ}(1− e−sω)βNκ (z)‖ps
6 c′p(g
2N2Λt
1/2)
p/2 + c′p(g
2N2Λ
1/2τ−1t3/4)p/2 + c′p(g
2N2Λt)
p/2,(6.28)
by (6.18), (6.19), and straightforward estimations applied to the term in the third
line. Likewise, by (6.18),
E
[
sup
s6t
∥∥U˜N,±Λ,κ,s(x)− U˜N,±κ,s (x)∥∥ph] 6 cp(g2N2Λt1/2)p/2 + cp(g2N2Λt)p/2.(6.29)
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Thanks to Lem. 5.1 we further know that
E
[
sup
τ6s6t
∥∥F0,s/2(U˜N,±Λ,κ,s(x))− F0,s/2(U˜N,±κ,s (x))∥∥p]
= E
[
sup
τ6s6t
∥∥∥ ∫ 1
0
F1,s/2
(
U˜N,±Λ,κ,s(x)− U˜N,±κ,s (x), τ U˜N,±Λ,κ,s(x) + (1− τ)U˜N,±κ,s (x)
)
dτ
∥∥∥p]
6 cp sup
Λ′>0
E
[
sup
τ6s6t
e
cp‖U˜N,±
Λ′,κ,s
(x)‖2s]2/3E[ sup
τ6s6t
‖U˜N,±Λ,κ,s(x)− U˜N,±κ,s (x)‖3ps
]1/3
.
If T > τ > 0, then the previous bound, (6.27), and (6.28) imply
sup
κ∈N∪{∞}
sup
x∈Rν
t∈[τ,T ]
E
[
sup
τ6s6t
∥∥F0,s/2(U˜N,±Λ,κ,s(x))− F0,s/2(U˜N,±κ,s (x))∥∥p] Λ↓0−−−−→ 0.(6.30)
It is now a straightforward consequence of telescopic summations, Ho¨lder’s inequal-
ity, (6.13), (6.21), the first bound in (6.22), (6.27), as well as (6.30) that
sup
κ∈N∪{∞}
sup
t∈[τ,T ]
sup
x∈Rν
E
[
sup
τ6s6t
∥∥W˜Λ,κ,s(x)− W˜κ,s(x)∥∥p] Λ↓0−−−−→ 0.(6.31)
Step 6. Now we are in a position to prove Part (1) for (p, q) 6= (1,∞).
On the one hand, ‖W˜Λ,κ(x)‖ = ‖Wκ(x)‖, for every Λ > 0, in view of (6.8). On
the other hand, (6.31) implies that, for all t > 0, x ∈ Rν , and κ ∈ N∪{∞}, we find
Λn > 0, n ∈ N, with Λn ↓ 0 and W˜Λn,κ,t(x)→ W˜κ,t(x), P-a.s. in B(F ), as n→∞.
In particular, ‖W˜κ,t(x)‖ = ‖Wκ,t(x)‖, P-a.s., for all t > 0 and x ∈ Rν . Therefore,
we can replace ‖WVκ,t(x)∗‖ by any e−
∫ t
0
V (x+bs)ds‖W˜Λ,κ,t(x)∗‖ with Λ > 0 on the left
hand sides of (5.35) and (5.36). Thus, apart from the case where p = 1 and q =∞,
Part (1) follows from Steps 1 and 2 of the proof of Prop. 5.8. In particular, we see
that T˜ Vκ,t ∈ B(Lp(Rν ,F ), Lp(Rν ,F )), for all 1 6 p 6 q 6∞ and κ ∈ N∪{∞}, with
the current exception of the case p = 1, q =∞.
Step 7. With the help of (5.16) and (6.31) we can now prove Part (3) for 1 < p 6
q 6∞ by proceeding along the lines of Step 1 of the proof of Prop. 5.8.
To cover the case 1 = p 6 q < ∞ of Part (3) we first observe an analogue of
(5.24): If Λ > 0, κ ∈ N, and V is bounded, then we set
W˜VΛ,κ,t[x,α] := W (β
N
Λ,κ(x+αt))W
V
κ,t[x,α]W (−βNΛ,κ(x)),
for all t > 0, x ∈ Rν , and α ∈ C([0,∞),Rν). In view of (6.8), W˜VΛ,κ,t[x, b] =
e−
∫
t
0
V (x+bs)dsW˜Λ,κ,t(x) under the above assumptions. If also α0 = 0, then the
relation
W˜VΛ,κ,t[x+ αt,αt−• −αt] = W˜VΛ,κ,t[x,α]∗(6.32)
is a direct consequence of (5.24). Employing (5.16) and (6.32) we can mimic the
first estimation in Step 2 of the proof of Prop. 5.8 to arrive at the bound∫
{|x|<n}
fn(x)E
[
e−
∫
t
0
Vmn (x+bs)ds‖W˜Λ,κ,t(x)∗ − W˜Λ′,κ,t(x)∗‖(n ∧ ‖Ψ(x+ bt)‖)
]
dx
6 cν,qτ
−ν(1−q−1)/2‖f‖q′‖Ψ‖1 sup
z∈Rν
E
[
e
∫
T
0
V−(z+bs)ds
]1/2q
· sup
κ′∈N∪{∞}
sup
x∈Rν
E
[
sup
τ6s6T
‖W˜Λ,κ′,s(x)− W˜Λ′,κ′,s(x)‖2q
]1/2q
,(6.33)
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valid for all T > t > τ > 0, non-negative f ∈ Lq′(Rν) with fn := n ∧ f ,
Ψ ∈ L1(Rν ,F ), κ, ℓ,m, n ∈ N, and Λ,Λ′ > 0. V can be any Kato decomposable
potential in (6.33), and the V mn are defined as in Step 2 of the proof of Prop. 5.8.
Now, we apply (5.28) and (6.8) to extend (6.33) to the case κ =∞. In the next step
we invoke (6.31) to extend (6.33) to Λ′ = 0. After that we pass to the limit n→∞
on its right hand side by monotone convergence. Finally, we let m go to infinity
with the help of the dominated convergence theorem. The resulting extension of
(6.33) with Λ′ = 0 proves Part (3) for 1 = p 6 q <∞.
Step 8. Let us now consider the semi-group properties: As a consequence of
Prop. 5.8(5)&(6), the relation (6.9), and the remarks on the Gross transforma-
tion following Def. 6.1, the families (T˜ VΛ,κ,t)t>0 with Λ > 0 are semi-groups on every
Lp(Rν ,F ), p ∈ [1,∞]. Applying the by now available special cases p = q ∈ [1,∞]
of Part (3), we see that (T˜ Vκ,t)t>0 is a semi-group on every L
p(Rν ,F ), p ∈ [1,∞],
as well.
Step 9. With the semi-group properties at hand we may now prove the missing case
p = 1, q =∞ of Parts (1) and (3) similarly as in Step 6 of the proof of Prop. 5.8.
Step 10. Next, we observe that, if Λ > 0, then the identity (6.10) follows from
(6.9), for all 1 6 p 6 q 6∞ and κ ∈ N∪ {∞}. We can extend it to Λ = 0 with the
help of Part (3), which altogether proves Part (2).
Step 11. Let us now turn to the proof of Part (4). We pick p, t > 0 and start by
considering the expressions
W˜Λ,κ,t(x)
∗ζ(h) = eu˜
N
Λ,κ,t(x)+〈U˜N,+Λ,κ,s(x)|h〉hζ(e−tωh+ U˜N,−Λ,κ,t(x)).(6.34)
We first observe that the formula ‖ζ(f)‖ = e‖f‖2h/2, f ∈ h, and (6.26) imply
sup
Λ>0
E
[
sup
s6t
∥∥ζ(e−sωh+ U˜N,−Λ,κ,s(x))∥∥p]
6 cNep‖h‖
2
h(1 + pg2N(1 ∨ t))Nec′pg2N2(1+ln(1∨t))+c′p2g4N3(1∨t).(6.35)
Employing the bound
‖ζ(f)− ζ(g)‖ 6 ‖f − g‖he2‖f‖2h+2‖g‖2h , f, g ∈ h,
we further deduce that
E
[
sup
s6t
∥∥ζ(e−sωh+ U˜N,−Λ,κ,s(x))− ζ(e−sωh+ U˜N,−κ,s (x))∥∥p]
6 e8p‖h‖
2
h sup
Λ′>0
E
[
sup
s6t
e
12p‖U˜N,−
Λ′,κ,s
(x)‖2h
]2/3
E
[
sup
s6t
∥∥U˜N,−Λ,κ,s(x)− U˜N,−κ,s (x)∥∥3ph ]1/3.
By virtue of the previous bound, (6.13), (6.21), (6.26), (6.29), (6.34), and (6.35) it
is now straightforward to verify that
sup
κ∈N∪{∞}
sup
x∈Rν
E
[
sup
s6t
∥∥W˜Λ,κ,s(x)∗ζ(h)− W˜κ,s(x)∗ζ(h)∥∥p] Λ↓0−−−−→ 0.(6.36)
Now, assume that p ∈ [1,∞). Then the set {fζ(h) : f ∈ L∞0 (Rν), h ∈ h} is total
in Lp(Rν ,F ), where L∞0 (R
ν) is the vector space of essentially bounded measurable
functions on Rνwith compact support. Furthermore, we may infer from (5.31) and
the by now available (6.10) that
sup
s6t
sup
Λ>0
sup
κ∈N∪{∞}
‖T˜ VΛ,κ,s‖q,q <∞, t > 0, q ∈ [1,∞].
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Hence, it suffices to pick some f ∈ L∞0 (Rν) and h ∈ h and show that
sup
s6t
sup
κ∈N∪{∞}
∥∥(T˜ VΛ,κ,s − T˜ Vκ,s)(fζ(h))∥∥p Λ↓0−−−−→ 0.
We put F (x) := |x|, x ∈ Rν . Then the latter limit relation follows from (5.16) and
(6.36) because
sup
s6t
∥∥(T˜ VΛ,κ,s − T˜ Vκ,s)(fζ(h))∥∥pp
6 sup
z∈Rν
E
[
e3
∫
t
0
V−(z+bs)ds
]p/3
sup
z∈Rν
E
[
sup
s6t
∥∥(W˜Λ,κ,s(z)− W˜κ,s(z))∗ζ(h)∥∥3]p/3
· ‖eFf‖p∞ sup
s6t
E
[
e3|bs|
]p/3 ∫
Rν
e−pF (x)dx.
Step 12. In view of Prop. 5.8(6) and (6.9) the semi-groups (T˜ VΛ,κ,t)t>0 with Λ > 0
are strongly continuous on every Lp(Rν ,F ), p ∈ [1,∞). The uniform limit relation
of Part (4) can now be used to transfer the strong continuity (at zero) of every
(T˜ VΛ,κ,t)t>0, Λ > 0, to the strong continuity of (T˜
V
κ,t)t>0. This completes the proof
of Part (5).
Step 13. Next, we observe that, for Λ > 0, (6.11) follows from Rem. 5.9, (6.9), and
the remarks on the Gross transformation following Def. 6.1. Employing Part (3),
we can extend (6.11) to the case Λ = 0.
Step 14. In the case 1 < p 6 q 6 ∞, Part (7) can be obtained by the same
procedure that we used to prove Prop. 5.8(3) with p > 1, starting from
sup
Λ>0
sup
x∈Rν
E
[
sup
τ6s6t
∥∥W˜Λ,κ,s(x)− W˜Λ,∞,s(x)∥∥p˜] κ→∞−−−−−→ 0, t > τ > 0.(6.37)
Here and in what follows p˜ > 0. The relation (6.37) can be derived as in Prop. 5.6
with the help of (6.13), (6.27), and
sup
Λ>0
sup
x∈Rν
E
[
sup
s6t
|u˜NΛ,κ,s(x)− u˜NΛ,∞,s(x)|p˜
]
κ→∞−−−−−→ 0, t > 0,(6.38)
sup
Λ>0
sup
x∈Rν
E
[
sup
s6t
∥∥U˜N,±Λ,κ,s(x)− U˜N,±Λ,∞,s(x)∥∥p˜s] κ→∞−−−−−→ 0, t > τ > 0.(6.39)
Here (6.38) is a consequence of (4.15), (6.4), and the observation that (4.17) and
(4.18) are uniform in the choice of η, which can in particular be relaced by 1{|m|>Λ}η
in (4.17) and (4.18). Furthermore, (6.39) follows from (3.64), (6.2), (6.3), (6.17),
and the elementary bounds∥∥∥ 1
(sω)ι/2
(1− e−sω)(βΛ,κ(x)− βΛ,∞(x))∥∥∥2
h
6
cg2N2
κ
,∥∥∥ 1
(sω)ι/2
((
βΛ,κ(x)− βΛ,κ(x+ bs)
)− (βΛ,∞(x)− βΛ,∞(x+ bs)))∥∥∥2
h
6 c(N−1/2s−1|bs|)ι
g2N2
κ
,
for all ι ∈ {0, 1}, Λ > 0, κ ∈ N, s > 0, and x ∈ Rν . Here used |χ2κ(k) − χ2∞(k)| 6
2|k|/κ, |k| < κ, to derive the latter two bounds.
Part (7) can then be extended to the case 1 = p 6 q <∞ by means of Part (6).
Finally, the case p = 1, q = ∞ of Part (7) follows from the already proven cases
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together with the semi-group relations and the fact that ‖T˜ VΛ,κ,t‖p˜,q˜ is uniformly
bounded in Λ > 0, κ ∈ N ∪ {∞}, and t ∈ [τ, T ], for fixed 1 6 p˜ 6 q˜ 6∞. 
7. Feynman-Kac formula for fiber Hamiltonians
In this section we consider only one matter particle whose dynamics is not influenced
by any external potential, i.e., we set N = 1 and V = 0. Then the Nelson model
becomes translation invariant and the Nelson Hamiltonian unitarily equivalent to
a direct integral of fiber Hamiltonians, each attached to a fixed total momentum of
the matter-radiation system. If κ is finite, then it is actually very easy to explicitly
realize this fiber decomposition and find expressions for the fiber Hamiltonians; see
Rem. 7.7. After adding the energy renormalizations Erenκ to the fiber Hamiltonians,
we can then try to analyze their limit as κ goes to infinity. For massive bosons,
this has been done by Cannon in [12] by using Gross transformations similarly as in
Nelson’s article [47]. Massless renormalized fiber Hamiltonians for Nelson’s model
are studied in [20, 21].
Here we shall give an independent construction of renormalized fiber Hamil-
tonians for arbitrary non-negative boson masses, again by showing that suitable
Feynman-Kac semi-groups converge, as κ → ∞, in norm to an explicitly given
limiting semi-group. Then the renormalized fiber Hamiltonian is the generator of
the limiting semi-group by definition. The main new result is our fairly explicit
expression for the Feynman-Kac semi-group for κ =∞.
In what follows, B is again a three-dimensional Brownian motion as explained
in the beginning of Sect. 3. Recall that the P-zero sets N− and N+ have been
introduced in Lem. 3.11 and Lem. 3.15, respectively.
We start by observing that, in the case N = 1, the complex action u1κ,t[x,B] is
actually x-independent as a direct consequence of Def. 4.1 and Def. 4.15. Hence,
we abbreviate
uκ[B] := u
1
κ[0,B], κ ∈ N ∪ {∞}.
Given some x ∈ R3, let us recall the notation Γ(eim·x) := W (0, eim·x) for the Weyl
operator whose action on exponential vectors is given by
Γ(eim·x)ζ(h) = ζ(eim·xh), h ∈ h.(7.1)
Then Γ(eim·x) = eidΓ(m)·x. Here the j-th component of the formal vector of
operators dΓ(m) := (dΓ(m1), dΓ(m2), dΓ(m3)) is reduced by the subspaces in the
decomposition (2.1) of F . It acts by multiplication with 0 in the vacuum subspace
C, and by maximal multiplication with the symmetric function (k1, . . . ,kn) 7→
k1,j + · · ·+ kn,j in L2sym(R3n, λ3n).
Definition 7.1. Let κ ∈ N ∪ {∞} and t > 0. Then we define
Ŵκ,t[B] := e
uκ,t[B]F0,t/2(−eim·BtU+κ,t[B])Γ(eim·Bt)F0,t/2(−U−κ,t[B])∗
on Ω \ (N+ ∪N−) and Ŵκ,t[B] := 1 on N+ ∪N−. We further set
T̂κ,t(ζ) := E
[
eiζ·BtŴκ,t[B]∗
]
, ζ ∈ C3.(7.2)
The definition (7.2), where the expectation is a B(F )-valued Bochner-Lebesgue
integral, requires some justification, which is given in Rem. 7.2(2) and Prop. 7.3
below.
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Remark 7.2. Let κ ∈ N ∪ {∞}. Then the following holds:
(1) For all h ∈ h and t > 0,
Ŵκ,t[B]ζ(h) = e
uκ,t[B]−〈U−κ,t[B]|h〉hζ(e−tω+im·Bth− eim·BtU+κ,t[B]),(7.3)
Ŵκ,t[B]
∗ζ(h) = euκ,t[B]−〈e
im·BtU+κ,t[B]|h〉hζ(e−tω−im·Bth− U−κ,t[B]).(7.4)
This follows from (5.7), (5.14), (5.15), (7.1), and Γ(eim·x)∗ = Γ(e−im·x).
(2) Let t > 0. Then the map
Rν × k2 ∋ (x, g, h) 7→ Ft/3(g)e−tdΓ(ω)/3+idΓ(m)·xFt/3(h)∗ ∈ B(F )
is continuous as a consequence of Lem. 5.1(1) and the bound |m| 6 ω. Since
Rν × k2 is separable, it follows that its range is separable as well. In view of
Ŵκ,t[B] = e
uκ,t[B]F0,t/3(−eim·BtU+κ,t[B])e−tdΓ(ω)/3+im·BtF0,t/3(−U−κ,t[B])∗,
this implies that Ŵκ,t[B] and Ŵκ,t[B]
∗ are Ft-B(B(F ))-measurable with a
separable range.
In what follows F denotes the F -valued Fourier transformation on R3. We also
introduce the unitary operator
Q := F
(∫ ⊕
R3
Γ(eim·x)dx
)
∈ U (L2(R3,F )).
Proposition 7.3. Let κ ∈ N ∪ {∞} and t > 0. Then the map C3 ∋ ζ 7→ T̂κ,t(ζ) ∈
B(F ) is well-defined and analytic and there exist universal constants c, c′ > 0 such
that
‖T̂κ,t(ζ)‖ 6 c′
(
1 + g2(1 ∨ t)2)ec|η|2t+cg4t+cg2(1+ln(1∨t)), ζ ∈ C3.(7.5)
Furthermore,
Qe−tH
0
1,κQ∗ =
∫ ⊕
R3
T̂κ,t(ξ)dξ.(7.6)
Proof. Step 1. Let ζ ∈ C3 and set η := Im ζ. Then 3.4, (3.27), (3.54), (4.20) with
N = 1, and (5.13) imply
E
[
sup
s6t
|eiζ·Bs |‖Ŵκ,s[B]‖
]4
6 E
[
sup
s6t
e−4η·Bs
]
E
[
sup
s6t
e4uκ,s[B]
]
E
[
sup
s6t
ec‖U
−
κ,s[B]‖2s
]
E
[
sup
s6t
ec‖U
+
κ,s[B]‖2s
]
6 c′
(
1 + g2(1 ∨ t)2)ec|η|2t+cg4t+cg2(1+ln(1∨t)),(7.7)
with universal constants c, c′ > 0. Together with Rem. 7.2(2) this shows that T˜κ,t(ζ)
is well-defined and satisfies (7.5). Employing similar estimates it is straightforward
to show that C3 ∋ ζ 7→ T̂κ,t(ζ) ∈ B(F ) is complex differentiable, i.e., analytic.
Step 2. Let x ∈ R3 and write Bxt := x+Bt for short. We shall show that
Wκ,t(x)
∗ = Γ(e−im·x)Ŵκ,t[B]∗Γ(eim·B
x
t ), P-a.s.(7.8)
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In fact, if h ∈ h, then we observe with the help of (5.17), (7.1), (7.3), and the
relations U1,±κ,t (x) = 1Ω\N±e
−im·xU±κ,t[B], P-a.s., that
Wκ,t(x)ζ(h)
= Γ(e−im·B
x
t )euκ,t[B]−〈U
−
κ,t[B]|eim·xh〉hζ
(
e−tω+im·Bteim·xh− eim·BtU+κ,t[B]
)
= Γ(e−im·B
x
t )Ŵκ,t[B]Γ(e
im·x)ζ(h), P-a.s.,
which extends to an operator identity in B(F ).
Step 3. Next, we prove that the fiber decomposition (7.6) holds. Let Ψ be a finite
linear combination of functions of the form fζ(h) with f ∈ S (R3), the Schwartz
space over R3, and h ∈ ⋂n∈ND(|m|n). Then (7.8) permits to get
(T 0κ,tΨ)(x) = Γ(e
−im·x)E
[
Ŵκ,t[B]
∗Γ(eim·B
x
t )Ψ(Bxt )
]
, x ∈ R3.
Set Φ(y) := Γ(eim·y)Ψ(y), y ∈ R3, so that Φˆ ∈ C∞(R3,F ). Thanks to the
condition |m|nh ∈ h, n ∈ N, it is straightforward to verify by partial integration
that Φˆ is rapidly decreasing. Hence, we may further deduce that
Γ(eim·x)(T 0κ,tΨ)(x) =
1
(2π)3/2
E
[
Ŵκ,t[B]
∗
∫
R3
eiξ·B
x
t Φˆ(ξ)dξ
]
=
1
(2π)3/2
∫
R3
eiξ·xE
[
eiξ·BtŴκ,t[B]∗
]
Φˆ(ξ)dξ, x ∈ R3.
On account of the Fourier inversion formula and (7.7) this implies(
QT 0κ,tΨ
)
(ξ) = T̂κ,t(ξ)(QΨ)(ξ), a.e. ξ ∈ R3.
Since Ψ can be chosen in a dense subset of L2(R3,F ) and ‖T̂κ,t(ξ)‖ is bounded
uniformly in ξ ∈ R3, the previous relation and the Feynman-Kac formula T 0κ,t =
e−tH
0
1,κ imply (7.6). 
Lemma 7.4. Let ζ ∈ C3 and t > 0. Then T̂κ,t(ζ)→ T̂∞,t(ζ) in the operator norm,
as κ goes to infinity. The convergence is uniform as t varies in any compact subset
of the open half-axis (0,∞).
Proof. The proof of this lemma is completely analogous to the one of Prop. 5.6. 
Proposition 7.5. Let κ ∈ N ∪ {∞} and ζ ∈ C3. Then (T̂κ,t(ζ))t>0 is a C0-semi-
group on F and
T̂κ,t(ζ)
∗ = T̂κ,t(ζ), t > 0.(7.9)
Proof. Let κ ∈ N ∪ {∞}, ζ ∈ C3, and t > 0.
Employing (7.3) repeatedly we verify that, for every h ∈ h, the equality
Ŵκ,s[
tB]Ŵκ,t[B]ζ(h) = Ŵκ,s+t[B]ζ(h), s > 0, on Ω \Nt,
is implied by (3.15), (3.16), and (4.40). Here the P-zero set Nt is h-independent and
we also took the identity u1κ,s[Bt,
tB] = u1κ,s[0,
tB] into account, which is true in
the case N = 1 considered at present. By the totality of the exponential vectors in
F and since B and tB have the same distribution, we obtain the Markov property
EFt
[
eiζ·Bs+tŴκ,s+t[B]∗
]
= eiζ·BtŴκ,t[B]∗T̂κ,s(ζ), P-a.s.,
for every s > 0. It entails T̂s+t(ζ) = T̂κ,t(ζ)T̂κ,s(ζ).
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Furthermore, if κ ∈ N and B˜s := B(t−s)∧0 −Bt, s > 0, then the relations
eiζ·BtŴκ,t[B]∗
= euκ,t[B]+iζ·BtF0,t/2(−U−κ,t[B])Γ(e−im·Bt)F0,t/2(−eim·BtU+κ,t[B])∗
= euκ,t[B˜]−iζ·B˜tF0,t/2(−eim·B˜tU+κ,t[B˜])Γ(eim·B˜t)F0,t/2(−U−κ,t[B˜])∗
= e−iζ·B˜tŴκ,t[B˜] =
(
eiζ·B˜tŴκ,t[B˜]∗
)∗
, on Ω,
follow from (3.17), (4.1), and the identity u1κ,t[Bt, B˜] = u
1
κ,t[0, B˜] which is valid in
the case N = 1. Taking expectations we obtain (7.9) for finite κ, because (Bs)s∈[0,t]
and (B˜s)s∈[0,t] have the same distribution. In the case κ = ∞, (7.9) now follows
from Lem. 7.4.
It remains to verify the strong continuity of (T̂κ,t(ζ))t>0. On account of (7.5) it
suffices to do this on a total subset of F . For all κ ∈ N∪{∞}, t > 0, and h ∈ h, the
relation lims→t,s>0 T̂κ,sζ(h) = T̂κ,tζ(h) follows, however, from (7.4), the fact that
sups6τ ‖Ŵκ,s[B]∗ζ(h)‖ ∈ L1(P), τ > 0, by (7.7), and the dominated convergence
theorem. 
We now arrive at the main result of this section; the identity (7.11) in the next
theorem is the promised Feynman-Kac formula for fiber Hamiltonians. Notice that
the next theorem contains in particular our definition of the ultra-violet renormal-
ized fiber Hamiltonians Ĥ∞(ξ).
For information on analytic families in the sense of Kato we refer to [34, §§VII.1.2]
and [52].
Theorem 7.6. Let κ ∈ N∪{∞}. Then there exists a unique analytic family in the
sense of Kato, {Ĥκ(ζ)}ζ∈C3 , of closed operators in F such that
QH01,κQ
∗ =
∫ ⊕
R3
Ĥκ(ξ)dξ.(7.10)
For every ζ ∈ C3, the operator Ĥκ(ζ) generates the C0-semi-group (T̂κ,t(ζ))t>0 and
in particular
e−tĤκ(ξ) = T̂κ,t(ξ), ξ ∈ R3, t > 0.(7.11)
There is a universal constant c > 0 such that the resolvent set of every Ĥκ(ζ) with
ζ ∈ C3 contains the interval (−∞,−c|Im ζ|2 − cg4).
Proof. For every ζ ∈ C3, we define Ĥκ(ζ) to be the generator of (T̂κ,t(ζ))t>0.
General principles ensure that Ĥκ(ζ) is densely defined and closed, the bound (7.5)
and the Hille-Yosida theorem imply the last statement on its resolvent set, and
the relation (7.9) entails self-adjointness of Ĥκ(ξ), if ξ ∈ R3. Now (7.10) is a
consequence of (7.6).
The uniqueness statement follows from the unique continuation principle of [34,
Rem. VII.1.6] and the fact that any two strongly resolvent measurable families of
self-adjoint operators indexed by ξ ∈ R3, whose direct integral equals QH01,κQ∗,
agree almost everywhere on R3. 
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Remark 7.7. Let κ ∈ N. Then we can analyze the conjugation of H01,κ with the
unitary transformation Q directly, of course. It turns out that, for every ξ ∈ R3,
Ĥκ(ξ) is self-adjoint with domain D(dΓ(ω)) ∩ D(dΓ(m)2) and given by
Ĥκ(ξ) =
1
2
(ξ − dΓ(m))2 + dΓ(ω) + ϕ(fκ).(7.12)
Similarly as in Steps 1 and 2 of the proof of Thm. 5.11 we can also verify directly that
the right hand side of (7.12) generates (T̂κ,t(ξ))t>0 [28, Thm. 5.3(2) and Thm. 11.1].
Instead of (5.45) we then P-a.s. encounter the stochastic differential equation
Ŵκ,t(ξ)η = η −
∫ t
0
Ĥκ(ξ)Ŵκ,s(ξ)ηds−
∫ t
0
i(ξ − dΓ(m))Ŵκ,s(ξ)ηdBs, t > 0.
This equation is one example of a broader class of stochastic differential equations
whose solution theory for F0-measurable η : Ω→ D(dΓ(ω))∩D(dΓ(m)2) is studied
in [28].
8. Some applications
In the following three subsections we provide some examples for the applicability of
our results. In Subsect. 8.1 we discuss the ergodicity of our semi-groups and prove
the lower bound in (1.3). The upper bound in (1.3) is established in Subsect. 8.2.
Finally, we discuss continuity properties of the semi-group in the Nelson model in
Subsect. 8.3.
8.1. Ergodicity. In this subsection we employ our Feynman-Kac formulas to ver-
ify that the semi-groups corresponding to the Nelson Hamiltonian HVN,κ, its non-
Fock version H˜VN,κ, and the fiber Hamiltonian at zero total momentum Ĥκ(0) are
positivity improving. Here the notion of positivity is determined by a Q-space rep-
resentation of the Fock space F and we ignore the Pauli principle, i.e., HVN,κ and
H˜VN,κ are not restricted to any symmetry subspace. As corollaries we may verify
the usual formulas for the minima of the spectra of these Hamiltonians. This will
also permit us to conclude the proof of the lower bound in (1.3).
The results in this subsection seem to be new in the case κ = ∞, and the
verification of Thm. 8.3 in the non-Fock case has in fact been proposed as an open
problem in [31]. We should mention that earlier results already imply that the semi-
group of the renormalized Nelson Hamiltonian is positivity preserving; see [38] and
the references given there. At the end of this subsection we give some remarks on
earlier work on fiber Hamiltonians based on a different notion of positivity.
Employing standard tools from [17, 55], it has already been observed in [41] that
Feynman-Kac integrands of the form encountered here are positivity improving,
pointwise on Ω. In the proof of Prop. 8.1 we essentially repeat the argument of
[41] because it is short and it requires a little complement to deal with the fiber
Hamiltonian in Prop. 8.2.
We shall work with the self-dual convex cone P in the Fock space F is given by
P := P˚, P˚ :=
{
G(ϕ(g))ζ(0)
∣∣G ∈ S (Rn), G > 0, g ∈ hnR, n ∈ N}.
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Here S (Rn) is the Schwartz space on Rn and, for every G ∈ S (Rn), the bounded
operator G(ϕ(g)) := G(ϕ(g1), . . . , ϕ(gn)) is defined via the F -valued Bochner-
Lebesgue integrals
G(ϕ(g))ψ :=
1
(2π)n/2
∫
Rn
Gˆ(−ξ)W (−iξ · g)ψdξ, ψ ∈ F ;(8.1)
recall from (5.5) that W (h) := W (h,1), h ∈ h.
In fact, there exists a (non-unique) probability space (Q,Q, η) and unitary map
U : F → L2(Q, η) satisfying Uζ(0) = 1 such that, for every g ∈ hR, ϕˆ(g) :=
Uϕ(g)U∗ is a maximal multiplication operator in L2(Q, η) with a Gaussian random
variable, such that Q is generated by {ϕˆ(g) : h ∈ hR}, and such that P is the
pre-image under U of all non-negative functions in L2(Q, η); see, e.g., [55]. In
particular, the vacuum vector ζ(0) is strictly positive with respect to P.
Proposition 8.1. (1) Let t > 0 and h ∈ kR. Then F0,t(h) and F0,t(h)∗ are posi-
tivity improving with respect to P.
(2) Let κ ∈ N ∪ {∞}, t > 0, x ∈ Rν , and γ ∈ Ω. Then Wκ,t(x, γ) and W˜κ,t(x, γ)
are positivity improving with respect to P.
Proof. Step 1. Put s := t/2 > 0. We first show that F0,s(h)
∗ is positivity preserving
by applying arguments from [55]. Let also g ∈ hnR and G ∈ S (Rn). Then a
straightforward combination of (5.4), (5.14), and (8.1) yields
F0,s(h)
∗G(ϕ(g))ζ(0)
=
1
(2π)n/2
∫
Rn
e−‖(1−e
−2sω)ξ·g‖2h/2−i〈h|ξ·g〉hGˆ(−ξ)W (−iξ · e−sωg)ζ(0)dξ.
Applying (8.1) once more we obtain F0,s(h)
∗G(ϕ(g))ζ(0) = G˜(ϕ(e−sωg))ζ(0), with
G˜ denoting the inverse Fourier transform of ξ 7→ e−‖(1−e−2sω)ξ·g‖2h/2−iξ·〈h|g〉hGˆ(−ξ).
If G is non-negative, then G˜ is non-negative as well, because it is the convolution
of a Gaussian and a shifted version of G. We conclude that F0,s(h)
∗ maps P˚ into
itself. Since it is bounded, it also maps P into itself.
Step 2. We infer from Step 1 that F0,s(h) = F0,s(h)
∗∗ and e−sdΓ(ω) = F0,s(0)∗
are positivity preserving. In fact, it is well-known that e−sdΓ(ω) improves posi-
tivity, which follows from [52, Thm.XIII.44(a)⇒(e)] applied to Ue−sdΓ(ω)U∗ and
the fact that 1 is a non-degenerate eigenvalue of e−sdΓ(ω) with strictly positive
eigenvector ζ(0). Since s = t/2, we further have F0,t(h) = F0,s(h)e
−sdΓ(ω) and
F0,t(h)
∗ = e−sdΓ(ω)F0,s(h)∗. This implies Part (1) since a composition of a positiv-
ity preserving and a positivity improving operator improves positivity. Part (2) is
an immediate consequence of Part (1), Def. 5.3, and Def. 6.3. 
Proposition 8.2. Let κ ∈ N∪{∞}, t > 0, and γ ∈ Ω. Then Ŵκ,t(0, γ) is positivity
improving with respect to P.
Proof. In addition to the arguments of the proof of Prop. 8.1, it only remains to
show that Γ(eim·y) is positivity preserving, for every y ∈ R3. This follows, however,
from the relation
Γ(eim·y)W (−iξ · g)ζ(0) = W (−iξ · eim·yg)ζ(0),
and the fact that eim·yg ∈ hnR, for every g ∈ hnR. 
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Theorem 8.3. Let κ ∈ N∪{∞} and t > 0. Then e−tHVN,κ and e−tH˜VN,κ are positivity
improving with respect to the self-dual convex cone in L2(Rν ,F ) given by
(8.2)
∫ ⊕
Rν
Pdx :=
{
Ψ ∈ L2(Rν ,F ) : Ψ(x) ∈ P, a.e. x}.
In particular, if inf σ(HVN,κ) = inf σ(H˜
V
N,κ) is an eigenvalue of H
V
N,κ or H˜
V
N,κ, then it
is non-degenerate and the corresponding eigenvector can be chosen strictly positive.
Proof. The first assertion is an easy consequence of Prop. 8.1, the Feynman-Kac
formula (5.40), Def. 5.14, Def. 6.7, and well-known properties of Brownian motion.
The last statement follows from [17, Cor. 1.2]. 
Theorem 8.4. Let κ ∈ N ∪ {∞} and t > 0. Then e−tĤκ(0) is positivity improving
with respect to P. In particular, if inf σ(Ĥκ(0)) is an eigenvalue, then it is non-
degenerate and the corresponding eigenvector can be chosen strictly positive.
Proof. The first assertion follows from Prop. 8.2, the second from [17, Cor. 1.2]. 
An analog of the previous theorem for the two-dimensional relativistic Nelson
model has been proved by different methods in [56].
The following two corollaries are new only in the case where κ = ∞ and the
functions Ψ and ̺ in (8.3) and (8.4), respectively, are not strictly positive; see [38,
Chap. 6] and compare Thm. C.1.
Corollary 8.5. For all κ ∈ N ∪ {∞},
inf σ(HVN,κ) = − limt→∞
1
t
ln〈Ψ|e−tHVN,κΨ〉, 0 6= Ψ ∈
∫ ⊕
Rν
Pdx,(8.3)
where HVN,κ can be replaced by H˜
V
N,κ on one or both sides.
Proof. Let U : F → L2(Q, η) be a unitary operator as described in front of
Prop. 8.1, and let Θ : L2(Rν ,F )→ L2(Rν ×Q, λν ⊗ η) be the unitary operator ob-
tained by composing
∫ ⊕
Rν
Udx with the canonical isomorphism L2(Rν , L2(Q, η)) =
L2(Rν ×Q, λν ⊗ η). Then Θe−tHVN,κΘ∗ is positivity improving with respect to the
natural cone in L2(Rν ×Q, λν ⊗ η), for all t > 0. Therefore, (8.3) follows from the
well-known Thm. C.1. 
The next corollary will be used to verify (1.3).
Corollary 8.6. Let κ ∈ N∪{∞} and let ̺ : Rν → R be measurable and non-negative
with
∫
Rν
̺2dλν ∈ (0,∞). Then
inf σ(HVN,κ) = − limt→∞
1
t
ln
(∫
Rν
̺(x)E
[
eu
N
κ,t(x)−
∫ t
0
V (x+bs)ds̺(x+ bt)
]
dx
)
,(8.4)
and the same formula holds true with HVN,κ replaced by H˜
V
N,κ and/or u
N
κ,t replaced
by u˜Nκ,t.
Proof. We only have to choose ̺ζ(0) in (8.3), apply our Feynman-Kac formulas,
and take Rem. 5.4(3) into account. 
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Proof of the lower bound in (1.3). Let ̺ : Rν → R be measurable with 0 6 ̺ 6 1
and
∫
Rν
̺dλν = 1. Then
∫
Rν
̺2dλν ∈ (0,∞). Plugging the bound in Rem. 4.12 into
(8.4), we then find inf σ(H0N,κ) > −256π2qg4N3 − cg2N2, κ ∈ N ∪ {∞}, provided
that g2N > 1. Since q > 1 is arbitrary, this proves the first inequality in (1.3). 
Since P ⊂ F is the pre-image of the canonical convex cone in the L2-space
associated with a probability measure under a unitary map U satisfying U−11 =
ζ(0), the mere fact that every e−tĤκ(0), t > 0, is positivity preserving with respect
to P already implies the first identity in
inf σ(Ĥκ(0)) = − lim
t→∞
1
t
ln〈ζ(0)|e−tĤκ(0)ζ(0)〉 = − lim
t→∞
1
t
ln
(
E
[
euκ,t[B]
])
,
which holds for all κ ∈ N∪{∞}; see [39] and [1, Lem. 2.5] or Thm. C.1. The second
identity, following from the Feynman-Kac formula, is new for κ = ∞ and µ = 0,
because the limiting complex action has not been constructed before in this case.
One can define a different notion of positivity in the Fock space F by requiring
that an element be positive, iff its components with respect to the direct sum in
(2.1) are positive according to the canonical notion of positivity in R and L2(R3n,R),
n ∈ N. If g < 0, then the semi-group of every fiber Hamiltonian Ĥκ(ξ), ξ ∈ R3, is
known to be positivity improving for finite κ and positivity preserving for κ = ∞
with respect to this alternative positive cone in F [20, 21]; see also [45, §3.3]. (In
[20, 21], ergodicity of e−tĤ∞(ξ), t > 0, is announced, but a proof seems to be unavail-
able. Miyao showed that fiber Hamiltonians in the related but simpler renormalized
Fro¨hlich polaron model generate positivity improving semi-groups [44].) If g > 0,
then one can either change its sign by a unitary transformation or change the sign
of the elements called positive by definition in the subspaces in (2.1) with an odd
n; see, e.g., [1, 45]. In any case [1],
inf σ(Ĥκ(ξ)) = − lim
t→∞
1
t
ln
(
E
[
euκ,t[B]+iξ·Bt
])
, ξ ∈ R3, κ ∈ N.
8.2. Upper bound on the minimal energy. Next, we complement our lower
bound on the spectrum of the renormalized Nelson Hamiltonian by deriving a cor-
responding upper bound. We restrict ourselves to the case V = 0, η = 1, κ = ∞,
for sufficiently large g2N > 4.
The coefficient for the leading g4N3-term in our bound will be the Pekar energy
EP := inf EP, which is the minimum of the Pekar functional given by D(EP) :=
{g ∈W 1,2(R3) : ‖g‖ = 1} and
EP(g) :=
1
2
‖∇g‖2 − 4π√
2
∫
R3
|ρˆ|2
m2
dλ3, g ∈ D(EP), with ρ := |g|2.
This definition makes sense, as g ∈ D(EP) and ρ := |g|2 entails ρ ∈ W 1,1(R3)
and ‖ρˆ‖∞ 6 ‖ρ‖1 = 1, so that |ρˆ|2/m2 is at least locally integrable. From the
Sobolev inequality we then infer that ρ ∈ L3/2(R3), whence ρˆ ∈ L3(R3) by the
Hausdorff-Young inequality. Hence, by Ho¨lder’s inequality,∫
{|m|>R}
|ρˆ|2
m2
dλ3 6 ‖ρˆ‖2/33
(∫
{|m|>R}
dλ3
|m|6
)1/3
= ‖ρˆ‖2/33
(4π/3)
1/3
R
,(8.5)
for all R > 0, which finally shows that |ρˆ|2/m2 ∈ L1(R3).
The existence of an up to translations unique minimizer of EP has been shown
in [36] and numerics reveals that EP = −0.10851 . . . , [23].
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Theorem 8.7. Let η = 1 and let E0N,∞(g) denote the infimum of the spectrum of
H0N,∞ with coupling constant g. Then there exists a universal constant c > 0 such
that
E0N,∞(g) 6 8π
4g4N3EP + c(1 + µ+ ln(g
2N))g2N2, so long as g2N > 4.
Proof. Step 1. In this step we only assume that g2N > 1.
We pick some q ∈ (1,∞), denote its conjugate exponent by q′, and put Λ :=
70πq′g2N . We shall use some notation introduced in the proof of Thm. 4.9 and
Rem. 4.13. Pick some measurable ̺ : Rν → R with 0 6 ̺ 6 1 and ∫
Rν
̺dλν = 1, so
that also
∫
Rν
̺2dλν ∈ (0, 1]. Then the inequality derived in Rem. 4.13 implies
E
[
eu
N,<
Λ,∞,t(x)̺(x+ bt)
]
6 E
[
equ
N,<
Λ,∞,t(x)+qu
N,>
Λ,∞,t(x)̺(x+ bt)
]1/q
E
[
e−q
′uN,>Λ,∞,t(x)̺(x+ bt)
]1/q′
6 c
1/q′ec
′g2N2t+c′N(1∨t)/q′+NEΛ,∞tE
[
equ
N
∞,t(x)̺(x+ bt)
]1/q
, t > 0, x ∈ Rν ,
which on account of Ho¨lder’s inequality, 0 6 ̺ 6 1, and ‖̺‖1 = 1 permits to get
1
c1/q′
e−c
′′g2N2t−NEΛ,∞t
∫
Rν
̺(x)E
[
eu
N,<
Λ,∞,t(x)̺(x+ bt)
]
dx
6
(∫
Rν
̺(x)E
[
equ
N
∞,t(x)̺(x+ bt)
]
dx
)1/q
, t > 1.
Therefore, we may conclude from Cor. 8.6 that
1
q
E0N,∞(q
1/2g) = − lim
t→∞
1
qt
ln
(∫
Rν
̺(x)E
[
equ
N
∞,t(x)̺(x+ bt)
]
dx
)
6 c′′g2N2 +NEΛ,∞ + E
0,<
N,Λ(g).(8.6)
Here, EΛ,∞ =
∫
{|m|<Λ} f∞β∞dλ
3, as defined in the proof of Thm. 4.9, and the
number E0,<N,Λ(g) := inf q
0,<
N,Λ is the infimum of the spectrum of the regularized
Nelson Hamiltonian with sharp ultra-violet cut-off at Λ, i.e., the form q0,<N,Λ is defined
as in Def. 2.3 with η := 1{|m|<Λ}, χ = 1{|m|<1}, and for some arbitrary κ > Λ.
Step 2. In this step we only assume that g2N > 1.
Let g ∈ D(EP) and put g⊗N (x) := g(x1) . . . g(xN ), a.e. x ∈ Rν . Let also h ∈
D(ω) with supp(h) ⊂ {|m| 6 Λ} and define ζ˚(h) := ‖ζ(h)‖−1ζ(h) = e−‖h‖2h/2ζ(h),
the coherent state colinear to the exponential vector ζ(h) given by (5.2). Put
fΛ := gω
−1/21{|m|<Λ}. Then we infer from (5.8), (5.10), and (5.11) that
q
0,<
N,Λ[g
⊗N ζ˚(h)] =
N
2
‖∇g‖2 + ‖ω1/2h‖2h +N
∫
R3
2|g(x)|2Re〈h|e−im·xfΛ〉hdx.
If ρ := |g|2, then the third term on the right hand side equals 2(2π)3/2NRe〈h|ρˆfΛ〉h.
Substituting hr := −(2π)3/2gNω−3/21{r6|m|<Λ}ρˆ ∈ D(ω) with r > 0 for h, we thus
obtain
E0,<N,Λ(g) 6
N
2
‖∇g‖2 − (2π)3g2N2 sup
r>0
∫
{r6|m|<Λ}
|ρˆ|2
ω2
dλ3.(8.7)
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For ς > 0, put gς(x) := ς
3/2g(ςx), x ∈ R3, and ρς := |gς |2. Substituting gς for
g in (8.7) and taking the relations (ρς)
∧(k) = ρˆ(k/ς), k ∈ R3, and |∇gς(x)|2 =
ς5|(∇g)(ςx)|, x ∈ R3, into account afterwards, we deduce that
E0,<N,Λ(g) 6
ς2N
2
‖∇g‖2 − (2π)3ςg2N2
∫
{|m|6Λ/ς}
|ρˆ|2
m2 + µ2/ς2
dλ3.
Since ‖ρˆ‖∞ 6 1 as observed above, we further have∣∣∣∣
∫
{|m|6Λ/ς}
( |ρˆ|2
m2 + µ2/ς2
− |ρˆ|
2
m2
)
dλ3
∣∣∣∣ 6
∫
R3
µ2/ς2
m2(m2 + µ2/ς2)
dλ3 =
2π2µ
ς
.
Choosing ς := 2
3/2π2g2N and q′ := g2N > 1 (so that Λ = 70πg4N2) and plugging
in a minimizer of the Pekar functional, call its density ρ0, we deduce that
E0,<N,Λ(g) 6 2
4π5µg2N2 + 8π4g4N3EP + 8π
4g4N3
∫
{|m|>35g2N/√2π}
|ρˆ0|2
m2
dλ3.
Combining this with (8.5) and (8.6) we arrive at
E0N,∞((g
2N/(g2N − 1))1/2g)
g2N/(g2N − 1) 6 8π
4g4N3EP +NE70πg4N2,∞ + c(1 + µ)g2N2.
Step 3. Assume now that g2N > 4. Then the equation (g˜2N/(g˜2N − 1))g˜2 = g2
for g˜2 has the solution g˜2 = (g2 +
√
g4 − 4g2/N)/2 satisfying g˜2 < g2 and N g˜2 >
Ng2/2 > 2. We conclude by applying the last bound of Step 2 to g˜ instead of g
and observing that E70πg˜4N2,∞ 6 cg˜2(1 + ln(g2N)). 
8.3. Continuity. Combining our results with some recent results of [41], we ob-
tain some information on the continuity properties of elements in the range of our
Feynman-Kac semi-groups and, in particular, of eigenvectors of the ultra-violet
renormalized Nelson Hamiltonian (if any). We shall consider continuity with re-
spect to x, g, and the external potential. More precisely, we shall consider g and V
as in Hyp. 2.1, a sequence of real numbers {gn}n∈N such that gn → g, as n → ∞,
and a sequence of Kato decomposable potentials Vn : R
ν → R, i.e., Vn = Vn+−Vn−
with 0 6 Vn− ∈ Kν and 0 6 Vn+ ∈ K locν , satisfying
lim
r↓0
sup
n∈N
sup
x∈Rν
∫
Rν
1{|x−y|<r}
Vn−(y)
|x− y|ν−2 dy = 0,(8.8)
and
∀ compact C ⊂ Rν : lim
n→∞
sup
x∈Rν
∫
C
1{|x−y|<1}
|Vn(y)− V (y)|
|x− y|ν−2 dy = 0.(8.9)
We recommend [11] for a discussion of the notion of convergence expressed by these
conditions.
For all κ ∈ N∪ {∞} and n ∈ N, we let (T (n)κ,t )t>0 denote the Feynman-Kac semi-
group defined by means of gn and Vn. We also put T
(∞)
κ,t := T
V
κ,t (the latter defined
by means of g) to have a unified notation.
One should keep in mind that T
(n)
∞,t is χ-independent, for all n ∈ N∪ {∞}, while
reading the next theorem, whose statement is new in the case κ =∞ only.
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Theorem 8.8. Consider the situation described in the preceding paragraphs and
assume that the cut-off function χ satisfies ω
1/2χ ∈ h in addition to Hyp. 2.1(2).
Let κ ∈ N ∪ {∞}, τ2 > τ1 > 0, and p ∈ [1,∞]. Then the set of F -valued functions{
T (∞)κ,s Φ
∣∣Φ ∈ Lp(Rν ,F ), ‖Φ‖p 6 1, s ∈ [τ1, τ2]}
is equicontinuous at every point of Rν . If V ∈ Kν , then it is uniformly equicontin-
uous on Rν . Furthermore,
lim
n→∞(T
(n)
κ,t Ψn)(xn) = (T
(∞)
κ,t Ψ)(x), t > 0,(8.10)
for every converging sequence {Ψn}n∈N in Lp(Rν ,F ) with limit Ψ and every con-
verging sequence {xn}n∈N in Rν with limit x.
Proof. If κ ∈ N, then all assertions are special cases of [41, Thm. 8.1 and Cor. 8.2].
Hence, for κ =∞, all assertions follow from the convergence
sup
n∈N∪{∞}
sup
s∈[τ1,τ2]
‖T (n)κ,s − T (n)∞,s‖p,∞ κ→∞−−−−−→ 0;
which is a consequence of Prop. 5.8(3) and the fact that (8.9) implies
sup
n∈N
sup
x∈Rν
E
[
ep
∫ τ2
0 Vn−(x+bs)ds
]
<∞, p > 0;
confer, e.g., the proof of Lem. C.1 in [11]. 
Appendix A. The Kolmogorov test
For the reader’s convenience we state the version of Kolmogoroff’s lemma employed
in the main text. It can be proved by simple modifications of the arguments pre-
sented in [35, §1.4], [43, pp. 268/9], and [50, Lem. 13].
Lemma A.1. For every τ > 0, let (Xt(τ))t∈I be a stochastic process with values
in the separable Hilbert space K whose paths [0,∞) ∋ t 7→ Xt(τ, γ) ∈ K are
continuous, for all γ in the complement of a (possibly τ-dependent) P-zero set.
Assume that there exist a non-decreasing function b : [0,∞) → [0,∞), p > 1, and
ε > 0 such that
E
[
sup
s6t
‖Xs(σ)−Xs(τ)‖p
]
6 b(t)|τ − σ|1+ε, t, σ, τ > 0.(A.1)
Then there exists a B([0,∞)2) ⊗ F-measurable map [0,∞)2 × Ω ∋ (t, τ, γ) 7→
X∗t (τ, γ) ∈ K such that the following holds:
(1) For all τ > 0, there is a P-zero set Nτ ∈ F such that
Xt(τ, γ) = X
∗
t (τ, γ), t > 0, γ ∈ Ω \Nτ .
(2) Let γ ∈ Ω. Then the map [0,∞)2 ∋ (t, τ) 7→ X∗t (τ, γ) ∈ K is continuous.
(3) For all δ ∈ (0, ε/p), there exists cp,δ,ε > 0 with the following property: If T > 0,
then we can construct an adapted non-negative process Kδ,T such that
E[Kpδ,T,t] 6 cp,δ,ε(1 + T )
pb(t), t > 0,(A.2)
and
sup
s6t
‖X∗s (σ, γ) −X∗s (τ, γ)‖ 6 Kδ,T,t(γ)(1 ∧ |τ − σ|)δ , γ ∈ Ω,
for all t > 0 and σ, τ ∈ [0, T ].
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Remark A.2. In the situation of Lem. A.1 assume in addition that
E
[
sup
s6τ
‖Xs(τ)‖p
]
6 dp(τ), τ > 0,
for some increasing function dp : [0,∞)→ [0,∞). On account of Statement (1) of
Lem. A.1 we can replace X by X∗ in the previous bound. Then the estimate
sup
s,τ6t
‖X∗s (τ)‖ 6 sup
s6t
‖X∗s (t)‖ + sup
s,τ6t
‖X∗s (τ)−X∗s (t)‖
6 sup
s6t
‖X∗s (t)‖ + sup
τ6t
Kδ,t,t(1 ∧ |t− τ |)δ,
together with (A.2) implies
E
[
sup
s,τ6t
‖X∗s (τ)‖p
]
6 2pdp(t) + 2
pcp,δ,ε(1 + t)
p(1 ∧ t)pδb(t), t > 0.(A.3)
Appendix B. On exponential moments of sums of pair potentials
For the sake of completeness we provide the proof of an elementary and doubtlessly
well-known estimate that we used in the proof of Lem. 4.10 to bound the exponential
moment of a sum of pair potentials. We refer to [8] for a different discussion of
slightly more general estimates that addresses some optimality aspects as well.
Lemma B.1. Suppose that N > 2 and that X(i,j), i, j ∈ {1, . . . , N}, i < j, are
non-negative random variables all having the same distribution such that X(i,j) and
X(k,ℓ) are independent whenever {i, j} ∩ {k, ℓ} = ∅. Let PN := {(i, j) : i, j ∈
{1, . . . , N}, i < j} and put YN (s) := supp∈PN E[Xsp ], s > 0. Then
E
[ ∏
p∈PN
Xp
]
6
{
YN (N − 1)N/2, if N is even,
YN (N)
(N−1)/2, if N is odd.
Note that, YN (N − 1)N/2 6 YN (N)(N−1)/2, N > 2, by Ho¨lder’s inequality.
Proof. We prove the claim by induction separately for even and odd N . The claim
is trivial for N = 2 and obvious for N = 3 by Ho¨lder’s inequality. Suppose that
N > 2 is even and that the claim is true for N − 2. By virtue of
∏
p∈PN
Xp =
N∏
j=2
{
X(1,j)
∏
(k,ℓ)∈PN
k,ℓ/∈{1,j}
X
1/(N−3)
(k,ℓ)
}
,
as well as Ho¨lder’s inequality and independence, we obtain
E
[ ∏
p∈PN
Xp
]
6
N∏
j=2
E[XN−1(1,j) ]
1/(N−1)E
[ ∏
(k,ℓ)∈PN
k,ℓ/∈{1,j}
X
N−1
N−3
(k,ℓ)
]1/(N−1)
.
Since the induction hypothesis can be applied to the latter expectations, this implies
E
[ ∏
p∈PN
Xp
]
6 YN (N − 1)YN
(N − 1
N − 3 · (N − 3)
)(N−2)/2
= YN (N − 1)N/2.
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If N > 3 is odd and the claim is true for N − 2, then we write
∏
p∈PN
Xp =
[ N∏
j=2
{
X(1,j)
∏
(k,ℓ)∈PN
k,ℓ/∈{1,j}
X
1/(N−2)
(k,ℓ)
}]
·
∏
(k,ℓ)∈PN
k 6=1
X
1/(N−2)
(k,ℓ) .
Here the induction hypothesis applies to the N -th power of the multiple products
inside the curly brackets {· · · } and the already proven case of an even number of
random variables applies to the N -th power of the last product. Employing Ho¨lder’s
inequality for an N -fold product and independencies first and taking these remarks
into account, we arrive at
E
[ ∏
p∈PN
Xp
]
6 YN (N)
N−1
N YN
(N(N − 2)
N − 2
)N−1
N ·N−32
YN
(N(N − 2)
N − 2
) 1
N ·N−12
.
Here the right hand side equals YN (N)
(N−1)/2. 
Appendix C. The formula for the minimum of the spectrum
In the following theorem and its proof we summarize some conclusions and argu-
ments we learned from [1, 38, 39] in a natural, minor generalization.
Theorem C.1. Let (X,A, ζ) be a σ-finite measure space and let K be a self-adjoint
operator in K := L2(X, ζ) which is semi-bounded from below such that e−tK is
positivity improving, for all t > 0. Then
inf σ(K) = − lim
t→∞
1
t
ln〈ψ|e−tKψ〉, 0 6= ψ ∈ K , ψ > 0.(C.1)
If we only assume that e−tK is positivity preserving, for all t > 0, then the identity
in (C.1) is still valid, for all ψ ∈ K such that e−τKψ is strictly positive for some
τ > 0.
Proof. Step 1. First, we verify the following claim: Let p ∈ [1,∞) and ψ : X → R
be measurable with ψ > 0 on X . Pick any sequence of measurable sets An ↑ X with
ζ(An) < ∞, n ∈ N. Then the linear span of all bounded measurable φ : X → R
with 0 6 φ 6 ψ and φ = 1Anφ, for some n ∈ N, is dense in Lp(M, ζ).
In fact, the measure space (X,A, ζψ) with ζψ := ψ
pζ is again σ-finite and H :=
{B ∩ An ∩ {ψ < m} : B ∈ A, m, n ∈ N} is a semi-ring generating A and consisting
only of sets with finite ζψ-measure. Therefore, {1B : B ∈ H} is total in Lp(X, ζψ);
see, e.g., [16, Satz VI.2.28b)]. Since multiplication by ψ is an isometric isomorphism
from Lp(X, ζψ) to L
p(X, ζ), the set {ψ1B : B ∈ H} is total in Lp(X, ζ).
Step 2. Let X ⊂ K such that spanCX is dense in K . Let Eφ be the spectral
measure corresponding to K and φ ∈ K . We claim that inf σ(K) = m, where
m := inf{inf supp(Eφ) : φ ∈ X }.
We only need to show the corresponding inequality >, as the converse inequality
is immediate from the spectral calculus. Define K ′ := C ∧ K ∈ B(K ) by the
spectral calculus, where C > m is some constant. Then inf σ(K) = inf σ(K ′) =: σ.
Now suppose for contradiction that m > σ and let ε ∈ (0,m − σ). Then we find
some normalized ψ ∈ K such that 〈ψ|K ′ψ〉 < σ + ε/2, and by assumption and
boundedness ofK ′ we may pick some normalized φ ∈ spanCX with 〈φ|K ′φ〉 < σ+ε.
We have φ =
∑m
i=1 αiφi, for some αi ∈ C, φi ∈ X , and n ∈ N. Pick some
τ ∈ (σ + ε,m). Then Eτφi = φi, i ∈ {1, . . . , n}, where {Es}s∈R is the spectral
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family associated with K. Hence, φ = Eτφ, and we obtain the contradiction
σ + ε > 〈φ|K ′φ〉 = 〈φ|EτK ′Eτφ〉 > τ .
Step 3. Let ψ ∈ K be non-negative and τ > 0. In what follows we assume that
ψτ := e
−τKψ is strictly positive, thus ψ 6= 0, and we shall only use that e−tK is
positivity preserving, for all t > 0.
Let X be the set of all φ ∈ K such that 0 6 φ 6 ψτ . Since the linear span of
X is dense by Step 1, inf σ(K) = inf{inf supp(Eφ) : φ ∈ X } by Step 2. Using that
the semi-group of K preserves positivity, we further observe that
−1
t
ln〈ψ|e−(t+2τ)Kψ〉 = −1
t
ln〈ψτ |e−tKψτ 〉 6 −1
t
ln〈φ|e−tKφ〉, φ ∈ X , t > 0.
A well-known relation valid for any Borel measure on R implies the first identity in
inf supp(Eφ) = − lim
t→∞
1
t
ln
(∫
R
e−tsdEφ(s)
)
= − lim
t→∞
1
t
ln〈φ|e−tKφ〉, φ ∈ K .
We conclude that inf σ(K) 6 inf supp(Eψ) 6 inf supp(Eφ), φ ∈ X . 
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