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論文要旨
自然言語処理分野において，日本語の取り扱いは，単語境界が不明瞭であることや大量の
文字種とその表意性の理解という点で，非常に難しいものとされてきた．特に，近年のweb
の普及に伴ってこれまでにない顔文字やギャル文字といった言語表現が生み出され，そういっ
た表現を含む文書の処理は従来的な単語ベースのアプローチにとって困難なものである．そ
こで，本研究では，先述した日本語自然言語処理の問題を解決するために，視覚的情報に基
づく文字表現と文字単位の分類器から構成される文書分類手法を提案する．提案手法は，ま
ずテキスト中の文字について視覚的性質をよく保存するような表現に変換し，文字レベルか
らボトムアップに分類結果を推定する分類器から文書のカテゴリを出力する．
本研究では，提案する文書分類手法を「自然言語処理で文字の視覚的性質を考慮する方法
とその有効性」，「日本語テキストにおける文字単位の深層学習手法の有効性」．「提案手法の
様々なデータスケールへの対応可能性」という側面から議論を展開する．評価実験では，「小
説文・論説文の著者推定」，「記事の新聞社推定」，「短文 SNS投稿のトピック推定」の複数
の文書分類タスクで既存の手法との性能比較を行う．加えて，提案手法の各処理について解
析を行い，どのような文字表現が獲得されるのか，どのような情報を基に分類を行っている
のか，という考察を述べる．評価実験と提案手法の解析から，提案手法が文書分類で高い性
能を達成することを示し，従来の日本語自然言語処理上の課題を克服しうることを明らかに
する．
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第1章 背景
テキストや音声の意味解析・知識獲得を主な目的とする自然言語処理技術は，webの発達
に伴い情報が急速に増大する昨今においてより重要性をもつ技術である．そのような背景か
ら，文章からその意味情報を抽出する試みが数多く行われている．特に近年では，計算機性
能の向上や big dataと呼ばれる大規模なデータの整備ならびにそれを効率的に扱う技術の向
上から，統計や機械学習を応用した研究がめざましい成果をあげている．文に対する感情解
析 [1]，文書の内容に応じたカテゴリ分類 [2]，文中の単語とweb上の情報を結びつけるエン
ティティー・リンキング [3]といった文や単語が指し示す内容の解析だけにとどまらず，機
械翻訳 [4]，言語モデリング [5]，質問応答 [6]，対話文生成 [7]といった入力に応じた出力生
成を必要とするタスクについて一定の成果が示されている．これらの中でも，文書分類タス
クは，自然言語処理において最も主要な応用の一つであり実用性も高い．文書技術では，一
般に，特徴抽出と分類という二段階を経て処理される．
特徴抽出では，文中で意味を成す最小の単位（多くの場合で単語もしくは形態素）ごと
ないしはそれらの組み合わせ [8]を用いて文書を特徴づける数値表現を取得する．文書の
特徴抽出手法としては，文書中に存在する特徴的な単語を抽出する tf-idf (term frequency-
inverse document frequency) [9]や，word2vec [10]ならびにGloVe (global vectors for word
representation) [11]に代表される単語の分散表現，LSI (latent semantic indexing) [12]やLDA
(latent Dirichlet allocation) [13]のようなトピックモデルが用いられ，良好な性能が報告さ
れている．ところが，これらの特徴抽出手法の一部は，学習時に登場しなかった単語（未知
語）の取り扱いや，語彙数の増加に伴う単語共起行列の計算量の指数的な増大がしばしば問
題となる．
分類段階においては，前段で抽出された特徴から分類するべきカテゴリを推定する機械学
習モデルが用いられる．例えば，ロジスティック回帰やニューラルネットワーク，サポート
ベクターマシン (support vector machines; SVM)など様々な分類器を適用することができ，
これらの手法が文書分類に対して有効であることが示されている [2]．
また，近年では，深層学習 (deep learning)と呼ばれる超多層ニューラルネットワークを用
いて特徴抽出と分類を同時に学習する方法が提案されている [14]．NLPにおける深層学習の
枠組みでは，再帰構造を持つニューラルネットワーク (recurrent neural networks; RNN) [15]
やそれに情報の入出力を制御するゲート関数を備えた long-short term memory (LSTM) [16]，
gated recurrent unit (GRU) [17] が英文書分類問題で高い性能を示している [18]．しかし，
RNNは確率的勾配降下法 [19, 20]によってパラメータ最適化を実施するが，系列長が長い
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場合には時間方向の勾配が消失するため，長い系列長の学習に問題が存在する [21]．加え
て，RNNは計算の並列化が難しいといった欠点から必ずしも文書分類に適切な手法とは言え
ない．このような問題に対して，画像分野で用いられてきた convolutional neural networks
(CNN) [22]の適用が提案されており [23,24]，多くの自然言語処理タスクにおいて，RNN系
の手法よりも同等以上の性能かつ数倍から十数倍の実行速度を達成している [25]．
先に述べた文書分類の方法論では，日本語や中国語のような単語境界を明確に示さない記
法をとる言語において，単語分割処理を行う必要が生じる．しかし，現在提案されている単
語分割手法 [26]では辞書データに依る部分が大きく，新語や造語，文法的に正しくない文章
が頻出するweb上のテキストや，文章の記法や習慣が異なる現代以前の文を扱う場合には期
待する単語分割結果が得られない可能性が高い [27]．単語単位での自然言語処理に生じる問
題を回避するために，単語分割を行わず，文字単位での処理を行うための手法が研究されて
いる [28, 29]．文字単位での言語処理では，接頭語や接尾語といった単語より細かい粒度の
情報を表現できるだけでなく，新語・造語に対しても対応可能であるという利点を持つ．
一方で，文字単位での自然言語処理には，「類似した意味を持つ文字」や「全く異なる意味
を持つが形状的に類似する文字」について適切に扱うための処理が必要である．ここで意味
的置換可能文字とは，例えば括弧のようにその文字自体が他の同一の役割を果たす文字に置
換されても問題がない文字のことを指す．このような場合は，ある一種類の括弧に集約する
などの工夫が必要であるが，顔文字について同様の処理を行うことは顔文字自体の視覚的意
味を損なう可能性があるため適切とは言い難い．そして，視覚的置換可能文字とは，ハイフ
ン（-）やマイナス（-），ダッシュ（―），長音（―）といったそれぞれが文中で果たす役割
が異なるものの，文脈によって人間が柔軟に意味を捉える文字のことを指す．Fig. 1.1に，意
味的置換可能文字，視覚的置換可能文字とその類似した言語表現であるギャル文字の例を示
す．web上のテキストやOCR（optical character recognition）で得られた文字列には，意図
せず長音の意でハイフンやマイナスが用いられている場合が見受けられる．この場合には，
文脈からどの文字の役割を意図しているか判別し，正しい文字に訂正する必要がある．これ
らテキストを扱う上で問題となる文字は，一般に辞書的に列挙した上で処理されることが多
いが，文脈によって人間の認識が変化する文字に関連して，「ギャル文字」や「ネットスラン
グ」と呼ばれる新しい言語表現 [30]が次々と生まれ，変化しており，そのような新しい言語
表現に追従することは極めて難しい．
本研究では，前述した文字の問題はその文字自身の視覚的性質に起因して，他の文字に置
換出来ることや，元々持たなかった意味を持ちうることを指摘する．このこと自体は主に顔
文字に関する研究 [31]で指摘されてきたことであるが，本研究では，全ての文字表現につい
て，文字の視覚的性質を考慮した自然言語処理の枠組みを拡張する．そして，本研究では，
この枠組みを文字単位の自然言語処理手法に導入することで，様々なテキストに対応しうる
汎用性の高い自然言語処理手法を提案しその有用性を検証する．
本論文で議論する点は大きく分けて以下の 3つである．
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Fig. 1.1: 意味的置換可能文字，視覚的置換可能文字，ギャル文字の例
(1) 自然言語処理で文字の視覚的性質を考慮する方法とその有効性
(2) 日本語テキストにおける文字単位の深層学習手法の有効性
(3) 提案手法の様々なデータスケールへの対応可能性
(1)については，前述した取り扱いを注意するべき文字への対応の他，文字の種類が豊富
かつ表意的文字を多く含む日本語や中国語の文字表現という観点からも，文字の視覚的性質
を利用した文字表現は離散的なもの [32]りも効率的であると考えられる．中国語の文書分類
では，文字を部首レベルまで分解し，各部首を一つの文字であるかのように取り扱うことに
よって性能を向上させる試み [33]がなされており，日本語についても文字の構成性を考慮し
たアプローチは有効であると推察される．一方で，先に示した研究では，部首の視覚的性質
を直接的に考慮しているわけではなく，類似した形状の部首であっても全く異なる表現を用
いているという問題点が存在する．そこで，本研究では，文字の視覚的性質を直接的に考慮
できる文字表現手法を模索する．
視覚情報の理解やその効率的な情報表現に関する試みは画像認識分野で盛んに研究されて
おり，特に近年ではCNNを用いた成果が多数報告されている．．CNNは，主に，convolution
と呼ばれるフィルタ（畳み込みカーネルとも）を入力に対してスライドさせ各部分との相関
を得る処理と，poolingと呼ばれる入力の空間的集約処理から構成されるニューラルネット
ワークである．CNNの学習は，RNNと同様に目的関数が最小化されるよう確率的勾配降下
法でパラメータ値を最適化することでなされる．従来のニューラルネットワークは，一定数
の層数を重ねると勾配降下法時の勾配が消失し，学習が行われないという問題 [21]が知られ
ていたが，ネットワーク構造への制約 [34, 35]やパラメータの初期値の工夫 [36]，正規化手
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法 [37]の改善によって解消され，CNNを多層化することでその表現能力を向上させること
ができる．1,000カテゴリを分類する一般物体認識問題 [38]を学習したモデルでは認識の過
程で，線分のようなプリミティブな視覚的特徴 [39]から，特定のカテゴリの物体をよく表現
するような特徴を抽出していること [40]が示唆されている．また，大量の顔画像から新たな
顔画像を生成するように学習されたモデルでは，サングラスや笑顔，性別など顔の構成性が
特徴空間上で表現されることが示されている [41]．本研究では，先に示されたような画像に
対する層学習の表現能力の高さに注目し，テキスト中の各文字を深層学習手法によって得ら
れる画像特徴量で表現することを検討する．
深層学習手法の高い表現能力の利用は (2)においても検討される．これらを背景に，本研
究では，文字単位で処理するCNNの日本語テキストに対する適用を試み，その有効性につ
いて報告する．
(1)，(2)に関して深層学習の適用可能性を議論したが，深層学習手法における学習の成功
には，データ数やデータの多様性が重要であることが知られている [42]．このこと自体は深
層学習以外の機械学習手法においても議論されることであるが，深層学習ではその表現能力
の高さから特にその傾向が顕著であり，人工的にデータを加工することでその種類を増加さ
せる data augmentation を用いることが一般的である．自然言語処理においては，シソーラ
スを用いて文中の語を類似する語に置換するなど，単語分割や意味解析を前提とするデータ
加工が data augmentation として行われている．しかしながら，このような方法は本研究の
単語分割を行わないアプローチに適合しない．本研究ではこの問題を (3)の様々なデータス
ケールへの適用可能性に関する論点として位置づけ，単語分割不要な data augmentation手
法を検討し，比較的データ数が少ない場合においても提案手法が一定の性能を達成できるか
検証する．
本研究は，従来的な日本語テキスト解析における未解決問題に対して，文字の視覚的性質
という新しい概念を導入することによって解決を試みるものである．同時に，自然言語処理
分野で深層学習を適用させる場合に問題となる data augmentation について新しい試みを提
案する．本論文では，提案される手法が様々な日本語テキスト解析への応用可能性を持つだ
けでなく，中国語をはじめとして多くの言語で書かれるテキストに対しても有効性が予想さ
れる汎用性高い手法であることを示す．
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第2章 関連研究
前章にて述べたように，本研究は 3つの観点から議論を行う．本章においても，その 3つ
の観点から関連する研究について紹介する．
自然言語処理に対して，文字の視覚的情報を導入した例は殆ど見受けられないが，文字の
表意性を利用する試みが存在する．Shiらによる中国語に関する研究 [33]では，文書中の文
字を部首単位まで分解して処理する方法が提案されている．これは，部首単位で単語の表現
学習法 [10]を適用することで，中国語における文書分類性能と単語分割性能が向上すること
を示したものである．
また，本研究では，自然言語処理モデルに対して画像特徴表現を連結する必要がある．画像
を入力にとり，その画像特徴を言語空間で利用する試みは，Vinyalsらによる画像の説明文生
成 [43]やFromeらによるマルチモーダル認識の研究 [44]で行われている．どちらも，画像特
徴量としてCNNから得られる特徴ベクトルを用いているが，Vinyalsらによる研究 [43]では
画像特徴をLSTMを用いて言語特徴空間へ変換しており，Fromeらの研究 [44]ではword2vec
で構成した単語特徴空間と連結している点で異なる．本研究では，テキスト中の各文字を画
像として処理し，それらを言語空間へ変換することから，モデルのデザインはVinyalsらの
手法 [43]と共通点を持つ．
日本語における文字単位での自然言語処理研究は，松浦らによる文字 n-gramによる小説
文の著者推定の研究 [28]をはじめとし，冨永らによる短文 SNSにおけるユーザ間の類似度
推定の研究 [29]などが挙げられる．これらの研究では，文章の記法や習慣，文法が取り扱う
文書間で異なることや，文書が顔文字や新語のような新しい言語文化を含むことから，従来
的な単語分割法が適用困難ということを主張している，
また，日本語文書分類に文字単位の深層学習手法を適用している研究として，character-
level convolutional neural networks [24]を日本語に適用した研究 [45]が挙げられる．しかし，
この研究では，日本語テキストをローマ字化して英文書分類と同じように取り扱っている．
そのため，漢字などのから得られる意味情報が欠損してしまうおそれがある．対して，本研
究で提案する手法は，文書分類手法としての共通点は存在するものの，文字表現に関するア
プローチは全く異なるものである．本研究は，character-level convolutional neural networks
の日本語文書分類への適用に関してより効果的な文字表現手法を提案するものであるとも解
釈できる．
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第3章 方法
本章では，本研究が提案する視覚的文字表現と深層学習を用いた文書分類法の詳細につ
いて述べる．提案手法は，主に，テキストを文字に変換し文字の視覚的特徴量を抽出する
image-based character embedding (ICE)と，文字単位に言語的特徴を解析し最終的な分類結
果を出力する character-level document classification (CDC)から構成される．本研究では，
両処理ともに表現能力が高く構造に柔軟性を持つ深層学習をベースにした手法を適用するこ
とを想定するが，ICEなら文字の視覚的性質を保存する手法，CDCなら文字単位に文書分
類を行うことができる手法であれば良い．また，本研究では ICEとCDCに加えて，提案手
法の汎化性能を向上させる data augmentation手法として，wldcard training (WT)を提案
する．
本研究が提案する文書分類モデル (ICE-CDC)の概要は Fig. 3.1に示されているとおりで
ある．次節以降で，各処理の詳細について説明する．
Fig. 3.1: 提案する文書分類モデル (ICE-CDC)の概要
3.1 Image-based Character Embedding (ICE)
ICEは，入力されるテキストを画像化し，それぞれの文字から視覚的特徴を抽出する．画
像認識分野では様々な特徴抽出手法が提案されているが，ICEに用いる特徴抽出手法として
は，非常に視覚的性質が類似している文字については同じ特徴を抽出し，漢字のような文字
についてはその構成性を表現しうる手法が望ましい．そこで，本研究では，画像に対して高
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い情報表現能力が報告されている stacked convolutional autoencoder (CAE)を ICEの特徴
抽出器として用いる．
3.1.1 Stacked Convolutional Autoencoder (CAE)の構成
Fig. 3.2に本研究で用いるCAEの構成を示す．CAEは，画像から特徴抽出を行う encoder
f(·, θf )と，encoderが出力する特徴から元画像を復元する decoder g(·, θg)から構成される．
ここで，θf と θgは学習可能なパラメータであり，後述する学習手法によって最適なパラメー
タを求める．それぞれ，学習可能なパラメータを持つ層を階層的に重ねたニューラルネット
ワークであり，各層では畳み込み (convolution)と最大値プーリング (max pooling)，もしく
は逆プーリング (unpooling)を行い，空間的関係性を保持した二次元の特徴マップを得る．
Fig. 3.2: CAEの構成図
ある層における畳み込みは，K個の入力特徴マップを I1, I2, ..., Ik, ...IK(Ik ∈ R(ny×nx))，L
個の畳み込みカーネルをw1,w2, ...,wl, ...wL(wl ∈ R(nw×nw×K))，そして各畳み込みカーネル
に対応するバイアス項をと定義すれば，Eq. (3.1)に示すような新しい特徴マップを得る処理
である．
hlx,y = relu(
K∑
k=1
∑
i,j∈φ
wli,j,kI
k
x+i,y+j + b
l) (3.1)
ここでφは畳み込みの範囲を表し，畳み込みカーネルの中心座標を (0, 0)としたとき，nwの
大きさに依存したインデクス集合である．例えば，nw = 3としたとき，φ = {(−1,−1), (0,−1), ..., (1, 1)}
となる．活性化関数 relu(·)は rectified linear unit (ReLU)を意味し，Eq. (3.2)に示す関数で
ある．
relu(x) = max(0, x) (3.2)
最大値プーリングは，特徴マップを spピクセルごとに大きさ np× npのプーリング領域に
分割し，各領域での最大値を出力する処理である．対して逆プーリングは，各ピクセル値を
大きさ nu × nuだけ空間的に拡大する処理である．
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3.1.2 Stacked Convolutional Autoencoder (CAE)の特徴抽出
CAEで特徴抽出を行う際には，encoderの出力のみを用いる．また，活性化関数ReLUで
は出力値に上限が存在しないため，後段の CLCNNの入力として利用するには不適切であ
る．CAEが出力する特徴ベクトルの値域を制限するために，encoderの最終層の活性化関数
は tanhを用いる．
3.1.3 Stacked Convolutional Autoencoder (CAE)の学習
CAEは，学習時には encoderと decoderの両方を用いる．学習は Eq. (3.3)に示す誤差関
数ECAEを最小化するように，CAEのパラメータ θf , θg（畳み込みカーネルおよびバイアス
の値）を確率的勾配降下法によって最適化する．
ECAE = ||x− g(f(x, θf ), θg)||22 (3.3)
CAEの各パラメータを最適化する確率的勾配降下法には，正規化された勾配の期待値を
推定することで適切なパラメータ更新量を求めるAdam法 [46]を用いる．時刻 tにおいて，
勾配の平均の推定量を mˆ(t)，勾配の分散の推定量を vˆ(t)，更新するパラメータを θ(t)とした
とき，Adam法でのパラメータ更新式は Eq. (3.4)のように書ける．
θ(t) = θ(t−1) − α mˆ
(t)
√
vˆ(t) + ε
(3.4)
Eq. (3.4)における αおよび εはハイパーパラメータである．Adam法は，従来の確率的勾
配降下法に勾配の一次と二次のモーメントを用いた適応的な学習率決定法を導入した手法で
あると解釈される．
3.2 Character-level Document Classification (CDC)
CDCでは，前段の ICEで抽出された文字単位の視覚的特徴の列を入力にとり，その文書
のカテゴリを出力する．本研究では，文字単位に言語的特徴をボトムアップに構成しながら
分類を行う手法として，character-level convolutional neural networks (CLCNN)を用いる．
3.2.1 Character-level Convolutional Neural Networks (CLCNN)
の構成
畳み込み，最大値プーリングともにテキストの時系列方向のみに処理を行う．CLCNNに
おける畳み込みは，K個の入力特徴ベクトルを I1, I2, ..., Ik, ...IK(Ik ∈ R(nt))，L個の畳み込
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Fig. 3.3: CLCNNの構成図
みカーネルをw1,w2, ...,wl, ...wL(wl ∈ R(nt×K))と定義すると，Eq. (3.5)に示すような処理
になる．
hlt = relu(
K∑
k=1
∑
i∈φ
wli,kI
k
t+i + b
l) (3.5)
また，CLCNNの最終層で推定カテゴリを出力するために，softmax関数を活性化関数と
して用いる．あるノードの出力に対する softmax関数の出力 pcは総出力ノード数（カテゴリ
数）をCとした時，Eq. (3.6)のように書ける．
pc =
exp (uc)∑C
j=1 exp (uj)
(3.6)
softmax関数の出力 pcは，入力テキストが与えられたときにカテゴリ cに属する事後確率
と解釈できる．
3.2.2 Character-level Convolutional Neural Networks (CLCNN)
の学習
CLCNNの学習は，Eq. (3.7)に示す誤差関数ECLCNN を最小化するよう，CLCNNの各パ
ラメータを確率的勾配降下法によって最適化する．Eq. (3.7)において，理想的な出力（正解
カテゴリ）は dcとして定義される．
ECLCNN = −
C∑
c=1
dc ln pc (3.7)
Eq. (3.7)で示される誤差関数は，一般に交差エントロピー誤差と呼ばれるが，分類問題
においては二乗和誤差関数よりも早く学習が進み，汎化性能が向上することが知られてい
る [42]．
本研究では，CLCNNに対して，CAEと同様に確率的勾配降下法にAdam法を用いる．
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3.3 Wildcard Training (WT)
CLCNNを始めとする機械学習手法を用いた分類器の学習には，その汎化性能を向上させ
るために学習データの多様性が求められる．一般には，data augmentationと呼ばれる，デー
タを加工して擬似的にデータの多様性を高める方法がとられる．自然言語処理の文脈では，
シソーラスを利用して単語を類義語に置換する手法や，同じ意味をなす表現に言い換える手
法が行われる．しかし，本研究のように単語分割が困難な言語では，このような手法は適合
しない．そこで本研究では，単語分割不要な新しい data augmentation手法を提案する．
提案する data augmentation手法は，DCDへの入力テキストの各文字を確率 γにしたがっ
てランダムに，ワイルドカード文字に置換するものである．本研究では，これを wildcard
training (WT)と呼ぶ．提案する方法は，Fig. 3.4で示されるWTの概要のように，擬似的
に異なる文章を確率的に生成することになる．日本語文でのWTの適用については，予備実
験の結果より，ワイルドカード文字をゼロベクトルと定義し，γ = 0.2と設定する．
Fig. 3.4: Wildcard Trainingの概要
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第4章 評価実験
本研究では，提案手法の ICEおよびWTの有効性を確認するために，三種類のデータセッ
トを用意して分類問題を設定した．提案手法として，CAEとCLCNN，WTをそれぞれ組み
合わせた手法，そして従来の lookup-tableによる文字表現手法 (LUT) [32]にCLCNNとWT
を組み合わせた手法を試みた．比較手法には，下記の四種類，五手法を用いた．
(A) LUTにCLCNNを組み合わせた従来的な深層学習モデル (LUT + CLCNN)
(B) 文字 3-gram特徴から tf-idf値を計算しロジスティック回帰で分類するモデル (3-gram +
tf-idf)
(C) 単語分割法によって分割される単語から tf-idf値を計算しロジスティック回帰で分類す
るモデル (word + tf-idf)
(D) トピックモデルとロジスティック回帰を組み合わせたモデル (LSI / LDA)
提案手法の ICEに用いるCAEは，英数字，記号，ひらがな，カタカナ，漢字（JIS第一水準，
第二水準）を含む計 6,631文字を学習させた．(B) 3-gram + tf-idfと (C) word + tf-idfにつ
いては，最も良く出現する上位 nトークンを利用した．また，(D) トピックモデルは LSIと
LDAの二種類を利用し，それぞれ単語の頻度ベクトル (bag of words; BoW)を入力にとり，
一部品詞（助詞，助動詞，記号）の除去およびステミング（語形の変化の除去）を行った．
各手法において，単語分割が必要な処理に関しては全て形態素解析ツールMeCab1
ここで，文字単位の文書分類手法は提案手法と (A)，(B)で，単語単位の文書分類手法は
(C)と (D)である．
なお，CAEや LUTの特徴ベクトルの次元数や，トピックモデルのトピック数などは，複
数のパラメータを試行したうち最も良かったものを採用した．
4.1 小説文・論説文の著者推定
日本語小説文・論説文の著者 10名（芥川龍之介，太宰治，梶井基次郎，菊池寛，国木田
独歩，宮沢賢治，森鴎外，夏目漱石，新渡戸稲造，島崎藤村）の作品より各 10編程度ずつ
計 104編（総文字数 2,632,225文字）から，本文のみから著者を推定する実験を行った．全
1MeCab: Yet Another Part-of-Speech and Morphological Analyzer (http://taku910.github.io/mecab/)
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データのうち，81編の小説文・論説文をモデルの学習に用い，残りの 23編を性能評価に用
いた．提案手法と従来手法との著者推定性能の比較をTable. 4.1に示す．
Table. 4.1: 小説文・論説文の著者推定性能の比較
methods accuracy[%]
(proposed) CAE + CLCNN + WT 82.61
(proposed) CAE + CLCNN 52.17
(proposed) LUT + CLCNN + WT 78.26
(A) LUT + CLCNN 65.22
(B) 3-gram + tf-idf (n=50,000) 56.52
(C) word + tf-idf (n=50,000) 47.83
(D) LSI (# topics=60) 73.90
(D) LDA (# topics=30) 52.10
Table. 4.1より，最もよく著者を推定できた手法は視覚的文字表現とWTを導入した提案
手法であった．従来の文字表現手法を用いた場合でも，WTを導入することで，既存のトピッ
クモデルなどの手法を大きく上回る効果が得られることが確認できる．
4.2 記事の新聞社推定
朝日，毎日，産経，読売の各新聞社の政治，経済，国際カテゴリに属する記事から，200
文字以上ある記事を各社 5,610件ずつ計 22,440件（総文字数 69,124,142文字）取得し，記事
本文から新聞社を推定する実験を行なった．全データのうち，17,952件をモデルの学習に用
い，残りの 4,488件を性能評価に用いた．提案手法と従来手法との新聞社推定性能の比較を
Table. 4.2に示す．
Table. 4.2: 記事の新聞社推定性能の比較
methods accuracy[%]
(proposed) CAE + CLCNN + WT 87.81
(proposed) CAE + CLCNN 80.95
(proposed) LUT + CLCNN + WT 76.42
(A) LUT + CLCNN 73.13
(B) 3-gram + tf-idf (n=300,000) 84.27
(C) word + tf-idf (n=49,684) 67.22
(D) LSI (# topics=2,000) 84.00
(D) LDA (# topics=70) 56.10
Table. 4.2より，視覚的文字表現とWTを導入した提案手法が最も良い性能を示した．ま
た，このタスクでは単語単位のアプローチよりも文字単位のアプローチが全体的に良好な性
能を示していることがわかる．
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4.3 Twitterのトピック推定
短文 SNSサイト「Twitter」に著者が指定した 14種類のトピックいずれかに関して，2016
年 8月 7日から同年 10月 6日までの間に投稿されたものの一部（総文字数 2,167,984文字）
を抽出し，どのトピックについての投稿であるか推定する実験を行なった．データ数は各ト
ピックにつき 5,000件，計 70,000件であり，投稿中にトピック名そのものが含まれる場合に
は削除した．全データのうち，56,000件をモデルの学習に用い，残りの 14,000件を性能評価
に用いた．提案手法と従来手法とのトピック推定性能の比較をTable. 4.3に示す．
Table. 4.3: SNS投稿のトピック推定性能の比較
methods accuracy[%]
(proposed) CAE + CLCNN + WT 68.46
(proposed) LUT + CLCNN + WT 59.14
(B) 3-gram + tf-idf (n=50,000) 64.46
(C) word + tf-idf (n=50,000) 49.28
Table. 4.3より，視覚的文字表現とWTを導入した提案手法が最も良い性能を示した．こ
のタスクでも，文字単位のアプローチがどれも良い性能を示した．特に，このタスクは各文
書の文字数が最高 140文字と制限されており，分類に利用できる情報が少ないにも関わらず，
WTによるランダムな文字の置き換えを行なっても良好な結果を示した．
4.4 ICEにおける表現次元数と性能の比較
前述した実験結果から，本研究で提案するCAEによる ICEの有効性が，特にWTと組み
合わせた場合において示された．しかしながら，ICEには主成分分析法 (principal component
analysis; PCA)など他の視覚文字表現を適用することが考えられる．加えて，文字を効率的
に低次元空間で表現するという観点では，unicodeのような文字コードをそのまま利用する
ことも検討できる．そこで本節では，CLCNNに対してどのような文字表現を用いることが
最適化かどうかを明らかにする．
本実験では，記事の新聞社推定実験と同一のデータセットを利用する．実験で比較する手
法は，文字表現に視覚的性質を利用するもの (ICE)としてCAEとPCA，視覚的性質を利用
しないものとして LUTと unicodeの計四種類である．unicodeによる文字表現は，2バイト
表現を 16次元のベクトルとして扱った．その他の文字表現は，8から 256次元までの複数の
表現次元数を試行した．
Fig. 4.1に，文字表現とその表現次元数に対する分類性能の関係を示す．どの文字表現の
性能についても，WTを導入したCLCNNで分類した結果である．
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Fig. 4.1: 文字表現とその表現次元数に対する分類性能
Fig. 4.1より，視覚的性質を用いた文字表現がどちらも高い性能を達成した．中でもCAE
を文字表現に用いた場合のほうが，低い表現次元数でより高い性能を示し，CAEが文書分
類に適切かつ効率的な文字表現であることが分かる．一方で，視覚的性質を利用しない文字
表現であっても，従来の文書分類手法を上回る程度の性能を達成した．
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第5章 考察
本章では，前章で示した結果について，他手法による性能との差やCAE，CLCNNそれぞ
れが学習した特徴量について解析することで考察する．
5.1 Wildcard Trainingの有効性
前述したように，小説文・論説文の著者推定，記事の新聞社推定，SNS投稿のトピック推
定の各分類問題に対して，ICEとWTを導入した提案手法が最も良い性能を示した．
しかし，データセットによってはWTの効果に差が見られる．著者推定ではCAE，LUT
の両文字表現についてもWTによる性能向上が大きいが，新聞社推定ではどちらも性能向上
が少ない．これは，データセットの量に起因すると考えられる．特に，著者推定用のデータ
セットは，新聞社推定用データセットと比較して規模が小さい．従って，WTはデータセッ
トの多様性を高め，分類器の汎化性能を向上させることから，データ規模が小さいほど効果
があると考えられる．このことは，WTの有無によって学習時の誤差の推移からも明らかで
ある．新聞社推定問題における，CAE+CLCNNモデルのWTの有無による学習誤差と評価
誤差の推移を Fig. 5.1に示す．
Fig. 5.1より，WTを導入していないCLCNN (-WT)では学習誤差が減少するにつれて評
価誤差が上昇しており，学習データに過度に適合している．一方で，WTを導入したCLCNN
(+WT)では評価誤差の上昇が抑えられている．これらのことから，WTは機械学習におけ
る正則化に相当すると解釈できる．
5.2 ICEにおけるCAEの有効性
全ての実験タスクにおいて，ICEによる有効性が示された．この結果は，文字の視覚的性
質を利用した ICEが，意味的置換可能文字や視覚的置換可能文字を吸収する効果と，文字
の表意性や構成性を捉えることが出来たことによるものだと考えられる．そこで本節では，
ICEに関する分析として特徴ベクトル次元を 64次元として学習させたCAEについて，文字
特徴空間上での学習済み文字間の類似度（マンハッタン距離）を計算した．まず，三種類のク
エリ文字に対して，文字特徴空間上でのマンハッタン距離が非常に近かった文字例をTable.
5.2に示す．Table. 5.2より，各クエリ文字についても視覚的に類似した文字が文字表現空間
上においてもよく類似した表現となっている．特に，半全角が異なるだけの文字や視覚的置
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Fig. 5.1: WTの有無による学習誤差と評価誤差の推移
換可能文字が高い類似度を示している．従って，ICEはその視覚的文字表現の特性から，意
味的置換可能文字や視覚的置換可能文字を吸収している．
Table. 5.1: 文字空間上でマンハッタン距離が近い文字組例
クエリ文字 類似度上位 3件 マンハッタン距離
-（ハイフン） 6.07
一（漢数字） （アンダーバー） 7.01
（チルダ） 7.06
コ（カタカナ） 6.40
ロ（カタカナ） 口（漢字） 8.74
ヨ（カタカナ） 9.94
（（全角右カッコ） 0.00
(（半角右カッコ） l（英字） 7.98
「（カギカッコ） 8.50
また，本研究ではCAEが漢字などに見られる構成性を獲得しているか確認するため，前
述した文字間の類似度から類似した文字を列挙し，各文字間で最も変化の大きかった文字表
現空間上の軸を調査した．その結果，ある特定の二軸が漢字の部首に強く関係した形状特徴
を表現することが示唆された．Fig. 5.2に，「侮」という文字をCAEの文字特徴空間上で特定
の二軸に対応する値のみを徐々に変化させて画像を復元した結果を示す．Fig. 5.2の各列，各
行がそれぞれ 64次元の文字特徴空間上における 36次元目と 61次元目の軸に対応する．Fig.
5.2より，最も左下の文字が「侮」と読めるのに対して右上の文字は「海」に，左上の文字
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は「悔」に読める文字が現れている．このことから，CAEが獲得した一部表現に文字の表
意性や構成性に相当数する表現が含まれていると言える．
Fig. 5.2: 「侮」の特定の二軸の値を変化させた結果
Fig. 5.2で示した文字表現空間上の二軸が，他の漢字についても同様であることを示すた
めにFig. 5.3とFig. 5.4に同じ方法で可視化した画像を示す．各図で示されているように，該
当する二軸が，各漢字の部首に対応する特徴を獲得していることが分かる．
CAEの高い視覚情報の表現能力は，CAEと PCAを比較した実験で低次元表現を用いる
場合にCAEの方が僅かに高い性能を示したことにも関連すると考えられる．特に，CAEが
文字の構成性に関連した表現を獲得していることは，効率的な文字表現を実現できているこ
とを意味している．Fig. 5.5に文字表現次元を 64次元としたときの，CAE，PCAの各手法
での文字表現から復元した文字画像を示す．Fig. 5.5より，CAEの方がより鮮明かつ文字の
特徴をよく捉えた画像が復元されていることが示されている．このことから，畳み込みによ
る形状特徴の位置不変性や非線形性を持つCAEの方が，ICEの文字表現手法としてPCAよ
り適していると考えられる．
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Fig. 5.3: 「他」の特定の二軸の値を変化させた結果
Fig. 5.4: 「俺」の特定の二軸の値を変化させた結果
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Fig. 5.5: CAE，PCAの各表現の復元画像
5.3 CLCNNで構築される言語的特徴
前節まででは，提案手法のCAEとWTの有効性について議論したが，本節ではCLCNN
が学習で獲得した特徴量について考察する．本研究では，入力文字列を処理する第 1層目の
畳み込みカーネルに着目し，どのような文字列に反応する言語的特徴を獲得したか調査する．
畳み込みカーネルが学習した特徴に関する調査には，カーネル内の各重みベクトルについて
プロットする手法が一般である [39]が，CLCNNの入力がベクトル化されたテキストである
ことから，ここでは，各重みベクトルを CAEの decoderに通した出力をプロットする．こ
れによってCLCNNがよく反応する三文字の組み合わせが，ひとつのモデルあたり 512種類
（本研究のCLCNN第 1層目の畳み込みカーネル数）生成されることが期待できる．しかし，
Fig. 5.6に示される新聞社推定問題を学習したCLCNNの畳み込みカーネルの一部を可視化
した結果では，文字として読める出力が得られなかった．これは，一つのカーネルがある特
定の文字に反応するような特徴ではなく，様々な文字に共通する特徴を学習したからである
と考えられる．
Fig. 5.6: 新聞社推定モデルの第 1層目の畳み込みカーネル（一部）を可視化した例
そこで，畳み込みカーネルの意味ある可視化結果を得るために，畳み込みカーネル内の各
重みベクトルについて，学習済み文字の中から最もコサイン類似度が高い文字を探索した．
これによってCLCNNが最もよく反応する特定の三文字の組み合わせが出力される．例とし
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て，Fig. 5.6の結果に対して，文字特徴空間上でのコサイン類似度を用いた可視化結果をFig.
5.7に示す．
Fig. 5.7: Fig. 5.6の畳み込みカーネルを文字表現空間上でのコサイン類似度を用いて可視化
した例
なお，各分類問題を学習したCLCNNの畳み込みカーネルのコサイン類似度を用いた可視
化結果全ては，本稿の付録にて示す．
Fig. 5.7の各カーネルの可視化結果の通り，最も類似度の高い文字を直接割り当てているた
め文字単位では読める文字画像が出力されている一方で，それぞれが意味を持つ文字列を成
していない．そこで本研究では，より定量的なCLCNNの特徴量評価を行うため，可視化さ
れた文字列と各データセットで出現する文字種の内訳を比較する．Table. 5.3に，各モデルの
畳み込みカーネルおよびデータセットに出現する文字種（ひらがな，カタカナ，記号）の内
訳を示す．Table. 5.3では，ひらがな，カタカナ，記号の内訳のみ示すため，漢字やアルファ
ベットや数字に関しての出現率は含まれない．従って，Table. 5.3の各行の合計が 100%にな
らないことを注記する．
Table. 5.2: 各モデルの畳み込みカーネルおよびデータセットに出現する文字種の内訳
出現率 [%]
かな カナ 記号
小説文・論説文の データセット 60.93 0.90 8.10
著者推定 畳み込みカーネル 2.99 1.89 1.63
記事の データセット 34.05 7.01 13.94
新聞社推定 畳み込みカーネル 6.58 3.78 2.73
短文 SNSの データセット 34.07 12.74 12.21
トピック推定 畳み込みカーネル 14.06 9.05 1.56
Table. 5.3より，他のデータセットよりも記号の出現率が多い新聞社推定問題したモデル
では他よりも記号に反応するカーネルが多い傾向にあり，同様にカタカナの出現率が高い短
文 SNSのトピック推定問題を学習したモデルではカタカナに反応するカーネルが多い．こ
のことから，CLCNNは学習するデータセットに応じて抽出する言語的特徴を柔軟に獲得し
ており，結果高い分類性能を示したと考えられる．
23
一方で，ひらがなの出現率が非常に高い著者推定問題のモデルでは，むしろ他のモデルよ
りひらがなに反応するカーネルが少ないという結果になった．これは，著者推定問題のデー
タセットが他のデータセットよりも漢字の多様性が高く，著者推定に対してはひらがなやカ
タカナで書かれる文字列よりも漢字で書かれる文字列の重要度が高いことを示唆していると
言える．
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第6章 まとめ
本研究では，深層学習による文字単位の文書分類手法に視覚的文字表現と単語分割不要な
data augmentation手法を導入した新しい汎用的な文書分類手法の枠組みを提案した．複数
の日本語文書分類タスクにおいて，従来の単語単位および文字単位の文書分類手法を上回る
性能を達成し，提案手法が有効であることを示した．
提案手法の解析では，文字をその視覚的情報を基に表現することから，従来の自然言語処
理では対処の難しい形状が類似した文字の取り扱いや，括弧や句読点とピリオド，カンマの
ような置換されても意味が変動しない文字の取り扱いが適切になされていることが示唆され
た．加えて，CAEによる視覚的文字表現の学習の結果，漢字の表意性や構成性を一部考慮
した表現が得られることが確認された．これにより，従来的な文字表現手法と比較して，提
案手法が効率的かつより文字の意味を保存した文字表現であることが明らかになった．
CLCNNが学習した特徴量を解析した試みでは，CLCNNがデータセットに含まれる文字
種の出現率の異なりや，分類に寄与する文字を学習によって獲得することが明らかになった．
このような日本語の自然言語処理における CLCNNの特徴量解析を行なった研究は少なく，
CLCNNの理解という側面からも本研究は一定の成果を示した．
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付録
6.1 CLCNN第一層目の畳み込みカーネル可視化結果
6.1.1 小説文・論説文の著者推定モデル
小説文・論説文の著者推定モデル問題を学習したCLCNNの畳み込みカーネルを可視化し
た図を Fig. 6.1に示す．
6.1.2 記事の新聞社推定モデル
新聞社推定問題を学習したCLCNNの畳み込みカーネルを可視化した図をFig. 6.2に示す．
6.1.3 短文SNSのトピック推定モデル
短文 SNSのトピック推定問題を学習した CLCNNの畳み込みカーネルを可視化した図を
Fig. 6.3に示す．
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Fig. 6.1: 小説文・論説文の著者推定モデルの第 1層目の畳み込みカーネルを可視化した結果
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Fig. 6.2: 新聞社推定モデルの第 1層目の畳み込みカーネルを可視化した結果
34
Fig. 6.3: トピック推定モデルの第 1層目の畳み込みカーネルを可視化した結果
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