Spatial information dynamics during early zebrafish development  by Hoh, Jan H. et al.
Developmental Biology 377 (2013) 126–137Contents lists available at SciVerse ScienceDirectDevelopmental Biology0012-16
http://d
n Corr
E-m
1 Pr
200 Lonjournal homepage: www.elsevier.com/locate/developmentalbiologySpatial information dynamics during early zebraﬁsh developmentJan H. Hoh n, William F. Heinz, Jeffrey L. Werbin 1
Department of Physiology, Johns Hopkins School of Medicine, 725N. Wolfe Street, Baltimore, MD 21205, United Statesa r t i c l e i n f o
Article history:
Received 3 May 2012
Received in revised form
1 February 2013
Accepted 6 February 2013
Available online 21 February 2013
Keywords:
Spatial organization
Information theory
Staging
Zebraﬁsh
Developmental dynamics06/$ - see front matter & 2013 Elsevier Inc. A
x.doi.org/10.1016/j.ydbio.2013.02.005
esponding author.
ail addresses: jhoh@jhmi.edu, jan_hoh@yahoo
esent address: Department of Systems Biolo
gwood Ave, Boston, MA 02115, United Statea b s t r a c t
During development inherited information directs growth and speciﬁes the complex spatial organiza-
tion of cells and molecules. Here we show that a new information metric, the k-space information (kSI),
captures the growth and emergence of spatial organization in a developing embryo. Using zebraﬁsh as a
model, we quantify the rate of development over the ﬁrst 24 h and demonstrate that important
developmental landmarks are associated with well-deﬁned transitions in information dynamics. The
rate of development during this time is highest immediately before and after gastrulation, as well early
in the segmentation period. We also ﬁnd that the majority of the information arises from spatial
correlations on the length scale of 20–80 mm, but there are contributions from many length scales that
change over time. A comparison of the information dynamics in the maternal-zygotic one-eyed pinhead
mutant, which is defective in mesoderm induction, with the wild-type embryo shows that the
information dynamics diverge near the onset of gastrulation. Subsequently the mutant lacks a peak
in the information dynamics that appears to be associated with the formation of trunk somites in the
wild-type embryo. These ﬁndings provide a common and objective basis by which to quantify spatial
organization, compare mutants and quantify developmental dynamics. The kSI can also be applied to
any form of developmental data of arbitrary dimensions, and it offers a broad conceptual framework
with which to organize the large amounts of data emerging from various sources.
& 2013 Elsevier Inc. All rights reserved.Introduction
Development is a process in which inherited information is
used to direct the spatial and temporal dynamics of cells and
molecules to produce a fully formed and functional organism
(Wolpert, 1969; Peter and Davidson, 2009). The machinery of the
cell decodes the genome, converting the inherited information into
compositionally and spatially complex information in the form of a
growing embryo. From the perspective where the elementary unit
in an embryo is the cell, the compositional aspect lies in the fact
that a certain number of distinguishable cells are created. The
spatial aspect lies in the fact that cells are positioned relative to
each other in a non-random fashion as development proceeds. This
notion that information is closely tied to development led to a
number of attempts to quantify information in developing organ-
isms (Dancoff and Quastler, 1953; Raven, 1961; Elsasser, 1958)
soon after Shannon (1948) established the mathematical founda-
tions of modern information theory. Their merits were critically
evaluated by Apter and Wolpert (1965), who concluded that the
information metrics used at that time took ‘‘yno account of spatial
organization’’ and thus were of little value for characterizing
development. There are now approaches that can account forll rights reserved.
.com (J.H. Hoh).
gy, Harvard Medical School,
s.spatial organization to some extent (Rueckert et al., 2000;
Russakoff et al., 2004; Page et al., 2003), including the n-gram
approach advanced in the original work by Shannon (1948).
However, these methods do not adequately account for the type
of spatial organization found in a developing embryo, and the
issues raised by Apter and Wolpert (1965) remain a barrier to
quantifying spatial information dynamics during development.
It is important to note that in the present work we are
concerned not with positional information (Wolpert, 1969), a
concept in which cells have information about where they are
relative to some common point of reference. Positional informa-
tion is commonly thought to arise from gradients of morphogens,
and current efforts to understand positional information focus on
establishing the mechanisms by which these gradients form and
the precision with which cells determine their position within the
gradients (Wartlick et al., 2009; Bollenbach et al., 2008; Gregor
et al., 2007; Jaeger and Reinitz, 2006). In our study, we are
interested in the information that is represented by the totality
of spatial correlations between cells, which deﬁnes the spatial
organization, in a developing organism2 .2 The expression ‘‘spatial information’’ is occasionally used synonymously
with ‘‘positional information’’ in the literature, although the latter is more
common. In some other instances, ‘‘spatial information’’ is used without a clear
or codiﬁed deﬁnition. Here we use the term ‘‘information’’ in the observer-
independent sense, and spatial information is the information that arises from
positional or temporal correlations between cells in an embryo.
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(Shannon, 1948; Schneider, 2000). In the Shannon formalism, this
is the view of information from the perspective of the receiver of a
message. Before a message is transmitted, the receiver has some
uncertainty about what the message will be. That uncertainty is
given by the information entropy (H), which Shannon deﬁned as
H¼
X
Plog2P,
where P is the probability of any given message being received,
and the information entropy is the weighted average of the
contribution of all possible messages. Once the message has
arrived that uncertainty is smaller; in the case of perfect trans-
mission of an unequivocal message, the uncertainty is zero.
However, often there is noise in the transmission or some
equivocation, so the message that arrives retains some uncer-
tainty and the information transmitted is reﬂected in the differ-
ence between the uncertainty before and the uncertainty after.
For the case of a developing embryo comprising some number of
cells, the equivalent of the message is the spatial organization of
the cells, and the receiver is an observer of the embryo. Thus we
want to know how uncertain the receiver is with respect to how
the cells will be organized before the embryo forms, and how
uncertain the receiver is after. The challenge in information
dynamics during development is to quantify these uncertainties.
We have recently developed a new information metric, the
k-space information (kSI), which incorporates spatial correlations
between elements in the data (Heinz et al., 2011). Here we use the
kSI to examine spatial organization during early development,
using zebraﬁsh as a model (Hisaoka and Battle, 1958, Kimmel
et al., 1995). In this context the kSI differs from the conventional
image entropy, here called the real space entropy (HRS), consid-
ered by Apter and Wolpert (1965), by capturing spatial correla-
tions between cells in the embryo (Fig. 1). The uncertainty
associated with the organization of the cells in an embryo must
increase with the number of cells—because the more cells there
are, the more possible ways that those cells can be arranged (i.e.,
before one knows what the organization actually is, one is more
uncertain the more cells there are in the embryo). Both the kSI
and the HRS capture this dependence of the information on
number of cells. However, the kSI is computed using the coefﬁ-
cients from a Fourier transform of the data, and these coefﬁcients
depend on the strengths of the correlations between the positions
of cells in an embryo at different length scales. Such spatial
correlations can be strong, where cells are arranged in a regular or
ordered fashion relative to each other, or they can be weak, where
cells are arranged in a more irregular or disordered fashion. Thus
the kSI of a zebraﬁsh embryo depends on the spatial correlations
between cells, while the HRS does not. The positions of cells
relative to each other in a developing embyro are controlled by a
variety of complex mechanisms, including signals passed by
secreted factors and direct cell–cell contact (Kerszberg and
Wolpert, 2007). The kSI is a new metric for quantifying the spatial
organization that arises from these processes.
For this analysis we used data from the scanning light sheet
microscopy of the developing zebraﬁsh embryo (Keller et al.,
2008). These data are based on 3D images of the entire embryo,
with GFP-labeled histone-2b as a nuclear marker, at subcellular
resolution, at 90-second intervals, for the ﬁrst 24 h of develop-
ment. Using this data we apply the kSI to quantify the rate at
which a zebraﬁsh embryo develops, and show that the rate varies
signiﬁcantly at different times during development. This is a
global analysis in which the entire embryo is treated as a single
object; however, in principle the methods used can be applied
locally to deﬁned regions of an embryo or subsets of cells. The kSI
was also used to compare the wild-type embryo with thematernal-zygotic one-eyed pinhead (MZoep) mutant, in which
nodal signaling—and thus normal pattern formation - is inter-
rupted (Zhang et al., 1998; Gritsman et al., 1999). We show that
there are large differences in kSI dynamics between the MZoep
mutant and the wild-type embryo starting at the onset of
gastrulation. Thus the kSI provides an objective and quantitative
metric by which to characterize developmental dynamics in
embryos with different genotypes.Methods
Zebraﬁsh data
The data used are from the scanning light sheet microscopy of
zebraﬁsh (Danio rerio) development (Keller et al., 2008). For the
wild-type embryo, we use the digital embryo data set that starts
at 1.67 h post fertilization (hpf) and ends at 24.17 hpf. This data
sequence is derived from 901 3D images, each composed of 370
2D images of 20482 pixels. In the digital embryo form of the data
provided by the authors, the center position of each nucleus has
been assigned an x–y–z position at each time point (http://www.
embl.de/digitalembryo/ﬁsh.html). Using just the coordinates
removes contributions from the size and shape of the ﬂuorescent
nuclei, as well as ﬂuctuations in ﬂuorescence intensity and other
experimental variations in the image data. For our analysis, the
coordinate data are represented as a binary 3D image with a 1 at
each position where there is a nucleus, and 0 everywhere else. We
assume one nucleus per cell in our discussion. Further, with our
current computational capabilities the size of each image at the
native resolution is too large for the kSI computation. Therefore
each 3D volume was resampled to a 5123 volume, where each
voxel is 2.5 mm per side. The embryo at each time point is thus
represented in a cube 1280 mm on the side, which is somewhat
larger than the original data. This resampling and the associated
reduction of resolution reduces the precision of the nuclear
positions, and causes a small fraction (average of 1.3%, maximum
of 2.8%) of nuclei to be lost by being grouped into the same voxel.
As a result some contributions to the information will be lost, but
the resampling does not appear to signiﬁcantly inﬂuence the
ﬁndings reported here (Supplement). We note that the methods
developed here can also be applied directly to the underlying
ﬂuorescence images (Supplement). When doing so the interpreta-
tion becomes more complicated, and the information depends, in
part, on the perspective from which the embryo is viewed. Thus
we use the coordinate-based representations. The MZoep mutant
data set differs from the wild-type embryo in start times, end
times, and time interval. But otherwise they were treated
as above.
Scanning light sheet imaging data was collected at 26.5 1C (Keller
et al., 2008). Therefore the timing of the developmental periods was
corrected by HT¼h/(0.055T0.57), where h is the time at 28.5 1C in
hours and H is the time at temperature T (Kimmel et al., 1995).
kSI computation
Details of the underlying theory have been described elsewhere
(Heinz et al., 2011; Hoh et al., 2012), and its application to
computing the kSI for a zebraﬁsh embryo is shown in Fig. 2. Aside
from setting the analysis dimensions to 5123, the only adjustable
parameter is the bin size for discretizing the Parseval’s theorem
based probability distribution—which was set at 1% of the stan-
dard deviation of the distribution (Heinz et al., 2011). The analyses
were fully automated and performed with software developed
using the Interactive Data Language (Exelis, Denver, CO) running
on standard stand-alone personal computers or servers.
Fig. 1. Illustration of the information captured by the kSI and how it differs from the conventional information entropy. (A) Early in zebraﬁsh development cell
divisions are highly coordinated and spatially well-deﬁned. Here we show idealized divisions from 8-cells, to 16-cells and ﬁnally 32-cells (vertical column), where the cells
lie on a regular lattice (the cell positions are taken from Fig. 6 in Kimmel et al., 1995). Because the distances between the cells are so regular, their positions are said to be
strongly correlated (i.e. knowing the position of one cell speciﬁes the relative positions of all the others). The kSI and conventional information entropy (here designated
HRS) are both sensitive to the numbers of elements in an object, and in this case increase step wise – proportionally with the number of cells. The steps are shown as being
instantaneous – which assumes that the cell divisions at each cycle are perfectly synchronized. If the steps were not perfectly synchronous there would be intermediate
information values. This description does not account for is the possibility that how strongly correlated the positions of the cells are might change with time or based on
genotype or environmental factors. Here we illustrate that possibility by showing the 32-cell stage with varying degrees of spatial correlations (horizontal row). The
leftmost image has the cells with the weakest correlations, the rightmost image has the strongest correlations, and the middle image reﬂects an intermediate level of
spatial correlations. The case with the weakest correlations can also be thought of as being the most disordered, while the strongest correlations correspond to the most
ordered. The kSI is sensitive to these spatial correlations between the positions of cells, while the HRS is not. Thus the kSI is a metric that captures the change in the number
of cells, as well as how strongly correlated the positions of cells in the embryo are. (B) B. The kSI is sensitive to correlations on all length scales. The embryo schematic is
adapted from Fig. 15 in Kimmel et al. (1995). Take for example the groups of cells that make up the somites at the 8-somite stage, and assume that the positions of cells
relative to each other remain constant. In this case the HRS would be constant, because we are considering only the case with eight somites. But the kSI would be sensitive
to how the somites are arranged relative to each other. The embryo schematic is adapted from Fig. 15 in Kimmel et al. (1995).
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there are several abrupt jumps in the results. These correspond to
small (no more than 2%) jumps in the nuclear count, which aredue to a parameter in the image segmentation software used to
automatically parse nuclei from the imaging data (Keller et al.,
2008, personal communication). At each time point, adaptive
Fig. 2. Schematic showing the computation of k-space information. The scanning light sheet imaging data from the developing zebraﬁsh embryo at each time point was
reduced to a collection of xyz coordinates (Keller et al., 2008). These data were scaled to construct an image of the embryo in a 5123 voxel volume, where the position of
each nucleus is marked by a voxel value of 1 (all other voxels being 0). At this point there are two branches in the analysis, a discrete Fourier transform (F(x)) for the
embryo is computed using the fast Fourier transform (FFT), and Parseval’s theorem is used to compute a probability distribution for the Fourier coefﬁcients a and b. For
presentation purposes the Fourier transform shown is one-dimensional, but the actual computation involves a three-dimensional FFT. The Fourier transform shown is
summed over all voxels (NV) in the image, and the x coordinate is normalized to the dimensions of the volume (L). The Parseval’s based probability distribution represents
how likely any particular coefﬁcient would be if the cell positions in the embryo were established by a random process (note that the distribution is identical for both a and b).
An information (IkS) is then computed using the probabilities (Pa and Pb) for the Fourier coefﬁcients from the FFT of the embryo image, by summing log2P for all NV coefﬁcients
of each type (note that n¼0 represents the zeroth order term which is omitted). An entropy (HkS) is computed from the probability distribution by summing Plog2P for all
probabilities of each type (here a bin size for the probabilities is set to 1% of the standard deviation). The kSI was then computed by subtracting the information from the
entropy. This last step has the effect of making the point of reference the maximally uncorrelated distribution of cells in the volume (as reﬂected by the k-space entropy). Thus
the kSI provides a measure of how correlated the positions of the cells in the embryo are relative to the case where the cell positions are randomly determined. Alternatively,
the kSI can also be viewed as a measure of how likely that the organization of cells observed was the result of a random process (the higher the kSI the less likely).
For additional details see Heinz et al. (2011).
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This target size changes as a function of time, since the nuclei
become smaller as the embryo develops. At later times the target
size is rather small and a change by 1 in this integer number has a
signiﬁcant effect on the detection of nuclei. Speciﬁcally the size
parameter changes from 7 to 6 between 18.29 hpf and 18.32 hpf,
8 to 7 between 16.49 hpf and 16.52 hpf, 9 to 8 between 15.08 hpf
and 15.11 hpf and 10 to 9 between 13.97 hpf and 13.99 hpf,
which correspond exactly to when jumps in the number of nuclei
and in the kSI are seen. Thus we have adjusted the kSI to remove
the jumps at these time points (Supplement).
Precision estimate
Determining the kSI variance in zebraﬁsh embryos is difﬁcult,
because there are several contributions to the variance—including
the natural variation of cell positions between genetically identical
individuals that are raised under identical conditions and errors
from the scanning light sheet microscopy. To estimate the preci-
sion we performed two tests, an analysis of randomly generated
cell positions in the same analysis volume used for the zebraﬁsh
data and an analysis of the kSI differences between sequential timepoints in the data. For the randomly generated data, we placed
either 64 cells, 2803 cells or 15349 cells at random positions in the
analysis volume (1000 images of each number of cells), and
computed the variance of the kSI for each of these. Examining
the variance in sequential images is based on the reasoning that
the methodological variance cannot exceed the variance between
two sequential time points. There are still three contributions to
differences–errors from the scanning light sheet microscopy,
variance introduced by the kSI computation, and changes in the
embryo that occurred in the 90 s between images. But none of
these individual contributions can be larger than the total
variance–and thus the kSI difference provides an upper bounds
(Supplement).
Real-space information entropy computation
We refer to the digital embryo coordinates as real-space data,
which are represented by a binary function. A conventional
image entropy was computed for each time point using the
Shannon formalism (Russ, 2002). This entropy is computed
from the normalized histogram of the binary function amplitudes
(1 or 0), and we thus refer to it as a real-space information
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HRS ¼NV
NC
NV
 
log2
NC
NV
 
þ 1NC
NV
 
log2 1
NC
NV
  
,
where NV is the number of total voxels in the volume and NC is the
number of cells in the embryo. Thus the entropy increases with
the number of cells until half of all the voxels in the volume are
occupied, after which it decreases to zero (when all the voxels are
occupied). In the limit of a small number of cells relative to the
number of voxels, as is the case here (o0.012% of voxels are
occupied), the HRS is close to linearly proportional to the number
of cells in the embryo (Supplement). This is the origin of main
criticism voiced by Apter and Wolpert (1965).
It should be noted that the real-space entropy is computed
from a discrete histogram, while the kSI is based on a continuous
distribution. In the case of the kSI, the distribution is discretized
based on practical considerations, and the absolute value depends
on the bin size selected. Thus while both the HRS and kSI are
reported in bits, the values cannot be combined.Contributions to the kSI from different length scales
Contributions to the kSI from different length scales were
established by computing the contribution to the kSI for individual
Fourier coefﬁcients, and summing these grouped by frequency. In the
k-space representation, axes of the 3D FFT array represent frequen-
cies and have units of mm1. The reciprocal of the frequency is a
wavelength in real space, which has units of mm and is related to
distances in the embryo. A 3D map of the radial distance from each
coefﬁcient to the zeroth order term (DC component) of the FFT was
computed. Coefﬁcients from outside the Nyquist limit were dis-
carded, and the sum of the information associated with the coefﬁ-
cients at each frequency was computed. The information was then
averaged into wavelength bands, from the Nyquist limit, in powers of
two, so there are bands 5–10 mm, 10–20 mm, 20–40 mm, 40–80 mm,
80–160 mm, 160–320 mm, 320–640 mm and 640–1280 mm.Results
kSI dynamics for the wild-type embryo
The kSI computed for digital representations of a wild-type
zebraﬁsh embryo, starting at 1.67 hpf and ending at 24.17 hpf,
exhibits a complex dependence on time (Fig. 3A). The kSI initially
increases in a step-like fashion at 1.79 hpf, 2.08 hpf, 2.42 hpf,
2.74 hpf and 3.17 hpf (Fig. 3A and Supplement). These steps in kSI
correspond to the synchronous 7th, 8th, 9th and 10th divisions,
and the 11th division where synchronicity begins to decrease, and
the time between the steps increases as expected from the
established cell division dynamics (Kimmel et al., 1995). The kSI
increase arises from the fact that these early cells are spatially
well-organized, and the amount of organization increases with
each subsequent division (the more cells there are, the more
information is needed to organize them).
The kSI computation is analytically precisely deﬁned, so the
same structure always produces the same kSI value. However, a
more important issue with respect to precision is how the kSI
varies for equivalent but non-identical structures. Earlier work on
synthetic systems suggests that the precision for the kSI is
exceptionally high—and even in the worst case has a coefﬁcient
of variance (CV) o0.1% (Heinz et al., 2011). An upper bounds for
the CV can also be obtained from an earlier analysis of chemo-
tactic trajectories, where the CV for the Parseval’s based kSI
values is o2% (Hoh et al., 2012). For the zebraﬁsh analysis weﬁnd an upper bounds for the CV of 2%, and thus the steps above
are signiﬁcant to 410 standard deviations.
Following the early divisions the kSI rate of change accelerates
to 600 bits/min, and then decelerates rapidly through the onset of
gastrulation (Fig. 3B). There is a local maximum of 1.3105 bits at
6.67 hpf after which the kSI rate of change falls slightly before
accelerating again to 900 bits/min as gastrulation is completed
(100% epiboly). The local minimum in the information dynamics
early in gastrulation occurs despite the fact that the number of
cells in the embryo increases signiﬁcantly during that time. Thus
the cells being added are not highly correlated, or the cells being
added are correlated but existing cells are losing spatial correla-
tions (or some combination thereof).
After gastrulation is complete the kSI rate of change decele-
rates early in the segmentation period and reaches a maximum of
2.6105 bits around the time 7–11 somites are have formed. This
is close to the boundary between the time anterior and posterior
trunk somites are formed (Szeto and Kimelman, 2006). The kSI
then falls over the next two hours, and then becomes essentially
ﬂat for the remainder of the 24-h time period examined.
Compositional and spatial contributions to the kSI
There are two contributions to the kSI dynamics, the composi-
tion of the embryo and the spatial correlations between the cells. In
the present work, because all cells are treated as though they are
identical, the compositional contribution depends only on the
number of cells. The contribution from the composition is therefore
directly reﬂected in the HRS, which is close to linearly proportional
to the number of cells. Hence the HRS can be viewed as a measure
of growth, and proceeds as expected in a non-uniform fashion as a
function of time (Fig. 3A). Because of the synchronous change in
the number of cells during the early divisions, the HRS increases in
a step like fashion similar to the kSI (Fig. 3A Inset). Subsequently
the HRS increases fairly smoothly, with only modest variations in
rate, until 10 hpf at which time the rate of change slowly
decelerates and at 15 hpf becomes roughly constant (Fig. 3B).
To examine contributions of the spatial correlations, the kSI
was normalized to the number of cells (Fig. 3C), and also
examined as a function of cell number (Fig. 3D). Here we ﬁnd
that during the early synchronous divisions the kSI per cell is
initially 25 bits/cell, but drops rapidly during the 7th and 8th
division cycles suggesting that the cells on average become less
well organized. Shortly after MBT the information per cell rises
very rapidly, reﬂecting a major increase in spatial correlations
between cells in the developing embryo. This rise peaks at 25 bits/
cell at the onset of gastrulation, and then it begins a steep 4-h fall
to 14 bits/cell just prior to the completion of gastrulation. This fall
is related to a combination of the slight decline in the kSI early in
gastrulation along with the continuing increase in cell number.
There is then a second peak in the kSI/cell dynamics early in the
segmentation period. The HRS/cell on the other hand is inversely
proportional to the number of cells falls throughout the ﬁrst 24 h
of development (Supplement).
As a function of cell number, the HRS shows the expected
approximately linear dependence (Fig. 3D). In contrast, the kSI as
a function of cell number has complex dynamics that reﬂect the
changes in spatial correlations that are not solely dependent on
the number of cells. The most marked differences between view-
ing the dynamics as a function of cell number versus time are
found during gastrulation and segmentation. The differences
during segmentation are particularly notable, because there the
change in cell number is small while there are signiﬁcant changes
in the kSI. These results thus show that the kSI does not suffer
from the limitations of the early attempts to quantify develop-
mental information (Apter and Wolpert, 1965).
Fig. 3. k-Space information analysis of a developing wild-type zebraﬁsh embryo. (A) The kSI (blue) and HRS (red) plotted as a function of time, with major
developmental landmarks indicated. The HRS is close to proportional to the number of cells, and thus can be taken to reﬂect the growth of the embryo. In contrast, the
increase in kSI with time reﬂects a combination of growth and the emergence of spatial correlations between cells as the embryo develops. The kSI increases rapidly at
some times, and is near constant at others. The HRS dynamics also change signiﬁcantly during early development, but there are times when the HRS is increasing while kSI
is constant. The inset shows time from 1.67 to 3.33 hpf magniﬁed, where stepwise changes in the information dynamics related to the synchronous division of cells are
readily seen. (B) Rate of early development computed from the information dynamics. A 60-min time window was used to compute the derivative of the data in (A). (C)
The kSI and HRS normalized to the number of cells, and plotted as a function of time. The average kSI/cell has three maxima: the start of the time sequence (late cleavage),
the onset of gastrulation, and midway through the formation of the trunk somites. The HRS/cell decreases with time, because the more cells there are in the embryo the
fewer ways there are to arrange any particular cell (Supplement). (D) The kSI and HRS plotted as a function of number of cells. The HRS is, as expected, close to linearly
related to the number of cells. The kSI dynamics on the other hand vary signiﬁcantly with time, clearly illustrating the difference between the HRS and kSI dynamics. Inset:
the data for 1.67–3.33 hpf magniﬁed. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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Because the kSI is computed from a set of Fourier coefﬁcients,
it is straightforward to limit the kSI to coefﬁcients that represent
only speciﬁc frequencies or wavelengths in the data. Thus one can
examine how correlations at different length scales in an embryo
contribute to the total information. We initially divide the Fourier
coefﬁcients into bands of frequencies based on powers of
two—starting from the Nyquist limit (5 mm). This reveals that
the balance of contributions from different length scales changes
as a function of time (Fig. 4A). The information contributed by the
largest distances is small because there is a small number of
coefﬁcients for the lowest frequencies compared to the highest
ones (see below). The shortest distances also contribute little to
the overall information, because the number of cells with nearest
neighbors o10 mm apart is small (Supplement). Most of the
information comes from correlations on the 20–80 mm length
scale, a distance that corresponds to around 1–5 cell diameters.
The wavelength analysis alone does not allow the speciﬁc
structures associated with different length scales to be identiﬁed.
However, for the early dynamics in the 40–80 mm band, the
blastoderm thickness is a possible candidate. With the onset ofepiboly, just after the MBT, the blastoderm begins to form a cup-
shape structure. By 30% epiboly the thickness of blastderm is
100 mm although it is thinner at the leading edge. As epiboly
approaches 50% the blastoderm thins to a uniform thickness
around 60–70 mm, and it would thus be expected to contribute
signiﬁcantly to information at that length scale. However, soon
after 50% epiboly is reached convergence movements start, with
cells migrating to form the embryonic shield. This rearrangement
produces an accumulation of cells at the embryonic shield, but an
appreciable thinning of the blastoderm on the ventral side. As
epiboly proceeds, the blastoderm continues to thin below 40 mm.
Thus the information associated with the thickness of the wall
(the blastoderm) of the ‘‘cup’’ is consistent with the increase of
information in the 40–80 mm band from the dome stage up to 50%
epiboly, and the subsequent decrease in information in the 40–
80 mm band and associated increase in the 20–40 mm band. This
association, though, can at present not be established with
certainty.
The difference in the number of coefﬁcients at the different
wavelengths tends to obscure changes at the longest wave-
lengths. To get a better sense of the dynamics at the longest
length scales the information was normalized to the number of
Fig. 4. Contribution of different length scales to spatial information in a developing wild-type zebraﬁsh embryo. (A) The kSI decomposed into information
contributions from the different length scales and plotted as a function of time. The majority of spatial information arises from correlations on the 20–80 mm length scale.
However, there are signiﬁcant contributions from other length scales, and the balance of contributions from different length scales changes with time. Thus development
proceeds through changes in spatial correlations at different length scales, at different times. (B) The kSI normalized to the number of coefﬁcients in each band, and plotted
as a function of time. While the longer length scales contribute less to the overall information because there are fewer of coefﬁcients, the normalized values show that
there are still signiﬁcant changes in the spatial correlations at these larger dimensions.
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information dynamics vary much more for the longer length
scales than the shorter ones (Fig. 4B). For example, we ﬁnd that
the information per coefﬁcient in the 160–320 mm band begins to
fall soon after the mid-blastula transition and continues to
decreasing until 8.33 hpf. These kSI values are negative but still
deviate from the average unbiased distribution. Thus they still
reﬂect information in that particular frequency band (Supple-
ment). Contributions from these large dimensions reﬂect changes
in the general shape of the embryo, as reﬂected in the positions of
the labeled nuclei, such as growth of the blastodisc and subse-
quent cup-like structure that forms. Both of these structures have
large regular dimensions, such as their radii.
While the banding-into-length-scales approach used above is
helpful and simpliﬁes presentation of the data, it averages the
data within a band, and thus obscures more subtle changes in the
contributions from different length scales. To illustrate this we
examined the full wavelength dependence of the information at
several time points (Fig. 5). Here the information is a complex
function of both time and wavelength, but there are observable
trends. For example, at the earliest times the cells are larger and
thus the nearest neighbor distances are large. As a result the
information contributions at o20 mm are near zero. However, as
the embryo grows the nearest neighbor distances decrease
(Supplement) and the information contribution from o20 mm
increases. The band dynamics discussed above are also apparent,
as an information peak near 50 mm moves toward shorter
distances after gastrulation.
kSI dynamics of the MZoep mutant
Quantitative comparison of different phenotypes is a difﬁcult
issue. For example, by what general metric does one compare a
mutant ﬁsh that has one eye with one that has a ventral ﬁn fold?
The k-space information provides an approach to characterize
phenotypes in terms of spatial organization, and in principle is a
conceptual framework with which to compare phenotypes. This
presents a new opportunity to study the relationship between
genes and their phenotypes, by examining the effect that altering
gene function has on the spatial information. To illustrate how
the kSI can quantify the effects of genetic differences between
embryos, the MZoep zebraﬁsh mutant was examined and comparedto the wild-type embryo. The mutant data is from 3D scanning
light sheet images from 3.83 hpf to 21.17 hpf (Keller et al., 2008).
At the earliest available time points, from 3.83 hpf to 5.83 hpf,
the MZoep mutant and wild-type embryo show similar kSI
dynamics and have similar numbers of cells (Fig. 6A). However,
after 5.83 hpf the rate of development in the wild-type embryo
slows and diverges from the mutant embryo. This divergence
produces a large difference between the wild-type embryo and
the mutant embryo early in gastrulation, which correlates with
lack of involution and subsequent hypoblast formation in the
mutant embryo (Carmany-Rampey and Schier, 2001). Somewhat
surprisingly, the information normalized to the cell number
shows a similar peak for both the mutant and the wild-type
embryos around this time (6.67 hpf) (Fig. 6B), despite the large
differences in spatial organization between the two. A complicat-
ing factor is the major difference in the rate of growth during
gastrulation, with the number of cells in the mutant embryo
increasing much more rapidly than in the wild-type embryo.
While the number of cells is approximately equal at 5.83 hpf, by
8.33 hpf the mutant embryo has 13,000 cells compared to
7000 in the wild-type embryo. This produces a corresponding
rise in the HRS, but the impact on the kSI depends on where in the
embryo the additional cells are added.
Another prominent difference in the organization dynamics
between the mutant and the wild-type embryo occurs during
early segmentation. In the wild-type embryo there is a peak in the
total information, and the information per cell dynamics, around
the time 7–11 somites have formed; both are completely absent
in the mutant embryo. Notably the MZoep mutant is defective in
forming the trunk somites (numbers 1–15) (Gritsman et al.,
1999). Thus an explanation for the data is that the high degree
of correlation that emerges in early segmentation in the wild-type
embryo is the result of somite formation in the trunk. Further, as
noted above, the peak in information dynamics lies close to the
anterior and posterior trunk boundary formation time identiﬁed
by Szeto and Kimelman (2006).
Examining the contributions of different length scales to the
dynamics of the MZoep mutant development we ﬁnd that there
are differences relative to the wild-type embryo (Fig. 7). The most
notable differences are seen around 10 hpf, approximately mid-
way through gastrulation, a time when oep is known to play a
critical role in mesoderm formation (Carmany-Rampey and
Fig. 5. Wavelength dependence of the kSI at different times in a developing
wild-type zebraﬁsh embryo. At each time point for which a kSI is computed there
is a contribution from all frequencies (wavelengths) in the Fourier transform of the
embryo data. In Fig. 4 the contributions from the different frequencies were
grouped together to reﬂect contributions from different length scales and plotted
as a function of time. Alternatively one can also examine the full frequency
distribution, i.e. without grouping into bands, at individual time points. Here we
show examples of the how contributions to the kSI vary over all wavelengths at
selected time points. These data show that the contributions from different length
scales are a complicated function of dimensions of features in the embryo, and the
balance of contributions changes with time.
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10–20 mm and 40–80 mm bands in the mutant embryo relative to
the wild-type embryo. However, there is a very large increase in
information in the 20–40 mm band. Thus there are compensatory
effects at different length scales that tend to obscure differences
between the mutant and wild-type embryos in the overall
information dynamics. We note that Warga and Kane (2003) have
shown that in the MZoep mutant hypoblast cells adhere more
strongly than in the wild-type, forming small clonal clusters,
which presents one possible explanation for stronger correlations
in the 20–40 mm band from 6 hpf to 11.5 hpf. The difference
between mutant and wild-type embryos in early segmentation
(15 hpf) appears to arise from a combination of contributions
from 40–320 mm.Discussion
Dynamics of spatial correlations between cells in early development
Imaging of early development in zebraﬁsh embryos reveals the
changes of spatial organization of cells with time, which can be
viewed as a spatial manifestation of inherited information. Here
we have shown that this spatial organization can be quantiﬁed
using the k-space information metric. The kSI has complex
dynamics when normalized to the number of cells, or when
plotted versus the number of cells—and those dynamics change
depending on genotype. It also shows signiﬁcant deviations from
the HRS. Thus the kSI overcomes the criticisms, leveled almost 50
years ago, of using information theory to characterize develop-
ment (Apter and Wolpert, 1965).
A basic ﬁnding with respect to the information dynamics is
that the rate at which spatial correlations emerge during devel-
opment is non-uniform and correlated to cell number. The
emergence of spatial correlations follows the same overall trend
as growth. This is understandable, since the more cells there are
the larger the number of possible spatial correlations. But there
are times when growth is rapid, and the information related to
the spatial correlations does not change. During segmentation the
information even falls, while the number of cells remains con-
stant. The non-uniformity in these information rates is also seen
across the different length scales, where there is an interplay
between increasing and decreasing kSI with time.The kSI is a relative quantity
The information computed here is a relative quantity that
depends on the representation of the data and a point of
reference. In the current work we have represented the zebraﬁsh
embryo as a collection of cells in a 5123 voxel volume, where each
voxel is 2.5 mm on a side. A voxel is assigned the value 1 if there is
a nucleus centered within that volume, and 0 if not. This
representation is useful because it removes contributions from
the imaging data that do not directly the question of spatial
organization of cells. The raw images depend on experimental
parameters such as focus, illumination intensity, viewing angle,
etc. Although the image histogram in practice often contains
useful information (Hawkes, 1998), which is also true for images
of a developing zebraﬁsh embryo (Supplement), it complicates
interpretation. Further, using the binary representation reduces
the total amount of information. If, for example, the orientation of
cells were included, a higher resolution representation were used,
or additional molecular detail were included, different informa-
tion values would be obtained. Thus absolute values for the
information of the same system can vary greatly depending on
the details of the data, and often the changes in information as a
function of some variable will be provide greatest insight.
The information computed also requires a point of reference.
What is zero information for the problem being studied? In
present case we use the Parseval’s theorem based probability
distribution and invoke the maximum entropy assumption:
absent any prior knowledge to constrain how the cells might be
arranged, we assume that they can be in any voxel with equal
probability. Thus we have assumed that at any given time point
zero corresponds to the positions of cells being maximally
uncorrelated. While this is a practical point of reference, other
points of reference may be used (Hoh et al., 2012). For example, a
probability distribution could be established from a small set of
wild-type embryos—which would then serve as the point of
reference. However, that data is not yet available, and the
Parseval’s distribution is the most convenient point of reference.
Fig. 6. k-Space information analysis of a developing MZoep zebraﬁsh embryo. (A) The kSI (blue) and HRS (red) for the MZoep mutant plotted as a function of time. The
kSI (light blue) and HRS (light red) of the wild-type embryo are shown for comparison. The kSI of the MZoep mutant and the wild-type embryo are close to equal in at the
earliest times, but begin to deviate near the onset of gastrulation (5.83 hpf). (B.) kSI normalized to cell number and plotted as a function of time. Notably the MZoep mutant
and wild-type embryo have similar dynamics through gastrulation. The main difference is the peak early in segmentation, which is missing the MZoep mutant. (For
interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.)
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developmental landmarks
One important ﬁnding is that the kSI dynamics correlate
closely with several well-established developmental landmarks.
For example, the stepwise information dynamics from 1.67 hpf
to 3.33 hpf agree well with the timing of the synchronous
divisions that extend from the cleavage period into the blastula
period (Kimmel et al., 1995). There is an inﬂection in the kSI
dynamics at the onset of gastrulation, and the kSI pauses and
drops slightly through the ﬁrst 1.67 h of gastrulation. This
pause coincides closely with the pause in forward movement of
the bastoderm margin (Kimmel et al., 1995). There is an inﬂection
around the completion of epiboly, where the kSI rate of change
begins to decelerate. Additional correlations to development
landmarks are found in the contributions from different length
scales. For example, on the 40–80 mm length scale there are kSI
peaks at both the onset and completion of gastrulation. There is
also a small peak associated with MBT on the 20–40 mm length
scale. Thus the kSI captures many well-established features in
developmental dynamics, and it provides an objective approach
to identifying developmental events that are often assessed with
some degree of subjectivity.
Not all visually apparent structures described in the staging
of zebraﬁsh are seen in the kSI dynamics. The analysis treats all
cells as though they are identical point objects and involves only
the relative positions of all cells in the embryo. Therefore
structures based on identiﬁable cell types or properties that
are readily identiﬁable to the eye, such as cell shape, are not
incorporated in the kSI computation. Further, there are typically
many morphological elements that deﬁne a speciﬁc stage—and
these elements are at different places within the embryo. For
example, at the end of gastrulation the tail bud and the polster
form on opposite sides of the embryo. Thus there are local dynamics
are obscured by the fact that the kSI here is computed for the entire
embryo where many features are changing at the same time. These
issues can in principle be included in the kSI computation and any
collection of cells with properties that deviates from a random (or
some speciﬁc predetermined) organization should be detectable. For
example, the kSI computation can be restricted to just the regions of
the embryo where the tail bud or the polster will develop, thus
separating the information dynamics associated with these two
structures.Relationship of k-space information to positional information
Spatial information as described here is fundamentally differ-
ent than the well-known concept of positional information.
Positional information, proposed by Wolpert (1969) to under-
stand pattern formation in embryogenesis, is the idea that a cell
has information that speciﬁes its position within some frame of
reference—what Wolpert called a ﬁeld. The classic model used to
illustrate positional information is the French Flag, where three
bands of cells arise through the action of two oppositely oriented
gradients (Wolpert, 1969). Cells in the ﬁeld respond to the
concentrations of the two morphogens, say A and B, and adopt
speciﬁc fates depending on whether or not A or B is above or
below some threshold. Research on this problem has focused on
identifying morphogens (Driever and Nusslein-Volhard, 1988),
establishing the mechanisms by which gradients form (Wartlick
et al., 2009) and characterizing gradients (Bollenbach et al., 2008;
Gregor et al., 2007; Jaeger and Reinitz, 2006). In this context
information is used to quantify the precision of gradient sensing,
which in turn is related to the uncertainty associated with the
position within a ﬁeld.
The Shannon information entropy can be readily applied to
cells in the French Flag model. In the situation where the
concentration of A and B can be above or below the detectable
threshold concentration, A and B each contribute 1 bit of infor-
mation, and the total information of a cell in the French Flag
model is 2 bits (assuming perfect boundaries). However, the
French Flag model does not distinguish between the cases of
both A and B being above or below the threshold, and thus the
positional information is 1.58 bits (log23). Using the same reason-
ing information required to encode the xyz position of a single cell
within a 5123 volume is 27 bits (9 bits per dimension).
The kSI analysis, on the other hand, reﬂects spatial correlations
between cells. For example, the spatial information in a small
cluster of cells does not depend on where that cluster is within
the frame of reference or how the cluster is oriented. It does
depend on how well correlated the positions of the cells in the
cluster are. Thus the central difference between positional infor-
mation and spatial information is that positional information
deals with the information associated with positioning a cell
relative to some common frame of reference (the ﬁeld), while
spatial information deals with the information required to specify
the positioning of all cells relative to each other.
Fig. 7. Wavelength dependence of the kSI at time points in a developing
MZoep zebraﬁsh embryo. The relative contributions of information to the kSI are
plotted as a function of wavelength. The mutant has a signiﬁcantly different
distribution of contributions to the kSI (dark line), compared to the wild-type
embryo (light line). At some time points and wavelengths, the mutant has a larger
contribution to the kSI than the wild-type embryo and at others it is smaller. Thus
there are compensating changes that are masked in the overall kSI dynamics.
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Development is a process that occurs over time, and thus
quantifying development as a function of time is important. There
are wide a range of metrics that are speciﬁc for a process or some
speciﬁc aspect of development. For example, during the cleavage
period the number of cells in a zebraﬁsh embryo is quantiﬁed as
function of time (Kimmel et al., 1995). Later in development
epiboly is quantiﬁed by visually assessing the advance of the
blastoderm margin across of the embryo, and somitogenesis is
quantiﬁed by the rate at which somites appear (Kimmel et al.,
1995). In the chick embryo fractal analysis has been used to
quantify the extraembryonic vasculature (Vico et al., 1998), and
volume used to quantify the development of several different
organs (Kim et al., 2011). At present the primary approach to
obtain timing for overall development is staging, where morpho-
logical or biochemical characteristics are used to identify a stage.
The time to reach a stage or time between stages are used as
measures of rates—so the faster that an embryo reaches a stage
the higher the rate of development. But, stages are typically basedon convenience, such as readily observable structures or pro-
cesses, and there are no quantitative connections between them.
Thus staging does not provide a quantity that changes as a
function of time, and thus does not provide a real rate. Molecular
markers of various types have become important additional tools
for characterizing embryos at different stages, allowing a far more
detailed dissection of development (Nu¨sselein-Volhard and
Dahm, 2002; Westerﬁeld, 2007). However, a common metric for
measuring the overall progress of development is still lacking.
The approach to quantifying spatial information reported here
provides a new way to quantify rates of development. In the
cellular perspective we use, where all cells are identical and each
cell has an xyz coordinate, there are two contributions to the
information—the number of cells and the way in which those
cells are arranged relative to each other. While the growth rate,
i.e., the change in the number of cells over time, is an integral part
of development, it alone is not a good metric for development
because it does not account for any of the spatial correlations that
are hallmarks of development (Apter and Wolpert, 1965). Those
spatial correlations are captured by the kSI; therefore, the rate of
kSI change provides a measure of the rate of development. The
analysis presented here shows that the rate of development in
zebraﬁsh is highly non-uniform over the ﬁrst 24 h, and several
broad phases can be identiﬁed (Fig. 8).
kSI in higher dimensions
In the present work we have examined the kSI at individual
time points and treated all cells as though they are identical. But
the kSI approach can be extended to include any other variable,
and it can be used for any number of dimensions. For example, a
single kSI value for an embryo over the entire ﬁrst 24 h (or any
subset of time) could be computed by adding time as a fourth
dimension. In this case correlations between cells across both
space and time would be reﬂected in the kSI. In this case cells that
are uncorrelated in space but move in correlated ways across time
would contribute information. As with the spatial dimensions,
such a representation could also be decomposed to determine
how the information varies at different time scales. It could also
be combined with the spatial decomposition—which would show
how information at different length scales changes on different
time scales. Such high dimensional correlations are otherwise
difﬁcult to detect. Further, because the kSI analysis does not
depend on human judgment or intervention, it can readily be
automated and incorporated into the growing number of high
throughput efforts to characterize development.
Another natural extension of the current work is to include
speciﬁcation of cell type or cellular identity, effectively incorpor-
ating differentiation in the analysis. We have treated all cells as
though they are identical, but there are various ways to classify
cells—for example, based on germ layer origin, or expression of
speciﬁc markers. Such cell type speciﬁcations can be incorporated
by adding a new dimension (to the existing three dimensions) for
each type. For example, if each cell in the embryo were classiﬁed
as either endodermal, ectodermal or mesodermal—this would
yield a 6 dimensional object representing the embryo. The kSI for
such an object would reﬂect correlations between cells within a
germ layer, but also between cells in different germ layers. Cell
type can also be deﬁned in a narrower sense, for example by the
expression of one or more markers of interest. Thus information-
based consequences of expression levels of specifc genes or
groups of genes can be determined.
It should also be apparent that the kSI can be computed locally
by analyzing voxels grouped by some parameter of interest. One
such grouping would be spatial; for example, in the current
analysis the information could be computed from a 643
Fig. 8. Comparison of transitions in the information dynamics to established developmental periods. The developmental periods are from Kimmel et al. (1995) and
described at http://zﬁn.org/zf_info/zfbook/stages/index.html and temperature corrected for 26.5 1C. The information stages are based on signiﬁcant features in the kSI
dynamics (Fig. 3A and B). While this type of classiﬁcation is somewhat arbitrary, there are many features in the dynamics that are not used to identify a stage (Fig. 3B), the
stages presented serve to connect the kSI dynamics with familiar aspects of development.
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volume through the larger one—a spatially resolved map of
spatial information can be obtained. One could also group cells
based on time, in order to quantify cell migration or temporal
ﬂuctuations at different points within an embryo. In that instance,
the methods for quantifying chemotactic trajectories using the kSI
would provide additional tools (Hoh et al., 2012).
Information dynamics in a mutant
Mutant analysis is one of the most powerful tools available for
studying development. However, similar to the staging problem,
mutants are typically described with some level of subjectivity
and there is not a common quantity by which to compare mutant
phenotypes. Here we examined the possibility of using informa-
tion to quantify differences between embryos by determining the
information dynamics in the MZoep mutant. The MZoep mutant
was selected because a data set very similar to the one used for
the wild-type embryo is available (Keller et al., 2008). Further, oep
plays a central role in pattern formation through its effects on
nodal signaling, and thus mutants have signiﬁcant visible altera-
tions in spatial correlations between cells that should produce a
change in the kSI. Indeed we ﬁnd large differences between the
wild-type embryo and MZoep mutant that begin near the onset of
gastrulation. In particular the growth in the mutant is much more
rapid at this time, which also produces an increase in the kSI
relative to the wild-type embryo. However, the most striking
difference appears early in the segmentation period, when the
trunk somites form in the wild-type embryo. This is associated
with a peak in the information dynamics, but it is missing in theMZoep mutant—which does not form trunk somites. An impor-
tant caveat is that presently there is complete digital data from
only one wild-type and one mutant embryo available (Keller
et al., 2008). There are 901 3D volumes in the wild-type data
alone, and a statistical signiﬁcance between the volumes within
each data set can be estimated as above. The differences between
wild-type and mutant embryos in that context are also very large
in magnitude, but a statistically signiﬁcant difference between
wild-type and mutant embryos has not been established.
Other types of data
The k-space analysis is general, and with minor limitations it
can be applied to any data for which a Fourier transform can be
computed (Heinz et al., 2011). In the case of developmental
biology one of the most common types of data is imagery from
some form of optical microscopy, often ﬂuorescence microscopy,
of a developing organism. The kSI can easily be applied to this
type of data, as we demonstrated for the ﬂuorescence imaging of
the developing zebraﬁsh embryo (Supplement, Fig. S2). However,
one must keep in mind that the kSI is computed in an unbiased
way from all the pixels in an image. Thus the kSI for a ﬂuores-
cence micrograph is sensitive to focus and ﬂuorescence intensity,
for example. Further, in the case of 2D images, the information
also depends strongly on the orientation at which the embryo is
viewed. Therefore there is a need to be cognizant of the process
by which the data is collected, the sources of bias, and the ways in
which those may become manifest in the kSI.
Simpliﬁed representations are often extracted from more com-
plicated imaging data, such as the nuclear centroid coordinates
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trajectory analysis, commonly employed to examine migratory
dynamics and axonal pathﬁnding during development, where the
path of a cell or some part of a cell is reduced to a collection of xyz
coordinates over time (Zamir et al., 2008, Li et al., 2009, Bureau
et al., 2004). Here the simpliﬁed representation has the advantage
that data extraneous to the problem at hand is removed. The shape
of the cell, the details of the intracellular structure and other
features that would contribute to the information in a ﬂuorescence
micrograph, but are not part of the trajectory, are absent in a
coordinate-based representation. Thus when the kSI is applied the
results reﬂect only properties of the trajectories (Hoh et al., 2012).
Other types of data such as graphical representations of micro-
arrays and networks are by their nature more simpliﬁed, and the
spatial information in those types of data can be computed using
the same basic approach described here.Conclusions
Embryonic development proceeds by increasing the number of
cells and arranging them in speciﬁc ways relative to each other. Here
we have shown that the k-space information metric is a quantitative
approach to characterizing development that captures both of these
contributions. By this measure, embryonic zebraﬁsh development
proceeds in phases of changing dynamics that correlate with well-
established developmental transitions. Zebraﬁsh development is
most rapid immediately preceding the onset of gastrulation, around
the time gastrulation is complete, and during the formation of the
posterior trunk somites. Decomposing the kSI reveals a complex
contribution of different length scales. The kSI also is a common
metric by which to compare mutants or embryos that vary along
other experimental axes. Because the kSI does not require human
intervention to establish stages, it is amenable to automation and
high-throughput analysis of development dynamics. Finally we
suggest that, in light of the advances presented here, information
theory is now better poised to provide a conceptual framework for
understanding and organizing the onslaught of genomic, biochemical
and cell biological data in developmental biology.Author contributions
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