This paper presents an alternative approach of analyzing possibly multitype point patterns in space and space-time that occur on network structures, and introduces several different graph-related intensity measures. The proposed formalism allows to control for processes on undirected, directional as well as partially directed network structures and is not restricted to linearity or circularity.
Introduction
The last decade witnessed an extraordinary increase in interest in the analysis of network related data within numerous disciplines. This pervasive interest is on the one hand caused by a strongly expanded availability of network data. Examples of such network data are social network, traffic networks or genetic networks. On the other hand, underlying relational structures of (process) data have gained severe attraction. Thus, a swift towards a networkcentric perspectives took place. Consequently, different fields of science contributed to data collection and the statistical analysis of such data.
As a result, tremendous developments have taken place and several different network models have been derived. Most contributions have been applied in social network analysis including exponential random graph models also known as ERGMs (Koskinen et al., 2011) , multilevel network models (Lazega and Snijders, 2016) as well as agent-based models (Snijders et al., 2010) . For a detailed presentation of social network models in general we refer the interested reader to Carrington et al. (2005) . Besides social network models, network models have extensively been studied within statistical physics. Most prominently, these network models include the Watts-Strogatz small-world model (cf. Watts (1999) ). Extensive reviews of both prominent fields of network models are provided by Goldenberg et al. (2010) as well as Kolaczyk (2009) .
Within the network analysis framework, only a very small proportion of papers have dealt with relational structures with respect to spatial data. Ver Hoef et al. (2006) and Ver Hoef and Peterson (2010) discussed the usage of directed networks to capture transition flows occurring in the spatial domain. Even less work has been made restricted to the subfamily of planar point processes. In planar point processes one is interested in the analysis of randomly occurring observations within a bounded area. Most commonly, the relational structures taken into account with respect to planar point process data are restricted to univariate -possibly marked -point processes in the spatial domain.
One family of such models for planar point processes was presented by Marchette (2004) . Penrose and Yukich (2001) and Penrose (2003 Penrose ( , 2005 discussed adaptations of random graph models in which a node of a network graph corresponds to a single realization of the process. These random graphs are also known as neighbor networks and include spanning trees or tessallations graphs as special cases. So, neighbor networks are related to geometrical measures and usually restricted to univariate (possibly marked) point processes.
Another family of structural models for planar point processes that is similar in spirit, but different in detail, was presented by Okabe and Yamada (2001) as well as Ang (2010) and Ang et al. (2012) who derived an extension of Ripleys' K-function (Ripley, 1976) to planar point processes on linear networks. Baddeley et al. (2014) recently proposed an extension for planar multitype processes on linear networks. Additional details of and further contributions to this field of structural modeling within this linear network formalism can be found in Okabe and Satoh (2009) ; Okabe and Sugihara (2012) and Borruso (2005 Borruso ( , 2008 . Generally, these models focus on realizations of point processes that occur randomly on a linear network in a bounded region on some planar space. The analyses of such processes can thus be regarded as a generalization of the well-established planar point process methodology. Consequently, the treatment of point process data on linear networks in the spatial domain requires refined versions of classical spatial statistics derived for planar point processes. Inevitably, these refinements are needed in order to incorporate the specific characteristics and geometry of the underlying graph structures. Examples of events that might occur on linear networks are crimes committed in the streets of a specific district, road accidents on a traffic network or insect specifies on a mortar network on walls.
Although several statistics for point processes on linear networks have been derived, certain limitations due to the linear network formalism remain and should be emphasized.
First, these models are restricted to linearity of the network and most commonly directionless line segments. Second, the first-and second-order moments and related statistics are defined with respect to given radii over line segments which might result in biased estimates of complex structures such as in the case of events that occur as clusters on street segments. Such complex pattern would have only been recognized if they felt into a given radius, otherwise this information would not be considered in estimation.
To address these methodological drawbacks we introduce an alternative formulation of networks with respect to planar point processes adopting some well-known ideas of graphical modeling. To this end, we define different intensity measures related to the number of events that occur on edges joining pairs of nodes and neighboring vertices as well as vertex-edge sequences in form of paths and trails for different types of graphs.
Here, our approach includes directed graphs as well as partially directed graphs besides directionless network graphs. Simple examples of all three types of graphs as discussed in this paper are shown in Figure 1 . Figure 1a displays a simple undirected graph based on four nodes. A visualization of a directed graph is given in Figure 1b . Lastly, Figure   1c shows a graph build on partially directed edges which can be seen as a combination of Figure 1a and 1b. The different configurations of the network as shown in Figure 1 will give us the opportunity to control for different forms of possible transitions in a given network. Directed network graphs are a suitable choice when movements along a network are directional restricted. Possible questions to be answered might be the occurrence of particles in rivers under consideration of the flowing direction. In addition to this, partially directed network graphs will be of interest whenever transition flows are only partially directional restricted such as in case of one-way streets within a road map.
The idea to use general graphical modeling formalism to analyze structural relations in planar point processes has recently been presented by Eckardt (2016) in form of undirected graphs. Focussing on the underlying conditional dependence structure in multitype planar point patterns, an undirected graphical model was introduced which captures the relation between component processes. Here, each component process is represented as a node and edges are associated with partial statistics defined in the frequency domain. Differently, the vertex set as used here corresponds to unique locations of the network and events are assumed to appear on edges defined as intervals of arbitrary length joining pairs of vertices.
This leads to an alternative formulation for possibly multitype point processes that occur on arbitrary networks. To illustrate the types of networks that are considered in this paper, we shall discuss a simple example.
Motivating Example
For motivation, we assume that one is interested in analyzing point patterns on irregular road networks. Such a road network might be displayed in Figure 2 where the edges correspond to streets and the vertices correspond to sectioning elements such as crossings.
Suppose that we are interested in the analysis of point patterns that are related to position v 1 as highlighted by a double circle in the plot. For v 1 we immediately see that the area covered by the set of nodes which are directly connected to v 1 is neither circular nor regular in terms of distances. Namely, the set of nodes contains v 2 to v 5 and v 8 . Obviously, one can ask several questions when moving along the network departing from v 1 . With respect to accidents, one might be interested in the intensity for each possible choice of road A to road E. Additionally, one might be interested in the mean intensity of accidents in adjacent roads or in the intensity when moving along a sequence of street segments. So, several different intensities could be of interest and generated from the network graph.
Even more complex, some roads of the traffic network might also be non-linear or directional restricted. Especially in directional restricted or partly directional restricted networks, characteristics of events with respect to impacts of nodes which run square or descent from a certain node could offer important information. All these restrictions are not captured by circular formulations and remain concealed focusing on only one intensity measure. In contrast, e.g. for v 1 a mean intensity with respect to the adjacent street sections controls for any type of irregularity of the network.
In this paper we aim at presenting an alternative approach with respect to the analysis of multitype planar point patterns that occur on networks of arbitrary shape. The R-code has been made available as supplementary material. The plan of the paper is the following.
Section 2 presents the methodological approach of dealing with point patterns occurring on a network. We adapt graph theory to different types of networks and define summary statistics for such cases. An application to crime data is analyzed in Section 3. The paper ends with some final conclusions.
Spatial point patterns on networks
This section presents two alternative approaches of dealing with point process data which occur on a network. The methodological fundamentals of point processes which appear on linear networks will be presented in Section 2.1. A brief introduction of central graph theoretical concepts is given in Section 2.2. Lastly, Section 2.3 presents an alternative approach to model such data and relates this to different types of network graphs.
Processes on linear networks
Consider a point pattern x on a linear network L as a realization of a point process X on the linear network space L ⊂ R. Here, the L-space appears as the union over a finite set of lines segments l i . A line segment between two planar points u and v is defined as
is the length of the shortest path along the network between u and v and is set to infinity in case that v is not reachable from u. Obviously, if v is not reachable from u then u is not reachable from v due to the underlying undirected graph structure. The set of points whose shortest path distance lies within radius r with center
The relative version, ∂b L (u, r), expresses the set of points on L lying exactly r units away from u. As a counting measure with respect to ∂b L (u, r), the circumference m L encodes the number of points of L lying exactly r units away by the shortest path from u.
As introduced by Okabe and Yamada (2001) , replacing the Euclidean distance
which expresses the expected number of events that fall into a certain network distance at radius r of a fixed point. Additionally, the pair correlation function on a linear network is given as
where κ(·) is a kernel function and λ(·) denotes the intensity function of a point pattern.
Graph preliminaries
To describe the three types of simple graphs as shown in Figure 1 formally, we give some basic notation and introduce the necessary graph terminology needed in Section 2.3. Here,
we consider a graph G as a tuple consisting of a finite set of vertices V = {v 1 , . . . , v k } and a finite set of edges E ⊆ V × V joining the vertices where
We only consider loopless graphs built on simple edges such that neither
nor multiple edges are joining a pair of nodes.
Obviously, the shape of the edges may vary leading to different types of graphs. We remark that the following terminology is restricted to undirected as well as directed edges.
An undirected or unoriented edge exists if the pairs (v i , v j ) and (v j , v i ) are both in the edge set E(G) given v i = v j . Undirected edges will be indicated by writing v j
One important notion to specify adjacency in case of undirected edges is given by the
In contrast, an edge is called directed or oriented if the ordered pair
. Directed edges will be denoted by
Similarly to the undirected case, adjacency between vertices may be described in terms of different sets of relational structures such as parents (pa(·)) or children (ch(·)).
Formally, theses sets are given as pa(
Additionally, two nodes form the co-parents co-pa(v i ) = {v j : ch(v j ) ∩ch(v i ) = ∅} whenever they share a common child.
Taking several edges into account we can define different forms of movements along sequences of vertices and edges in a graph. Formally, we treat
as a sequence of vertices and edges of G with endpoints v 0 and v k such that ∀ e i , 1 ≤ i ≤ k the pair v i−1 and v i is joined by e i . This sequence of potentially repeating pairs of vertices is a walk of length k in G. Introducing restrictions on walks leads to specific forms of vertex-edge movements which will be of interest in Section 2.3. A walk in which any edge of a sequence is traversed at most once is a trail or route. Further restrictions lead to a path, which is a trail that passes through every node of a sequence exactly once. A path from v i to v j will be denoted by π ij . A path with identical endpoints is a cycle and a cycle of length one is a loop. Examples of a walk, a trail and a path are shown in Figure 3 . 
Naturally, a generalization of the former terminology leads to the definition of undirected 
All statistics introduced in this paper will be defined for undirected graphs and extended for directed as well as partially directed graphs.
In Section 2.3 we explicitly use the number of adjacent nodes which will be expressed by means of the degree deg G (·). Depending on the graph taken into account, different calculations of the degree appear. For an undirected graph the minimal degree deg G min (G) and the maximum degree deg G max (G) of a graph are given as
These formulae are slightly modified in case of directed graphs such that the minimum and maximum degree are obtained as
Again, the degree measures in the context of partially directed graphs follow as a combination of different degree measures. Thus, the complete degree of vertex
Alternative formulation
Similar to Section 2.1, we consider realizations of a possibly marked point pattern that appear on a network. Oppositely, there is no need to consider the point process to be simple.
More formally, we treat a network as a graph G = (V, E) where events randomly occur as nodes in space. The realizations of a point pattern that fall into specific edges can then be regarded as a random collection of points that fall into a specific interval spanned between two locations in a planar space.
We now concentrate on the definition of such intervals defined over edges. To start, let
. For a point process X(s), lets = (x,ỹ) be the location within a closed interval belonging to S E(G) . Here, we note that we treat s e i = (s v i , s v j )
as fixed ands = (x,ỹ) as random. Extensions to multiple types of disjoint events appear naturally.
In this sense, the interval is spanned between two vertices of a graph and a sequence of such intervals forms a path. So, for any two vertices which are connected by a path we can calculate the distance based on the length of the path. Here, the length of a path on a network graph is the number of the intervals (edges) between two nodes. From this, we obtain the distance d G (v i , v j ) between two vertices of the network graph as the length of the shortest path. Differently to d L (u, v), and the related statistics as briefly described in Section 2.1, these distances do not assume regularity or a certain degree of circularity. As in case of d L (·, ·), we set any distance d G (·, ·) between two nodes which are not reachable via a path in a network graph to infinity.
To avoid any circular formulation in form of radii centred around given points, we extend the given graph definitions to differently sized polynomial areas of interest covered by a network. These differently sized polynomial areas are addressed by using a non-negative integer-valued order ξ G . Thus, for ξ G = 2 we could then obtain a refined neighborhood that includes all edges which are reachable from a fixed vertices within a 2-edges distance.
Referring to Figure 2 this extended definition of ne(v 1 ) includes all vertices shown in the plot.
Based on this set-up, we now introduce counting measures and statistics with respect to points contained in S E(G) with respect to different types of network graphs.
Undirected networks
For an undirected network graph, a counting measure appears as
Thus, N(s e i ) expresses the number of points that fall into the edges, and are used to define different intensity measures related to undirected networks.
To start, a pairwise intensity function follows as λ(s e i ) = lim
where ds e i is an infinitesimal interval. A more local intensity can additionally be defined in terms of the neighborhood of a vertex. So, setting e i = (v i , v j ) this yields an intensity measure for vertex v i with regard to the neighboring vertices
Besides these local measures, we can define alternative intensity measures with respect to movements along a network graph. For a path π ij from v i to v j , we can define a path-wise intensity measure
where N π is the number of consecutive intervals contained in π ij .
Apart from first-order characteristics, one can easily extend second-order statistics within our alternative approach.
A modification of Okabe and Yamada (2001) L-version of Ripleys
where |E| is the number of edges denoted as the size of the network graph.
Directed networks
Directed network graphs require a modification of the previously introduced statistics in terms of the direction of the arc, namely parents and children. For parents, we define
as a counting measure which expresses the number of events on an edge leading to a vertex of interest. The opposite relation, the number of events on an edge departing from a vertex of interest yields to a counting measure defined over the set of children nodes, namely
As benefit to the undirected case, we obtain different intensity statistics from the counting measures which contain additional information on the direction of the network flow. 
∈ S E(G) .
Again, setting e i = (v i , v j ) we obtain an intensity measure for vertex v i with regard to the parents of v i as
and the children of v i as
Extending Ripleys' K-function to directed networks results in two different directed versions of (4) based on a generic direction depending Delta function δ (⋆) . Here, δ (⋆) could either be related to directed edges or, if ξ G ≥ 2, to direction preserving paths pointing to (δ (<) ) or departing from (δ (>) ) a distinct node. From this, we obtain a generic directed K-function
which describes the probability of a further event conditional on a given observation within a direction preserving path of length ξ G .
Partially directed networks
Counting measures and related statistics for partially directed networks appear as combination of the measures introduced for undirected and directed network graphs. Since partially directed network graphs consist of directed as well as undirected edges, all previously introduced counting measures and statistics are in general applicable to partially directed networks. Additional information can be achieved as union over certain sets of edges. An intensity measure related to the union of parents, children and neighbors of a specific node could be defined as
Alternative measures appear naturally as re-definition of λ cg (v i ) taking only certain unions into account, e.g. pa(·)∪ch(·) which contain information about the directed adjacent edges.
Measures defined with respect to ne(·) ∪ ch(·) will exclude any edge pointing to a node of interest, while the set ne(·) ∪ pa(·) will exclude any edge departure from a specific node of interest.
Again, a partially directed K-function appears as a slightly extension of (5) aŝ
where δ ( * ) could either be related to undirected edges of be defined identical to δ (⋆) .
Distributions over network structures and linkages to geostatistical processes
The previously introduced graph perspective inherits additional benefits that are highlighted here. These are (a) the possibility to define a conditional distribution over network structures, and (b) to establish a link to geostatistical processes and thus to adopt wellknown geostatistical methodologies.
For (a) we concentrate on the undirected network formalism as introduced in Section 2.3.1. To derive the conditional distribution, we consider the neighborhood intensity measure for a point pattern and note that this measure allows to establish a close relation to the seminal paper of Besag (1974) and its results with respect to the conditional distribution of lattice data. Similarly to Besag (1974) , we can define the conditional distribution over the nodes of the network graph as
Obviously, a generalization of the expression to higher dimensional patterns appear naturally.
With respect to (b), we note that the vertices of the network graph are associated within our formalism as presented here with the segmenting locations of the network taken into account. These locations are indexed with pairs of coordinates and are treated as fixed.
By definition, all intensity measures are calculated with respect to a specific fragment or set of the network graph, e.g. edges, neighbors or parents. Treating for example the neighborhood intensities as vertex attributes, the intensity measures appear as continuous measure recorded for fixed locations over a network. Thus, we can establish a linkage from point patterns to geostatistics using our alternative network formalism.
Similarly, the edges can be thought of as a countable list of unique identification numbers related to fixed edges. Edge intensity can then be addressed as a continuous measures recorded at a fixed position in space.
Spatio-temporal extensions
We now extend our approach to situations where additionally temporal information is available. Thus, we are concern with realizations of a possible marked point process X(s, τ x )
where agains = (x,ỹ) denotes the random location within a closed interval belonging to S E(G) and τ x ∈ T ⊂ Ê + denotes the time of occurrence of an event ins. Here, instead of continuous time we assume that τ x is discretized. To this end, the temporal evolution of a spatio-temporal pattern appears as an ordered list t 0 < t 1 < . . . < t n of length n taking values in AE 0 . In addition, we introduce a δ-function related to the n time slices. Precisely, for each interval (t i , t i+1 ] , i = 0, . . . , n − 1 we define δ i , i = 1, . . . , n such that
This yields a modified counting measure for undirected networks as follows
which expresses the number of points that fall into an edge interval within a given time slice. The number of events that occurred in a network segment up to time t will then be of the form
3 Application: crime-related data
Data and network description
The data used as example here reports georeferenced coordinates of phone calls received by the police station in the city of Castellon (Spain) from January 1 st , 2012 to December 30 th , 2013. The listed calls were received at the local police call centre or transferred by 112 emergency service to the local police call centre. Geo-codification was performed indirectly by local officials based on precise address information provided by the caller. Following this procedure, it yields a spatio-temporal dataset where each entry contains the spatial coordinates and the time of occurrence of the call. The calls comprise up to nine different types of crimes or anti-social categories. See Table 2 for their description.
The city of Castellon is divided into 108 census sub-areas with an overall surface of 108659km 2 . According to the information given by the city hall, the total amount of inhabitants is 181616 of people at the end of 2010. Here, the analysis is based on a subset of phone calls received from the city center that has an overall surface of 8616Km 2 divided in 89 census sub-areas and 130294 inhabitants.
For the analysis, we selected in total 1611 segmenting locations of the traffic network treated as the vertex set of our network graph. So, the vertex set contains 1611 single nodes of which two were isolated. To each location we attribute the precise georeferenced coordinates. For any edge in the edge set we calculated the interval length as the squared geodesic distance between pairs of these coordinated vertices. The corresponding traffic network and the recorded events indicated as black dots are shown in Figure 4 .
Generally, we considered the network graph to be directionless. A first impression of the shape of the network is given by the degree distribution as shown in Figure 5 .
Here, the mean degree is 2.96 and at most 6 edges are incident to a single node in the network graph.
Spatial patterns on the network
The summary statistics for the edgewise as well as neighborhood intensities for overall process are reported in Table 1 . Generally, both measures indicated low probabilities of becoming affected to crime within the streets of Castellon. However, certain areas as well as street segment showed a higher edgewise as well as neighborhood intensity, namely 1.95.
Thus, the observed pattern is considered to be heterogeneous.
Additionally, we considered the observed pattern as multitype pattern where the marks correspond to the categorization of the phone calls. To this end, we computed edgewise intensities for 9 different categories including violence and robbery, accidents and emergency Table 2 .
Again, we observe slightly variation over the distribution of the nine categories. As for the overall process, the probability of becoming a victim of crime in nearly zero in all categories. In contrast, especially the upper 25 percent and maximum of the distribution show a slightly different picture. While the edgewise intensity of under age, unhealthy wastes and others remains below 10 percent, Table 2 displays a moderate increase in the intensities of violence and robbery as well as of fear perception. Additionally, the intensity of accidents and emergency assistance ranges from a minimum of 0.00 to a maximum of 1.31. These observations mean, that while driving or walking along certain road segments the probability of becoming a victim of violence and robbery chances from zero to nearly 0.5. This would mean, that every second person who is moving along a high intensity street segment might be affected by violence or robbery. This argumentation is in line with the heterogeneous edge intensities of fear perception which might express a relation of the presence of violence and robbery to the individual safety feelings.
Smoothing and clustering of multitype networks
In addition to the intensity calculations as previously discussed, we considered the neighborhood intensity measures for all nine categories taken into account as vertex attributes to our network graph. Thus, the node list is associated with an intensity matrix of dimension 1611 × 9.
Based on this matrix we conducted two additional analysis of the node-wise crime structure. First, as described in Section 2.3.4, we treated the neighborhood intensities Here, we observe varying intensities and varying ranges between the different crime categories. The strongest fluctuation appears for violence and robbery, although the intensities only range from 0.00 to 0.07. In contrast, the nodal mean intensities for accidents and emergency assistance with a maximum value of 0.6 shows a less fluctuating behavior.
Here, high values only emerge in the southern areas of the city border. This result matches with the location of a main avenue surrounding the city of Castellon.
In addition, we computed clusters over all nine category specific neighborhood intensities based on the complete 1611 × 9 dimensional matrix using hierarchical clustering and the Ward algorithm. As a result, we obtained four cluster components which were then used as mark attributed to the fixed vertices of the traffic net. The corresponding marked traffic net is depicted in Figure 7 . In this plot, a clear structure is shown where the blue colored cluster component only slightly appears in the city centre.
Spatio-temporal network analysis
For illustration, we also considered the univariate spatio-temporal point pattern which was recorded for the complete observation window from January 1 s t, 2012 to December, 31 t h, 2013. For this data, we calculated weekly differences related to the reference time January 1 st , 2012. Based on these calculations, we divided the selected 104-week observation window into 12 consecutive sub-windows based on 8-week time-slices. This results in 11 8-week intervals and one 4 week period (weeks 100 -104).
In a first step, we calculated the nodal mean intensities for each time-slice. These intensities were then attributed as a temporally ordered sequence to the vertices of the traffic net such that one can gain insights into the temporal evolution of the nodal mean crime intensities. This evolution for the complete 104-week observation window is displayed in Figure 8 .
Here, for the highest values of the subset of non-zero nodal mean intensities we observe a clearly cyclic behavior with high peaks in the early weeks of 2012 and 2013. This paper has introduced an alternative approach for modeling point patterns related to network data. Different from existing considerations, several alternative intensity measures and versions of Ripleys' K-function for undirected, directed and partially directed networks have been introduced which offer previously undetected information. All these definitions are related to different sets of vertices which allows to calculate the point process statistics independently of given radii centred at any vertex of interest.
Different from the linear network formalism, the proposed methodology considers events that occur on a distinct segment of a network regardless of the length of the interval. This allows to control for all types of point patterns such as clustered point pattern which might be present on an arbitrary shaped street segment. Especially non-linear network segments can be included in form of sums over piecewise linear subsegments.
Our proposal connecting graph theory and point processes opens up new ideas of research from both the methodological and the practical points of view. The R code will be provided to help new researchers in getting new insights into this framework. 
