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1. PREL IMINARIES  
FERENC M()RICZ AND BILLY E. RHOADES 
Consider a series 
~c 
E ak (1.1) 
k=O 
of complex numbers, with partial sums % and Ces~tro (or first arithmetic) 
means tr, of order 1 defined by 
S n :=  a k and ~, := - -  s k , 
k=0 n + 1 k=0 
n =0,1  . . . . .  
We recall that series (1.1) is said to be summable (C, 1) if the sequence (o" n) 
converges to a finite limit. 
Hardy [1] introduced a new sequence (b,,) by setting 
c¢ 
ak 
bn:= Y'~ k+l '  n=0,1  . . . . .  (1.2) 
k=n 
and showed that if the series (1.1) is summable (C, 1), then the series in (1.2) 
converges. His theorem reads as follows: 
THEOREM A. The Series (1.1) is summable (C, 1) to a finite number L if 
and only if the series 
E bn (1.3) 
n=O 
converges to the same limit L. 
We note that Hardy [1] formulated his result in terms of the partial series 
(1.3) as follows: 
• b k =s  n + (n  + 1)bn+ 1 ~L  
k=0 
as  t t  --+ oo. 
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In this paper, we shall establish a companion result fbr a broad class of 
weighted mean methods, which include the method of summability (C, 1) as 
a particular case. In the proof we make intrinsic use of infinite matrices, and 
our proof is therefore different from that in [1]. 
2. MAIN RESULT 
We recall that a weighted mean matrix ,~7 is an infinite lower triangular 
matrix with entries 
a,, k :=p iP , , ,  k =0,1  . . . . .  n, n =0,1  . . . . .  (2.1) 
where (pk) is a fixed sequence of positive numbers and 
P,,:= ~ Pk, 
k=O 
n=O,  1 . . . .  
m 
The notation N (with bar) is generally used in the literature for weighted 
mean matrices, since N (without bar) is the traditional notation for the 
so-called NSrlund matrices whose entries are given by 
5,, k :=p._ JP , , ,  k = 0,1 . . . . .  n, n =0,1  . . . . .  
Now, the series (1.1) is said to be summable by the weighted mean 
method determined by the matrix N (or briefly, suinmable /V) if the 
sequence (~r n) defined by 
- -  pks~,  ,2 = 0 ,  1 . . . . .  (2 .2 )  On:= P,, k=0 
converges to a finite limit as n ~ 0% 
It is plain that summahility (C, 1) is a special ease of summability N 
where 
pk := 1, k = 0 ,  1 . . . . .  (2 .3 )  
Then 
~=n+ 1, n=O, l  . . . . .  
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In the sequel, we denote by ~ the infinite lower triangular matrix with 
entries (2.1) corresponding to (2.3), 
Given a series (1.1) and a weighted mean matrix N with entries (2.1), 
define 
Pn 
bn := E - -ak ,  n =0,1  . . . . .  (2.4) 
k=n Pk 
It turns out from the proof of Theorem 1 below that the series in (2.4) 
converges whenever the series (1.1) is summable N. The series 
c~ 
E bn (2 .5 )  
n=O 
will play a basic role in our main Theorem 1. Denote by r n its partial sums: 
~'n := ~b k , 
k=0 
n =0,1  . . . . .  
We also agree to denote by 
a = Ca+) ,  s = (s . ) ,  ¢ = (¢ ,+) ,  and  + = (+n)  
the corresponding infinite column vectors. Making use of vector-matrix 
notation, we may write 
s = ~a, ¢=Ns,  b =Nta ,  and 7=]~b,  (2.6) 
where Y, is the infinite lower triangular matrix with each nonzero entry 1. 
Now, our main result reads as follows: 
THEOREM 1. Let N be a weighted mean matrix determined by a se- 
quence (Pk) of positive numbers such that the following conditions are 
satisfied: 
Pn ~ ~andp. /Pn  ~ O asn ~ ~, (2.7) 
sup  + en E - -  < ~,  (2 .8 )  
n>~o P, Pn+I k=, Pk+l Pk Pk+lPk+z 
REFORMULATION OF SUMMABILITY 175 
and 
p. 1 ~ [PkPk+l 
sup + ~ - - - -  
n>~O P .+ I  1". k=O Pk+:  
Pk 1Pk 1 / < ~ (2.9) 
Pk ) 
with the agreement that 
P- I  = P-1 := O. (2.10) 
Then the series (1.1) is summable N to a finite number L if and only if the 
series (2.5) converges to the same L, where b n is defined by (2.4). 
In other words, Theorem 1 states that if the series (1.1) is summable N to 
a finite limit L, then the series in (2.4) converges for all n ~> 0 and the new 
series given in (2.5) converges to the same limit L. The converse statement is
also true. I f  the series in (2.4) converges for some (or equivalently for all) 
n >~ 0 and the new series (2.5) converges to a finite limit L, then the original 
series (1.1) is summable N to the same limit L. It turns out from the proof of 
Theorem 1 that the necessity part is valid under the conditions (2.7) and 
(2.8), while the sufficiency part is valid under the conditions (2.7) and (2.9). 
Let us consider a few special cases. I f  N = ~,  the Ces'~ro matrix of order 
1, determined by (2.3), then or := ~s  and b := ~'ta, and we obtain Theorem 
A of Ha__rdy [1] as a corollary of Theorem 1. 
I f  N = X, the harmonic matrix, determined by 
1 
k = O, 1 . . . . .  (2.11) 
Pk := k+ 1 , 
then we have 
1 ln(n + 1), 
t',, = k +-----f  k=O 
n = 1,2 . . . . .  
In this case, Theorem 1 implies the following 
COROLLARY 1. With the notation (r := ~s and b :=  a~ta, that is, 
1 ~ S k ~-n ak 
~rn:= P -k=0 k+ 1 and b,, ~= (n + 1)ek 
176 
we have 
FERENC MORICZ AND BILLY E. RHOADES 
~, ~ L i f  and only i f  % ~ L as n ~ o~. (2.12) 
By applying Theorem 1, one merely has to observe that in the case (2.11) 
the conditions (2.7)-(2.9) are satisfied. 
Finally, if 
then 
Pk := k + 1, k = 0, 1 . . . . .  (2.13) 
(n + 1)(n + 2) 
P~ = 2 , n =0,1  . . . . .  
and we obtain the following 
COROLtaRY 2. With the notation 
2 @ ~ 2(n + 1)a k 
G, := (n + 1)(n +2)  "" (k + 1)s k and b, := E (£+"1) - ( / :+-2) ,  
k=0 k=n 
we have the equivalence (2.12). 
To apply Theorem 1, one observes that (2.13) implies the conditions 
(2.7)-(2.9). 
3. PROOF OF THEOREM 1 
Before the proof, we recall that an infinite matrix B with entries b,, k is 
called (Toeplitz) regular if given any convergenee s quence (o- k) of eomplex 
numbers with limit L, the series 
%:= Y'~ bnko'k, n=0,1  . . . . .  
k=0 
all converge (this is trivially the case if B is lower triangular) and if 
% --~L as n---~oc. 
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As is well known (see, for example, [2, Vol. 1, p. 74], a matrix B is regular 
if and only if the following three conditions are satisfied: 
( i )  b,, k ~0as  n ~ ~,  k =0,1  . . . .  ; 
(ii) [IBII := sup,,a0 E~=0lb~kl < ~; 
(iii) Y'.~=0bnk ~ 1 as n --+ m. 
It is well known that if N = N is a weighted mean matrix, then the first 
condition in (2.7) is necessary and sufficient for regularity. 
We now tuna to the proof of Theorem 1. 
Necessity. By (2.6), we may write 
b =Nta =~t2- ' s  and s =2V lo', 
whence 
= ~b = ~(~'~ ' )~  ~.  (3.1) 
We note that the entry in £-1 determined by the nonnegative integers j and 
k is given by 
[ :~- '  ]jk = 
10 for j=k ,  
1 for j=k+l ,  k=O,  1 . . . . .  
otherwise. 
Thus, £-L is a lower bidiagonal matrix. Furthermore, N- i is also a lower 
bidiagonal matrix with entries 
( P~/Pk 
[N t]jk = lOPk/pk+, 
for j = k, 
for j=k+ 1, k=O,  1 . . . . .  
otherwise. 
We claim that the matrix E(~7'E- 1)~- i is regular. In order to justify the 
associativity of the matrix multiplication 
( :~13)~ -~ = :~(13~ ') with ,3 := ~' :~ ', 
D 
it will be enough to show that the product matrix Nt~ - 1 satisfies condition 
(ii) for regularity, since ~ is row finite and N--1 is column finite. To this 
effect, we consider the entry in 2Vt~ 1 determined by the nonnegative 
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integers n and k: 
[Nt~-l]nk E --t -1 := IN ].j[~ b 
j=0 
= [N]kn[~-l]kk "4- IN, ]k+l,n[~-l]k+l,k 
fp , (1 /P  k - 1/Pk+l) for k >i n, n = 0,1, . . . ,  
= ~--pn/P,  for k=n- l ,n= 1,2 . . . . .  
Lo  otherwise. 
Its norm is finite: 
_ 1 )}  
IINtE-111 := sup - p" + ~] p, 
,>10 k=, Pk Pk+l 
2p, 
= sup = 2. 
n~O Pn 
Thus, we have proved that the matrix ~t~-i satisfies condition (ii) for 
regularity, and justified the associativity of the matrix multiplications involved. 
We note that N t~ - 1 is actually a regular matrix, since plainly it has zero 
column limits. 
Next, elementary computations give that the matrix E(~tE-1)  is upper 
triangular with the following entries: 
j=O 
for k>~n, n=0,1  . . . . .  
otherwise, 
1 Pn_l l  
for n <~ k, 
for n=k+l ,  k=0,1  . . . . .  
otherwise. 
1 
0 
and furthermore, 
[{~(Nt~-l)}N-1]n k 
( 1 1 )P  k_+P. (  1 1 ) ( _  Pp_~+~) 
en ek ek+l Pk ek+l ek+2 
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For the sake of brevity in writing, we set 
179 
B := E( I~tE -~)N - '  = [bnk 1. (3.2) 
To sum up, we have shown that 
bnk 
Pk Pk+~P~+2 
Pn+lPn-1 
for k>~n, n=O,  1 . . . . .  
PnPn+l 
0 otherwise. 
for k=n-  1, n=l ,2  . . . . .  
Clearly, the matrix B has zero column limits. The condition (2.8) ensures that 
II B II < ~ and that the limit of the row sums exists. To determine this limit, let 
e := [1 ,1 ,1  . . . .  ]t and e ° := [ ] ,0 ,0  . . . .  ]t. 
Since 
Ne =e, Nt~-le =e °, and Ee ° =e,  
by (3.2) we have that Be = e, that is, B has row sums 1. This proves that the 
matrix B is regular. By (3.1), we conclude that 
o"" ~L  implies ~'n- '*L as n ~.  
Sufficiency. To prove the converse implication, by (2.6) we have 
O" = N~(]~t ) - I~- IT  (3.3) 
[cf. (3.1)]. The matrices involved are all row finite. Therefore, associativity of 
multiplication is guaranteed. 
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Aga in  we multiply out step by step. First, we see that the matrix 
(Nt) - 1~-  1 is tridiagonal: 
Second, 
following entries: 
11-, 
= [(Nt)-l]nk[~-l]kk..~.[(N,)-I ] n,k+l[ ~- 1 ]k+ 1,k 
-Pn/P.  for k =n-  1, n = 1,2 . . . . .  
= ~P.(1/p. + 1/pn+l )  for k = n, 
|--Pn/Pn+I for k=n+ 1, n=O,  1 . . . . .  
to otherwise. 
we find that the matrix E{(2Vt)- I~ 1} is upper bidiagonal with the 
+ [E].,k+ll(Nt)-xE-1lk+l,k 
Pn+l/Pn+l for k = n, 
= 10 P'/p"+I otherwise, for k=n+ 1, n=O, l  . . . . .  
Third, for the sake of brevity, we introduce the notation 
[cf. (3.2)]. It is not difficult to check that 
bnk:[N]rt'k-l[~(Nt)-l~-l]k 1,k 
Pn kPk+l 
0 Pn+ 1 
Pk -____L ) 
- -  - Pk  1 Pk  
(3.4) 
_t_ [~]nk[~(~t)1~ l]kk 
for O <~ k <~ n, 
for k=n+l ,  n=0,1  . . . . .  
otherwise 
[cf. (2.10)]. 
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Now, it is easy to verify that the matrix /~ has zero column limits, while 
the condition (2.9) guarantees that ll/31[ < m and that the limit of the row 
sums exists. Taking into account that 
le =e °, (Nt ) - le°  =e °, 2ge ° =e,  and Ne =e,  
by (3.4) we have that /3e = e, that is, /~ has row sums 1. This proves that the 
matrix /~ is regular. By (3.3), we conclude that 
r, ~L  implies ~, ~L  as n ~ w. 
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