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1 Introduction
Consider a Riemannian manifold, (M, g), of dimension m. The Laplace-
Beltrami operator is, by definition, the Hodge Laplacian restricted to smooth
functions on (M, g). The space of smooth functions can be completed to the
Hilbert space of square integrable functions. The Laplace-Beltrami operator,
∆, is a symmetric non-negative operator and it always has a self-adjoint
extension, the Friedrichs extension. We are interested in those Riemannian
manifolds where the Friedrichs extension of the Laplace-Beltrami operator
has discrete spectrum, spec ∆, see Section 2.1.
Spectral geometry studies the relationship between the geometry of (M, g)
and spec ∆. One of the main tools of spectral geometry is the heat trace
tr e−t∆ =
∑
λ∈spec ∆
e−tλ. (1.1)
For compact Riemannian manifolds (M, g), the problem of finding ge-
ometric information from the eigenvalues of the Laplace-Beltrami operator
and the Hodge Laplacian has been extensively studied, see e.g. [G2] and the
references given there. On closed (M, g) there is an asymptotic expansion
tr e−t∆ ∼t→+0 (4pit)−m2
∞∑
j=0
ajt
j, (1.2)
where aj ∈ R. In principle, every term in (1.2) can be written as an integral
over the manifold of a local quantity. Namely,
aj =
ˆ
M
uj dvolM , (1.3)
where uj is a polynomial in the curvature tensor and its covariant derivatives,
see Section 3.1. In particular, u0 = 1 and u1 = 16 Scal, where Scal is the scalar
curvature of (M, g). The bigger j, the more complicated the calculation of
uj. Sometimes we write uj(p) to indicate that it is a local quantity, i.e. it
depends on a point p ∈M .
There are many examples of manifolds that are isospectral, i.e. have the
same spectrum of ∆, but are not isometric, see the survey [GPS]. However,
it remains very interesting to study to what extent the geometry of (M, g)
can be determined from spec ∆.
In this thesis we study spectral geometry on a non-complete smooth Rie-
mannian manifold (M, g) that possesses a conic singularity. By this we mean
that there is an open subset U such that M \ U is a smooth compact mani-
fold with boundary N . Furthermore, U is isometric to (0, ε)×N with ε > 0,
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where the cross-section (N, gN) is a closed smooth manifold, and the metric
on (0, ε)×N is
gconic = dr
2 + r2gN , r ∈ (0, ε). (1.4)
N
U
N
M \ U
0  r
Figure 1: Manifold with a conic singularity.
For a particular choice of gN , the conic metric gconic provides an isometry
with the punctured ball. Namely, let (N, gN) be a unit sphere with the
round metric, then U is isometric to a punctured ball with the metric gconic.
If we include the conic point to the neighbourhood U¯ := [0, ε) × N , we
see that there is no singularity, but rather we have polar coordinates in the
neighbourhood U¯ . Informally speaking a conic singularity is not necessarily
a singularity, it will then be referred to as the apparent singularity. We
illustrate this in the two-dimensional case on Figure 2. The metric on U is
gconic = dr
2 + r2 sin2 αdθ2, where the parameter 0 < α ≤ pi/2 denotes the
angle between the generating line and the axis of the cone and 0 < θ ≤ 2pi
is the coordinate on S1.
The existence of the heat trace expansion of the Friedrichs extension
of the Hodge Laplacian on the differential forms on manifolds with conic
singularities was proven by Jeff Cheeger [Ch, Section 5]. Jochen Bru¨ning
and Robert Seeley in [BS] and [BS2] developed a general method for showing
the existence of the heat trace expansion of second order elliptic differential
operators. A fundamental feature of the expansion on manifolds with conic
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0 < α < pi
2
α
α = pi
2
Figure 2: Actual singularity vs apparent singularity.
singularities is that a logarithmic term can appear (see also [BKD, (4.6)]),
while only power terms can appear in (1.2) on a smooth closed manifold.
It was not fully understood how a singularity contributes to the coefficients
in the expansion. In this thesis we used the local heat kernel expansion, see
Section 3.1, and then the Singular Asymptotics Lemma from [BS2, p. 372], see
Section 2.4, to compute the terms in the heat trace expansion on a manifold
with a conic singularity.
The negative power terms in the expansion do not have any contribution
from the singularity and are computed for a bounded cone with different
boundary conditions by Michael Bordag, Klaus Kirsten and Stuart Dowker
in [BKD, (4.7)–(4.8)]. The first power term in the expansion that is affected
by the singularity is the constant term. The expression of the constant term
in [Ch2, Theorem 4.4] and [BKD, (4.5)] involves residues of the spectral zeta
function of the Laplace-Beltrami operator as well as the finite part of the
spectral zeta function at a particular point s ∈ C. In a more general setup
in [BS2, (7.22)] the constant term is expressed as the infinite sum of residues
of the spectral zeta function of a certain operator on (N, gN) plus the analytic
continuation of the zeta function at a particular point. Here we show that
the sum in the expression of the constant term is finite for the case of conic
singularities.
Since the manifold (M, g) is non-compact, it may happen that the Laplace-
Beltrami operator on (M, g) has many self-adjoint extensions. To be able to
apply the Singular Asymptotics Lemma we need the operator to satisfy the
scaling property, see Section 3.3. It is known that the Friedrichs extension
has this property and we restrict our attention to this particular self-adjoint
extension. We now present the main theorem.
Theorem 1.1. Let ∆ be the Laplace-Beltrami operator on smooth functions
with compact support on (M, g). If m ≥ 4, then ∆ is essentially self-adjoint
operator, otherwise we consider the Friedrichs extension of ∆. Denote the
self-adjoint extension of the Laplace-Beltrami operator by the same symbol ∆.
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Then
tr e−t∆ ∼t→0+ (4pit)−m2
∞∑
j=0
a˜jt
j + b+ c log t, (1.5)
(a) where
a˜j =
{´
M
uj dvolM for j ≤ m/2− 1,ffl
M
uj dvolM for j > m/2− 1.
Above
ffl
denotes the regularized integral, which we define in Section 2.4,
of local quantities uj in (1.3).
(b) The constant term b in general cannot be written in terms of local quan-
tities, and is given by
b =− 1
2
Res0 ζ
m−2
2
N (−1/2) +
Γ′(−1
2
)
8
√
pi
Res1 ζ
m−2
2
N (−1/2)
− 1
4
m/2∑
j=1
j−1B2j Res1 ζ
m−2
2
N (j − 1/2),
where ζ lN(s) =
∑
λ∈spec ∆N (λ+ l
2)−s is the spectral zeta function shifted
by l. The constants B2j are the Bernoulli numbers, Res0 f(s0) is the reg-
ular analytic continuation of a function f(s) at s = s0, and Res1 f(s0)
is the residue of the function f(s) at s = s0.
(c) The logarithmic term is given by
c =
{
1
4(4pi)
m
2
∑m
2
k=0(−1)k+1 (m−2)
2k
4kk!
aNm
2
−k, for m – even,
0, for m – odd.
(1.6)
(d) If c = 0 then a˜m/2 =
´
M
um/2 dvolM does not have a contribution from
the singularity.
Here ∆N is the Laplace-Beltrami operator on the cross-section (N, gN) and
aNj , j ≥ 0 denote the coefficients in the heat trace expansion (1.2) on (N, gN).
Above we need to regularize the integrals, because in general
´
M
uj dvolM
diverges. If for some j ≥ 0 the integral converges, i.e. ffl
M
uj dvolM =´
M
uj dvolM , then in this case a˜j is equal to aj from (1.3).
Theorem 1.1 allows to connect the coefficients in (1.5) to the geometry of
(M, g). It is now natural to pose the following question: given the coefficients
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in (1.5), can we say if there are actual or only apparent singularities? The
idea is to compare the expansion (1.5) to the expansion on a smooth compact
manifold (1.2). In case c 6= 0 we have an actual singularity, whereas if c = 0
we need to compute b to detect a singularity.
Consider now the case of even-dimensional manifolds. While the logarith-
mic term c is written in terms of the geometry of the cross-section near the
singularity, the constant term b is expressed in residues and regular values of
the spectral zeta function of the cross-section. Thus it is difficult to extract
the geometric meaning of b in general; therefore, we study low dimensions
one by one.
The heat trace expansion for the Friedrichs extension of the Laplace-
Beltrami operator on the algebraic curves was developed by Bru¨ning and
Lesch in [BL, Theorem 1.2]. In general, many logarithmic terms cjtj log t
with j ≥ 0 might appear in the expansion. We prove that in the heat
trace expansion on a surface with conic singularities there is no logarithmic
term and the geometric information about the singularities is encoded only
in the constant term. In this case the spectral zeta function on the cross-
section (N, gN) is the Riemann zeta function, so the computations can be
done explicitly.
Lemma 1.2. Let (M, g) be a surface with l conic singularities. Let ∆ be the
Friedrichs extension of the Laplace-Beltrami operator. Then
tr e−t∆ ∼t→0+ 1
4pit
∞∑
j=0
ajt
j +
1
12
l∑
i=1
(
1
sinαi
− sinαi
)
, (1.7)
where αi is the angle between the generating line and the axis of the cone
corresponding to the i-th conic singularity. Above aj does not have any con-
tribution from the singularities for j ≥ 0.
Denote by (M¯, g) the complete surface with conic points included, i.e. the
neighbourhoods of conic points are U ′ = [0, ε) × N . By the expansion in
Lemma 1.2, we obtain the following.
Theorem 1.3. Let (M¯, g) be a complete simply-connected surface with conic
singularities. If (M¯, g) has at least one singularity, then it is not isospectral
to any smooth closed surface.
In even dimensions m ≥ 4 the cross-section (N, gN) is a closed manifold of
dimension three or more. The spectral zeta function of N is known explicitly
only in very few cases which makes the situation in dimensions m ≥ 4 much
more complicated. We present the spectral geometry of a four-dimensional
(M, g).
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Theorem 1.4. Let (M, g) be a four-dimensional manifold with conic singu-
larities.
(1) The logarithmic term in the heat trace expansion (1.5) is equal to zero
if and only if the cross-section of every singularity is isometric to a
spherical space form.
(2) Assume that the logarithmic term in the heat trace expansion (1.5) is
equal to zero. Then a˜j = aj for j ≥ 0. In this case only the constant
term in the heat trace expansion has a contribution from the singulari-
ties.
Denote by (M¯, g) the manifold with conic singularities with conic points
included.
Corollary 1.5. Let (M¯, g) be a complete four-dimensional manifold with
conic singularities. If (M¯, g) has at least one singularity with a cross-section
(N, gN) not isometric to a spherical space form, then it is not isospectral to
any smooth compact four-dimensional manifold.
At some point there was a hope that a theorem similar to Theorem 1.4
holds true for any even-dimensional manifold with conic singularities, so we
determine a criterion for the logarithmic term in the heat trace expansion to
vanish.
Lemma 1.6. Let (M, g) be a even-dimensional manifold with a conic singu-
larity. The logarithmic term in the heat trace expansion on (M, g) is equal to
zero if and only if the following equality holds for the heat trace coefficients
of the n-dimensional cross-section manifold (N, gN)
aNn+1
2
=
n+1
2∑
k=1
(−1)k+1 (n− 1)
2k
4kk!
aNn+1
2
−k. (1.8)
Remark. In the n = 1 case this equality is always true. In the n = 3 case this
equality implies that the sectional curvature of the cross-section manifold
(N, gN) is constant κ = 1 (by Theorem 1.4). Let us analyse what geometric
restrictions we obtain from this equality in higher dimensional cases.
Theorem 1.7. Assume that the cross-section manifold (N, gN) has constant
sectional curvature κ. Then the logarithmic term in the heat trace expansion
on (M, g) can be written as the polynomial in κ of degree n+1
2
c =
1
8
√
pi
vol(N)
vol(Sn)
n+1
2∑
k=0
(−1)k+1 (n− 1)
2k
4kk!
n−1
2∑
l=1
(n−1
2
)2l−2k+2Γ(l + 1
2
)K
n−1
2
l
(l − k + 1)!(n− 1)! κ
n+1
2
−k,
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where numbers K
n−1
2
l are given by (5.1) and depend only on n and l.
The next results show that Theorem 1.4 cannot be extended to higher
dimensions.
Corollary 1.8. Let (N, gN) be a five-dimensional manifold with constant
sectional curvature κ. The logarithmic term in the heat trace expansion on
(M, g) is zero if and only if κ = 1 or κ = 2.
Corollary 1.9. Let (N, gN) be a seven-dimensional manifold with constant
sectional curvature κ. The logarithmic term in the heat trace expansion on
(M, g) is zero if and only if κ = 1 or κ = 225
109
± 36
√
5
109
.
From the above results we conclude that the higher the dimension of
the manifold (M, g), the less geometric information we can obtain from the
heat trace expansion on (M, g). If (M¯, g) is a complete simply-connected
surface with conic singularities, from the heat trace expansion on (M, g)
we can determine whether (M, g) has an actual singularity or an apparent
singularity. If (M, g) is a four-dimensional manifold with conic singularities,
we can determine whether a cross-section of the singularity is isometric to a
spherical space form. If (M, g) is a higher dimensional manifold, the situation
becomes less determined.
This thesis is organized as follows. In Section 2, we present a geometric
setup, then define regularized integrals following [L, Section 2.1], and state
the main lemma from [BS2, p. 372], the Singular Asymptotics Lemma. In
Section 3, we prove that the conditions of the Singular Asymptotics Lemma
are satisfied in our case. We then apply it to the expansion of the trace of the
resolvent. In Section 3.5, we compute the coefficients in the heat trace expan-
sion for a manifold with conic singularities. In Section 3.6, we assemble the
proof of Theorem 1.1. In Section 4, we prove Lemma 1.2, Theorem 1.3, The-
orem 1.4 and Lemma 1.6. In Section 5, we prove Theorem 1.7, Corollary 1.8
and Corollary 1.9. We conclude with the computations of the logarithmic
term and the constant term for some particular n-dimensional cross-sections.
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2 Preliminaries
2.1 The Laplace-Beltrami operator on an open manifold
In this section we present some basic notions and theorems about operators
on Hilbert spaces, following [W]. Then we show how this results apply to
the Laplace-Beltrami operator on a manifold with conic singularity.
Let H1, H2 be Hilbert spaces. Let A be an operator from H1 to H2, and
B be an operator from H2 to H1. The operator B is called a formal adjoint
of A if we have
〈h,Ag〉 = 〈Bh, g〉 for all g ∈ D(A), h ∈ D(B),
where D(A), D(B) are the domains of the operators A,B. We denote formal
adjoint of A by A†.
Let A be an operator on a Hilbert space H. The operator A is called
symmetric if for any elements h, g from its domain we have 〈h,Ag〉 = 〈Ah, g〉.
A densely defined symmetric operator A is called self-adjoint if it is equal
to its adjoint A = A† and essentially self-adjoint if its closure is equal to its
adjoint. An operator B is called an extension of A if we have
D(A) ⊂ D(B) and Ah = Bh for h ∈ D(A).
If A is a symmetric operator, then A ⊂ A†, [W, p.72]. For every symmetric
extension B of A we have A ⊂ B ⊂ B† ⊂ A†. If B is self-adjoint, then
A ⊂ B = B† ⊂ A†.
A symmetric operator A on the Hilbert space H is said to be bounded
from below if there exists a ∈ R such that 〈h,Ah〉 ≥ a‖h‖2 for all h ∈ D(A).
Every a of this kind is called a lower bound. If zero is a lower bound of A,
then A is called non-negative.
Theorem 2.1 (Friedrichs extension, [W, Theorem 5.38]). A non-negative
densely defined symmetric operator A on a Hilbert space H has a non-negative
self-adjoint extension.
We consider a non-complete smooth Riemannian manifold (M, g) that
possesses a conic singularity, i.e. there is an open subset U such that M \ U
is a smooth compact manifold with boundary N . Furthermore, U is isometric
to (0, ε)×N with ε > 0, where the cross-section (N, gN) is a closed smooth
manifold, and the metric on (0, ε)×N is
gconic = dr
2 + r2gN , r ∈ (0, ε). (2.1)
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Consider the space of smooth functions with compact support C∞c (M)
on (M, g), and the space of differential one-forms with compact support
λ1c(M) := C
∞
c (ΛT
∗M). There are certain first order differential operators
defined between these spaces, exterior derivative d : C∞c → λ1c(M) and its
formal adjoint d† = − ∗ d∗ : λ1c(M) → C∞c (M), where ∗ is the Hodge-
star operator on the differential forms on (M, g). Furthermore, the operator
∆ := d†d, defined on the smooth functions with compact support, is called
the Laplace-Beltrami operator on (M, g).
Proposition 2.2. The operator ∆ is densely defined in L2(M), symmetric
and non-negative.
Proof. Since C∞c (M) is dense in L2(M), the operators d and d† are densely
defined respectively in L2(M) and L2(ΛT ∗M). Hence ∆ is densely defined
in L2(M). Let f ∈ C∞c (M), then
(∆f, f) = (d†df, f) = (df, df) = (f,∆f) ≥ 0.
From this follows that ∆ is symmetric and non-negative.
By Theorem 2.1, the operator ∆ admits a self-adjoint extension. In Sec-
tion 3.6, we observe that for dimM = m < 4 there can be many self-adjoint
extensions of ∆, if this is the case, we choose the Friedrichs extension ∆F ,
which we denote simply by ∆. The reason we choose the Friedrichs exten-
sion is that it satisfies the scaling property, Section 3.3, which we need in
Lemma 3.5.
In the next sections, we discuss an asymptotic expansion of the heat trace
of the Laplace-Beltrami operator. For this purpose we deal with the operator
separately on a neighbourhood (U, gconic) and on the regular part (M \U, g).
For the restriction ∆|M\U of the Laplace-Beltrami operator ∆ to the regular
part, we use the methods applicable for a compact manifold. As for the
restriction ∆|U , we first extend (U, gconic) to an infinite cone ((0,+∞) ×
N, gconic), then extend the Laplace-Beltrami operator to the infinite cone
and multiply the restriction ∆|(0,+∞)×N by a function with the support near
the tip of a cone and use the Singular Asymptotics Lemma, Lemma 2.7. To
glue the result on the infinite cone and the result on the regular part, we
use a partition of unity. We observe that the heat trace expansion does not
depend on ε in (2.1).
2.2 Spaces L2((0, ε)×N) and L2((0, ε), L2(N))
In this subsection we introduce spaces that we consider in Section 3, and
construct a bijective unitary map (2.3) between these spaces.
14
Let E be a vector bundle over a smooth manifold M . Denote by
C∞(M,E) space of smooth sections of E over M .
Let I := (0, ε), where 0 < ε ≤ +∞, and let X be any set. Define
C∞(I,X) := {ϕ : I → X | ϕ is smooth }. (2.2)
Consider a manifold N and a projection map
piN : I ×N → N.
Lemma 2.3. Let G be a vector bundle over N . Then a section of pull-back
bundle pi∗NG at every r ∈ I is a section of G, i.e. the following spaces are
isomorphic
C∞(I ×N, pi∗NG) ' C∞(I, C∞(N,G)).
Proof. We have the diagram
pi∗NG G
I ×N NpiN
Let (Ui, τij) be a covering of N by open sets Ui such that the bundle G re-
stricted to Ui is trivial G|Ui ' Ui×Rk. Maps τij are corresponding transition
maps, i.e. smooth maps τij : Ui ∩ Uj → GL(k), where k is the rank of the
bundle G. Then (I×Ui, τij ◦piN) is a covering for the pull-back bundle pi∗NG.
Let s ∈ C∞(I ×N, pi∗NG). Restrict the section s on a chart
s|I×Ui : I × Ui → I × Ui × Rk.
Since C∞(I × Ui, I × Ui × Rk) ' C∞(I × Ui,Rk), we may reason in terms
of maps. By the exponential law for smooth maps [KM, Theorem 3.12,
Corollary 3.13], we have
C∞(I × Ui,Rk) ' C∞(I, C∞(Ui,Rk)).
Above C∞(·, ·) denotes a space of the smooth maps as in (2.2). Now we pass
back to the space of the smooth sections
C∞(I, C∞(Ui,Rk)) ' C∞(I, C∞(Ui, Ui × Rk)),
and obtain the isomorphism of spaces
C∞(I × Ui, I × Ui × Rk) ' C∞(I, C∞(Ui, Ui × Rk)).
This isomorphism holds for any chart. Since the transition maps are smooth,
we obtain the desired isomorphism.
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Let (N, gN) be a closed smooth Riemannian manifold. Denote space of
the differential k-forms on (N, gN) by λk(N).
Lemma 2.4. The following spaces are isomorphic
λk(I ×N) ' C∞(I, λk(N)⊕ λk−1(N)),
in particular
C∞(I ×N) ' C∞(I, C∞(N)).
Proof. Define
G := ΛkT ∗N ⊕ Λk−1T ∗N.
Then pi∗NG = ΛkT ∗N ⊕ Λk−1T ∗N , i.e. at a point (r, p) ∈ I × N the fiber of
pi∗NG is ΛkT ∗pN ⊕ Λk−1T ∗pN for every r ∈ I. Note also that
Λk(T ∗(r,p)(I ×N)) = Λk(T ∗r I ⊕ T ∗pN)
= (Λ0T ∗r I ⊗ ΛkT ∗pN)⊕ (Λ1T ∗r I ⊗ Λk−1T ∗pN)
= ΛkT ∗pN ⊕ Λk−1T ∗pN.
Hence ΛkT ∗(I ×N) = pi∗NG.
By Lemma 2.3, we obtain
C∞(I ×N,ΛkT ∗(I ×N)) ' C∞(I, C∞(N,ΛkT ∗N ⊕ Λk−1T ∗N)).
Define by L2(I ×N) the Hilbert space of the square-integrable functions
on I ×N with the inner product
〈ϕ, ψ〉L2(I×N) =
ˆ
I
ˆ
N
ϕψrdimN dvolN dr,
where ϕ, ψ ∈ L2(I × N). Define by L2(I, L2(N)) := {ϕ : I → L2(N) |
ϕ is square integrable } the Hilbert space with the inner product
〈ϕ, ψ〉L2(I,L2(N)) =
ˆ
I
ˆ
N
ϕψ dvolN dr,
where ϕ, ψ ∈ L2(I, L2(N)). Then there is a bijective unitary map
Ψ : L2(I, L2(N))→ L2(I ×N). (2.3)
For ϕ ∈ L2(I, L2(N)) the map is defined by
ϕ 7→ r−dimN2 ϕ.
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2.3 Trace lemma
We prove here the Trace Lemma following [BS2, Appendix A] with some
additional details. The Lemma will be used for the proofs in Section 3.
Let H be a Hilbert space. Denote by C1(H) the trace class operators, i.e.
the first Schatten class of operators. Denote by || · ||tr and || · ||HS respectively
trace norm and Hilbert-Schmidt operator norm.
Lemma 2.5 (Trace Lemma). Let T be a trace class operator on L2(R, H).
Then T has a kernel t(x, y), so that for u(x) ∈ dom(T ) we have Tu(x) =´∞
−∞ t(x, y)u(y)dy and
h 7→ t(·, ·+ h)
is a continuous map from R into L1(R, C1(H)). Furthermore,
ˆ ∞
−∞
||t(x, x)||trdx ≤ ||T ||tr
and ˆ ∞
−∞
tr(t(x, x))dx = trT.
Proof. Since T is trace class, there are two Hilbert-Schmidt operators R, S
such that T = RS and
||T ||tr = ||R||HS||S||HS.
Denote by r(x, y) and s(x, y) the integral kernels of R and S respectively.
Then
Ru(x) =
ˆ ∞
−∞
r(x, y)u(y)dy,
where for almost all (x, y), we have ||r(x, y)||HS <∞ and
ˆ ∞
−∞
||r(x, y)||2HSdxdy = ||R||2HS <∞.
The same is true for the operator S, hence T = RS has a kernel
t(x, y) :=
ˆ ∞
−∞
r(x, w)s(w, y)dw
such that ˆ ∞
−∞
||t(x, x)||trdx ≤ ||R||HS||S||HS = ||T ||tr. (2.4)
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Denote by Lhu(x) := u(x− h) the shift operator. Since the family Lh is
strongly continuous, SLh is continuous with respect to the Hilbert-Schmidt
norm. Thereforeˆ ∞
−∞
||t(x, x+ h)− t(x, x+ h0)||trdx ≤ ||R||HS||SLh − SLh0 ||HS −−−→
h→h0
0,
and the map h 7→ t(·, ·+ h) is continuous.
It remains to show the last claim of the lemma
´∞
−∞ tr(t(x, x))dx = trT .
Let {ϕj}∞j=1 be a basis of L2(R)⊗H. Then
Ru(x) =
∞∑
j,k=1
rjk
ˆ ∞
−∞
(u(y), ϕk(y))dyϕj(x),
where
∑∞
j,k r
2
jk = ||R||2HS and the kernel of R is
r(x, y) =
∞∑
j,k=1
rjk(·, ϕk(y))ϕj(x).
Denote by Rn the operator with the kernel
rn(x, y) =
∑
0<j+k<n
rjk(·, ϕk(y))ϕj(x).
Analogously define the operators Sn. Then Tn := RnSn has kernel
tn(x, y) =
ˆ ∞
−∞
rn(x, w)sn(w, y)dw =
∑
0<j+k<n
0<m+k<n
rjkskm(·, ϕm(y))ϕj(x).
Since tr(·, ϕ)ψ = (ψ, ϕ), we get
trTn =
∑
0<j+k<n
0<m+k<n
rjkskm =
ˆ ∞
−∞
∑
0<j+k<n
0<m+k<n
rjkskm(ϕj(x), ϕm(x))dx
=
ˆ ∞
−∞
tr(tn(x, x))dx.
It was shown in (2.4) thatˆ ∞
−∞
||t(x, x)||trdx ≤ ||T ||tr,
hence we can take the limit
trT = lim
n→∞
trTn = lim
n→∞
ˆ ∞
−∞
tr(tn(x, x)) =
ˆ ∞
−∞
tr(t(x, x))dx.
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2.4 Regularized integrals and the Singular Asymptotics
Lemma
In this section we define the regularized integral over the interval (0,∞) for
a certain class of locally integrable functions using the Mellin transform. We
follow [L, Section 2.1]. First, we recall the definition of the Mellin transform
and specify the class of functions with which we will work.
Definition 1. Let H be a Hilbert space. For a function f ∈ C∞c ((0,∞), H),
the Mellin transform is defined by
Mf(s) :=
ˆ ∞
0
xs−1f(x)dx,
for s ∈ C.
Let p, q > 0 and denote L1loc(0,∞) := L1loc((0,∞)).
Definition 2. Let f ∈ L1loc(0,∞) be a locally integrable function such that
f(x) =
N∑
j=1
mj∑
k=0
ajkx
αj logk x+ xpf1(x)
=
M∑
j=1
m′j∑
k=0
bjkx
βj logk x+ x−qf2(x),
where f1 ∈ L1loc([0,∞)), f2 ∈ L1([1,∞)) and αj, βj ∈ C with real parts
Re(αj) ≤ p − 1 increasing and Re(βj) ≥ −q − 1 decreasing as j grows.
Denote the class of such functions by Lp,q(0,∞) ⊂ L1loc(0,∞).
Also denote
L∞,q(0,∞) := ∩p>0Lp,q(0,∞),
Lp,∞(0,∞) := ∩q>0Lp,q(0,∞),
Las(0,∞) := L∞,∞(0,∞) := ∩p>0Lp,∞(0,∞).
Remark. In Definition 2 the first equality reflects the behaviour of f(x) as
x→ 0 and the second equality reflects the behaviour of f(x) as x→∞.
Remark. For f ∈ Lp,q(0,∞) and Re(s) > −min1≤j≤N{Re(αj)}, the function
xs−1f(x) is locally integrable with respect to x ∈ [0,∞).
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We extend the Mellin transform to f ∈ Lp,q(0,∞) by splitting it into two
integrals. For c > 0, denote
(Mf)(s) := (M[0,c]f)(s) + (M[c,∞]f)(s) :=
ˆ c
0
xs−1f(x)dx+
ˆ ∞
c
xs−1f(x)dx.
The next proposition shows that the Mellin transform is well defined.
Proposition 2.6. Let p, q > 0, f ∈ Lpq(0,∞) and s ∈ C, such that 1− p <
Re(s) < 1 + q. Then
(Mf)(s) = (M[0,c]f)(s) + (M[c,∞]f)(s)
is a meromorphic function in a strip 1−p < Re(s) < 1+q and is independent
of c. Moreover, the continuation of (Mf)(s) may have poles at most of order
mj + 1 at s = −αj and m′j + 1 at s = −βj in the notations of Definition 2.
Proof. Using the notations of Definition 2, we obtain
(M[0,c]f)(s) =
N∑
j=1
mj∑
k=0
ajk
ˆ c
0
xαj+s−1 logk xdx+
ˆ c
0
xp+s−1f1(x)dx.
We compute the integral under the sum applying integration by parts two
times
Ij :=
ˆ c
0
xαj+s−1 logk xdx
=(αj + s)
−1xαj+s logk x|c0 −
ˆ c
0
(αj + s)
−1xαj+s−1k logk−1 xdx
=(αj + s)
−1xαj+s logk x|c0 − (αj + s)−2xαj+sk logk−1 x|c0
+
ˆ c
0
(αj + s)
−2xαj+s−1k(k − 1) logk−2 xdx.
Since Re(s) + Re(αj) > 0 for every j, evaluation of the first and the second
summands at 0 gives zero. Applying integration by parts k times, we obtain
Ij =
k∑
i=0
(−1)k−ik!
i!
cαj+s logi c(αj + s)
−k−1+i,
hence
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(M[0,c]f)(s) =
N∑
j=1
mj∑
k=0
ajk
k∑
i=0
(−1)k−ik!
i!
cαj+s logi c(αj + s)
−k−1+i
+
ˆ c
0
xp+s−1f1(x)dx.
Therefore the function (M[0,c]f)(s) has meromorphic continuation to the
half plane Re(s) > 1− p with poles of order mj + 1 at points −αj.
Now consider
(M[c,∞]f)(s) =
M∑
j=1
m′j∑
k=0
bjk
ˆ ∞
c
xβj+s−1 logk xdx+
ˆ ∞
c
x−q+s−1f2(x)dx.
Compute the integral under the sum
I ′j :=
ˆ ∞
c
xβj+s−1 logk xdx
=(βj + s)
−1xβj+s logk x|∞c −
ˆ ∞
c
(βj + s)
−1xβj+s−1k logk−1 xdx
=(βj + s)
−1xβj+s logk x|∞c − (βj + s)−2xβj+sk logk−1 x|∞c
+
ˆ ∞
c
(βj + s)
−2xβj+s−1k(k − 1) logk−2 xdx.
Since Re(s) < 1 + q ≤ −Re(βj), we have Re(s) + Re(βj) < 0 for every j,
and evaluation of the first and the second term at ∞ both give zero. Apply
integration by parts k times to obtain
I ′j = −
k∑
i=0
(−1)k−ik!
i!
cβj+s logi c(βj + s)
−k−1+i,
thus
(M[c,∞]f)(s) =−
M∑
j=1
m′j∑
k=0
bjk
k∑
i=0
(−1)k−ik!
i!
cβj+s logi c(βj + s)
−k−1+i
+
ˆ ∞
c
x−q+s−1f2(x)dx.
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Therefore the function (M[c,∞]f)(s) has meromorphic continuation to the
half plane Re(s) < 1 + q with poles of order m′j + 1 at points −βj.
By definition,
0 = f(c)− f(c) =
N∑
j=1
mj∑
k=0
ajkc
αj logk c+ cpf1(c)
−
M∑
j=1
m′j∑
k=0
bjkc
βj logk c− c−qf2(c).
Hence (Mf)(s) = (M[0,c]f)(s) + (M[c,∞]f)(s) does not depend on the choice
of c > 0. However, the poles may cancel, therefore they may be of lower
order.
Let f be a meromorphic function. Denote by Resk f(z0) the coefficient of
(z − z0)−k in the Laurent expansion of f near z0
f(z) =
∞∑
k=−m
Res−k f(z0)(z − z0)k.
Definition 3. Let f ∈ Lp,q(0,∞). A regularized integral is the constant
coefficient in the Laurent expansion near s = 1 of the Mellin transform of f ,
i.e.  ∞
0
f(x)dx := Res0(Mf)(1).
Now we are ready to state the Singular Asymptotics Lemma.
Let C := {| arg ζ| < pi − } for some  > 0.
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Lemma 2.7 (Singular Asymptotics Lemma, [BS2, p.372]). Let σ(r, ζ) be
defined on R× C and satisfy the following conditions
(1) σ(r, ζ) is C∞ with respect to r and has analytic derivatives with respect
to ζ;
(2) there exist Schwartz functions σαj(r) ∈ S (R) such that for |ζ| ≥ 1 and
0 ≤ r ≤ |ζ|/C0,∣∣∣∣∣rJ∂Kr
(
σ(r, ζ)−
∑
Reα≥−M
Jα∑
j=0
σαj(r)ζ
α logj ζ
)∣∣∣∣∣ ≤ CJKM |ζ|−M ;
(3) (integrability condition) the derivatives σ(j)(r, ζ) := ∂jrσ(r, ζ) satisfy
uniformly for 0 ≤ t ≤ 1 and |ξ| = C0
ˆ 1
0
ˆ 1
0
sj|σ(j)(st, sξ)|dsdt ≤ Cj.
Then
ˆ ∞
0
σ(r, rz)dr ∼z→∞
∞∑
k=0
z−k−1
 ∞
0
ζk
k!
σ(k)(0, ζ)dζ
+
∑
α
Jα∑
j=0
 ∞
0
σαj(r)(rz)
α logj(rz)dr
+
−∞∑
α=−1
Jα∑
j=0
σ
(−α−1)
αj (0)
zα logj+1 z
(j + 1)(−α− 1)! .
Remark. Above α is any sequence of complex numbers with Re(α) → −∞.
The last sum in the expansion includes only those α that happen to be
negative integers. Jα is the biggest power of log ζ that occurs for α.
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3 Main computations and methods
The aim of this chapter is to prove Theorem 1.1. First, we recall the asymp-
totic expansion of the heat kernel along the diagonal, which is a local result
and does not require completeness of the manifold. The expansion is given
in terms of the curvature tensor and its covariant derivatives. In the case
of a compact manifold, one integrates the terms in the local expansion over
the manifold and obtains the classical heat kernel expansion (1.2). In the
case of a non-complete manifold (M, g) with conic singularities, defined in
Section 2.1, we compute the curvature tensor near the conic point and ob-
serve that the integrals over the manifold in general diverge near the conic
point. Then we use the Singular Asymptotics Lemma to obtain the heat
trace expansion from the local heat kernel expansion.
3.1 Local expansion of the heat kernel
Let (M, g) be a Riemannian manifold, possibly non-complete, and ∆ be the
Laplace-Beltrami operator on (M, g). For (p, q) ∈ M ×M denote the heat
kernel by e−t∆(p, q). The heat kernel along the diagonal (p, p) ∈ M × M
is denoted by e−t∆(p). The next proposition gives an expansion of the heat
kernel along the diagonal on any compact subset of (M, g).
Theorem 3.1 ( [BGM, Section III.E] ). Let K ⊂ M be any compact set
and p ∈ K. There is an asymptotic expansion of the heat kernel along the
diagonal
‖e−t∆(p)− (4pit)−dimM2
j∑
i=0
tiui(p)‖ ≤ Cj(K)tj+1,
where Cj(K) is some constant which depends on the compact set K. More-
over, u0(p) ≡ 1 and u1(p) = 16 Scal(p), where Scal(p) is the scalar curvature
at p ∈ M , and all ui(p) are polynomials on the curvature tensor and its
covariant derivatives.
Furthermore [G2, p.201 Theorem 3.3.1]
u2(p) =
1
360
(
12∆ Scal(p) + 5 Scal(p)2 − 2|Ric(p)|2 + 2|R(p)|2) , (3.1)
where
|R(p)|2 := Rijkl(p) Rijkl(p)gii(p)gjj(p)gkk(p)gll(p),
|Ric(p)|2 := Ricij(p) Ricij(p)gii(p)gjj(p).
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Above, Rijkl(p) is the Riemann curvature tensor, Ricij(p) is the Ricci tensor,
Scal(p) is the scalar curvature.
The heat operator is closely related to the resolvent operator by the
Cauchy’s differentiation formula. For a positively oriented closed path γ
in the complex plane surrounding the spectrum of ∆ and for d ∈ N, we have
e−t∆ = −t1−d (d− 1)!
2pii
ˆ
γ
e−tµ(∆− µ)−ddµ. (3.2)
To interpolate between the expansion of the heat trace and the expansion
of the resolvent trace we will use the following formulas
ˆ
γ
e−tµ(−µ)−ndµ = 2piiResµ=0(e−tµ(−µ)−n)
=
2pii
(n− 1)! limµ→0
(
d
dµ
)n−1
(−1)ne−tµ = − 2pii
Γ(n)
tn−1
(3.3)
and
ˆ
γ
e−tµ(−µ)−n log(−µ)dµ = − d
dn
ˆ
γ
e−tµ(−µ)−ndµ = d
dn
(
2pii
Γ(n)
tn−1
)
= 2pii
tn−1 log tΓ(n)− tn−1Γ(n)′
Γ(n)2
=
2pii
Γ(n)
tn−1 log t− 2pii
Γ(n)
Γ′(n)
Γ(n)
tn−1.
(3.4)
On (M, g) by Theorem 3.1, we have the local asymptotic expansion of the
heat kernel along the diagonal. Then using Cauchy’s differentiation formula
(3.2), (3.3) and (3.4), we obtain the expansion of the kernel of the resolvent
along the diagonal for p ∈ K ⊂ M . Denote z2 := −µ. By [G, p.61, Lemma
1.7.2],
∥∥∥∥∥∥(∆ + z2)−d(p)− (4pi)−m2
k∑
j=d−m
2
z−2juj+m
2
−d(p)
Γ(j)
(d− 1)!
∥∥∥∥∥∥ ≤ C˜k(K)z−2j−2,
for some C˜(K) > 0. For convenience denote l := j + m
2
− d, then
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∥∥∥∥∥∥(∆ + z2)−d(p)− (4pi)−m2
k+m/2−d∑
l=0
z−2d+m−2lul(p)
Γ(−m
2
+ d+ l)
(d− 1)!
∥∥∥∥∥∥
≤ C˜k(K)z−2d+m−2l−2,
(3.5)
where u0(p) ≡ 1 and u1(p) = Scal(p)6 .
3.2 Curvature tensor in polar coordinates
In this section we give explicit formulas for the curvature tensors in the
neighbourhood (U, gconic) of the conic singularity in terms of the curvature
tensors on the cross-section manifold (N, gN) of dimension n. Let x =
(x1, . . . , xn) be local coordinates on (N, gN) and p = (r, x1, . . . , xn) ∈ U .
For i, j ∈ {0, 1, . . . , n} denote by g˜ij the components of the metric tensor
gconic = dr
2 + r2gN , and by gij for i, j ∈ {1, . . . , n} the components of the
metric tensor gN . Then
g˜00 = 1, g˜i0 = g˜0i = 0, for i > 0,
and
g˜ij = r
2gij, for i, j > 0.
We use the standard notations for the tensors that correspond to the
metric gij. For tensors corresponding to the metric g˜ij, we use the same
notations, but with tildes. To stress that the tensor depends on a point we
use g˜ij(p) = g˜ij(r, x). If it is clear, we may omit a point p to simplify the
notations. Denote the derivative of g˜ij with respect to the k-th coordinate by
g˜ij,k. If i or j or both are equal to zero then g˜ij,k = 0 for any k ∈ 0, 1, . . . , n.
Suppose i, j 6= 0, then
g˜ij,k(r, x) =
{
2rgij(x), if k = 0,
r2gij,k(x), if k 6= 0.
The Christoffel symbols are of course
Γ˜ijk =
1
2
g˜im (g˜mj,k + g˜mk,j − g˜jk,m) ,
but now we express them in terms of the Christoffel symbols Γijk and the
metric tensor gij.
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Let i = 0
Γ˜0jk =
{
0, if j = 0 or k = 0,
−rgjk, otherwise .
Assume i 6= 0 and let j = 0, then
Γ˜i0k = Γ˜
i
k0 =
1
2
g˜im (g˜m0,k + g˜mk,0 − g˜0k,m)
=
1
2
r−2gim (g˜mk,0)
=
1
2
r−2gim (2rgmk)
= r−1δik.
If both j = k = 0, then Γ˜i00 = 0. Assume that i, j and k are all non-zero.
Then
Γ˜ijk = Γ
i
jk.
The scalar curvature ˜Scal can be expressed in terms of the Christoffel
symbols Γ˜ijk in the following way
˜Scal =g˜ij
(
Γ˜mij,m − Γ˜mim,j + Γ˜lijΓ˜mml − Γ˜limΓ˜mjl
)
=g˜0j
(
Γ˜m0j,m − Γ˜m0m,j + Γ˜l0jΓ˜mml − Γ˜l0mΓ˜mjl
)
+
∑
i 6=0
g˜ij
(
Γ˜mij,m − Γ˜mim,j + Γ˜lijΓ˜mml − Γ˜limΓ˜mjl
)
=: ˜Scal0 + ˜Scal1.
Now we compute ˜Scal0 and ˜Scal1.
Since g˜0j is equal to zero for any j, j 6= 0, we have
˜Scal0 =
(
Γ˜m00,m − Γ˜m0m,0 + Γ˜l00Γ˜mml − Γ˜l0mΓ˜m0l
)
=− ∂m(r−1δmm)− r−1δlmr−1δml = r−2n− r−2n2 = −r−2n(n− 1)
and
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˜Scal1 =
∑
i 6=0
g˜ij
(
Γ˜mij,m − Γ˜mim,j + Γ˜lijΓ˜mml − Γ˜limΓ˜mjl
)
=r−2gij
(
−gij +
∑
m 6=0
[Γ˜mij,m − Γ˜mim,j ]− gijδmm +
∑
l 6=0
Γ˜lijΓ˜
m
ml + gimδ
m
j
−
∑
l 6=0
Γ˜limΓ˜
m
jl + δ
l
igjl
)
=r−2gij
(−gij + [Γmij,m − Γmim,j ]− gijn+ ΓlijΓmml + gijn− ΓlimΓmjl + gij)
=r−2gij
(
Γmij,m − Γmim,j + ΓlijΓmml − ΓlimΓmjl
)
= r−2 Scal,
where Scal is the scalar curvature at x ∈ N .
Therefore the scalar curvature in the polar coordinates p = (r, x1, . . . , xn)
is
˜Scal(p) = r−2
(
Scal(x)− n(n− 1)), (3.6)
where p = (r, x) ∈ U and x ∈ N and ˜Scal(p) is the scalar curvature on
(U, gconic) and Scal(x) is the scalar curvature on (N, gN).
Recall that the Riemann curvature tensor and the Ricci tensor can be
written using the Christoffel symbols as follows
Rijkl = ∂kΓ
i
jl + Γ
i
kpΓ
p
jl − ∂lΓijk − ΓilpΓpjk
and
Ricij = ∂mΓ
m
ij + Γ
m
mpΓ
p
ij − ∂jΓmmi − ΓmjpΓpim.
Now we express the Riemann tensor R˜
i
jkl in terms of the Riemann curvature
tensor Rijkl.
Let i = 0 and i, j, k be nonzero, then
R˜
0
jkl = 0,
also
R˜
i
0kl = R˜
i
j0l = R˜
i
j00 = R˜
i
000 = 0
and
R˜
i
00l = R˜
i
0l0 = −r−2δil .
If none of the indices i, j, k, l is zero, we obtain
R˜ijkl(p) = r
−2(Rijkl(x)− gip(x)gjm(x)(δpkδml − δpl δmk )). (3.7)
Similarly, for the tensor Ricci
R˜icij(p) = r
−2 (Ricij(x)− (n− 1)gij(x)) . (3.8)
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3.3 The Laplace operator on the infinite cone
In this section we obtain an expression (3.11) of the Laplace-Beltrami oper-
ator on an infinite cone, and show that it satisfies the scaling property.
The Laplace-Beltrami operator ∆ := d†d acting on C∞c ((0, ε)×N) in the
Hilbert space L2((0,∞) × N) with measure rn dvolN dr can be written in
terms of partial derivatives with respect to the local coordinates. We have
d† = − ∗ d∗, where ∗ is the Hodge-star operator on (U, gconic).
Let p = (r, x1, . . . , xn) ∈ U and f(r, x1 . . . , xn) ∈ C∞c (U). Denote g :=
det gN = det(gij) and (gij) = (gij)−1. Some computations that will be used
later are given in the next proposition. Choose coordinates on (N, gN) such
that the metric is diagonal.
Proposition 3.2. Let A ∈ C∞c (U). Then
a) ∗(Adr) = Arng1/2dx1 ∧ · · · ∧ dxn;
b) ∗(Adxi) = A(−1)irn−2giig1/2dr ∧ dx1 ∧ . . . dˆxi · · · ∧ dxn;
c) ∗(Adr ∧ dx1 ∧ · · · ∧ dxn) = Ar−ng−1/2.
Proof. Let X ∈ C∞c (U).
a) Let X be such that ∗(Adr) = Xdx1 ∧ · · · ∧ dxn, then by the definition
of the Hodge star operator, for any one-form αdr we have
αdr ∧Xdx1 ∧ · · · ∧ dxn = αArng1/2dr ∧ dx1 ∧ · · · ∧ dxn,
hence X = Arng1/2.
b) Let X be such that ∗(Adxi) = Xdr ∧ dx1 ∧ . . . dˆxi · · · ∧ dxn. Then for
any one-form αdxi
αdxi ∧Xdr ∧ dx1 ∧ . . . dˆxi · · · ∧ dxn = αAr−2giirng1/2dr ∧ dx1 ∧ · · · ∧ dxn,
hence
(−1)iαX = αAgiirn−2g1/2.
Consequently, X = (−1)iAgiirn−2g1/2.
c) Let X be such that ∗(Adr∧dx1∧· · ·∧dxn) = X, then for any n+1-form
αdr ∧ dx1 ∧ · · · ∧ dxn
αdr ∧ dx1 ∧ · · · ∧ dxnX = αAr−2ng−1rng1/2dr ∧ dx1 ∧ · · · ∧ dxn.
Hence X = Ar−ng−1/2.
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Let f(r, x1, . . . , xn) be a smooth function with compact support in (U, gconic)
and apply the operator ∆ = − ∗ d ∗ d to it. By Proposition 3.2 we obtain
f(r, x1, . . . , xn)
d7→∂rfdr +
n∑
i=1
∂xifdx
i
∗7→rng1/2∂rfdx1 ∧ · · · ∧ dxn
+
n∑
i=1
(−1)irn−2giig1/2∂xifdr ∧ dx1 ∧ . . . dˆxi · · · ∧ dxn
d7→dr ∧ dx1 ∧ · · · ∧ dxn
(
rng1/2∂2rf + nr
n−1g1/2∂rf
+
n∑
i=1
(
rn−2giig1/2∂2xif + r
n−2g1/2∂xif∂xig
ii
+
1
2
rn−2g−1/2gii∂xif∂xig
))
∗7→∂2rf + nr−1∂rf
+
n∑
i=1
(
r−2gii∂2xif + r
−2∂xif∂xig
ii +
1
2
r−2g−1gii∂xif∂xig
)
−7→ − ∂2rf − nr−1∂rf
− r−2
n∑
i=1
(
gii∂2xif + ∂xif∂xig
ii +
1
2
g−1gii∂xif∂xig
)
.
(3.9)
Now consider the Laplace-Beltrami operator ∆N on (N, gN)
∆Nf =− ∗d ∗ df = − ∗ d ∗
n∑
i=1
∂xifdx
i
=− ∗d
(
n∑
i=1
(−1)ig1/2gii∂xifdx1 ∧ . . . xˆi · · · ∧ dxn
)
=− ∗
(
g1/2gii∂2xif + g
1/2∂xif∂xig
ii
+
1
2
g−1/2gii∂xif∂xig
)
dx1 ∧ · · · ∧ dxn
=−
(
gii∂2xif + ∂xif∂xig
ii +
1
2
g−1gii∂xif∂xig
)
.
(3.10)
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By (3.9) and (3.10)
∆ = −∂2r − nr−1∂r + r−2∆N .
In (2.3), we defined a unitary map between the Hilbert spaces
Ψ : L2((0,∞), L2(N))→ L2((0,∞)×N),
Ψ : f 7→ r−n/2f
for f ∈ L2((0,∞), L2(N)).
Define the operator
T := Ψ−1∆Ψ,
acting on C∞c ((0,∞), C∞(N)) in the Hilbert space L2((0,∞), L2(N)).
Then
Tf =rn/2∆r−n/2f
=rn/2
(−∂2r − nr−1∂r + r−2∆N) r−n/2f
=− rn/2∂r
(
r−n/2∂rf − n
2
r−n/2−1f
)
− nrn/2−1
(
r−n/2∂rf − n
2
r−n/2−1f
)
+ r−2∆Nf
=− ∂2rf −
n
2
(n
2
+ 1
)
r−2f + r−2
n2
2
f + r−2∆Nf
=− ∂2rf + r−2
(n
2
(n
2
− 1
)
f + ∆Nf
)
.
Finally
T = −∂2r + r−2
(n
2
(n
2
− 1
)
+ ∆N
)
. (3.11)
Note that since
n
2
(
n
2
− 1) + ∆N =
(
n
2
− 1
2
)2
+ ∆N − 1
4
≥ −1
4
,
the operator T is bounded below. It is also symmetric. The Friedrichs
extension of T satisfies the scaling property, see Lemma 3.5. Below we deal
only with this extension so to simplify the notation denote it by T .
3.4 The resolvent trace expansion
Now we will consider resolvent of operator T . Since the manifold (N, gN) is
compact, the Laplace-Beltrami operator ∆N has discrete spectrum. There is
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a basis of the Hilbert space L2(N) that consists of the corresponding eigen-
functions. Let λ ∈ spec ∆N be eigenvalues of ∆N . Then
(T + z2)−1 = ⊗λ
(
−∂2r + r−2
(
λ+
n
2
(n
2
− 1
))
+ z2
)−1
⊗λ piλ,
where piλ is the projection on the λ-eigenspace of ∆N .
The proof of the next lemma may appear similar to [BS3, Lemma 4.1],
but here our proof necessitates non-trivial subtle differences.
Lemma 3.3. Let ν =
√
λ+ (n− 1)2/4, Im z2 6= 0 and 0 < r1 ≤ r2 < ∞,
then the resolvent (
−∂2r + r−2
(
λ+
n
2
(n
2
− 1
))
+ z2
)−1
is an integral operator with kernel given by(
−∂2r + r−2
(
λ+
n
2
(n
2
− 1
))
+ z2
)−1
(r1, r2) = (r1r2)
1/2Iν(r1z)Kν(r2z),
where Iν(r1z) and Kν(r2z) are the modified Bessel functions of the first and
second type respectively.
Proof. Let v1(r, z) and v2(r, z) be two linearly independent non-zero solutions
of (
−∂2r + r−2
(
λ+
n
2
(n
2
− 1
))
+ z2
)
u(r) = 0, (3.12)
then by [DS, Theorem XIII.3.16], the resolvent is an integral operator and
the kernel of the resolvent is(
−∂2r + r−2
(
λ+
n
2
(n
2
− 1
))
+ z2
)−1
(r1, r2)
= (v′1v2 − v1v′2)−1(r1, z)v1(r1, z)v2(r2, z),
(3.13)
for 0 < r1 < r2 <∞.
We now find v1 and v2 by solving (3.12). Put
u(r) =: r1/2w(r),
then
∂ru(r) =
1
2
r−1/2w(r) + r1/2∂rw(r)
and
∂2ru(r) = −
1
4
r−3/2w(r) + r−1/2∂rw(r) + r1/2∂2rw(r).
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Hence (3.12) becomes the modified Bessel equation(
r2∂2r + r∂r −
(
r2z2 + λ+
(n− 1)2
4
))
w(r) = 0.
Since ν =
√
λ+ (n− 1)2/4, the general solution is generated by the modified
Bessel functions
w(r) = C1Iν(rz) + C2Kν(rz),
where C1, C2 ∈ R. Substitute w(r) = r−1/2u(r) to obtain
u(r) = C1r
1/2Iν(rz) + C2r
1/2Kν(rz).
Note that the modified Bessel function of the first kind, Iν(r) with ν > 0,
grows exponentially as r → ∞. It tends to zero as r → 0. On the other
hand the modified Bessel function of the second kind Kν(r) tends to zero as
r → ∞, and grows as r → 0. Using the boundary condition at r = 0 and
the boundary condition at infinity limr→∞ u(r) = 0, we derive two linearly
independent solutions of (3.12)
v1(r) = r
1/2Iν(rz)
and
v2(r) = r
1/2Kν(rz).
To find the kernel of the resolvent we use the formula (3.13). Since
I ′ν(x)Kν(x)− Iν(x)K ′ν(x) = x−1,
(v′1v2 − v1v′2)−1(r1, z)
=
(
1
2
r
−1/2
1 I
′
ν(r1z) + zr
1/2
1 I
′
ν(r1z)
)
r1/2Kν(r1z)
− r1/21 Iν(r1z)
(
1
2
r
−1/2
1 K
′
ν(r1z) + zr
1/2
1 K
′
ν(r1z)
)
=r1z
(
I ′ν(r1z)Kν(r1z)− Iν(r1z)K ′ν(r1z)
)
= 1.
(3.14)
By (3.13)
(
−∂2r + r−2
(
λ+
n
2
(n
2
− 1
))
+ z2
)−1
(r1, r2)
=(r1r2)
1/2Iν(r1z)Kν(r2z).
(3.15)
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Since (M, g) is a non-complete manifold, T−1 may be not trace class, but
for some ϕ1, ϕ2 ∈ C∞c (M)
ϕ1T
−1ϕ2 ∈ Cp(L2((0, ε), L2(N))),
where Cp(H) is the p-th Schatten class of operators. It follows from the
resolvent identity [W, Theorem 5.13] and the Ho¨lder inequality for Schatten
norms, that for d > p and ϕ ∈ C∞c (M)
ϕ(T + z2)−d ∈ C1(L2(M)),
with uniform trace norm estimate in
{z ∈ C | |argz| < δ}, 0 < δ < pi/2.
It is shown in [BS2, pp. 400-409] that for any function ϕ ∈ C∞c (R) the
operator ϕ(r)(T + z2)−d is trace class for d > dimM/2 = m/2.
Let ϕ be a smooth function on (M, g) with support in the neighbourhood
(U, gconic) of the singularity, such that it depends only on the radial coordinate
r. For each fixed r ∈ (0, ε) and p = (r, x1, . . . , xn) ∈M by (3.5), we have the
expansion of the heat kernel along the diagonal
ϕ(r)(T + z2)−d(p) ∼|z|→∞
(4pi)−
m
2 ϕ(r)
∞∑
j=0
z−2d+m−2juj(p)
Γ(−m
2
+ d+ j)
(d− 1)! .
(3.16)
Proposition 3.4. Let ϕ(r) be a smooth function with compact support near
r = 0 and with ϕ(r) ≡ 1 in a small neighbourhood of r = 0. Let d > m/2
and z ∈ C such that |arg(z)| < pi
2
, then
tr(ϕ(r)(T + z2)−d)
=
ˆ ∞
0
trL2(N)(ϕ(r)(T + z
2)−d)dr
=
ˆ ∞
0
ϕ(r)
r2d−1
(d− 1)!
(
− 1
2rz
∂
∂(rz)
)d−1∑
ν
Iν(rz)Kν(rz)dr
=
ˆ ∞
0
ϕ(r)σ(r, rz)dr.
Above we sum over all ν =
√
λ+ (n− 1)2/4 such that λ ∈ spec ∆N , and
σ(r, rz) :=
r2d−1
(d− 1)!
(
− 1
2rz
∂
∂(rz)
)d−1∑
ν
Iν(rz)Kν(rz).
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Proof. The first equality follows from Lemma 2.5. To prove that second
equality we use Lemma 3.3 and the formula
(T + z2)−d =
1
(d− 1)!
(
− 1
2z
∂
∂z
)d−1
(T + z2)−1.
We obtain
trL2(N)(T + z
2)−d =
1
(d− 1)!
(
− 1
2z
∂
∂z
)d−1
trL2(N)(T + z
2)−1
=
r2d−1
(d− 1)!
(
− 1
2rz
∂
∂(rz)
)d−1∑
ν
Iν(rz)Kν(rz).
In Proposition 3.4, we define the following function
σ(r, ζ) = trL2(N)(T + ζ
2/r2)−d. (3.17)
By (3.16), we have an asymptotic expansion
trL2(N)(T + ζ
2/r2)−d ∼ζ→∞
(4pi)−
m
2
∞∑
j=0
(ζ/r)−2d+m−2j
ˆ
N
rm−1uj(p) dvolN
Γ(−m
2
+ d+ j)
(d− 1)! ,
hence
σ(r, ζ) ∼ζ→∞
∞∑
j=0
ζ−2d+m−2jσj(r), (3.18)
where
σj(r) =(4pi)
−m
2 r2d−m+2j
ˆ
N
rm−1uj(p) dvolN
Γ(−m
2
+ d+ j)
(d− 1)!
=(4pi)−
m
2 r2d−1+2j
ˆ
N
uj(p) dvolN
Γ(−m
2
+ d+ j)
(d− 1)! .
(3.19)
In particular we compute σ0(r) and σ1(r). By Theorem 3.1, u0(p) ≡ 1 and
u1(p) =
1
6
˜Scal(p), where ˜Scal(p) is the scalar curvature on (M, g), therefore
σ0(r) = (4pi)
−m
2 r2d−1
Γ(d− m
2
)
(d− 1)! vol(N)
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and
σ1(r) =(4pi)
−m
2
Γ(d− m
2
+ 1)
(d− 1)! r
2d−1+2
ˆ
N
u1(p) dvolN
=(4pi)−
m
2
Γ(d− m
2
+ 1)
(d− 1)! r
2d+1
ˆ
N
˜Scal(p)
6
dvolN
=(4pi)−
m
2
Γ(d− m
2
+ 1)
6(d− 1)! r
2d−1
ˆ
N
(Scal(x)− n(n− 1)) dvolN ,
where as before ˜Scal(p) is the scalar curvature of (M, g) at p ∈M and Scal(x)
is the scalar curvature of (N, gN) at x ∈ N .
Now we show that the function σ(r, ζ) satisfies the three conditions of the
Singular Asymptotics Lemma (Lemma 2.7). First we observe that σ(r, ζ) is
C∞ with respect to r. Moreover according to [BS2, Section 3], σ(r, ζ) has
analytic derivatives with respect to ζ. The second condition of Lemma 2.7 is
satisfied due to (3.18) − (3.19). The following lemma gives the proof of the
third property. Denote ∂jσ(r, ζ) := ∂j
∂rj
σ(r, ζ).
Lemma 3.5. (Integrability condition) For j ∈ N and 0 < |argζ| < δ < pi/2
with |ζ| = c0, there is a constant c(c0, j) such that the following is satisfied
uniformly for 0 ≤ t ≤ 1
ˆ 1
0
ˆ 1
0
sj
∣∣∂jσ(st, sζ)∣∣ dsdt ≤ c(c0, j).
Proof. Let t ∈ [0, 1]. Define unitary scaling operator
(Utf)(r) := t
1
2f(tr), f ∈ L2(0,∞).
Then
Utr
l = tlrlUt, Ut∂r = t
−1∂rUt,
where l ∈ N. By (3.11),
UtT = t
−2TUt,
note that this is true, because T is the Friedrichs extension, [L, Section 2].
Define an operator in L2((0, ε), L2(N))
Tt := t
2UtTU
†
t .
By Lemma 2.5, (Tt + z2)−d has a continuous kernel. Denote
σt(r, rz) := trL2(N)(Tt + z
2)−d, (3.20)
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in particular σ1(r, rz) = σ(r, rz).
We have Ut(T + z2)−1 = t2(Tt + (tz)2)−1Ut, therefore
Ut(T + z
2)−d = t2d(Tt + (tz)2)−dUt. (3.21)
By (3.20) and (3.21), we obtain the following scaling property
σ(rt, ζ) = t2d−1σt(r, ζ). (3.22)
Hence σ(st, sζ) = t2d−1σt(s, ζ). By the chain rule
∂
∂(st)
σ(st, sζ) =
∂t
∂(st)
∂
∂t
σ(st, sζ) = s−1
∂
∂t
σ(st, sζ),
therefore
∂j
∂(st)j
σ(st, sζ) = s−j
∂j
∂tj
σ(st, sζ).
Then
sj∂jσ(st, sζ) = ∂jtσ(st, sζ) = ∂
j
t (t
2d−1σt(s, ζ)).
Now choose a function ϕ ∈ C∞c (R) such that ϕ ≥ 0 and ϕ ≡ 1 in the
interval [0, 1]. Then
ˆ 1
0
sj|σ(j)(st, sζ)|ds =
ˆ 1
0
|∂jt (t2d−1σt(s, ζ))|ds
≤ ||∂jt (t2d−1ϕ(T + z2)−d)||tr ≤ C0,
where the last inequalities follow from Lemma 2.5.
Now we can apply the Singular Asymptotics Lemma (Lemma 2.7) to
obtain
Proposition 3.6.
ˆ ∞
0
ϕ(r)σ(r, ζ)dr ∼
∞∑
l=0
z−l−1
1
l!
 ∞
0
ζ l∂lr
(
σ(r, ζ)ϕ(r)
)
|r=0dζ
+
∞∑
j=0
 ∞
0
σj(r)(rz)
−2d+m−2jϕ(r)dr
+
∞∑
l=m
2
−d+1
z−2d+m−2l log z
∂2d−m+2l−1r
(
σl(r)ϕ(r)
)
|r=0
(2d−m+ 2l − 1)! .
(3.23)
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Remark. If M is an odd-dimensional manifold, the last sum in (3.23) is zero,
because σl makes sense only for l ∈ N0.
Since ϕ(r) ≡ 1 near r = 0, all its derivatives vanish at zero. Therefore
the first sum simplifies and we use Proposition 3.4 to obtain
∞∑
l=0
z−l−1
1
l!
 ∞
0
ζ l∂lrσ(r, ζ)|r=0dζ
=z−2d
 ∞
0
ζ2d−1
(
− 1
2rz
∂
∂(rz)
)d−1∑
ν
Iν(rz)Kν(rz)dζ.
(3.24)
Note that this term in the resolvent trace expansion gives a contribution to
the constant term in the heat trace expansion. We simplify the terms in
(3.23) in the next section.
3.5 The heat trace expansion
Let f be a meromorphic function with the Laurent series expansion at a
point z0
f(z) =
∞∑
k=−k0
Res−k f(z0)(z − z0)k,
where Res−k f(z0) = 12pii
´
γ
f(z)dz
(z−z0)k+1 , for a positive oriented path γ enclosing
z0 and lying in an annulus, in which f(z) is holomorphic. By these notations,
Res1 is the residue of the function and Res0 is the regular analytic continu-
ation. Let f be analytic at z0, and assume that g has a simple pole at z0.
Then
Res0(fg)(z0) = f(z0) Res0 g(z0) + f
′(z0) Res1 g(z0). (3.25)
We analyse the first summand in Proposition 3.6 given by (3.24). Denote
by p := 2d− 1. Then by the Mellin transform [O, p.123], we obtain
 ∞
0
ζp
(
− 1
2ζ
∂
∂ζ
)d−1
Iν(ζ)Kν(ζ)dζ
=
1
4
√
pi
Γ(ν − d+ p+3
2
)Γ(d− 1− p
2
)Γ(p+1
2
)
Γ(d+ 1 + ν − p+3
2
)
.
Set p = l+2d−2 and denote by Res0 f(l)|l=1 the regular analytic continuation
of f(l) at l = 1, i.e. the constant term in the Laurent expansion. Following
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Definition 3,
 ∞
0
ζp
(
− 1
2ζ
∂
∂ζ
)d−1
Iν(ζ)Kν(ζ)dζ
= Res0
(
1
4
√
pi
Γ(− l
2
)Γ(d+
l
2
− 1
2
)
Γ(ν + l
2
+ 1
2
)
Γ(ν − l
2
+ 1
2
)
)
|l=1.
The ratio of two Gamma functions is given in the proposition below. Let
Bj be the Bernoulli numbers and C ij be the binomial coefficients
B0 = 1, Bj = −
j−1∑
i=0
C ij
Bi
j − i+ 1 , j ≥ 1.
In particular B1 = −1/2, B2 = 1/6, B4 = −1/30, B6 = 1/42 and B2j+1 = 0
for j ≥ 1.
Proposition 3.7. We have that
Γ(ν − s+ 1)
Γ(ν + s)
∼ν→∞ ν1−2s
(
1 + s
∑
j≥1
j−1B2jν−2j
)
+O(s2).
Proof. According to [WW, Chapter XII p.251] 1,
log Γ(z) ∼z→∞ (z − 1
2
) log z − z + 1
2
log(2pi) +
∑
j≥1
1
2j(2j − 1)
B2j
z2j−1
.
Consequently,
log Γ(ν + s) ∼ν→∞(ν + s− 1
2
) log(ν + s)− (ν + s) + 1
2
log(2pi)
+
∑
j≥1
1
2j(2j − 1)
B2j
(ν + s)2j−1
=(ν + s− 1
2
)(log ν + log(1 + s/ν))− (ν + s) + 1
2
log(2pi)
+
∑
j≥1
1
2j(2j − 1)
B2j
(ν + s)2j−1
,
1Note that in this book an old notation of the Bernoulli numbers is used Boldj , in
particular Bold1 = 1/6, Bold2 = 1/30, Bold3 = 1/42; and here we use the modern notation
Bnewj := Bj , they satisfy the relation Boldj = (−1)j−1Bnew2j and Bnew2j+1 = 0 for j ≥ 1; that
is why our formula is slightly different from the one in the book.
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where for the last equality we use log(ν + s) = log ν + log(1 + s/ν). Analo-
gously, using log(ν − s) = log ν + log(1− s/ν), we obtain
log Γ(ν − s) ∼ν→∞(ν − s− 1
2
)(log ν + log(1− s/ν))− (ν − s) + 1
2
log(2pi)
+
∑
j≥1
1
2j(2j − 1)
B2j
(ν − s)2j−1 .
Furthermore,
log
Γ(ν − s)
Γ(ν + s)
= log Γ(ν − s)− log Γ(ν + s) ∼ν→∞
− 2s log ν + (ν − s− 1
2
) log(1− s
ν
)− (ν + s− 1
2
) log(1 +
s
ν
) + 2s
+
∑
j≥1
1
2j(2j − 1)B2j
(
1
(ν − s)2j−1 −
1
(ν + s)2j−1
)
∼− 2s log ν + (ν − s− 1
2
)(− s
ν
)− (ν + s− 1
2
)(
s
ν
) + 2s
+
∑
j≥1
1
2j(2j − 1)B2j
(
(ν + s)2j−1 − (ν − s)2j−1
(ν2 − s2)2j−1
)
+O(s2)
=− 2s log ν + s
ν
+ s
∑
j≥1
j−1B2jν−2j +O(s2).
Finally we obtain
Γ(ν − s+ 1)
Γ(ν + s)
= (ν − s)Γ(ν − s)
Γ(ν + s)
∼ (ν − s)ν−2s
(
1 +
s
ν
+ s
∑
j≥1
j−1B2jν−2j
)
+O(s2)
∼ ν1−2s
(
1 + s
∑
j≥1
j−1B2jν−2j
)
+O(s2).
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Using Proposition 3.7 we compute
b1 := Res0
( ∑
λ∈spec ∆N
Γ(− l
2
)Γ(d+ l
2
− 1
2
)
4
√
pi(d− 1)!
Γ(
√
λ+ (n− 1)2/4 + l
2
+ 1
2
)
Γ(
√
λ+ (n− 1)2/4− l
2
+ 1
2
)
)
|l=1
= Res0
(
Γ(− l
2
)Γ(d+ l
2
− 1
2
)
4
√
piΓ(d)
∑
λ∈spec ∆N
((
λ+
(n− 1)2
4
) l
2
−
∑
j≥1
j−1B2j
(
l
2
− 1
2
)(
λ+
(n− 1)2
4
)−j+ l
2
))
|l=1,
(3.26)
To find the regular analytic continuation at l = 1 of the function above
we set some notations.
Definition 4. Let h ∈ R. The shifted by h spectral zeta function of (N, gN)
is, by definition,
ζhN(s) :=
∑
λ∈spec ∆N
(
λ+ h2
)−s
.
To compute (3.26), we need to find the residues of the shifted zeta func-
tion. Denote by aNj , j ∈ N0 the heat trace expansion coefficients on the
closed manifold (N, gN)
tr e−t∆N ∼t→0+ (4pit)−n/2
∞∑
j=0
aNj t
j. (3.27)
Lemma 3.8. If n is odd, then ζhN(s) is a meromorphic function with simple
poles at s = n
2
− l, l ∈ N0 with residue
Res1 ζ
h
N
(n
2
− l
)
=
1
(4pi)n/2Γ(n
2
− l)
l∑
i=0
(−1)ih
2i
i!
aNl−i.
If n is even, then the same holds, but there are no poles for l = n
2
+ j, j ∈ N0.
Proof. Using the Mellin transform we obtain
ζhN(s) =
∑
λ∈Spec∆N
(
λ+ h2
)−s
=
1
Γ(s)
∑
λ∈Spec∆N
ˆ ∞
0
ts−1e−t(λ+h
2)dt
=
1
Γ(s)
∑
λ∈Spec∆N
ˆ 1
0
ts−1e−tλe−th
2
dt+
1
Γ(s)
∑
λ∈Spec∆N
ˆ ∞
1
ts−1e−t(λ+h
2)dt.
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The latter integral is an entire function in s. To compute the first integral
we use the Taylor expansion
e−th
2 ∼t→0
∞∑
i=0
(−1)ih
2i
i!
ti,
and the heat trace expansion (3.27)). Since Gamma function is nowhere zero,
we obtain
Res1ζ
h
N(s0) =Res1
(
1
(4pi)n/2Γ(s0)
∞∑
i=0
(−1)ih
2i
i!
∞∑
j=0
aNj
(s0 + i+ j − n2 )
)
.
If n is odd, poles are at s0 = n2 − i− j, for i, j ∈ N0. If n is even, poles are at
s0 =
n
2
− i− j, for i+ j < n
2
, because the Gamma function has simple poles
at non-positive integers. Set l := i+ j, then
Res1ζ
h
N
(n
2
− l
)
=
1
(4pi)n/2Γ(n
2
− l)
l∑
i=0
(−1)ih
2i
i!
aNl−i.
Note that this agrees with
Proposition 3.9. [V, p.3] The spectral zeta function on (N, gN), ζN(s), is
a meromorphic function with simple poles at s = n
2
− l for l ∈ N0 with the
residue
Res1ζN(s) =
aNn
2
−s
(4pi)n/2Γ(s)
.
We now compute (3.26). Set
f(s) :=
Γ( s
2
)Γ(d− s
2
− 1
2
)
4
√
piΓ(d)
.
Denote also
g(s) := −
∑
j≥1
j−1B2jζ
n−1
2
N (j + s/2).
Since f(−1) = −1
2
and Γ(−1
2
) = −2√pi and f ′(−1) = Γ′(− 12 )
8
√
pi
+ Γ
′(d)
4Γ(d)
, by (3.26)
and (3.25), we have for s = −l
b1 = Res0
(
f(s)ζ
n−1
2
N (s/2) + f(s)
(
−s
2
− 1
2
)
g(s)
)
=− 1
2
Res0 ζ
n−1
2
N (−1/2)
+
(
Γ′(−1
2
)
8
√
pi
+
Γ′(d)
4Γ(d)
)
Res1 ζ
n−1
2
N (−1/2) +
1
4
Res1 g(−1).
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By Lemma 3.8,
b1 =− 1
2
Res0 ζ
n−1
2
N (−1/2) +
(
Γ′(−1
2
)
8
√
pi
+
Γ′(d)
4Γ(d)
)
Res1 ζ
n−1
2
N (−1/2)
− 1
4
n+1
2∑
j=1
j−1B2j Res1 ζ
n−1
2
N (j − 1/2).
(3.28)
If n is even, the above sum is to be interpreted as sum over all integers
1 ≤ j ≤ n+1
2
.
Now consider the second sum in the expansion (3.23). By (3.19),
∞∑
j=0
 ∞
0
σj(r)(rz)
−2d+m−2jϕ(r)dr
=(4pi)−
m
2
∞∑
j=0
Γ(−m
2
+ d+ j)
(d− 1)! z
−2d+m−2j
 ∞
0
rm−1ϕ(r)
ˆ
N
uj(p) dvolN dr.
(3.29)
By [BGM, Chapter III, Lemma E.IV.5], uj(r, x) = r−2juˆj(r, x), where uˆj(r, x)
is smooth with respect to r. Hence for m − 1 − 2j ≥ 0, the integrals in the
above sum need no regularisation, i.e. for j ≤ m/2− 1 we have
 ∞
0
rm−1ϕ(r)
ˆ
N
uj(p) dvolN dr =
ˆ ∞
0
rm−1ϕ(r)
ˆ
N
uj(p) dvolN dr.
The sum (3.29) gives the following terms in the heat trace expansion
(4pi)−
m
2
∞∑
j=0
t−
m
2
+j
 ∞
0
rm−1ϕ(r)
ˆ
N
uj(p) dvolN dr
= (4pi)−
m
2
∞∑
j=0
t−
m
2
+j
 
M
uj(p)ϕ(r) dvolM ,
(3.30)
where summands with j ≤ m/2− 1 need no regularisation.
We sum this with the expansion away from the singularity to obtain
(4pi)−
m
2
∞∑
j=0
t−
m
2
+j
(  
M
uj(p)ϕ(r) dvolM +
ˆ
M
uj(p)(1− ϕ(r)) dvolM
)
=
∞∑
j=0
t−
m
2
+j
 
M
uj(p) dvolM .
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Now we simplify the logarithmic terms in Proposition 3.6
L :=
∞∑
j=m
2
−d+1
z−2d+m−2j log z
∂2d−m+2j−1r
(
σj(r)ϕ(r)
)
|r=0
(2d−m+ 2j − 1)!
=
∞∑
j=m
2
−d+1
z−2d+m−2j log z
Γ(−m
2
+ d+ j)
(d− 1)!(2d−m+ 2j − 1)!×
× (4pi)−m2 ∂2d−m+2j−1r
(
r2d−1+2j
ˆ
N
uj(p) dvolN
)
|r=0.
To continue the computation we note that for j ≥ m/2 we have
∂2d−m+2j−1r
(
r2d−1+2j
ˆ
N
uj(p) dvolN
)
|r=0
= ∂2j−mr
(
r2j
ˆ
N
uj(p) dvolN
)
|r=0,
therefore
L =
∞∑
j=m
2
z−2d+m−2j log z
Γ(−m
2
+ d+ j)
(d− 1)!(2j −m)!×
× (4pi)−m2 ∂2j−mr
(
r2j
ˆ
N
uj(p) dvolN
)
|r=0
=
∞∑
l=0
z−2d−2l log z
Γ(d+ l)
(d− 1)!(2l)!(4pi)
−m
2 ∂2lr
(
rm+2l
ˆ
N
um
2
+l(p) dvolN
)
|r=0.
Hence the logarithmic part in the heat trace expansion coming from this
term is
−(4pi)−m2
∞∑
i=0
ti log t× 1
2(2i)!
∂2ir
(
rm+2i
ˆ
N
um
2
+i(p) dvolN
)
|r=0.
For i > 0, the function rm+2i
´
N
um
2
+i(p) dvolN is smooth and has no
terms of order r2i. Hence the only nonzero logarithmic term may appear for
i = 0
c := −(4pi)−m2 1
2
(
rm
ˆ
N
um
2
(p) dvolN
)
|r=0 = 1
4
Res1 ζ
n−1
2
N (−1/2). (3.31)
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From the logarithmic term in the resolvent trace expansion we also get
the following contribution to the constant term in the heat trace expansion
b2 = (4pi)
−m
2
1
2
Γ′(d)
Γ(d)
(
rm
ˆ
N
um
2
(p)dvolN
)
|r=0 = −1
4
Γ′(d)
Γ(d)
Res1ζ
n−1
2
N (−1/2).
(3.32)
Let b := b1 + b2. By (3.28) and (3.32),
b =− 1
2
Res0 ζ
n−1
2
N (−1/2) +
Γ′(−1
2
)
8
√
pi
Res1 ζ
n−1
2
N (−1/2)
− 1
4
n+1
2∑
j=1
j−1B2j Res1 ζ
n−1
2
N (j − 1/2).
(3.33)
3.6 Proof of Theorem 1.1
Now we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. First, we show that if m ≥ 4, then the Laplace-
Beltrami operator on (M, g) is essentially self-adjoint. By (3.11),
∆ = −∂2r + r−2
(n
2
(n
2
− 1
)
+ ∆N
)
,
where n = m − 1 and ∆N is the Laplace-Beltrami operator on (N, gN).
By [BS3, pp.703-704], ∆ is essentially self-adjoint if(n
2
(n
2
− 1
)
+ ∆N
)
≥ 3
4
,
equivalently,
n ≥ 3,
otherwise ∆ might have many self-adjoint extensions.
(a) By (3.30), (3.31) and (3.33), we obtain the final formula
tr e−t∆ ∼t→0+ (4pit)−m2
∞∑
j=0
a˜jt
j + b+ c log t. (3.34)
Above for j ≤ m/2− 1, we have a˜j =
´
M
uj(p) dvolM . For
j > m/2− 1, we have the reguralized integrals a˜j =
ffl
M
uj(p) dvolM .
(b) The constant term b is given by (3.33).
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By Lemma 5.7, the constant term bSn in the heat trace expansion on
(M1, g1) with the cross-section (N, gN) = (Sn, ground) is equal to zero. By
Theorem 5.8, the constant term bRPn in the heat trace expansion on (M2, g2)
with the cross-section (N, gN) = (RP n, ground) is non-zero. Observe, that
Sn is the covering of RP n. By the first claim of this theorem, a˜j has an
expression by the integral of the local data that is the curvature and its
derivatives. Assume that the constant term b can be written as an integral
over local data. Then b satisfies the multiplicative law for coverings, hence
bSn = 2bRPn . It is a contradiction. We conclude that in general there is no
expression of b as an integral of local data.
(c) By (3.31), we get
c =
1
4
Res1 ζ
m−2
2
N (−1/2).
By Lemma 3.8,
Res1 ζ
m−2
2
N (s) = Res1
(
1
(4pi)
m−1
2 Γ(s)
∞∑
k=0
(−1)k (m− 2)
2k
22kk!
∞∑
j=0
aNj
(s+ k + j − m−1
2
)
)
.
Setting s = −1
2
, we get the relation between the summation indices
k + j =
m
2
,
hence
Res1 ζ
m−2
2
N (−1/2) =
1
(4pi)
m−1
2 Γ(−1
2
)
m
2∑
k=0
(−1)k (m− 2)
2k
22kk!
aNm
2
−k, (3.35)
and we simplify
Res1 ζ
m−2
2
N (−1/2) =−
1
(4pi)
m
2
m
2∑
k=0
(−1)k (m− 2)
2k
22kk!
aNm
2
−k
=
1
(4pi)
m
2
m
2∑
k=0
(−1)k+1 (m− 2)
2k
22kk!
aNm
2
−k.
If m is odd we have aNm
2
−k = 0 for 0 ≤ k < m2 .
(d) Assume that c = 0, then by (3.31),(
rm
ˆ
N
um
2
(r, x) dvolN
)
|r=0 = 0.
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Hence
a˜m
2
=
 
M
um
2
(p) dvolM =
 
U
um
2
(p) dvolM +
ˆ
M\U
um
2
(p) dvolM
=
ˆ
M\U
uj(p) dvolM =
ˆ
M
uj(p) dvolM .
This finishes the proof.
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4 Geometrical information from the heat trace
expansion
In this section we analyse the coefficients in the expansion in Theorem 1.1
from a geometrical point of view. First, we consider the two-dimensional case
and show in which setting we can distinguish a surface with conic singularities
from a compact smooth surface using the heat trace expansion.
Next, we consider the four-dimensional case and develop a criterion of the
cross-section (N, gN) near a singularity to be isometric to a spherical space
form. Then we study out some illustrative four-dimensional examples.
We complete the section with a geometrical criterion for the logarithmic
term in the heat trace expansion in Theorem 1.1 to be equal to zero that
holds for any even-dimensional (M, g). Recall that for any odd-dimensional
(M, g) the logarithmic term is identically zero.
4.1 Compact surfaces with conic singularities
The constant term in the heat trace expansion on surfaces with conic sin-
gularities was computed in [BS2, pp.423–424]. Here we prove that the loga-
rithmic term in the expansion is zero and a˜j, in Theorem 1.1, does not need
regularization for any j ≥ 0.
Consider a surface (M, g) with l conic singularities. By this we mean
(M, g), which possesses an open set ∪li=1Ui such thatM \∪li=1Ui is a compact
surface with boundary N1∪· · ·∪Nl. Furthermore, Ui is isometric to (0, ε)×Ni
with ε > 0, where (Ni, gNi) is a closed one-dimensional manifold for 1 ≤ i ≤ l.
The metric in the neighbourhood Ui is
gUi = dr
2 + r2gNi ,
where gNi := sin
2 αidθ. Here 0 < θ ≤ 2pi is the local coordinate on S1 and
0 < αi ≤ pi/2 is the angle between the generating line and the axis of the
cone Ui.
Lemma 4.1. The heat trace expansion on a surface (M, g) with l conic
singularities has the following form
tr e−t∆ ∼t→0+ 1
4pit
∞∑
j=0
ajt
j +
1
12
l∑
i=1
(
1
sinαi
− sinαi
)
, (4.1)
where aj does not have any contribution from the singularities for j ≥ 0.
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Proof. By Theorem 1.1, the heat trace expansion on M is
tr e−t∆ ∼t→0+ 1
4pit
∞∑
j=0
a˜jt
j + b+ c log t, (4.2)
where a˜j are integrals over (M, g), which might need regularization.
First, we show that c = 0. Observe that every singularity contributes
to the logarithmic term. The scalar curvature of a circle is zero, hence by
Theorem 1.1 (c),
c =
l∑
i=1
ci = − 1
4(4pi)
l∑
i=1
aNi1 = −
1
16 · 6pi
l∑
i=1
ˆ
Ni
Scal dvolNi = 0.
Next, we compute the constant term in the heat trace expansion (4.2).
Since Spec ∆Ni = {sinα−2i k2 | k ∈ Z}, the spectral zeta function on Ni is
ζ0Ni(s) =
∑
k∈Z\{0}
(
k
sinαi
)−2s
= 2 sinα2si ζ(2s),
where ζ(s) is the Riemann zeta function.
By the regular analytic continuation of the Riemann zeta function, we
obtain
Res0 ζ
0
Ni
(−1/2) = −2 sinα−1i
1
12
= − 1
6 sinαi
.
The residues are
Res1 ζ
0
Ni
(j − 1/2) = Res ζ(2j − 1) = 0, for j ≥ 2
and
Res1 ζ
0
Ni
(1/2) = 2 sinαi Res ζ(1) = 2 sinαi.
Thus, the constant term in the heat trace expansion is
b =
l∑
i=1
bi =
l∑
i=1
(
1
12 sinαi
− 1
4
B22 sinαi
)
.
Hence
b =
1
12
l∑
i=1
(
1
sinαi
− sinαi
)
.
Next, we compute coefficients a˜j in (4.2). By Theorem 1.1 (a),
a˜j =
 
M
uj(p) dvolM =
ˆ
M
ψuj(p) dvolM +
∑
1≤i≤l
 
M
ϕi(r)uj(pi) dvolM ,
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where ψ, ϕ1(r), . . . ϕl(r) is a partition of unity on (M, g) such that ψ has
support away from the singular points and ϕi has support in (Ui, gUi).
The curvature tensor on the cone over a circle is equal to zero, hence by
Theorem 3.1 we have uj(p) ≡ 0 for p ∈ Ui for 1 ≤ i ≤ l and j > 0, also
u0(p) ≡ 1 for p ∈ M . Therefore, the singularities do not contribute to the
positive power terms in the expansion and
a˜j =
{
vol(M) for i = 0,´
M
uj(p) dvolM , for j > 0.
Above neither a˜j needs regularization, i.e. a˜j is equal to aj in (1.2). We
conclude that the geometric information about the singularities is encoded
only in the constant term. Finally,
tr e−t∆ ∼t→0+ 1
4pit
∞∑
j=0
ajt
j +
1
12
l∑
i=1
(
1
sinαi
− sinαi
)
. (4.3)
Definition 5. Two Riemannian manifolds (M1, g1) and (M2, g2) are called
isospectral if the eigenvalues of their Laplace-Beltrami operators coincide.
Denote by (M¯, g) the complete surface with conic singularities such that
the conic points belong to (M¯, g), i.e. the neighbourhood of a conic point,
U ′i , is isometric to [0, ε)×Ni for 1 ≤ i ≤ l.
Theorem 4.2. Let (M¯, g) be a complete simply-connected surface with conic
singularities. If (M¯, g) has at least one singularity, then it is not isospectral
to any smooth closed surface.
Proof. By Lemma 4.1,
tr e−t∆ ∼t→0+ 1
24pi
ˆ
M
˜Scal(p) dvolM
+
1
12
l∑
i=1
(
1
sinαi
− sinαi
)
+
1
4pit
∑
j≥0,j 6=1
ajt
j,
where ˜Scal(p) is the scalar curvature at p ∈M .
By [BL, pp.52-53],
1
2
ˆ
M
˜Scal(p) dvolM = 2pi(2− 2 genus(M¯)).
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Since (M¯, g) is simply-connected, genus(M¯) = 0 and
tr e−t∆ ∼t→0+ 1
3
+
1
12
l∑
i=1
(
1
sinαi
− sinαi
)
+
1
4pit
∑
j≥0,j 6=1
ajt
j.
Observe that
1
sinαi
− sinαi ≥ 0,
and the equality holds if and only if αi = pi2 , i.e. the corresponding neigh-
bourhood U ′i of the singularity is a disk. Therefore, if (M¯, g) has at least
one singularity, we obtain the equality for the constant coefficient in the heat
trace expansion
1
3
+
1
12
l∑
i=1
(
1
sinαi
− sinαi
)
>
1
3
.
Let (M1, g1) be a smooth closed surface and ∆M1 be the Laplace-Beltrami
operator on it. Then by (1.2), the heat trace expansion on (M1, g1) has the
following form
tr e−t∆M1 ∼t→0+ 1
3
(1− genus(M1)) + 1
4pit
∑
j≥0,j 6=1
a′jt
j.
The constant coefficient in the heat trace expansion satisfies the following
equality
1
3
(1− genus(M1)) ≤ 1
3
.
We conclude that since the constant term in the heat trace expansion
on (M¯, g) with at least one conic singularity is grater than 1
3
, (M¯, g) and
(M1, g1) cannot be isospectral.
4.2 Four-dimensional manifolds with conic singularities
In this section we consider the spectral geometry of four-dimensional mani-
folds with conic singularities. As before, we use symbols with tildes to denote
tensors on (M, g), and without tildes to denote tensors on the cross-section
(N, gN).
Theorem 4.3. Let (M, g) be a four-dimensional manifold with conic singu-
larities.
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(1) The logarithmic term in the heat trace expansion on (M, g) is equal to
zero if and only if the cross-section of every singularity is isometric to
a spherical space form.
(2) Assume that the logarithmic term in the heat trace expansion on (M, g)
is equal to zero. Then no regularization is needed for a˜j, for any j ≥ 0.
In this case only the constant term in the heat trace expansion has a
contribution from the singularities.
Proof. We consider one conic singularity and show that its contribution to
the logarithmic term is non-positive. Moreover the contribution is equal to
zero if and only if the cross-section is isometric to a spherical space form.
Consequently, if (M, g) has more conic singularities, the logarithmic term
is equal to zero if and only if each cross-section is isometric to a spherical
space form. Similarly, we show that the second claim of the theorem holds
for a manifold with one conic singularity, i.e. we do not need to regularise
integrals in a˜j, hence it holds for more singularities.
As before (3.27), we denote the heat trace coefficients on (N, gN) by aNj ,
j ≥ 0. By Theorem 1.1 (c),
c =
1
4(4pi)2
2∑
k=0
(−1)k+1 1
k!
aN2−k =
1
4(4pi)2
(−aN2 + aN1 −
1
2
aN0 ).
We use Theorem 3.1 and (3.1), to obtain
c =− 1
720
(4pi)−2
ˆ
N
(12∆N Scal(x) + 5(Scal(x)− 6)2 − 2|Ric(x)|2
+ 2|R(x)|2) dvolN .
(4.4)
Since (N, gN) is closed, for any smooth function τ ∈ C∞(N) we have
ˆ
N
∆Nτ dvolN =
ˆ
N
(d†dτ) dvolN =
ˆ
N
(d†dτ, 1)x dvolN
=
ˆ
N
(dτ, d1)x dvolN =
ˆ
N
(dτ, 0)x dvolN = 0,
where (·, ·)x denotes the inner product on the tangent space TxM . Hence
(4.4) becomes
c =− 1
720
(4pi)−2
ˆ
N
(5(Scal(x)− 6)2 − 2|Ric(x)|2 + 2|R(x)|2) dvolN . (4.5)
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For dimN = 3, the Ricci curvature tensor determines the Riemann cur-
vature tensor, and we have the identity at every point x ∈ N
|R(x)|2 = 4|Ric(x)|2 − Scal2(x). (4.6)
We compute (4.5) using (4.6),
c =− 1
720
(4pi)−2
ˆ
N
(
5(Scal(x)− 6)2 − 2 Scal2(x) + 6|Ric(x)|2
)
dvolN
=− 1
720
(4pi)−2
ˆ
N
(
5(Scal(x)− 6)2 − 2 Scal2(x) + 24 Scal(x)− 2 · 36
+ 6(|Ric(x)|2 − 4 Scal(x) + 12
)
dvolN
=− 1
720
(4pi)−2
ˆ
N
(
3(Scal(x)− 6)2 + 6(Ricij(x)− 2gij)2
)
dvolN ≤ 0.
This expression is equal to zero if and only if Scal(x) ≡ 6 and Ricij(x) =
2gij(x); equivalently if and only if the sectional curvature of (N, gN) is equal
to one. Therefore (N, gN) is isometric to a spherical space form. We have
proved the first part of the theorem.
(2) If the logarithmic term is equal to zero, then by the first claim of
the theorem, the neighbourhood of the singularity (U, gU) has the following
metric
gU = dr
2 + r2gS3 ,
where gS3 is the round metric on the unit sphere. Thus (U, gU) is isometric to
the punctured ball. The ball is a flat space, i.e. the curvature tensor vanishes
for every p ∈ U , hence uj(p) = 0 for j > 0 and u0(p) ≡ 1. Therefore,
a˜j =
 
M
uj(p) dvolM =
{
vol(M), for j = 0,´
M
uj(p) dvolM , for j > 0.
Therefore no regularization is needed for a˜j, for any j ≥ 0, and the only term
that has a contribution of the singularity is the constant term b.
Assume that (N, gN) is isometric to a spherical space form and compute
the constant term b in the heat trace expansion on (M, g). Since c = 0, we
have Res1 ζ1N(−1/2) = 0. By Theorem 1.1 (b),
b = −1
2
ζ1N(−1/2)−
1
4
B2 Res1 ζ
1
N(1/2)−
1
8
B4 Res
1
N(3/2). (4.7)
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By Lemma 3.8,
Res1 ζ
1
N(3/2− l) =
1
(4pi)
3
2Γ(3
2
− l)
l∑
i=0
(−1)i
i!
aNl−i.
Using Γ(1/2) =
√
pi, Γ(3/2) = 1
2
√
pi and Scal(x) ≡ 6, we compute
Res1 ζ
1
N(1/2) =
1
(4pi)
3
2Γ(1
2
)
(aN1 − aN0 )
=
2
(4pi)2
(
1
6
ˆ
N
Scal(x) dvolN − vol(N)
)
= 0,
and
Res1 ζ
1
N(3/2) =
1
(4pi)
3
2Γ(3
2
)
(aN0 ) =
1
4pi2
vol(N).
Then (4.7) becomes
b = −1
2
ζ1N(−1/2) +
1
960pi2
vol(N).
In the four-dimensional case, the logarithmic term in the expansion van-
ishes precisely when the cross-section is a spherical space form, and we expect
that the vanishing of a the constant term will imply that the cross-section
is the sphere (S3, ground), but this is not yet clear beyond the case of lens
spaces. The constant term b was computed for lens spaces (S3/Zk, ground),
see [DB, pp. 2281–2282], also [BKD, (8.4)]
b =
(k2 + 11)(k2 − 1)
720k
. (4.8)
We observe that b = 0 if and only if k = 1. However there are other types
of spherical space forms for which the expression of the constant term is not
clear yet.
4.2.1 Example N = S3A
Consider a four-dimensional manifold (M, g) with one conic singularity and
the following metric near the singularity,
gconic = dr
2 + r2gN .
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Above (N, gN) is the three-dimensional sphere N = S3A with radius A > 0.
We compute the logarithmic term in the heat trace expansion on M and
show that it is equal to zero if and only if A = 1.
The metric on the sphere is given by
gN = A
2(dϕ21 + sin
2 ϕ1dϕ
2
2 + sin
2 ϕ1 sin
2 ϕ2dϕ
2
3),
where 0 ≤ ϕi < 2pi for i = 1, 2, 3, and the volume vol(S3A) = 2pi2A3.
We compute the norm of the Ricci curvature tensor on S3A
|Ric(x)|2 =
∣∣∣∣2 1A2 gij(x)
∣∣∣∣2 = 4 1A4 gij(x)gij(x)gii(x)gjj(x) = 12A4 ,
and the scalar curvature
Scal(x) =
6
A2
.
By (4.5), the logarithmic term is
c =− 1
720
(4pi)−2
ˆ
S3A
[
5(Scal(x)− 6)2 + 6|Ric(x)|2 − 2 Scal(x)2
]
dvolS3A
=− 1
720
(4pi)−2
5 · 36(A2 − 1)2
A4
v vol(S3A) = −
(A2 − 1)2
32A
.
We see that the logarithmic term in the heat trace expansion is zero if
and only if A = 1, i.e. the sphere has a unit radius. To compute the constant
term for S31 , we need the eigenvalues on the sphere.
Proposition 4.4 ( [BGM, Prop.C.I.1, Cor.C.I.3, p.160] ). The sphere (Sn, ground)
has eigenvalues
λk = k(n+ k − 1), k ≥ 0,
with multiplicities
µk =
(n+ k − 2)(n+ k − 3) . . . (n+ 1)n
k!
(n+ 2k − 1).
In our case n = 3, and the eigenvalues are
λk = k(k + 2),
with corresponding multiplicities
µk = (k + 1)
2.
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Describe the shifted zeta function
ζ1N(s) =
∑
k∈N0
µk (λk + 1)
−s
=
∑
k∈N0
(k + 1)2
(
k2 + 2k + 1
)−s
= 1 +
∑
k∈N
(k + 1)−2s+2
=1 +
∑
k∈N
k−2s+2
(
1 + (−2s+ 2)k−1 + (−2s+ 2)(−2s+ 1)
2
k−2
+
(−2s+ 2)(−2s+ 1)(−2s)
6
k−3
+
(−2s+ 2)(−2s+ 1)(−2s)(−2s− 1)
24
k−4 +
∞∑
v=5
(−2s+ 2
v
)
k−v
)
.
The last equality is due to the generalized binomial theorem and(
r
v
)
= r(r−1)...(r−v+1)
v!
. Hence
ζ1N(s) =1 + ζ(2s− 2)− (2s− 2)ζ(2s− 1) +
(2s− 2)(2s− 1)
2
ζ(2s)
− (2s− 2)(2s− 1)2s
6
ζ(2s+ 1)
+
(2s− 2)(2s− 1)2s(2s+ 1)
24
ζ(2s+ 2) + ρ(s).
Above ζ(s) is the Riemann zeta function, and ρ(s) is analytic for s > −2.
We compute the residues
Res1 ζ
1
N(−1/2) = 0 = Res1 ζ1N(1/2)
and
Res1 ζ
1
N(3/2) = 1.
Using ζ(−3) = 1
120
, ζ(−1) = − 1
12
and ζ(0) = −1
2
, we obtain
Res0 ζ
1
N(−1/2) = 1 +
1
120
− 3 1
12
− 1
2
− 1
4
=
1
120
.
By (3.33),
b = −1
2
1
120
+
1
8
1
30
= 0.
This example illustrates that for N = S3A the logarithmic term in the heat
trace expansion vanishes if and only if A = 1. Moreover, for N = S31 the
constant term b vanishes as well and the heat trace expansion on M looks
exactly like the heat trace expansion on a smooth compact manifold.
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4.2.2 Example N = RP 3
Consider a four-dimensional manifold (M, g) with one conic singularity and
the following metric near the singularity
gconic = dr
2 + r2gN ,
where N = RP 3 with the round metric. We show that the logarithmic
term in the heat trace expansion on (M, g) is equal to zero and compute the
constant term b.
Note that N = RP 3 is a spherical space form, hence the metric gconic is
locally flat and the curvature tensors are identically zero.
By Theorem 1.4, we obtain
c = 0.
To compute the constant term we need information about the eigenvalues
of the Laplace-Beltrami operator on RP 3.
Proposition 4.5 ( [BGM, Prop.C.II.1, p.166] ). Let (RP n, ground) be the
projective space. The Laplace-Beltrami operator has the following eigenvalues
λk = 2k(n+ 2k − 1), k ≥ 0,
with multiplicities
(2k + n− 2)!
(2k)!(n− 1)! (n+ 4k − 1).
For n = 3, we have λk = 4k(k + 1) with multiplicity (2k + 1)2, therefore
the shifted spectral zeta function
ζ1N(s) =
∑
k∈N0
(2k + 1)2(λk + 1)
−s =
∑
k∈N0
(2k + 1)2(2k + 1)−2s
=1 +
∑
k∈N
(2k + 1)−2s+2 = 1 +
∑
k∈N
(2k)−2s+2
(
1 +
1
2
k−1
)−2s+2
=1 +
∑
k∈N
(2k)−2s+2
(
1 +
−2s+ 2
2
k−1 +
(−2s+ 2)(−2s+ 1)
8
k−2
+
(−2s+ 2)(−2s+ 1)(−2s)
48
k−3
+
(−2s+ 2)(−2s+ 1)(−2s)(−2s− 1)
4!24
k−4
+
∞∑
v=5
(−2s+ 2
v
)
(2k)−v
)
.
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The last equality is due to the generalized binomial theorem. Let ζ(s) be the
Riemann zeta function, then
ζ1N(s) =1 + 2
−2s+2
(
ζ(2s− 2)− 2s− 2
2
ζ(2s− 1) + (2s− 2)(2s− 1)
8
ζ(2s)
− (2s− 2)(2s− 1)2s
48
ζ(2s+ 1)
+
(2s− 2)(2s− 1)2s(2s+ 1)
4!24
ζ(2s+ 2) + ρ(s)
)
.
Above ρ(s) is analytic for s > −2.
We compute the residues
Res1 ζ
1
N(1/2) = 2 Res1(0 · ζ(1)) = 0,
and
Res1 ζ
1
N(3/2) = 2
−1 Res1 ζ(1) =
1
2
,
and
Res1 ζ
1
N(−1/2) = 0.
Furthermore,
ζ1N(−1/2) = 1 + 23
(
ζ(−3) + 3
2
ζ(−2) + 6
8
ζ(−1) + 6
48
ζ(0)− 1
64
)
= − 7
120
.
By (3.33), the constant term is
b =
1
32
.
In this example we considered a four-dimensional manifold M such that
the logarithmic term in the heat trace expansion on M is equal to zero and
the constant term b is non-zero.
4.2.3 Example N = T 3
Consider a four-dimensional manifold (M, g) with one conic singularity and
the following metric near the singularity
gconic = dr
2 + r2gN ,
where (N, gN) is the three-dimensional flat torus T 3 = S1 × S1 × S1. We
show that the logarithmic term in the heat trace expansion on M is non-zero
and try to compute the constant term b.
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By (4.5),
c = − 1
720
(4pi)−2
ˆ
T 3
(5 · 36) dvolT 3 = − 1
32pi2
vol(T 3) 6= 0.
Now we try to compute the constant term
b =− 1
2
Res0 ζ
1
N(−1/2) +
Γ′(−1
2
)
8
√
pi
Res1 ζ
1
N(−1/2)
− 1
4
m/2∑
j=1
j−1B2j Res1 ζ1N(j − 1/2).
By [BGM, Prop. B.I.2], the eigenvalues of the Laplace operator on the
flat torus are
{4pi2|n|2, where n = (n1, n2, n3) ∈ Z3},
therefore
ζ1N(s) =
∑
λk∈Spec∆N
(λk + 1)
−s =
∑
n1,n2,n3∈Z
(
4pi2(n21 + n
2
2 + n
2
3) + 1
)−s
. (4.9)
On the right hand side we have the Epstein function, which satisfies the
following recurrence relation [E, p.78-79]. We use the notation from the book
Ek(s; a1, . . . , ak, c) :=
∑
n1,...,nk∈Z
(
a1n
2
1 + · · ·+ akn2k + c
)−s
,
then
Ek(s; a1, . . . , ak, c) =
√
pi
ak
Γ(s− 1/2)
Γ(s)
Ek−1(s; a1, . . . , ak−1, c)
+
4pis
Γ(s)
a
−s/2−1/4
k
∑
n1,...nk−1∈Z
( k−1∑
j=1
ajn
2
j + c
)−s/2+1/4
×
×
∞∑
nk=1
n
s−1/2
k Ks−1/2
2pink√
ak
√√√√k−1∑
j=1
ajn2j + c
 .
(4.10)
By (4.9) and (4.10), we have
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ζ1N(s) =E3(s; 4pi
2, 4pi2, 4pi2, 1)
=
√
1
4pi
Γ(s− 1/2)
Γ(s)
E2(s; 4pi
2, 4pi2, 1)
+
4pis
Γ(s)
(4pi2)−s/2−1/4×
×
∑
n1,n2∈Z
(
4pi2n21 + 4pi
2n22 + 1
)−s/2+1/4
×
×
∞∑
n3=1
n
s−1/2
3 Ks−1/2
(
n3
√
4pi2n21 + 4pi
2n22 + 1
)
,
denote the second summand by E33(s). Then
ζ1N(s) =
√
1
4pi
Γ(s− 1/2)
Γ(s)
E2(s; 4pi
2, 4pi2, 1) + E33(s). (4.11)
Use the recurrence formula (4.10) for E2(s; 4pi2, 4pi2, 1), to get
E2(s; 4pi
2, 4pi2, 1) =
√
1
4pi
Γ(s− 1/2)
Γ(s)
E1(s; 4pi
2, 1)
+
4pis
Γ(s)
(4pi2)−s/2−1/4
∑
n1∈Z
(
4pi2n21 + 1
)−s/2+1/4
×
×
∞∑
n2=1
n
s−1/2
2 Ks−1/2
(
n2
√
4pi2n21 + 1
)
.
(4.12)
Put (4.12) into (4.11), to obtain
ζ1N(s) =
√
1
4pi
Γ(s− 1/2)
Γ(s)
√
1
4pi
Γ(s− 1/2)
Γ(s)
E1(s; 4pi
2, 1)
+
√
1
4pi
Γ(s− 1/2)
Γ(s)
4pis
Γ(s)
(4pi2)−s/2−1/4
∑
n1∈Z
(
4pi2n21 + 1
)−s/2+1/4
×
×
∞∑
n2=1
n
s−1/2
2 Ks−1/2
(
n2
√
4pi2n21 + 1
)
+ E33(s),
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denote the first summand by E13(s) and the second summand by E23(s), to
get
ζ1N(s) =E
1
3(s) + E
2
3(s) + E
3
3(s).
Note that Γ(s − 1/2) has poles at s = −j + 1/2, where j ∈ N. Now we
find poles of E13(s) and E23(s).
We compute using the generalised binomial theorem
E1(s; 4pi
2, 1) =
∑
n1∈Z
(
4pi2n21 + 1
)−s
=
∑
n1∈Z
(4pi2n21)
−s (1 + (4pi2n21)−1)−s
=1 +
∑
n1∈N
2(2pin1)
−2s
(
1− s(4pi2n21)−1 +
−s(−s− 1)
2
(4pi2n21)
−2
+
−s(−s− 1)(−s− 2)
6
(4pi2n21)
−3 +
∞∑
v=4
(
s
v
)
(4pi2n21)
−v
)
.
Let ζ(s) be the Riemann zeta function. Then
E1(s; 4pi
2, 1) =1 +
∑
n1∈N
(2pi)−2s
(
2ζ(2s)− s
2pi2
ζ(2s+ 2)
+
s(s+ 1)
16pi4
ζ(2s+ 4)− s(s+ 1)(s+ 2)
4 · 48pi6 ζ(2s+ 6)
+
∞∑
l=4
(−1)lClζ(2s+ 2l)
)
,
where Cl > 0. Since the Riemann zeta function has only one simple pole at
1, E1(s; 4pi2, 1) has simple poles at s = 1/2− l, where l ∈ N0.
By the same technique compute
∑
n1∈Z
(
4pi2n21 + 1
)−s/2+1/4
=
∑
n1∈Z
(4pi2n21)
−s/2+1/4
(
1 + (4pi2n21)
−1
)−s/2+1/4
=1 + 2
∑
n1∈N
(2pin1)
−s+1/2×
×
(
1 +
(
−s
2
+
1
4
)
(4pi2n21)
−1
+
(− s
2
+ 1
4
)(− s
2
+ 1
4
− 1)
2
(4pi2n21)
−2
+
∞∑
v=3
(− s
2
+ 1
4
v
)
(4pi2n21)
−v
)
,
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hence∑
n1∈Z
(
4pi2n21 + 1
)−s/2+1/4
=1 +
∑
n1∈N
(2pi)−s+1/2
(
2n
−s+1/2
1 −
2s− 1
8pi2
n
−s+1/2−2
1
+
(2s− 1)(2s+ 3)
256pi4
n
−s+1/2−4
1
+
∞∑
l=3
(−1)lBln−s+1/2−2l1
)
=1 + (2pi)−s+1/2
(
2ζ(s− 1/2)− 2s− 1
8pi2
ζ(s+ 3/2)
+
(2s− 1)(2s+ 3)
256pi4
ζ(s+ 7/2)
+
∞∑
l=3
(−1)lBlζ(s− 1/2 + 2l)
)
,
where Bl > 0. Since the Riemann zeta function has only one simple pole,∑
n1∈Z
(
4pi2n21 + 1
)−s/2+1/4
has only simple poles at s = −2l + 1/2, where
l ∈ N0.
To compute the constant term b, besides the residues of ζ1N(s), we need
to compute the finite part Res0 ζ1N(−1/2), i.e. Res0 E13(−1/2), Res0 E13(−1/2)
and Res0 E13(−1/2). The above computations show that these are given by
the infinite sums involving Riemann zeta function, therefore here we cannot
find clear and nice expression for Res0 ζ1N(−1/2), consequently we cannot
find a nice expression for the constant term in the heat trace expansion in
this case.
This example illustrates that if the logarithmic term in the heat trace
expansion on (M, g) is non-zero, then it is harder to find a nice expression
for the constant term b.
4.3 Criterion for the logarithmic term to vanish
In this section we develop a geometric condition that is imposed on the cross-
section manifold (N, gN) by the vanishing of the logarithmic term in the heat
trace expansion on (M, g).
Let (N, gN) be a closed manifold of dimension n. As before (3.27), we
denote the coefficients in the heat trace expansion on (N, gN) by aNj , j ≥ 0.
Lemma 4.6. Let (M, g) be an even-dimensional manifold with a conic sin-
gularity. The logarithmic term in the heat trace expansion on (M, g) is equal
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to zero if and only if the following equality holds for the heat trace coefficients
of the cross-section manifold (N, gN)
aNn+1
2
=
n+1
2∑
k=1
(−1)k+1 (n− 1)
2k
4kk!
aNn+1
2
−k. (4.13)
Proof. By Theorem 1.1 (c), we have
c =
1
4(4pi)
m
2
(
− aNm
2
+
m
2∑
k=1
(−1)k+1 (m− 2)
2k
4kk!
aNm
2
−k
)
.
Use m = n+ 1, to obtain
c =
1
4(4pi)
n+1
2
(
− aNn+1
2
+
n+1
2∑
k=1
(−1)k+1 (n− 1)
2k
4kk!
aNn+1
2
−k
)
.
If n is odd, c = 0 is equivalent to
aNn+1
2
=
n+1
2∑
k=1
(−1)k+1 (n− 1)
2i
4kk!
aNn+1
2
−k.
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5 Explicit expressions of the singular terms
In this section we obtain explicit expressions for the logarithmic term and
the constant term b in the heat trace expansion on (M, g) in Theorem 1.1 for
some particular n-dimensional cross-sections (N, gN).
5.1 Spaces with constant sectional curvature
Let l ∈ N. Denote by K li the coefficients in the following polynomial
l−1∏
q=0
(
v2 − q2) = l∑
i=1
K liv
2i. (5.1)
Let (N, gN) be a closed manifold and let aNj , j ≥ 0 be the coefficients in
the heat trace expansion (3.27) on (N, gN).
Theorem 5.1 ( [P, Theorem 1.3.1] ). The coefficients in the heat trace ex-
pansion on the odd-dimensional unit sphere (Sn, ground) are
aS
n
j = (4pi)
n
2
n−1
2∑
l=1
(n−1
2
)2j−n+1+2lΓ(l + 1
2
)K
n−1
2
l
(j + l − n−1
2
)!(n− 1)! ,
where numbers K
n−1
2
l are given by (5.1).
In particular,
aS
5
j =
22j−1(6− j)pi3
3j!
,
and
aS
7
j =
32j−6(16j2 − 286j + 1215)pi4
5j!
.
Let (M, g) be a manifold with a conic singularity and let (N, gN) be a
cross-section near the singularity.
Theorem 5.2. Let (N, gN) be an n-dimensional, n-odd, manifold with con-
stant sectional curvature κ. Then the logarithmic term in the heat trace
expansion on (M, g) can be written as the following polynomial in κ of degree
n+1
2
c =
1
8
√
pi
vol(N)
vol(Sn)
n+1
2∑
k=0
(−1)k+1 (n− 1)
2k
4kk!
n−1
2∑
l=1
(n−1
2
)2l−2k+2Γ(l + 1
2
)K
n−1
2
l
(l − k + 1)!(n− 1)! κ
n+1
2
−k,
where numbers K
n−1
2
l are given by (5.1).
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Proof. Since (N, g) has constant sectional curvature κ, the Riemannian cur-
vature tensor is
Rijkl = κ(gikgjl − gilgjk),
the Ricci tensor is
Ricij = κ(n− 1)gij,
the scalar curvature is
Scal = κn(n− 1),
where gij is the round metric on the unit sphere Sn.
Consider the heat trace expansion (3.27) on (N, gN). Since the curvature
is constant, every aNj in the heat trace expansion is expressed as an integral
over (N, gN) of a constant. By [BGM, Lemma E.IV.5],
aNj = κ
jaS
n
j
vol(N)
vol(Sn)
, (5.2)
where aSnj is the coefficient in the heat trace expansion on (Sn, ground) and
vol(N) is the volume of (N, gN).
By Theorem 1.1 (c), the logarithmic term in the heat trace expansion is
c =
1
4(4pi)
n+1
2
n+1
2∑
k=0
(−1)k+1 (n− 1)
2k
4kk!
aNn+1
2
−k.
Use (5.2), to obtain
c =
1
4(4pi)
n+1
2
n+1
2∑
k=0
(−1)k+1 (n− 1)
2k
4kk!
vol(N)
vol(Sn)
aS
n
n+1
2
−kκ
n+1
2
−k. (5.3)
By Theorem 5.1,
aS
n
j = (4pi)
n
2
n−1
2∑
l=1
(n−1
2
)2j−n+1+2lΓ(l + 1
2
)K
n−1
2
l
(j + l − n−1
2
)!(n− 1)! ,
hence
aS
n
n+1
2
−k = (4pi)
n
2
n−1
2∑
l=1
(n−1
2
)2l−2k+2Γ(l + 1
2
)K
n−1
2
l
(l − k + 1)!(n− 1)! . (5.4)
It remains to put (5.4) into (5.3) to obtain the desired expression for the
logarithmic term
c =
1
8
√
pi
vol(N)
vol(Sn)
n+1
2∑
k=0
(−1)k+1 (n− 1)
2k
4kk!
n−1
2∑
l=1
(n−1
2
)2l−2k+2Γ(l + 1
2
)K
n−1
2
l
(l − k + 1)!(n− 1)! κ
n+1
2
−k.
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The coefficients in the polynomial in Theorem 5.2 might seem compli-
cated. In order to better understand which geometrical information we ob-
tain from Theorem 5.2, we consider some low-dimensional cases.
Corollary 5.3. Let (N, gN) be a three-dimensional manifold with constant
sectional curvature κ. The logarithmic term in the heat trace expansion on
(M, g) is zero if and only if κ = 1.
Proof. By [CW, Section 9], the coefficients in the heat trace expansion on S3
are
aS
3
j =
2pi2
j!
.
We compute the first three coefficients
aS
3
0 = 2pi
2, aS
3
1 = 2pi
2, aS
3
2 = pi
2. (5.5)
By (5.3),
c =
1
4(4pi)2
vol(N)
vol(S3)
2∑
k=0
(−1)k+1 2
2k
4kk!
aS
3
2−kκ
2−k
=− 1
4(4pi)2
vol(N)
vol(S3)
(
aS
3
2 κ
2 − aS31 κ+
1
2
aS
3
0
)
.
Using (5.5), we obtain
c =− 1
4(4pi)2
vol(N)
vol(S3)
pi2(κ2 − 2κ+ 1).
Finally, the logarithmic term c = 0 if and only if κ = 1.
Corollary 5.4. Let (N, gN) be a five-dimensional manifold with constant
sectional curvature κ. The logarithmic term in the heat trace expansion on
(M, g) is zero if and only if one of the following is true κ = 1 or κ = 2.
Proof. We compute the logarithmic term in the heat trace expansion. By
Theorem 5.1, we compute
aS
5
0 = pi
3, aS
5
1 =
10pi3
3
, aS
5
2 =
16pi3
3
, aS
5
3 =
16pi3
3
. (5.6)
By (5.3),
c =
1
4(4pi)3
vol(N)
vol(S5)
3∑
k=0
(−1)k+1 4
2k
4kk!
aS
3
3−kκ
3−k
=− 1
4(4pi)3
vol(N)
vol(S5)
(
aS
3
3 κ
3 − 4aS32 κ2 + 8aS
3
1 κ−
32
3
aS
3
0
)
.
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Using (5.6), we obtain
c =− 1
4(4pi)3
vol(N)
vol(S5)
16pi3
3
(
κ3 − 4κ2 + 5κ− 2) .
Since κ3 − 4κ2 + 5κ− 2 = (κ− 1)2(κ− 2), the logarithmic term c = 0 if and
only if one of the following is true κ = 1 or κ = 2.
Finally, we apply Theorem 5.2 in the seven-dimensional case.
Corollary 5.5. Let (N, gN) be a seven-dimensional manifold with constant
sectional curvature κ. The logarithmic term in the heat trace expansion on
(M, g) is zero if and only if one of the following is true κ = 1 or κ =
225
109
± 36
√
5
109
.
Proof. We compute the logarithmic term in the heat trace expansion. By
Theorem 5.1, we compute
aS
7
0 =
5
3
pi4
5
, aS
7
1 =
35
3
pi4
5
, aS
7
2 =
707
18
pi4
5
,
aS
7
3 =
167
2
pi4
5
, aS
7
4 =
3 · 327
8
pi4
5
.
By (5.3),
c =
1
4(4pi)4
vol(N)
vol(S7)
4∑
k=0
(−1)k+1 3
2k
k!
aS
7
4−kκ
4−k
=− 1
4(4pi)4
vol(N)
vol(S7)
(
aS
7
4 κ
4 − 9AS73 κ3 +
34
2
aS
7
2 κ
2 − 3
5
2
aS
7
1 κ+
37
8
aS
7
0
)
.
We use the precise expressions for the heat trace expansion coefficients on
S7, to obtain
c =− 1
4(4pi)4
vol(N)
vol(S7)
pi4
5
(
3 · 327
8
κ4 − 9 · 167
2
κ3 +
32 · 707
4
κ2
−3
4 · 35
2
κ+
36 · 5
8
)
=− 1
4(4pi)4
vol(N)
vol(S7)
pi4
5
9
8
(
109κ4 − 668κ3 + 1414κ2 − 1260κ+ 405) .
Since 109κ4− 668κ3 + 1414κ2− 1260κ+ 405 = (κ− 1)2(109κ2− 450κ+ 405),
the logarithmic term c is zero if and only if one of the following is true κ = 1
or κ = 225
109
± 36
√
5
109
.
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Summing up, in this section we consider an n + 1-dimensional manifold
(M, g) with a conic singularity such that the cross-section (N, gN) near the
singularity has constant sectional curvature, and assume that the logarithmic
term in the heat trace expansion on (M, g) vanishes. While in the four-
dimensional case the only possible cross-section (N, gN) is a spherical space
form, in the six-dimensional case besides a spherical space form we may have
a cross-section with sectional curvature κ = 2. Furthermore, in the eight-
dimensional case besides spherical space forms we may have cross-sections
with even more peculiar sectional curvatures κ = 225
109
± 36
√
5
109
.
5.2 The logarithmic and the constant term for N = Sn
In this section we show that the logarithmic term c and the constant term
b in the heat trace expansion on (M, g) for N = Sn with the round metric,
both are equal to zero.
First, we prove a more general result. We consider spherical space forms.
Lemma 5.6. Let (M, g) be a manifold with conic singularities and let the
cross-section manifold near every singularity be isometric to some spherical
space form. Then the logarithmic term in the heat trace expansion on (M, g)
is equal to zero.
Proof. We consider one cross-section (N, gN), which is isometric to a spherical
space form, and prove that its contribution to the logarithmic term in the
heat trace expansion on (M, g) is zero. If every cross-section is isometric to
a spherical space form, we conclude that the sum of all contributions is zero
as desired.
Assume that (M, g) is odd-dimensional, by Theorem 1.1 (c) we obtain
c = 0.
Assume now that (M, g) is even-dimensional. By (5.2), the coefficients
aNj in the heat trace expansion on (N, gN) are proportional to the coefficients
in the heat trace expansion on Sn
aNj = a
Sn
j
vol(N)
vol(Sn)
. (5.7)
We use Theorem 1.1 (c) and (5.7), to obtain
c =
1
4(4pi)
n+1
2
vol(N)
vol(Sn)
n+1
2∑
k=0
(−1)k+1 (n− 1)
2k
4kk!
aS
n
n+1
2
−k. (5.8)
Therefore the logarithmic term c for (N, ground) differs from the logarithmic
term cSn for (Sn, ground) by the factor vol(N)vol(Sn) . Assume that we prove that
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cSn = 0, then it follows that the logarithmic term c is zero for any spherical
space form.
Now we prove that the logarithmic term cSn in the heat trace expansion
on (M, g) for N = Sn is zero.
Observe,
(n+ k − 2)(n+ k − 3) . . . (n+ 1)n
k!
=
(n+ k − 2)(n+ k − 3) . . . (k + 1)
(n− 1)! .
(5.9)
By Proposition 4.4 and (5.9), we obtain
ζ
n−1
2
Sn (s)
=
∑
k≥0
(n+ k − 2)(n+ k − 3) . . . (k + 1)
(n− 1)! (n+ 2k − 1)
(
k +
n− 1
2
)−2s
=
∑
k≥0
2(n+ k − 2)(n+ k − 3) . . . (k + 1)
(n− 1)!
(
k +
n− 1
2
)−2s+1
.
Let n = 2u+ 1 and k + u = l, then
ζ
n−1
2
Sn (s) =
∑
k≥0
2(2u+ k − 1)(2u+ k − 2) . . . (k + 1)
(2u)!
(k + u)−2s+1
=
∑
l≥u
2(l + u− 1)(l + u− 2) . . . (l − u+ 1)
(2u)!
l−2s+1
=
∑
l≥u
2
∏u−1
q=1(l
2 − q2)
(2u)!
l−2s+2 =
2
(2u)!
∑
l≥1
l−2s+2
u−1∏
q=1
(l2 − q2).
The last equality is true, because
∑u−1
l=1
∏u−1
q=1(l
2 − q2) = 0.
Let Kui be defined by (5.1). Then
ζ
n−1
2
Sn (s) =
2
(2u)!
∑
l≥1
l−2s
u∑
i=1
Kui l
2i
=
2
(2u)!
∑
l≥1
u∑
i=1
Kui l
−2s+2i.
70
Finally
ζ
n−1
2
Sn (s) =
2
(2u)!
u∑
i=1
Kui ζ(2s− 2i), (5.10)
where ζ(s) is the Riemann zeta function. We compute
Res1 ζ
n−1
2
Sn (−1/2) =
2
(2u)!
u∑
i=1
Kui Res1 ζ(−1− 2i) = 0,
because the Riemann zeta function has no poles at points −1 − 2i for i =
1, . . . , u. We conclude that in the case of spherical space form (N, ground), the
logarithmic term in the heat trace expansion on (M, g) is zero
c =
1
4
vol(N)
vol(Sn)
Res1ζ
n−1
2
Sn (−1/2) = 0.
Lemma 5.7. Let (M, g) be a manifold with conic singularities and let the
cross-section manifold near every singularity be isometric to the odd-dimensional
unit sphere (Sn, ground). Then the constant term b in the heat trace expansion
on (M, g) is equal to zero.
Proof. We consider one cross-section (N, ground) and prove that its contribu-
tion to the constant term b in the heat trace expansion on (M, g) is zero. If
every cross-section is isometric to (Sn, ground), we conclude that the sum of
all contributions is zero as desired.
By (5.10),
ζ
n−1
2
Sn (s) =
2
(n− 1)!
n−1
2∑
i=1
K
n−1
2
i ζ(2s− 2i),
using Theorem 1.1 (b), we obtain
b =− Res0 1
(n− 1)!
n−1
2∑
i=1
K
n−1
2
i ζ(−1− 2i)
− 1
2
n+1
2∑
j=1
j−1B2j
1
(n− 1)!
n−1
2∑
i=1
K
n−1
2
i Res1 ζ(2j − 1− 2i).
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Since Res1 ζ(2j − 1 − 2i) is non-zero only for 2j − 1 − 2i = 1, we get the
relation j = i+ 1. Using
ζ(−d) = (−1)dBd+1
d+ 1
, d ∈ N,
we get
b =
1
(n− 1)!
n−1
2∑
i=1
K
n−1
2
i
B2i+2
2i+ 2
− 1
2
n−1
2∑
i=1
(i+ 1)−1B2i+2
1
(n− 1)!K
n−1
2
i = 0,
as desired.
5.3 The logarithmic and the constant terms for N =
RP n
In this section we consider a manifold (M, g) with a conic singularity with
the cross-section N = RP n with the round metric. We show that in this case
the logarithmic term in the heat trace expansion on (M, g) is equal to zero.
We compute the constant term b and show that it is not equal to zero.
Theorem 5.8. Let (M, g) be a manifold with a conic singularity with the
cross-section N = RP n, where n = 4v+1, v ∈ N. Then the logarithmic term
in the heat trace expansion is zero and the constant term b is not equal to
zero
b =
n−1
2∑
i=1
(
22i+2 − 1) 1
4(i+ 1)(n− 1)!B2i+2K
n−1
2
i 6= 0.
Above Bj are Bernoulli numbers and Knj ∈ R are given by (5.1).
Proof. Since the projective space is a spherical space form, the first claim of
the theorem follows from Lemma 5.6.
By Proposition 4.5, the multiplicity of the k-th eigenvalue of RP n is
µk =
(2k + n− 2)!
(2k)!(n− 1)! (n+ 4k − 1)
=
(2k + n− 2)(2k + n− 3) . . . (2k + 1)
(n− 1)! (4k + n− 1).
Therefore
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ζ
n−1
2
RPn(s) =
∑
k≥0
(2k + n− 2)(2k + n− 3) . . . (2k + 1)
(n− 1)! (4k + n− 1)×
×
(
2k +
n− 1
2
)−2s
.
Let n = 4v + 1 and k + v = l. Then
ζ
n−1
2
RPn(s) =
∑
k≥0
(2k + 4v − 1)(2k + 4v − 2) . . . (2k + 1)
(4v)!
2 (2k + 2v)−2s+1
=
∑
l≥v
(2l + 2v − 1)(2l + 2v − 2) . . . (2l − 2v + 1)
(4v)!
2 (2l)−2s+1
=
∑
l≥v
(
(2l)2 − (2v − 1)2) . . . ((2l)2 − 1) · 2l
(4v)!
2−2s+2l−2s+1
=
∑
l≥v
∏2v−1
q=1
(
(2l)2 − q2)
(4v)!
2−2s+3l−2s+2.
The expression
∑v−1
l=1
∏2v−1
q=1
(
(2l)2 − q2) = 0, because in every summand
one of the terms (2l)2− q2 in the product is equal to zero. Therefore, we can
add this to ζ
n−1
2
RPn(s) and it remains unchanged. We obtain
ζ
n−1
2
RPn(s) =
∑
l≥1
∏2v−1
q=0
(
(2l)2 − q2)
(4v)!
2−2s+1l−2s
=
∑
l≥1
2v∑
i=1
K2vi (2l)
2i2
−2s+1
(4v)!
l−2s
=
∑
l≥1
2v∑
i=1
2−2s+2i+1
(4v)!
K2vi l
−2s+2i
=
2v∑
i=1
2−2s+2i+1
(4v)!
K2vi ζ(2s− 2i).
Above ζ(s) is the Riemann zeta function, which has only one simple pole
at s = 1. In particular, ζ(s) has no pole at −2i − 1 for i = 1, . . . , 2v.
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Consequently, ζ
n−1
2
RPn(s) is analytic at s = −1/2. By
ζ(−d) = (−1)dBd+1
d+ 1
, d ∈ N,
we obtain
ζ
n−1
2
RPn(−1/2) =
2v∑
i=1
22i+2
(4v)!
K2vi ζ(−2i− 1)
=
2v∑
i=1
22i+2
(4v)!
K2vi (−1)2i+1
B2i+2
2i+ 2
,
and simplify
ζ
n−1
2
RPn(−1/2) =−
2v∑
i=1
22i+1
(i+ 1)(4v)!
B2i+2K
2v
i . (5.11)
To find the constant term b, it remains to compute the following sum of
the residues
2v+1∑
j=1
j−1B2j Res1 ζ
n−1
2
RPn(j − 1/2)
=
2v+1∑
j=1
j−1B2j
2v∑
i=1
2−2j+2i+2
(4v)!
K2vi Res1 ζ(2j − 2i− 1).
The summand in the above expression is not equal to zero only for 2j−2i−1 =
1, equivalently j = i+ 1. We obtain
2v+1∑
j=2
j−1B2j Res1 ζ
n−1
2
RPn(j − 1/2) =
2v∑
i=1
1
(i+ 1)(4v)!
B2i+2K
2v
i . (5.12)
Using (5.11) and (5.12), we compute
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b =− 1
2
ζ
n−1
2
RPn(−1/2)−
1
4
2v+1∑
j=1
j−1B2j Res1 ζ
n−1
2
RPn(j − 1/2)
=
1
2
2v∑
i=1
22i+1
(i+ 1)(4v)!
B2i+2K
2v
i −
1
4
2v∑
i=1
1
(i+ 1)(4v)!
B2i+2K
2v
i
=
2v∑
i=1
(
22i − 1
4
)
1
(i+ 1)(4v)!
B2i+2K
2v
i
=
n−1
2∑
i=1
(
22i+2 − 1) 1
4(i+ 1)(n− 1)!B2i+2K
n−1
2
i .
Note that by construction the numbers K
n−1
2
i are alternating as i grows,
the Bernoulli numbers B2i+2 are also alternating. We conclude that all prod-
ucts B2i+2E
n−1
2
i have the same sign and b 6= 0.
5.4 The logarithmic term for N = T n
In this section we consider an even-dimensional manifold (M, g) with a conic
singularity with the crosssection N = T n = S1×· · ·×S1 with the flat metric.
We compute the logarithmic term in the heat trace expansion onM and show
that it is not equal to zero.
Proposition 5.9 ( [BGM, Prop.B.I.2, p.148]). Let (T n, gflat) be an n-dimensional
torus with the flat metric. The Laplace-Beltrami operator has the following
eigenvalues on T n
λ =
n∑
i=1
4pi2k2i , k = (k1, . . . , kn) ∈ Zn,
the multiplicity of each eigenvalue is equal to one.
Theorem 5.10. Let (M, g) be a manifold with a conic singularity with the
cross-section N = T n, where n ≥ 3 is odd. Then the logarithmic term in the
heat trace expansion on (M, g) is
c =
(−1)n+12 (n− 1)n+1
22n+4pin+1/2(n+1
2
)!
6= 0.
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Proof. The shifted zeta function for the flat torus is
ζ
n−1
2
Tn (s) =
∑
k∈Zn
(
4pi2k21 + . . . 4pi
2k2n +
(
n− 1
2
)2)−s
,
which is the Epstein zeta function. Since n is odd, by [K, pp. 319–320],
ζ
n−1
2
Tn (s) is a meromorphic function with the simple poles at the points s =
n
2
, . . . , 1,−1
2
,−2l+1
2
, l ∈ N with the residues
Res1ζ
n−1
2
Tn (s) =
(−1)n/2+spis/2 (n−1
2
)n−2s√
(4pi2)nΓ(s)Γ(n
2
− s+ 1) .
Compute the residue at s = −1/2
Res1ζ
n−1
2
Tn (−1/2) =
(−1)n/2−1/2pi−1/4 (n−1
2
)n+1√
(4pi2)nΓ(−1
2
)Γ(n
2
+ 1
2
+ 1)
=
(−1)n−12 pi−1/4 (n−1
2
)n+1
(2pi)n(−2√pi)Γ(n+3
2
)
=
(−1)n+12 (n− 1)n+1
2n+2(2pi)npi1/2(n+1
2
)!
=
(−1)n+12 (n− 1)n+1
22n+2pin+1/2(n+1
2
)!
.
The expression above is non-zero for n ≥ 3. By (3.31), the logarithmic term
in the heat trace expansion is
c =
(−1)n+12 (n− 1)n+1
22n+4pin+1/2(n+1
2
)!
.
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