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Abstract
This paper is devoted to the study of four integral operators that are basic generalizations
and modifications of fractional integrals of Hadamard in the space Xpc of functions f on
R+ = (0,∞) such that
∞∫
0
∣∣ucf (u)∣∣p du
u
<∞ (1 p <∞),
ess sup
u>0
[
uc|f (u)|]<∞ (p=∞),
for c ∈ R = (−∞,∞), in particular in the space Lp(0,∞) (1 p ∞). The semigroup
property and its generalizations are established for the generalized Hadamard-type
fractional integration operators under consideration. Conditions are also given for the
boundedness in Xpc of these operators; they involve Kummer confluent hypergeometric
functions as kernels.  2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
In [1] we have discussed an approach to fractional integration and differentia-
tion in the framework of the Mellin transformM of f : R+ → C defined by
M[f ](s) :=
∞∫
0
us−1f (u) du (s = c+ it, c, t ∈R). (1.1)
In this approach fractional integration J α0+,µ and differentiation Dα0+,µ of order
α > 0 can best be defined by
M[J α0+,µf ](s)= (µ− s)−αM[f ](s) (µ ∈R, x > 0) (1.2)
and
M[Dα0+,µf ](s)= (µ− s)αM[f ](s) (µ ∈ R, x > 0), (1.3)
respectively.
The explicit form of the fractional integration of (1.2) is given by
(J α0+,µf )(x)= 1Γ (α)
x∫
0
(
u
x
)µ(
log
x
u
)α−1
f (u) du
u
(x > 0), (1.4)
where Γ (α) is the Euler gamma function. When α = r ∈N = 1,2, . . . and µ= 0,
this integral coincides with the rth integral of the form
(J rf )(x)=
x∫
0
du1
u1
u1∫
0
du2
u2
· · ·
ur−1∫
0
f (ur)
dur
ur
= 1
(r − 1)!
x∫
0
(
log
x
u
)r−1
f (u)
du
u
(x > 0). (1.5)
The fractional version of (1.5),
(J α0+f )(x)= 1Γ (α)
x∫
0
(
log
x
u
)α−1 f (u) du
u
(x > 0, α > 0), (1.6)
was introduced by Hadamard [2], and it is often referred to as Hadamard fractional
integral of order α > 0; see [3, Sections 18.3 and 23.1, notes to Section 18.3].
Thus (1.6) is the particular case of (1.4) for µ= 0.
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In our previous paper [1] we have studied the more general operator (1.4) and
its modifications of the form
(J α−,µf )(x)= 1Γ (α)
∞∫
x
(
x
u
)µ(
log
u
x
)α−1 f (u) du
u
(x > 0), (1.7)
(Iα0+,µf )(x)= 1Γ (α)
x∫
0
(
u
x
)µ(
log
x
u
)α−1
f (u) du
x
(x > 0), (1.8)
and
(Iα−,µf )(x)= 1Γ (α)
∞∫
x
(
x
u
)µ(
log
u
x
)α−1
f (u) du
x
(x > 0) (1.9)
with α > 0 and complex µ ∈C. By analogy with the classical Riemann–Liouville
and Liouville fractional integrals (see, for example, [3, Sections 2 and 5]) the
integrals (1.4) and (1.8) will be called left-hand-sided Hadamard-type integrals,
while (1.7) and (1.9) are called right-hand-sided.
In [1] we gave conditions for the operators (1.4), (1.7), (1.8), and (1.9) to be
bounded in the space Xpc of those complex-valued Lebesgue measurable functions
f on R+ for which ‖f ‖Xpc <∞, where
‖f ‖Xpc =
( ∞∫
0
∣∣ucf (u)∣∣p du
u
)1/p
(1 p <∞, c ∈ R) (1.10)
and
‖f ‖X∞c = ess sup
u>0
[
uc|f (u)|] (c ∈ R). (1.11)
In particular, when c= 1/p (1 p ∞), these results hold in Lp(R+)-space:
‖f ‖p =
( ∞∫
0
|f (u)|p du
)1/p
(1 p <∞),
‖f ‖∞ = ess sup
u>0
|f (u)|. (1.12)
The corresponding results were also proved for the operator (1.6) and its mod-
ification
(J α−f )(x)= 1Γ (α)
∞∫
x
(
log
u
x
)α−1
f (u) du
u
(x > 0, α > 0). (1.13)
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In [1] we also investigated the connections of the operators (1.4) and (1.7) with
the Liouville fractional integration operators Iα+f and Iα−f defined on the whole
real line R by
(
Iα+f
)
(x)= 1
Γ (α)
x∫
−∞
f (u) du
(x − u)1−α (x ∈ R, α > 0) (1.14)
and
(
Iα−f
)
(x)= 1
Γ (α)
∞∫
x
f (u) du
(u− x)1−α (x ∈ R, α > 0), (1.15)
respectively; see, for example, [3, Section 5.1].
The present paper is concerned with properties of the Hadamard-type frac-
tional integrals (1.4), (1.7), (1.8), and (1.9) in Xpc -spaces. We establish the semi-
group property for them. We consider generalized Hadamard-type fractional in-
tegration operators, the kernels of which involve the Kummer confluent hyperge-
ometric function, give conditions for the boundedness of such generalized oper-
ators in Xpc -spaces, and apply these results to deduce formulas for the composi-
tions of two Hadamard-type fractional operators of the form (1.4), (1.7), (1.8), and
(1.9) with different parameters α and µ. The corresponding results are given for
the particular Hadamard fractional integration operators (1.6) and (1.13). Similar
assertions for the above operators are also presented in the space Lp(R+).
The paper is organized as follows. Section 2 is devoted to the semigroup
property for the compositions of two operatorsJ α0+,µ,J α−,µ, Iα0+,µ, and Iα−,µ with
different α. Section 3 deals with the boundedness in Xpc -spaces of the generalized
Hadamard-type operators. The compositions of two operators of the form (1.4),
(1.7), (1.8), and (1.9) with different parameters α and µ are given in Section 4.
2. Semigroup property
Well known is the following so-called semigroup property for the Liouville
fractional integrals (1.14) and (1.15):
Iα+I
β
+f = Iα+β+ f, Iα−Iβ−f = Iα+β− f (α > 0, β > 0); (2.1)
they are valid for “sufficiently good” functions f , in particular for f ∈ Lp(R+)
(1  p < ∞) provided that α + β < 1/p; see [3, Section 5.1]. We show that
similar properties hold for the Hadamard-type fractional integrals (1.4), (1.7),
(1.8), and (1.9),
J α0+,µJ β0+,µf = J α+β0+,µf (α > 0, β > 0), (2.2)
J α−,µJ β−,µf = J α+β−,µ f (α > 0, β > 0), (2.3)
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Iα0+,µIβ0+,µf = Iα+β0+,µf (α > 0, β > 0), (2.4)
and
Iα−,µIβ−,µf = Iα+β−,µ f (α > 0, β > 0), (2.5)
provided that f ∈Xpc and the parameters c and µ satisfy certain conditions.
First we prove the relations (2.2) and (2.3).
Theorem 1. Let 1 p ∞, and let c ∈ R, α > 0, β > 0, and µ ∈C.
(a) If Re(µ) > c, then the semigroup property (2.2) holds for f ∈Xpc .
(b) If Re(µ) >−c, then the semigroup property (2.3) holds for f ∈Xpc .
Proof. First we prove (2.2) and (2.3) for “sufficiently good” functions f . Using
(1.1), interchanging the order of integration and applying the Dirichlet formula
(see, for example, [3, (1.32)]), we have(J α0+,µJ β0+,µf (x))
=
x∫
0
(
τ
x
)µ[ 1
Γ (α)Γ (β)
x∫
τ
(
log
x
u
)α−1(
log
u
τ
)β−1 du
u
]
f (τ) dτ
τ
.
(2.6)
To evaluate the inner integral
Iα,β(x, τ )= 1
Γ (α)Γ (β)
x∫
τ
(
log
x
u
)α−1(
log
u
τ
)β−1
du
u
(2.7)
we make the change of variable y = [log(u/τ)/ log(x/τ)] to deduce
Iα,β(x, τ )= 1
Γ (α)Γ (β)
(
log
x
τ
)α+β−1 1∫
0
(1− y)α−1yα−1 dy.
Hence
Iα,β(x, t)= 1
Γ (α)Γ (β)
(
log
x
τ
)α+β−1
B(β,α)
= 1
Γ (α + β)
(
log
x
τ
)α+β−1
(2.8)
according to the known formulas for the beta function—see, for example, [4,
1.5(1) and 1.5(5)]. Substituting (2.8) into (2.6) we obtain
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(J α0+,µJ β0+,µf (x))= 1Γ (α + β)
x∫
0
(
τ
x
)µ(
log
x
τ
)α+β−1
f (τ) dτ
τ
= (J α+β0+,µf )(x),
and thus (2.2) is proved for “sufficiently good” functions f . For such sufficiently
good f (2.3) is proved similarly by using the Dirichlet formula and the relation
(2.8) for integral Iα,β(x, t) in (2.7).
If Re(µ) > c, then by Theorem 4(a) in [1] the product operators J α0+,µJ β0+,µ
and J α+β0+,µ are bounded in Xpc ; hence relation (2.2) is true for f ∈Xpc . Similarly,
if Re(µ) > −c and f (x) ∈ Xpc , then by Theorem 4(b) in [1] the operators
J α−,µJ β−,µ and J α+β−,µ are bounded in Xpc , and relation (2.3) is true for f ∈ Xpc .
This completes the proof of Theorem 1. ✷
Taking c= 1/p in Theorem 1 we obtain the corresponding results for the space
Lp(R+).
Corollary 1. Let 1 p ∞, µ ∈ C, α > 0, and β > 0.
(a) If Re(µ) > 1/p, then the semigroup property (2.2) holds for ∈Lp(R+).
(b) If Re(µ) >−1/p, then the semigroup property (2.3) holds for ∈ Lp(R+).
The next statement give the results in (2.4) and (2.5).
Theorem 2. Let 1 p ∞, c ∈R, α > 0, β > 0, and µ ∈ C.
(a) If Re(µ) > c− 1, then the semigroup property (2.4) holds for f ∈Xpc .
(b) If Re(µ) > 1− c, then the semigroup property (2.5) holds for f ∈Xpc .
Proof. This theorem can be proved similarly to Theorem 1 by using the Dirichlet
formula and Theorems 5(a) and 5(b) in [1]. We give another, shorter proof on the
basis of the relations between the Hadamard-type fractional integrals (1.8), (1.9)
and (1.4), (1.7). It was shown in [1, (4.14)] that these relations are given by
Iα0+,µf = J α0+,µ+1f (2.9)
and
Iα0+,µf = J α0+,µ−1f, (2.10)
respectively. Applying these formulas and using assertions (a) and (b) of Theo-
rem 1 with µ being replaced by µ + 1 and µ − 1, respectively, we obtain the
results of parts (a) and (b), and the theorem is proved. ✷
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Corollary 2. Let 1 p ∞, µ ∈C, α > 0, and β > 0, and let p′ be given by
1
p
+ 1
p′
= 1. (2.11)
(a) If Re(µ) >−1/p′, then the semigroup property (2.4) holds for f ∈Lp(R+).
(b) If Re(µ) > 1/p′, then the semigroup property (2.5) holds for f ∈ Lp(R+).
Taking µ = 0 in Theorem 1, we arrive at the the semigroup property for the
Hadamard fractional integrals (1.6) and (1.13).
Theorem 3. Let 1 p ∞, c ∈ R, α > 0, and β > 0.
(a) If c < 0, then the semigroup property
J α0+J β0+f = J α+β0+ f (α > 0, β > 0) (2.12)
holds for f ∈Xpc .
(b) If c > 0, then the semigroup property
J α−J β−f = J α+β− f (α > 0, β > 0) (2.13)
holds for f ∈Xpc .
Corollary 3. If 1 p <∞, α > 0, and β > 0, then the semigroup property (2.13)
holds for f ∈ Lp(R+).
Remark 1. The relations (2.12) and (2.13) were roughly indicated in [3, (18.49)].
The semigroup property (2.12) for J α0+f is not valid for f ∈ Lp(R+) since
c < 0.
3. Generalized Hadamard-type fractional integration operators, the kernels
involving confluent hypergeometric functions
Let Φ[a, c; z] be the confluent hypergeometric function, also called Kummer
function, defined for |z|< 1 and a = 0,−1,−2, . . . by the hypergeometric series
Φ[a, c; z] ≡ 1F1(a; c; z)=
∞∑
k=0
(a)k
(c)k
zk
k! , (3.1)
where (a)k (k = 0,1,2, . . .) is the so-called Pochhammer symbol:
(a)0 = 1, (a)k = a(a+ 1) . . . (a + k − 1) (k = 1,2, . . .); (3.2)
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see [4, Section 6.1]. For β > 0, c ∈C, γ ∈ R, and σ ∈C we define the generalized
Hadamard-type fractional integrals J α0+,µ;γ,σf , J α−,µ;γ,σ f , Iα0+,µ;γ,σ f , and
Iα−,µ;γ,σ f by(J α0+,µ;γ,σ f )(x)
= 1
Γ (α)
x∫
0
(
u
x
)µ(
log
x
u
)α−1
Φ
[
γ,α;σ log x
u
]
f (u) du
u
, (3.3)
(J α−,µ;γ,σ f )(x)
= 1
Γ (α)
∞∫
x
(
x
u
)µ(
log
u
x
)α−1
Φ
[
γ,α;σ log u
x
]
f (u) du
u
, (3.4)
(Iα0+,µ;γ,σ f )(x)
= 1
Γ (α)
x∫
0
(
u
x
)µ(
log
x
u
)α−1
Φ
[
γ,α;σ log x
u
]
f (u) du
x
, (3.5)
and (Iα−,µ;γ,σ f )(x)
= 1
Γ (α)
∞∫
x
(
x
u
)µ(
log
u
x
)α−1
Φ
[
γ,α,σ log
u
x
]
f (u) du
x
, (3.6)
respectively. In particular, when σ = 0, then Φ(a, c;0) = 1, and hence these
operators coincide with the Hadamard-type fractional integrals (1.1)–(1.4):
J α0+,µ;γ,0f = J α0+,µf, J α0+,µ;γ,0f = J α−,µf, (3.7)
Iα0+,µ;γ,0f = Iα+β0+,µf, Iα0+,µ;γ,0f = Iα+β−,µ f. (3.8)
Thus the formulae (3.3)–(3.6) are generalizations of (2.1)–(2.4).
The boundedness of the operators in (3.3) and (3.4) is given by the following
theorem.
Theorem 4. Let c ∈ R, α > 0, µ ∈ C, γ ∈ R, and σ ∈ C, and let 1  p  q be
such that α > (1/p)− (1/q).
(a) If Re(µ− σ) > c or Re(µ− σ)= c and γ < (1/p)− (1/q), then the oper-
ator J α0+,µ;γ,σ is bounded from Xpc into Xqc .
(b) If Re(µ − σ) > −c or Re(µ − σ) = −c and γ < (1/p) − (1/q), then the
operator J α−,µ;γ,σ is bounded from Xpc into Xqc .
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Proof. We apply the Riesz–Thorin convexity theorem [5, 195ff], given in [1] as
Lemma 4; i.e., if
1 p ∞, 1 r <∞, 1
q
= 1
p
+ 1
r
− 1 0, (3.9)
c ∈R, f ∈Xpc , and k ∈Xrc , then for almost all x > 0 there exists the integral
(Kf )(x)=
∞∫
0
k
(
x
u
)
f (u) du
u
(x > 0) (3.10)
and the integral convolution operator K is bounded from Xpc into Xqc .
The Hadamard-type integrals (3.3) and (3.4) are integrals of the form (3.10)
with the kernels
k1(u)= 0 (0 < u < 1),
k1(u)= 1
Γ (α)
u−c(logu)α−1Ψ [γ,α;σ logu] (u > 1), (3.11)
and
k2(u)= 1
Γ (α)
uc
(
log
1
u
)α−1
Ψ
[
γ,α;σ log 1
u
]
(0 < u< 1),
k2(u)= 0 (u > 1), (3.12)
respectively.
For 1 p  q ∞, we define r by
1
r
= 1
q
− 1
p
+ 1. (3.13)
It is clear that (1/p) + (1/q)  1. So the conditions in (3.9) are satisfied, and
we can apply the above assertion for the integrals (3.3) and (3.4) with the kernels
k1(x/u) and k2(x/u). According to this assertion to prove our theorem it suffices
to show that k1 ∈Xrc and k2 ∈Xrc in the cases (a) and (b), respectively.
Since 1 r <∞, then in accordance with (3.11), (3.12), and (1.10),
‖k1‖Xrc =
1
Γ (α)
( ∞∫
0
|g1(u)|du
)1/r
,
g1(u)=
(
e(c−µ)uuα−1Ψ [γ,α;σu])r , (3.14)
and
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‖k2‖Xrc =
1
Γ (α)
( ∞∫
0
|g2(u)|du
)1/r
,
g2(u)=
(
e−(c+µ)uu(α−1)Ψ [γ,α;σu])r , (3.15)
respectively.
The following asymptotic estimate is known for Ψ [a, c;x] [4, 6.13(3)]:
Ψ [a, c;x] = Γ (c)
Γ (a)
exxa−c
[
1+O
(
1
x
)]
(x→∞). (3.16)
According to (3.1) and (3.16), we have the following asymptotics of g1(u) and
g2(u) at zero and infinity:
g1(u)= u(α−1)r[1+O(u)] (u→ 0+),
g1(u)=
[
Γ (α)
Γ (γ )
]r
e−(µ−σ−c)ru(γ−1)r
[
1+O
(
1
u
)]
(u→∞) (3.17)
and
g2(u)= u(α−1)r[1+O(u)] (u→ 0+),
g2(u)=
[
Γ (α)
Γ (γ )
]r
e−(µ−σ+c)ru(γ−1)r
[
1+O
(
1
u
)]
(u→∞). (3.18)
It follows from (3.17) that the integral in (3.14) is convergent, and hence
k1 ∈ Xrc if and only if α > 1 − (1/r) = (1/p) − (1/q) and Re(µ − σ) > c or
Re(µ − σ) = c and γ < 1 − 1/r = (1/p) − (1/q) by (3.13). However, these
conditions coincide with the conditions in (a). Similarly by (3.18), the integral
in (3.15) is convergent, and k2 ∈ Xrc if and only if α > (1/p) − (1/q) and
Re(µ−σ) >−c or Re(µ−σ)=−c and γ < (1/p)− (1/q); these also coincide
with the conditions in (b). This completes the proof of the theorem. ✷
Corollary 4. Let c ∈ R, α > 0, µ ∈ C, γ ∈R, and σ ∈ C, and let 1 p ∞.
(a) If Re(µ− σ) > c or Re(µ− σ)= c and γ < 0, then the operator J α0+,µ;γ,σ
is bounded in Xpc .
(b) If Re(µ−σ) >−c or Re(µ−σ)=−c and γ < 0, then the operatorJ α−,µ;γ,σ
is bounded in Xpc .
Corollary 5. Let α > 0, µ ∈ C, γ ∈ R, and σ ∈ C, and let 1 p  q be such that
α > (1/p)− (1/q).
(a) If Re(µ − σ) > 1/p or Re(µ − σ) = 1/p and γ < 1/p − 1/q , then the
operator J α0+,µ;γ,σ is bounded from Lp(R+) into Xq1/p.
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(b) If Re(µ− σ) >−1/p or Re(µ− σ)=−1/p and γ < 1/p − 1/q , then the
operator J α−,µ;γ,σ is bounded from Lp(R+) into Xq1/p.
Corollary 6. Let α > 0, µ ∈ C, γ ∈ R, and σ ∈ C, and let 1 p ∞.
(a) If Re(µ − σ) > 1/p or Re(µ − σ) = 1/p and γ < 0, then the operator
J α0+,µ;γ,σ is bounded in Lp(R+).
(b) If Re(µ− σ) > −1/p or Re(µ− σ) =−1/p and γ < 0, then the operator
J α−,µ;γ,σ is bounded in Lp(R+).
Corollaries 4 and 5 follow from Theorem 4 when q = p and c= 1/p, respec-
tively. Corollary 5 with q = p yields Corollary 6.
It follows from (3.3), (3.5) and (3.4), (3.6) that the generalized Hadamard
fractional integrals Iα0+,µ;γ,σ f and Iα−,µ;γ,σ f are connected with J α0+,µ;γ,σf and
J α−,µ;γ,σ f by the relations of the form (2.9) and (2.10):
Iα0+,µ;γ,σf = J α0+,µ+1;γ,σ (3.19)
and
Iα−,µ;γ,σ f = J α0+,µ−1;γ,σ f. (3.20)
Applying Theorems 4(a) and 4(b) with µ being replaced by µ + 1 and µ − 1,
respectively, we obtain the boundedness in the space Xpc for the generalized
Hadamard fractional operators in (3.5) and (3.6).
Theorem 5. Let c ∈ R, µ ∈ C, γ ∈ R, and σ ∈ C, and let 1 p  q be such that
α > (1/p)− (1/q).
(a) If Re(µ− σ) > c − 1 or Re(µ− σ) = c − 1 and γ < 1/p − 1/q , then the
operator Iα0+,µ;γ,σ is bounded from Xpc into Xqc .
(b) If Re(µ− σ) > 1 − c or if Re(µ− σ)= 1− c and γ < 1/p− 1/q , then the
operator Iα−,µ;γ,σ is bounded from Xpc into Xqc .
The counterparts of Corollaries 4 to 6 are also valid for the operators (3.5) and
(3.6).
4. Generalized semigroup property
In this section we generalize the relations (2.2)–(2.5) to the compositions of
the Hadamard-type fractional integrals (1.4), (1.7), (1.8), and (1.9) with different
parameters α and c. We show that such compositions have the forms (3.3)–(3.6).
Namely, the following formulas are valid,
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J α0+,µJ β0+,df = J α+β0+,µ;β,µ−df (α > 0, β > 0), (4.1)
J α−,µJ β−,df = J α+β−,µ;β,µ−df (α > 0, β > 0), (4.2)
Iα−,µIβ−,df = Iα+β0+,µ;β,µ−df (α > 0, β > 0), (4.3)
and
Iα−,µIβ−,df = Iα+β−,µ;β,µ−df (α > 0, β > 0), (4.4)
where the operators J α+β0+,µ;β,µ−d , J α+β−,µ;β,µ−d , Iα+β0+,µ;β,µ−d , and Iα+β−,µ;β,µ−d are
given by (3.3), (3.4), (3.5), and (3.6), respectively. According to (3.7) and (3.8),
the relations (2.2)–(2.5) are particular cases of (4.1)–(4.4) when d = µ.
First we prove the relations (4.1) and (4.2).
Theorem 6. Let 1 p ∞, c ∈R, α > 0, β > 0, and let µ ∈ C, d ∈C.
(a) If Re(µ) > c and Re(d) > c, then the generalized semigroup property (4.1)
holds for f ∈Xpc .
(b) If Re(µ) > −c and Re(d) > −c, then the generalized semigroup property
(4.2) holds for f ∈Xpc .
Proof. As in Theorem 1, we first prove (4.1) and (4.2) for sufficiently good
functions f . Considering the left-hand side of (4.1) and interchanging the order
of integration by the Dirichlet formula, similarly to (2.6), we have(J α0+,µJ β0+,df (x))
=
x∫
0
[
1
Γ (α)Γ (β)
x∫
τ
(
u
x
)µ(
τ
u
)d(
log
x
u
)α−1(
log
u
τ
)β−1
du
u
]
× f (τ) dτ
τ
.
Making the change of variable y = [log(u/τ)/ log(x/τ)] in the inner integral we
obtain(J α0+,µJ β0+,df (x))
=
x∫
0
(
τ
x
)µ(
log
x
τ
)α+β−1
Kα,β,µ−d
(
x
τ
)
f (τ) dτ
τ
, (4.5)
where
Kα,β,σ (u)= 1
Γ (α)Γ (β)
1∫
0
uγy(1− y)α−1yβ−1 dy, σ = µ− d. (4.6)
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Expanding uγy = eγy logu in a Taylor series and changing the order of
integration and summation, we obtain
Kα,β,σ (u)= 1
Γ (α)Γ (β)
∞∑
k=0
(γ logu)k
k!
1∫
0
yβ+k−1(1− y)α−1 dy
=
∞∑
k=0
(γ logu)k
k!
B(β + k,α)
Γ (α)Γ (β)
=
∞∑
k=0
Γ (β + k)
Γ (β)Γ (α + β + k)
(γ logu)k
k!
according to known formulas for the beta function [4, 1.5(1) and 1.5(5)]. Using
the relation Γ (a + k)= (a)kΓ (a) [4, 1.2(2)] and (4.1), we arrive at the formula
Kα,β,σ (u)= 1
Γ (α + β)Φ[β,α+ β;σ logu], σ = µ− d. (4.7)
Substituting (4.7) into (4.5) and taking into account (3.3), we obtain the relation
(4.1) for sufficiently good functions f . Formula (4.2) is proved similarly for
such f .
If Re(µ) > c and Re(d) > c, then in accordance with Theorem 4(a) in [1], the
product operator J α0+,µJ β0+,d is bounded in Xpc . Since Re(d) > c, the operator
J α+β0+,µ;β,µ−df has the same boundedness property according to Theorem 4(a).
Hence relation (4.1) holds for f ∈Xpc .
If Re(µ) >−c and Re(d) >−c, then similarly on the basis of Theorem 4(b)
in [1] and Theorem 4(b) the operators on the left- and right-hand sides of (4.2) are
bounded in Xpc , and therefore (4.2) holds for f ∈ Xpc . This completes the proof
of the theorem. ✷
Corollary 7. Let 1 p ∞, α > 0, β > 0, and µ ∈C, d ∈ C.
(a) If Re(µ) > 1/p and Re(d) > 1/p, then the relation (4.1) holds for f ∈
Lp(R+).
(b) If Re(µ) > −1/p and Re(d) > −1/p, then the relation (4.2) holds for
f ∈ Lp(R+).
Using (3.19) and (3.20) and Theorems 6(a) and 6(b) with µ being replaced
by µ + 1 and µ − 1 we obtain the corresponding results for the validity of the
relations (4.3) and (4.4).
Theorem 7. Let 1 p ∞ and let c ∈R, α > 0, β > 0, µ ∈C, d ∈C.
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(a) If Re(µ) > c − 1 and Re(d) > c − 1, then the generalized semigroup prop-
erty (4.3) holds for f ∈Xpc .
(b) If Re(µ) > 1 − c and Re(d) > 1 − c, then the generalized semigroup prop-
erty (4.4) holds for f ∈Xpc .
Concerning the important role of semigroup operators in mathematics, in
particular in approximation theory, the reader may recall [6,7].
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