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Digitization of industrial radiographs provide many advantages: digital archiving, 
quantitative evaluation, image processing and enhancement, automated image evaluation. However, 
due to the high dynamic range and high spatial resolution of industrial X-ray film, only laser scanner 
and line-scan CCD-based scanner are capable of reproducing faithfully all diagnostic information 
contained in the original radiograph. These equipment are expensive due to the need for film transport 
and the lack of volume for such product. In order to meet the needs for film digitization for small 
volume of work where cost is the primary concern, this thesis describes a film digitization system that 
uses low-cost CCD camera to digitize industrial radiograph. To effectively utilize low-cost camera 
with limited dynamic range, the system alters the illumination of the lightbox, and then digitize the 
radio graph at each of these lightbox illuminations. By combining these subimages using simple 
algorithm, one can obtain a composite image with quality rivaling those obtained from expensive 
laser-based scanning system. To overcome the 8-bit display limitation of most computer monitors, a 
16-bit viewer is designed to facilitate viewing of data with arbitrary bit-depth and to provide 
windowing capability to view subset of film density data. Finally, the capability of the system is 
demonstrated by digitizing real world radiographs and industrial X-ray standards radiographs. 
CHAPTER 1 INTRODUCTION 
X-ray radiography is one of the most powerful and most widely used techniques for the 
nondestructive evaluation of industrial components and parts. It is applied for the inspection of metal 
welds and joints to locate voids and cracks, for the characterization of the properties of composite 
materials, and for the determination of the structural integrity of complex industrial assemblies. In X-
ray radiography an X-ray beam pass through the part and is attenuated by the varying amounts of the 
material. X-ray film records the 2-dimensional projection of the photon intensity information as 
attenuated by the part. X-ray film has remained the medium of choice for the recording of this density 
information ever since the dicovery of X-ray by W. Roentgen. This is due to its ease of handling, high 
dynamic range, high contrast sensitivity, high spatial resolution, and long term archiving potential -
up to 100 years. 
The advent of the personal computer with its ever increasing computing power and storage 
capacity has opened up the possibilities of image processing. With image processing capabilities 
cheaply and easily available and with the ever increasing numbers of complex industrial parts such as 
jet engine components, new composites and other exotic materials structures, there are tremendous 
interests and incentives in the NDE community to use image processing to push the envelope ofX-
ray techniques further. Computer image processing techniques are increasingly being used to enhance 
the discovery of flaws, to augment the interpretation of diagnostic information and to perform 
quantitative analysis. The traditional analog X-ray film is a prime candidate for this kind of image 
processing and image analysis. 
Once converted into the digital domain, an X-ray film can be subjected to a bevy of image 
processing manipulations that can extract more information for example. An overexposed film that is 
otherwise unusable with traditional lightbox viewing can be salvaged by manipulating the lookup 
table for the image. Low contrast details in an X-ray film can be enhanced by using contrast 
stretching. The background of an image can be subtracted as a step in noise reduction. Other more 
advanced forms of image processing such as matched filter and POD (probability of detection) 
analysis can be applied to the digitized X-ray film to discover subtle flaws that would have been 
otherwise hard to detect with the naked eyes. In addition, with the proper archival strategy in place, a 
digitized X-ray film can be preserved under optimum conditions for potentially a lot longer than an 
analog radiograph. 
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But in order to tap into this myriad of digital image processing techniques, one needs to 
digitize the analog radiograph. Starting from the mid nineties, the amount of computer processing 
power, the storage capacity available for film digitization and equally importantly the cost associated 
with digital images have become a nonissue. Consequently, the issue of converting analog film to 
digital copy in an easy and effective manner has become the critical - one would argue weak - link in 
the entire chain of image acquisition-digitization-processing-analysis-display. 
One tempting solution is to buy a commercial film scanner such as those from desktop 
publishing (DTP) or medical applications and simply scan the industrial X-ray film to get a digital 
copy. Such devices would not work for industrial X-ray films due to the wide range of film densities 
(1-4.5). The light source in a DTP or medical scanner is simply not bright enough to illuminate 
densities above 2.5. 
High quality, hence high dynamic range, film digitizer designed specifically for industrial and 
NDT film digitization remains expensive in part due to the unique technical requirements of industrial 
film digitization and the lack of a high volume marketplace for such products. One of the issues in 
present commercial scanners is a result of the economics of scale. To justify the need for digitization, 
large volumes of radio graphs ( 1000+) are required. This in tum requires sophisticated film handling 
which in tum further increases the price. As a result of these factors, the lack of easy availability and 
affordability of industrial X-ray film digitizers would unduely restrict the widespread use of digital 
image processing techniques for the purposes of extracting useful information out of digitized X-ray 
films and enhancing the capabilities of traditional X-ray film techniques. 
Hence, it is in response to the need of being able to digitize X-ray film with high dynamic 
range affordably and easily that we propose a film digitizer design that is low-cost, low maintenance, 
easy to implement, and at the same time satisfies the unique requirements of industrial X-ray film 
digitization. 
This thesis will start off by providing a review of existing film digitizer designs and 
commercially available film digitizers in Chapter 2. Further, Chapter 2 will also discuss the low cost 
film digitizer presented here in relation to the other commercially available film digitizers. Chapter 3 
will provide an overview of the components of the system. A detailed description of how the low cost 
film digitizer works will be provided in Chapter 4. Results of using the system will be presented in 
Chapter 5. Finally, conclusions and possible future improvements on the system are discussed in 
Chapter 6. 
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CHAPTER 2 TECHNICAL BACKGROUND AND LITERATURE 
REVIEW 
X-ray Film Digitization in the Literature 
Film digitization is the process of mapping the optical densities of a radiographic film into a 
digital matrix. The most widely used tools nowadays for digitizing radiographs are laser-based and 
CCD-based film digitizers. Laser-based film digitizer, although expensive, has long been the 
standard-bearer of quality. In the last decade, advances in semiconductor technology have enabled 
CCD-based film digitizer to achieve image quality comparable to laser scanner. 
In addition to CCD and laser film scanner, there are other kinds of equipment available for 
film digitization, but they have since faded in popularity. There are video scanning system (using a 
television camera such as vidicon) and drum scanner25 . Huang25 provides detailed descriptions and 
operational characterisitics as well as the pros and cons of these older form of film digitization 
technologies. The more recent film digitization technologies such as CCD-based and laser film 
scanner are also discussed. It should be noted that this book is focused on medical applications of film 
digitization. An excellent review of the different types of film digitizers used in medical radiology is 
given by Trueblood et el26• 
Laser scanners have been described extensively in the medical community literature25•26•33-35 . 
Numerous studies36-43 have also been conducted to examine the performance characteristics of laser 
scanner which is until recently the equipment of choice for medical applications. Fewer studies27-3o 
have been reported for CCD-based systems because until recently systems using solid state detectors 
offered inferior performance and were not considered adequate for medical imaging applications27• 
Two of the major problems with CCD-based scanners were limited light sensitivity range and 
increased scatter effects27 • Studies have also been conducted to compare the performance between 
laser scanner and CCD-based film digitizer31 •32 . Although they focus primarily on medical 
applications, useful information can still be gleaned from these medical publications and applied to 
industrial applications for much of the task of film digitization is the same and a large number of 
performance criterion in both fields do indeed overlap. 
Film digitization in NDT applications have distinct requirements from film digitization in 
medical applications. Industrial X-ray films routinely go as high as 4 or 5 in densities. The typical 
density range of an industrial X-ray film is 1-4. That's 2 orders of magnitude larger than medical X-
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ray films which usually go only as high as 2.0 in densities. Though limited in quantity, there are some 
papers that discuss film digitization and its application in NDT and industrial settings. Industrial film 
digitization and its applications in various industries have been discussed3-9•11 • Cherubini et el.9 
describes the use of a high dynamic range laser scanner (1-4 OD, ~Des ~ 0.005 OD) as the core of a 
system for the digitization and archival of industrial film radio graphs for the purpose of ensuring the 
quality initial construction and effective in service inspections of large industrial plants. Image 
processing and image analysis techniques for industrial digitized radiographs have also been 
discussed11 -13 . Image storage and retrieval strategies and criterion have also been reported8-10. 
The most extensive study in the topic of industrial film digitization is by Zscherpel et el.2 of 
BAM (Federal Institute of Materials Research and Testing, Berlin, Germany). In this study, state-of-
the-art film digitizers (from medical and DTP) were examined in terms of their applicability for film 
digitization in industrial applications. While these systems were subjected to a battery of tests, the 
overriding criteria for determining the suitability of the evaluated systems for industrial film 
digitization is the following: Density working range of 0-4.5 with density contrast sensitivity of <0.02 
maintained all the way in this range. The conclusion of the report was that scanners from DTP and 
medical applications in general are not suitable for use in industrial applications. The reason for using 
the capability to capture OD of above 3 as the overriding criteria for determining the suitability of 
these film digitizers for NDT use is the following: Industrial x-ray films routinely go as high as 4-5 in 
densities (OD), with the majority of them having useful diagnostic information in the density range of 
0-4. Film scanners that produce otherwise excellent film digitization results but fail to capture 
densities in the range from 3 to above, would simply not work for NDT applications and should be 
taken out of consideration when selecting equipment for film digitization for NDT purposes. Light 
source in medical and desktop publishing (DTP) scanners do not provide sufficiently bright 
illumination to enable the digitization of film density range from 3-5 while maintaining the requisite 
contrast sensitivity of OD<0.02 throughout. 
The results and findings of this research work is also summarized in yet another paper by 
Zscherpel 1• In addition, this paper also presents a summary of the European Standardization Project 
for NDT film digitization. Furthermore, the paper also talks about major applications of film 
digitization in NDT: projects involving the electronic archiving ofNDT films and projects involving 
the digital printing ofNDT films for reference catalogues. 
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Standards for Industrial Radiographic Film Digitization Systems 
Many standards exist that govern the specifications and performance requirements of film 
digitization systems used in various applications and industries. In the medical field, there are PACS 
(Picture Archive and Communications System) and DICOMS (Digital Imaging and 
Communications in Medicine). In the NOT and industrial field, there are standards from NUREG 
(Nuclear Regulatory Commission), ASTM (American Society for Testing and Materials) and CEN 
(European standards). Only standards relating to film digitization in industrial and NOT applications 
will be discussed here. 
Review and Evaluation of Technology, Equipment, Codes and Standards/or 
Digitization of Industrial Radiographic Film 
In 1992, the Nuclear Regulatory Commission Task Group on Digitization of Industrial 
Radiographs published a report on film digitization standards for nuclear power plant components 
titled, "Review and Evaluation of Technology, Equipment, Codes and Standards for Digitization of 
Industrial Radiographic Film"17• In it, performance requirements were specified for film digitization 
systems capable of faithfully reproducing radio graphs of nuclear powerplant components. It was 
determined that in order to reproduce faithfully radio graphs of nuclear power plant components, a 
film digitization system has to be capable of digitizing optical densities from 1.0 to 4.5. The system 
should also be capable of detecting density variations as small as 0.01 OD and capturing features as 
small as 1 OOum. 
Other more specific technical requirements were also specified. In order for 1 OOum features 
to be faithfully reproduced, a digitizing spatial resolution of at least 2 pixels across that width is 
required, thus spatial resolution of <=50um is specified. Additionally, contrast sensitivity of <=0.01 
OD(< 3 OD) and <=0.03 OD (3-4.5 OD) is required. Digital fidelity (digitizing resolution) of 12-bit 
and a signal-to-noise ratio of at least 2000: 1 at 2.0 OD and 300: 1 at 3 .5 OD are further specified as 
the minimum acceptable requirements for a film digitization system capable of faithful reproduction 
of nuclear power plant component radio graphs. Theoretical and experimental considerations leading 
to these values were discussed. 
The report also suggested that test films produced according to the ASTM E746 18 - designed 
to determine equivalent penetrameter sensitivity (EPS), as judged by experienced film interpreters -
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be used as the basis for comparison between the digitized result and human interpreter evaluation of 
the analog radiograph. An earlier film digitization standard referenced by this report is the ASME 
Section V, Article 2, Appendix III 19 on digital image methods for radiography and radioscopy. 
European Standardization Project for NDT Film Digitization 
Another more recent effort on establishing industrial film digitization standard is the one 
carried out by an ad-hoc working group on NDT film digitization that is part of CEN - The European 
Committee for Standardization. This working group on NDT film digitization was formed in 1997 
and has members in 6 European countries and the US. 
The latest draft standards are available on the web20 • The two draft standards are the 
following: 
1. Nondestructive testing - Qualification of radiographic film digitization systems - Part 1: 
Definitions, quantitative measurements of image quality parameters, standard reference film 
and qualitative control 
2. Nondestructive testing - Qualification of radiographic film digitization systems - Part 2: 
Minimum requirements 
The latest status of this standard effort is also summarized in Zscherpel 1• 
In these two draft standards, fundamental parameters of industrial radiography digitizers were 
established and precisely defined. Procedures and minimum requirements were specified for the 
successful application of digital methods in the more than a century old X-ray film inspection 
technique. It should be noted that these draft standards do not address the issues of signal processing 
and the display of digitized data. 
Standard reference test film from ASTM21 is adopted for test and evaluation as well as for 
long term stability tests of industrial film digitization systems with the aim towards harmonizing all 
activities with current ASTM/ ASME activities. This is in accordance with the chartered goal of CEN 
of harmonizing European standards with the rest of the world. 
Based on the image quality of film radiography and the state of the art of film digitization 
systems, the minimum requirements for industrial film digitization systems were divided into 3 
quality classes with varying levels of requirements in terms of density range, bit depth, density 
contrast sensitivity, spatial resolution and MTF. Notable highlights among this set of minimum 
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requirements include the stipulation that through out all three quality classes, the digitizer should 
maintain an optical density contrast sensitivity of L\Dcs ~ 0.02 OD throughout the entire required 
density range. 
Issues with the Archival of Digital X-ray Film 
A major obstacle to the widespread adoption of digital archival of X-ray film is the issue of 
file format ·compatibility and physical storage medium. The computer industry and the tools used for 
information processing and storage are changing rapidly and will evolve even faster in the future. A 
good example is the 8-inch floppy disks. Nowadays, it is hard enough to get an antique 8-inch floppy 
drive in working condition let alone accessing thousands of X-ray film records stored in that format 
during the late 70's and early 80's. It is safe to assume that the now prevalent storage medium, the 
CD and its successor the DVD will suffer the same fate in the not too distant future. The same issue 
of technological obsolescence is also happening with file formats and their associated computing 
platforms used for the archival of digital X-ray films. Currently, this issue of rapidly changing file 
formats and storage medium is largely ignored with the assumption that those old digital archives of 
X-ray film records are no longer needed. However, radiographs for industrial and nuclear power 
plants taken for safety records are expected to be kept for up to 25 years and beyond. Hence, for long 
term digital archival of industrial radio graphs to be viable, a strategy and policies for planned 
migration of outdated digital X-ray films archive to new computing and storage platforms have to be 
put in place and budget and resources have to be devoted to this purpose. 
Technical Background 
This section will introduce and discuss the pros and cons of various film digitizer designs 
based on different physical principles. Issues associated with the design of industrial film digitizer 
and the considerations that go into the design of the photodensitometer will be discussed. 
Film density is a measure of the log of the incident light intensity over the transmitted 
intensity: 
D = log {10/I) 
Film digitization is the process of mapping the analog radiograph into a digital matrix. An X-
ray film is capable of capturing 5 decades of information in its silver halide grain. To faithfully 
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capture all the inherent information in the film would require the digitizer to have a dynamic range 
that wide. Until recently, the only equipment available with such capability is the laser scanner. 
In a laser scanner, laser beam is guided by a moving mirror, which can be a rotating lens or 
on a galvanometer. The spot is scanned along a horizontal line on the film. The transmitted diffused 
light is collected by a fiberoptic light pipe and transmitted to a photomultiplier tube. The unique 
characteristic of a laser scanner, as compared to other film digitizer designs is the bright laser source 
and the high sensitivity of the photomultiplier tube. Hence, it is capable of high dynamic range. It's 
the reverse for all other film digitizer designs in that they illuminate the film with diffused light and 
measure the transmitted light in one direction. Hence, the amount of light available for measurement 
is considerably less than in a laser film scanner with its pointwise illumination principle. 
Although the laser scanner is very effective in digitizing industrial radiographs with high 
contrast and the results have sufficient spatial resolution for film archival, it is also very expensive 
due to the need for a laser and the related optical components necessary to position the laser. Since 
the laser beam will only scan the film in one dimension, a film transport is needed and wear and tear 
in the film transport system can cause loss of system resolution and accuracy. Hence, precise 
mechanical alignment of the film transport system is very critical. The photomultiplier tube used for 
collecting photons also requires extremely stable power supply to provide stable outputs. All this add 
up to an effective but expensive solution for film digitization. 
Various laser scanners are available commercially. A modified version of the 
Lumisys (www.lumisys.com) SDR85 laser scanner, evaluated by Zscherpel et el. 1•2, is capable of 
covering a density range of 3.5, adjustable between 0-3.5 and 1-4.5, with excellent linearity 
(~D<=0.02) in between and with a digitizing spatial resolution of down to 50 um. Some other 
commercial manufacturers of laser scanners are Liberty Technologies and Alasca9• As mentioned 
previously in Chapter 1, due to the unique technical requirements of industrial X-ray film digitization 
and the limited marketplace for such product, there are very few laser scanners available for industrial 
film digitization. 
An alternative architecture for film digitizer design is the line digitization method. In this 
architecture, the film is illuminated by a light bar, in which the light is fed from a projector lamp 
through a light guide. Light transmitted through the film is projected by a camera lens onto a linear 
CCD array. Linear CCD array with up to 6000 elements or more are commercially available and can 
be optically abutted through a beamsplitter to obtain even larger effective linear pixel array sizes27 • 
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Although this type of architecture also yields high dynamic range and digitizing spatial 
resolution, it suffers from the problem of having to have a mechanical film transport and thus 
increasing the cost and complexities. Furthermore, it also suffers from the problem of scattered light -
light from low optical density regions of the film leak to high optical density region of the film, thus 
reducing the signal to noise ratio, thereby limiting the range of optical densities that can be captured 
in a single scan. Commercially available film digitizers utilizing the line digitization approach 
includes the DBA Image Master CCD film scanner (DBA Systems, USA), which is capable of 
achieving a density working range of 4.0, adjustable between 0-5 by using dual mode operation1'2• It 
also maintains a contrast sensitivity of ~D<=0.01 within this working range. Other manufacturers 
producing film digitizer based on linear CCD array are Vidar Systems Corporation 
(www.filmdigitizer.com) and Howtek Corporation (www.howtek.com). The biggest disadvantage of 
the line digitization method is that the density range that can be captured in a single scan is limited (2-
3) due to light scattering and high flare. 
The third alternative for film digitizer design is the use of a 2D area detector. In this method, 
a film is placed on top of a light source such as a lightbox and is illuminated by diffused light. Light 
transmitted through the film is collected by a lens onto an area CCD imager. The digitizing spatial 
resolution is therefore limited by the array size of the CCD used. Arbitrary pixel sizes may be chosen 
by simply adjusting the field of view of the camera lens. 
The principal advantage of this architecture is that it provides cheap realization since there is 
no moving parts during digitization. And since there is no mechanical alignment to worry about, it 
requires very low maintenance. Nearly all parts of a film digitizer based on the area digitization 
principle can be obtained as off-the-shelf components. The area digitization approach also takes 
advantage of the gradually improving array CCD price/performance ratio. An alternate area imager 
design with great potential is looming in the horizon - CMOS image sensor array. Since the 
fabrication of CMOS imager is based on the bulk semiconductor process, it has great integration 
potential of having both the light sensing elements and the signal conditioning and conversion 
circuitary on the same chip thus providing cheaper implementation than CCD. But as of the writing of 
this thesis, it suffers from low dynamic range (signal to noise ratio), low pixel counts and fixed 
pattern noise. However, it is a relatively new technology with significant future potential. The point 
of this discussion is that in array digitization, tradeoffs can be made between the requirements of cost, 
pixel count, signal to noise ratio, spatial resolution and dynamic range by choosing the appropriate 
type of imager. On the negative side, the area digitization approach has even more pronounced effects 
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of light scatter and high flare than that of the line illumination approach. Due to light scatter and high 
flare, an optical density range of between 2 to 3 (best) can be captured in a single scan. Also, 
depending on the illumination source, this approach may also suffers from the nonuniformity in 
illumination of the light source. Lastly, due to the limited number of pixels on the CCD, only sub 
sections of the film can be digitized. CCD area imagers with pixel sizes of up to 4kx4k are available 
but are very expensive. Hence, the area digitization approach is in general not suited for the archival 
of complete films. A commercial example of film digitizer using the area scan approach is by 
Retriever Technology (www.retrievertech.com). As reported in previous section, Zscherpel et el. 1'2 
conducted evaluations of various commercial film digitizers based on variations of the three film 
digitizer architectures discussed here and summarized their suitability for used in industrial and NDT 
film digitization. 
This thesis describes a low cost film digitizer design based on the third approach but will seek 
to overcome its most critical disadvantage - limited dynamic range achievable in a single scan due to 
light scatter and flare - by performing multiple scans with different film digitization parameters (such 
as lightbox illumination intensity) and then combining these multiple scans into a single composite 
scan with high dynamic range comparable to the output of film digitizers based on the first 2 methods 
discussed above. 
Incidentally, the Image Master CCD scanner from DBA (based on line digitization approach) 
also employs the technique of multiple scans with different parameters. Realizing that it is not 
possible to capture the entire optical density range of between 0-5 in one shot, they combine images 
from two exposures (with different exposure times) seamlessly to produce one image that captures a 
density range of 4, adjustable between 0-5 while maintaining the requisite contrast sensitivity of ~D ~ 
0.02 throughout. 
Scope of Reseach 
The technique of combining multiple scans with different parameters into a composite scan 
through an algorithm has already been investigated44 using an 8-bit analog camera. This study then 
seeks to extend and improve on the technique used. Further, the low cost film scanner described in 
this thesis is used to digitize radio graphs of real world parts to show both the capability of the scanner 
as well as the benefits of film digitization in general of facilitating flaw discovery in difficult 
situations. This thesis will also show that the technique can be applied to different types of imagers 
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(such as 10-bit or 12-bit digital camera or even future CMOS sensors). In addition, more sophisticated 
software modules have been developed to enable more advanced calibration methods and to save 
calibration parameters. 
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CHAPTER 3 EQUIPMENT SETUP 
This chapter provides an overview of the equipment setup of the low-cost photodensitometer, 
as seen in fig. 3 .1. The equipment consists of a light box for illuminating the film, a lens and camera 
for collecting the image, a frame grabber for digitizing the analog camera signal and finally a PC to 












Fig. 3.1 Shows a diagram of the entire equipment setup of the low-cost photodensitometer. 
Frame Grabber 
The frame grabber used in the system is the Pulsar frame grabber from Matrox. It is a full 
length, single-slot PCI frame grabber with integrated video card. It has a total of 4 MB of memory of 
which 2 MB is the underlay, and 2 MB is the overlay. Therefore, it allows acquisition and display on 
one board. It is capable of real-time transfer of 30fps video data to host memory or on-board VGA 
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memory. It has a 10-bit A to D converter. The frame grabber also has software selectable input gain, 
offset, and range to accommodate low-light or low quality video signals with full resolution. It is 
bundled with a variety of image acquisition and processing functions in a comprehensive library call 
Matrox Imaging Library (MIL-Lite). API provided by Matrox Imaging Library (MIL-Lite) are used 
to program the board. 
Camera 
The camera (DVC) will output RS 170/NTSC signal as well as 8-bit and 10-bit 30fps RS-422 
digital video. It has adjustable gain, offset, black level and gamma which is useful for enchancing 
images. 
Lightbox 
The lightbox, from S&S X-ray Products, is capable ofreaching a brightness of 13,000 
footcandles. More importantly, it is capable of reaching a film density value of approximately 4.5. It 
is fitted with three No. 2 Super Flood EBY bulbs. 
The lightbox was modified to include a manual switch that allows for switching between 
manual control of lightbox brightness via the variable control knob located on the lightbox or via a 
custom-designed computer-controlled dimmer switch (see description later). 
Lightbox Brightness Control Module 
One of the keys for successfully implementing photodensitometry is to be able to produce 
repeatable and precise lightbox illumination intensity. Otherwise, the calibration would be off and the 
system would not work effectively. The manual variable control dial provided as part of the lightbox 
assembly does not provide repeatable and precise illumination intensities. Hence, the lightbox 
brightness control module was designed to achieve the goal of controlling the brightness of the 
lightbox precisely and repeatably. 
In order to control the amount of power delivered to the lightbulb and therefore the brightness 
of the lightbox, a triac coupled to a microprocessor is used. Conceptually, a triac is two silicon 
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controlled rectifiers (SCR) connected back-to-back with their two gates tied together. A triac is able 
to conduct current in both directions whereas an SCR can only conduct current in one direction. A 
triac can be thought of as an on/off switch for loads powered by alternating current (AC). Placed in an 
AC circuit, a triac will only conduct current when it's being turned on by a gating pulse. In the 
absence of a gating pulse, it will act like an open mechanical switch and therefore will not conduct 
current. TRIACs are generally used to control lamps, actuators and other devices that are line 
powered (120V AC). 
The idea is that by turning on the triac at a precise point in every cycle of the sinuisoidal AC 
wave, we will be able to vary precisely the amount of power delivered to the lightbulb and thereby be 
able to control the brightness of the lightbox. The amount of delay ~t is determined by a user-
specified brightness value, which is then communicated via the serial port to the lightbox brightness 
control module. The triac is placed in series in the control circuit that drives the lightbox. A block 








AC power supply 
Zero-crossing 
Detector 
Fig 3.2 A block diagram of the lightbox brightness control module. 
Load 
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A pie chip (PIC16C84) micro-controller is used to perform the necessary calculations of the 
timings for switching on the triac. The zero-crossing detector is used to inform the micro-controller 
the moment the AC wave undergoes a zero transition. At zero transition, the triac will be turned off 
since the voltage across it is zero. The triac will be turned on again when it receives a gating pulse 
from the micro-controller and when there is a voltage difference across it. Hence, the triac will be 
switched off each time the AC wave goes to zero at every half cycle (8.3ms). It will then be switched 
on every half cycle of the AC at a delay ~t determined by the micro-controller. In order to protect the 
sensitive control circuitry from voltage surge or in case of a defective triac, an opto-isolator is placed 
between the triac gate and the pie chip that sends out the trigger pulse. 
The algorithm of the micro-controller code that governs the operation of the lightbox 
brightness control module is described below: 
1. Receive RS-232 command from host with value of light brightness 
2. Calculate M 
3. Receive pulse from zero-crossing detector 
4. Wait for ~tin a loop. The duration is inversely proportional to light brightness 
5. After loop is completed, send out gating pulse to trigger triac and return to step 3. 
Within steps 3-5, a new light brightness value sent from the host must be detected. This is 
achieved via an interrupt handler in the micro-controller code. 
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Calculations for time delay for turning on the triac 
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1 255*32us(switching ' 
resolution)=8.3ms(half AC cycle) 
Fig 3.3 Time delay ~t and switching resolution for the switching of the triac. 
The calculation for the time delay before a triac pulse is fired can be obtained using: 
l1t = RS232 value * 8_3ms 
255 
There are 256 unique values for the light intensity (0-255). The delay time ~tis determined 
by dividing the user-specified light intensity value by max value (255) and multiplying by half the 
period of the AC wave ( 60Jzx2 = 8.3ms ). 
Switching resolution 
The switching resolution is: 
8.3ms = 32 255 µs 
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Lens, Field of View 
AC-Mount Fujinon 12.5-75 mm, 1:1.2-16 f-stop zoom lens was selected for use in the study. 
It was discovered that the film to CCD distance was critical in achieving a large field of view. An 
evaluation of the effect of the lens focal length was done to evaluate the size of the field of view at 
various film to CCD distances. Fig 3 .4 shows the plot for the field of view versus focal length for 
various film to CCD distance settings. In general, as the film to CCD distance becomes larger, the 
maximum field of view achievable becomes greater. This is intuitively correct. Just as using a camera 
to take a snap shot, the farther away you are from the subject, the wider the background of the subject 

















Field of View vs. F-stop for Various Film-to-CCD Distances 
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Fig 3.4 Plot of field of view vs. focal length for various film to CCD distances. Note that for the 
film-to-CCD distance of 22 inch, the range of the focal lengths available is limited. 
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However, it turns out that what's more important than the film to CCD distance is the lens to 
CCD distance. The camera lens is mounted to the camera by threading the C-Mount adaptor into the 
locking ring of the CCD housing. There are a total of 10 threads on the C-Mount adaptor with each 
thread measuring approximately 0.9mm. By moving the lens closer to the CCD by just a single thread 
of the C-Mount adaptor, one gets a considerably larger field of view. Fig 3.5 plots the effect the 
shorter distance between the lens and the CCD has on the maximum field of view achievable across 
various film to CCD distance settings. 
Field of View vs. film to CCD Distance for various lens to CCD Distances 
9 
8 





6 > ._ 
0 
""O 
Q) 5 i.i: 
4 
3 
10 15 20 25 
-a- 2 threads - 1 .8 mm screvi.ed in 
_.,_ 4 threads - 3 .6 mm screvi.ed in 
30 35 40 
film to CCD Dista nee (inch) 
45 
Fig 3.5 Plot measuring the effect of lens to CCD distance on maximum achievable field of views. 
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To conclude, the largest field of view is obtained by having the longest film to CCD distance 
and the shortest lens to CCD distance. Conversely, the smallest field of view (hence the highest 
spatial resolution) is obtained by having the shortest possible film to CCD distance and the longest 
lens to CCD distance. Because of the need to digitize films with varying sizes, the zoom lens was 
selected. The need for high resolution images requires the use of small fields of view. 
Host System 
The computer used in the experiment is a Pentium II 300 MHz PC running Windows 95 with 
160 MB of memory. The computer is also used to control the microprocessor-based dimmer switch 
via the serial port. It also houses the PCI frame grabber that is used to digitize the video images from 
the CCD camera. The main control program is a dialog-based Windows application written in Visual 
C++ 5.0 utilizing the MFC (Microsoft Foundation Classes). 
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CHAPTER 4 IMPLEMENTATION 
Overview of Photodensitometry 
The range of film density on a piece of radio graph that can be captured during digitization 
depends critically on the dynamic range of the camera and on the illumination intensity of the 
lightbox. Typically, as the camera dynamic range increases, the amount of the 0-5 densities on a film 
captured in one exposure increases. As expected, the cost increases as demands on the specifications 
of the camera increases. Although in recent years the cost of the high end cameras with more than 1 
million pixels and 12-bit capability or more has decreased by a factor of 3-4, they are still 
considerably more expensive than 8 or 10-bit camera with resolution of under 1 million pixels. Given 
that industrial xray film densities from 0-5 represents 5 orders of magnitude of light intensity, this 
represent a considerable range. To effectively utilize low cost cameras, the intensity of the 
illumination source must be adjusted. At low illumination settings, lower density portion of the film 
will be captured while higher density portion of the film will register as part of the background in the 
image. At high illumination settings, higher density portion of the film will be captured while lower 
density portion of the film will saturate. 
Hence, from the above observation, one can see that the entire density range of a piece of film 
can be captured by varying the light illumination progressively from low to high at each of these light 
illumination settings. Doing so will yield multiple images representing the same film. These multiple 
images can then be combined into a larger composite image representing all the density information 
contained in the analog film being digitized. 
This concept can be illustrated by using the radio graph of a stepwedge spanning a wide range 
of densities with small steps in between. In fig 4.1, there are 4 gray scale images of a stepwedge 
radio graph digitized under 4 different illumination intensities of the lightbox, revealing different steps 
of the radiograph. It can be seen on these pictures that as the brightness of the lightbox is increased 
progressively from low to high, steps with densities from low to high are gradually revealed. 
These subimages can be then combined into a composite image representing all density 
information contained in the original radio graph. In subsequent sections of this chapter, the 
procedures for obtaining subimages and combining them into a composite image are described in 
detail. 
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LowDns High Dns 
Lightbox setting: 190 Lightbox setting: 170 
Lightbox setting: 100 Lightbox setting: 30 
Fig 4.1 Images digitized at varying lightbox intensities. As can be seen on these images, as the 
lightbox brightness changes from low to high, different features of the same radio graph are 
revealed. The lightbox brightness setting is programmed to have a range of 8-bit: 0-255, with 
0 being the brightest and 255 being the dimmest (same as OFF). 
Calibrating the System: Generating Calibration Curves 
Since we want not only to digitize an analog radiograph, but also to record its densities 
information, we need to establish a grayscale to density mapping. A standard calibration film strip is 
used for this purpose. Various commercial standard calibration film strips ( from DuPont NDT 
Systems, Nuclear Associates and etc.) are available for the purpose of calibrating optical density 
measurement equipment such as a densitometer. For this experiment, however, these commercial film 
strips do not provide fine enough density steps. Hence, a custom-made aluminum stepwedge with fine 
steps were machined and x-rayed (250 kV, lmA, 500sec) to obtain a calibration film strip with 30 
steps with density ranging from 1.53 to 4.35. The density step sizes range from 0.02 to 0.2. The 
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choice of material for the stepwedge is not important as long as the desired density range and density 
step sizes are produced by setting the appropriate exposure parameters when radiographing the 
stepwedge. The X-ray film is shoot at high keV (250) to produce a calibration stepwedge with smaller 
film density gradation since the goal is to obtain more calibration steps with smaller optical density 
difference to enable a smoother calibration curve than is possible with standard calibration film strip. 
Optical densities of all steps on the custom calibration film strip are then measured using a 
properly calibrated densitometer (Victoreen Digital X-Ray Densitometer II Model 07-424) and 
recorded. The calibration strip is then digitized with a 10-bit CCD (www.dvcco.com) camera at 
various illumination intensities so that all of the steps are adequately represented across the few 
subimages, shown in fig 4.1. The net result is that taken together, all of the density steps in the 
calibration strip are captured under these 4 illumination intensities of the lightbox. It should be 
pointed out that the technique of photodensitometry is applicable not only 8-bit analog camera but to 
other kinds of camera as well, such as 8-,10-,12-, 14- bit digital cameras. Cameras of all sizes and 
capabilities can be easily fitted to the low cost film scanner without any change in setup. Only a new 
set of calibration curves is required. As discussed in Chapter 2, this is the principal advantage of the 
area digitization scheme. 
For each digitized subimage, grayscale values of those steps that are "visible" - not those 
pixels that are not sufficiently illuminated (grayscale value of 0) and those pixels that are saturated 
(grayscale value of 1024) - are recorded and then plotted against the corresponding density values, 
which were measured earlier. This results in one grayscale-to-density lookup table for each lightbox 
intensity setting used. We now have 4 lookup tables corresponding to the four subimages shown on 
fig 4.1. 
Equations are then fitted to the 4 lookup tables. It was determined that an exponential fit most 
accurately represent the trend of the collected data. These equations (calibration curves) will then be 
used to convert grayscale values to densities. It should be noted that the curve fitting is only for 
smoothing purposes. The fitted curves give a fast mean to calculate interpolated values of density. 
Since the calibration curves are by no means exponential, they cannot be extrapolated. 
In fig 4.2, there are four calibration curves corresponding to the four subimages of the 
calibration strip shown on fig 4.1. Typically, between 4 to 8 curves will be plotted depending on the 
dynamic range of the CCD used. A CCD with a higher dynamic range will be able to capture a wider 
range of density information. Hence, fewer curves are needed to cover the 0-5 density range. On the 
other hand, if the CCD has a very limited dynamic range, more curves are needed. 
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The equations fitted for the four calibration curves shown on fig 4.2 will then be entered into 
the film digitization program and used as lookup table for converting grayscales to densities. 
To illustrate the point that having a CCD camera with high dynamic range will result in less 
calibration curves needed to cover the 0-5 densities and vice versa, calibration curves from 3 different 
cameras with different bit-depth are shown in fig 4.2, 4.3 and 4.4 respectively. The calibration curves 
for the 10-bit camera used throughout this experiment is presented in fig 4.2. As can be seen in fig 
4.2, the maximum optical density range that can be captured by this camera in a single scan is -1.9 
OD. The calibration curve generated from a 14-bit cooled CCD camera is shown in fig 4.3. The 14-bit 
CCD camera from Photometrics (Roper Scientific, Inc.) has a 5 l 2x512 frame scan CCD imager and 
has a very low noise floor (dark current noise) due to the cooling. The high optical density range (-3 
OD) obtained in a single scan is the result of using long integration time. The photometrics camera 
allows integration time from 1 msec up to infinity. The calibration curve shown on fig 4.3 was plotted 
from a calibration X-ray film strip imaged with an integration time of 5 min. Obviously, this 5 min 
integration time is impractical for normal film digitization. The calibration curves shown on fig 4.4 
was generated using an 8-bit analog camera outputting standard RS-1 70 video signal. The 8-bit RS-
170 video signal is generated by the same DVC camera that generates the 10-bit digital signal. As can 
be seen on fig 4.4, the maximum optical density range that can be captured in a single scan is -1.5 
OD. 
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Fig 4.2 A plot showing the four calibration curves generated from using the 10-bit DVC camera used 
throughout the experiment. 
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Fig 4.3 A plot showing the calibration curve capturing a high density range of close to 3 by using the 
14-bit cooled CCD camera from Photometrics. 
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Fig 4.4 A plot showing the four calibration curves generated from using the 8-bit RS-170 standard 
video signal, also generated from the DVC 10-bit digital camera. 
Digitizing Radiograph: Capturing Density Subimages 
Once the system is properly calibrated, grayscale subimages can be captured. The radiograph 
of an air-conditioner part is used as an example to show the various subimages. 
For this particular calibration setting, it was determined that the illumination intensities 
required to capture the 0-5 density of an x-ray film are the following: 170, 150, 100 and 30. The 
target (air-conditioner) radiograph is then digitized under these four lightbox settings. The four 
resultant grayscale subimages, shown on fig 4.5 are then converted to density subimages using the 
fitted calibration curves previously generated. These density subimages will then be assembled into a 
composite density image, the final output of the film digitization system. The composition of density 
subimages is described in the next section. 
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Fig 4.5 Images of an air-conditioner part. From top to bottom: density subimages (grayscale 
subimages) for lightbox intensities of 170, 150, 100 and 30 respectively. 
Composing Density Subimages: A Visual Overview 
This section illustrates visually the assembly of the density sub images into a composite 
density image. As described previously, each density subimage is responsible for mapping a section 
of the 0-5 density range. When composing density sub images into a composite density image, the 
goal is to be able to combine the density subranges mapped by these density subimages so that the 0-5 
density range of the original radio graph can be reconstructed and stored into a single composite 
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density image. Fig 4.6 shows a series of plots that illustrate the way each calibration curve, hence 
each subimage, is responsible for mapping a specific segment of the 0-5 density range of the final 
composite image. It also shows where transition points are set for each calibration curve. 
Let's discuss the case oflightbox intensity setting of 100, the calibration curve of which is 
shown on fig 4.6(b ). A target radiograph is digitized at light illumination intensity of 100. All pixels 
in the resultant grayscale subimage have grayscale values ranging from O to 1024 (10-bit). Through 
the calibration curve at lightbox setting 100, grayscale values are converted to density values. As a 
result, the grayscale subimage becomes a density subimage. The density subimage, in this case has 
minimum and maximum density values of approximately 2.2 and 4.2 respectively. However, as seen 
in fig 4.6(b), the density cutoff points set for curve 100 are 2.5 and 3.0 respectively. Therefore, 
although it covers the density range from 2.2 to 4.2, curve 100 is used for mapping the density region 
between 2.5 and 3.0. Similarly, cutoff points are set for all other calibration curves and used for 
mapping other regions in the 0-5 density range. 
In this way, various density regions from various curves are composed together and become a 
composite density image mapping the densities value from 0-5 and storing density information 
contained in the original radiograph. A composite image from all the density subimages is thus 
obtained. 
As seen on fig 4.6, data points at both ends of each curve are taken off and are not used for 
mapping grayscales to densities. The rationale for doing so is as followed: Grayscale values close to 
maximum indicate that the CCD element is either saturated or close to saturation. At the other end of 
the grayscale spectrum, an insufficient amount of photons reach the charge well of the CCD element. 
As a result the grayscale values and hence the converted density values may be distorted by CCD 
noise. Thus, only data points from the region of the curve with the highest dynamic range, which is 
the middle portion of a curve, are used for mapping. 
The issue of how many data points to be taken off is not very important as long as it is 
performed in a consistent manner. Truncating anywhere from 15 to 30% (from the total number of 
grayscales) of both ends of each curve is reasonable. The important thing, however, is that the 
extreme data points be taken off and that there be continuity in mapping the 0-5 density so that there 
is no gap in coverage. For example, if curve 2 goes from 2.0 to 2.5, then curve 3 must start from 2.5. 
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Fig 4.6 A visual illustration of how separate density sub images are mapped to produce a composite 
density image. 
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Composing Subimages: Describing the Algorithm 
A visual overview of how density subimages are mapped into a composite density image was 
presented in the previous section. This section discusses the algorithm for composing subimages. For 
illustrative purposes, 3 calibration curves are shown in fig 4. 7 with lightbox intensities of 100, 150 
and 170. They are labeled as curve 1, curve 2 and curve 3 respectively. These curves are responsible 
for converting the grayscale values in the subimages digitized at lightbox intensities of 100, 150 and 
170 to density values. 
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Fig 4. 7 A plot showing how cutoff points are chosen and how images are composed together. 
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The algorithm for composing density subimages starts from subimage 1 (mapped by curve 1) 
and then proceeds through all density subimages until every pixel in the x and y dimension of the 
final composite density image is assigned a density value. Consider the case for curve 2. As shown in 
fig 4.7, curve 2 maps the shaded density range between 2.0 and 2.5. So let pixeli(x,y) denotes a pixel 
in row x, column y of density subimage i, where i is an integer that represents the number of the 
density subimage. And let pixelt(x,y) denotes a pixel in row x, column y of the final composite 
density image. If pixelz(x,y) in density subimage 2 (mapped by curve 2) has a density value ofless 
than 2.0 or greater than 2.5, it will be discarded. Only those pixels whose values are between 2.0 and 
2.5 will be used. If pixeb(x,y) has a value ofless than 2.5, then density value for pixelt(x,y) in the 
final composite image will come from the curve(s) below curve 2, which in this case is curve 1. On 
the other hand, if pixeb(x,y) has a value of greater than 2.5, then density value for pixelt(x,y) in the 
final composite image will be selected from the curve(s) above curve 2, which in this case is curve 3. 
Of course, if pixeh(x,y) has a value of between 2.0 and 2.5, for instance 2.3, this value of 2.3 will be 
chosen as the density value of pixelt(x,y) in the final composite image. This process is repeated for all 
pixels - a total of X x Y - in all density subimages until every pixelt(x,y) in the final composite 
density image is assigned the appropriate density value. The resultant image will become the final 
composite density image that contains the 0-5 density information of the original analog radio graph. 
From the discussion above, it can be observed that density value for each pixel of the final 
composite density image comes from exactly one curve. Therefore, it is vitally important that there be 
no gap between cutoff points chosen for neighboring curves to ensure a smooth final density image. 
The Problem with Insufficient Number of Calibration Curves 
Fig 4.8 illustrates what happens when there is a gap between curves. As shown on fig 4.8, one 
can notice that there is gap between curve 2 and curve 3. In order to get reliable grayscale-to-density 
mapping, the calibration curves must be able to cover the entire density range from Oto 5. Otherwise, 
information between curve 2 and curve 3 will be lost in the final composite image. Hence, in this 
case, another curve is needed to cover the gap between curve 2 and curve 3. Note that the calibration 
plot in fig 4.8 is for 8-bit analog RS-170 camera. However, as explained in Chapter 2: technical 
overview, the technique of photodensitometry can be applied to all kinds of CCD camera. 
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Fig 4.8 Illustrating the Problem of Having a Gap in Density Coverage. 
Alternative Method of Composing Subimages 
In this section, we will explore an alternative approach to the sowing of density subimages. In 
fig 4.9, there are 3 calibration curves for lightbox intensities of 100, 150 and 170. They are labeled 
curve 1, curve 2 and curve 3 respectively. As pointed out by the 2 lines with arrows in fig 4.9, all 3 
curves overlapped and mapped to the range of between 2.3 and 3.2. In this case, we have a choice. 
We could assign the density value of Pixel1(x,y) to Pixelt{x,y). This is the approach taken in the first 
sewing method. But this approach would seem somewhat arbitrary since in this case, Pixeh(x,y) and 
Pixeh(x,y) would also contain the same density value. 
A better approach would be to utilize the density values from all three curves and average 
them. With this approach, one gains the added benefit of averaging down the noise associated with 
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each mapping curve. As noted in the section "Comparison of Cameras - Noise Characteristics" later 
in this chapter, due to the temporal shift of the lightbox intensity and the noise associated with the 
camera, the grayscale values and thus the density values have an error margin associated with them. 
By utilizing all 3 curves, one will be able to effectively average down the system noise. 
To further ilustrate the added benefit of this alternative approach in averaging down the 
system noise, final composite density images from the 2 methods are shown in fig 4.10. The first 
image, composed using the first method has a much more pronounced density shift between areas of 
the image that are mapped by separate density subimages. In the second image, the shift appears to be 
much less pronounced and the image has a much smoother appearance. It should be noted that the 
contrast of these images are stretched so that regions in the image where pixels from different density 
subimages are joined together are highlighted. 
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Fig 4.9 Alternate method of composing subimages. 
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Fig 4.10 The top image is generated by using the first method of compositon, while the second image 
is enerated by using the alternative method of composition. It can be seen that the second 
image has a less abrupt change in densities between boundaries in an image area where the 
pixels have density values originating from separate density subimages. 
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The Actual C Code 
In this section, the actual C code for sowing the density images together is presented. In this 
example, seven calibration curves are used. Therefore, six cutoff points need to be set. As seen in the 
C code presented in fig 4.11, cutoff points are conveniently set by simply entering them into the 
various if conditions. Hence, if desired, the cutoff points for the calibration curves could be 
manipulated to get optimum composition of density subimages. It should be noted that the C code 
presented here is for the first method of composition. The algorithm for the C code can be summed up 
as the following steps: 
1. Cutoff points were set for each individual calibration curve. Endpoint grayscale values were 
discarded (15-30%). 
Curve No CutOff Point 
Curve I 1.25 
Curve 2 1.5 
Curve 3 2.0 
Curve 4 2.5 
Curve 5 3.25 
Curve 6 3.75 
2. All gray scale images are then converted to density images according to the equations fitted to the 
calibration curves. 
3. All density images are then read into arrays. The arrays are named dens I, dens2, dens3 ... and 
etc. There will also be an array called densCombo that will be a place holder for the final 
composite density image. 
4. The individual density subimages are then composed together using the following C code where 
M and N are the row and column number. 
5. The composite image, the output of the C code, is shown on fig 4.11. 
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for(int i=O; i<(M x N); i++) 
{ 
} 
if( dens 1 [i] >= 1.25) II cutoff point for calibration curve 1 
{ 
} else { 
if(dens2[i] >= 1.5) II cutoff point for calibration curve 2 
{ 
} else { 
if(dens3[i] >= 2.0) II cutoff point for calibration curve 3 
{ 
} else { 
if( dens4[i] >= 2.5) II cutoff point for calibration curve 4 
{ 
} else { 
if(dens5[i] >= 3.25) II cutoff point for calibration curve 5 
{ 
} else { 
if(dens6[i] >= 3.75) II cutoff point for calibration 
II curve 6 
{ 
densCombo[i] = dens7[i]; 
} else { 
densCombo[i] = dens6[i]; 
} 
densCombo[i] = dens5[i]; 
} 
densCombo[i] = dens4[i]; 
} 
densCombo[i] = dens3[i]; 
} 
densCombo[i] = dens2[i]; 
} 
dens Combo [i] = dens 1 [ i]; 
} 
Fig 4.11 The C code for composing density subimages using the first method. 
We now have a composite density image comprises of the separate density sub images, 
shown on fig 4.5 of the air-conditioner part, which were digitized at various lightbox intensities. The 
final composite density image of the air-conditioner part, as shown on fig 4.12a, is a composite image 
with density ranging from 0-5, capturing the entire density range of the digitized analog air-
conditioner radiograph being digitized. For comparison purposes, the same air-conditioner radiograph 
digitized with the 14-bit cooled Photometrics CCD camera is shown on fig 4.12b. As can be seen in 
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these two images, the image quality of the composite 10-bit image is equal to or better than that 
obtained from the 14-bit cooled CCD camera which costs a lot more. 
By combining separate subimages digitized at different lightbox intensity settings, one could 
overcome the inherent dynamic range limitation of a low-cost CCD camera, which will usually only 
allow one to capture a density range of approximately 1 to 1.5. However, by varying the lightbox 
intensities, one can capture most of the density information that exists on the thousands of levels of 
shades captured in the silver halide grains on the film. By adding all this information together, a 
composite image that represents the information contained in the original piece of radio graph is 
obtained. 
Fig 4.12(a) The final composite density image of the air-conditioner radiograph digitized with thelO-
bit DVC camera. 
Fig 4.12(b) The air-conditioner radiograph digitized in a single scan by using 14-bit cooled 
Photometrics CCD camera. 
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We are now not limited by the dynamic range of a low-cost CCD camera. Although we are 
still limited by the sensitivity of the CCD. The sensitivity of the CCD is defined by it's ability to 
resolve subtle changes in density on a radiograph. However, this can be overcomed by increasing the 
gain and offset of the CCD. In fact, by combining these two techniques, we are capable of digitizing a 
piece of film with the level of wide dynamic range and sensitivity rivaling a 14-bit or 16-bit camera 
costing a lot more. Furthermore, as of the present, 14-bit CCD cameras are mostly nonstandard 
cameras. Therefore, by its design, because of low volume production, CCDs with 12-bit or higher 
resolution are expensive. However, with this technique, we can achieve the dynamic range and 
sensitivity that rival those cameras by using either a 10-bit digital camera or inexpensive industrial 
standard 8-bit camera outputting RS-170/NTSC signal. 
16-bit Viewer 
Once a radio graph is digitized and stored out as an image with a bit depth of more than 8 bit, 
we still need a mean to view the image. The issue here is that most computer monitors have only a bit 
depth of 8 bits. This means that they can only display 256 intensity levels. In medical applications, 
10-bit monitors are used, which allow up to 1024 level of intensities to be displayed simultaneously. 
Further, there is considerable debate as to how many gray scale levels the human eye can detect. 
Numbers in the literature range from 20 to 80. So the present 256 gray scale level monitors are 
probably adequate. 
The final composite image produced by the low-cost image digitization system has a density 
range from O to 5. The 10-bit camera used in this experiment has a sensitivity of approximately 1000 
gray scales covering a density range of approximately 1.5. Therefore, on a density range from Oto 5, 
there are approximately 3300 discrete density steps contained in the final composite image. To put it 
in another way, each pixel of the composite image has 3300 possible values, which roughly 
corresponds to a 12-bit value. 
Clearly, the 256 intensity levels available on a monitor is insufficient for mapping the 3300 
density steps contained in a composite image. Without the ability to flexibly choose the mapping of 
densities data from Oto 5 (with thousands of levels in between) to the monitor's 256 intensity levels, 
we will have to settle for absolute scaling. However, this defeats the purpose of using our technique in 
the first place, whose objective is to increase the number of density levels captured. Consequently, in 
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order to overcome the limit of the computer display, a 16-bit image viewer was designed. Fig 4.13 
provides a screen shot of the viewer. 
By mapping 3300 to 256 - roughly 13 density steps are mapped to 1 intensity level of the 
monitor - information will be lost. However, by shrinking the density range mapped to the 256 
monitor intensities, more information will be displayed. For instance, if a density range of 1 (say 
between 2 to 3) is mapped to the 256 monitor intensities, roughly 3 density steps will be mapped to 1 
monitor intensity level. By further shrinking the density range mapped to the 256 monitor intensities, 
a 1 to 1 mapping will be achieved. In this case, density information in the specified range will be fully 
revealed by the monitor. This will be the same as viewing an 8-bit image on an 8-bit monitor, with 
each gray scale represented by 1 intensity level of the monitor. 
To push this concept further, by shrinking the density range mapped to the 256 monitor 
intensities even more, less than 256 steps will be mapped to 256 monitor intensities. In this case, 
differences between density steps will become more apparent to the eyes. Essentially, this mean that 
the constrast between density steps are enhanced. This idea -- the notion that as the number of density 
steps being mapped to the 256 monitor intensities reduces, the contrast between density steps will 
increase -- is illustrated with a series of screen shots. 
This same concept can be extended to the display of film density information. If the density 
values from O to 5 are mapped to the 256 monitor intensities, then many steps will be mapped to 1 
monitor intensity level and thus subtle variations will be buried by the inability of the monitor to 
reveal minute differences. However, if it is known a priori or through various image manipulations 
that a known or suspected flaw lies in the area between 2.0 to 2.3, then these 0.3 levels of density will 
be mapped to 256, thus greatly increasing the constrast of the density steps that lie between 2.0 to 2.3. 
In this mapping, anything below 2.0 will be set to intensity level O while anything above 2.3 will be 
set to intensity level 256. The user will then be able to see the flaw in the greatest detail possible. 
With the above technique, any sub density range can be magnified by mapping that particular 
region to the 256 intensity levels of the monitor. By simply choosing the lower and upper bound of 
the desired density range, a "window" is provided to view detailed information in that range.And by 
sweeping this window through the entire dyamic density range, users would be able to pick up small 
flaws hiding in the original radiograph. In this window, contrast levels between density steps are 
"stretched" and greatly enchanced for further analysis. 
40 
It should also be noted that the above technique of mapping subsets of data to the monitor 
display can be applied not only to integer data but also to 32-bit floating point data or more such as 
those produced by a CT (Computed Tomography) system. 
Fig 4.13(a) In this screen shot, 40 gray scales are mapped to the 256 monitor intensity levels. 
Therefore, each gray scale is separated by 6 (256/40 = 6.4) intensity levels and as such 
the contrast between each gray scale is less well-defined. 
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Fig 4.13(b) In this screen shot, only 10 gray scales are mapped to the 256 monitor intensity levels 
with each gray scale separated by 26 (256/10 = 25.6) monitor intensity levels. As a result, 
contrast between each gray scale improves greatly from the previous screen shot. 
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Fig 4.13(c) In this screen shot only 6 gray scales are mapped to the 256 monitor intensity levels. And 
since only 6 discrete values are mapped to 256, the contrast between each gray scale is 
much higher than the previous two screen shots. 
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Fig 4.13(d) Just as in Fig. 4.l(c), only 6 gray scales are mapped to the 256 monitor intensity levels 
except that in this case a different subset of grayscale values are displayed. By selecting 
different Min and Max values, different subsets of gray scale values will be mapped to 
256 and then displayed thus providing a sliding window that will maximize contrast for 
subsets of gray scale information contained in the original image. 
44 
To conclude, by using a 16-bit viewer, the combined image shows that a full range of 
information can be extracted from one image. Image processing can then be done on the newly 
created image, which contains the radiographic information in a larger dynamic range of density 
values. Image processing can then be done on the newly created image, which contains the 
radiographic information in a much larger dynamic range of density values. This potentially leads to a 
reduction in cost, because it reduces the number of film exposures necessary to inspect the part. 
Comparison of Cameras - Noise Characteristics 
To study in detail the differences in noise characteristics between 8-bit analog and 10-bit 
digital video, a radiograph with uniform background was digitized in both the analog and digital 
mode. Multiple video frames of the radio graph were acquired and then averaged to evaluate the effect 
that frame averaging has on the noise distribution of a digitized image. Frame averaging will average 
out the random noise contained in an image. The radiograph is digitized at 1, 2, 4, 6, 8, 10, 15, 20, 25, 
30, 40, 50, 60 frames and then averaged in both analog and digital mode. 1-D slices are then taken on 
each of these images on the same line. Pixels along the slice are then averaged to obtain mean and 
standard deviation. The noise, expressed as the standard deviation divided by the mean, is then 
calculated for both the analog and digital images so that the two sets of images can be properly 
studied and compared. Results are plotted on Fig 4.14. 
Five sets of data were plotted on Fig 4.14. Three sets are taken in 10-bit digital video mode 
while the other two sets are taken in 8-bit analog video mode. All five sets of data were taken at 
different times while holding all other variables constant. As can be noted from the plot, frame 
averaging has the effect of reducing video noise, and thus standard deviation. This reduction, in the 
case of the analog video, occurs up to 8 frames. While in digital mode, frame averaging has an effect 
only up to 4 frames. More importantly, once the effect of frame averaging has already set in, the 
differences in standard deviations caused by the temporal shift among the three sets of digital video 
data are as large as the variations in standard deviations between the 8-bit analog and 10-bit digital 
video data. 
Although the variations between the standard deviations of 8-bit analog and 10-bit digital 
video are quite small, the actual perceived differences between them are much more striking to the 
eyes. For instance, when looking at a real-time 30 frames per second (fps) video of a stationary object 
acquired in 10-bit digital mode, one can notice that it is the same as viewing a still image. Artifacts 
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such as screen flickers, specks or moving pixels are simply nonexistent. However, all these unwanted 
artifacts show up on the video of the same still object when acquired in 8-bit analog mode. 
It can also be noted from Fig 4.14 that at 1 fps without frame averaging, the 8-bit analog 
video has a much larger standard deviation than the 10-bit digital video. Therefore, it can be 
concluded that the 10-bit digital video is inherently much cleaner than the 8-bit analog video. 
Additionally, since the 10-bit digital video is inherently much cleaner, it is less amenable to the effect 
of frame averaging. 
Furthermore, the 8-bit analog video data is transmitted by a coaxial cable. The signal is 
therefore affected by variables such as the cable length, the 60Hz electric noise as well as crosstalk 
from nearby cables. A digital signal, carried over the DB25 cable, is however, free of all these 
concerns, and thus enable us to better isolate and study other variables that affect the performance of 
the digitization system. Such variables include lightbox intensity, spectral response of the CCD, 
camera lens aperture, camera gain and black level adjustment, frame grabber gain and offset, and the 
amount of ambient light. 
To conclude, the availability of 10-bit digital video provides for a much better platform for 
the study of the effects of various other variables on the performance of the low-cost film digitization 
system. 
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Noise Comparisons between 10-bit Digital and 8-bit Analog Data 
0 .040 ~---------------.-------------------. 
0.035 
'2 «s 
~ 0 .030 -> 
G) 
C 
"C 0.025 -~ -C 
G) 




-- Frames vs Percent 1st Run - Digital 
-- Frames vs Percent 2nd Run - Digital 
- Frames vs Percent 3rd Run - Digital 
--+- Frames vs Percent 1st Run -Analog 
--- Frames vs Percent 2nd Run - Analog 
• • • • "---...... ..... ..-,-------·--·--------i---------
0.010 -'----~---~---~---~---~---~---~---
0 10 20 30 
Frames 
40 50 60 70 
Fig 4.14 Noise characteristics differences between 8-bit analog video data and 10-bit digital video 
data. Five sets of data taken at different time are plotted here. 
Overview of the Main Application 
The main application provides control for viewing live video images as well as saved images. 
It also provides a density windowing function via the three scrollbars at the bottom for stretching the 
contrast of images. This will allow the display of subsections of density range of interest. The details 
on how density windowing works has already been discussed above in the section "16-bit Viewer". 
Fig 4.15 shows a screen shot for the Main Application. 
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Fig 4.15 Screen Shot for the Main Application. 
At the top right comer of the main application, control is provided to allow user to set the 
number of frames to be integrated when performing actual scanning. Below that is a set of buttons for 
video camera operations. Below the camera control group is a set of buttons for scan and file 
operations. The "Load Image" button will allow saved images to be loaded to the display window and 
density windowing can then be performed on the loaded image. Finally, located at the lower right 
comer of the main application is the "Perform Calibration" button for invoking the calibration dialog. 
Below that is the "Exit Application" button for exiting the application. 
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Overview of Calibration Dialog 
Multiple screenshots of the calibration dialog are shown in fig 4.16-18. In the File Operations 
section on the lower left hand comer of the calibration dialog, calibration curves at various lamp 
intensities can be added or deleted from a calibration session file. The plotting section in the lower 
middle part will allow for selected calibration curves to be plotted. By highlighting a calibration curve 
in the File Operations section, its calibration steps and the associated GS-to-Density mapping 
information will be displayed in the Calibration Stepwedge Data section at the lower right section. 
The lamp intensity and camera control sections on the right side of the calibration dialog allows for 
control of the Lamp brightness and camera operations respectively. 
By drawing a rectangle in the center of a clearly defined calibration step, grayscale value of 
the step will be transferred to the listbox in the Calibration Stepwedge Data section. On the top right 
comer is the ROI section which will provide information on the region enclosed by the drawn 
rectangle. Information provided include Coordinates, Mean and standard deviation of the density 
values of the pixels inside the drawn rectangle. 
As shown in fig 4.16-18, a calibration film strip is placed under the CCD camera. The 
densities of the calibration steps in the film strip increases from left to right. As illustrated in fig 4.16 
to 4.18, different range of calibration steps become clearly visible and well defined as the lamp 
intensity is increased from low to high (180,160,150). In each of the lamp intensity settings, grayscale 
values of the steps that are clearly defined are recorded by drawing a rectangle in the center of each 
step. 
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Fig 4.16 Calibration Dialog with the Lightbox lamp intensity set at 180. 
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Fig 4.17 Calibration Dialog with the Lightbox lamp intensity set at 160. 
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Fig 4.18 Calibration Dialog with the Lightbox lamp intensity set at 150. 
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Design Goals and Features of the Calibration Dialog 
The calibration dialog facilitates the ease of calibration of the system and quality control 
check of the film digitization system. 
Spotting Gap in Density Coverage 
As pointed out in the section titled, "The Problem with Insufficient Number of Calibration 
Curves" in this chapter, additional calibration curve will be needed if there is a gap in the coverage of 
the 0-5 densities by the existing curves. As a result, efforts were made to develop software 
(Calibration Dialog) for speeding up and automating much of the task of performing calibration on 
the system. The Calibration Dialog allows users to quickly home in on the correct brightness settings 
to find the appropriate curves to cover the entire density range. This is achieved by plotting 
calibration curves on the Calibration Dialog. By simply looking at the calibration plot, the user could 
quickly find out if the entire density range of 0-5 was adequately covered. 
Features for Saving Settings 
Features were added to streamline the task of calibrating the system. Specifically, the 
software will save settings of a calibration session to a file so that data for calibration settings could 
be referenced later. 
Quality Control and Long Term Stability Tests 
To check the stability of the lightbox over time, the saved calibration session data can be 
loaded and compared to data from a new session and see if there are differences in grayscale at the 
same lamp intensity for a particular step in the calibrated stepwedge radiograph. With the ability to 
save calibration session data, further studies of the working characteristics of the lightbox can be 
performed. For example, the temporal shift of the lamp intensity over a few hours of continuous 
operation can be measured. The stability and light output of a set of lightbulbs can also be measured 
over its entired duty cycle to determine when lightbulbs need to be replaced. 
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Key Features of the Calibration Dialog 
A rectangular region of interest (ROI) can be drawn on a "freeze" image. Statistics and 
coordinates of the group of pixels enclosed by the drawn rectangular box will be displayed in the 
calibration dialog in real time. By clicking on the "Add Step" button in the Calibration Stepwedge 
Data section, the grayscale value (mean) of the drawn ROI will be transferred to the Calibration 
Stepwedge Data listbox into the entry with the corresponding pre-measured density value of the step. 
Further, once grayscales of all steps under a particular lamp intensity setting have been obtained and 
filled in to the Calibration Stepwedge Data listbox with their corresponding optical density values, the 
characteristic transfer curve for that particular lamp intensity could then be plotted on the plotting 
section. 
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CHAPTER 5 RESULTS 
The system was used to digitize some sample radiographs. In Fig. 5.1, radiograph of a 
graphite composite that was digitized is shown. In the radiograph, one can clearly see the cracks 
formed in the center of the composite. Fig. 5.2 shows the radiograph of a complex air-conditioner part 
with high contrast. As can be seen in the digitized image, various sections with high contrast 
variations are captured. Fig 5.3 shows the radiograph of a resolution gauge. From this radiograph, one 
can see the spatial resolution achievable with this system. It should be noted that the spatial resolution 
capability of the CCD is limited less by the CCD than by the optics. Finally, fig 5.4 shows an image 
of a crushed core honey comb. Although this image does not have a large contrast difference, one can 
clearly see the deformed honey comb in this image, a testament to the capability of this low-cost 
image acquisition system to resolve minute differences in contrast. 
Fig 5.1 Radiograph of a graphite composite, digitized using the low-cost photodensitometer. One can 
clearly see the cracks being formed in the center of the composite. 
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Fig 5.2 Radiograph of an air-conditioner part with high contrast. 
Fig 5.3 Radio graph of resolution gauge showing the sensitivity of the low-cost image acquisition 
system. 
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Fig 5.4 Radiograph of crushed core honey comb. As pointed out by the arrow, one can clearly see the 
deformed part of the honey comb. 
Illustrating the Capability of the System in Handling Low Contrast Images 
Fig 5.5 and 5.6 show the digitized radiographs of a very long piece of aluminum block. Fig 
5.5 was obtained by radiographing at 50kv, 3mA, 6min. while fig 5.6 shows an image obtained at 
160kv, 1 mA, 1 min. These images show the longitudinal cross-section of the part. 
One would expect the image radiographed at low voltage to have a much higher contrast 
resolution than the image radiographed at high voltage. However, at first glance both images look 
similar visually. However, upon closer inspection, one will find that fig 5.5 has a higher contrast 
resolution. The contrast of these images were compressed upon digitization because of the opaque 
image background in the original analog radiograph. The image display is such that the darkest 
(background) and the brightest pixels of a digitized image will be taken as two end points, and the 
256 grayscale values available for image display will be evenly spaced between these two end points 
(for more details, please refer to the section on windowing in Chap 4). Hence, contrast stretching has 
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to be performed in order to properly view the diagnostic information contained in these digitized 
radiographs. 
Fig 5.7 and 5.8 show the two images with contrast stretched. It is evident that the radiograph 
taken at low kv has a much higher contrast resolution than the radiograph taken at high kv. Horizontal 
slices are taken of fig 5.5 and fig 5.6 and are presented in fig 5.9 and fig 5.10. Fig 5.9 has higher 
contrast resolution (~d = 0.2) while fig 5.10 has contrast resolution half that. 
The ability to perform contrast stretching illustrates one of the major advantages of film 
digitization. Once an analog radiograph has been digitized into a digital copy, the image can be 
manipulated to allow the inspector to more easily view contrast information contained in the original 
radiograph that is otherwise hard to see with the naked eye and a lightbox. 
Fig 5.5 Image of a cross section of an aluminum block radiographed at 50kv, 3mA, 6min. 
Fig 5.6 Image of a cross section of an aluminum block radio graphed at 160kv, 1 mA, 1 min. 
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Fig 5.7 The same image as in fig 5.5 but with contrast stretched. 
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Fig 5.10 A horizontal slice showing the contrast resolution (~d of-0.1) of the image in fig 5.6. 
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ASTM E155 (VOL 1) Standards Images 
The images shown on fig 5.11-18 are part of the ASTM E155 (VOL 1) Standards. Prepared 
by ASTM Committee E-7 on Nondestructive Testing, the ASTM E 155 Standards are reference 
radiographs for the inspection of aluminum and magnesium castings. 
The eight images shown are aluminium castings with eight levels of shrinkage cavity. The 
dimension of the castings is 2 by 2 inches and the thickness is 1/4 inch. The purpose of these images 
is to use them as reference radiographs for accept/reject criteria in determining the quality of castings. 
Fig. 5.11-18 show the grayscale images of the castings while fig. 5.19-26 show the images of these 
castings as surface plots. The surface plots are shown with the threshold of each image set 
individually so that only the flaws (shrinkage cavity) of the castings are displayed. 
In these eight images, only the pixels whose gray levels are above threshold are plotted. 
Hence, these eight images show only the 3 dimensional structure of the defects. The density scale in 
z-axis of all the images are scaled to 0.5 so that the size of the defects in these castings can be 
properly compared. One of the major benefits of film digitization is that it allows us to visualize the 
the location and distribution of the defects in 3 dimensions. By amplyfing the Z-axis in the surface 
plots, we can get a better idea of the volume and orientation as well as structure of defects in 
industrial parts such as castings. 
As can be seen in the surface plots of these castings (fig 5.19-5.26), they don't have the same 
background density. The difference in background densities of these images can be as much as 0.2 in 
density. There is also the issue of where to set the threshold point in density (ie. on the Z-axis of the 
surface plots) to determine which pixels on the image constitute the defect and which pixels constitute 
the background. 
Due to the fact that these images do not have the same background, trying to set one 
threshold value that would reveal the defects of all eight images does not make sense. Similarly, it 
would not make sense to pick a particular density value as the background for all eight images. 
Hence, the background and threshold for defects of each image are set individually. The volumes of 
the defects in the eight levels of castings are plotted in fig 5.28. Error bars are included in the plot to 
demonstrate the effect of setting the threshold for defects at ±0.01 in density. However, it can be seen 
in fig 5.28 that even with the error bars figured in, the volume of the casting defects don't display a 
definite trend of monotonic increase. 
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Fig 5.11 Casting defect level 1. Fig 5.12 Casting defect level 2. 
Fig 5.13 Casting defect level 3. Fig 5.14 Casting defect level 4. 
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Fig 5.15 Casting defect level 5. Fig 5.16 Casting defect level 6. 
Fig 5.17 Casting defect level 7. Fig 5.18 Casting defect level 8. 
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Fig 5.19 Surface plot of defect in casting defect level 1. 
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Fig 5.21 Surface plot of defect in casting defect level 3. 
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Fig 5.23 Surface plot of defect in casting defect level 5. 
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Fig 5.25 Surface plot of defect in casting defect level 7. 
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The volume of the defects in these images are determined as follows: The density value of 
pixels above threshold are subtracted by the background density to obtain the contrast (~D) of all 
pixels that are determined to be part of the defect. The ~D is then converted to thickness in Z-
dimension via the conversion curve shown in fig 5.27. The conversion curve is generated by running 
the X-ray simulation software XRSIM using appropriate parameters. 
Once the length in Z-axis of all pixels that constitutes the defect are obtained, they are 
multiplied by the area of the pixel which in this case is approximately lOOuXlOOu to obtain volume 
for each pixel. By adding all the volumes of the defect pixels, we obtain a good estimate of the 
volume of the casting defects. The volume of the defects in these castings are then plotted in fig 5.28. 
In addition to plotting the volumes, the area of the defects in these castings are also plotted. 
The total number of pixels above the threshold are divided by the total pixels in each digitized casting 
radio graph. By comparing the area of the defects in terms of percentages of each image, we obtain an 
idea of the relative size of the defects. The plot is shown in fig 5.29. Also, error bars are included in 
the plot to demonstrate the effect of setting the threshold for defects at ±0.01 in density. 
As shown in fig 5.29, the size of the defects in these castings in terms of area display the 
same trend as the volume of the defects. This further shows that the progression of the severity of the 
casting levels do not increase monotonically and is therefore inadequate for use as digital version of 
reference casting images. 
The above observations point to the difficulty of adopting existing analog reference film 
standards for use with digitized X-ray films. Some of the challenges lie in how one picks the 
threshold, set the background in the digital version of these reference images to determine the volume 
of the defects in these castings so that they can be used to judge the defect level of a digitized version 
of a casting. 
To conclude, extra considerations need to be taken into when setting standards for reference 
digital images that are used for judging the severity of defects of castings presented in digital form. 
Clearly, a new digital reference standard for castings is needed if we want to determine the severity of 
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Fig 5.27 The conversion curve for converting the ~D of defect pixels into thinkness in the Z-axis. 
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Fig 5.28 Shows the volumes of the defects of the castings. The up and down triangles are error bars 
that show the effects of changing the threshold for determining defects by ±0.01 in density. 
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Area of Casting Defect versus Defect Level 
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Fig 5.29 Shows the areas of the defects as a percentage of total pixels in each image. The up and 
down triangles are error bars that show the effects of changing the threshold for 
determining defects by ±0.01 in density. 
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CHAPTER 6 CONCLUSION AND FUTURE IMPROVEMENT 
Conclusions 
In this thesis, a low-cost film digitization system has been demonstrated utilizing a low-cost 
CCD camera is described. We can design the image-acquisition system with performance that rivals 
those costing a lot more. The sensitivity of this system falls within those specified by the ASTM 
standards. Using the low-cost film digitization system to digitize various sample radiographs also 
show that this system is able to pick up some of the minute variations in densities (0.01-0.02) that are 
not easily detectable by the naked eyes. The 16-bit image viewer developed also allows for the 
enhancement of contrast of a low-contrast image as demonstrated in the section "Illustrating the 
capability of the system in handling low contrast images" in Chapter 5. 
In chapter 5, we also demonstrated the difficulty in using analog reference radiographs in the 
digital domain. We also demonstrated what the relevant issues are. Along with the issue of migration 
of the archives of digitized radiographs to new computing platforms, ifwe are to make the 
digitization of radio graphs viable, we need to have a set of digital standards radio graphs that can be 
used as a reference for judging the severity of defects in digitized radiographs. 
The interface of the image-acquisition system has been ported to Windows 95/98 and 
significant extensions have been added. It is now Windows 95 compliant and is considerably more 
robust. Further, software aids were designed to speed up the calibration process. 
Various factors and critical issues that affect the performance of the film digitization system 
have also been investigated. Among these factors are CCD noise characteristics, lens-to-CCD 
distance, effects of ambient light and stability of the lightbox intensity. 
Most important of all, custom-designed calibration stips tailored for this image-acquistion 
system setup were developed to enable a much more accurate calibration to be done on the system so 
that the image acquisition system performs much more accurately. 
Future Improvements 
Although this system can capably handle the film digitization needs of most small volume 
jobs, further improvements can be made. The sensitivity of the system can be improved by 
manipulating the gain and offset controls of both the CCD camera and the frame grabber. Some of the 
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tasks of calibrating and using the system can be further automated to make the system easier to use. 
The use of higher quality camera such as 14, or 16-bit cooled CCD can also be investigated. This will 
allow one to find out how the reduction in camera noise enabled by cooled CCD will enhance the 
sensitivity of the overall system. The existing lightbox could also be replaced with one that could 
reach a higher optical density level (up to five). Further, to improve the stability and reproducibility 
of lightbox brightness, a feedback loop using a light meter to get precise measurements of lightbox 
brightness can be incorporated into the system. 
One more item that affects the performance of the system is the spectral response of the CCD 
chip. Ideally, one should match the color temperature of the lightbulb (lightbox design) chosen to 
match the spectral response of the CCD. Finally, the integration mode feature of the 10-bit DVC 
camera should also be investigated. 
To a large extent, the accuracy (contrast sensitivity) of the system is limited by the accuracy 
and repeatability of the lightbox control module. Regardless of how good the optics and light 
insulation (ie. no ambient light and stray light) and calibration are, we are still utimately limited by 
the repeatability, stability, accuracy and uniformity of the lightbox brightness. However, in order to 
improve any of these aspects of the system, one needs to reengineer a significant part of the lightbox 
brightness control module. Furthermore, the lighting characteristics of various kinds of lightbox 
design (such as newer design using halogen lamp, LED and solid state array) should also be 
investigated to determine the ideal kind of lightbox for this design. Needless to say, cost consideration 
will come into play. The higher quality and the more sophisticated the lightbox setup gets, the more 
expensive it becomes. 
One of the effective ways of compensating for the less than accurate nature of the lightbox 
brightness control module is to have a light sensor to measure the brightness of the lightbox and then 
compensate for any fluctuations due to electric line noise and lightbulb fading and temporal shift by 
adjusting the lightbulb brightness accordingly to get the desired light brightness. The use of this 
feedback loop is an easier alternative to address the problem rather than redesigning the lightbox 
control module. 
As discussed in the technical overview in chapter 2, three major types of film digitizer design, 
namely, point scan (laser-scanner), line scan (linear CCD-based film scanner) and area scan (such as 
the one discussed here) are available. It should be noted that the design of this system is identical to a 
film scanner utilizing area scan imager. It has all the advantages associated with an area scan film 
digitizer. It has no moving parts during operation and it can use imagers of various aspect ratios and 
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pixel count, thus taking advantage of the rapidly improving price/performance ratio of CCDs as well 
as other new imager designs on the horizon. The only item unique to this film scanner design is the 
requirement of a lightbox control module to vary the intensity of the lamp in the lightbox and the 
need to take multiple scans at varying light intensities. Finally, custom software is needed to perform 
calibration and to compose the multiple images together. 
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