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1 Introduction
A triple (A;R,S) consisting of an associative unitary algebra A over a field k
and two k-linear operators R,S : A → A is called a Rota-Baxter system if, for
any a, b ∈ A,
R(a)R(b) = R(R(a)b+ aS(b)), S(a)S(b) = S(R(a)b+ aS(b)).
Rota-Baxter system was introduced by Brzezin´ski in a recent paper [10], which
can be viewed as an extension of the Rota-Baxter algebra of weight 0.
An associative unitary algebra A together with a k-linear operator P : A→
A is called a Rota-Baxter algebra of weight λ, if
P (x)P (y) = P (P (x)y) + P (xP (y)) + λP (xy), x, y ∈ A.
∗Supported by the NNSF of China (no. 11571121), the NSF of Guangdong Province
(no. 2017A030313002) and the Science and Technology Program of Guangzhou (no.
201707010137).
†Corresponding author.
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Here λ is a fixed element in the field k.
Baxter [3] firstly studied the Rota-Baxter algebras. Some combinatoric prop-
erties of Rota-Baxter algebras were studied by Rota [25] and Cartier [13]. The
constructions of free Rota-Baxter associative algebras on both commutative
and noncommutative cases were given by using different methods, for exam-
ple, [7, 13, 16, 17, 19–21,25].
Gro¨bner bases and Gro¨bner-Shirshov bases were invented independently by
Shirshov for ideals of free Lie algebras [26] and implicitly free associative algebras
[26] (see also [4,5]), by Hironaka [23] for ideals of the power series algebras (both
formal and convergent), and by Buchberger [11] for ideals of the polynomial
algebras. Gro¨bner bases and Gro¨bner-Shirshov bases theories have been proved
to be very useful in different branches of mathematics. See, for example, the
books [2,9,12], the papers [4,5], and the surveys [6,8]. In fact, Gro¨bner-Shirshov
bases theory is a useful tool for constructing free objects for many algebra
varieties. We will apply Gro¨bner-Shirshov bases method to construct free Rota-
Baxter system generated by a set.
The Hopf algebra originated from the study of topology and has widely ap-
plications on mathematics and physics. See for instance [1, 14]. Many classical
Hopf algebras are build from free objects on various context, which include the
free associative algebra and the enveloping algebra of Lie algebras. Recently,
there are some Hopf algebra structures on other free objects, such as the dendri-
form algebras [24] and Rota-Baxter algebras [15, 18, 27]. Inspired by the ideas
of the above papers, we will establish a left counital Hopf algebra structure on
the free object of Rota-Baxter system.
The paper is organized as follows. In Section 2, we give a Gro¨bner-Shirshov
basis of a free Rota-Baxter system and then a linear basis of such algebra is
obtained by Composition-Diamond lemma for associative Ω-algebras. In Section
3, by using the construction of free Rota-Baxter system obtained in Section 2,
we give a left counital Hopf algebra structure on a free Rota-Baxter system.
2 Free Rota-Baxter systems
2.1 Gro¨bner-Shirshov bases for associative Ω-algebras
In this subsection, we review Gro¨bner-Shirshov bases theory for associative uni-
tary Ω-algebras. For more details, see for instance, [7, 22].
Let
Ω =
∞⋃
m=1
Ωm,
where Ωm is a set of m-ary operators for any m ≥ 1. For any set Y , let
Ω(Y ) =
∞⋃
m=1
{
ω(m)(y1, y2, · · · , ym)|yi ∈ Y, 1 ≤ i ≤ m,ω
(m) ∈ Ωm
}
.
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Let X be a set. Define 〈Ω;X〉0 = X
∗, where X∗ is the free monoid with the
unit 1 on the set X . Assume that we have defined 〈Ω;X〉n−1. Define
〈Ω;X〉n = (X ∪ Ω(〈Ω;X〉n−1))
∗.
Then it is easy to see that 〈Ω;X〉n ⊆ 〈Ω;X〉n+1 for any n ≥ 0. Set
〈Ω;X〉 =
∞⋃
n=0
〈Ω;X〉n.
If u ∈ 〈Ω;X〉, then u is said to be an Ω-word on the set X . For any
u ∈ X ∪ Ω(〈Ω;X〉), u is called prime. Therefore, for any u ∈ 〈Ω;X〉, u can be
uniquely expressed in the canonical form
u = u1u2 · · ·un, n ≥ 0,
where each ui is prime. The breath of u, denoted by bre(u), is defined to be the
number n. By the depth of u, denoted by dep(u), we mean dep(u) = min{n|u ∈
〈Ω;X〉n}.
An associative unitary Ω-algebra over a field k is an associative unitary k-
algebra A with a set of multilinear operators Ω, where Ω =
⋃∞
m=1Ωm and each
Ωm is a set of m-ary multilinear operators on A.
Let k〈Ω;X〉 be the linear space spanned by 〈Ω;X〉 over the field k. Then
k〈Ω;X〉 is a free associative unitary Ω-algebra on X .
Let ⋆ /∈ X . By a ⋆-Ω-word on X we mean any expression in 〈Ω;X ∪ {⋆}〉
with only one occurrence of ⋆. Let 〈Ω;X〉⋆ denote the set of all ⋆-Ω-words on
X . If π is a ⋆-Ω-word and s ∈ k〈Ω;X〉, then we call π|s := π|⋆ 7→s an s-Ω-word.
Now, we assume that 〈Ω;X〉 is equipped with a monomial order >. This
means that > is a well order on 〈Ω;X〉 such that for any v, w ∈ 〈Ω;X〉 and
π ∈ 〈Ω;X〉⋆, if w > v, then π|w > π|v.
For any f ∈ k〈Ω;X〉, let f¯ be the leading Ω-word of f with respect to the
order >. If the coefficient of f¯ is 1, then we call that f is monic. We also call a
set S ⊆ k〈Ω;X〉 monic if each s ∈ S is monic.
Let f, g ∈ k〈Ω;X〉 be monic. Then we define two kinds of compositions.
(I) If w = f¯a = bg¯ for some a, b ∈ 〈Ω;X〉 such that bre(w)<bre(f¯)+bre(g¯),
then we call (f, g)w = fa − bg the intersection composition of f and g
with respect to the ambiguity w.
(II) If w = f¯ = π|
g¯
for some π ∈ 〈Ω;X〉⋆, then we call (f, g)w = f − π|g the
inclusion composition of f and g with respect to the ambiguity w.
If f¯ = π|
g¯
, then the transformation f 7→ f − απ|
g
is called the Elimination
of the Leading Word (ELW) of f by g, where g is monic and α is the coefficient
of f¯ .
Let S ⊆ k〈Ω;X〉 be monic. The composition (f, g)w is called trivial modulo
(S, w) if
(f, g)w =
∑
αiπi|si ,
3
where each αi ∈ k, πi ∈ 〈Ω;X〉
⋆, si ∈ S and πi|si < w. If this is the case, we
write
(f, g)w ≡ 0 mod(S, w).
In general, for any p and q, p ≡ q mod(S, w) means that p− q =
∑
αiπi|si ,
where each αi ∈ k, πi ∈ 〈Ω;X〉
⋆, si ∈ S and πi|si < w.
A monic set S is called a Gro¨bner-Shirshov basis in k〈Ω;X〉 if any composi-
tion (f, g)w of f, g ∈ S is trivial modulo (S, w).
In fact, the proof of Composition-Diamond lemma for associative unitary
Ω-algebras is the same as the one for nonunitary Ω-algebras in [7]. See also [22].
Theorem 2.1 ( [7], Composition-Diamond lemma for associative unitary Ω-
algebras) Let S ⊆ k〈Ω;X〉 be monic, > a monomial order on 〈Ω;X〉 and
Id(S) the Ω-ideal of k〈Ω;X〉 generated by S. Then the following statements are
equivalent:
(i) The set S is a Gro¨bner-Shirshov basis in k〈Ω;X〉.
(ii) If f ∈ Id(S), then f¯ = π|s for some π ∈ 〈Ω;X〉
⋆ and s ∈ S.
(iii) The set Irr(S) = {w ∈ 〈Ω;X〉|w 6= π|s, π ∈ 〈Ω;X〉
⋆, s ∈ S} is a k-linear
basis of k〈Ω;X |S〉 := k〈Ω;X〉/Id(S).
2.2 Free Rota-Baxter systems
In this subsection, we give a Gro¨bner-Shirshov basis of a free Rota-Baxter sys-
tem on a set and then a linear basis of such an algebra is obtained by the
Composition-Diamond lemma for associative unitary Ω-algebras.
Let X be a well-ordered set and Ω = {R,S}, where both R and S are 1-
array operators. Assume that R > S. If u ∈ 〈{R,S}, X〉, then we define deg(u)
to be the number of all occurrences of all x ∈ X and ω ∈ Ω. For example, if
w = x1x2R(R(x1)S(x2)), where x1, x2 ∈ X , then deg(u) = 7.
If u = u1u2 · · ·un ∈ 〈{R,S};X〉, n ≥ 1, where each ui is prime, then we let
wt(u) = (deg(u), bre(u), u1, u2, · · · , un).
Define the Deg-lex order >
Dl
on 〈{R,S};X〉 as follows. For any u = u1u2 · · ·un,
v = v1v2 · · · vm ∈ 〈{R,S};X〉, where ui, vj are prime, define
u >
Dl
v if wt(u) > wt(v) lexicographically,
where ui > vi if deg(ui)>deg(vi) or deg(ui)=deg(vi) such that one of the fol-
lowing conditions holds:
(a) ui, vi ∈ X and ui > vi;
(b) ui = R(1) or ui = S(1) and vi ∈ X ;
(c) ui = ω(u
′
i), vi = θ(v
′
i), ω, θ ∈ {R,S} and
(ω, u′i) > (θ, v
′
i) lexicographically.
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It is easy to see that >
Dl
is a monomial order on 〈{R,S};X〉.
Let k〈{R,S}, X〉 be the free associative unitary {R,S}-algebra generated by
the set X .
Theorem 2.2 With the order >
Dl
on 〈{R,S};X〉, the set
S =
{
R(u)R(v)−R(R(u)v)−R(uS(v))
S(u)S(v)− S(R(u)v)− S(uS(v))
∣∣∣∣u, v ∈ 〈{R,S}, X〉
}
is a Gro¨bner-Shirshov basis in k〈{R,S}, X〉.
Proof. Let
f(u, v) = R(u)R(v)−R(R(u)v)−R(uS(v)),
h(u, v) = S(u)S(v)− S(R(u)v)− S(uS(v)),
where u, v ∈ 〈{R,S}, X〉. All the possible compositions of {R,S}-polynomials
in S are listed as below:
(f(u, v), f(v, w))w1 , w1 = R(u)R(v)R(w),
(f(π|
R(u)R(v)
, w), f(u, v))w2 , w2 = R(π|R(u)R(v) )R(w),
f(u, π|
R(v)R(w)
), f(v, w))w3 , w3 = R(u)R(π|R(v)R(w) ),
(f(π|
S(u)S(v)
, w), h(u, v))w4 , w4 = R(π|S(u)S(v) )R(w),
(f(u, π|
S(v)S(w)
), h(v, w))w5 , w5 = R(u)R(π|S(v)S(w)),
(h(u, v), h(v, w))w6 , w6 = S(u)S(v)S(w),
(h(π|
S(u)S(v)
, w), h(u, v))w7 , w7 = S(π|S(u)S(v))S(w),
(h(u, π|
S(v)S(w)
), h(v, w))w8 , w8 = S(u)S(π|S(v)S(w)),
(h(π|
R(u)R(v)
, w), f(u, v))w9 , w9 = S(π|R(u)R(v) )S(w),
(h(u, π|
R(v)R(w)
), f(v, w))w
10
, w
10
= S(u)S(π|
R(v)R(w)
).
We check that all the compositions are trivial. Here, we just check one as an
example.
(f(u, v), f(v, w))w1
= f(u, v)R(w)−R(u)f(v, w)
= −(R(R(u)v) +R(uS(v)))R(w) +R(u)(R(R(v)w) +R(vS(w)))
≡ −R(R(R(u)v)w)− R(R(u)vS(w))−R(R(uS(v))w) −R(uS(v)S(w))
+R(R(u)R(v)w) + R(uS(R(v)w)) +R(R(u)vS(w)) +R(uS(vS(w)))
≡ −R(R(R(u)v)w)− R(R(uS(v))w)−R(uS(R(v)w)) −R(uS(vS(w)))
+R(uS(R(v)w)) +R(uS(vS(w))) +R(R(R(u)v)w) +R(R(uS(v))w)
≡ 0 mod(S, w1).
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Note that RS(X) = k〈{R,S}, X |S〉 is a free Rota-Baxter system on the set
X , where
S =
{
R(u)R(v)−R(R(u)v)−R(uS(v))
S(u)S(v)− S(R(u)v)− S(uS(v))
∣∣∣∣ u, v ∈ 〈{R,S}, X〉
}
.
Let
Φ∞(X) =
{
w ∈ 〈{R,S};X〉
∣∣∣∣ w 6= π|Q(u)Q(v) , π ∈ 〈{R,S}, X〉⋆,Q ∈ {R,S}, u, v ∈ 〈{R,S};X〉
}
.
The elements of Φ∞(X) are called Rota-Baxter system words.
Theorem 2.3 The set Irr(S) = Φ∞(X) is a linear basis of the free Rota-Baxter
system RS(X).
Proof. By Theorems 2.1 and 2.2, we can obtain the result. 
By using ELWs, we have the following algorithm, which is an algorithm to
compute the product of two Rota-Baxter system words in the free Rota-Baxter
system RS(X).
Algorithm 2.4 Let w, v ∈ Φ∞(X). We define w ⋄ v by induction on n =
dep(w) + dep(v).
(a) If n = 0, then w, v ∈ X∗ and w ⋄ v = wv;
(b) If n ≥ 1, there are two cases to consider:
(i) If bre(w) = bre(v) = 1, then
w⋄v =
{
Q(R(w˜) ⋄ v˜ + w˜ ⋄ S(v˜)), if w = Q(w˜), v = Q(v˜), Q ∈ {R,S},
wv, otherwise.
(ii) If bre(w) > 1 or bre(v) > 1 and assume that w = w1w2 · · ·wt and
v = v1v2 · · · vl, where ui and vj are prime, then
w ⋄ v = w1w2 · · ·wt−1(wt ⋄ v1)v2 · · · vl.
3 A left counital Hopf algebra structure on free
Rota-Baxter system
In this section, similar to the Hopf algebra structure on free Rota-Baxter algebra
given by Gao, Guo and Zhang [18], we establish a left counital Hopf algebra
structure on the free Rota-Baxter system RS(X).
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3.1 A left counital bialgebra structure
In this subsection, we give a left counital bialgebra structure on the free Rota-
Baxter system RS(X).
Definition 3.1 ( [28]) (a) A left counital coalgebra is a triple (H,∆, ε), where
the comultiplication ∆ : H → H ⊗ H satisfies the coassociativity and the left
counit ε : H 7→ k satisfies the left counicity: (ε ⊗ id)∆ = βl, where βl(w) :
RS(X)→ k ⊗RS(X), w 7→ 1k ⊗ w.
(b) A left counital bialgebra is a quintuple (H,µ, u,∆, ε), where (H,µ, u) is
a k-algebra and (H,∆, ε) is a left counital coalgebra such that ∆ : H → H ⊗H
and ε : H → k are algebra homomorphisms.
Define ∆ : RS(X)→ RS(X)⊗RS(X), where for any w ∈ Φ∞(X), ∆(w) is
defined by induction on dep(w):
If dep(w) = 0, then we define
∆(w) =
{
1⊗ 1, if w = 1,
1⊗ x+ x⊗ 1, if w = x ∈ X,
and
∆(w) = ∆(x1) ⋄∆(x2) ⋄ · · · ⋄∆(xm),
where w = x1x2 · · ·xm, m ≥ 2 with each xi ∈ X .
Assume that ∆(w) has been defined for any w ∈ Φ∞(X) with dep(w) ≤ n.
Let w ∈ Φ∞(X) with dep(w) = n+ 1. If bre(w) = 1, define
∆(w) =
{
R(w˜)⊗ 1 + (id⊗R)∆(w˜), if w = R(w˜),
R(w˜)⊗ 1 + (id⊗ S)∆(w˜), if w = S(w˜),
where ∆(w˜) is defined by induction hypothesis. If bre(w) > 1, say w =
w1w2 · · ·wm, where each wi is prime, define
∆(w) = ∆(w1) ⋄∆(w2) ⋄ · · · ⋄∆(wm).
Define u : k → RS(X), 1k 7→ 1 and ε : RS(X)→ k by
ε(w) =
{
1k, if w = 1,
0, otherwise,
where 1k is the unit of the field k.
It is easy to see that (RS(X), ⋄, u) is a unitary k-algebra.
Lemma 3.2 For any w, v ∈ RS(X), we have
∆(w ⋄ v) = ∆(w) ⋄∆(v).
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Proof. It is sufficient to prove that ∆(w ⋄ v) = ∆(w) ⋄ ∆(v) for any w, v ∈
Φ∞(X). Induction on (m,n), where m = dep(w) + dep(v) and n = bre(w) +
bre(v).
If (m,n) = (0, 0), i.e. w = v = 1, then ∆(w ⋄ v) = 1⊗ 1 = ∆(w) ⋄∆(v).
If (m,n) = (0, 1), then w ∈ X, v = 1 or w = 1, v ∈ X . Thus ∆(w ⋄ v) =
∆(w) ⋄∆(v).
Assume that we have proved ∆(w ⋄ v) = ∆(w) ⋄∆(v) for all u, v ∈ Φ∞(X)
with (m,n) < (p, q).
Let u, v ∈ Φ∞(X) with (dep(w) + dep(v), bre(w) + bre(v)) = (p, q) . There
are two cases to consider.
Case 1. If q = 1, i.e. w = 1 or v = 1, then by definition, the result is true.
Case 2. If q = 2, then we have two cases.
(i) If (w, v) /∈
⋃
Q∈{R, S}Q(Φ∞(X))×Q(Φ∞(X)), then w⋄v = wv ∈ Φ∞(X)
and the result is true by the definition of ∆.
(ii) If (w, v) ∈
⋃
Q∈{R, S}Q(Φ∞(X)) × Q(Φ∞(X)), then w = R(w
′) and
v = R(v′) or w = S(w′) and v = S(v′). Using the Sweedler notation, we can
write
∆(w′) =
∑
(w′)
w′
(1)
⊗ w′
(2)
, ∆(v′) =
∑
(v′)
v′
(1)
⊗ v′
(2)
.
(a) If w = R(w′) and v = R(v′), then
∆(R(w′) ⋄R(v′))
= ∆(R(R(w′) ⋄ v′ + w′ ⋄ S(v′)))
= R(R(w′) ⋄ v′ + w′ ⋄ S(v′))⊗ 1 + (id⊗R)∆(R(w′) ⋄ v′ + w′ ⋄ S(v′))
= (w ⋄ v)⊗ 1 + (id⊗R)∆(R(w′) ⋄ v′ + w′ ⋄ S(v′))
= (w ⋄ v)⊗ 1 + (id⊗R)(∆(R(w′)) ⋄∆(v′) + ∆(w′) ⋄∆(S(v′)))
= (w ⋄ v)⊗ 1 + (id⊗R)((R(w′)⊗ 1 + (id⊗R)∆(w′)) ⋄∆(v′)
+ ∆(w′) ⋄ (R(v′)⊗ 1 + (id⊗ S)∆(w′)))
= (w ⋄ v)⊗ 1 + (id⊗R)(
∑
(v′)
(R(w′) ⋄ v′
(1)
)⊗ v′
(2)
+
∑
(w′)
(w′
(1)
⋄R(v′))⊗ w′
(2)
+
∑
(w′),(v′)
(w′
(1)
⋄ v′
(1)
)⊗ (R(w′
(2)
) ⋄ v′
(2)
+ w′
(2)
⋄ S(v′
(2)
)))
= (w ⋄ v)⊗ 1 +
∑
(v′)
(R(w′) ⋄ v′
(1)
)⊗R(v′
(2)
) +
∑
(w′)
(w′
(1)
⋄R(v′))⊗R(w′
(2)
)
+
∑
(w′),(v′)
(w′
(1)
⋄ v′
(1)
)⊗ (R(w′
(2)
) ⋄R(v′
(2)
))
= (R(w′)⊗ 1 +
∑
(w′)
w′
(1)
⊗R(w′
(2)
)) ⋄ (R(v′)⊗ 1 +
∑
(v′)
v′
(1)
⊗R(v′
(2)
))
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= (R(w′)⊗ 1 + (id⊗R)(
∑
(w′)
w′
(1)
⊗ w′
(2)
)) ⋄ (R(v′)⊗ 1 + (id⊗R)(
∑
(v′)
v′
(1)
⊗ v′
(2)
))
= (R(w′)⊗ 1 + (id⊗R)∆(w′)) ⋄ (R(v′)⊗ 1 + (id⊗R)∆(v′))
= ∆(w) ⋄∆(v).
(b) If w = S(w′) and v = S(v′), then
∆(S(w′) ⋄ S(v′))
= ∆(S(R(w′) ⋄ v′ + w′ ⋄ S(v′)))
= R(R(w′) ⋄ v′ + w′ ⋄ S(v′))⊗ 1 + (id⊗ S)∆(R(w′) ⋄ v′ + w′ ⋄ S(v′))
= (R(w′) ⋄R(v′))⊗ 1 + (id⊗ S)(∆(R(w′)) ⋄∆(v′) + ∆(w′) ⋄∆(S(v′)))
= (R(w′) ⋄R(v′))⊗ 1 + (id⊗ S)((R(w′)⊗ 1 + (id⊗R)∆(w′)) ⋄∆(v′)
+ ∆(w′) ⋄ (R(v′)⊗ 1 + (id⊗ S)∆(w′)))
= (R(w′) ⋄R(v′))⊗ 1 + (id⊗ S)(
∑
(v′)
(R(w′) ⋄ v′
(1)
)⊗ v′
(2)
+
∑
(w′)
(w′
(1)
⋄R(v′))⊗ w′
(2)
+
∑
(w′),(v′)
(w′
(1)
⋄ v′
(1)
)⊗ (R(w′
(2)
) ⋄ v′
(2)
+ w′
(2)
⋄ S(v′
(2)
)))
= (R(w′) ⋄R(v′))⊗ 1 +
∑
(v′)
(R(w′) ⋄ v′
(1)
)⊗ S(v′
(2)
) +
∑
(w′)
(w′ ⋄R(v′))⊗ S(w′
(2)
)
+
∑
(w′),(v′)
(w′
(1)
⋄ v′
(1)
)⊗ (S(w′
(2)
) ⋄ S(v′
(2)
))
= (R(w′)⊗ 1 + (id⊗ S)∆(w′)) ⋄ (R(v′)⊗ 1 + (id⊗ S)∆(v′))
= ∆(w) ⋄∆(v).
Case 3. If q > 2, say w = w1w2 · · ·wt and v = v1v2 · · · vl, then we have two
cases to consider.
(i) If (wt, v1) /∈
⋃
Q∈{R, S}Q(Φ∞(X)) × Q(Φ∞(X)), then w ⋄ v = wv ∈
Φ∞(X) and the result is true by the definition of ∆.
(ii) If (wt, v1) ∈
⋃
Q∈{R, S}Q(Φ∞(X)) × Q(Φ∞(X)), then by Case 2 or by
induction, we have ∆(wt ⋄ v1) = ∆(wt) ⋄△(v1). By the definition of ⋄, we have
wt ⋄ v1 =
∑
ui, where bre(ui) = 1. Therefore
∆(w ⋄ v) = ∆(w1 ⋄ w2 ⋄ · · · ⋄ (wt ⋄ v1) ⋄ v2 ⋄ · · · ⋄ vl)
=
∑
∆(w1 ⋄ w2 ⋄ · · · ⋄ ui ⋄ v2 ⋄ · · · ⋄ vl)
=
∑
∆(w1) ⋄∆(w2) ⋄ · · · ⋄∆(ui) ⋄∆(v2) ⋄ · · · ⋄∆(vl)
= ∆(w1) ⋄∆(w2) ⋄ · · · ⋄ (
∑
∆(ui)) ⋄∆(v2) ⋄ · · · ⋄∆(vl)
= ∆(w1) ⋄∆(w2) ⋄ · · · ⋄∆(wt) ⋄∆(v1) ⋄∆(v2) ⋄ · · · ⋄∆(vl)
= ∆(w) ⋄∆(v).
This completes the proof by induction. 
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Lemma 3.3 For any w, v ∈ RS(X), we have ε(w ⋄ v) = ε(w) ⋄ ε(v).
Proof. It is easy to prove the result. 
Dr. Xing Gao has kindly pointed out that ε is not a right counit in Lemma
3.3.
Lemma 3.4 The triple (RS(X),∆, ε) is a left couital bialgebra.
Proof. It is sufficient to prove the coassociativity and the left counicity for
w ∈ Φ∞(X).
We check the coassociativity by induction on (m,n) for w ∈ Φ∞(X), where
m = dep(w) and n = bre(w).
If (m,n) = (0, 0), then w = 1 and (∆⊗ id)∆(w) = 1⊗1⊗1 = (id⊗∆)∆(w).
Assume that the result is true for any w with (dep(w), bre(w)) < (p, q).
Let w ∈ Φ∞(X) with (dep(w), bre(w)) = (p, q) > (0, 0). Then we have two
cases to consider.
Case 1. If q = 1, then w = x ∈ X or w = R(w′) or w = S(w′).
Subcase 1. If w = x ∈ X , then
(∆⊗ id)∆(x) = x⊗ 1⊗ 1 + 1⊗ x⊗ 1 + 1⊗ 1⊗ x = (id⊗∆)∆(x).
Subcase 2. If w = S(w′), then
(id⊗∆)∆(S(w′))
= (id⊗∆)(R(w′)⊗ 1 + (id⊗ S)∆(w′))
= R(w′)⊗ 1⊗ 1 + (id⊗ (∆S))∆(w′))
= R(w′)⊗ 1⊗ 1 + (id⊗R)∆(w′)⊗ 1 + (id⊗ id⊗ S)(id⊗∆)∆(w′)
= R(w′)⊗ 1⊗ 1 + (id⊗R)∆(w′)⊗ 1 + (id⊗ id⊗ S)(∆⊗ id)∆(w′)
= R(w′)⊗ 1⊗ 1 + (id⊗R)∆(w′)⊗ 1 + (∆⊗ S)∆(w′)
= (R(w′)⊗ 1 + (id⊗R)∆(w′))⊗ 1 + (∆⊗ S)∆(w′)
= ∆(R(w′))⊗ 1 + (∆⊗ S)∆(w′)
= (∆⊗ id)(R(w′)⊗ 1 + (id⊗ S)∆(w′))
= (∆⊗ id)∆(S(w′)).
Subcase 3. If w = R(w′), then similar to the Subcase 2, we have
(∆⊗ id)∆(w) = (id⊗∆)∆(w).
Case 2. If q > 1, then we can let w = w1w2 with w1, w2 6= 1. Let us denote
∆(w1) =
∑
(w1)
w1(1) ⊗ w1(2), ∆(w2) =
∑
(w2)
w2(1) ⊗ w2(2).
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Then
(id⊗∆)∆(w) = (id⊗∆)∆(w1 ⋄ w2)
= (id⊗∆)(∆(w1) ⋄∆(w2))
=
∑
(w1)
∑
(w2)
(w1(1) ⋄ w2(1))⊗∆(w1(2) ⋄ w2(2))
=
∑
(w1)
∑
(w2)
(w1(1) ⋄ w2(1))⊗ (∆(w1(2)) ⋄∆(w2(2)))
=
∑
(w1)
∑
(w2)
(w1(1) ⊗∆(w1(2)) ⋄ (w2(1))⊗∆(w2(2)).
Similarly, we have
(∆⊗ id)△ (w) =
∑
(w1)
∑
(w2)
(∆(w1(1))⊗ w1(2)) ⋄ (∆(w2(1))⊗ w2(2)).
By induction hypotheses, we have
(∆⊗ id)∆(w1) = (id⊗∆)∆(w1), (∆⊗ id)∆(w2) = (id⊗∆)∆(w2).
Therefore,
(∆⊗ id)∆(w) = (id⊗∆)∆(w).
This completes the proof of coassociativity by induction.
We also use induction on (m,n) for w ∈ Φ∞(X), where m = dep(w) and
n = bre(w) to check the left counicity conditions:
(ε⊗ id)∆(w) = βl(w),
where
βl(w) : RS(X)→ k ⊗RS(X), w 7→ 1k ⊗ w.
If (m,n) = (0, 0), then it is easy to see that the result is true.
Assume that the result is true for any w with (m,n) < (p, q).
Let w ∈ Φ∞(X) with (dep(w), bre(w)) = (p, q) > (0, 0).
Case I. If q = bre(w) = 1, then w = x ∈ X or w = R(w′) or w = S(w′).
Subcase I-1. If w = x ∈ X , then
(ε⊗ id)∆(x) = 1k ⊗ x = βl(x).
Subcase I-2. If w = S(w′), then
(ε⊗ id)∆(w) = (ε⊗ id)∆(S(w′))
= (ε⊗ id)(R(w′)⊗ 1 + (id⊗ S)∆(w′))
= (ε⊗ id)(id⊗ S)∆(w′))
= (id⊗ S)(ε⊗ id)∆(w′))
= (id⊗ S)(1k ⊗ w
′) = 1k ⊗ S(w
′) = βl(w).
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Subcase I-3. Ifw = R(w′), then similar to the Subcase I-2, (ε⊗id)∆(R(w′)) =
βl(R(w
′)).
Case II. If q = bre(w) > 1, then we can let w = w1w2 with w1, w2 6= 1. Let
∆(w1) =
∑
(w1)
w1(1) ⊗ w1(2), ∆(w2) =
∑
(w2)
w2(1) ⊗ w2(2).
By induction hypotheses, we have
(ε⊗ id)∆(w1) = βl(w1), (ε⊗ id)∆(w2) = βl(w2).
That is∑
(w1)
ε(w1(1))⊗ w1(2) = 1k ⊗ w1,
∑
(w2)
ε(w2(1))⊗ w2(2) = 1k ⊗ w2.
Thus
(ε⊗ id)∆(w) = (ε⊗ id)∆(w1 ⋄ w2)
= (ε⊗ id)(∆(w1) ⋄∆(w2))
=
∑
(w1),(w2)
ε(w1(1) ⋄ w2(1))⊗ (w1(2) ⋄ w2(2))
=
∑
(w1),(w2)
(ε(w1(1))ε(w2(1)))⊗ (w1(2) ⋄ w2(2))
=
∑
(w1),(w2)
(ε(w1(1))⊗ w1(2))(ε(w2(1)) ⋄ w2(2))
= (1k ⊗ w1)(1k ⊗ w2) = 1k ⊗ (w1 ⋄ w2) = 1k ⊗ w = βl(w).
This completes the proof of (ε⊗ id)∆(w) = βl(w) by induction. 
Remark: Note that ε is not a right counit on RS(X). If R 6= S, then
(id⊗ ε)∆(S(1)) 6= βr(S(1)),
where
βr : RS(X)→ RS(X)⊗ k, w 7→ w ⊗ 1k.
By Lemmas 3.2-3.4, we have the following theorem.
Theorem 3.5 The quintuple (RS(X), ⋄, u,∆, ε) is a left counital bialgebra.
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3.2 A left counital Hopf algebra structure
For a k-algebra (A, µ, u) and a left counital bialgebra coalgebra (C,∆, ε), we
define the convolution of two linear maps f, g ∈ Hom(C,A) to be the map
f ∗ g ∈ Hom(C,A) given by the composition
C
∆
−→ C ⊗ C
f⊗g
−→ A⊗A
µ
−→ A.
Let (H,µ, u,∆, ε) be a left counital bialgebra. A k-linear endomorphism T of
H is called a right antipode of H if it is the right inverse of idH under the
convolution product
idH ∗ T = uε.
A left counital Hopf algebra is a left counital bialgebraH with an right antipode
T . For more about (left counital ) Hopf algebra, see for instance [1, 19, 28].
Recall that a left counital bialgebra (H,µ, u,∆, ε) is called a graded left
counital bialgebra if there are a sequence of k-vector spaces H(n), n ≥ 0, such
that
(a) H =
⊕∞
n=0H
(n);
(b) For any p, q ≥ 0, H(p)H(q) ⊆ H(p+q);
(c) For any n ≥ 0, ∆(H(n)) ⊆
⊕
p+q=nH
(p) ⊗H(q).
A graded left counital bialgebra H =
⊕∞
n=0H
(n) is called connected if H(0) = k
and kerε =
⊕
n>0H
(n).
Define H
(n)
RS the k-linear space spanned by {w ∈ Φ∞(X)|deg(w) = n}, i.e.
H
(n)
RS = k{w ∈ Φ∞(X)|deg(w) = n}.
Then
HRS =
∞⊕
n=0
H
(n)
RS , H
(0)
RS = k.
Lemma 3.6 Let p, q ≥ 0. Then
H
(p)
RS ⋄H
(q)
RS ⊆ H
(p+q)
RS .
Proof. We just have to prove that w ⋄ v ∈ H
(p+q)
RS for any w, v ∈ Φ∞(X) with
deg(w) = p and deg(v) = q. Induction on n = p+ q.
If n = 0, then w = v = 1 and it is easy to see that the result is true.
Assume that the result is true for n = p+ q.
Let w, v ∈ Φ∞(X) with deg(w) + deg(v) = p+ q + 1. Let
w = w1w2 · · ·wt, v = v1v2 · · · vm.
Case 1. If (wt, v1) /∈
⋃
Q∈{R, S}Q(Φ∞(X))×Q(Φ∞(X)), then w ⋄ v = wv ∈
Φ∞(X) and it is easy to see the result is true.
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Case 2. If (wt, v1) ∈
⋃
Q∈{R, S}Q(Φ∞(X))×Q(Φ∞(X)), then wt = R(w
′), v1 =
R(v′) or wt = S(w
′), v1 = S(v
′).
(i) If wt = S(w
′), v1 = S(v
′), then
w ⋄ v = w1w2 · · ·wt−1(S(w
′) ⋄ S(v′))v2 · · · vm
= w1w2 · · ·wt−1S(R(w
′) ⋄ v′ + w′ ⋄ S(v′))v2 · · · vm.
Let l = deg(wt) + deg(v1). By induction hypotheses, R(w
′) ⋄ v′, w′ ⋄ S(v′) ∈
H
(l−1)
RS . Therefore, w ⋄ v ∈ H
(p+q+1)
RS .
(ii) If wt = R(w
′), v1 = R(v
′), then similar to the proof of (i), we have the
result is true.
This completes the proof by induction. 
Lemma 3.7 For any n ≥ 0,
∆(H
(n)
RS ) ⊆
⊕
p+q=n
H
(p)
RS ⊗H
(q)
RS .
Proof. For n = 0, 1, it is easy to see that the result is true. Assume that
the result is true for 0 ≤ n ≤ m. We just have to prove that ∆(w) ∈⊕
p+q=m+1H
(p)
RS ⊗H
(q)
RS for any w with deg(w) = m+ 1.
If bre(w) = 1, then we have w = R(w′) or w = S(w′).
If w = S(w′), then by induction hypotheses, we have
∆(w) = ∆(S(w′)) = R(w′)⊗ 1 + (id⊗ S)∆(w′) ∈
⊕
p+q=m+1
H
(p)
RS ⊗H
(q)
RS .
Similarly, if w = R(w′), then ∆(w) ∈
⊕
p+q=m+1H
(p)
RS ⊗H
(q)
RS .
If bre(w) ≥ 2, say w = uv with u, v 6= 1, then by induction hypotheses and
Lemma 3.6, we have
∆(w) = ∆(u) ⋄∆(v)
∈ (
⊕
p+q=deg(u)
H
(p)
RS ⊗H
(q)
RS) ⋄ (
⊕
p′+q′=deg(v)
H
(p′)
RS ⊗H
(q′)
RS )
⊆
⊕
t+s=m+1
H
(t)
RS ⊗H
(s)
RS .
This completes the proof by induction. 
By a similar proof of the theorems in ( [19, 28]), we have
Lemma 3.8 A connected left counital bialgebra (H,µ, u,∆, ε) is a left counital
Hopf algebra.
By Lemmas 3.6-3.8, we have the following theorem.
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Theorem 3.9 The free Rota-Baxter system RS(X) =
⊕∞
n=0H
(n)
RS is a con-
nected left counital bialgebra. It follows that RS(X) is a left counital Hopf
algebra.
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