Abstract-Structured light systems are a simple and efficient tool in the field of 3D reconstruction. Existing calibration methods of structured light systems are either not precise or elastic. In this paper, an easy to use method is proposed. The calibration of a structured light system can accomplished with a good accuracy. The projector projects a checkerboard pattern rendered by OpenGL functions onto a planar board, and the coordinates of corner points in the projector image plane are adjusted to the target position with an iterative algorithm. Thus, the projector can "view" the printed chessboard pattern. The calibration of a projector becomes essentially the same as that of a monocular camera. Meanwhile, the projector calibration doesn't depend on a pre-calibrated camera, which makes errors of the camera calibration cannot effect the projector calibration. Experimental results show that the mean re-projection error of the projector is less than 1 pixel.
INTRODUCTION
In recent years, structured light systems have a wide of applications in the field of 3D measurement. The precondition of achieving 3D models is the calibration of a projector-camera system. After the camera and the projector are both calibrated accurately, a measurement accuracy which is comparable with expensive laser scanners can be obtained. The calculation of the 2D-3D geometric mapping is the main calibration task. Many scholars have conducted much related research work. They strive to implement a solution in which the calibration accuracy of the system is good and calibration procedures are easy to operate. In [1, 2, 3, 4] , a pre-calibrated camera is employed to calculate the world coordinates of points in a calibration pattern (e.g. a printed chessboard pattern). Thus, they can assign the projector correspondence. The projector cannot be calibrated independently, which causes a problem about the coupling of errors between the camera and the projector. To eliminate this problem, Daniel and Gabriel [5] proposed a novel method. An un-calibrated camera and the local homography are employed to reach sub-pixel precision in their paper.
For the projector calibration, the projection of a 3D scene cannot be obtained directly so that it's difficult to achieve the geometric relationship between points in 2D image plane and corresponding projection points. In [6, 7, 8, 9, 10] , different approaches are adopted to obtain the geometric relationship. They treat the projector as an inverse camera so that the projector can "capture" the image of a 3D scene like a camera.
Thus, the process of a projector calibration can refer to that of the camera calibration.
In this paper, the projection process of a projector is modeled as an inverse process of the camera's imaging [6, 7, 8, 9, 10] , which is called a perspective projection. The image which the projector displays is provided by the virtual camera. With the help of an un-calibrated camera and the iterative algorithm of corner superposition, a printed pattern and a projection pattern can be "superimposed" on a planar plane. Thus, the projector can "view" the printed pattern attached on the planar board. By using our method, calibration procedures of the whole system reduce the manual operation. At last, a physical platform is built to complete experimental verification. Experimental results show that the accuracy of our proposed method can meet the demand of conventional 3D measurement.
The paper is structured as follows: In section 2, the geometry model of a projector-camera system is set up. Section 3 analyzes the OpenGL imaging process. Calibration procedures of the whole system are described in section 4. In section 5, we conduct experiments to verify the proposed method and present a comparison with another method [14] . Conclusions are in section 6.
II. GEOMETRY MODEL OF THE PROJECTOR-CAMERA SYSTEM
Generally, the pinhole camera model is used to depict the image acquisition process of a camera, which is regularly employed as a basis. The projector is modeled as an inverse pinhole camera model in this method. Thus, the geometric mapping from a 3D scene to the projector image plane can be represented with a perspective projection.
A. Model of the Pinhole Camera
In 3D space, a world point is projected onto the image plane. This geometric relationship can be defined by the pinhole camera model [1] . The process of a perspective projection [1, 2, 3, 4] can be expressed in matrix notation by 
where s is the homogeneous scaling factor and A is known as camera intrinsic parameters. u and v represent the pixel R and T denote the 3D transformation between the reference frame and the camera frame.
B. Projector-Camera System
In the pinhole camera model, a 2D point in the image plane represents the projection of a world point. The projection process of a projector is inversed. That is to say, an image point is projected onto a screen in 3D space. The process of the perspective projection is shown in Fig. 1 . 
where means equality up to scale and c A represent the camera intrinsic parameters. 
Generally speaking, it's not easy to get the coordinates of a 3D point without a pre-calibrated camera. In this paper, we try to turn to another route: calculate the pixel coordinates of world points. To solve the new problem, a virtual camera rendered with the OpenGL functions is introduced. Next section, analysis of the imaging process of the virtual camera will be given.
III. ANALYSIS OF THE OPENGL IMAGING PROCESS
In section 2, it's mentioned that a chessboard pattern rendered with the OpenGL functions is required to calibrate the projector. The proposed method iteratively adjusts the chessboard pose to coincide with the printed chessboard on the planar board. In the virtual environment, the coordinates of corner points in the virtual camera plane can be calculated exactly with the virtual camera model. Errors caused by conventional corner detection algorithms can be avoid, which improves the calibration precision.
OpenGL is a popular API in computer graphics, and the transformation from original vertex to screen coordinates is a long process [11] . In the function library of OpenGL, perspective projection can be implemented by glFrustum and gluPerspective respectively. GluPerspective can be considered as a package of glFrustum. Here, we use glFrustum to illustrate the basic process of a perspective projection in OpenGL. 
The coordinate transformation [11] in Fig. 2 can be expressed by the following equation 1 1
where F, P and M represent respectively the affine transformation matrix, the projection matrix and the model transformation matrix.
To simulate the imaging process of the virtual camera in OpenGL, the computer monitor is treated as a negative of the virtual camera. Suppose h and w denote, respectively, the height and the width of an OpenGL display window. f represents the focal length of the virtual camera. Let ( ) 0 0 , x y be an offset of the principal focus. According to the above settings, the viewport transformation matrix F and the projection matrix P [11] can be expressed as 
By computing the cross product of (6) and (7), we have
By (8), it's obvious that the cross product of the affine matrix and the projection matrix has the same type with the camera intrinsic parameter matrix. The model transformation matrix is used to represent the camera extrinsic parameters. In a virtual environment, the coordinates of a 3D point can be obtained easily. Thus, the 2D corresponding coordinates are obtained exactly with the perspective projection matrix.
IV. CALIBRATION OF THE SYSTEM
The calibration of our system is divided into two parts. The first part consists in computing intrinsic parameters and extrinsic parameters of a camera. The rest part contains the projector calibration and the calculation of the 3D transformation between devices. The projector cannot obtain directly a 2D image of its view like a camera, making it difficult to get the expression of the 2D-3D correspondence. The detail of the proposed method will be described below.
We calibrate the system camera with Zhang's method [12] . With the open source computer vision library (OpenCV) and C++, a software platform is built. The camera can be calibrated automatically with a series of images of a checkerboard pattern in different pose. The following sections discuss the process of the projector calibration.
A. Calibration Principle of the System Projector
Firstly, we review the process of the camera calibration: a) Obtain a series of checkerboard images in different pose; b) Compute the expression of the geometric mapping; c) Get intrinsic parameters and extrinsic parameters of the camera by singular value decomposition (SVD).
As a common sense in computer vision, any two images of the same planar plane in a 3D space are related by the planar homography [15] . As it's seen in Fig. 1 
In the process of the projector calibration, the resolution of the virtual camera should be the same as the projector's resolution [14] . The transformation between the image plane of virtual camera and the projector image plane satisfies
In Fig. 3 (11) and (12), we have
With the mapping relationship in (13), we can iteratively adjust the pose of the virtual chessboard pattern to coincide with the printed checkerboard pattern pasted on the planar board.
B. Implementation of the Corner Superposition Algorithm
In order to achieve the superposition of the printed pattern and the projection pattern, an iterative corner superposition algorithm (ICS) is designed. The algorithm iteratively adjusts the corner coordinates in the projector image plane with the feedback error of the camera. It should be noted that we change the pose of the virtual chessboard pattern to implement the adjustment of corner coordinates in the projector image plane.
be the image coordinates of the ith corner in the printed pattern and the projection pattern. 
The iterative adjustment is continuous until max ε , the max error of corner superstition, is less than a certain threshold. Fig.  4 shows the flow chart of ICS. The procedures of the projector calibration are summarized in the following steps. It should be noted that the printed chessboard pattern attached on the planar board should be removed or sheltered after the target points are obtained.
V. PROJECTOR-CAMERA SYSTEM CALIBRATION EXPERIMENTS AND RESULTS
In this paper, the DLP projector-BenQ MX3082 is employed to project the chessboard pattern to the planar board. The MindVision USB2.0 industrial camera is employed to capture images with the max resolution of1024 768 × . In our experiment, the camera is placed on the projector. And Fig. 5 shows the experimental setup. 
A. Camera Calibration Part
The developed software platform is shown in Fig. 6 . The camera calibration can be done like which user intervention (e.g. users have to click on the four extreme corners of all patterns in method [14] ) is needless after data acquisition. Thus, calibration procedures can be implemented efficiently even for unexperienced users. After acquiring a series of chessboard images in different pose, we accomplish camera calibration with the Camera calib button in Fig. 6 . Fig. 7 (a) shows the re-projection error of the camera and the camera intrinsic parameters are given by 
B. Projector Calibration Part
As it's described in section 3, the corner coordinates in projector image plane can be defined after the iterative adjustment with a re-projection and re-capturing loop. When it is done, the projector can "view" the printed pattern. Thus, we can calibrate the projector in a way similar to the camera calibration. Note that the planar homography from the camera to the projector need to be calculated once again only if the 3D transformation between the devices changes.
The process of the iterative adjustment with ICS is demonstrated in Fig. 8 . As a contrast, we calibrate the same devices with the projector-camera calibration toolbox [14] and the proposed method, respectively. The results are given in Table 1 .
The proposed method is based on the liner model [6] , which ignores radial and tangential distortion. Fig. 7 (b) shows the re-projection error of the projector.
A COMPARISON OF CALIBRATION WITH METHOD [14] AND THE PROPOSED METHOD
VI. CONCLUSIONS
In this paper, we proposed a calibration method for projector-camera systems. The projection process of the projector is treated as an inverse imaging process. The method doesn't need to a pre-calibrated camera, which eliminates the effects from the camera calibration and significantly simplifies the calibration procedures. Experimental results show that the proposed method is accurate.
