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The Pinsker bound describes the exact asymptotics of the minimax risk in a class of
nonparametric smoothing problems where root-n consistent estimators do not exist.
The result from 1980 (Pinsker [46]) represents a breakthrough in nonparametric esti-
mation theory, by allowing comparison of estimators on the level of constants rather
than just comparing rates of convergence. For the minimax risk, the Pinsker bound
provides not only the optimal rate of convergence for estimators, but also the optimal
constant. Such optimal constants are well known for estimation in regular parametric
models, and usually given by the asymptotic Fisher information. The Pinsker bound
can be established in a variety of problems (density estimation, nonparametric re-
gression, signal estimation in Gaussian white noise, spectral density estimation of a
stationary Gaussian process and others). But the result is closely connected to special
loss functions and a priori smoothness classes, essentially to a Hilbert space setting.
OPTIMAL RATES AND OPTIMAL CONSTANTS
Consider estimation of a probability density f from independent, identically distributed
random variables X
1
; : : : ; X
n
, and assume that f 2 F - a class of smooth functions on
the unit interval. Let
^
f
n
be an estimator and consider the integrated mean squared
error
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, where kk
2
is the norm in the Hilbert space L
2
(0; 1): An estimator
^
f
n
is said to attain an optimal rate of convergence r
n
! 0 if for some constant c
1
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f2F
E
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and no estimator can attain a better rate: for a c
2
> 0
inf
^
f
n
sup
f2F
E
n;f
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where the inmum is taken over all estimators. A shorthand notation is
R
n
(F) := inf
^
f
n
sup
f2F
E
n;f
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where a
n
 b
n
for sequences means that there are nite positive constants c
1
; c
2
such
that c
2
+ o(1)  a
n
=b
n
 c
1
+ o(1). In the basic nonparametric cases r
n
= n
 m=(2m+1)
where m is the degree of smoothness of functions in F . For instance, F might be the
class of densities on [0; 1] such that for a given constant M , the m-th derivative exists
and is everywhere bounded by M . There is a large variety of such results in density
estimation and related nonparametric smoothing problems, mostly in the context of the
method of sieves*. Rate optimality is a natural rst concept of asymptotic eciency
when estimators with r
n
= n
 1=2
(root-n-consistent estimators) do not exist and Fishers
bound for asymptotic variances does not apply. But this concept is unsatisfactory in a
sense: the constants c
1
and c
2
are not specied; they are only required to be positive.
Thus no matter how large c
1
in (1) is compared to c
2
in (2), the estimator is still
deemed asymptotically optimal.
For nonparametric estimation problems where the optimal rate is slower than n
 1=2
it seemed remote for a long time that coinciding constants c
1
and c
2
might be found,
and a thus a sharper optimality criterion than (1) and (2) be made available. In
fact results like (3) were rst established as pure existence theorems for constants
c
1
; c
2
(cp. Ibragimov and Khasminski [37], chap. 4) and it is frequently hard to get
quantitative information on them. The Pinsker bound achieves just that, by nding
exact constants c
1
= c
2
for certain functional classes F .
Pinsker bound for density estimation. It is essential that F is a Sobolev class or
a function set with similar structure. For given M > 0 and natural m, a Sobolev class
W
m;2
(M) of functions f on (0; 1) consists of m 1 times dierentiable f ; the derivative
f
(m 1)
is required to be the Lebesgue integral of some function D
m
f 2 L
2
(0; 1), and
kD
m
fk
2
2
M . (Here f
(0)
is taken to be f ; for given m, the union of these classes over
M > 0 is the Sobolev space

W
m;2
(0; 1)). Assume that F is given by all densities in
3
Wm;2
(M). Let R
n
(F) be dened by (3) and write a
n
 b
n
for sequences if a
n
=b
n
=
1 + o(1). Then
R
n
(F)  r
2
n
(M=
2m
)
1=(2m+1)
P
m
; n!1 (4)
where r
n
= n
 m=(2m+1)
and
P
m
=
 
m
(m+ 1)
!
2m=(2m+1)
(2m+ 1)
1=(2m+1)
(5)
is the Pinsker constant. This result for density estimation is essentially due to
Efromovich and Pinsker [8], which built upon the basic paper [46]. The optimal rate
R
n
(F)  n
 2m=(2m+1)
was known before in density* estimation and similar problems,
cf. the survey paper of Ibragimov and Khasminski [35].
Analogy to Fisher information bound. The Pinsker bound can be compared to
Fisher's bound for asymptotic variances in regular parametric models. Suppose the
density f is in a parametric family (f

;  2 ) where   R
k
is open and bounded,
and the family has nite nonsingular Fisher information matrix I
F
() for every  2 .
Then (with more regularity and moment assumptions) there are estimators
^

n
attaining
Fisher's bound, and this bound cannot be improved. A modern (local asymptotic
minimax) formulation for this is: there is an estimator
^

n
such that for every open set
A  
sup
2A
E
n;f
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2A
tr[I
 1
F
()](1 + o(1)) (6)
and this bound cannot be improved:
inf
^

n
sup
2A
E
n;f
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2A
tr[I
 1
F
()](1 + o(1)): (7)
(cf. Ibragimov and Khasminski ??.) Here tr[] is the trace of a matrix and kk is
Euclidean norm. For the case A =  this means
R
n
() := inf
^

n
sup
2
E
n;f
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F
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where a
n
 b
n
means a
n
= b
n
(1 + o(1)). So both (8) and (4) are improvements of (1),
(2), in the sense that the constant c
2
is specied, and an estimator can be found such
that c
1
= c
2
. In (8) the problem is parametric (smoothly indexed by a k-dimensional
parameter  2  ) and the optimal rate is n
 1=2
, while in the Pinsker bound (4) the
parameter set F is innite dimensional with a slower optimal rate. In this sense the
Pinsker bound is a nonparametric analog of the Fisher information bound.
ESTIMATING A BOUNDED NORMAL MEAN
The connection to nite dimensional problems can be illustrated in a very simple
Gaussian model. Suppose we observe a k-dimensional Gaussian vector
Y =  + n
 1=2
; (9)
where  is standard Gaussian in R
k
and the problem is to estimate the k-dimensional
parameter  with squared Euclidean loss kk
2
. The parameter space is a ball in R
k
:
 = f : kk
2
 Mg. Let as in (8) R
n
() be the minimax risk over all estimators
^

n
with squared Euclidean loss.
Parametric information bound. Suppose rst that k is xed and n!1. This is
a nite dimensional parametric model, of the very regular type assumed with (6), (7)
(except for the inessential dierence that  was assumed open there). Indeed we can
construe Y in (9) as a sucient statistic (sample mean) from i. i. d. observed Gaussian
vectors Y
i
with expectation  and unit covariance matrix. The Fisher information
matrix I
F
() in (8) then is the unit matrix, for all  2 , and (8) takes the form
R
n
()  kn
 1
; n!1: (10)
Pinsker bound. Suppose now that k increases with n: k=n ! K > 0. It can then
5
be shown that
R
n
() 
MK
M +K
; n!1: (11)
Note that the size M of the ball now appears in the risk asymptotics, contrary to (10).
Attainment of the bounds. The upper bound parts of (10) and (11) are very easy
to establish here. Let c 2 [0; 1] be a real number; for the shrinkage estimator*
^

c
n
= cY
one has a bias-variance decomposition
E
n;



^

c
n
  



2
= (1  c)
2
kk
2
+ c
2
kn
 1
 (1  c)
2
M + c
2
kn
 1
:
Minimizing over c yields
R
n
() Mkn
 1
=(M + kn
 1
)
with an optimal c = M=(M + kn
 1
). In the parametric case when k is xed, c ! 1
and the upper bound part of (10) results. In the Pinsker case, where kn
 1
! K > 0,
the bound of (11) is attained.
In this simple model the Pinsker bound is obtained as the result of a dimension as-
ymptotics eect when estimating a bounded normal mean in Euclidean space. The
conceptual link between (4) and (8) becomes apparent. The connection with shrinkage
and the Stein eect* is further discussed by Beran [3]
SIGNAL ESTIMATION IN GAUSSIAN WHITE NOISE
Let us formulate the Pinsker bound in the so-called Gaussian white noise model. This is
a continuous version of (9), which is also called sometimes continuous (nonparametric)
regression. Consider an observed Gaussian stochastic process
Y (t) =
Z
t
0
f(u)du+ n
 1=2
W (t); t 2 [0; 1] (12)
6
where W (t) is standard Brownian motion and n ! 1. When the function f is in
L
2
(0; 1), this can equivalently be written in stochastic dierential equation* form
dY (t) = f(t)dt+ n
 1=2
dW (t); t 2 [0; 1]; Y (0) = 0 (13)
where dW (t) is the derivative ofW (t),i. e. Gaussian white noise. (The boundary condi-
tion Y (0) = 0 can be suppressed for the statistical equivalence). This model occurs in
communication theory*; it was recognized by Ibragimov and Khasminski [37] as being
of great theoretical value in mathematical statistics. The process Y (t) is a diusion
process* with drift F (t) =
R
t
0
f(u)du. The function f , called drift density or signal,
turns out to be an analog of the probability density in the case of independent iden-
tically distributed random variables, as far as statistical inference is concerned. It is
instructive to formulate and study estimation and testing problems under assumptions
f 2 F , both parametric and nonparametric. Since observations are exactly Gaussian
(not just asymptotically normal in distribution) and f need neither be positive nor
integrate to one, the model can serve as an idealized version of many other statistical
problems. The Gaussian white noise model (also called the signal recovery model) has
thus become a prime object of study in asymptotic statistics, especially in nonpara-
metric settings. Pinsker's result [46] was rst established in the Gaussian white noise
model, thus conrming its pivotal role.
Actually the result was developed in a discrete version of (13). Take an orthonormal
basis of L
2
(0; 1), ('
j
)
1
j=1
say, and consider observed numbers Y
j
, given by stochastic in-
tegrals Y
j
=
R
'
j
(t)dY (t), j = 1; 2; : : :. It is well known that these can be represented,
for  = n
 1=2
, as
Y
j
= 
j
+  
j
; j = 1; 2; : : : (14)
where 
j
= 
j
(f) are the Fourier coecients of f in the basis ('
j
)
1
j=1
and 
j
are
7
independent standard Gaussian random variables (in fact 
j
=
R
'
j
(t)dW (t)). The
process Y (t) can then be reconstructed from the Y
j
, and so the models (13) and (14)
are equivalent in a statistical sense if 
j
= 
j
(f).
The sequence  = (
j
) is in the space l
2
(the space of square summable sequences),
which is isomorphic as a Hilbert space to L
2
(0; 1). A central assumption for the Pinsker
bound is that the function set F can be represented as an ellipsoid. An ellipsoid in
l
2
is a set
 =
8
<
:
 2 l
2
:
1
X
j=1
a
j

2
j
 M
9
=
;
: (15)
for certain nonnegative numbers (a
j
)
1
j=1
and M . In the discrete model (14), consider
the problem of estimating the sequence  with a loss given by kk
2
l
2
, the squared norm in
l
2
(i. e. kk
2
l
2
=
P
1
j=1

2
j
), under an assumption a
j
!1 as j !1. A linear filter
is a sequence c = (c
j
) 2 l
2
such that 0  c
j
 1 for all j. For such a c; a linear
filtering estimate of  is given by
^

c
= (c
j
y
j
). Consider the minimax estimator
within this class: dene
R
L;
() = inf
c
sup
2
E
;



^

c
  



2
l
2
: (16)
Along with the minimax risk over this restricted class of estimators, consider the risk
over arbitrary estimators
^


(analogous to (3)):
R

() = inf
^


sup
2
E
;



^


  



2
l
2
: (17)
In this framework, Pinker's result takes the following remarkable form: if R
L;
()=
2
!
1 then
R

()  R
L;
(); ! 0. (18)
In words, the minimax linear ltering estimate is asymptotically minimax among all
estimators. The asymptotics of R
L;
() can often be found as regards rates and con-
stants, and then gives rise to results like (11) and (4).
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Evaluating the minimax linear risk. The minimax linear lter is easy to calculate
in the above framework, cf. Belitser and Levit [1]. The functional
L

(c; ) = E
n;



^

c
  



2
l
2
(19)
has a saddle point (c


; 


), so that
R
L;
() = inf
c
sup
2
L

(c; ) = sup
2
inf
c
L

(c; ) = L

(c


; 


): (20)
This saddle point can be found explicitly; the optimal estimator is then given by
c

;j
= (1  (

a
j
)
1=2
)
+
; j = 1; 2; : : : (21)
where x
+
= max(x; 0) and 

is the unique solution of a certain equation. It remains
to calculate the asymptotics of R
L;
() = L

(c


; 


), as  ! 0, depending on a, M .
The most important case is a
j
 (j)
2m
, j !1, where
R
L;
()  
4m=(2m+1)
(M=
2m
)
1=(2m+1)
P
m
(22)
with P
m
from (5). This coincides with (4) for  = n
 1=2
. Here 

! 0 as  ! 0; so
that c

;j
in (21) exhibit the typical behaviour of smoothing or tapering coecients (for
xed j each coecient tends to 1; and the number of nonvanishing c

;j
tends to innity
as ! 0).
Sobolev classes as ellipsoids. The trigonometric orthonormal basis in L
2
(0; 1) can
be used to represent a Sobolev function class as an ellipsoid, when certain boundary
conditions are added. Consider the periodic Sobolev class
~
W
m;2
(M) =
n
f 2 W
m;2
(M) : f
(k)
(0) = f
(k)
(1); k = 1; : : : ; m  1
o
: (23)
Let the trigonometric basis be '
1
(t)  1, '
2k
(t) = 2
1=2
cos(2kt); '
2k+1
(t) = 2
1=2
sin(2kt)
for k  1. Then
~
W
m;2
(M) is an ellipsoid  = (a;M) for a
1
= 0, a
2k
= a
2k+1
=
9
(2k)
2m
, k = 1; 2; : : :. The asymptotics of a
j
is a
j
 (j)
2m
for j ! 1 , so that
(22) obtains. The periodic Sobolev classes were the rst function classes considered
in the original result ([46]) and in the subsequent application to density estimation
(Efromovich and Pinsker [8]).
For the classes W
m;2
(M) without boundary conditions, ellipsoid representations can
be found using other bases ('
j
)
1
j=1
; cf. the part on nonparametric regression below.
Renormalization and continuous minimax problem. Let us sketch a derivation
of the asymptotics (22) by a renormalization technique (cf. Golubev [17]). Suppose
that a
j
= (j)
2m
and consider linear lters c
j
= (hj), where c: [0;1) 7! [0; 1] is
a lter function (assumed Riemann integrable) and h is a bandwidth parameter,
tending to 0 for ! 0. It can then be shown for the functional L

(c; ) from (19) that
for a certain choice of h
inf
c
sup
2
L

(c; )  
4m=(2m+1)
(M=
2m
)
1=(2m+1)
inf

sup

L
0
(; )
where
L
0
(; ) =
Z
1
0
(1  (x))
2

2
(x)dx +
Z
1
0

2
(x)dx:
and the supremum extends over continuous functions  on [0;1) fullling
R
x
2m

2
(x)dx 
1. The saddle point problem (20) is thus asymptotically expressed in terms of a xed
continuous problem, and the Pinsker constant P
m
from (5) is the value of the game:
P
m
= inf

sup
R
x
2m

2
(x)dx1
L
0
(; ):
The optimal function


(x) = (1  (

x)
m
)
+
(24)
has sometimes been called the Pinsker lter (

is a certain constant; cp. the form of
c


in (21)).
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The continuous saddle point problem arises naturally in a continuous Gaussian white
noise setting (13) and a parameter space described in terms of the continuous Fourier
transform (cf. Golubev [17]), e. g. a Sobolev class of functions on the whole real line.
The Fourier transform of the lter 

(x) gives rise to a kernel estimator* attaining the
Pinsker bound (Golubev [18], cf. also [40]).
BACKGROUND: BAYES-MINIMAX PROBLEMS
The term optimal ltering used by Pinsker in [46] points to a Bayesian aspect of the
result, although it is the minimax risk which is evaluated. Consider the model (9) for
dimension k = 1 and for n = 1: we observe a real Gaussian random variable
Y =  + ;
where  is standard Gaussian and the problem is to estimate  with squared loss. The
parameter space is an interval:  = f : 
2
Mg.
1. Minimax risk as least favorable Bayes. Let R() be the minimax risk and let
r(Q) be the Bayes risk for a prior distribution Q for , not necessarily concentrated on
. Denote supp(Q) the support of Q; it is well known in the general theory of minimax
estimation* that
R() = sup
Q: supp(Q)
r(Q): (25)
2. Minimax linear risk. A linear estimator
^

c
is given by
^

c
= cY where c is a real
number. Its risk is
E

(
^

c
  )
2
= (1  c)
2

2
+ c
2
= L(c; );
say. For given , the best linear estimator is given by c(
2
) = 
2
=(
2
+ 1), we have
0  c(
2
)  1 (hence c(
2
) is a linear lter), and the risk is 
2
=(
2
+ 1). In view of
the minimax theorem (20),
^

c(M)
is minimax among linear estimators and the minimax
11
linear risk is
R
L
() = M=(M + 1):
3. Minimax linear risk as least favorable Bayes. For a prior distribution Q for
 having E
Q

2
= 
2
, not necessarily concentrated on , the integrated risk is again
E
Q
E

(
^

c
  )
2
= (1  c)
2
E
Q

2
+ c
2
= L(c; ):
Hence
^

c(
2
)
is also the Bayes linear* estimator for Q, with risk 
2
=(
2
+ 1). This
estimator is Bayes among all estimators if Q is centered normal, i. e. Q = N(0; 
2
).
Hence
r(N(0;M)) = M=(M + 1) = R
L
():
Moreover, Donoho and Johnstone [4] establish the following:
sup
E
Q

2
M
r(Q) = r(N(0;M)): (26)
Thus R
L
() is also the solution of a Bayes-minimax problem:
R
L
() = sup
E
Q

2
M
r(Q): (27)
4. Bracketing the minimax risk. Since always R()  R
L
(), relations (25) and
(27) imply the following bounds for the minimax risk:
sup
Q: supp(Q)
r(Q)  R()  sup
E
Q

2
M
r(Q):
In a k-dimensional model (9) for n = k, with parameter space  = f : kk
2
 Mg
and squared Euclidean loss, we obtain analogously for the Bayes and minimax risks
depending on n
sup
Q: supp(Q)
r
n
(Q)  R
n
()  sup
E
Q
kk
2
M
r
n
(Q):
This gives the basic heuristics for the validity of the Pinsker bound. By reasons of
symmetry the set of Q in the upper bound can be restricted to product measures
12
Q = Q

n
1
with E
Q
1

2
1
 k
 1
M . These Q do not have support in  in general, but as
n ! 1 they tend to be concentrated on  as a law of large numbers eect, so that
asymptotically the upper and lower brackets coincide.
The special role of Gaussian priors in the symmetric setting (9) is determined by (26); in
the general oblique ellipsoid case (14), product priors with non-identical components
are appropriate. These are typical smoothness priors* for Fourier coecients. The
proof in Pinsker [46] employs also non-Gaussian components, depending on the size of
a
j
. Bayes-minimax problems in relation to the Pinsker bound are discussed by Heckman
and Woodroofe [34], Donoho, MacGibbon and Liu [6], and Donoho and Johnstone [4].
The Pinsker bound thus has a conceptual root both in linear ltering* theory for sto-
chastic processes and in statistical communication* theory. A forerunner of [46] was
the result by Ibragimov and Khasminski [36] on the capacity of a Gaussian commu-
nication channel under stochastic smoothness restrictions on the signal, expressed in
ellipsoid form.
STATISTICAL APPLICATIONS AND FURTHER DEVELOPMENTS
The result of Pinsker [46] for the signal in white noise model (13) or (14) gave rise
to a multitude of results in related nonparametric curve estimation problems having a
similar structure.
Density estimation and stationary processes. Efromovich and Pinsker [8] treated
the case of observed i.i.d. random variables X
j
; j = 1; : : : ; n with values in [0; 1] having
a density f . The result described in (4) was originally obtained for F being the class
of densities in the periodic Sobolev class (23), so that the classical Fourier basis could
be used. The proof relies essentially on a kind of uniform local asymptotic normality
(LAN) property of the problem, individually for estimation of each Fourier coecient
13
j
(f) considered as a statistical functional of f . Similar results were obtained for spec-
tral density estimation for an observed Gaussian stationary sequence, cf. Efromovich
and Pinsker [7], Golubev [24], [25].
Nonparametric regression. Consider observations
Y
i
= f(t
i
) + 
i
; i = 1; : : : ; n (28)
where 
i
are i. i. d. N(0; 1), t
i
= i=n and f is a smooth function on [0; 1]. Assume again
that f 2 F = W
m;2
(M). Consider a semi scalar product hf; gi
n
= n
 1
P
n
i=1
f(t
i
)g(t
i
)
and the associated seminorm kfk
2;n
= hf; fi
1=2
n
, and dene a minimax risk R
n
(F) as in
(3) but for a design loss



^
f   f



2
2;n
. Then the asymptotics (4) obtains, cf. [43]. The
key for this result is the representation of the model in the ellipsoid form (14), (15).
This can be achieved using the Demmler-Reinsch spline basis, which is an orthonormal
set of functions '
j;n
, j = 1; : : : ; n with respect to h; i
n
and which simultaneously
diagonalizes the quadratic form
D
f
(m)
; f
(m)
E
(where h; i denotes scalar product in
L
2
(0; 1)). The numbers a
j;n
=
D
'
(m)
j;n
; '
(m)
j;n
E
represent the coecients a
j
in (15), now
depending on n as well. Then the analytic result is required that a
j;n
 (j)
2m
with
appropriate uniformity in n, so that again (22) can be inferred. The optimal estimator
of f then is of the linear ltering type in terms of the Demmler-Reinsch spline basis
and the Pinsker lter 

from (24).
Speckman [49] independently found this estimator as minimax linear and gave its risk
asymptotics; he used the following setting. Call an estimator
^
f of f in (28) linear if it is
linear in the n-dimensional data vector Y ; then
^
f = AY where A is a nonrandom linear
operator. The estimator
^
f is minimax linear if it minimizes sup
f2F
E
n;f



^
f   f



2
2;n
among all linear estimators. In (16) only linear ltering estimates are admitted; it turns
out that in the ellipsoid case the minima coincide (cf. also Pilz [45]). Thus another
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paraphrase of (18) is that the minimax linear estimator is asymptotically minimax
among all estimators.
The spectral asymptotics of dierential quadratic forms like
D
f
(m)
; f
(m)
E
turns out to
be crucial, since it governs the behaviour of the ellipsoid coecients a
j
. If spectral
values are calculated with respect to hf; fi rather than to hf; fi
n
(which corresponds
to continuous observations (13) with parameter space W
m
2
(M)) then the appropriate
basis consists of eigenfunctions of a dierential operator, cf. [28], sec. 5.1. The spectral
asymptotics is known to be a
j
 (j)
2m
. The spectral theory for dierential operators
(cf. Triebel, [50], sect. 5. 6. 2) allows to obtain the Pinsker bound for quite general
Sobolev smoothness classes on domains of R
k
; for the periodic case on a hypercube
domain cf. [42].
Asymptotically Gaussian models. The proof for the cases of density and spectral
density estimation ([7], [8]) is based on the asymptotic Gaussianity of those models, in
the problem of estimating one individual Fourier coecient. Inspired by this, Golubev
[21] formulated a general local asymptotic normality (LAN) type condition in a function
estimation problem, for the validity of the lower bound part of the Pinsker bound. The
regression case (28) with nongaussian noise 
i
in (28) was treated in [28]; for random
design regression cf. Efromovich [13].
Analytic functions. The case of m-smooth functions where a
j
 (j)
2m
was treated
as a standard example here, but another important case in the ellipsoid asymptotics is
a
j
 exp(j). Then (22) is replaced by
R
L;
()  (
2
log 
 1
) 
 1
:
The exponential increase of a
j
corresponds to the case of analytic functions; cf. Gol-
ubev, Levit, Tsybakov [27]. Ibragimov and Khasminskii [38] obtained an exact risk
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asymptotics in a case where the functions are even smoother (entire functions of ex-
ponential type on the real line) and the rate is 
2
, even though the problem is still
nonparametric.
Adaptive Estimation. The minimax linear ltering estimate attaining the bound
(18) depends on the ellipsoid via the set of coecients a and M . A signicant result of
Efromovich and Pinsker [9] is that this attainment is possible even when a and M are
not known, provided a varies in some large class of coecients. The Efromovich-
Pinsker algorithm of adaptive estimation (cf. also Efromovich [10]) thus allows to
attain the bound (4) for periodic Sobolev classes by an estimator which does not depend
on the degree of smoothness m and on the bound M . This represents a considerable
advance in adaptive smoothing theory, improving respective rate of convergence results;
for further developments and related theory cf. results in [19], [20], [29], [30], [24], [48]
and the discussion in [28].
Other constants. Korostelev [41] obtained an analog of the Pinsker bound when the
squared L
2
-loss kk
2
2
is substituted by the sup-norm loss and the Sobolev function class
~
W
m
2
(M) is replaced by a Hölder class of smoothness m (a class where f satises a
condition jf(x)  f(y)j M jx  yj
m
for all x; y 2 [0; 1] and given M > 0, m 2 (0; 1]).
The rate in n then changes to include a logarithmic term and naturally the constant in
(22) is another one; this Korostelev constant represents a further breakthrough
and stimulated the search for more constants in nonparametric function estimation.
Tsybakov [51] was able to extend the realm of the Pinsker theory to loss functions
w(kk
2
) where w is monotone and possibly bounded. An analog of the Pinsker bound
for nonparametric hypothesis testing was established by Ermakov [14]; cf. also Ingster
[39].
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Limits of the Pinsker phenomenon. Above it was seen that the case of k-
dimensional data (9) and parameter space  = f :
P
k
j=1

2
j
 Mg is in some sense
the simplest model where the Pinsker phenomenon (18) (asymptotic minimaxity of
linear estimators) occurs, as k; n ! 1 . Donoho, MacGibbon and Liu [6] set out to
investigate more general parameter spaces like  = f :
P
k
j=1

p
j
 Mg (p-bodies);
further results were obtained by Donoho and Johnstone [4]. It was found that (18)
occurs only for p = 2; linear estimators were found to be asymptotically nonoptimal
for p < 2; and threshold rules were described as nonlinear alternatives. The limitation
of the Pinsker phenomenon to a Hilbertian setting (and thus essentially to L
2
-Sobolev
classes and related ones) became apparent. However this stimulated the development
of nonlinear smoothing methods for other important function classes which cannot be
represented as ellipsoids (cf. Donoho and Johnstone [5]).
Further points. Several developments and facets of the theory have not been dis-
cussed here; these include applications in deterministic settings ([31], [32], [33]), inverse
problems ([15], [16]), design of experiments ([28], [22]), discontinuities at unknown
points ([44])
.
Bibliographical remark. The original paper of Pinsker [46] gives the basic idea in
a well written rst part, but the proof is not easy reading; in addition the English
translation as cited is not easy to nd. Belitser and Levit [1] present a complete and
transparent argument for the basic ellipsoid case in the discrete Gaussian white noise
model. Another self-contained but very condensed proof can be found in [43], section
2.
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