Abstract. We revisit Ellingsrud and Strømme's cellular decomposition of the Hilbert scheme of points in the projective plane. We study the product of cohomology classes defined by the closures of cells, deriving necessary conditions for the non-vanishing of cohomology classes. Though our conditions are formulated in purely combinatorial terms, the machinery for deriving them includes techniques from Białynicki-Birula theory: We study closures of Białynicki-Birula cells in complete complex varieties equipped with ample line bundles. We prove a necessary condition for two such closures to meet, and apply this criterion in our setting.
Introduction
The Hilbert scheme of n points in the projective plane is the moduli space of homogeneous ideals in S := C[x 0 , x 1 , x 2 ], or equivalently, closed subschemes of P 2 , with constant Hilbert function n. The cellular decomposition P 2 = A 2 š A 1 š A 0 induces a decomposition into locally closed subschemes
where the three factors parametrize ideals supported in the respective cofactors of P 2 . Upon using the coordinate ring S 1 := C[y 1 , y 2 ] of A 2 and identifying A 1 = V(y 2 ) and A 0 = V(y 1 , y 2 ), the three factors appearing in the displayed coproduct read H n 2 (A 2 ) := ideals I Ď S 1 : dim(S 1 /I) = n 2 ( , H n 1 ,lin (A 2 ) := ideals I Ď S 1 : dim(S 1 /I) = n 1 , supp(I) Ď V(y 2 ) ( , H n 0 ,punc (A 2 ) := ideals I Ď S 1 : dim(S 1 /I) = n 0 , supp(I) = V(y 1 , y 2 ) ( . 
They come in a chain of closed immersions
where h(∆) is the height and w(∆) is the width of ∆. Conca and Valla proved the same formulae using Hilbert-Burch matrices [CV08] . The cellular decomposition of the Hilbert scheme of points in the projective plane thus reads H n (P 2 ) = ž its cohomology class. Since the Hilbert scheme of points in the projective plane is smooth and projective, the classes [∆ 2 , ∆ 1 , ∆ 0 ], for all triples of standard sets such that |∆ 2 | + |∆ 1 | + |∆ 0 | = n, form a basis of its cohomology module H ‹ (H n (P 2 )) [Ful98, Example 1.9.1]. Ellingsrud and Strømme's formulae for the dimension of the affine cells of H n (P 2 ) completely determine the additive structure of H ‹ (H n (P 2 )): For k = 0, . . . , 2n, a basis of H k (H n (P 2 )), the k-th graded piece of cohomology 1 of H n (P 2 ) given by
The goal of the present paper is to shed some light on the multiplicative structure of H ‹ (H n (P 2 )). We will show that it rarely happens that [∆ 2 , ∆ 1 , ∆ 0 ]¨[∆ 1 2 , ∆ 1 1 , ∆ 1 0 ] ‰ 0, making the matrix of multiplication in H ‹ (H n (P 2 )) with respect to Ellingsrud and Strømme's basis rather sparse. The crucial notion is that of a family of partial orders, given by integral weight vectors.
1 Since cohomology vanishes in odd degrees, we skip the factor 2 appearing in the actual values of ‹. We might as well be working in the Chow ring, which is isomorphic to the cohomology ring, the degree k part in Chow corresponding to the degree 2k part in cohomology.
Definition 1. (a) Let st 3,n denote the set of triples of standard sets whose cardinalities sum to n. (b) For each general enough 2 weight vector λ P Z 2 such that λ 1 ă 0 ă λ 2 , we define a partial ordering ď λ on st 3,n by saying that (∆ 2 ,
xµ, αy ě xµ, ∆ 1 2 y, where µ P Z 2 is such that µ 1 ! µ 2 ă 0, xλ, ∆ 1 y ě xλ, ∆ 1 1 y, and xν, ∆ 0 y ě xν, ∆ 1 0 y, where ν P Z 2 is such that µ 1 ! µ 2 ă 0. (c) We use the involution ι : st 3,n Ñ st 3,n : 
2´j | for all j is the one where Theorem 2 reveals most about the cohomology of H n (P 2 ). In this case the relevant structures are partial orderings ď ξ induced by weights ξ = µ, λ, ν on the individual sets
Remember the natural partial ordering, or dominance partial ordering on st m [Mac95, p.7] , in which ∆ ď ∆ 1 if the two equivalent conditions are satisfied, ‚ for all i, the sum of the sizes of the lowest i rows of ∆ is at most as large as the sum of the sizes of the lowest i rows of ∆ 1 , and ‚ for all j, the sum of the sizes of the leftmost j columns of ∆ is at least as large as the sum of the sizes of the leftmost j columns of ∆ 1 . We will show in the Appendix that partial orderings ď ξ , for ξ = µ, λ, ν, are refinements of ď in the sense that ∆ ď ∆ 1 implies ∆ ď ξ ∆ 1 . Here are a few examples to illustrate how far refinement goes. The upshot of these examples -and may more which shall not be presented here -is the following: The larger m, the farther is ď from being a total ordering. Weights µ and ν repair this shortcoming to a certain extent, making some but not all incomparable pairs comparable. For weight λ, the situation is even better: Though some pairs remain incomparable under ď λ , several λ exist for which partial orderings ď λ Example 5. Figure 3 shows the Hasse diagram of the basis T 4 of H 4 (H 4 (P 2 )). The matrix of the Poincaré pairing with respect to that basis and its transpose is a block matrix
Example 3. (i) For
Outline of the paper. Section 2 gives a short account of Ellingsrud and Strømme's BB cells in schemes H n (A 2 ), H n,lin (A 2 ) and H n,punc (A 2 ). The emphasis of this section is on the identification of ideals in S and triples of ideals in S 1 . We will conclude that section with the remark that Ellingsrud and Strømme's cellular decomposition of H n (P 2 ) is not a BB decomposition. Section 3 provides the token from Białynicki-Birula theory necessary for the proof of Theorem 2: Consider a complete complex variety X equipped with an ample line bundle and a torus action with isolated fixed points, and the BB cells Xv of points floating into v from above and X w of points floating into v from below. We will give a necessary condition in terms of the line bundle for Xv to meet X w . Hence also a necessary condition for the respective closures to meet. The main source of inspiration to that section was [Knu10] . Section 4 then applies the findings from Białynicki-Birula theory, plus some elementary observations from [Led14] , to the scheme H n (P 2 ), thus 
Ellingsrud and Strømme's cellular decomposition
We use the cellular decomposition of P 2 = Proj (S) into A 2 = P 2 zV(x 2 ), A 1 = V(x 2 )zt(1 : 0 : 0)u and A 0 = t(1 : 0 : 0)u. An ideal I P H n (P 2 ) can uniquely be written as I = I 2 X I 1 X I 0 , where supp(I j ) Ď A j . The individual ideals I j have constant Hilbert functions n j whose sum equals n. Hence the decomposition of H n (P 2 ) into strata H n 2 (A 2 )ˆH n 1 ,lin (A 2 )ˆH n 0 ,punc (A 2 ) as presented in the Introduction. We identify ideals I = I 2 X I 1 X I 0 in S with triples (I 2 , I 1 , I 0 ) of ideals in S 1 by de-homogenizing,
The two-dimensional torus T of diagonal matrices in SL(3) acts on the polynomial ring S by scaling the variables:
This translates into an action on P 2 where t.(a 0 :
2 a 2 ). The fixed points of this action are (1 : 0 : 0), (0 : 1 : 0) and (0 : 0 : 1). The T-action on S also induces an action on H n (P 2 ) by t.I = xt. f : f P Iy. This action respects the decomposition into strata H n 2 (A 2 )ˆH n 1 ,lin (A 2 )ˆH n 0 ,punc (A 2 ). In particular, the fixed points under this action are ideals of shape
The datum of a weight vector w := (w 0 , w 1 , w 2 ) P Z 3 such that w 0 + w 1 + w 2 = 0 is equivalent to the datum of an embedding
We obtain induced actions of the one-dimensional torus T on the geometric objects P 2 and H n (P 2 ). The action of T on H n (P 2 ) also respects its decomposition into strata
If the weight vector is general enough, then the T-fixed points on
The BB strata of that action are therefore affine cells contained in H n 2 (A 2 ), H n 1 ,lin (A 2 ) and H n 0 ,punc (A 2 ), respectively. For determining a basis of the cohomology module of H n (P 2 ), it suffices to find (possibly different) weight vectors such that we know the BB strata of the respective actions in H n 2 (A 2 ), H n 1 ,lin (A 2 ) and H n 0 ,punc (A 2 ) explicitly enough.
Proposition 6 (cf. [ES87, ES88, Hui05, CV08]). (i)
General weight vectors w, w 1 P Z 3 exist such that ‚ w 0 ă w 1 ă w 2 and w 0 + w 1 + w 2 = 0, ‚ the same holds for the primed vector,
(ii) Under the identification of ideals in S and triples of ideals in S 1 , the action T ý H n (P 2 ) translates into three actions of T on H n 2 (A 2 ), H n 1 (A 2 ) and H n 0 (A 2 ), respectively, induced by actions
respectively. Here it is important to note that the weight vector of the second action is such that w 0´w1 ă 0 and w 2´w1 ą 0, to the effect that the BB sink of points floating into a fixed point M ∆ 1 from above is contained in H n 1 ,lin (A 2 ); and the weight vector of the third action is such that w 0´w1 ą 0 and w 2´w1 ą 0, to the effect that the BB sink of points floating into a fixed point M ∆ 0 from above is contained in H n 1 ,punc (A 2 ). Both facts have been used in [ES87, ES88] , and are proved on a schematic level in [EL12] . However, for the time being, we will only be using the first and the second of the three actions; we will return to the third action in Section 4.
The first action sends each polynomial f = ř αPN 2 a α y α P S 1 to t. f = ř αPN 2 a α t x(w 0´w2 ,w 1´w2 ),αy y α . Let a β y β be the weight-initial term of f , i.e., the term for which the product x(w 0´w2 , w 1´w2 ), βy is minimal. Our choice of (w 0´w2 , w 1´w2 ) immediately shows that the weight-initial term of f is its lex-initial term. Under the T action on H n 2 (A 2 ), an ideal I 2 is sent to
In the limit as t Ñ 0, all summands a α t x(w 0´w2 ,w 1´w2 ),α´βy for which x(w 0´w2 , w 1´w2 ), αy ă x(w 0ẃ 2 , w 1´w2 ), βy get killed. Since these terms are the lex-trailing terms, the limit is the lexicographic Gröbner deformation. The BB sink of points
The second action sends each polynomial f to t. f = ř αPN 2 a α t x(w 0´w1 ,w 2´w1 ),αy y α . The weight-initial term of f is now the summand a β y β for which the product x(w 0´w1 , w 2´w1 ), βy is minimal. Given any f P S 1 , its weight-initial term is clearly not its lex-initial term. We claim that if f is an element of the reduced lexicographic Gröbner basis of an ideal I 1 P H n 1 ,lin (A 2 ), then it is. Once this claim is proved, the same arguments as before show that the BB sink of points
Let us prove our claim in the most direct way, without reference to [ES88, Hui05, CV08] . It suffices to show that if in( f ) = y α , then f contains no term a β y β such that β 2 ă α 2 . We establish this by applying a series of deformations to I 1 . Each will be a limit lim tÑ0 t.I 1 under a torus action induced from T ý S 1 with a weight vector u P Z 2 .
The first action has weight vector u := (´1, 0). Since I 1 is supported on the y 1 -axis, the deformation lim tÑ0 t.I 1 is an ideal defining a point in H n 1 ,punc (A 2 ) invariant under this torus action. However, the weight u was chosen such that each f = y α + ř βP∆ 1 ,βăα a β y β appearing in the reduced lexicographic Gröbner basis of I 1 deforms to lim tÑ0 t. f = y α + ř β 1 =α 1 ,β 2 ăα 2 a β y β . The limits of the polynomials f form the reduced lexicographic Gröbner basis of the limiting ideal. The ideal spanned by them can only be supported at the origin if a β = 0 for all β such that β 1 = α 1 and β 2 ă α 2 .
For defining the next action, we turn the weight vector (´1, 0) clockwise and rescale it so as to obtain u P Z 2 pointing slightly upward into the third quadrant of the plane. We stop turning when we first find an element from the reduced lexicographic Gröbner basis of I 1 having initial term y α and a trailing term a β y β such that xu, α´βy = 0. The deformation lim tÑ0 t.I 1 then defines a point in H n 1 ,punc (A 2 ) invariant under this torus action. The reduced lexicographic Gröbner basis of the limiting ideal is formed by polynomials lim tÑ0 t. f , where f runs through the reduced lexicographic Gröbner basis of I 1 . Once more we see that the ideal spanned by these polynomials can only be supported at the origin if a β = 0 for all β such that xu, α´βy = 0.
We keep turning u clockwise and deforming I 1 , thus showing that more and more coefficients a β vanish. The arguments remain valid as long as u stays in the interior of third quadrant. This finishes the proof of the claim.
(iii) The action T ý H n (P 2 ) translates into actions on the three types of Hilbert schemes induced by The non-existence of a β y β such that β 2 ă α 2 follows from the fact that the ideal I 0 also defines a point in H n 0 ,lin (A 2 ). For showing the non-existence of a β y β such that β 2 = α 2 and β 1 ă α 1 , we consider the torus action on H n 0 ,punc (A 2 ) induced from T ý S 1 with weight vector u := (0, 1). Since I 0 is supported at the origin, the deformation lim tÑ0 t.I 0 is an ideal defining a point in H n 0 ,punc (A 2 ) invariant under this torus action. The polynomials lim tÑ0 t f , for all f from the reduced lexicographic Gröbner basis of I 0 , form the reduced lexicographic Gröbner basis of the limiting ideal. The ideal spanned by them can only be supported at the origin if a β = 0 for all β such that β 2 = α 2 and β 1 ă α 1 .
It's not possible to impose the conditions from Proposition 6 (i) for one and the same weight vector w = w 1 . This is why Ellingsrud and Strømme's cellular decomposition is not a BB decomposition. The next two sections will be dedicated to a somewhat more sophisticated application of Białynicki-Birula theory to our setting.
Some complements on Białynicki-Birula theory
The following proposition was communicated to the author by Allen Knutson. Proof. This statement and its proof are the same spirit as [Knu10, Proposition 2.1]. A general point a P X defines a morphism f : T Ñ X : t Þ Ñ t.a. Since the T-action is not assumed to be faithful, the map f is generically k : 1 for some k ě 1. The projective line P 1 is a compactification of T; if a P Xv X X w , then the morphism f extends to g : P 1 Ñ X, sending 0 and 8 to v and w, respectively. Completeness of X implies that the extension of f is unique. The pullback of L along g is a line bundle L 1 on P 1 whose only poles and zeros are found at 0 and 8. Their respective degrees are Φ(v) and Φ(w), and
The pushforward of L 1 along g shows that the degree of L 1 equals k times the degree of the restriction of L to the image of g. The line bundle L being ample, it has a positive degree, as does its restriction to the image of g. Thus the inequality Φ(w)´Φ(v) ą 0 follows.
Lemma 8. In the setting of Proposition 7, let a P X v := Xv and p := lim tÑ0 t.a. If v ‰ p, then Φ(v) ă Φ(p).
Proof. The line bundle L pulls back from X to the complete variety X v . In the special case L = O(1), the statement of the lemma is part of [Knu10, Corollary 2.1]. The proof of the cited corollary is based on [Knu10, Lemma 2.1], which states a number of facts about the line bundle O(1) on X v . These statements are proved by pulling back the line bundle to P 1 by a morphism g : P 1 Ñ P 1 as in the proof of Proposition 7. The proof of the lemma is based on the classification of equivariant line bundles on P 1 , which is given by the degree and the torus weight on the fiber over 0. This classification, however, doesn't care if the line bundle on P 1 is the pullback of O(1) or of a more general L . The proof of [Knu10, Corollary 2.1] therefore works for an arbitrary line bundle L on X v .
Theorem 9. In the setting of Proposition 7, X v X X w ‰ H only if v = w or Φ(v) ă Φ(w).
Proof. Consider a point a P X v X X w and its limits p := lim tÑ0 t.a and q := lim tÑ8 t.a. Lemma 8, its analogue for limits as t Ñ 8, and Proposition 7 show that
with strict inequality if any two of the fixed points don't agree.
Corollary 10. In the situation of Theorem 9, pick all X v of a given dimension m´k, where m = dim(X) thus obtaining a basis of H k (X), and pick all X w of dimension k, thus obtaining a basis of H m´k (X). Then the matrix of the Poincaré pairing H k (X)ˆH m´k (X) Ñ Z with respect to the two bases, ordered in the weight-increasing way, is upper triangular with 1s on the diagonal.
Proof. Completeness of X implies that the Białynicki-Birula strata Xv with v running through the set of fixed points, form a cellular decomposition of X [BB73, Theorem 4.4], as do the strata X w . The cohomology classes of their closures are therefore a basis of the module H ‹ (X). The two bases of H k (X) and H m´k (X), respectively, are obtained by picking elements from the appropriate graded pieces. Upper triangularity of the matrix follows from Theorem 9. Since the Poincaré pairing is perfect, the diagonal entries of the matrix are 1. The author thanks Bernd Sturmfels for communicating the following example and generously providing a folded napkin akin to the polytope from Figure 4 . The reason why this example is discussed in so much detail here is its role as a model case for the Hilbert scheme of points in the projective plane, to be discussed in the next section. Figure 4 , defines a smooth projective variety X P . Topologically, X P is the closure of the image of T ã Ñ P s´1 given by t Þ Ñ (t α ) αPPXM . In particular, each vertex v P P defines a point v P X P . Schematically, X P is embedded into projective space P s´1 whose homogeneous coordinate ring is generated by indeterminates x α , one for each
An open affine cover of X P is given by schemes U v := Spec S v , one for each vertex v P P, where
the binomial ideal I v implementing all Z-linear relations between lattice vectors α´v, for α P M. The d-torus T = Spec C[M]
naturally acts on each coordinate ring, T ý S v : t.
The induced actions on patches U v are compatible with each other, hence a T-action on the entire variety X P . The orbit-cone correspondence [CLS11, Theorem 3.2.6] implies that vertices v P P correspond to maximal cones σ v in the dual
fan Σ P of P, which in turn correspond to T-fixed points in X P . We therefore denote by v P X P the fixed point corresponding to vertex v P P.
We pull back the ample line bundle O(1) on P s´1 to an ample line bundle L on X P . Let's compute, for each fixed point v P X P , the weight of the T-representation L | v . We denote by E v the set of α P P X M that are reached first when walking away from v on edges of P. Smoothness of P says that for each v, the set tα´v :
where 
Locally around v, the sheaf L is isomorphic to the restriction of O P d (1) to U v , whose module of global sections is
Γ(U v , O(1)) = x v¨S
Consider a linear form λ : M Ñ Z separating the vertices of P, i.e., xλ, vy ‰ xλ, wy for vertices v ‰ w. The element λ P M ‹ corresponds to an embedding T ã Ñ T, hence an action T ý X P . The general choice of λ implies that T-fixed points of X P correspond to vertices of P. Restricting the T-action to the subtorus T amounts to replacing
and similarly for (X P ) v , whose ideal is defined by the property xλ, α´vy ą 0. Accordingly, Figure 4 shows points in (X P )v lying above the dashed line through v and points in (X P ) v below them. The figure illustrates the statement of Theorem 9 and Corollary 10: 
Torus weights of triples of monomial ideals
Now we apply the findings of the previous section to the scheme H n (P 2 ). For constructing a line bundle on that scheme, we embed it into a suitable projective space and pull back O(1). Remember that statements (ii) and (iii) from Proposition 6 only characterized the BB sinks of two special types of torus fixed points, (M ∆ 2 , M ∆ 1 , H) and (H, M ∆ 1 , M ∆ 0 ), respectively, in terms of lexicographic Gröbner basins. The technique for doing so was based on a study of weights w and w 1 . We will be investigating more general fixed points (M ∆ 2 , M ∆ 1 , M ∆ 0 ), using more general weights w 2 . We will always choose w 2 general enough so that the only fixed points of the induced action T ý H n (P 2 ) are monomial ideals in S.
Lemma 13. Consider the closed immersion
ι : H n (P 2 ) Ñ G n S n Ñ P N ,
where ‚ the first map is the closed immersion from into the Grassmannian of rank n quotients of the d-th graded piece of the polynomial ring S, for some d ě n, and ‚ the second map is the Plücker embedding.
Let L be the pullback of the line bundle O(1) on P N by that immersion. Let w 2 P Z 3 be a weight such that
, and ‚ the only fixed points of the induced action T ý H n (P 2 ) are monomial ideals in S, identified with triples of monomial ideals in S 1 .
We denote by
where ∆ ăd is the simplex in N 3 of all elements of degrees ă d and
Figure 13 illustrates how immersions ι j identify triples of monomial ideals in S 1 with special types of monomial ideals in S. It also shows the range from which weights w 2 will be taken, along with the particular weights w and w 1 from Proposition 6. All vectors are drawn such that their tails sit in the barycenter of the simplex α P N 3 :
e 1´e0 e 2´e1 The scheme H n (P 2 ) is a special case in which the immersion is described thusly: Take a point a in H n (P 2 ), say, an A-valued one, where A is any C-algebra. This point is is a homogeneous ideal I Ď S b C A such that for large d, the quotient (S b C A) d /I d is a locally free A-module of rank n. After replacing I by its saturation, we may assume that the quotient is locally free of rank n for all d ě n. The last inequality is a consequence of the Gotzmann number of the constant Hilbert polynomial n being equal to n. After passing to a Zariski-open subset of Spec A, we may assume that (S 
or equivalently,
Column y α of matrix C therefore has entries a α β P A if α P M ∆ , and δ α β otherwise. Upon reordering the columns of C, we obtain C = E A , where E is the identity matrix and A is the matrix of coefficients a α β of polynomials f α . The matrix C defines a point in the Grassmannian G n S n . The cited results from [Bay82, IK99, HS04] say that assigning to point a P H n (P 2 ) that point in the Grassmannian defines a closed immersion
and that we may play the same game in any degree d ě n:
write their coefficients into a matrix D = E B ; get a map
This map is a closed immersion factoring through the first closed immersion. The Plücker embedding then sends the point represented by matrix D to the point represented by a one-row matrix whose entries are the maximal minors of the matrix D. For tracing the effect of the action T ý H n (P 2 ) on that image point, we first observe that 
We have just shown that the action
induces an action on projective space equivariant with respect to the immersion H n (P 2 ) ã Ñ P N . The same arguments as in Example 12 show that the stalk O(1)| M ∆ of line bundle O(1) on P N has T-weight´xw, ∆y.
The statement of the lemma is now just a reformulation of this formula in terms of triples of monomial ideals in S 1 .
In the proof of Theorem 2, we will be using torus actions T ý S 1 with general weights u, v P Z 2 such that u 1 , u 2 ă 0 and v 1 , v 2 ą 0, respectively, and the induced BB decompositions
The respective cofactors parametrize ideals I Ď S 1 floating into M ∆ from above under the action induced by T ý S 1 with weight vectors u and v, respectively. When using weights different from the ones considered by Ellingsrud and Strømme, the structure of the BB sinks is in general hard to determine [Con11] . However, it turns out that we only have to work with very specific types of monomial ideals.
Definition 14. Schemes H n (A 2 ) and H n,punc (A 2 ) are smooth and irreducible of dimensions 2n and n´1, respectively [Fog68, Bri77] . The above-displayed BB decompositions therefore contain unique members of maximal dimensions 2n and n´1, respectively. We call the corresponding torus fixed point the generic monomial ideals in H n (A 2 ) and H n,punc (A 2 ) with respect to the weights u and v, respectively. Figure 6. Points in (∆ 2 , ∆ 1 , ∆ 0 )˝and the coordinate-reversed version of (∆ 1 2 , ∆ 1 1 , ∆ 1 0 )˝, and the most generic and least generic monomial ideals on four factors Passing to the closures of the two affine cells, it's fairly easy to see that the assumption that n j := |∆ j | = |∆ 1 2´j | for j = 0, 1, 2, plus the fact that the support of I 1 can't leave the line V(x 2 ) Ď P 2 , the support of I 0 can't leave the point V(x 1 , x 2 ) Ď P 2 , the support of I 1 1 can't leave the line V(x 0 ) Ď P 2 , the support of I 1 2 can't leave the point V(x 0 , x 1 ) Ď P 2 implies that the locus where (∆ 2 , ∆ 1 , ∆ 0 ) and (∆ 1 2 , ∆ 1 1 , ∆ 1 0 ) intersect is contained in the product of schemes H n 2 ,punc (A 2 ) parametrizing ideals supported in (1 : 0 : 0), H n 1 ,punc (A 2 ) parametrizing ideals supported in (0 : 1 : 0), and H n 0 ,punc (A 2 ) parametrizing ideals supported in (0 : 0 : 1). In particular, if (I 2 2 , I 2 1 , I 2 0 ) is a point from the intersection, then
where the closure is taken within H n 2 lex (A 2 ). For j = 2, this inclusion says that the component I 2 2 of any element of (∆ 2 , 
Once more Theorem 9 allows to derive an inequality on w 2 -weights which, by Lemma 13, reduces tó
i.e., the inequality xµ, ∆ 2 y ě xµ, (∆ 1 0 ) t y as claimed in Definition 1. The claim for j = 0 follows by symmetry. Proof. Assume that the partial ordering ď (´1,0) is a refinement of the natural partial ordering. Then Lemma 16 implies that the statement of the proposition holds for weights ξ = µ and ξ = ν. Moreover, the identity xξ, ∆y = x(ξ 1 , 0), ∆y + x(0, ξ 2 ), ∆y plus the assumption that λ 1 ă 0 ă λ 2 plus Lemma 15 implies that the statement of the proposition holds for weight ξ = λ. Consider two elements of st m such that ∆ ă ∆ 1 . We label each box in ∆ 1 z∆ by the its row index, and each box in ∆z∆ 1 by the negative of its row index, thus obtaining a disjoint sum of two skew Young tableaux, cf. Figure 7 . Then the sum of the labels of all boxes from the tableaux is x(´1, 0), ∆y´x(´1, 0), ∆ 1 y.
For showing that the sum is positive, we enumerate the elements of the respective differences in the lex-increasing way, This proves the one half of (iii), the second following by symmetry.
