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ABSTRACT
Deep neural networks (DNNs) have enabled impressive breakthroughs in various artificial intelligence
(AI) applications recently due to its capability of learning high-level features from big data. How-
ever, the current demand of DNNs for computational resources especially the storage consumption is
growing due to that the increasing sizes of models are being required for more and more complicated
applications. To address this problem, several tensor decomposition methods including tensor-train
(TT) and tensor-ring (TR) have been applied to compress DNNs and shown considerable compres-
sion effectiveness. In this work, we introduce the hierarchical Tucker (HT), a classical but rarely-used
tensor decomposition method, to investigate its capability in neural network compression. We con-
vert the weight matrices and convolutional kernels to both HT and TT formats for comparative study,
since the latter is the most widely used decomposition method and the variant of HT. We further
theoretically and experimentally discover that the HT format has better performance on compressing
weight matrices, while the TT format is more suited for compressing convolutional kernels. Based
on this phenomenon we propose a strategy of hybrid tensor decomposition by combining TT and HT
together to compress convolutional and fully connected parts separately and attain better accuracy
than only using the TT or HT format on convolutional neural networks (CNNs). Our work illuminates
the prospects of hybrid tensor decomposition for neural network compression.
1. Introduction
Deep neural networks (DNNs) have shown the state-of-
the-art performance on many issues such as computer vi-
sion (Krizhevsky et al., 2012; He et al., 2016), natural lan-
guage processing (Chen et al., 2017; Sutskever et al., 2014),
reinforcement learning (Mnih et al., 2015) and many other
multidisciplinary fields (Heess et al., 2015). These advanced
techniques come largely from available datasets, developed
algorithms and powerful CPU & GPU devices. However, as
the deep learning problems becomemore andmore complex,
huge data and super large-scale DNNs become inevitable.
Meanwhile, the expensive hardware cost and long process-
ing time further complicate the deployment of DNNs on re-
source constrained devices.
Hence, a large number of works (Deng et al., 2020),
mainly including quantization (Vanhoucke and Mao, 2011;
Wu et al., 2018), pruning (Srinivas and Babu, 2015; Zhu and
Gupta, 2018), knowledge distillation (Hinton et al., 2014),
compact convolutional filters (Wu et al., 2017) and low-
rank factorization (Novikov et al., 2015), have been inves-
tigated to reduce the hardware requirements and the running
time of the deployment and application of DNNs. Among
these principal approaches, low-rank factorization, which
tensorizes and decomposes the weight matrices into a series
of low-rank tensors with the tensor decomposition theory
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originated with Hitchcock (1927), has specific advantages
because of its solid mathematical theory and concise imple-
mentation. The relationship between neural networks and
the tensor theory provides theoretical support for DNNs on
one hand (Cohen et al., 2016), and enables the theory to be
effectively applied in practical problems on the other hand
(Cohen and Shashua, 2016). Consequently, several low-
rank decomposition methods for compressing DNNs have
attracted attention of many researchers in recent years.
As two of the most classical decomposition methods,
CANDECOMP/PARAFAC (CP) (Carroll and Chang, 1970)
and Tucker decomposition (Tucker, 1966) are earlier used
to accelerate and compress convolutional neural networks
(CNNs) (Kim et al., 2016; Lebedev et al., 2015). With
the development of the tensor decomposition theory, some
new methods have achieved better results in various appli-
cations. The tensor-train (TT), which is first introduced
by Oseledets (2011), decomposes a high-dimensional ten-
sor into a series of 3-dimensional tensors. Novikov et al.
(2015) show that TT can reduce redundancy of DNNs by
compressing the dense weight matrices in fully connected
(FC) layers. Based on this, Garipov et al. (2016) extend TT
to convolutional kernels to compress the whole CNNs. In re-
cent years, researchers have attempted to improve the mem-
ory (Huang and Yu, 2018) and the energy efficiency (Deng
et al., 2019) of DNNs by further boosting the application
of TT decomposition. By contrast, some researchers focus
on some other tensor decomposition methods for compress-
ing DNNs with different architectures, especially recurrent
neural networks (RNNs). For example, the block-term de-
composition (BTD) (De Lathauwer, 2008), which decom-
poses a high-dimensional tensor to a sum of multiple blocks
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in Tucker format, greatly reduces the parameters of RNNs
and improves their training effectiveness (Ye et al., 2017).
As a derived format, tensor-ring (TR) (Zhao et al., 2019) ex-
ceeds TT in performance on RNNs and achieves promising
results for video classification (Pan et al., 2018). The most
considerable physical significance of all of these decompo-
sition methods mentioned above in actual is to achieve the
sparse representation of the redundant weights. Naturally,
the ability of each tensor decomposition method to repre-
sent high-dimensional data determines the performance of
the corresponding compressed DNNs. Doubtlessly, there
are obvious differences among the inner structures of differ-
ent decomposition methods, which might be one of the most
important reasons that affects the expressive ability of com-
pressed DNNs, but till now is rarely discussed by previous
researchers.
In this work, inspired by above studies, the flexible
structure of the hierarchical Tucker (HT) decomposition
method (Grasedyck and Lars, 2010), which iteratively fac-
torizes a tensor into two subtensors by using Tucker and in
actual is the source of TT, has aroused our interest. Since
factorizing a tensor each time has more than one way, e.g.,
a tensor  ∈ ℝ푛1×푛2×푛3×푛4 whose modes could be factor-
ized as 푛1푛2 × 푛3푛4 or 푛1 × 푛2푛3푛4, there are certainly mul-tiple specific patterns for any single tensor. Therefore, the
strong ability of HT to express high-dimensional data is de-
rived from its varying structures. In general, these structures
are treelike that mainly include two frequently-used patterns,
namely balanced tree and degenerate tree. Moreover, re-
searchers (Grasedyck and Hackbusch, 2011) have suggested
that the balanced form of HT may require a lower rank than
TT which is actually the degenerate tree form of HT. There-
fore, wemainly focus on HTwith balanced tree in compress-
ing DNNs. In the rest of this paper, we only refer HT to the
balanced tree unless otherwise indicated.
In our specific practices, we apply HT decomposition to
compress both fully connected (FC) layers and convolutional
kernels. Moreover, we compare the compressed DNNs in
HT format with those in TT format under theoretical anal-
yses and extensive experiments, and the characteristics of
compression performance of these two kinds of formats are
also studied. An important discovery is that the HT and
TT format have respective advantages in compressing dif-
ferent structures of DNNs, i.e., the HT format gains better
performance in compressing the weight matrices in FC lay-
ers, while the TT format is more suited for compressing con-
volutional kernels. We analyze and infer that the reason un-
derling this phenomenon is that HT prefers the tensor with
balanced lengths of dimensions, while it is better for TT to
compress the tensor with unbalanced dimensions. Based on
this we propose a hybrid compression strategy consisting of
TT-decomposed convolutional and HT-decomposed FC lay-
ers to improve the overall compression performance. The
results of our experiments verify the effectiveness of the pro-
posed method.
The main contributions of this work are summarized as
follows:
• It is the first time for HT decomposition being applied
to compress DNNs to the best of our knowledge, and
we experimentally show that HT has comparable com-
pression ability to TT.
• We claim that HT is more sensitive than TT to the
unbalanced tensor shape during gradient descending
based on the theoretical analysis of the training pro-
cess.
• Wepropose a strategy of hybrid tensor decomposition,
in which HT and TT are separately applied in FC lay-
ers and convolutional kernels, outperforming using ei-
ther of HT or TT.
• Our work enlightens to select the best tensorized strat-
egy for specific DNNs and even design new neural ar-
chitectures, which makes a step forward in deploying
DNNs on embedded devices.
The rest of this paper is organized as follows. In Sec-
tion 2, we mainly introduce DNNs in the HT format. In
Section 3, we analyze the different advantages of HT- and
TT-decomposed networks and propose a strategy of hybrid
tensor decomposition which is further verified by our exper-
iments in Section 4. Section 5 discusses some complex and
interesting phenomena of our experiments. Finally, we give
our conclusion in Section 6.
2. DNNs in the HT Format
In this section, we give three presentations of HT de-
composition, i.e., basic, normal and contracted forms, all of
which can replace the original uncompressed weights and
rewrite the mapping from input signals to output signals. We
also introduce the relationship between HT and TT, of which
the latter is derived from the former.
2.1. HT Decomposition
2.1.1. Basic Form
The hierarchical tensor format is introduced by Hack-
busch and KÃĳhn (2009), and on this basis Grasedyck and
Lars (2010) propose the HT decomposition. For a tensor∈ℝ푛1×푛2×...×푛푑 , we can divide the dimensions into two sets,
i.e., 푡 = {푡1, 푡2, ..., 푡푘} and 푠 = {푠1, 푠2, ..., 푠푑−푘}, to produce amatricization of like 퐴(푡) ∈ ℝ푛푡1푛푡2 ...푛푡푘×푛푠1푛푠2 ...푛푠푑−푘 . Sim-
ilarly, set 푡 can also be grouped into 푡푙 and 푡푣, to obtain othertwomatrices퐴(푡푙) and퐴(푡푣). If we define their corresponding
column basis matrices as푈푡, 푈푡푙 , 푈푡푣 , we could have (Kress-ner and Tobler, 2011):
푈푡 = (푈푡푙 ⊗푈푡푣 )퐵푡, (1)
where 푈푡 ∈ ℝ푛푡1푛푡2 ...푛푡푘×푟푡 , 푈푡푙 ∈ ℝ
푛푡푙1
푛푡푙2
...푛푡푙푖
×푟푡푙 , 푈푡푣 ∈
ℝ푛푡푣1 푛푡푣2 ...푛푡푣푘−푖 ×푟푡푣 are called truncated matrices, and 퐵푡 ∈
ℝ푟푡푙 푟푡푣×푟푡 is termed as transfer matrix. All the 푟푡, 푟푡푙 , 푟푡푣 arereferred to as ranks. Besides, the operator⊗ represents Kro-
necker product.
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U2 U34..d
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...
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Td
...
Figure 1: Dimension tree. Left: balanced tree of HT. 푑 = 2푘 (푘 = 1, 2, 3, ...). Right: degenerate tree of TT.
By iteratively using Equation (1) until all the rest trun-
catedmatrices cannot be further decomposed, the final struc-
ture of HT will come out. This process for  can be gener-
ally expressed as follows:
→ 푈12...푑 =(푈12...푑∕2 ⊗푈(푑∕2+1)...푑)퐵12...푑
=[((푈12...푑∕4 ⊗푈(푑∕4+1)...푑∕2)퐵12...푑∕2)
⊗((푈(푑∕2+1)...3푑∕4 ⊗푈(3푑∕4+1)...푑)
퐵(푑∕2+1)...푑)]퐵12...푑
=⋯ ,
(2)
where 푈12...푑 ∈ ℝ푛1푛2...푛푑×1 is reshaped from the tensor and the last ellipsis represents the subsequent decomposi-
tion of the tensor. Such presentation is called the basic form
of the HT format, which can be drawn as a dimension tree
made up of 푑 truncated matrices and 푑 −1 transfer matrices
illustrated in Figure 1.
2.1.2. Normal Form
It is obvious that Equation (2) is not very regular and
simple to apply. In fact, it is easily observed that when the
HT process is finished, 푑 truncated matrices will have only
one corner mark, i.e., 푈1, 푈2,⋯ , 푈푑 . By using a commonlaw “퐴퐵 ⊗ 퐶퐷 = (퐴 ⊗ 퐶)(퐵 ⊗ 퐷)”, one can obtain a
more concise HT format from Equation (2) like (Kressner
and Tobler, 2011):
푈12⋯푑 =(푈1 ⊗푈2 ⊗⋯⊗푈푑)
(퐵12 ⊗퐵34 ⊗⋯⊗퐵(푑−1)푑)⋯퐵12⋯푑 ,
(3)
which is called the normal form of HT since it is used more
widely in tradition (Hou and Chaib-draa, 2015; Kressner and
Tobler, 2011, 2014). The most remarkable characteristic of
this form is that the calculation is arranged as level-to-level
in the perspective of the dimension tree. Thus one can di-
rectly design HT in the normal form for a tensor without
iteratively calling Equation (1).
2.1.3. Contracted Form
On the other hand, the so called dimension tree in Figure
1 is actually a kind of tensor network graph (Espig et al.,
W1 W2 W3 W4X
T0
T1
T2
?1234?
?12? ?34?
Figure 2: The order of chain computation in a case of 4-
dimensional tensor. The arrows represent the order of com-
putation. 푋 represents the input data, 푖 is the tensorized
transfer matrix produced by each decomposition, and 푊푖 is
the truncated matrix.
2011), since any two matrices in the dimension tree can be
merged as one by using a contraction operator. In detail, if
we reshape퐵푡 ∈ ℝ푟푡푙 푟푡푣×푟푡 in Equation (1) as a 3-dimensionaltensor 푡 ∈ ℝ푟푡푙×푟푡푣×푟푡 , we can have:
푈푡 = 푈푡푙 ×
1 푡 ×1 푈푡푣 , (4)
where ×1 is called mode-1 contracted product (Lee and Ci-
chocki, 2016). Then iteratively using this formulation, a new
form to rewrite Equation (2) or (3) should be:
푈12⋯푑 =(⋯ ((푈1 ×1 12 ×1 푈2) ×1 1234×1
(푈3 ×1 34 ×1 푈4)) ×1⋯×1
(푈(푑−1) ×1 (푑−1)푑 ×1 푈푑)⋯),
(5)
which is termed as the contracted form of HT.
In this way, the expensive Kronecker product is avoided,
thus the corresponding calculation process and probable
middle results may not consume very high computation and
storage costs. For example, the contracted form of HT can
allow an external input tensor to calculate with its truncated
and transfer matrices one by one as shown in Figure 2, which
appears to be the most efficient way that Equation (2) and (3)
cannot match.
2.2. HT-Decomposed FC Layers in RNNs
Note that FC layers with the weight matrix푊 ∈ ℝ푀×푁
are ubiquitous in DNNs especially RNNs, and the parame-
ters of FC layers account for a very high proportion of the
total network parameters due to a large number of input and
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output neurons. So the realization of compressing FC lay-
ers is of great significance for space complexity reduction.
This section demonstrates the detailed process to compress
FC layers up to reconstruct the whole LSTM into the HT
format.
2.2.1. Tensorizing 푥 and푊
We tensorize the input vector 푥 into a 푑-dimensional ten-
sor  to obtain high-dimensional representation of the input
data, while 푊 is transformed into a tensor with the same
degree of dimensions for easier HT decomposition. These
tensorization operations are essentially regrouping the data
into  ∈ ℝ푛1×푛2×...×푛푑 and  ∈ ℝ푚1푛1×푚2푛2×...×푚푑푛푑 with
the constraints푀 =
푑∏
푘=1
푚푘 and푁 =
푑∏
푘=1
푛푘 (Novikov et al.,
2015).
2.2.2. Compressing
Following Equation (2), (3) or (5), the 푑-dimensional
tensor derived from the original matrix can be easily rep-
resented as the HT format. It should be emphasized that,
although the normal form defined in Equation (3) is more
used in the past, for the tensorizing weight , middle results
produced by a serial of Kronecker products will cause heavy
storage consumption, e.g.,푈1⊗푈2⊗⋯⊗푈푑 . This situationcan even make the calculation process of compressed DNNs
infeasible based on our practical experiences. Therefore, we
prefer the basic form in Equation (2) and the contracted form
in Equation (5) to compress weights in DNNs.
For the basic form, we reshape the transfer matrix 퐵12...푑and remove the Kronecker product of the first decomposi-
tion:
퐻푇 () = 푊1...푑∕2퐵12...푑푊 (푑∕2+1)...푑푇
= (푊1...푑∕4 ⊗푊(푑∕4+1)...푑∕2)퐵12...푑∕2퐵12...푑
퐵푇(푑∕2+1)...푑(푊(푑∕2+1)...3푑∕4 ⊗푊(3푑∕4+1)...푑)
푇
= ⋯ .
(6)
This process can significantly reduce the sizes of middle re-
sults, i.e., the result of Kronecker product of each two trun-
cated matrices shall not be very large and it can be further
reduced by contracting with the adjacent transfer matrix. For
the contracted form, there is no need to preprocess some ma-
trices, just to imitate Equation (5), we can have:
퐻푇 () =(⋯ ((푊1 ×1 12 ×1푊2) ×1 1234×1
(푊3 ×1 34 ×1푊4)) ×1⋯×1
(푊(푑−1) ×1 (푑−1)푑 ×1푊푑)⋯).
(7)
According to Equation (6)-(7) and Figure 1, the relevant
space complexity of weight can be heavily reduced from((푚푛)푑) to (푑푚푛푟 + (푑 − 1)푟3).
2.2.3. Computation between  and HT Matrices
In the forward pass, the output of the HT-decomposed
FC layer is obtained by the computation between the ten-
sorized input  and the stored decomposed matrices, i.e.,
푊푡 and 퐵푡. In general there are two approaches to obtainthe output, which are termed as recovery computation and
chain computation respectively. The recovery computation
is to recover the HT matrices to the corresponding origi-
nal  , and then multiply it by  . The computation com-
plexity of the recovery computation can be concluded as((log2푑 − 1)푀푁(푟3 + 푟2)) by using Equation (6).Contrarily, the chain computation calculates the input
with each truncated or transfer matrix in Equation (7) se-
quentially, because the operation between  and  is also
contraction so that the appropriate order of contractions can
be observed in the view of tensor network, e.g., Figure 2,
where we perform the operations between the input and ma-
trices in the so called inorder traversal, i.e., each time the
input should be reshaped into a befitting matrix to satisfy
its modes with the matrices to be contracted. The compu-
tation complexity of the chain computation is expressed as((2푑 − 1)푛 max{푀,푁}푟1+log2푑). In contrast, we find that
the chain computation takes less time and is more suited for
the forward pass, as the expensive 푀푁 is erased. Specifi-
cally, according to Equation (7), we can roughly rewrite the
product푊푥 into the following form:
휙(푊 ,푥) = ×1푊1×112×1푊2×11234×1⋯×1푊푑 , (8)
where 휙(⋅)means it is not a strict representation of푊푥 since
the corresponding reshaping and transposing are omitted.
2.2.4. HT-Decomposed LSTM Model
Based on Equation (8), all kinds of FC layers in
DNNs can be replaced with HT-decomposed ones for net-
work compression. For example, long-short term mem-
ory (LSTM) (Hochreiter and Schmidhuber, 1997) is one of
the advanced variants of RNNs, and its corresponding HT-
decomposed version can be described as:
Γ푢 = 휎(휙(푊푢, 푥푡) + 휙(푅푢, 푎푡−1) + 푏푢),
Γ푓 = 휎(휙(푊푓 , 푥푡) + 휙(푅푓 , 푎푡−1) + 푏푓 ),
Γ표 = 휎(휙(푊표, 푥푡) + 휙(푅표, 푎푡−1) + 푏표),
퐶̃푡 = tanh(휙(푊푐 , 푥푡) + 휙(푅푐 , 푎푡−1) + 푏푐),
퐶푡 = Γ푢 ⊙ 퐶̃푡 + Γ푓 ⊙ 퐶푡−1,
푎푡 = Γ표 ⊙ tanh(퐶푡),
(9)
where 휎 and tanh represent the sigmoid and hyperbolic func-
tion respectively, and푊휃 (휃 = 푢, 푓 , 표, 푐) denotes the weightfrom the input to the hidden layer while 푅휃 presents theweight from the previous state to the next one.
2.3. HT-Decomposed Convolutional Kernels in
CNNs
The convolutional kernel  is the most crucial compo-
nent of CNNs, and is harder to compress because of its inher-
ent compactness. That is, parameters in are shared for dif-
ferent local fields of the input, and each parameter should be
responsible for many different data resources. Even worse,
this situation will be more severe if we compress the convo-
lutional kernels to make their quantity of parameters lower.
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nk
rk-1 rk ???
?1? ?2? ?3? ?d-1? ?d?
Figure 3: TT cores for a 푑-dimensional tensor. The special
case is 푟0 = 푟푑 = 1. The same color represents the same
dimensions which can be contracted.
Nonetheless, CNNs still need to be compressed for wider ap-
plications, since the modern CNNs appear to be very deep,
e.g., ResNet-152 (He et al., 2016), so that the limited re-
dundancy in convolutional kernels can be remitted to some
extent in the view of the entire CNN (Denil et al., 2013).
In 2D-CNNs, the kernel ∈ ℝ푙×푙×퐶×푆 might be decom-
posed in the HT format directly based on Figure 1. How-
ever, further tensorization should also be considered for bet-
ter compression performance through theoretical analyses
and experimental verification (Garipov et al., 2016), i.e.,
the convolutional kernel should be transformed into  ∈
ℝ푙2×푐1푠1×푐2푠2×...×푐푑−1푠푑−1 with constraints 퐶 =
푑−1∏
푘=1
푐푘 and
푆 =
푑−1∏
푘=1
푠푘. Then the new tensor can be converted into the
푑 truncated matrices and 푑 − 1 transfer matrices according
to Equation (6).
It should be emphasized that, although the chain compu-
tation in Equation (8) is faster than the recovery computa-
tion, the former can be hardly utilized in convolution since
there is no associative law between convolution and contrac-
tion. Therefore, as the same as Garipov et al. (2016), we
can just adopt the recovery computation for HT-decomposed
convolutional kernels.
2.4. Relationship with TT
For a tensor  ∈ ℝ푛1×푛2×...×푛푑 , Oseledets (2011) pro-
poses TT decomposition which has a more regular format as
(Lee and Cichocki, 2016):
 = 1 ×1 2⋯ ×1 푑 , (10)
where 푘 ∈ ℝ푟푘−1×푛푘×푟푘 (푟0 = 푟푑 = 1) shown in Figure3 is termed as core tensor. In fact, TT decomposition is a
specific variant of HT decomposition (Grasedyck and Lars,
2010; Grasedyck and Hackbusch, 2011; Lee and Cichocki,
2016). For example, in Equation (1), set 푡푙 will have onlyone element if is in TT decomposition, and the following
relationship should exist:
푘 = 푟푒푠ℎ푎푝푒(푈푡푙퐵푡), (11)
where 푈푡푣 will be kept on decomposing according to Equa-tion (1). This process is shown in the right side of Figure 1
that presents as a degenerate tree, i.e., the TT format is the
result of asymmetric HT decomposition and distinguishes
from the HT format by the removal of Kronecker products
and the formation of a uniform sequence of cores.
3. Hybrid Compression
In this section, we present and analyze the gradients of
compressed DNNs in the HT and TT formats respectively.
We conclude that the DNN in the HT format should achieve
better performance than that in TT when the dimensions are
balanced, and thus HT is more suited for compressing FC
layers whose lengths of the dimensions could be balanced by
more easy adjustment. However, we also discover that HT
is more sensitive for unbalanced dimensions during train-
ing. Therefore, we propose a hybrid compression method
that combines HT and TT together to separately compress
FC layers and convolutional kernels of CNNs.
3.1. Gradient Analyses
3.1.1. Basic Definition
Error back propagation is usually applied in the training
of DNNs. It is used to update the parameters by calculating
the gradients which can be gained by the derivative of the
error with respect to parameters. Thus, to discover the spe-
ciality of HT and TT in network compression, we focus on
the gradients of compressed weights. For convenience, we
uniformly use 푊푘 to denote the truncated matrix 푈푘 in HTor the matricized core tensor 푘 in TT.In tensor-decomposed DNNs, the gradient of the termi-
nal 푘th compressed weight푊푘 can be computed by the chainrule like:
휕퐿
휕푊푘
= 휕퐿
휕푦
휕푦
휕푊
휕푊
휕푊푘
, (12)
where 퐿 is the loss function, 푦 is the output, and푊 denotes
the uncompressed weight matrix. Apparently, different de-
composition methods bring about the main differences on
the third term in Equation (12), i.e., 휕푊 ∕휕푊푘. Besides, thedescending distance of each updating depends on the product
between gradient value and learning rate. For compressed
matrices with the same initialization, in general the gradient
with larger size can get more value which results in a longer
descending distance of the matrix, so we also care about the
size of the gradients.
3.1.2. Gradient of HT
It is known that in the HT dimension tree, any non-leaf
node satisfies the relationship in Equation (4). For exam-
ple, each corresponding minimum subtree at the last level in
Figure 1 (left side) or Figure 2 can be represented as:
푊(푘−1)푘 = 푊푘−1퐵(푘−1)푘푊푘, (13)
where the neighbouring elements 푘 − 1 and 푘 (푘 =
2, 4, 6,… , 푑) belong to the dimensions of the minimum sub-
tree. Accordingly, the gradient of each truncated matrix can
be represented as:
⎧⎪⎪⎨⎪⎪⎩
휕푊(푘−1)푘
휕푊푘−1
= [퐵(푘−1)푘푊 푘]⊗ 퐼푛,
휕푊(푘−1)푘
휕푊푘
= 퐼푚 ⊗ [푊푘−1퐵(푘−1)푘]푇 ,
(14)
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Figure 4: Partial derivatives in dimension tree. Each rectangle
is regarded as a whole.
where 푛 and 푚 represent the row of 푊푘−1 and 푊푘 respec-tively. We adopt the chain rule shown in Figure 4 to compute
the gradient of the uncompressed matrix푊 with respect to
each HT truncated matrix푊푘:
휕푊
휕푊푘
= 휕푊
휕푊1..푘..푑∕2
휕푊1..푘..푑∕2
휕푊1..푘..푑∕4
...
휕푊(푘−1)푘
휕푊푘
, (15)
where the number of partial derivatives is determined by the
level of the dimension tree and reshaping is necessary for
matrices due to the matricization of transfer tensors. For in-
stance, for a three-level HT dimension tree, the gradient of
푊1 should be:
휕푊
휕푊1
= 휕푊
휕푊12
휕푊12
휕푊1
, (16)
where the dimension tree satisfies 푊 = 푊12퐵1234푊34 and
푊12 = 푊1퐵12푊2. The gradient in Equation (16) can bederived from the rules in Equation (14), then the size of the
gradient in Equation (15) is:
푠푖푧푒
(
휕푊
휕푊푘
)
= 푟푘 × 푛1푛2… 푛푘−1푛푘+1… 푛푑 . (17)
3.1.3. Gradient of TT
For the network in the TT format, Novikov et al. (2015)
derive the gradient of the output with respect to the core
matrices (slices of the core tensors) of the TT-decomposed
weights. To be more intuitive, we transfer the tensors to ma-
trices and ignore the reshaping according to Equation (10),
then the gradients of TT cores should be governed by:
⎧⎪⎪⎪⎨⎪⎪⎪⎩
휕푊
휕푊1
= (푊2푊3...푊푑)⊗ 퐼푛,
휕푊
휕푊푘
= (푊푘+1푊푘+2...푊푑)⊗ (푊1...푊푘−2푊푘−1)푇 ,
휕푊
휕푊푑
= 퐼푚 ⊗ (푊1푊2...푊푑−1)푇 ,
(18)
where 푘 = 2, 3, ..., 푑 − 1, 푛 = 푛1, and 푚 = 푛푑 . The sizes ofthese gradients are:
⎧⎪⎪⎪⎨⎪⎪⎪⎩
푠푖푧푒
(
휕푊
휕푊1
)
= 푛1푟1 × 푛1푛2...푛푑 ,
푠푖푧푒
(
휕푊
휕푊푘
)
= 푟푘−1푟푘 × 푛1...푛푘−1푛푘+1...푛푑 ,
푠푖푧푒
(
휕푊
휕푊푑
)
= 푛푑푟푑−1 × 푛1푛2...푛푑 .
(19)
According to Equation (17) and (19), it is obvious that there
is a certain difference between the gradients of HT and TT.
The gradients of HT matrices have a unified form, while in
TT the gradients are variable. The size of each gradient is
largely related to dimensional lengths 푛 that may have differ-
ent effects on updating the matrix in HT and TT, which will
be analyzed concretely in the following.
3.2. Gradient Transfer of Varying Dimensions
Previous experiments (Novikov et al., 2015) show that
better compression performance can be achieved by ten-
sorizingweight matrices into tensors with balanced length of
dimensions. However, due to the fixed size of the filter, e.g.,
the most widely used 3×3 filter, the unbalanced dimensions
will occur in the process of tensorization of convolutional
kernels. Hence, in the following, we discuss two cases of
HT and TT, i.e., equal and unequal length of dimensions, to
analyze the effect on the performance of compressed DNNs
based on gradient transfer.
3.2.1. Equal Length of Dimensions
We assume that there is a tensor∈ℝ푛1×푛2×...푛푑−1×푛푑 that
satisfies 푛1 = 푛2 = ⋯ = 푛푑 = 푛, and its every HT or TTrank equals 푛, which is also called mode-1 truncated rank
produced by the matricization of 퐴({1}) or 퐴({푑}) (Novikov
et al., 2015; Wang et al., 2019). Therefore, for DNNs in
the HT format, the size of each compressed truncated ma-
trix shall be 푛 × 푛. However, matricized core tensors in the
TT format are different because 푟0 = 푟푑 = 1, which meansmarginal core matrices푊1 and푊푑 have a different amountof information. This situation causes the gradients related
to푊1 and푊푑 in TT-DNNs to be larger than those of othercore matrices at the second dimension, i.e., 푛2 × 푛푑 in 푊1and푊푑 vs. 푛2 × 푛푑−1 in other matrices. To sum up, the un-balanced distribution of information and different updating
rate of gradients might cause that the DNNs in the TT format
have a lower precision than those in the HT format under the
balanced dimension tree. In addition, this principle can also
explain that TR, which is the same as TT except 푟0 = 푟푑 ≠ 1,could achieve better compression performance than TT (Pan
et al., 2018; Zhao et al., 2019).
3.2.2. Unequal Length of Dimensions
However, when the length of the 푝th dimension 푛푝 of thetensor greatly decreases, gradients of compressed weights
in HT and TT formats will have different changes. For
HT, according to Equation (17), the size of 휕푊 ∕휕푊푝 is
푟푝 × 푛1푛2… 푛푝−1푛푝+1… 푛푑 , which is larger than that of any
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Figure 5: Gradient transfer in the compressed network when
the unequal length occurs. 푛푝 is smaller than others. The
red arrow represents the larger value of the gradients in the
gradient transfer.
other gradient due to the smaller term 푛푝. Then it brings adifferent updating rate of HT-truncated matrices with gradi-
ent transfer shown in Figure 5(a), where the value of gra-
dient of the truncated matrix 푊푝 is larger than others. Asfor TT, the sizes of the first and last gradients are also larger
than others except the 푝th gradient 휕푊 ∕휕푊푝 according toEquation (19), and the gradient transfer in Figure 5(b) il-
lustrates that more counts of larger gradients can be found
compared with HT. Thus, it is apparent that the effects on
the final performance of HT and TT should be different. For
HT, unequal dimensions result in the consequence that the
smaller matrix has a longer descending distance than others,
while other matrices may update slower. The extremely un-
balanced updating may make HT difficult to converge to the
optimal solution and lead to poor performance. As for TT,
different descending distances also exist, but there are more
counts of matrices could update faster whichmakes TTmore
robust to unequal dimensions compared with HT, especially
in the case of low degree of dimensions.
3.3. Hybrid Tensor Decomposition Strategy
The analyses above show that HT is more suited for
compressing the tensor with balanced length of dimensions,
while it is better for TT to compress the tensor with unbal-
anced dimensions. In practice, one can obtain the tensor
with balanced dimensions more easily in FC layers (Novikov
et al., 2015) rather than convolutional kernels since the lat-
ter generally have the fixed filter size (Garipov et al., 2016).
For a network made up of different structures such as CNN,
it is naturally not a good idea to compress the whole net-
work with a single tensor decomposition method, either HT
or TT. To this end, we propose a hybrid tensor decomposi-
tion strategy combining TT and HT together for CNNs con-
sisting of convolutional kernels and FC layers. As depicted
in Figure 6, HT and TT are respectively responsible for com-
pressing their suitable structures, specifically convolutional
kernels are decomposed in the TT format and weight matri-
ces are stored in the HT format. We expect that the hybrid
tensor decomposition may achieve better performance than
only using the single method HT or TT.
4. Experiments
In this section, we will first aim at verifying the perfor-
mance of HT-DNNs and comparing them with TT-DNNs to
find whether HT is better for the weights with balanced di-
mensions. Then we emphasize the proposed hybrid tensor
decomposition to compress 2D- and 3D-CNNs and check
whether the hybrid strategy is better than either of HT or
TT.
4.1. HT and TT Decomposition on RNNs and
CNNs
In the following we will make a wide comparison be-
tween HT- and TT-DNNs, including RNNs and CNNs. Re-
cently, some tensor decomposition practices have achieved
outstanding performance on video classification such as
TT-LSTM (Yang et al., 2017) and TR-LSTM (Pan et al.,
2018). For this reason, we also choose LSTM as the ref-
erence network to classify UCF11 (Liu et al., 2009) and
UCF50 (Reddy and Shah, 2012), which are two challeng-
ing video datasets. After that, we focus on the compres-
sion of convolutional kernels in CNNs based on the CIFAR-
10 dataset (Krizhevsky, 2009) and adopt 3D-CNNs to rec-
ognize videos on UCF11 and CVRR-HANDS 3D datasets
(Ohn-Bar and Trivedi, 2014). We use stochastic gradient
descent (SGD) to train all of our networks from scratch with
0.9 momentum, and the learning rate is decayed 10 times
per 30 epochs. This combination of hyper-parameters is a
general selection in training process with SGD to some ex-
tent (Novikov et al., 2015; Brownlee, 2016; He et al., 2016).
4.1.1. Datasets and Training Details
UCF11 Dataset is also known as YouTube Action Data
Set, which has 1600 video clips in total and includes 11 ac-
tion categories. Each category is divided into 25 groups
based on some common features, such as the same actor,
similar background, similar viewpoint, and so on. Large
variations of this dataset make it very challenging because
of the different camera motion, object scale, viewpoint, etc.
The dataset is processed differently for RNNs and CNNs in
our experiments. In the experiments of compressing LSTM,
we follow Yang et al. (2017) to randomly sample 6 RGB
frames with size 160 × 120 from each clip and perform a 5-
fold cross validation with mutual exclusive data splits. We
use the LSTMwhich contains a hidden layer with 2304 neu-
rons, and for tensorization, the input dimensions at each
frame 160 × 120 × 3 are reshaped to 15 × 16 × 16 × 15
and those of the hidden layer are 8 × 6 × 6 × 8. The ini-
tial learning rate is 0.001. For the experiments of compress-
ing 3D-CNNs, we randomly extract 50 continuous RGB and
optical flow frames with size 80 × 60 from each clip. Then
the stacked RGB and optical flow frames are fed into the two
stream CNNs and their tensorized forms (Wang et al., 2019),
which is shown on the left side of Figure 7. The initial learn-
ing rate is still 0.001. However, we followWang et al. (2019)
to select the leave one group to replace 5-fold cross valida-
tion since 3D-CNN might be more easily influenced by the
similar background in the video clips of UCF11.
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Figure 6: Illustration of the hybrid tensor decomposition of CNNs. The convolutional kernels are stored in the TT format and
the dotted line surrounding the filters indicates the recovery computation of TT cores. The weight matrices of fully-connected
layers are stored in the HT format.
UCF50 Dataset consists of 6681 video clips collected
from YouTube. Here we just try the same LSTM that is also
used on UCF11 dataset, and the training details are still the
same without variation.
CIFAR-10 Dataset has a total number of 60000 32 × 32
colour images which can be split into 50000 training and
10000 validation samples, and is divided into 10 classes. We
use VGG-19 (Simonyan and Zisserman, 2015), which is one
of the best-performing CNNs on image recognition, as the
reference model. We compress the convolutional kernels in
the HT and TT formats respectively with the same ranks as
16, and the dimensions of tensorization depend on the chan-
nels, e.g., 64 = 4 × 4 × 4, 128 = 4 × 8 × 4, 256 = 4 × 8 × 8,
and 512 = 8 × 8 × 8. The initial learning rate is 0.01.
CVRR-HANDS 3D (CVRR.) Dataset is also known as
VIVA challenge’s hand gesture dataset which consists of 886
intensity and depth hand gesture videos. It is sampled by us-
ing a Kinect under real-world driving settings to study natu-
ral human activities, and 19 types of gestures performing 8
subjects inside a vehicle are collected. Following the exist-
ing practice (Molchanov et al., 2015), the dataset is expanded
by mirroring and flipping in our experiment. For each video,
we concatenate an intensity image, a depth image and a So-
bel gradient image as a 28 × 62 × 3 frame and make each
video into uniform 32 frames as the final input. The refer-
enced basic and compressed networks (Wang et al., 2019)
we used consist of four 3-dimensional convolutional layers
and two FC layers and the detailed architecture is shown on
the right side of Figure 7. Comparing with the settings given
byWang et al. (2019), we add batch normalization after each
FC layer. The initial learning rate is still 0.01.
4.1.2. Results of HT- and TT-decomposed Networks
To indicate the degree of compression, we term the ratio
of uncompressed to compressed parameters of the same part
as the compression factor (compr.). Specifically for CNNs,
we follow Garipov et al. (2016) to indicate which part is
compressed in TT or HT, e.g., ‘HT-Conv’ means the con-
volutional kernels are compressed in HT format. To ensure
the reliability of the experimental results, we carried out 5
times for each training setting. The mean and standard devi-
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Conv3d-128
filter: 3×5×5
Conv3d-256
filter: 3×3×5
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filter: 3×3×3
FC-3125
FC-1024
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Input
Maxpool3d: 4×4×4
Maxpool3d: 3×3×3
Maxpool3d: 2×2×3
Maxpool3d: 4×4×4
Conv3d-16 
filter: 5×7×7
Conv3d-64
filter: 3×5×7
Conv3d-128
filter: 3×3×5
Conv3d-192
filter: 3×3×3
Conv3d-256
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Maxpool3d: 4×4×4
Network for UCF11 
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Maxpool3d: 4×4×4
Maxpool3d: 2×2×3
Maxpool3d: 4×4×4
Maxpool3d: 4×4×4
Figure 7: Network configuration. Left: network for UCF11
dataset. Right: network for CVRR-HANDS 3D dataset.
ation of accuracy on these datasets are shown in Table 1.
The experiments indicate there are different advantages
in HT and TT for compression, which also evidence our
earlier theoretical analyses of gradients. The performances
of UCF11 and UCF50 datasets show that RNNs in the HT
format have better performance than those in the TT for-
mat when compressing weight matrices, though they are
a bit worse than uncompressed RNNs. For the results in
CNNs where only convolutional kernels are compressed,
it is clear that the performances of TT-decomposed net-
works are closer to those of uncompressed networks, and
HT-decomposed networks get the worst score with obvious
accuracy loss. Overall, obviously the compressed CNNs
present lower compression factor, which might be related to
the compact structure of the convolution kernel.
4.2. Hybrid Tensor Decomposition on CNNs
The above experiments present the different perfor-
mances in HT and TT compression of fully connected and
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Table 1
Experimental results on several datasets to verify the performance of HT- and TT-decomposed networks.
Reference Dataset Baseline Method Compr. Accuracy
LSTM
UCF11 79.81±2.78 HT-LSTM 58.41 79.69±2.13TT-LSTM 56.32 76.12±1.60
UCF50 77.93±1.02 HT-LSTM 57.96 76.56±0.63TT-LSTM 55.91 75.13±0.47
CNN
UCF11 82.82±1.43 HT-Conv 8.49 81.50±2.01TT-Conv 8.49 82.43±2.24
CIFAR-10 88.84±0.72 HT-Conv 4.29 83.66±0.58TT-Conv 4.29 87.27±0.29
CVRR. 89.74±1.30 HT-Conv 7.37 86.90±2.51TT-Conv 7.37 88.16±1.78
Table 2
Verification of the networks in hybrid tensor decomposition strategy.
Dataset Baseline Method Compr. Accuracy
UCF11 82.82±1.43
HT-Conv-HT-FC 109.35 79.83±1.77
TT-Conv-TT-FC 108.31 78.98±1.43
Hybrid (ours) 106.26 80.60±1.90
CIFAR-10 88.84±0.72
HT-Conv-HT-FC 34.17 84.18±0.30
TT-Conv-TT-FC 34.65 87.02±0.29
Hybrid (ours) 36.18 87.75±0.37
CVRR. 89.74±1.30
HT-Conv-HT-FC 188.35 89.61±1.34
TT-Conv-TT-FC 179.30 89.16±1.63
Hybrid (ours) 171.38 90.00±1.70
ImageNet 58.56±0.62
HT-Conv-HT-FC 12.67 51.63±0.67
TT-Conv-TT-FC 11.61 54.59±0.28
Hybrid (ours) 11.61 55.01±0.13
convolutional layers. In the following, we severally adopt
HT, TT and hybrid tensor decomposition for compressing
the whole CNNs.
4.2.1. Datasets and Training Settings
Primary Verification. Our primary experimental verifi-
cation is executed on the UCF11, CIFAR-10 and CVRR-
HANDS 3D datasets following the previous training set-
tings introduced in Section 4.1. The configuration of hyper-
parameters of the fully connected layers and the convolu-
tional layers of the hybrid decomposed networks are the
same as the HT- and TT-decomposed networks, respectively.
Task on ImageNet. To the best of our knowledge, there
are few works considering tensor-decomposed CNNs on
large-scale datasets. In this experiment, we do further ex-
periments on ImageNet 2012 dataset (Russakovsky et al.,
2015), which roughly consists of 1.2 million training and
50,000 validation images with 1000 classes. The dataset
was used in the competition called the ImageNet Large-
Scale Visual Recognition Challenge (ILSVRC) and is still
the focus of researchers nowadays. We choose the classical
Alexnet (Krizhevsky et al., 2012) as the reference and com-
press the whole network in the HT, TT and hybrid formats,
respectively. The resized training images with the size of
256 × 256 are randomly cropped into 224 × 224 ones. We
use the mini-batch of 128 and train the networks up to 100
epochs. The learning rate and the weight decay are selected
to follow Krizhevsky et al. (2012). We exclude the dropout
for the compressed networks to prevent under-fitting, and
adopt the 224 × 224 center-crop in validation.
4.2.2. Results of Hybrid Tensor-decomposed CNNs
Like before, we use ‘HT-Conv-HT-FC’ to represent the
CNN whose convolutional parts and fully connected parts
are compressed in the HT format, and so does ‘TT-Conv-TT-
FC’. We use ‘Hybrid’ to represent the network whose con-
volutional kernels are compressed in the TT format and fully
connected weights are compressed in the HT format.
The results in Table 2 verify that the hybrid CNNs can
achieve the best classification results among compressed
ones. Particularly, the hybrid 3D-CNN on CVRR. even
surpasses the uncompressed one. For the results on the
large-scale dataset, the network in the simplex HT format
is inferior due to the large proportion of convolutional lay-
ers. By contrast, the hybrid CNN still has the best perfor-
mance among the compressed CNNs. For CIFAR-10 and
ImageNet datasets, we also illustrate their corresponding
Bijiao Wu et al.: Preprint submitted to Elsevier Page 9 of 14
Hybrid Tensor Decomposition in Neural Network Compression
0 50 100
Epoch
30
40
50
60
70
80
90
A
cc
ur
ac
y%
Conv-FC
TT-Conv-TT-FC
HT-Conv-HT-FC
Hybrid
(a) CIFAR-10
0 50 100
Epoch
35
40
45
50
55
A
cc
ur
ac
y%
(b) ImageNet
Figure 8: Training curves on CIFAR-10 and ImageNet datasets.
learning curves in Figure 8 as supplementary, which directly
present the training processes of different networks and show
the superior learning ability of hybrid CNNs. The learning
ability of the HT-CNNs is obviously lagging behind other
networks and the performance of hybrid CNNs improves on
the basis of the TT-decomposed network.
5. Discussions
More and more compressed networks with low-rank fac-
torization have been proposed, each of which has its own
unique advantages but cannot suit any demands. Hence, a
hybrid strategy is proposed in this paper. In this section we
make some further analyses with the results of our experi-
ments and extend to discussing some possible understanding
of compressed networks.
5.1. Variable Length of Dimensions of HT
The experiments in section 4.1 present various perfor-
mances of the HT-decomposed RNNs and CNNs, and im-
ply that HT is more friendly to weight matrices because of
the easier tensorization. In this subsection, we intuitively
discuss the effect of variable length of dimensions in HT de-
composition to verify and explain whether our gradient anal-
yses in Section 3 are reasonable. We carefully design and
train a network with two FC layers on MNIST dataset (Le-
Cun et al., 1998) and resize the original images from 28×28
to 32 × 32 to facilitate the setting of experimental parame-
ters. The network consists of two layers, in which the first
weight matrix has the size of 1024 × 1024 and the second
has the size 1024 × 10. We only compress the first layer as
a 4-dimensional tensor and train several times with different
settings of dimensions and ranks.
The curves in Figure 9 present the comparison between
balanced dimensions and unbalanced dimensions of the HT-
decomposed network and indicate that the former style can
get the best accuracy, thus our gradient analyses of HT is
supported. Additionally, the compression factor of the bal-
anced dimensions is higher than any other unbalanced di-
mensions. That is, when the same rank is taken, the pa-
rameters of the balanced dimensions will be fewer. Besides,
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Figure 9: Experiment of examining the relationship between
performance and shapes on the MNIST dataset. The legends
represent different weight sizes of the HT-FC layer after ten-
sorization.
the curves reflect that the performance of a compressed net-
work will no longer improve when the number of parame-
ters reaches a certain degree. Another point should be em-
phasized is that, in conditions of fewer parameters, there is
only a slight difference of performances between the net-
work with balanced dimensions and other designs. There-
fore, choosing appropriate ranks is important to fully express
the ability of network compression. Based on these experi-
ences, we suggest to select the largest dimension length as
the HT ranks, i.e., the largest mode-1 truncated rank.
5.2. Superiority of Hybrid Strategy
We have briefly introduced the superiority of hybrid
strategy in the last section based on our experimental results.
Here we would like to further explain some comprehensive
phenomena to afford a more completed representation.
5.2.1. Variant Compr. under the Same Ranks
According to the experiments of LSTMs recorded in Ta-
ble 1, we discover that different networks have various com-
pression factors under the same ranking rule. HT-LSTM
saves more memory under the same experimental settings
compared with TT-LSTM, and the former even gets higher
accuracy. This is completely accorded with the gradients
analysis and corresponding experimental verification in Fig-
ure 9. Therefore, replacing the TT-FC layer with HT-FC
layer in CNNs becomes a natural selection, and the exper-
imental results in Table 2 confirms this. On the other hand,
since the HT is sensitive to unbalanced dimensions, HT-
Conv appears to be an unadvisable choice.
5.2.2. Adaptability on Convolutional Kernels
According to Table 1, it is undoubted that HT is sen-
sitive to unbalanced dimensions so that HT-Conv is not a
sensible choice, which is also consistent with our gradient
analysis in Section 3. However, for 3D-CNNs, the results
of HT-Conv-HT-FC even exceed those of TT-Conv-TT-FC
on UCF11 and CVRR. datasets. The probable reason might
be that the tensorizing shapes of 2D- and 3D-convolutional
kernels are different, and more importantly, this difference
has potential influence on gradient transfer.
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Figure 10: Gradient transfer of 2D- and 3D-convolutional ker-
nels in HT format. The red arrow represents the larger value
of the gradients in the gradient transfer.
In detail, the 3D-convolutional kernel has a cubic fil-
ter, thus the corresponding tensorization should be 3퐷 ∈
ℝ푤ℎ푡×푐1푠1×푐2푠2×⋯×푐푑푠푑 , where 푤, ℎ and 푡 are filter sizes.
Combining with the design of 3D-CNNs in Figure 7, it can
be noticed that usually there is 푤ℎ푡 > 푐푖푠푖 (푖 = 1, 2,⋯ , 푑).Contrarily, most 2D-convolutional kernels have the filter
size of 3×3, which often results in 푙2 < 푐푖푠푖, since 푐푖 or
푠푖 is larger than 4 under most circumstances. Accordingto the gradient transfer of HT illustrated in Figure 5(a), the
larger portion of gradient from 푊 will be attracted by the
smaller mode 푙2, so many parameters in the compressed 2D-
convolutional kernels could just be updated finitely. How-
ever, for 3D-convolutional kernels, smaller modes are all
the 푐푖푠푖 so that the situation is opposite to 2D-convolutionalkernels, then the gap between TT- and HT-decomposed 3D-
CNNs is shrunk. Figure 10 illustrates this difference vividly.
Even so, HT still can not surpass TT in performance if we
only compress convolutional kernels in 3D-CNNs. Never-
theless, combining with the advantages of HT-FC part, 3D-
CNNs in pure HT format runs better than TT, let alone the
hybrid CNNs.
5.2.3. Layer Coupling
Our results also indicate that compressing the whole
CNN in hybrid tensor-decomposed format is better than only
compressing convolutional kernels according to Table 1 and
2. For example, when compressing two parts of CNN on
the CIFAR-10 dataset, the accuracy can be improved from
only compressing convolutional kernels even the former has
fewer parameters. The reason is that there exists coupling
between different parts of CNNs, i.e., compressing the entire
CNN will not be much worse than only compressing convo-
lutional or FC part (Wang et al., 2019). Another interesting
phenomenon is that the CNN in HT format could surpass
the one in TT format sometimes when the entire CNN is
compressed, e.g., our results onUCF11 and CVRR. datasets,
which is explained in the last subsection above.
5.3. Influence of Tensor Structure on Complexity
In this paper wemainly present the compressed networks
with two treelike decomposition structures, i.e., HT and
TT. Here we concretely discuss some differences of space
and computation complexity amongmultiple decomposition
methods but not limited to HT and TT.
The stored format of parameters in compressed networks
determines the space and computation complexity. We sum-
marize the computation and space complexity of HT and
TT in Table 3, and in addition, those of TR and BTD are
also given for a comprehensive comparison. For the space
complexity, all of these compression methods can greatly
reduce the number of parameters in comparison with un-
compressed networks. Due to 푟3, the complexity of HT
seems to be higher under the same and larger rank, but
more information might be retained under the same amount
of parameters because the rank required by HT could be
smaller in this situation according to Grasedyck and Hack-
busch (2011). The large memory also occurs in BTD.
However, TR has the most special space complexity since
its tensorization is usually treated as a 2푑- rather than 푑-
dimensional tensor (Zhao et al., 2019; Pan et al., 2018), i.e., ∈ ℝ푚1×푚2×⋯×푚푑×푛1×푛2×⋯×푛푑 , which is very effective to
cut down the dimensional length. Generally speaking, for a
fixed matrix 푊 ∈ ℝ푀×푁 , higher 푑 results in lighter space
complexity. When dimensional lengths are reduced to푚푛∕푝,
the new dimension shall rise to 푑log푚푛∕푝푚푛. It is obviousthat the product of dimensions 푑log푚푛∕푝푚푛 and dimensionallengths 푚푛∕푝 has dropped, which leads to the lower space
complexity.
In the aspect of running time, the simple and unified for-
mat like the TT can greatly reduce the computation complex-
ity due to the advantages of sequenced contractions through
each core tensor in the forward pass (Novikov et al., 2015).
While the low correlation between the truncated matrices
in HT (truncated matrices should be connected by transfer
matrices) results in higher computation complexity, which
is also more sensitive to rank. For TR whose computation
complexity is close to HT, since its specific tensorizing strat-
egy as we mentioned, the computation complexity is still
higher than that of TT even the product 푀푁 is avoided.
With respect to BTD, the computation complexity should
be the highest because of its exponential sensitive to ranks.
All in all, TT is derived from the HT degenerate tree,
and has lower flexibility than HT but is simple to calculate
in DNNs. Meanwhile, the advantage of HT is its potential of
maintaining information under the same level of space com-
plexity (ranks may be different). Besides, TR is a relatively
particular case whose space complexity might be smaller but
computation complexity is higher, and BTD has no advan-
tage in terms of complexity.
5.4. Deeper Understanding of Tensor-decomposed
DNNs
In general, compressed networks are considered to be de-
rived from uncompressed networks, and the generated ac-
curacy loss usually exists. In our experiments, most of re-
sults show that the classification ability of the compressed
network declines as well. However, the performance of the
compressed network may far exceed that of uncompressed
networks in some specific cases (Pan et al., 2018; Yang et al.,
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Table 3
Comparision among uncompressed FC layer, HT-FC layer, TT-FC layer, TR-FC layer and BTD-FC layer on
forward computation and space complexity. The baseline is derived from the weight matrix 푊 ∈ ℝ푀×푁 ,
푁 = 푛1 × 푛2 × ⋯ × 푛푑 , 푛 is the maximal 푛푘(푘 = 1, 2,⋯ , 푑), 푀 = 푚1 × 푚2 × ⋯ × 푚푑 , 푚 is the maximal
푚푘(푘 = 1, 2,⋯ , 푑), 푟 is the maximal rank and 퐶 is the CP-rank.
Method Computation Space
FC (푀푁) (푀푁)
HT format ((2푑 − 1)푛 max{푀,푁}푟1+log2푑) (푑푚푛푟 + (푑 − 1)푟3)
TT format (푑푛 max{푀,푁}푟2) ((푑 − 2)푚푛푟2 + 2푚푛푟)
TR format (푑(푀 +푁)푟3) (푑(푚 + 푛)푟2)
BTD format (푑푛 max{푀,푁}푟푑퐶) ((푑푚푛푟 + 푟푑)퐶)
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Figure 11: Performance of different LSTMs with 256 hidden
neurons on the UCF11 dataset.
2017; Ye et al., 2017), which appears to be very counter-
intuitive. We change the the number of neurons of the hidden
layer of LSTM in section 4.1 from 2304 to 256 in the light
of previous network configurations (Pan et al., 2018; Yang
et al., 2017; Ye et al., 2017) and train the uncompressed, TT-,
HT-, TR- and BTD-LSTMs on UCF11 dataset successively.
For the compressed networks except TR, the input dimen-
sions are reshaped to 8×20×20×18 and the output dimen-
sions are 4 × 4 × 4 × 4. The hyper-parameters of TR-LSTM
follows (Pan et al., 2018) and other experimental settings are
the same as (Yang et al., 2017).
The corresponding best learning curves in Figure 11
present the outstanding ability of compressed LSTMs obvi-
ously, i.e., the accuracy of any kind of compressed LSTM
is greatly improved from the uncompressed one. More-
over, as we use the Adam optimizer here by following
Pan et al. (2018); Yang et al. (2017); Ye et al. (2017), the
long-term performances fluctuate slightly, where each com-
pressed LSTM is more stable than that of uncompressed
one, although there are a little differences in these com-
pressed LSTMs. Comparing the results in Table 1, the un-
compressed LSTM here has poor fitting ability due to its
less hidden neurons, however, all the compressed LSTMs
achieve much better performance with fewer parameters and
faster operations.
We deem that all these results indicate that the tensor-
decomposed network can be regarded as a new network
that is independent of the original uncompressed network
? 
?? 
?? 
?? 
? 
? 
?
? 
?? 
?? 
?? ? 
Figure 12: An example demonstrating that the tensor-
decomposed network can be regarded as a new network that
is independent of the uncompressed network to some extent.
Here a network with three layers of weights could be restruc-
tured as a new one with five layers of weights by TT. Two
layers of hidden neurons turn into four layers.
to some extent. In general the compressed DNN is hardly
to surpass the relevant original one, unless redesign a new
compact neural architecture, e.g., neural architecture search
(NAS) (Deng et al., 2020). That is to say, the tensor archi-
tecture has ability to reconstruct the topology of neurons, or
even describe and explain the potential mechanism of DNNs
(Cichocki, 2018). Taking TT as an example because of its
simplicity, a new and compact network could be constructed
based on the original one as shown in Figure 12, if we ignore
that there is no nonlinear activation functions among the dot-
ted box. In a sense, the tensor-decomposed DNN changes
the original architecture of uncompressed network, since the
new data flow is produced, particularly the chain computa-
tion of HT or the sequenced contractions of TT (Novikov
et al., 2015) is utilized. By contrast, quantization and prun-
ing do not have the similar characteristic, i.e., it is difficult
for them to abandon their correlated uncompressed DNNs.
Consequently, this situation implies that the tensor decom-
position method might be perpendicular to quantization and
pruning, and forebodes the promising joint-way compres-
sion based on these different methods in future.
6. Conclusion
In this paper, we apply HT decomposition with the bal-
anced pattern to compress RNNs and CNNs for the first time,
and propose a new hybrid compression strategy to improve
Bijiao Wu et al.: Preprint submitted to Elsevier Page 12 of 14
Hybrid Tensor Decomposition in Neural Network Compression
the performance of tensor-decomposed CNNs. With tens
of times the compression factor, the accuracy is approxi-
mately maintained, which indicates that high redundancy in
the original network can be weakened through the proposed
method.
We also compare the HT format with the TT format that
originates from the unbalanced pattern of HT decomposi-
tion. One important finding is that the HT format is more
suited for compressing weight matrices and the TT format
has advantages on compressing convolutional kernels. The
proposed hybrid compression based on different advantages
of HT and TT formats shows advanced overall performance.
These results contribute to choosing the best strategy for
neural network compression and make a step forward in de-
ploying neural networks on embedded devices.
Last but not least, we would like to note that there
are various other techniques having been proposed to com-
press DNNs in recent years, such as data quantization (Van-
houcke and Mao, 2011; Wu et al., 2018), network sparsifica-
tion (Sutskever et al., 2014; Zhu andGupta, 2018) and neural
architecture search (Zoph et al., 2018; Zoph and Le, 2017).
In this work, we only focus on the hybrid tensor decompo-
sition method by decomposing large-scale parameter repre-
sentation into a series of smaller tensors to shrink the mem-
ory volume and operation number. For the future work, we
believe that the joint-way compression across multiple tech-
niques to pursue an extreme compression factor is of great
potential.
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