We introduce a more general definition of stochastic resonance in the context of algebraic information theory. By focusing on discrete memoryless communication channels with threshold, we reformulate Kosko's forbidden interval theorem in an algebraic manner. Based on our definition of stochastic resonance, we derive an analytic expression of the Shannon capacity for noisy binary-input, binary output discrete memoryless channels. Our analytic results agree with the algebraic information theory ordering theorem.
Introduction
Kosko's Forbidden Interval Theorem (FIT) [1, 2, 3, 4] gives guidance on when additive noise will improve signal strength in noisy subthreshold systems (the motivation for such threshold systems being neuronal spikes [5] ). This counterintuitive effect is due to the phenomenon of Stochastic Resonance (SR). Quoting Rousseau and Chapeau-Blondeau [6] , "Stochastic resonance is a phenomenon in which some processing done on a signal can be improved by the action of the noise ...", and quoting Mitaim and Kosko [7] , "Noise can sometimes enhance a signal as well as corrupt it. " We give a more general definition of SR than Kosko [1, 2, 3, 4] , and re-examine his FIT in that light. With our definition of SR we find that the FIT must be relaxed.
Communication Channels and Neurons
In the case of advanced computer communication systems with threshold detection, the stochastic resonance deals with the detectability of a signal in the threshold data. The detection of the received signal at the baseband level may be improved if noise is added to the data. This is in contrast with classical information theory [8, 9, 10] , where it is desirable to reduce the effect of the additive noise in order to increase the Shannon capacity of a given digital communication system at both baseband and passband level.
The threshold creates a significant amount of nonlinearity in the response of the noisy communication system to the binary input data which translates into a noise enhanced capacity as it was analyzed in [11, 6] . Note that this nonlinearity allows SR to be studied separately from dynamics and studying simple threshold communication systems is sufficient for many purposes. Indeed, the simplest model of a neuron as it is considered in [2] and [3] is a particular case of such threshold communication systems. This approach is also useful when we consider the neuron to be embedded in a neural network [5] .
Recently, significant efforts have been devoted to find the optimal noise level (stochastic resonance) in threshold communications systems [12] . Since the stochastic resonance effect depends heavily upon the choice of measure of information transmission, we use the algebraic information theory and Koskos forbidden interval theorem in order to characterize the capacity of the discrete memoryless communication channels with a threshold.
Further Physical Motivation
The roots of the physical phenomenon of SR are, surprisingly, in the atmospheric/climate sciences. Interestingly enough, it is the famous paper by Lorenz [13] , that started the huge research area of non-linear dynamics and fractals that also started SR. Lorenz was concerned with a system of nonlinear differential equations that modeled atmospheric convection. By running his numerical solutions, stopping the program, and picking up from where he thought he left off, Lorenz found that the solutions are extremely sensitive to the initial conditions; hence, "chaos" theory was born. In the early 1980's, two approaches, one of "Benzi et. al.", e.g. [14] which used the Lorenz equation to study the ice ages, and the other of "C. and G. Nicolis", e.g. [15] , which used the Fokker-Planck equation to study the ice ages, both gave birth to SR. It was shown how these equations could be used to extend the idea of "resonance" from classical physics to the phenomenon of SR by showing that "there can also be a cooperative effect between the internal mechanism and the external periodic forcing" ( [14] ). The essence of this principle is that there is a "sweet spot" for atmospheric conditions where the earth's orbit will add noise into the atmospheric equations in just the correct manner to induce an ice age [16] .
Surveying the literature, one sees that SR is a common theme throughout many scientific areas. Our concern is communication theory. We note that a very simple high school experiment shows how noise helps one hear signals [17] . This is not to say that the analysis of SR is a simple problem, rather it is to stress how SR is an important fact of nature that should be, and must be, well-studied.
In computer science, communication channel models aside, research on the use of SR in memory storage devices [18] has been done where Gaussian white noise is used to improve short term memory devices. SR is also used in image processing and computer vision [1] . It is not the purpose of our paper to perform a literature review of the subject, so we refer the interested reader to the many excellent books on the subject, such as [19] or [20] .
Sections 2-6 consist of our discussions and results. Section 7 summarizes our new technical results and points the way for our on-going research in underwater communication.
Why Algebraic Information Theory
This paper continues the work of [21] , wherein algebraic information theory is used to analyze SR. Before the algebraic approach to study the relationships between algebraic values of the channel matrix (such as the determinant), there did not exist any systematic way to compare the channel capacity of similar channels. The power of the algebraic approach, as put forth in [21] , is exploited here to obtain results in SR. Similar thoughts were put forward by Telatar concerning MIMO channels [22] .
Channel Model

Shannon Model in General for (2,2) Channels
We analyze noisy binary-input, binary-output discrete memoryless channels ( (2,2) channels ) in this paper. The inputs to the channel are the two distinct symbols i 1 and i 2 and the outputs are the two distinct symbols o 1 and o 2 . The input random variable is X, and the output random variable is Y . The (non-trivial) values of X are P (X = i 1 ) = x 1 , and P (X = i 2 ) = x 2 , and P (Y = o 1 ) = y 1 and P (Y = o 2 ) = y 2 . We simplify notation 1 and set x := x 1 and y := y 1 , giving x 2 =x, and y 2 =ȳ.
The channel matrix represents the conditional probability relationships between the input and output symbols (see Figure 1) . That is,
We see that the (2,2) channel is completely described by the channel matrix M. However, since M is a (row) stochastic matrix, M itself is completely described by the 2-tuple (a, b)
. Therefore, we often use the notation (a, b) for the channel itself.
Information Theory for (2,2) hannels
For the (2,2) channel given by (a, b) the mutual information [9] is (this subsection borrows freely from [21] )
where H(Y ) is the entropy 2 of the random variable Y , which for the (2,2) channel is the same as h(y) (see footnote 2) and H(Y |X) is the conditional entropy. Holding (a, b) fixed, we have that the mutual information I given by Eq. (3) is a function of x ∈ [0, 1], and setting f (x) = (a − b)x + b, we have that
The capacity C of the (2,2) channel determined by the parameters (a, b) is the well-defined continuous maximum of the mutual information ([10, Eq. 5], Ash [8, Eq. 3.3.5] , or [23, 24] )
where C(a, a) := 0. Note that capacity is zero if and only if a = b (concavity arguments show that for all x, I(x) ≡ 0 iff a = b). One also has the symmetries The anti-diagonal valuesā and b represent noise in the Shannon sense [9] . That is, if there were no noise in the channel M would be 1 0 0 1 , or 0 1 1 0 for a flip of the symbols, whereas total noise would force a = b. However, in threshold systems we have a second type of noise, the additive disturbance noise by N D , which is modeled by the random variable N D , which we always assume to have finite variance. The input random variable X represents the physical transmission of a signal X . In our situation X takes on two distinct voltages, level ι 1 or level ι 2 .
Physical Model of (2,2) hannel hreshold ystem
These are represented, as above, by the random variable X as i 1 , i 2 . The disturbance noise is added to the transmission signal resulting in the received signal R. The channel model is that of an additive noise channel with a threshold decision determining the output. Every draw of the additive noise is modeled as an independent and identically distributed (i.i.d.) continuous random variable. The noise is then added to a draw of X, which gives us the received signal
Our physical model (see [25] ) is that of a threshold system with threshold θ. If the received signal is less than or equal to θ, we interpret the channel output as y 1 . If the received signal is greater than θ, we interpret the channel output as y 2 . That is,
see Figure 3 . The above 3 explains how N D influences the channel matrix terms. Stochastic resonance is a physical affect wherein adding noise can actually improve certain throughput metrics. In our case increasing the noise "power" of N D can have the counter-intuitive effect of increasing Shannon channel capacity. However, when one looks at the channel matrix, one can see that adding N D actually has the effect of moving M "closer" to the identity matrix. This will be made clear in section IV.
3 How N D and θ orm the hannel atrix M.
Channel Matrix M
We easily see [11] that
(10) Therefore, the channel matrix can be written as
Kosko [1, 2, 3, 4] uses the voltages
We note that Chapeau-Blondeau [11] uses 0 and 1 instead. We have shown in [21] how the Chapeau-Blondeau formulation can be easily normalized into Kosko's formulation. 3 Kosko [3] uses < and ≥, the difference is trivial except for a boundary point. Our notation is in agreement with Chapeau-Blondeau [11] .
We denote a channel given by the above physical model as a SR bipolar (2,2) threshold channel (N(θ + A), N(θ − A)) channel. Therefore, we can express the channel capacity as
Definition of SR
We have now given enough of the preliminary information for a precise definition of SR. Let σ 2 be the finite variance of the random variable N D . This variance is considered to be the noise power. The standard deviation σ may be interpreted [11] as the noise rms amplitude 4 . Furthermore, we require a continuous "family" of noise distributions with a fixed mean µ. This point has not been made clear in the literature, e.g., [2, 3] . Specifically, we require a continuous 1-parameter family of distributions with mean µ and parameter σ ∈ (0, ∞). We denote this 1-parameter family as N σ , with the mean understood to be fixed at some value µ. This in turn gives us a 1-parameter family of capacities
or more simply C σ . Note that Eq. (14) gives us a continuous function C σ : (0, ∞] → [0, 1], for a family of channels we interpret increasing σ with increasing the additive noise, not the channel noise.
We need a precise definition of SR for our threshold system.
Definition 3.1 We say that a family of channels (N
This is very different from the working definition of "SR" that Kosko uses in his FIT. However, we very much agree with his definition as given in his book [1] : "Stochastic resonance means noise benefit.". The working definition of Kosko seems to be (see [ 
Algebraic Information Theory
In [24] the idea of Algebraic Information Theory (AIT) to analyze channel capacity was put forth. In brief, AIT is the idea of using algebraic properties of the channel matrix such as the determinant and eigenvalues [27] to glean knowledge about the channel capacity. AIT has been used in [21] for understanding SR. This paper is a continuation of that prior research.
, and it is nonpositive (negative) if a ≤ b (a < b) (we borrow freely from [24] and [21] in this section). Zero channels are those with a = b. The set of zero channels is identical to the set of channels with zero capacity. Note that [24, Thm. 4 .9] tells us Theorem 4.1 (AIT ordering theorem) For for nonnegative channels:
a < a =⇒ C(a, b) < C(a , b), and
and for nonpositive channels:
a < a =⇒ C(a, b) > C(a , b), and
This result follows by taking the partial derivatives of the mutual information.
Forbidden Interval Theorem
Let us state the FIT Suppose that the threshold system Eq. (8) has noise random variable N D and that the input signal X is subthreshold (A < θ). Suppose that there is some statistical dependence between input random variable X and output random variable Y (so that I(X, Y ) > 0). Suppose that the noise mean
Then the threshold system (Eq. 8) exhibits the nonmonotone SR effect in the sense that
Suppose that the threshold system Eq. (8) has noise random variable N D and that the input signal X is subthreshold (A < θ). Suppose that the noise mean
Then the threshold system (Eq. 8) does not exhibit the nonmonotome SR effect in the sense that I(X, Y ) is maximum as σ → 0:
We take no issue with statement (A), [3, Thm 1.1]) . Kosko assumes that the channel is non-trivial, that is, there are σ values for which the mutual information I > 0 and therefore adding noise (by increasing σ) increases capacity.
However, statement (B) gives us pause. We agree that the limiting value as σ → 0 + is the largest that capacity may be, and that capacity decreases as σ moves away from zero. But, this does not guarantee that capacity may not increase as σ continues to move away from zero. That is, we are not guaranteed that capacity is a non-increasing function of σ. Of course, we are not trying to put words in the mouth of Kosko and his co-authors. They were extremely explicit about using the working definition as given above in (2) . However, we feel that this is too restrictive a definition of SR. We prefer our Definition 3.1 as given above. It is important to note that Kosko [28] considers the type of SR behavior that we consider to be multi-resonance and the FIT was not meant to include multi-resonance.
Another issue that we have with statement (B) is viewing maximum capacity as being equivalent to
+ . This does not pick up the subtle boundary value cases that may arise in Z-channels (for example, [11, Fig. 1, θ = 1] where max H(X) = C, as σ → 0 + ).
To illustrate the shortcomings of statement (B) in Kosko's FIT, let us introduce a family of functions that have increasing variance, but yet most of their "energy" is at the mean. That is, we have a continuous family of noise distributions with respect to σ that is defined for σ ≥ 0 by the density function f σ (x):
If the reader is bothered by our using Dirac delta functions δ(x − x 0 ) in the density function, keep in mind that they can be smoothed out to finite humps over a small region centered about x 0 , with whatever type of smoothness one desires. We use Dirac delta functions to simplify the calculations. The intuition is that we are spreading to the left and right, while keeping the mean fixed.
This family starts with f 0 (x) = δ(x), and continues as α·δ(x+1)+(1−2α)δ(x)+α·δ(x−1), α continuously growing from 0 to 1/3, as σ grows from 0 to we see that we have a well-defined probability density function.
Since for σ ∈ 0,
we see that the mean is 0. Since for σ ∈ 0,
and for σ ∈ 2 3 , ∞ ,
we see that the variance is σ 2 . For example, let us calculate N σ (θ + A) and N σ (θ − A) with A = 1, and θ = .7, so the interval of interest is [−.3, 1.7] (see Figure 5 ).
First, we calculate for σ ∈ 0, 
Which is not surprising -when the input is -1, noise, with power under 3 , we see that N σ (1.7) ≡ 1. So, now we see that the continuously parametrized channel matrix is of the form : 
(19)
We now appeal to Thm. 4.1, the AIT ordering theorem given by Eqs. (15) and (16) . Note that a is constant throughout the range of σ. For 0 ≤ σ ≤ 2 3 . we see that b is increasing. AIT tells us then that C is decreasing. However, for 3 we see that b is decreasing, and AIT tell us that C is increasing.
Note that our channel is in fact a Z-channel (see Figure 4) . and that Eq. (5) collapses to [29, Ch. 73.5] . The capacity of the channel from our example is shown below in Figure 3 . Note that, happily it agrees with the AIT ordering theorem, Thm. 4.1.
Please note that for this example, the noise mean E[N D ] = 0 ∈ [θ − A, θ + A] = [−. 3, 1.7] and N D has finite variance σ 2 , and yet it does exhibit SR 5 which goes against the 'spirit" of statement (B) of the FIT. 5 Kosko did not include this type SR in his version of the FIT. 
Conclusion and Future Work
We see that the FIT only holds for a very restrictive type of SR that does not allow multi-resonance. Therefore, for our extended, and we feel more accurate, definition of SR only the (A) part of the FIT holds. Related work can also be found in [12] . Furthermore, we see that there is a deep philosophical question of "what is noise?" that is related to the question of "what is information?" [30] . In the future we will focus on passband systems and in addition to SR we would like to optimize the bandwidth associated with underwater communication systems.
