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In many multivariate methods the underlying variables are supposed 
to be measured on a cardinal scale. In these cases, the variables and 
concepts are quantified on either a ratio-scale or an interval-scale, 
and numerical operations like addition and tnultiplication, are permitted. 
But we have to employ other methods when variables are either inaccurate 
or measured on a qualitative scale. There are different methods to 
manipulate qualitative data in a correct way that lead to cardinal or 
metric information. This set of techniques is developed with two aims: 
reduction of a data-set with non-metric observations. The original 
'data input will be represented in smaller dimensions, depending on a 
"goodness-of-fit statistic" or a previously chosen classification 
criterium. 
transformation of the data on a cardinal scale. 
Three reduction methods are developed in this paper, i.e. ordinal principal 
component analysis, qualitative cluster analysis and a multidimensional 
scaling method (or "geometrie scaling method"). 
These methods will be illustrated with Dutch regional data of socio-economic, 
environmental and infrastructural profile elements. 
Principal Component Analysis 
One of the possibilities for measuring the agreement between attributes of 
areas is the use of principal component analysis (PCA). The aim of PCA is 
the representation of the original J variables by a reduced set of, say 
k, other (independent) variables, where these variables have a high degree of 
correlation with the J variables. This type of data reduction is often 
suggested as a solution to the multicollinearity problem. By means of PCA 
one may obtain insight into the linkage between both sets and the way of 
determining variables, based on an orthogonal data transformation which will 
be explained below. A theoretical description of PCA and a determination of 
the formulae are found in Nijkamp and Paelinck, 1976; Maddala, 1977; Theil, 1979. 
A practical foundation and interpretation of results is given in Hauer. and 
Van der Knaap, 1973 and Nijkamp and Rietveld, 1981. 
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When, for example, all variables would be proportionally related to each 
other, we would have a set of maximal correlated observations i.e. with 
correlation values equal to one. In this case, a principal component 
analysis, leading to a set of uncorrelated factors, would be very easy. 
One single variable would suffice to describe the behaviour of all J 
variables. 
A principal component analysis is only a redefinition of original observa-
tions by means of an orthogonal data transformation. From this follows that 
the number of factors obtained from a principal component analysis is, in 
principle, exactly equal to the number of original variables. 
Suppose a data matrix N, of order I x J, with I observations for all 
J variables. Then we can consider linear functions of these variables, say 
P ] = a, n, + a2 n 2 + ... + 3 j n>J 
p 2 = b, n, + b 2 n 2 + ... + bj n j , etc. 
(O 
The elements n. , j=l, ..., J correspond to the observations on variable j. 
The vectors a. are chosen such that var (p,) is maximized subject to the normali-
. •? 2 2 ' . 
zation condition a + ... + aT = 1. Now, Pj is called the first principal 
component; it has the highest variance under the given normalization restric-
tion. This condition is necessary to avoid indefinitely large variances. 
The second principal component p9,töbémncorrelated with p , has maximum 
2 2 
variance subject to the condition b. + ... + b = 1. For all J possible 
principil components p., p„, ..., p T it can be shown that 
var(pj) + var(p2) + ... + var(pT) = var(n.)+var(n„) + ... + var(n,) (2) 
While the principal components are mutually orthogonal or uncorrelated, the 
elements n., n», ..., n T may be highly correlated. 
By means of (1) it follows that the index p is a linear combination of the 
variables, rewritten as : 
2 = N a. , (3) 
where £ and ji~are vectors of length I and J respectively, and N is a data 
matrix of order I x J. From (3) follows 
<N' N ) " 1 N' p = a ]) (4) 
1) N' is the transpose of matrix N , and hence of order J x I . 
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Formula (4) will be used below. The method of PCA aims to represent N by 
means of g £* with a high degree of accuracy. This means that the matrix 
N consisting of IJ parameters is approximated by the matrix p_ a' when 
only one component is defined, and which is determined by I + J parameters. 
The matrix of deviations between the original matrix N and the approximated 
one, 2 ft' J is given by : 
D » N - £ a ' - N - N a a ' « N ( I - a a ' ) (5) 
The original matrix N may correspond rather well with the approximated one, 
£ jt', when the sum of squares of deviations defined by (5) is minimized, i.e. 
I J 2 Min ! .1, .1. d7. (6) 
i=l j=l ii 
*»£ 
The range of possible values of the vector £ is restricted by means of a 
normali zat ion, such that 
a/ a. = 1 (7) 
The minimization procedure given by (6) is the same as the determination of 
the maximum value of the tracé from the matrix D D'. The tracé can be re-
written as 
tr(D D') = tr( N(I - a. a.') N' (I - a. a.')) 
= tr N N' - tr N a a.' N' ]) 
2) 
= tr N' N - _a' N' N a_. ' (8) 
The tracé of the matrix N' N is determined completely from the observations, 
and is independent from £ and p_. From this follows that minimization of (8) 
will be the same as maximization of _a' N' N a. This can be written by means 
of a Lagrange function, which has to be maximized: 
L - a' N' N a - X (aV- 1) (9) 
1) (I - £ a.') is idempotent, which means (I - a_ a.')(I - a_ £')•= I _ _£ _a'. This 
follows immediately from the fact that a_ a_' is idempotent because 
of the normalization. 
2) As tr (AB) = tr (BA) and a' N'N a is a scalar, its tracé is the same scalar. 
4 
The vector a_ is normalized such that its Euclidean norm, a_' £ , is equal 
to 1, and this normalization will be used as a restriction in the Lagrange 
function (9) with X as a Lagrange multiplier. This normalization is 
also given in (7). To obtain the optimal value of a. in (9), the Lagrange 
function is differentiated with respect to £ . The optimal value of a 
is obtained, when: 
SL N 
•— = 2 N'N a - 2 X a - 0 
9a_ - -
or 
(N'N) a = X a 
(10) 
The vector £ is called an.eigenvector, belonging to the eigenvalue X . 
When (10) is premultiplied by a' , one obtains: 
a' (N'N) a = X _a* a - X (11) 
The maximum of the left-hand side of (11) will be attained when the 
largest eigenvalue of N'N is chosen. The Lagrange multiplier can be 
interpreted as the largest eigenvalue of N'N.. The matrix N'N nas rank J 
and is positive definite; this means that there are J positive eigen-
values. By means of (3) and (11) it is easily seen that : 
p'£ = a_' N'N £ = X (12) 
Formula (4) can be interpreted as follows: £ is the vector of regression 
coefficients of size J , in a regression analysis from p_ on N. This 
can be rewritten as: 
N' p = (N'N)"1 £ (13) 
The vector £ is called the vector of factor loadings corresponding to 
this eigenvalue X , while p is the principal component. The difference 
between X and the tracé of N'N can be computed as;(see also formulae 
(8) and (11)): 
tr (D'D) = tr (N'N) - X (14) 
and : 
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tr (N'N) = X + tr (D'D) (15) 
X can be interpreted as the extent to which the original data matrix N 
jnay be approximated by the principal component p_ . Since the tracé of 
the matrix N'N is equal to the sum of its eigenvalues, it can "easiiy be 
seen that the largest possible value of X is the tracé of N'N . This 
case occurs for a positive semi-definite matrix N'N with only one non-
zero eigenvalue. This implies that: 
(16) 
tr (N'N) 
falls in the range bet-ween 0 and 1 . 
The first principal component, defined by the largest eigenvalue of (10) 
and its corresponding eigenvector, is the linear function of the variables 
n. (j = 1, ..., J) with. the highest variance under the given normali-
zation condition. 
Usually, the first principal component does not give a satisfactory descrip-
tion of the information derived from the data matrix N, especially with 
small values of <f>. Next, the first principal component gets an index 1 (i.e. _p ) 
and by means of the residuals the second and following components will be 
computed. The matrix of residuals, defined by (5), will be called N„ . 
N„ will be used as the input-matrix for the computation of the 
successive components. This leads,analogous to . (3), (7), (10) and (11), 
to the following results: 
Definition : £o = N? —2 ^17^ 
Normalization : al a_„ = 1 (18) 
Optimality condition: N' N„ a_„ = X„ a_~ (19) 
and : 
p_2 p 2 = a^ N^ n 2 a2 = X2 a' a2 = X2 (20) . 
The relative contribution from this second component is now X2/tr (N'N), 
and the total contribution from the first two components is 
(Xj + X2)/tr (N'N) . 




2 " £2 -2
 (21) 
and formulae (17) - (19), the subsequent principal components can be 
computed in the same way. 
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As has been stated before, the original variables are frequently 
correlated. This means that not each variable is equally important for 
explaining the variation in the data-matrix N . The consequence is 
that the number of relevant factors in a principal component analysis 
will be smaller than the J original variables. But the problem of 
how to select the number of independent factors has not been solved 
in a unique way. One possible method is to eliminate those factors, 
of which the corresponding eigenvalues have a rapid decline (or break). 
Suppose for example that the first principal component has 80 percent 
of the total variation of the n..'s , Vi.j , and the first two 
ij 
components represent 95 percent of the total. In that case it would be 
acceptable to say that there are only two "latent" variables. 
The computation of the eigenvectors is not invariant against the 
choice of units of measurement of the data matrix N . This can be 
illustrated by computing the principal components from the original data 
matrix N and the one where each observation deviates from its mean. 
A short description of the data is given in the following section. 
The COROP-data 
The data concern observations on infrastructural, socio-economic and 
environmental endowments for 40 Dutch COROP-areas. 
The socio-economic variables are: 
1. fiscal income per capita 
2. unemployment rate 
3. wealth per capita 
4. index of cost of living 
The environmental variables are: 
5. population density 
6. size of natural environment as percentage of total regional 
area 
7. index of industrialization related to regional 
area 
8. index of the emission of pollutants related to regional 
area 
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The infrastructure variables are: 
9. density of transportation network 
10. index of cultural centres and accommodations per capita 
11. index of number of schools of various types per capita 
12. distance to the centre of the Netherlands 
13. index of various medical services per capita. 
The profile elements are represented in the following table 
r rable 1 Matrix with p r o f i l e elements a t C0R0P- Level 
l 2 3 4 5 • > - ... - 7 -. .... 8 9 10 1 1 12 1 3 
l : • 7 7 . 1 • 26.41 • 3 1 ^ . 2 • 9 6 . 6 • 3 3 . 2 • 6 . 0 - - • 3 5 . » - • 4 9 . 3 • 2 2 . 1 • 3 1 . 8 • 6 2 . 3 • 1 - 1 « 1 9 . 6 
2 : • 7 7 . 9 • 2 8 . 6 • 3 3 . 1 • 8 4 . 3 • 2 7 . 1 • 2 . 0 • 1 8 . 6 • 2 8 . 0 • 2 4 . 1 • 3 1 . 4 • 9 0 . 8 • 1 . 1 • 2 7 . 3 
3 « 8 0 . 4 • 3 * . 5 • 4 2 . 5 • 8 8 . 0 • 2 3 . 1 • a . 9 - • 3 . 4 * J 5 - 1 • 2 1 . 8 • 3 4 . 3 • 9 0 . 0 • 1 . 2 • 8 1 . 0 
4 : • 7 7 . 8 • 3 7 . 1 • 3 4 . 1 • 9 0 . 0 • 3 1 . 2 • 3 5 . 6 • 3 8 . 9 • 3 4 . 2 • 2 1 . 2 • 1 3 . 0 • 9 5 . 0 • 1 . 7 • 3 2 . 6 
5 : • 7 4 . 3 • 3 3 . 9 • 3 9 . 1 • 9 4 . 7 • 4 4 . 9 • 1 0 . 8 - • 4 6 . 1 « 4 5 . 7 • 1 8 . 6 • 1 0 9 . 0 • 8 2 . 5 • 2 . 3 • 2 3 . 1 
6 : • 7 6 . 1 • 3 8 . 6 • 3 8 . 7 • 8 8 . 4 • 3 8 . 5 • 2 2 . 6 • 4 4 . 8 • 5 7 . 1 • 2 3 «4 • 3 2 . 5 • 8 2 . 5 • 1 . 8 • 3 3 . 2 
7 ; • 8 2 . 4 • 3 6 . 6 • 4 6 . 1 • 9 0 . C • 3 8 . 5 • 3 3 . 0 • 3 4 . 4 « 3 9 . 6 • 2 3 . 9 • 2 2 . 0 • 5 2 . 5 • 1 - 4 • 7 0 . 0 
n : • 7 4 . 8 • 2 0 . 8 • 2 6 . 9 • 9 2 . 5 • 3 4 . 4 • 24 . 8 • 3 2 . 8 • 3 9 . 9 • 2 5 . 6 • 3 0 . 9 • 8 0 . 0 • 1 . 4 • 2 6 . 2 
9 • 7 7 . 0 • 4 3 . 9 • 3 7 . 8 • 8 9 . 2 • 4 6 . 6 • 4 3 . 9 • 4 6 . 8 • 4 5 . 3 • 2 2 . 3 • 3 1 . 7 • 7 7 . 5 • 1 - 8 • 3 6 . 8 
io : • 7 6 . 8 • 4 8 . 6 • 3 5 . 2 • 8 9 . 2 • 3 6 . 5 • 2 6 . 2 • 3 8 . 5 • 2 9 . 1 • 2 3 . 7 • 2 8 . 2 • 9 6 . 8 • 2 . 6 • 2 9 . 3 
ia : • 8 0 . 5 • 5 2 . 4 • 3 9 . 3 • 8 7 . 6 • 2 0 . 1 • 3 0 . 4 • 1 5 . 2 • 1 5 . 4 • 3 1 . 7 • 3 5 . 0 • 1 0 0 . 0 • 2 . 9 • 4 0 . 6 
1 ? : • 7 7 . 4 • 4 1 . 5 • 3 1 . 7 • 1 0 0 . 0 • 1 6 . 1 • 3 4 . 5 • 1 3 . 3 • 1 6 . 5 • 3 3 . 9 • 2 9 . 7 • 7 7 . 5 • 1 . 9 • 3 1 . 3 
1 3 : • 8 0 . 2 • 7 5 . 9 • 4 5 . 4 • 8 3 . 5 • 2 1 . 1 • 1 0 8 . 0 • 2 7 . 1 • 2 5 . 3 • 2 5 . 1 • 1 2 . 3 • 6 2 . 5 • 8 . 0 . « 3 8 . 8 
14 : • 7 7 . f i • 5 9 . 3 • 4 4 . 1 • 8 3 . C • 2 6 . 8 • 2 4 . 4 • 2 6 . 1 • 2 7 . 9 • 2 9 . 9 • 2 3 . 6 • 6 5 . 0 • 2 . 9 • 3 0 . 6 
1 5 : • 8 3 . 1 • 3 2 . 1 • 3 3 . 7 • 8 3 . 2 • 9 . 6 • 4 3 . 2 • 1 0 . 5 • 9 . 4 • 3 9 . 8 • 3 1 . 4 • 8 5 . 0 • 7 . 1 • 6 7 . 7 
IE ; • 7 6 . 1 • 3 7 . 8 • 3 2 . 3 • 8 8 . 8 • 2 4 . 7 • T . 0 • 2 8 . 6 • 2 ? . 8 • 3 4 . 2 • 1 6 . 4 • 4 2 . 5 • 1 6 . 7 • 2 3 . 6 
17 : • 8 8 . 1 • 8 3 . 6 • 5 1 . 4 • 8 2 . 5 • 9 . 3 • 3 7 . 0 • 1 1 . 0 • 8 . 3 • 3 4 . 1 • 2 4 . 8 • 9 0 . 0 • 1 0 0 . 0 • 7 1 . 8 
ltt : • 8 1 . 1 • 5 9 . 6 • 3 1 . 4 • o 0 . c • 2 3 . 3 • 1 5 . 0 • 4 2 . 1 • 1 9 . 7 • 2 / . 5 • 2 3 . 9 • 5 2 . 5 • 1 4 . 3 • 2 4 . S 
ia : • 8 7 . 2 • 5 4 . 4 • 4 5 . 3 • 7 6 . 4 • 1 0 . 4 • 3 6 . 1 • 1 H . 3 • 1 2 . 5 • 3 8 . 6 • 2 3 . 3 • 9 2 . 5 • 1 0 0 . 0 • 4 8 . 2 
2 0 : • 8 7 . 4 • 1 0 0 . 0 • 2 6 . 1 • 8 8 . 8 • 5 . 4 • 6 9 . 9 • 2 . 0 • 5 . 9 • 4 6 . 3 • 2 3 . 3 • 7 0 . 0 • 1 0 3 . 0 • 3 7 . 4 
21 : • 9 6 . 4 • 9 8 . 6 • 7 3 . 2 • 8 5 . 0 • 3 . 7 • 9 * . 3 • 4 . 3 • 3 . 6 • 59 . 6 • 4 8 . 1 • 8 C . 0 « 1 8 0 - 0 • T l . 7 
22 : • 8 5 . 5 • 8 4 . 4 • 2 1 . 0 • 9 1 . 2 • 4 . 3 • 2 2 . 5 • 3 . 0 • 4 . 7 • 5 2 . 2 • 1 4 . 9 • 5 5 . 0 • 1 0 0 . 0 • 2 9 . 5 
2 3 : • 9 3 . 8 • 4 6 . 1 • 3 7 . 3 • « • 3 . 0 • 4 . 4 • 9 . 4 • 4 . 5 • 3 . 0 • 5 0 . 5 • 5 0 . 3 • 6 7 . 5 • 1 0 4 . 9 • 7 6 . 7 
2 4 • • 9 5 . 3 • 9 9 . 5 • 1 0 0 . 0 • 9 0 . 4 • 4 . 8 • 5 9 . 5 • 5 . 9 • 4 . 4 • 5 4 . 5 • 2 5 . 3 • 6 5 . 0 • 1 0 0 . 8 • 6 6 . 4 
25 • 8 5 . 7 • 5 1 - 6 * 4 2 . 4 • 4 1 . S • 4 . 5 • 2 3 . 2 • 6 . 9 • 3 . 7 • 4 9 . 2 • 1 8 . 7 • 6 0 . 0 • 1 0 8 . 0 • 1 0 C . Q 
26 ' • 1 0 0 . 0 • 6 1 . 2 • 6 2 . 3 • 8 0 . 2 • 2 . 0 • 3 8 . 3 • 2 . 9 • 1 . 7 • 1 0 0 . 0 • 4 5 . 2 • 8 2 . 5 • 100 . 0 • 5 2 . 1 
27 • 8 3 . 3 « 8 1 . 2 • 3 8 . 4 • 7 9 . » • 6 . 0 • 6 . 4 • 6 . 1 • 4 . 1 • 4 1 . 4 • 1 3 . 0 • 5 2 . S • 1 0 0 - 0 • 3 4 . 7 
2% : • s s . 3 • 7 1 . 5 • 4 3 . 4 • 7 4 . 7 • 1 1 . 4 • 5 . 5 • 1 5 . 9 • 1 0 . 7 • 2 8 . 3 • 1 3 . 1 • 6 0 . 0 • 1 0 C . 0 • 3 2 . 4 
2 9 : • 8 9 . 2 - • 5 2 . 6 • 3 4 . 2 - - • 9 4 - . 7 • 6 . 2 * 1 9 ^ 7 — • 5 . 4 - • 3 . 3 • 4 3 . 4 • 2 2 . 5 • 6 0 . 0 • 1 0 0 . 0 • 4 1 . 5 
30 : • 8 4 . 0 • 6 4 . 5 • 3 5 . 8 • 9 4 . 6 • f l . 8 • 1 0 . 9 • 6 . 2 • 8 . 0 • 3 9 . 0 • 1 6 . 2 • 5 7 . 5 • 1 0 0 - 0 • 2 7 . 5 
31 : • 8 2 . 3 - - » H r f - • • • 5 1 . 5 - • 9 5 ^ 6 - * 4 2 ^ 2 - • ïa .a • 24 - . 5 - - * 1 5 - 6 - • 3 2 . 1 • 2 0 . 2 • 6 0 . 0 • « 3 . 1 • 2 2 . 3 
32 : • 8 4 . 3 • 4 1 . 8 • 5 0 . 7 • 8 3 . 9 • 2 7 . 8 • 1 5 . 4 • 4 2 . 5 • 3 7 . 7 • 3 6 . 9 • 1 9 . 4 • 7 7 . 5 • 7 . 4 • 2 7 . 7 
3 3 
34 
• k f l ' » C L 1 * • * *. •»*% n • n n N ^ — • 1 5 . 0 -
• 1 5 . 3 • 4 1 . 5 
• 1 4 . 3 
• 1 6 . 2 
• 1 4 . 1 * 3 4 . 1 • 2 0 . 8 • 7 2 . 5 • 1 2 - 5 • 3 1 . 4 
: ^ 7 7 . 2 
" * 3 ^ ' * X  
« 3 3 . 0 
— ^ ' 3 Ï « 9 
• 3 3 . 3 • 9 4 . 3 • 1 6 . 6 • 3 0 . 5 • 2 1 . 9 • 7 0 . 0 • 8 . 3 • 2 8 . 3 
3 5 —«-1&.6- - - * 3 * . f l • 2 4 . 5 • 7 2 . 5 • 4 . 5 • 3 4 . 3 
3 f. : ^ 7 9 . 4 • 3 5 . 0 • 2 8 . 6 • 8 6 . 5 • 1 3 . 9 • 2 4 . 1 • 8 . 4 • 1 8 . 7 • 3 6 . 4 • 2 3 . 9 • 6 7 . 5 • 2 . 7 • 3 4 . 9 
3 7 
38 . 
m . - » - ^ 1> • H f •= t **1 ** t j j 7 • 1 6 i 9 + 3 3 , B • 1 * . 0 - . A & 2 . 5 . •2—4 • 3 3 - 2 • — w + w r f - 9 ~ r — 
: • T T . o 
• JH v u — 
• 2 8 . 8 
• - 3 1 * 1 — 
• 2 9 . 2 • 7 5 . 9 • 1 9 . * • 4 1 . 9 • 1 9 . 0 • 1 8 - 4 • 3 6 . 0 • 2 7 . 5 • 6 3 . 0 • 1 . 8 • 2«>.8 
39" J 
4 0 
i-fiS 3 • 2 6 . 3 -
• 3 2 . 2 
• 7 W B 
• 5 2 - 5 
• 1 - 4 
• 7 . 7 
• 3 9 - 1 
• 1 4 . 7 ! HrtriZ— : + 8 4 . 2 • 4 8 . 1 • 2 3 . 6 . • 6 2 . 7 • 1 0 0 . 0 , « 6 6 . S • 1 0 0 . 0 
• 1 0 0 . 0 • 1 3 . 9 
1) 
For a precise definition as well as the scsurces of the data, 
we refer to Van Veenendaal, Regionale Welvaart in Nederland, 
(mimeographed), Department Of Economics, Free University, 
Amsterdam, 1981. 
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Next one may determine a redefiniticm of the data where the observations from 
table 1 are normalized such that the series of observations are 
transformed into new data with zero inean. So all observations reflect 
deviations from the mean. 
Tabel 2 Matrix with piroflle elements at COROP-level, deviating from the mean 




Results of the Principal Component Analysis 
To start the PCA for the profile elements from table 1, we give the 
correlation elements between the set of J = 13 variables. In that 
way it will be possible to get an idea about the level of correlation 
between the variables. High correlations indicate that the set of profile 
elements canbe reduced without loss of much information. The Pearson 
correlation coëfficiënt q between variables j and k is given by 
(see also Brouwer and Nijkamp, 1982). 
40 
.1 (n. .-n.) (n., -IL ) 
q = //n
L 1J 3 yn V j , k € {1,...,13} (22) 
/40 o 40 o 
V.Z. (n. .-n.) .1. (n..-n. ) 
i=l ij j i=l ik Tc 
where la. and IL are the mean values of variable j and k , 
respectively. The results are represented in table 3. 
Table 3 Pearson's correlation between profile elements 
1 2 3 4 5 6 7 8 9 10 11 12 13 
1 1.00 
2 0.64 1.00 
3 0.57 0.53 1.00 
4 -0.17 -0.09 0.04 1.00 
5 -0.43 -0.36 -0.22 -0.15 
6 0.27 0.41 0.29 -0.26 
7 -0.40 -0.30 -0.19 -0.15 
8 -0.45 -0.40 -0.24 -0.14 0.94 0.01 0.90 1.00 
9 0.72 0.38 0.37 -0.04 -0.66 0.16 -0.62 -0.67 
10 0.04 -0.15 0.13 0.21 0.19 -0.03 0.28 0.21 
11 -0.04 -0.16 0.12 0.11 -0.05 0.07 -0.05 0.02 
12 0.75 0.74 0.38-0.15-0.59 0.08-0.51-0.59 
13 0.52 0.26 0.47 0.01 -0.44 0.19 -0.48 -0.38 
1.00 
0.01 1.00 
0.92 0.02 1.00 
9  0  9  
1.00 
0.04 1.00 
•0.01 0.35 1.00 
0.61 -0v09 -0 .16 1.00 
0.38 0.09 0.18 0.43 
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Relative high positive correlations can be found in variables 1-3 (the 
socio-economic profile) and variables 5, 7 and 8 (the environmental 
profile). Variable 6 has small correlations with the environmental 
profile. This will indicate independency between these variables. 
Another conclusion from table 3 will be the negative correlations 
between the socio-economic and environmental profile. 
From these highly correlated groups of variables can be concluded that 
a reduced number of components in the PCA will give a good fit of the 
original data. The matrix of the first five loadings with the corre-
sponding relative contributions, given the original standardized data 
from table 1, are given in table 4 and table 5. The results are 
computed by means of the steps given in formulae (17) - (21). The factor 
loadings are the eigenvectors corresporiding with eigenvalue X 
and uniquely determined by means of the unit Euclidean normalization. 
Table 4 Factor loadings for 5 principal components 
variable 1 2 3 4 5 
1 0.466 -0.052 -0.075 -0.075 -0.156 
2 0.295 0.210 0.328 0.137 -0 .313 
3 0.227 0.041 0.013 0.114 0.150 
4 0.484 -0.160 -0.225 -0.141 -0.335 
5 0.115 -0.301 0.348 -0 .154 0.108 
6 0.185 -0.011 0.333 0.823 0.023 
7 0.118 -0.306 0.434 -0.215 0.107 
8 0. 118 -0 .323 0.349 -0.161 0.198 
9 0.208 0.139 -0.186 0.051 -0.101 
10 0.157 -0.100 -0 .053 -0.144 0.371 
11 0.403 -0.165 -0.287 -0.012 0.013 
12 0.224 0.754 0.328 -0.342 0.132 
13 0.234 0.113 -0 .258 0.172 0.718 
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The relative contributions of the successive principal components 
related to these factor loadings are determined by formula (16) and are 
represented in table 5. 
Table 5 Relative and total contribution from 5 principal components 
relative contribution 
1 2 3 4 5 
total contribution largest eigenvalue 
0.865 0.076 0.018 0.015 0.008 0.982 1248773 
The 5 factors and their corresponding principal components explain about 
98% of the information from the original data matrix. The first two 
factor loadings with their components have no less than 94% of the 
information and this two-dimensional representation is also given in 
figure 1. 
Figure 1 Vectors of variables from the first two factor loadings 
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Variables 5, 7 and 8 correspond very well with each other, which has 
also been concluded from Pearson's correlation analysis. 
In this figure, the profile elements 1 - 3 also correspond rather well. 
It is easy to see that infrastructure variable 12, which represents 
the distance to the centre of the Netherlands has main characteristics 
rather independent from the other variables. 
The tables 6 and 7. represented below, give the factor loadings and 
relative contributions, respectively, when the variables deviate 
from the ir mean. In this case, the data n. . , i=l,.,.,40; j = l,...,13 , 
which are given in table 2, are not really cardinal but are measured on an 
interval scale. 
Table 6 Factor loading when observations are deviated from the mean 
O ' i * i . v 1 7 " 
0 2 7 G . - i ° — C - L I ? 
: . 2 ^ - : . ° i 2 - : . ~ h 4 
4 - : . - i 2 - : . : - ? : -
1 7 7 O . i ^ j . : i ^ 
5 - 0 . 2 42 Z . 5 5 ' - - « 
6 c . r ^ " 7 : .f,'^1* : , 
. 2 ! 3 ~ . l l n L . 1 2 Q 
b i 2 -Z.?** - 2 . r p f ? 
7 - ; . ? 4 : : , 4 ? " ' - ; 
B - 3 , ° £ 3 C . *7 1 - C i - •-. " 1 •.' o ' 1 7 1 
•3 o . i ^ - : . ï c i • 
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Table 7 Relative and total contribution with 5 principal components 
Relative Contribution 
1 2 3 4 5 
Total contribution Largest contribution 
0.558 0.133 0.106 0.068 0.038 0.903 120050 
The 5 factor loadings and the corresponding principal components give 
about 90 percent of the information from the data matrix in table 2. 
The two-dimensional representation of the two factor loadings is given 
in figure 2. They have about 69% of the original data which is less than 
the above given 94% from table 4. 
Figure 2 Two-dimensional representation of the factor loadings 
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This figure leads to the conclusion of two highly correlated groups of 
variables. On the one hand a group with variables 5, 7 and 8 and on the 
other hand a set with variables 1-3. In this case, infrastructure 
variable 12 will again be rather independent from the other variables. 
The ordinal variant of the principal component analysis makes use of the 
product-moment correlation coëfficiënt between two variables i and k . 
In the same way as the cardinal variant, high correlations indicate 
that the set of profile elements can be reduced without loss of much 
information. For ordinal data, Kendall's x is a widely used correlation 
measure, and is defined by: 
T
i k . S ~ S Vi,k- 1 13 (23) 
V (S+ + S" + T. ) (S+ + S~ + Tk) 
where S and S are the number of concordant and discordant pairs 
of regions, and where T. and T, are the number of ties (i.e., 
identical results) with variables i and k . The number of concordant 
points gives a measure of the agreement between some pair of variables, 
and with discordant points the reverse holds. TabIe 8 gives the results of 
Kendall's rank-correlation analysis. 
Tab Ie 8 Kendall's rank-correlation analysis  
1 2 3 4 5 6 7 8 9 10 11 12 13 
1 1.00 
2 0.44 1.00 
3 0.25 0.37 1.00 
4 -0.19 -0.06 -0.04 1.00 
5-0.56-0.30-0.04 0.16 1.00 
6 0.12 0.11 0.02-0.18-0.09 1.00 
7 -0.48 -0.24 -0.01 0.06 0.73 -0.04 1.00 
8-0.58-0.34-0.10 0.12 0.82-0.07 0.70 1.00 
9 0.50 0.25 0.02 -0.14 -0.73 0.10 -0.67 -0.72 1.00 
10 -0.07 -0.16 0.03 0.10 0.11 0.08 0.03 0.13 -0.13 1.00 
11 -0.09-0.13 0.12-0.01 0.05 0.10 0.00 0.07-0.08 0.37 1.00 
12 0.67 0.71 0.24-0.22-0.63 0.12-0.43-0.68 0.60-0.28-0.27 1.00 
13 0.40 0.21 0.28 -0.13 -0.43 0.24 -0.45 -0.40 0.33 0.07 0.19 0.24 1.00 
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The degree of correlation gives in this case the same conclusions as the 
one following from the cardinal case in table 3. A highly positive correlated 
group consists of variables 5, 7 and 8 and - to a slightly lesser ~êxtent -
the socio-economic profile with elements 1-3. Variable 1 is negatively 
correlated with the environmental profile (i.e., variables 5, 7 and 8) 
Table 9 Factor loadings with ordinal principal component analysis 
Variables 1 2 3 
1 0.351 0.259 0.184 
2 0.261 0.427 -0.241 
3 0. 149 0.326 0.246 
4 -0.059 -0.107 -0.151 
5 -0.404 0.392 0.245 
6 0.058 0.088 0.241 
7 -0.361 0.377 -0.120 
8 -0.405 0.300 0.251 
9 0.367 -0.304 -0.142 
10 -0.046 -0.106 0.308 
11 0.005 -0.110 0.365 
12 0.327 0.350 -0.397 
13 0.282 0.006 0.472 
Table 10 Relative contributions from 3 factor loadings 
Relative contributions 
1 2 3 
Total contribution Largest eigenvalue 
0.348 0.215 0.175 0.738 4.53 
16 
The conclusion can be drawn that the sign and pattern from the two 
principal components from table 9 correspond rather well with the one 
from table 6. The first principal component and the corresponding 
factor loading account for about 35% of the total variation in the 
transformed data matrix. Next to this there is no clear correspondence 
between the factor-loadings for the cardinal and ordinal case with the 
third principal component. 
3. Grouping of variables 
A very elementary analysis of clustering is the so-called linkage analysis. 
The linkage between variables is determined by means of either their correlation 
elements or the Euclidean distance measure. The sets of variables are formed by 
the following stepwise procedures (see also Hauer and Van der Knaap, 1973). 
1. for every column in the correlation or distance matrix the maximum, 
resp. minimum value are determined. This means'that for every variable 
the one with highest correlation or smallest distance is determined. 
2. the first group consists of the two variables which correspond best 
to each other. , This will be based on the correlation or distance 
criterium. 
3. the "nearest meighbour" is determined by the variable which 
correspond best with one of the above given variables. When there are 
no higher order nearest neighbours the same procedure starts again 
with a following group of variables until all variables are classified. 
The correlations from table 3 are in descending order: 8-5, 5-8, 7-5, 12-1, 
1-12, 9-1, 2-12, 3-1, 13-1, 6-2, 10-11, 11-10, 4-6. These sets of corre-




Figure 3 Classification of variables by correlation criterion.. 
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This analysis gives three groups of variables, represented in figure 3. 
The groups consists of the elements {5,7,8}, {1,2,3,4,6,9,12,13} and 
{10,11}. The first set of elements can be interpreted as an environmental 
profile, and the second as a mixed type of socio-economic and infra-
structural variables. 
In the same way the classification may be made by means of a distance 
criterion for the variables. The Euclidean distance between variables 
j and j' "is determined by: 
iJ3 
40 2 
" ^ 1 ^ i j - i j ^ 
V j,j' = {1,...,13} (24) 
The results are represented in the following table. 
Table 11 Euclidean distance elements between the variables. 
5- _8_ 10. 11 12 13 
1 : +2.3 0 +232.79 +28-3.48 +68.50 +<M 
2 : +232.79 + 0 . 5 0 + 1 3 6 . 6 9 +271.3 4 + 2 7 5 . 8 8 + 1 9 3 . 2 9 
3 : +?83 .48 + 1 3 6 . 6 9 «--£.00-^315. 9 6 +4-95 . 0 0 +154 .60 
4 : «-68.50 + 2 7 1 . 0 4 +315 .06 + 0 . 0 0 +4 3 0 . 4 6 +332.61 
5 : + 4 0 8 . 6 6 + 2 7 5 . 8 8 +i3S.4.0_+433.-*É + 0-. 00^+13.4.33-
6 : + 3 4 9 . 7 2 + 1 3 3 . 2 9 +154.60 + 3 8 2 . 6 1 + 1 9 4 . 3 8 +0.0B 
/ : +«39 .82 +27-7.27 +1-99.-67-+.431.^+8—+-47-.94J—+t-*9.-9» 
8 : + 4 0 3 . 7 3 + 2 8 1 . 1 0 + 1 9 9 . 9 5 + 4 2 9 . 7 7 + 4 2 - 1 1 + 1 9 8 . 9 9 
9 : +301.39 + 1 6 2 . 0 2 +106 .28 .*336—*:7—+34-0 . 9 3 +162.89-
10 : + 360.Hl + 2 2 7 . 2 4 +140-98 + 3 8 3 . 2 9 + 1 3 7 . 0 8 + 1 7 6 . 8 7 
11 : +119 .15 + 2 1 8 . 5 8 + 2 3 6 . 1 4 -+134.25 -»34*^75--»3»8-^59 
12 : + 3 9 0 . 3 6 + 2 2 5 . 0 4 + 2 6 3 . 6 4 +435 .47 +372 .91 + 3 0 9 . 1 7 
13 : +286 .92 + 1 7 0 . 6 0 + 1 1 4 . 0 3 + 3 4 9 - « 2 ~ 2 3 3 ~ * 3 -+4*0.-09 
4-03.82 _*408~73.-*-3B1.33 + 3 6 0 . J 8 +119-15 + 3 9 0 . 3 6 + 2 8 6 . 9 2 
+ 2 7 7 . 2 7 +281 .10 + 1 6 2 . 0 2 +227 .24 + J 1 8 . 5 8 +225 .04 «170 .60 
+199 . 67-^-133-^5-+4,06.28 + 1 4 0 . 9 8 +2 3 6 . 1 1 + 2 6 3 . 6 4 + 1 1 4 . 0 3 
+431 .48 +429 .77 +336 .47 +383.29 + 1 3 4 . 2 5 +435 .47 +319 .62 
—*J»7-.9fl—»A2.XX-*210.93 +137 .08 * 3 4 8 . 7 5 +372-91 + 2 3 3 . 0 3 
• 1 9 9 . 9 8 + 1 9 8 . 9 9 + 1 6 2 . 8 9 +176 .87 +300 .59 +309 .17 + 1 8 0 . 0 9 
* * . * * - - * 5 * - ^ 6 - + 2 4 Z . 3 1 - + 1 3 7 . 9 3 » 3 5 0 . 4 5 +373.30 + 2 4 2 . 8 6 
• 5 4 . 8 6 +0-00 + 2 1 7 . 3 5 +141 .10 +346 .77 +378 .72 + 2 3 4 . 4 8 
- * 2 t 7 . 3 1 - * « 7 . 3 5 - +0 .00 + 1 4 0 . 3 5 + 2 5 9 . 6 9 « 2 3 8 . 2 5 + 1 2 6 . 7 3 
• 1 3 7 . 9 3 +141 .10 + 1 4 0 . 3 5 + 0 . 3 0 + 2 9 5 . 4 3 +310 .20 + 1 6 7 . 6 1 
-+350.45 + 3 4 6 . 7 7 +259.69 +295 .43 +0.00 +384.S4 + 2 4 0 . 5 6 
• 3 7 3 . 3 0 +378 .72 + 2 3 8 . 2 5 +310 .20 + 3 8 4 . 5 4 +0 .00 + 2 5 8 . 5 4 
-+242.86 +234 .48 + 4 2 6 . 7 3 +167 .61 + 2 4 0 . 5 6 + 2 5 8 . 5 4 + 0 . 0 0 
The pairs of variables with corresponding distances in ascending order are 
8-5, 5-8, 7-5, 4-1, 1-4, 3-9, 9-3, 13-3, 11-1, 2-3, 10-5, 6-3, 12-2 . 
This gives the following sets of related variables. 
10 »5< '}8 4? *H 11 2< 12 
6- >3* >9 
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Figure 4. Classification of variables by a distance criterion. 
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Cluster Analysis 
The aim of cluster analysis is to separate data into consistent groups 
by means of a classification procedure. It has been developed to group 
either individuals or variables into n subsets C. , i=l,...,n. 
1 
When J elements are classified, the corresponding clusters have the 
following characteristics: 
ci n c.. = $ , i * j 
Alj Gi = {1,2,...,J} (25) 
The intersection between two different clusters is empty and the union 
of the clusters consists of all grouped variables or observations. 
The set of clusters is determined by means of a certain criterion xor par-
titioning the original elements. It is expected to have a high degree of 
diversity (dissimilarity) between each cluster and a high degree of homo-
geneity or agreement (similarity) within each cluster. 
So the set of clusters is determined by a chosen (dis)similarity criteri-
on. Among~~the most frequentiy used criteria are : 
1. minimize the correlation (for example the product moment correlation 
coëfficiënt) between the elements from different subsets. 
2. maximize the correlation between the elements within a subset. 
3. minimize the (Euclidean) distance between the elements within a subset. 
4. maximize the (Euclidean) distance between the elements from different 
subsets. 
The partitioning following from these criteria leads to a subset of elements 
which will be called clusters (see also Everitt, 1974; Hartigan, 1975). 
Next to the above given criteria, clustering methods can be distinguished 
by means of the way the elements are combined, i.e. in a hierarchical 
versus a non-hierarchical way. 
The results of a hierarchical cluster analysis can be represented by means 
of a dendogram. This graphical representation of the measure of associa-
tion between the elements which have been clustered,is determined by the 
classification criterion. 
In the following figures the results of the cluster analysis with the Dutch profile 
elements are represented in a dendogram with the four above given classifi-
cation criteria. 
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Fig.5a. Dendogram with minimization of Pearson's 
correlation between clusters. 
Fig.Sb. Dendogram with maximization of Pearson's 
correlation within clusters. 
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Fig.5c. Dendogram with minimization of the Euclidean 
distance within clusters. 
y 1 2 » • * * • • * » • * . » . . * * . * . » * * t i l t t i l i J - M S l i l i t + t + f J U J A t J . 
y J_l 4*»4»***44»4»»4*-k>4-*44-4J 
Fig.5d. Dendogram with maximization of the Euclidean 
distance between clusters. 
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When the profile elements are classified into four groups we have 
the following clusters with the different classification criteria: 
a. Cj = {5,7,8} 
C2 = {1,2,3,6,9,12,13} 
c3 = {10,11} 
C4 = {4} 
b. Cj = {5,7,8} 
c2 = {10,11} 
C3 = {1,2,3,6,9,12,13} 
C4 - {4} 
c. Cj = {1,4,11} 
C2 = {2,3,5,7,8,9,10,13} 
C 3 = {6} 
C4 - {12} 
d. C, = {1,4,11} 
C2 = {5,7,8,10} 
C3 = {2,3,6,9,13} 
C4 = {12} 
The results from the two distan.ce criteria correspond rather well with 
each other and the same holds for the two classification criteria for 
correlation analyses. 
When the clusters are determined by a correlation criterion, the environ-
mental profile elements are grouped rather strongly because of their 
high correlation values. 
Because of the small correlation values of variables 10 and 11 with 
the other one and their rather high inter-correlation values, these two 
variables become a group of their own. 
These results correspond rather well with the one from the previous sec-
tion where the variables are grouped by means of a rather simple criterion. 
The same holds for the distance classification criterion. When the. 
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distance classification will be used in the partitioning procedure a 
conclusion which follows is the extreme characteristics from variable 
12. Besides, the environmental profile elements correspond more or 
less with xh.e. socio-economic and xnfrastructural variables, 2,3,9,10 and .13. 
This type of cluster analysis can be generalized to data which are 
measured at a nominal or ordinal scale. A useful classification-criterion 
may be Kendall's rank correlation elements. Next to it, a qualitative ' 
cluster analysis can be used also by means of either a multidimensional 
scaling method or a principal component analysis. A multidimensional 
scaling procedure will be developed in the following section. 
Multidimansional Scaling Methods 
There are different reduction methods for qualitative data. In previous 
sections, a principal component analysis and a cluster analysis with either 
quantitative or qualitative data has been developed. Both methods aim to 
reduce the original data matrix (with observations measured on a metric 
or non-metric scale) by means of some previously-chosen criterion. 
Multidimensional scaling (MDS) methods have been developed for the same 
reason. The final solution of an MDS procedure, i.e. the transformed data 
measured on a cardinal metric with a reduced number of dimensions, is not 
necessarily multidimensional. It depends on a 'goodness-of-fit statistic' 
whether the final solution is uni- or multi-dimensional. A technical and 
empirical survey of MDS-procedures can also be found in Kruskal (1964a, 
1964b), Nijkamp (1979), Van Setten and Voogd (1978), Voogd (1978). Suppose 
again a data matrix N, with elements n.. measured on an ordinal metric, 
i=l, ..., I ; j = l, ..., J , where n. . can be interpreted as the i-.th 
observation with variable j . By means of scaling methods, this matrix 
N will be reduced to a matrix . V of order I x K (K < J), where v., is 
the ith observation of attribute k , which is measured on a cardinal 
scale. Matrix V will be computed in such a way that the elements v., 
are consistent with the original elements n.. from the ordinal data-
matrix N. Consistency will be determined by a 'goodness-of-fit' statistic, 
which bas to be maximized. The reduction of dimensions means that scaling 
methods make use of (J - K) degrees of freedom, necessary to have a 
consistent transformation from the ordinal to cardinal information. 
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Suppose a symmetrix paired comparison matrix A, with elements 6.., 
(i, i' = 1, ..., I, i £ i'), representing rank numbers, i.e. 
A = 
/ ; 21 
631 632 
V, 6I2 ••' 6I,I-1 
The matrix A contains |I(I - 1) relations, 
Kruskal (1964a, 1964b) has hypothesized that there is a monotone relation-
ship between the elements 6.. and a distance-metric d.. . By means 
of this relationship a 'goodness-of-fit statistic' may lead to a formal 
definition of the 'best' solution, in such a way that the cardinal data 
corresponds to the original rank numbers in an optima1 way. 
Kruskal's method is as follows: 









a symmetrie I x I matrix with elements d.., , representing 
'distances' 
I x J matrix 
n 
a symmetrie I x I matrix with elements 
monotone relationship, i.e. : 





The functional form g(N) is a Minkowski distance-function. A well-
known metric is one which is homogeneous of order one and invariant 









The Minkowski metrix can be written in a general form as 
l/c 
d.. (c) = I In. - n. I > , with c > 1 
U l P ip JP ' ' 
(28) 
Formula (27( follows from (28) when c = 1. Also, the Euclidean 
distance function (with c = 2) is frequently used. When c > 1, 
larger differences in coordinates are assumed to have greater 
weights than smaller ones. With ordinal scaling procedures rank 
numbers will be represented in a geometrie space. But it has to be 
noted that the solution which has been found, is an approximation 
to the original observations. For that reason, it will be necessary 
to choose an 'index-of-fit' as a selection criterion for the final 
solution. Kruskal (1964a) developed a 'goodness-of-fit criterion' 
which is scale-invariant and equal to : 
• ( 





d 2 . 
i j 
; 
1 > j (29) 
<j) will be minimized until a convergent solution is attained with a 
maximum value of the goodness—of-fit statistic. The abovementioned 
steps are summarized in the following figure which represents the 
algorithmic structure of an ordinal MDS-procedure. 
i=i+l 
ordinal input rankings A 
mitial confïguration X. 
f calculation of distances D. 
order -isomorph matrix D. 
yes 
stop 
_j calculation of optimal coordinates 
Figure 6. Algorithmic structure of an ordinal multidimensional scaling 
procedure. 
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When the observat ions from Table 1 a re ordered from low to high for 
a l l 13 p r o f i l e elements, the r e s u l t s of an ord ina l MDS procedure can 
be i l l u s t r a t e d . Table 12a contains the two-dimensional so lu t ion when 
an MDS-procedure i s car r ied out with the COROP-areas and the r e s u l t s 
with the p r o f i l e elements are represented in Table 12b. 
1 - . 2 4 6 ? . 1 3 3 4 
2 -̂i-2-51-
1? v i l ^ S 
3 - . 5 5 5 5 . 3 7 4 5 
# — rf^-W Ï 1 - M 9 
5 - . 5 2 5 2 . 3 ^ 7 4 
6 i-25-17 ï l -2r-3 
7 - . 5 2 4 7 . 3 8 1 6 
8 - i - 2 4 2 ^ ïrt45-8 
9 - . 2 5 1 3 . 1 2 1 7 
—i"ï -Ï25-2-5- rtri^-
11 - . 2 6 6 2 
—1-2 —--ir?e2-S 
1 3 - . 5 5 7." 
—i-4 . 2 5 2-e-
1 5 - . 5 £ 3 P 
— 1 - 6 - s-25i-6- — 
1 7 - . 1 S 4 1 
---1-8" ï-5-2 4t. ~ -
1 9 - . 1 6 1 -
•vl-116 
21 - . 1 3 5 2 
'vi-e-5-5 — 
• . 2 82 3 












Table 12a. Two-dimensional metr ic r e p r e s e n t a t i o n of COROP-areas, 
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1 . 1 3 ^ 7 
2 - -v l i -55 
3 . 1 1 5 2 
4 —-rr**m 
5 - • 2 0?*' 
6 — r t - i ^ - * 
7 - . 2 0 2 ' + 
8 —-'rz^r? 
9 . 1 1 5 ? 
io — r t i s r . 
11 . 1 4 3 » 
12 " - Ï 5 - 2 * 5 * 
13 . 1 1 S ? 
Table 12b. Two-dimensional metric representation of ordinal 
profile elements. 
6. Conclusion 
In this paper, some useful reduction methods have been developed which 
deal with either qualitative or quantitative data. 
On the one hand, a principal component analysis is a reduction method 
which is determined by either the correlation or the covariance elements 
between the set of profile elements. The sign and size of the first 
two components of the ordinal variant and cardinal variant with observa-
tions derived from the means correspond rather well with each other 
(see also Tables 6 and 9). 
Section 3 gives a very elementary analysis of clustering, the so-called 
linkage analysis. This can be seen as a first step to Section 4 where 
cluster analysis has been generalized and is dependent on a chosen 
(dis)similarity criterion. An ordinal equivalent of cluster analysis 
may be determined by, for example, Kendall's rank correlation analysis. 
Finally, a multidimensional scaling procedure with ordinal data has been 
developed. This scaling procedure will lead to a reduced number of 
dimensions which are measured on a cardinal metric. 
The numerical applications carried out with these methods show that reduc-
tion techniques may be useful tools for dealing with information measured 
in either a quantitative or a qualitative metric. 
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