Periodic solutions of Duffing's equations with superquadratic potential  by Ding, Tongren & Zanolin, Fabio
JOURNAL OF DIFFERENTIAL EQUATIONS 97, 328-378 (1992) 
Periodic Solutions of Duffing’s Equations 
with Superquadratic Potential 
TONGREN DING 
Department of Mathematics, Peking University, 
100871 Beijing, People’s Republic of China 
AND 
FABIO ZANOLIN* 
Dipartimento di Matematica e Informatica, Universitci, 
via Zanon 6, 33100 Udine, Italy 
Received February 19, 1990; revised October 17, 1990 
This paper is devoted to the study of harmonic and subharmonic solutions for 
the second order scalar nonlinear Duffing’s equation x” + g(x) = p(t, x, x’), where 
g and p are continuous functions with p bounded and periodic in the first variable 
and g satisfying the assumption g(x) sign(x) + +co, as 1x1 + +co. Among other 
results, we prove the existence of infinitely many harmonic and subharmonic solu- 
tions (of any order) ifp = p(t) and if the potential C(x) of g(x) satisfies certain con- 
ditions of superquadratic growth at co. The new existence results can be applied to 
situations in which the more classical superlinear growth condition g(x)/x + +co, 
as 1x1 + foe, is not satisfied. In this manner, various preceding theorems are 
improved and sharpened (see the “Introduction” for more details). Proofs are based 
on a generalized version of the Poincare-Birkhoff “twist” theorem due to 
W. Ding. 0 1992 Academic Press, Inc. 
1. INTRODUCTION 
The problem of existence and multiplicity of T-periodic solutions for the 
second order nonlinear ordinary differential equation 
x” + g(x) = p(t), (D) 
(Dutfing’s equation) has been widely investigated in the literature because 
of its significance for the applications as well as for its intrinsic interest as 
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a good model for testing the effectiveness of various technical tools of non- 
linear analysis. 
Throughout the paper, we suppose that g: R -+ R is a continuous function 
and p: R + R is T-periodic, where T> 0 is a fixed period. 
One of the major difficulties which is encountered when the nonlinear 
restoring term g(x) grows faster than x at infinity, lies in the fact that in 
this case, there are no a priori bounds for the periodic solutions. 
In [20], S. FuEik and V. Lovicar obtained the existence of at least one 
T-periodic solution of equation (D), for any T-periodic forcing term 
PEL:,,> assuming the superlinear growth condition 
lim g(x)/x= +co. 
1.x - +m 
Their proof, based on a fixed point theorem for the Poincart map 
associated to a planar system equivalent to (D), was first extended by 
Struwe in [40] and, subsequently (with a similar approach), by Shekhter 
in [39], for the solvability of the equation 
xn + g(x) = p( t, x, X’), 
with p( ., ., .) possibly unbounded in x’. A further generalization of the 
theorems of FuEik and Lovicar and Struwe has been recently obtained by 
Capietto, Mawhin, and Zanolin in [6], using a continuation approach 
which allows extensions of the existence results to systems as well. 
In [14], W. Ding, generalizing preceding theorems of Cesari, Harvey, 
Morris, and Micheletti (see, respectively, [7, 24, 32, 31]), proved the 
existence of infinitely many T-periodic solutions of arbitrarily large norm in 
C’[O, T], for Eq. (D), assuming, besides the above considered superlinear 
growth condition on g, that g is locally lipschitzian and p is continuous (in 
order to obtain the uniqueness of the solutions for the Cauchy problems). 
The proof of such result is based on an extended version of the Poincare- 
Birkhoff “twist” theorem which is contained in the same paper (see [14]). 
Another multiplicity result was obtained, using variational methods, by 
A. Bahri and H. Berestycki n [2] for differential systems in R”, assuming 
g continuously differentiable, p E Lf,, and the growth condition 
0 < G(x) G 4dx) I x), v IxI2R>O, 
with 0 < K < 4 and g(x) = grad G(x). 
However, it can easily be seen (after an integration), that the above 
assumption implies that there are positive constants a and b, such that 
a 1x1 UK -b < G(x), Vx E R”. 
330 DING AND ZANOLIN 
Thus, in the one-dimensional case, the condition of Bahri and Berestycki 
implies 
lim (g(x) sign(x))/lxl* = lim G(x)/lxl”+’ = +co, 
1x1 ++a0 Ix1 + +a, 
for some a > 1, 
so that, for the scalar Eq. (D), such result is strictly contained in the 
previously mentioned theorem of W. Ding (except for what concerns the 
different regularity assumptions on g and p). 
Let us consider now the second order autonomous equation associated 
to PI, 
xn + g(x) = 0, (A) 
and assume 
lim g(x) sign(x) = +oo. 
Ix1 --t +m (go) 
In this case, we have that for each sufficiently large positive constant c, 
there is a unique solution x,( .) of (A), satisfying the initial condition 
x,(O) = c, XL(O) = 0. 
Moreover, it can be seen that such solution x,( .) (for c large), is a (non- 
trivial) periodic function whose minimal period, denoted by 7o(c) can be 
computed by the formula 
where cm := min{x,(t): t E R}, and G’(x) = g(x). 
Hence, it turns out that a simple consequence of the (above considered) 
superlinear growth condition of FuEik and Lovicar and W. Ding is that 
lim zo(c) = 0. (7cl) c-+02 
On the other hand, it is clear that the assumption (rO) (paired with (go)) 
is itself sufficient o guarantee the existence of a sequence of infinitely many 
T-periodic solutions to Eq. (A) (for any fixed period T). Then, the natural 
problem arises whether it is possible to obtain the same conclusion for the 
more general forced equation (D). 
Another independent but related question consists in the search of (non- 
trivial) subharmonic solutions for (D). This latter problem is not solved in 
the previously quoted papers of W. Ding and of Bahri and Berestycki, 
where only the case of harmonic solutions is considered. 
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In the present work, we give a positive answer to both such problems by 
means of the following result. 
THEOREM. Assume (g,) and (rO). Then, for every p E L:,, and for each 
integer m > 1, there is a sequence (xj( .)> of mT-periodic solutions (which 
are not kT-periodic, for 1 d k < m) for Eq. (D), such that 
jl+imm(Ei;{ Ix,(t)1 + Ix~(t)l}) = +a. 
In particular, ifp( .) has T > 0 as minimal period, then, for each m 2 1, there 
are infinitely many periodic solutions of Eq. (D), having mT as minimal 
period. 
The proof of this theorem follows from some steps which are contained 
in different sections, in order to clarify the exposition. More precisely, the 
plan of the paper is the following. 
In Section 2, we introduce some technical tools and present all the 
auxiliary results. In particular, we develop a phase-plane analysis for a class 
of systems of the form 
x’ = y, Y’ = -g(x) + 4(t, 4 Y). 
where q(., ., .) belongs to a set P of continuous functions which are all 
bounded by a suitable constant M. This approach permits us (via a 
standard approximation and compactness argument) to obtain periodic 
solutions for the given differential equation, whenever periodic solutions 
are achieved for sufficiently regular (e.g., locally lipschitzian) differential 
equations which belong to the same class P, provided that the needed 
estimates depend only on M. 
Then, in Section 3, we give a general existence and multiplicity result 
for T-periodic solutions of the Dufing’s equation, in which, as a main 
hypothesis, we have a condition on the number of the rotations of the solu- 
tions of the considered planar system. The proof is based on the search of 
fixed points for the PoincarC’s operator and makes use of the results by 
FuEik and Lovicar and W. Ding. 
In Section 4, we state the main result of the paper (Theorem 2) which 
guarantees (under the assumptions (g,,) and (rO)) the existence of infinitely 
many T-periodic solutions for Eq. (D), for every continuous p( .). The 
possibility of more general forcing terms, like p = p( t, X, x’), is considered 
as well. However, in this situation, we can ensure just the existence of at 
least one solution, since no multiplicity result is available in the general 
case of a dependence of p on x’ (in this connection, see the counter- 
examples contained in [23,40]). 
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Clearly, Theorem 2 generalizes the previously mentioned theorem of 
W. Ding [14], principally in the use of the new condition (r,), but also by 
allowing less regularity on the, function g. 
Then, we give some corollaries in which more explicit assumptions on 
G(x) are proposed in order to have the validity of (Q). In this manner, we 
also produce some examples which show the applicability of our result 
even in situations in which 
lim inf g(x)/x < lim sup g(x)/x = + co. 
Ix1 - +m [XI - +m 
We finally end the section by a discussion about the relationships 
between (rO) and other superquadratic growth conditions on G(x). Thus, 
as a by-product of our investigation of the properties of the time-map for 
Eq. (A), we also obtain some improvements of preceding results by 
Z. Opial in [36]. 
After Section 5, which is completely devoted to the proof of Theorem 2, 
we consider, in Section 6, the case of subharmonic solutions for Eq. (D). 
Accordingly, we need to extend our main tool, which is Corollary 1 of 
Section 3, to a theorem which guarantees the existence of fixed points for 
the mth iterate of the Poincare map, which are not fixed points for the kth 
iterate of such operator, for any k cm. Clearly, this is the only delicate 
point of the proof, since all the rest is just a straightforward repetition of 
the arguments developed through the preceding sections. To this end, we 
use in a crucial way the generalized Poincare-Birkhoff “twist” theorem due 
to W. Ding in [14]. 
We observe that the result concerning the existence of infinitely many 
subharmonic solutions is new, even with respect to the use of the more 
classical superlinear growth restriction on g(x)/x (which is a particular case 
of (rO)). In this connection, we recall a recent paper by F. Nakajima [34], 
where a result of this type is achieved under the more restrictive assump- 
tion on g(x)/x and with supplementary conditions on p(t) or g(x) (e.g., p 
even, or p odd and g odd). 
Section 6 ends with a final remark concerning the possibility of extending 
all the results to the case of p E Li,,. Such generalization is only outlined, 
since it comes by just adapting the main arguments to the equivalent 
system 
where 
x’ = y + H(t), Y’ = -g(x) + P, 
p :=I s Tp(l) dt TO 
and P(t) := j; (p(s) - p) dr. 
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Anyhow, for sake of completeness, we note, step by step, which are the per- 
tinent changes which have to be performed in the corresponding proofs in 
order to check that everything still works in such slightly more general 
situation. 
We remark that all the existence and multiplicity results are obtained 
without the standard regularity hypotheses (e.g., p(t) continus and g(x) 
locally lipschitzian) which are usually assumed using phase-plane analysis 
techniques. 
Putting together all these partial steps, we are finally able to guarantee 
the validity of the theorem stated before (see Theorems 5 and 6 in Sec- 
tion 6). 
The paper ends with an Appendix (Section 7) where the main tools 
(from [20, 141) are recalled for the reader’s convenience. 
2. SETTING OF THE PROBLEM AND TECHNICAL RESULTS 
We consider the problem of existence and multiplicity of T-periodic 
(harmonic) and mT-periodic (subharmonic) solutions for the second order 
scalar Dufting’s equation 
x” + g(x) = p(t, x, x’), (1) 
’ Pv where g: R +R and p: RxR xR+R are continuous functions, with 
T-periodic in the first variable (T > 0 is fixed). 
Throughout the paper, the following assumptions are made 
lim g(x) sign(x) = +cc, 
I-4 - co h%) 
-fo > 0: lP(C 4 Y)l G MO, for each t E [0, T] and x, y E R. (pO) 
Given M, as in (p,), we fix a constant M, with 
M> MCI, 
and denote by P the set of all continuous functions q: R x R x R + R which 
are T-periodic in the first variable and satisfy the boundedness condition 
Id& XT Y)l GM for each t E [0, T] and x, y E R. (2) 
By definition, we clearly have p E P. We also set 
G(x) := 1; g(s) ds, 
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and observe that, from (g,,), we have that G(x) + +co, as 1x1 + +co. 
Hence G is bounded from below and achieves its absolute minimum 
on R. 
In what follows, we perform a phase-plane analysis for the first order 
differential system 
x’ = y, Y’ = -g(x) + 4th x, Yh (3) 
with q E P, which is equivalent to the equation 
x” + g(x) = q( t, x, x’). (4) 
Any solution z(t) = (x(r), v(t)) of (3) is supposed to be noncontinuable, i.e., 
defined on a maximal interval of existence. Moreover, from (go) and the 
boundedness of q, we can show that global existence occurs, that is, z(t) is 
defined for all t E R. 
Indeed, to prove this claim, we introduce the Liapunov-like function 
V(a, b)= (G(a) - G,i,) + ;(b* + 1) 
and observe that V(a, b) >O, for each (a, b)ER* and V(a, b) + +CO as 
a* + b* + +co. Then, we consider the derivative of V along a solution 
z(t) = (x(r), y(t)) of Eq. (3). Accordingly, we set 
u(t) := W(f)) = Vx(f), Y(f)), with u( to) = u,, := V(z( to)) 
and we evaluate u’(t). By standard inequalities, we obtain, using (2) 
Iu’(tY = Idx(t)) x’(t) + y(t) y’(t)1 
= Id& 4th y(t))l . I.Y(t)l GM I.Y(t)l <Mu(t). 
Hence, using elementary differential inequalities, we have that 
u(t) G u. exp(M It - toI ), (5) 
for all t in a maximal interval containing to, where z(t) is defined. 
In this manner, we have proved that V(z(t)) is bounded for t in any 
bounded interval. Thus we see that there is no blow-up at finite time and 
the global existence follows from the fundamental theory of ODES (see 
WI). Q.E.D. 
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Let 
T,,> T, 
be an arbitrary (but fixed) constant. Thanks to the above remark, from 
now on, every solution 
z(t) = (x(t), Y(f)) 
of system (3), will be supposed to be defined on the interval 
[0, T,] 2 [0, T]. However, we do not assume, unless when explicitly 
stated, the uniqueness of the solutions for the Cauchy problems. 
Proceeding further with the previous argument, we also can prove the 
following: 
LEMMA 1. For each R, > 0, there is R, 2 R,, such that, for any q E P and 
any z( .) solution of (3), the following conclusions hold: 
Iz(O)l G R, =- Iz(t)l G R,, for all t E [0, T,], 
W)l > R, =P Iz(t)l2 R,, for all t E [0, To]. 
By IwI = I(a, 6)1 :=Jm, we denote the usual euclidean norm of the 
point (vector) w = (a, b) E R2; B(R) and B[R] are, respectively, the open 
and closed discs in the plane (i.e., two-dimensional balls), with center the 
origin 0 and radius R > 0. 
Proof Let R, > 0 be given. We set, for w = (a, 6) E R2, 
Cl := 1 + sup{ V(w): IwI GR,}, c2 := c1 exp(MT,), 
R, := 1 + sup{ IwI: V(w) < cz}. 
Then, using (5), it is easy to check that the constant R, above defined is 
suitable for the fulfillment of Lemma 1. Q.E.D. 
(For analogous computations, see [34, Lemma 11). 
From Lemma 1, we immediately obtain that there is a constant r0 > 0, 
such that, for each q E P and each z( .) solution of (3), with 
W)l 2 ro, (6) 
we have 
z(t) z 0, for every t E [0, To], 
where 0 = (0, 0), is the origin in R*. 
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Then we can introduce a system of polar coordinates (0, p), such that 
any solution z( .) = (x( .), y( .)) of (3), with qE P, satisfying (6), may be 
written as 
x(t) = p( 2) cos e(t), y(t) = p(t) sin e(t), 
where 
P(f) = Iz(t)l, and tl(l)=Arg(~+i~). 
More precisely, let H+ = ((0, p): p > O> be the upper half-plane in the 
(0, p)-plane and let fi H+ + R*\(O) be the covering projection given by 
Z7(0, p) = (p cos 8, p sin 0). Then, the function z( .): [O, T,] + R*\(O), 
admits a lifting (0( .), p( .)): [0, T,] + H+, such that, 
me(t), p(t)) = z(t), V’fE co, TOI. 
Note that, with respect to the fixed covering projection IZ, if (e,( .), pl( .)) 
is another lifting of z( .), then, pi(t) = p(t) and e,(t) = e(t) + 2kn, for some 
kEZ (see, e.g., [21]). 
With the above positions, p( .) and 0( .) are differentiable functions and, 
from system (3) we obtain 
e,(t) = -Y(t) x’(t) -x(t) Y’(f) 
x(tJ2 + Y(t)* 
= -sin* e(t) - -&j k(x(t)) x(t) - 4(& x(t), y(t)) x(t)), 
for all t E [0, T,]. 
In what follows, we denote, respectively, by 
(7) 
Q(c z) and etc z), 
the polar coordinates (angular and radial), evaluated at the time 
t E [0, T,], which are associated (as described above) to a solution z( .) of 
Eq. (3), for some REP, with lz(O)l 2 rO. However, the symbol z in 
parenthesis, will be omitted when no confusion occurs. (Once more, we 
note that uniqueness of the solutions for the Cauchy problems is not 
assumed at this stage of the paper.) 
LEMMA 2. There is a constant d > rO, such that, for any q E P and any 
z( .) solution of (3), we haoe 
[z(O)1 =r>d*iB(r;z)cO, for all tc [0, To]. 
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Moreover, there exists a nondecreasing and continuous function 
/?: [d, + co ) + R + = ] 0, + co), such that, for any q E P and any z( ’ ) solution 
of (3), we have 
Iz(O)l = r 2 d=z=i O(t; z) > --p(r), for all te [0, TO]. 
Roughly speaking, Lemma 2 asserts that the solutions of (3) turn clock- 
wise around the origin (as t increases), provided that the initial points are 
sufficiently far from the origin. Moreover, the number of such revolutions, 
during the time T,, is upper bounded, provided that the initial points 
belongs to a compact set. 
Lemma 2 is an almost standard consequence of the global existence of 
solutions (i.e., Lemma l), properties (g,) and (2), and formula (7); accor- 
dingly, it is more or less explicitly contained in various preceding papers 
dealing with similar problems (see, e.g., [23, 20, 40, 14, 8, 133). We give 
just a sketch of the proof for the reader’s convenience. 
Proof. From (go) it follows that there is a constant L 2 1, such that 
(s(a)-q(t,a,b))a~g(a)a-Mlal~lal-L, (8) 
holds for every t E [0, T,,], (a, b) E R* and each q E P. Let z( .) be a solution 
of (3) (for a given qE P), with Iz(O)l > , rO and consider the associated 
angular function 
and radial function 
e(t) := O(t; z), 
p(t) := e(t; z), 
for t E [0, T,]. From (7) and (8), we obtain 
tl’< -sin*8--klcos0/++< - 1-i (l-lcos81)-- 
( > 
P-L 
P2 ’ 
so that ,0’(t) < 0 on [0, T,,], provided that p(t) > L > 1, for all t E [0, T,,]. 
Now, we employ Lemma 1 according to which there is a constant d> r,, 
such that [z(t)1 2 L + 1, for all t E [0, T,], provided that /z(O)1 > d (use the 
second inference in Lemma 1, with R, = d, for R, = L + 1). With such 
choice of the constant d, the first part of the lemma is proved. 
Second, we define, for each r > d, 
y(r):=max{Ig(s)(: -r<s<r) 
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and recall that, by the above discussion, p(t) = e(t; z) > L, when lz(O)[ = 
r > d. Hence, from (7), by standard inequalities, we obtain for each q E P 
and z( .) solution of (3), with Iz(O)l = r B d, 
8’2 -sin’8-~(lg(x)l+lq(~,x,Y)I)$ -l-L-‘(lg(x)l+M) 
2 -a(r) := -(l + L-‘(y(R(r)) + iv)), 
where R(r) >r is such that Iz(t)l =p(t)=&t; z)<R(r), VIE [0, T,,], if 
Iz(O)j < r (according to the first inference in Lemma 1). Without restriction 
(from the proof of Lemma l), we can suppose that the map rw R(r) is 
nondecreasing and therefore CI: [d, + co) + R + is nondecreasing, too. 
Finally, we take /I: [d, +a) + R+, a continuous and nondecreasing 
function such that a(r) <B(r), Vr > d. For such a choice of /I, we have that 
0’(t) 2 -B(r) on [0, T,] and thus the proof of Lemma 2 is complete. 
Q.E.D. 
Our program is now the following. We find T-periodic solutions 
(harmonics) for Eq. (1) as fixed points of the Poincare map, which, in 
our case, is a multivalued function. To this end, we consider a family of 
approximating equations like (3), with forcing term q E P, such that the 
unique solvability of the associated Cauchy problems is ensured. Moreover, 
we have that the solutions of (3) are defined on the interval [0, T] and we 
can apply the previous lemmas, since T,, 2 T. On the other hand, in the 
search of mT-periodic solutions (subharmonics of order m) for Eq. (1 ), we 
follow a similar procedure, except that we have to deal with the m th iterate 
of the Poincare map. In this case, we require To 2 mT, in order to fit into 
the hypotheses of Lemmas 1 and 2. 
Accordingly, for sake of clarifying the subsequent exposition, we first 
consider the T-periodic boundary value problem. The case of subharmonic 
solutions is then treated in a final section, where we outline the relevant 
changes with respect to the main argument. 
3. FIXED POINTS FOR THE POINCARB’S OPERATOR 
Through this section, we consider the same framework of Section 2, with 
To := T. 
Correspondingly, we recall the constants r,, and d, with 0 <r,, < d, coming 
from (6) and Lemma 2. 
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By virtue of Lemma 2, we are now in a position to define, for each 
r E [d, + co), the following nonnegative integers n,(r) and n*(r) which play 
a special role in our existence results. 
Let Z + denote the set of nonnegative integers. For any r 2 d, we set 
n*(r):=max nEZ+:n<inf 1 r lO( T; z)-Q(0; z)l 2n : Iz(O)l = r}], 
where the inf (. . . } is taken over all q E P and all solutions z( . ) of (3); 
n*(r):=min n~Z+:n>sup 
{ 1 
IQ(T; z)2;Q(o; z)l: lz(())l =r}], 
where the sup{. . } is taken over all q E P and all solutions z( .) of (3). 
From these definitions and Lemma 2, it is clear that, for each 
r E [d, + co), we have 
0 <n,(r) < n*(r) < 1 + jI(r)T/27r. 
The geometric meaning of the integers n* and n* is the following: every 
solution of (3), for any q E P, with initial value on the circle Jm = r, 
makes at least n*(r) and at most n*(r) clockwise rotations around the 
origin, during the time T. 
It is important to remark that the integers n*(r) and n*(r) do not 
depend on the particular choice of the polar coordinates ystem, since a dif- 
ferent lifting of z(t) to H+ does not change the value of I@( T; z) - @(O, z)l. 
This claim can also be checked directly, by observing that 
for z(t) = (x(r), At)). 
Next, we give a result for the existence of T-periodic solutions to Eq. (1). 
For the proof, we find fixed points for the PoincarC’s operator associated 
to the planar system 
x’ = y, y’ = -g(x) + p(4 x, Y) (3,) 
which is equivalent to (1). However, since we do not assume the unique 
solvability for the corresponding Cauchy problems, we have to work with 
a family of approximating equations satisfying the uniqueness property for 
the initial value problems. The validity of such approach is then ensured by 
the fact that all the estimates obtained in Lemmas 1 and 2 are uniform 
with respect o q E P. 
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For each kEN, let gk: R +R and pk: Rx R x R -+R be continuous 
locally lipschitzian functions, with pk, T-periodic in the first variable, such 
that gk + g and pk + p (for k.+ +co), uniformly on the compact subsets 
of their respective domains. (The existence of such g, and pk follows from 
the Weierstrass-Stone approximation theorem [38]). 
Then we define 
qk(l, x, Y) := 6M(&?(x) - gk(X) + Pk(t, x, y)), 
where, for all s E R, 
6,(s) :=max{ -M, min{s, M}}. 
By construction, we have that qkEp, VkEN and qk + p (as k -+ +a), 
uniformly on the compact subsets of R3. Moreover, for any R > 0, there is 
k, =k,(R)EN, 
such that, for every k 2 k,, we obtain 
qk(t, a~ b) = g(a) - g,(a) + pk(t, a, b), 
for all t E R and (a, b) E B[R]. (Recall that Ip(t, a, b)l d M, < M, by (pO)). 
LEMMA 3. For any compact set KC R2, there is k2 = k,(K) EN, such 
that, for every ka k2 and z,, = (x,, ~,)EK, there is a unique solution 
zk( ‘; zO) = (xk( ‘; z,), yk( ‘; zO)) on [0, T], to equation 
x’= y, Y’ = -dx) + qk(t, x, y), (3k) 
satisfying the initial condition z,(O; zO) = zO. 
Proof: Let R, > 0 be such that K c B[R,] and let R, > R,, be a con- 
stant corresponding to R,, according to Lemma 1. Then z(0) E K implies 
that [z(t)1 <R, on [0, T], for all possible solutions z( .) of (3), for any 
q E P. Now we take 
k, := kl(&), 
with k, previously defined. 
Clearly, if k 2 k, and z( .) is any solution of (3k) with z(0) = z0 E K, then 
z(t) E B[R,] for all t E [0, T] and so, z is a solution of 
x’ = y, Y’ = -gk(X) + Pk(tr x~ Y). 
Then, the uniqueness of z follows from the Lipschitz condition for gk 
and pk. Q.E.D. 
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From Lemma 3, we thus have that, for any compact set K E R*, the 
Poincare map 
cpk: K --t R*, q%(w) := Zk(T; WI, 
associated to system (3k), is defined, provided that k is sufficiently large 
(namely, k > k,(K)). Clearly, here z,J .; w) denotes the solution of (3k) with 
~(0; w) = w, according to Lemma 3. 
In this situation, (Pi is also continuous (by the uniqueness of the solutions 
for the Cauchy problems). We also note that, if qk is independent of y, i.e., 
q/c = q/At, XL 
then (3k) is a Hamiltonian system and so (by Liouville theorem Cl]), 
(Pi: K -+ q,(K) is an area-preserving homeomorphism. 
LEMMA 4. Let K c R* be compact and suppose that there is k, E N, such 
that, for every k2 k,, there exists wk E K, with qk(wk) = wk. Then Eq. (1) 
has at least one T-periodic solution x( .), with (x(O), x’(0)) E K. 
The proof of Lemma 4 is omitted, since it is a standard application of 
Lemma 1 and the compactness principle. We only observe that a limit pro- 
cess implies the existence of a solution z( .) to system (3,), with z(0) = 
z(T) E K. Then, by the periodicity of p in the first variable, it is sufficient o 
extend z( .) from [0, T] to R by T-periodicity and the statement is proved. 
With the notations introduced along this section (the constant d coming 
from Lemma 2), we have now the following: 
THEOREM 1. Suppose that there are two constants rl , r2 E [d, + a~), with 
r, #r,, such that 
n*(r2) - n*(rl) 2 2. (no) 
Then, Eq. (1) has at least one T-periodic solution x( . ), with 
x(O)* + x’(O)* < max(r,, r2}. 
Zf, moreover, p = p( t, x), then Eq. (1) has at least one T-periodic solution 
x( .), with 
min{r,,r,}< x(0)*+x’(0)*<max{r,,r2}. 
Proof: We consider only the case when 
rl < r2, (9) 
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which, by hypothesis (n,), corresponds to the situation when the number 
of the revolutions of the trajectories around the origin increases. Condition 
(9) actually occurs in all the subsequent applications to the superlinear 
problem. The study of the case in which rl > r2 can be performed by easy 
changes of the argument developed along this proof and therefore it is 
omitted. 
First, we apply Lemma 3 with K = B[r2] and thus we find an index 
k2 = k,(K) such that, for each k > k,, the uniqueness of the solutions for 
the Cauchy problems of (3& with initial value in B[r*], is guaranteed. 
Let q# E { qk: k 2 k,} be fixed and denote by 
cp: B[rJ + R2, q(w) :=z(T; w), 
the Poincare map associated to the system 
x’ = y, Y’ = -g(x) + 4#(4 4 Y), (3,) 
where z(t; w) = (x(t; w), y(t; w)) is the unique solution of (3 x ), defined in 
[0, T], with ~(0; w) = w E B[rz]. The polar coordinates corresponding to 
z(t; w) are denoted, respectively, by Q(t; w) and ~(t; w) and, from the 
notations introduced for Lemma 2, we have 
Q(t; w) := Q(t; z( .; w)), e(t; w) := e(f; z(.; w)) = Iz(t; w)l. 
In particular, for w~B[r,], we obtain 
q(w) = (e( T; w) cos Q( T; w), e( T; w) sin @(T; w)). (10) 
Now we observe that, from the definition of n, and n*, and by hypothesis 
(n,), we can find an integer n x E N, with 
n*(h) <n, <n*(b) 
and a constant sO, with 
0 < &(J < $, 
such that 
lQ(T; w) - Q(0; w)l < 2n(n, - Eg), for all [WI =ri, (11) 
lQ(T; w)-Q(0; w)l227c(n. +Eo), for all [WI = r2. (12) 
(The proof of the existence of such sO, follows from a standard compactness 
argument and therefore it is left out). 
Then we consider the closed annulus 
A := (w ER*: rl < [WI < r2} = B[r,]\B(r,) 
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and the continuous map 
!P A-R+, Y(w) := IO(T; w) - O(0; w)l. 
Finally, let M be the compact subset of R2, defined by 
M:={w~A:cp(w)=~w,forsome~~R}. 
We note that 
M=, {WEA: Y(w)=27vz~}, 
so that M is nonempty (by the continuity of Y, the intermediate value 
theorem and conditions (11) and (12)). 
We also claim that the origin 0 is contained in a bounded component 
of the complement of M in R2. The proof of this claim is omitted, since it 
makes use of exactly the same argument as in [20] (see also [40, p. 2941). 
Now we are in a position to apply a fixed point theorem of S. FuEik and 
V. Lovicar (see [20; 19, Chap. 39; 40, p. 2941) which ensures the existence 
of a fixed point w# for cp, with w# belonging to the convex hull of M 
(which, in turns, is contained in B[r2]). (To be precise, we have to note 
that FuEik and Lovicar suppose that the map, for which the fixed point is 
found, is defined in R*. However, from the proof of the fixed point theorem 
in [ 19, Chap. 391, one can easily check that it is sufficient o require that 
the map is defined on a closed ball containing the set M and the origin. 
This is precisely the case for the map cp in our result). The theorem of 
FuEik and Lovicar is recalled in the Appendix (Section 7) for the reader’s 
convenience. 
Since cp is the Poincare map associated to Eq. (3k) for an arbitrary but 
fixed k> k,, we conclude that, for each k > k2, there exists WOE B[r2], 
such that qk(wk) = wk. Then we can use Lemma 4 and the first part of 
Theorem 1 is proved. 
For the second part of the theorem, we suppose that p = p(t, x) is 
independent of y. In this case, we can choose a sequence pk = pk(f, x) 
converging to p (as k + +co), uniformly on the compact subsets of R2, 
with pk: R x R + R, continuous, locally lipschitzian and T-periodic in the 
first variable. We also set, for g, as above, 
q/J4 xl := 6Mk(X) - &c(x) + P/Ah xl), 
so that the sequence of differential Eqs. (3k) approximating (3,), takes the 
form 
x’ = y, Y’ = -g(x) + qd4 x) 
505/97/2-l 1 
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and, correspondingly, (3 ++ ) becomes 
X’ = y, Y’ = -g(x) + q-#(t, x). 
Then, as observed before, 
cp: Nrzl -+ cp(Nr,l) = R2 
is an area-preserving homeomorphism and 
Moreover, we remark that (as Y, > d), 
(Indeed, if cp(w,,) = z( T; wO) = 0, for some w0 E R2, then, by the second 
inference in Lemma 1 (with T, = T) and the choice d > r,-,, we obtain that 
Iv-l(O)1 = lz(0; wo)l = Iwo1 cr,<d<r,.) 
Finally, we recall (see Lemma 2) that (d/dz) Q(t; w) < 0, for all t E [0, T] 
and WE A, so that 
lO( T; w) - Q(0; w)l = Q(0; w) - Q( T; w), for all w E A. 
Hence, we can asert that (11) and (12) imply the fulfillment of “twist 
condition” for inner and outer boundaries of A (see [3, 5, 141). 
Indeed, to be precise, let H+ = { (0, p): p > 0} be the upper half plane in 
the (0, p)-plane and let ZZz H+ + R2\{ 0} be the previously considered 
covering projection given by 
H(tl, p) = (p cos 8, p sin 0). 
Then, the map cp: A + &A) c R2\{0} admits a lifting cp’: A0 + cp”(Ao) c
H+, defined on the universal covering space A’= n-‘(A) = ((0, p): 
rl <p < r2} of A. (See also [21].) 
We observe that, in our situation, it is possible to choose a lifting cp” of 
q defined by 
cpO(R P)= (0,9 PTh with 0,=8+h(B,p), pT=f(O,p) 
and 
h(e,p)=~(~;n(e,p))-8(0;17(e,p))+2~n., .f(e PI = imw ml. 
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Clearly, h and f are continuous functions defined in A0 and 2rr-periodic in 
the &variable. Moreover, we note that the above choice of cp” actually 
gives a lifting of cp to A’, since we have 
Then (11) and (12) read respectively, as 
h(B, ?-I) 2 27cE0 > 0, ve E [O, 27r], 
h(B, t-2) 6 -27cEo < 0, ve E [O, 2?r] 
and the “twist” condition for inner and outer boundaries of A is rigorously 
proved. (For a correct explanation of the meaning of the “twist” condition, 
in the same setting as above, see, for instance, [4, 23, 151). 
Now we can apply the extended version of the Poincare-Birkhoff “twist” 
theorem due to W. Ding [14] (see the Appendix), which ensures the 
existence of at least two fixed points w#, wR for cp, with wx, w# EA. 
Since cp is the Poincari map associated to (3k) for an arbitrary but fixed 
k > k,, we conclude that, for each k > k,, there exists wk E A, such that 
(pk(wk) = wk. Then we can use Lemma 4 and also the second part of 
Theorem 1 is proved. 
The proof is complete. Q.E.D. 
In the applications to the superlinear problem, the following corollary is 
used. 
COROLLARY 1. Assume (besides (go) and (po)) 
lim n,(r)= +co. (0 r- +m 
Then, Eq. (1) has at least one T-periodic solution. 
Is, moreooer, p = p(t, x), then, Eq. (1) has a sequence (xi( .)} of 
T-periodic solutions, such that 
lim (min(,/xj(t)2 + xJt)2: t ER}) = +OO. j- +a0 (13) 
Proof From Lemma 1, Lemma 2, and hypothesis (n, ), we can find two 
increasing sequences { r ‘,” } , { r y)}, such that the following conditions are 
satisfiedz 
d< +) < +) < ,.l’+ 1) 7 QjeN; 
lim ry)= lim ry)= +a; 
j- fin j+ +a0 
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for every j E N, j 2 2, and each x( .) solution of (1 ), 
r Y) < ~(0)~ + ~‘(0)~ < r:j) 3 ry- ‘) < Jm < rY+ l), Vt E [0, T]; 
n*(r:j)) - n*(r:j)) > 2, VjeN. 
Then the first part of Corollary 1 follows from the corresponding first 
statement in Theorem 1, just setting 
(i) r, :=rl , W r2 :=r2 , 
for any j E N. 
If p = p(t, x), then for every j E N, we obtain the existence of a T-periodic 
solution xj( . ) of (1 ), with 
ry) < ~~(0)~ + xi(O)2 < r$j) 
(this follows from the second statement in Theorem 1). Moreover, by the 
above choice of ry’ and r!j), we have that, for each j 2 2, and all t E [0, T], 
rl’-‘)< Jxj(t)2+x~(f)2<r(:‘+1)<Jxj+1(0)2+x~+,(0)2<r~+1), (14) 
so that, 
xi(e) Zxjte), for i#j. 
The fact that [xi(t)1 + Ix;(t)1 + +co, as j+ +co, uniformly on t, follows 
from the above inequality (14). The proof is complete. Q.E.D. 
In Section 6 we give a more general version of Corollary 1 in the conser- 
vative case p = p(t, x), proving (under (go), (p,,), and (ni)) that, for each 
m E N, m > 2, there is a sequence { xj( . )} of subharmonic solutions of mini- 
mal period m, satisfying condition (13). 
The next section is devoted to an application of Corollary 1 to the 
periodic boundary value problem for Eq. (1). 
4. STATEMENT OF THE MAIN RESULT AND REMARKS 
Consider again the Dufling’s equation 
x” + g(x) = p( t, x, x’) (1) 
or, equivalently, the planar system 
x’ = y, Y’ = -g(x) + p(r, 4 Y), (3,) 
with g and p satisfying the same assumptions (g,,) and (pO) of Section 2. 
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As pointed out in the preceding discussion, for the applicability of 
Theorem 1 and Corollary 1 we have to evaluate the number of revolutions 
around the origin of the solutions of systems 
x’ = y, Y’ = -g(x) + dt, 4 Y), (3) 
with q continuous, T-periodic in t and such that 
qEp := {q: lq(t, x, y)l GM, V(t, x, y)~ [0, T] xR*}. 
For such purpose, we study (as a comparison system for what concerns the 
angular coordinates of the solutions), the associated autonomous system 
x’= y, y’= -g(x). (15) 
As is well known, all the orbits of (15) are contained in the level lines of 
the energy functional 
E(x, y) := G(x) + y*/2, with G(x) := jf g(s) ds. 
From (g,,) then it follows that all the level lines of E(x, y), passing outside 
a suitable closed disc containing the origin, are closed curves. Such situa- 
tion may be precised as follows. 
Let d- < 0 < d+ be such that (according to (go)), 
g(xb->o for x # Id-, d+ [, 
G(x) < G(d-) = G(d+) for XE Id-, d+ [. 
(16) 
Let us fix 
d,>max{ldPl, d+) (17) 
and consider, for any 
the solution 
4.) = (x,(. 13 YA .I) 
of (15) with 
z,(O) = (c, 0). 
348 DING AND ZANOLIN 
Such a solution is unique (see [37]: the continuity of g is sufficient here) 
and globally defined. Moreover, the orbith path 
T(c) := {zJt): t E R} 
through (c, 0) is a closed curve encircling the origin and zC( .) is a periodic 
solution with fundamental period (minimal period) 
(18) 
where ( - Z(c), 0) is the intersection of T(c) with the negative x-axis and 
G( - 4~)) = G(c), 
with -Z(c) < d-. We also observe that 
lim Z(c)= +cc 
c- tm 
(see [22, 81, for more details). 
In the sequel, we decompose ro(c) as 
To(C) = z(c) + z( -I(c)), 
where, for Is1 ad,, 
T(S) :=fi JS I o&&)l 
(19) 
(20) 
Observe that r(s) and ro(c) are continuous for IsI 2 do and c 2 do, respec- 
tively. 
The use of estimates for the time-maps r. and r of the autonomous 
system (15) in the search of T-periodic solutions of Eq. (1) has been 
already considered in the literature. 
In [35], Z. Opial obtained the existence of T-periodic solutions for 
Eq. (l), with p = p(r), assuming, besides (go) and (po), that 
(lim inf t(s)) + (lim inf r(s)) > T. 
S’ -‘x S’+a0 
Opial’s condition implies that, for initial points with sufficiently large 
norm, the solutions of (3) cannot complete a turn around the origin. In this 
manner, for the associated Poincare map cp, we obtain cp(w) # Aw, for all 
12 1 and 1 wl > R. (with R, a large constant). Then the Poincart-Bohl 
fixed point theorem (see [28]) permits us to conclude. Opial’s theorem 
SUPERQUADRATIC POTENTIAL 349 
essentially covers the case in which g is sublinear at infinity (see also [16, 
12, 171 for recent improvements in this direction). 
In [S], T. Ding obtained the existence of infinitely many T-periodic 
solutions for Eq. (l), with p = p(t), assuming, besides (pO), that g is 
globally lipschitzian and also semilinear, i.e., 
O<a<g(x)/xdb< +co, for 1x1 2 d,. 
Ding’s theorem is proved through a comparison between the angular func- 
tions associated to systems (3,) and (15). In this case, the time-map r,, is 
employed in the evaluation of the angular functions of (15). The existence 
and multiplicity results then follow from a generalization of the Poincart- 
Birkhoff “twist” theorem due to W. Ding [15]. Further results and 
improvements in the semilinear case can be found in [ 111. New applica- 
tions of T. Ding’s theorem are included in the recent paper [ 131. 
However, we remark that none of the above quoted results can be 
applied to the case when the orbits of the autonomous system (15) satisfy 
the condition 
lim tO( c) = 0. (d C’ +cc 
The main goal of the next theorem is to fill this gap. Namely, we have 
the following result. 
THEOREM 2. Assume (g,), (pO), and (TV). Then Eq. (1) has at least one 
T-periodic solution. If, moreover, p = p( t, x), then Eq. (1) has a sequence 
{x,( -)} of T-periodic solutions, such that 
lim (min{Jm: t ER}) = +co. 
j- +m (13) 
The proof of Theorem 2 is postponed to the next section. 
Note that from (19) it follows that condition (rO) is equivalent to 
lim z(c)=O, 
ICI -+ +a2 
with r defined by (20). 
Condition (rO) is a peculiar property of superlinear nonlinearities (see 
[23, 5, 20, 40, 14, 63) since it is satisfied whenever 
lim g(x)/x = +oc (21) (xl- +m 
350 DING AND ZANOLM 
holds. Nevertheless, it can be seen that (rO) is fulfilled under more general 
assumptions than (21). In this connection, we observe that the validity of 
(g,,) and (z,,) implies the following condition of superquadratic growth for 
the potential G(x) of g(x): 
lim G(x)/x*= +co. (22) Ix1 - +m 
Indeed, it is sufficient to recall (16) and observe that, for [cl > d,, 
Then we use the fact that G(x) + +cc as 1x1 + +co (which is a conse- 
quence of (go)) and (22) easily follows from (ro). Q.E.D. 
Thus, the above discussion can be summarized by “(21) 3 (ro) => (22).” 
On the other hand, we have that “(22) P (ro) p (21)” (see, respectively, 
Examples 2 and 1, below). Consequently, if we want to look for explicit 
assumptions on the nonlinearity G, in order to obtain (z,), we have to add 
further conditions to (22) (since this hypothesis, alone, is not sufficient). 
As a partial step in this direction, we give the next result. 
For any constant L > 0, we define the function 
bL(s) := G(s) - Ls*, SER. 
Then we have the following: 
LEMMA 5. Assume (go) and suppose that, for each L > 0, there exist 
R 2 do and D > 0 such that 
4Lbl) G QLb2h Vs,,s,:R<s,<s,-DandVs,,s,: -R&s,2s2+D. 
(Go) 
Then (zo) holds. 
Proof: Let L >O be an arbitrary but fixed constant. For R and D 
chosen according to the hypothesis and for s and c such that R < s < c - D, 
we can write 
G(c) - G(s) 2 L(c* -s*). (23) 
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Then, for c as above and recalling (16), we can write 
Hence, using (go), we easily obtain that 
lim sup r(c) < rc/JZ, 
c- +a2 
so that, letting L tend to + co, we can conclude that 
lim r(c) = 0. 
C’+m 
With a completely symmetric argument, one can deduce that 
lim,, --oo r(c) =0 and thus the result is proved (recalling a previous 
remark based on (19)). Q.E.D. 
As a first consequence of Lemma 5, we can easily obtain a 
straightforward proof that “(21) =z. (r,,)” (indeed, if (21) is assumed, for any 
L>O, we can find R 2 do, such that g(x) > Lx, Vx> R and g(x) < -Lx, 
Vx< -R. Then, by an integration, we have that (23) is satisfied for 
s E [ - ICI, -R] u [R, [cl], so that (G,) follows with D = 0 = constant with 
respect o L). 
Hence, it is clear that Theorem 2 improves the theorem of W. Ding in 
[14], where the existence of a sequence of infinitely many T-periodic 
solutions (with arbitrarily large norm in C’[O, T]) for 
x” + g(x) = p(t), (24) 
is proved under the more restrictive condition (21). 
On the other hand, we easily can produce examples which tit into our 
result, while [14] does not apply. To this end, it can be convenient o find 
other more explicit conditions on G(x), as given next in Corollary 2. 
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COROLLARY 2. Assume (go), (pO), and 
3A>O, lim (G(x+A)-G(x))/x2= +oo. (G,) 1x1 - +m 
Then, the same conclusion of Theorem 2 holds. 
ProoJ For any given L > 0, we can find R 2 d,,, such that the 
inequalities 
G(c) - G(s) 2 G(c) - G(c -A) > 2L(c - A)2 2 Lc2 2 L(c2 - s2), 
hold, for all R <s < c - A, and all -R 2 s 2 c + A. Then (G,) follows with 
D = A (using (23)) and Theorem 2 can be applied by Lemma 5. Q.E.D. 
Assumption (G,) roughly means that G(x) grows faster than 1x1” at 
infinity, for some q > 3 and therefore it does not employ the full power of 
condition (rO) of Theorem 2. Nevertheless, such hypothesis seems to be 
worthy of interest as it involves only the consideration of the potential G 
of g. For instance, (G, ) clearly holds whenever we can decompose G(x) as 
G(x)=a Ixl”+Gl(x), with a > 0, q > 3 and 
,,,hm+, Gl(x)/lxlV-’ =O. 
In this connection, we consider the following example. 
EXAMPLE 1. For any constant c1> 1, we set 
{x}” :=x IxlU-‘, 
(according to the notation in [40]). Let f: R + R be a continuous function 
such that 
lim f(x) sign(x) = +co, lim sup f (x)/x < + co. 
Ix1 - +cc Ix1 - +m 
By F(x) we denote a primitive of f(x). Let b >O and a > 2, be fixed 
constants. 
Then it can easily be checked that the function 
g(x):=f(x)+b{x}“(l+sin(lxla+‘)), 
with its primitive 
G(x) = (b/(cr + 1)) (xJa+’ +F(x)-(b/(cr+l))cos(~x~‘=+,l)+c, 
c = constant, 
satisfies (g,,) and (G,), but not (21). 
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A possible function g, having this form, is, for instance, 
g(x) = x + x3( 1 + sin x4). (25) 
For such g, Corollary 2 implies the existence of infinitely many T-periodic 
solutions (with arbitrarily large norm in C’[O, T]) for the Duffing’s equa- 
tion (24), for any possible continuous and T-periodic forcing term p(t). 
To the best of our knowledge, no one of the previously known existence 
theorems for Eq. (24) can be applied for a nonlinearity like g in (25). We 
also note that in (25), we have that xg’(x)/g(x) is unbounded in any 
neighbourhood of -co or + co, so that the recent result in [ 121 is not 
applicable as well. Q.E.D. 
In [36], Z. Opial investigated various relationships among the 
asymptotic behaviours of g(x)/x, r(x), and G(x)/x*. In particular, he found 
an example of a piecewise continuous function g which suggests the 
possibility that (22) holds, but (rO) is not satisfied (see [36, Sect. 61). 
However, from Opial’s example, it follows that lim inf,, +co g(x) = 0, so 
that our condition (g,) is not satisfied. The next Example 2 shows that 
“(go) A (22) + (7oh” even for C “-functions. 
EXAMPLE 2. Denote by G(x) a Cm-function with the property that 
CD(x) = 0 for x<O, @i(x) = 1 for ~21, 
D’(x) > 0 for O<x<l 
and let, for each n E Z, , 
a, := $(4” - 1 ), b, := 4a, + 1, c, := b, + 1, d,=c,+ 1. 
Note that, by construction, 
a m+,=d”+ 1, b, > 4a, (n = 0, 1, 2, . ..). 
Further, denote by h(x), an even C”-function defined by 
1 
K if XE [a,, b,[; 
WI := 
K+a~+2@(x-b,), if XE [b,, c, [; 
K+a* 
It+23 if XE [c,, d,[; 
K+a~+,(l-@(x-4)), if x~CA,G+~C, 
(with n E Z + ), where K is a positive constant. Finally, we set 
g(x) := xh(x), and G(x) = sx g(x) dx. 
0 
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By the above definition, it follows that g is a C” odd function, satisfying 
g(x)/x 2 K> 0, for each x # 0. 
Moreover, for every x E [a, + i, a, + 2), we have 
from which we easily obtain (22), using the fact that G is euen and that 
a, + +co, as n + +co. It can also be checked that 
lim inf TV = 0. 
C’ +a3 
On the other hand, for r defined as in (20), we have 
= bn J’: JG(b”;l G(b,t)> bn 61 JG(b,Jd-- G(b,t) 
=b”~l~4~(b,-b.r)~~g(b.yo)di. 
(whereX(t,A)=t-tA+;1) 
(Note that in the above inequalities we have used the fact that 
u,<b,X(t,,l)<b,, for b<t<l and O<A<l). In this manner, we have 
proved that 
lim sup r(c) 3 
c- +m J 
;>o. 
Therefore, the assumptions (go) and (22) are not sufficient o ensure the 
validity of (to). Q.E.D. 
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The argument developed in the above example suggests the possibility of 
finding other conditions, sufficient for the validity of (r,), in the case when 
30, K> 0, g(x l/x 2 K for 1x1 > D. (26) 
With this respect, the following result can be proved. 
LEMMA 6. Assume (22) and (26) and suppose that there are a constant 
R > 0 and a continuous function y: [0, 1 [ + [0, 1 [I, such that 
G(tx) G r(t) G(x), forall Ixl>,RandO<t<l. (Gd 
Then, (z,,) holds. 
Proof: Without restriction, we can suppose R = D 2 d,, (taking, if 
necessary, the maximum of the three). Let E: 0 <E < 1 be a fixed (small) 
constant. For c > D/( 1 -E), arguing like in Example 2, we can write 
iT(C)=- 
dt 
fi &sd-‘$ -G(ct)/G(c) 
dt 
1-y/(1-t)~;h(q(t,A))~(tJ)d~’ 
where, in order to simplify the notation, we have set 
h(x) = g(x)lx, for 1x1 > D. 
Then, using (22), (26), and (G2), we easily obtain 
lim sup T(C) < 
c- +m 
from which we obtain that lim,, +m T(C) = 0, as E + 0. The proof that 
T(C) -+ 0, as c + -co, is exactly the same. Thus, (zo) is proved. Q.E.D. 
Hypothesis (G2) is satisfied if, for instance, G(x)x/lxl 3 is nondecreasing 
for 1x1 large (a condition considered by Opial in [36, Th. 131, together 
with (22), in order to ensure the validity of (zo)). For completeness, it
should be observed that such condition from [36], actually implies (21), 
when (22) is assumed. 
Remark 1. Consider Eq. (1) with the assumptions (go) and (po). If 
hypothesis (zo) is not satisfied, that is 
lim sup zo( c) > 0, 
c- +a0 
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we can use the above mentioned theorem of T. Ding in [8] (see also [l 1 ] ) 
and still obtain the solvability of the T-periodic problem for (l), under 
a nonresonance condition expressed by the fact that the (possibly 
degenerate) interval 
[lim inf rO(c), lim sup rO(c)] 
C’ +m C’ +cc 
does not contain any number of the form T/n, with nEN. However, 
T. Ding’s theorem requires the fulfillment of some extra assumptions on g 
(g: globally lipschitzian and semilinear). On the other hand, in [17], 
A. Fonda and F. Zanolin obtained the existence of T-periodic solutions for 
(1) (without extra assumptions on g), if 
lim sup z(s) > T, or lim sup z(s) > T. 
S’ -03 S’ +m 
Such a result, in particular, can be applied if 
lim sup zO( c) > 2T. 
C’ +m 
All this discussion seems to indicate the possibility of obtaining a new 
proof of T. Ding’s theorem in [S] avoiding some of the extra assumptions 
on g which are required therein. 
Finally, we refer to [30] for a general treatment of the periodic problem 
for Hamiltonian systems (including, as particular examples, the case of the 
Duhing’s equation), in the light of variational methods. However, we point 
out that it seems not to be clear how to reach our results through critical 
point theory techniques. 
Remark 2. We note that, by means of some standard technical 
arguments, it is possible to extend Theorems 1 and 2, as well as their 
corollaries, to the case in which p: [0, T] x Rx R + R satisfies the 
Caratheodory conditions: i.e., p( ., x, v) is measurable for* all (x, y) E R2 
and p(t, ., . ): R x R + R is continuous for a.e. t E [0, T] (see [22, p. 281). 
In this case, a T-periodic solution x( .) of (1) is a function defined on 
[0, T], with x’ absolutely continuous, satisfying (1) for a.e. t E [0, T] and 
such that 
x(T) - x(0) = x’(T) - x’(0) = 0. 
Moreover, assumption (pO) has to be substituted by 
3M, > 0: lP(C x, r)l d MO, for a.e. t E [0, T] and all x, y E R 
and the set P has to be modified accordingly. 
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Another remark concerning the Duffing’s equation (24) with p = p(t) a 
&-function, is considered at the end of Section 6. 
5. PROOF OF THEOREM 2 
We maintain all the notations introduced in the preceding sections. 
We apply Corollary 1. To this end, we consider an arbitrary solution 
z(f) = (4th Y(f)) 
of system 
x’ = y, Y’ = -g(x) + q(t, xv Y), (3) 
for some q E P (P being the set of functions defined in Section 2), with 
Iz(O)l = r 2 d, 
where d > 0 is the constant coming from Lemma 2. Let 
e(t) := Q(t; 2) and P(l) := @CC z) 
be the polar coordinates of z(t). 
As a first step, we find a lower estimate for 
P(T) - ~(oN2~~ 
if Y is large. 
Step 1. Let E be a positive, sufficiently small but fixed constant (for the 
moment, we just suppose that 
O<&<l; 
further conditions on E will be imposed, if necessary, along the proof). 
Using (rO) and (go), we can find a constant 
R, := RJE) > do 
(with d,, coming from (17) in Section 4), such that 
and 
g(s) sign(s) > 2M > 0, 
are both satisfied. 
for Is1 2 R,, (28) 
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Next, we fix 
R1:=R1(c) >max Ro,/4+~2 . E 
Furthermore, let 
R2 := R2(~)> R, >R,, 
be a (fixed) constant such that, according to Lemma 1, 
for all t E [0, 7’1, if (z(O)/ 2 R,. 
Now we assume that 
Jz(0)) =r>R,. (29) 
Our aim is to find an estimate from below of the number of rotations of 
z( .) around the origin, during the time T, knowing, by the first inference 
in Lemma 2, that z(t) turns clockwise as t increases. 
To this end, we decompose the set 
D:={(a,b)~R~:I(a,b)l=,/~>R,}, 
into six regions Di (i = 1,2, . . . . 6) having only boundary points as possible 
intersections and we study the behaviour of z( .) in each of these sets. Let 
us define 
D1 := ((a, b)eD: Ial < Ro, b>O), 
D,:=((u,b)~D:u>,R,,b>,0}, 
D,:={(u,~)ED:u~R,,~~O}, 
Dsj := {(a, b)eD: Ial <Ro, b<O}, 
D5 := {(a, b)eD: a< -R,, &Of, 
D,:={(u,b)~D:u< -R,,baO}. 
First, we observe that 
z(t) E D, for all t E [0, T] 
(by Lemma 2 and the choice of r 2 R, according to (20)). Moreover, for 
the validity of the subsequent arguments, it is crucial to observe that z( -) 
moves from D.i to Dj, as t increases, following the cycle 
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Actually, this is a consequence of Lemma 2 which ensures that 0’(t) < 0 on 
[0, T] and that 
x’ > 0 on D,, x’<O on D,, 
y’<O on D,nD,, y’>O on D,nD,. 
We note that at this point of the proof, we cannot guarantee that z( .) 
complete any rotation and we have not yet proved that any transition from 
Di to Dj really occurs (this will be the task in the second “step” of the 
proof). However, we know that any possible transition must obey the 
“cyclic rule” (30) described above. 
Second, we observe (as a consequence of, respectively, the cyclic rule, the 
preceding list of signs of x’ and y’ and the second inference in Lemma 2) 
that, for each i= 1, 2, . . . . 6, the set 
Z, := {te [0, Tl:z(t)~D~} 
is the union of a$nite (possibly empty) number of closed disjoint intervals 
(possibly degenerate at a point). Accordingly, we define, for i= 1,2, . . . . 6, 
H,? := number of nondegenerate closed disjoint intervals contained in Ii, 
so that we can write, for each i= 1, 2, . . . . 6, 
Y 
z, = “ii Jji’ u Pi, 
( > j=l 
(31) 
where Pi is a finite (possibly empty) set and, for every j: 1 <j< n,?, Jji’ is 
a nondegenerate closed interval, contained in [0, T] and maximal with 
respect o the property that 
z(f) E Di, for all t E J!“. J 
We, note that the set Pi contains at most two points, and that 
iJ;- 1 Jj’) = @ if n# = 0. I n any case, as remarked above, the decomposi- 
tion of Ii in (31) is given by a disjoint union of a finite number of points 
and intervals. 
A further property of the intervals .Zj” is that any possible intersection of 
the form 
J!” (-) J(k) 
J I 3 
for each i, j, k, 1 
either is empty, or it consists of exactly one point. 
505/97/2-12 
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So, by the above discussion, it is clear that 
f ( 5 meas(Jjj))) = T. 
i=l j= I 
(32) 
Last, we observe that, by the cyclic rule (30), we obtain 
In”-n,#lGl, for every i # k (33) 
and hence, 
W(T) - ‘W)l 
27t 
>min{n#:l<i<6}-lan,X-2, (34) 
where k E { 1,2, . . . . 6) is any fixed index. 
In this manner, we have obtained a lower estimate of [e(T) - /3(0)1/27c in 
terms of the number of times n# that z( .) meets the interior of any of the 
regions Di (i = 1, 2, . . . . 6). On the other hand, by (32) and (33), we have 
that the integers n# (i= 1,2, . . . . 6) may be estimated from below provided 
that we are able to find (small) upper bounds for the length of the intervals 
Jji) (i= 1, 2, . . . . 6). This goal is achieved in the next step. 
Step 2. Since 
z(t)ED= i, Dj, for all t E [0, T], 
i=l 
then, there is at least one of the nondegenerate intervals Jj”. 
Now we produce upper bounds for meas(J)’ for an arbitrary non- 
degenerate interval Jj’), by examining the six different possibilities that can 
occur. In order to simplify the notation, we denote by 
J= Ctl, &I E CO, Tl, with t, <t,. 
a generic (but fixed) interval among the Jji’. 
Suppose that 
z(t)EDl, for t E J. 
Then, for all t E J, 
b(t)/ = &6i%@ 2 R,, Ix(t)l GR,. 
Hence, from the first equation in (3) and the choice of R,, we have 
x’(t)=y(t)= [y(t)1 +/->2R& 
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and thus we obtain, by an integration over J, 
So that. we can conclude with 
meas = (t2 - tl) < E. (35) 
With obvious changes in the proof, we can obtain the same estimate also 
in the case when 
for t E J. 
Suppose now that 
z(t) E D2, for ~EJ 
and observe that, from the first equation in (3), we have x’(t) = y(t) > 0 
and therefore 
x(t) <X(b), and for t, < t < t2 
(where, for the inequality in G we have used the fact that G( .) is increasing 
on [R,, + co), according to (16), (17) and the choice of R,). 
Next, we consider, for t E J, the function 
w(t) :=G(x(t))-Mx(t)++y(t)2. 
Differentiating w( . ) in t and using Eq. (3), we obtain 
w’(t) =(g(x(t)) - w x’(t) + Y(t) Y’(f) 
= (&e(t))- Ml Y(l) + Y(t)(-g(x(t)) + 4(t, x(t), y(t))) 
= -Y(t)W- dt, x(t)9 y(t))). 
Since qe~ (that is (q( ., ., .)I GM) and y 20 in D,, we obtain that the 
function w(a) is nonincreasing in the interval J and therefore we have, for 
t, < t < t,, 
G(x(t)) - Mx(t) + fy(t)2 > G(x(t,)) - Mx(t,) + 4y(tz)’ 
2 G(x(t,)) - Mx(t,). 
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Then we obtain, for t, < t < t,, 
; J’W’ 2 W(b)) - G(x(t)) - M(x(r2) - x(t)) 
x(t2) - x(t) 
=~(G(x(r,))-G(x(t)))+ 2 ( GC4~2)) - G(x(f)) _ 2M 
X(b) -x(t) 
where x(t) < < = t,.l, < x(tz) comes from the mean value theorem. 
Hence, from (28) and recalling that x > R, and y 2 0 in D,, we have (by 
the first equation in (3)) 
x’(t) = u(t) = Iv(t)1 2 ,/Gb(M- G(x(t)), VtE Ct1, f2C, 
so that, we obtain 
x’(t) 
&W2)) - W(t)) 
> 1, VtE Cfl, t2[I. 
An integration over the interval J, then yields (recalling also (16) and (17)) 
meas = (t2 - tr) = 5” 1 ds 
II 
12 
d I, 
x’(s) ds = 
11 Gb-(t,)) - W(s)) 5 
x(Q) 4 
x(11) ,/G(x(f2)) - G(c) 
X(Q) 
6 s J 
4 - 7(x(Q) < E, 
0 G(x(t,)) - G(5) fi 
where, for the last inequality, we have used (27) and x(rJ 2 R, (which 
comes from z(t2) ED~). In this manner, we have established again the 
validity of (35). 
The same argument, with minor changes, can be repeated in order to 
obtain inequality (35) in the remaining cases 
Z(t) E Di, i = 3, 5, 6, for t E J. 
Now we are in position to end the proof. 
Step 3. According to the estimates given in Step 2, we know that 
meas(J!“) < E I 1, Vj= 1, . . . . n#, Vi= 1, 2, . . . . 6. 
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Hence, from (32), we obtain 
, 
so that, (33) implies 
Tb 6tz(n# + l), 
where we have set 
n# :=min(n#: 1 <i<6}. 
Finally, from (34), we can conclude that 
lW’;WW;41>~~3 
27c ‘6~ ’ 
with z( .) satisfying (29). Since the inequality (36) is independent of z( .) 
and REP, recalling the definition of n;(r), we realize the validity of the 
following claim: 
Claim. For every E: 0 < E < 1, there is R(E) 2 d, such that 
(where int(s) <s < int(s) + 1, with int(s) E Z, is the integer part of s E R). 
To prove the claim it is sufficient o take R(E) = RZ(~), with R*(E) defined 
in Step 1. 
Then, the hypothesis (nr) of Corollary 1 is fulfilled as E + O+ and the 
result follows from Corollary 1. The proof of Theorem 2 is complete. 
Q.E.D. 
6. SUBHARMONIC SOLUTIONS. FINAL REMARKS AND CONCLUSION 
This section is divided into two parts. In the first one, we extend the 
preceding results to the case of subharmonic solutions. Then, we discuss 
the possibility of obtaining further generalizations to some related 
problems. 
Accordingly, we start again with equation 
x” + g(x) = p( I, x, x’), (1) 
where g and p are like in Section 2. 
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Let 
be a fixed integer, our purpose is to prove the existence of periodic solu- 
tions to Eq. (1 ), having minimal period equal to mT. Such solutions will be 
called subharmonics of order m. To avoid misunderstanding, it should be 
noted that, at this stage of the discussion, the term “minimal period” is 
used within the class of periodic functions having period of the form kT, 
with k E N and therefore, saying that x( .) is a subharmonic of order m for 
Eq. (1 ), we mean that x( . ) is not a kT-periodic solution of (1 ), for each 
k = 1, . . . . m - 1. Indeed, otherwise, we already know (from the discussion 
developed in Section 4) that for the autonomous equation x” + g(x) = 0, 
with g satisfying the superlinear growth condition 
lim g(x)/x = + co, (21) [XI - +‘x 
the minimal period of the periodic solutions tends to zero (for 
Ix(O)1 + Ix’(O)1 large) and therefore, in general, we cannot have a periodic 
solution whose fundamental period is mT. At the end of the section, we see 
that this is, essentially, the only exceptional case and that, for the forced 
equation 
xn + g(x) = p(t), (24) 
with p nonconstant, we can prove the existence of subharmonics of order 
m whose minimal period (in the broader sense) is actually mT. 
As a straightforward remark, we also observe that for equations like (1 ), 
we cannot expect to have existence of periodic solutions different from 
those already obtained in the preceding sections. Indeed, for any M,-, > 0, 
we can choose a function p(t, x, y) := pO(y), with pO: R -+ R continuous 
and such that 
PO(V). Y < 0, Vy#O and IPo(Y)l <MCI, \dy~R. 
Then, it can easily be checked that the equation 
x” + g(x) = p()(x’) 
admits as periodic solutions, only the constant ones which correspond to 
the zeros of g. 
In view of the above remark, from now on, we restrict ourselves to the 
study of the conservative case, that is, we deal with equation 
xn + g(x) = P(C XL (37) 
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where g: R+R and p: RxR + R are continuous functions, with p, 
T-periodic in the first variable, which satisfy 
lim g(x) sign(x) = +co, (go) (xl- +a 
and 
3M, > 0, Id4 x)1 G MO, Vt, x. (PO) 
For a fixed constant M > M,, we also define the set 
p := (4: lq(t, x)1 GM, Vt, x>, 
where q: R x R + R is continuous and T-periodic in t. 
Then we fix 
and thus we can easily rewrite Lemmas 1 and 2 of Section 1, for the planar 
system 
x’ = y, Y’ = -g(x) + dt, xl. (38) 
In particular, we can find the constants r0 and d, with 0 < r. < d, coming 
from (6) and Lemma 2 and we can represent any solution z( .) = 
(x( .), y( -)) of (38), in the polar form 
z(t) = (e( t; z) cos O( t; z), e( t; z) sin O( t; z)), Vt E [O, mT], 
provided that Iz(O)l >/ ro. 
Now we define the nonnegative integers 
IO(mT; z) - O(0; z)l 
271 : IzKV = r}}, 
where the inf{. . . } is taken over all q E P and all solutions z( . ) of (38); 
n*(r) m:=min nEZ+:n>sup 
1 i 
I@wT 4, w; z)l: lz(o)l = q, 
where the sup{. . } is taken over all q E P and all solutions z( .) of (38), 
which are the “m-rotation numbers” analogous to the integers n,(r), n*(r), 
introduced in Section 3. Then we can state the following: 
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THEOREM 3. Suppose that there are two constants rl, r2 E [d, + CO), with 
rl # r2, and there is a prime number c > m, such that 
nJr2)m > i > n*(r,),. bd 
Then, Eq. (37) has at least one mT-periodic solution x( .), with 
min{r,,r,}< ~(O)~+~‘(O)~<max{r,,r,}. 
Moreover, x( .) is not kT-periodic, for any 1 <k < m. 
ProoJ We consider only the situation when 
rl < r2, 
which is the significant one for our applications (we do not give the proof 
for the case rl > r2, since it can be performed by similar arguments). 
As a first step, we observe that there is a sequence (qk} of continuous 
functions, with qkEp, qk + p (as k + +cc ), uniformly on the compact 
subsets of R2 and there is an index k2, such that, for every k2 k, and 
each z,,= (x,, yO) E B[r,], there exists a unique solution zk( .; z,,) = 
(x,J .; zO), yk( .; z,,)) on [O, mT], to equation 
x’ = y, Y’ = -g(x) + q/J& xl, (38,) 
satisfying the initial condition z,(O; zO) = zO. 
(The proof of the above remark is exactly the same as that of the 
corresponding Lemma 3 in Section 3 and therefore it is omitted). 
Let qx E (qk: k 2 k2} be fixed and denote by 
(P,,,: Kr21 --, R2, cp,(w) = z(mT; WI, 
the mth iterate of the Poincare map cp associated to the system 
x’= y, Y’ = -g(x) + 4#(4 xh (38,) 
where 
46 WI = MC w), Y(C w)) 
is the unique solution of (38,) defined on [0, mT], with ~(0; w) = 
w E B[rz]. Clearly, 
(Pi: Nr21 -, cpm(Nr21) = R2 
is an area-preserving homeomorphism and 
cp,: A + qo,(A) = R2\W 
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where A is the annulus: A :=B[r*]\B(r,). We also note that 
Arguing as in the proof of Theorem 1, we consider the polar coordinates 
O(t; w) and ~(t; w) corresponding to z(t; w), defined by 
Q(t; w) := Q(t; z( .; w)), @It; w) :=e(t;z(.; w))= Iz(t; w)l, 
Vt E [0, mT], so that, for w E B[r2], we obtain 
q,(w) = (e(mT; w) cos Q(mT; w), e(mT; w) sin Q(mT; w)). 
Hence, from the definition of n.,.(r), and n*(r),, and by hypothesis (m,), 
we can find a constant cO, with 
such that 
-WC w) + Q(0; w) < 2745 - Eo), forall IwI =ri, 
-WC w) + Q(0; W) a 2n([ + Ed), for all IwI = r2. 
Now, we consider the lifting cprj, of (P,,,, defined by 
da PI = to*, P*), with 0* = 8 + h(8, p), p* =f(& p) 
and 
W, P) = QtmT; me, P)) - @to; rite, p)) + 27~5, fte, PI = hme, P))I, 
where Z~Z H+ = ((0, p): p > 0} + R’\(O), is the standard covering projec- 
tion given by 17(0, p) = (p cos 8, p sin 0). It can easily be checked that h 
and f are continuous functions defined in A0 :=17-‘(A), which are 
2n-periodic in the e-variable. 
Since the twist condition for inner and outer boundaries of A is fulfilled 
by 
h(e, r,) 2 27~3~ > 0 > -27~~2 h(e, r2), ve E ~0, 2n-j, 
we conclude that the generalized Poincare-Birkhoff theorem of W. Ding 
can be applied (see Theorem A.2 in the Appendix). Thus, we obtain the 
existence of at least two (geometrically distinct) fixed points (ei, pi) 
(i= 1, 2), of cpi in A’, satisfying h(ei, pi) = 0, for i= 1, 2. 
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Let w# =17(8r,pr), be a fixed point of (Pm in A. From h(8,,p,)=O, we 
obtain that IO(mT; w-#) - O(0; w#)l = 27cc. 
Then, as qrn is the mth iterate of the Poincare map associated to system 
(38,), for an arbitrary but fixed k > k,, we have that for each k > k,, there 
exists a solution zk( .) = (xk( .), yk( .)), of (38,), defined on [0, mT], such 
that 
~~(0) = z,(mT) E A 
and 
Finally, by the same argument as in Lemma 4, we obtain that zk( .) admits 
a subsequence converging to a solution z( .) = (x( .), y( -)) of system 
x’ = y, Y’ = -g(x) + At, xl, 
such that, 
z(o)~A, z(t+mT)=z(t), VtER 
and 
IQ(mC z) - W; z)l 1 
271 
“‘y’(t) x(t) -x’(t) r(f) dt = i 
=Ti 0 /I X(t)* + YW 
Correspondingly, x( .) is a mT-periodic solution of Eq. (37), with 
r, < x(O)’ + x’(O)2 < r2. 
Our last task is to prove that such solution x( .) is not kT-periodic, for 
any 1 <k < m - 1. To this end, assume, by contradiction, that there is 
keN, with 
l<k<m, 
such that 
x( t + kT) = x(t), Vt E R. 
By the kT-periodicity of p( ., x( .)), we then obtain that z(t + kT) = z(f), for 
all t E R and therefore, 
I := l@(kT; z) - @(O; z)(/27c < [, 
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is a positive integer (I counts the number of rotations of z around the 
origin, during the time kT<mT). Using the fact that z( .) is at the same 
time mT-periodic and kT-periodic, we obtain 
271(1-m)= IO(kmT;z)-O(O;z)l=2rc(k-[) 
and so, 
Thus, [ divides 1. m and this is a contradiction to the fact that [ is a prime 
number larger than I and m. In this manner, we complete the proof. 
Q.E.D. 
As a direct consequence of Theorem 3, we have now the following: 
COROLLARY 3. Assume (besides (g,,) and (pO)) 
lim n,(r)= +co. (nl) 
r- +m 
Then, Eq. (37) has a sequence {x,( .)} of mT-periodic solutions, such that 
lim (min{Jxi(t)’ + xJt)2: t E R}) = +m. 
j- +cc 
(13) 
Moreover, each of the solutions x,( .) is not kT-periodic, for any 1 <k <m. 
Proof: First, we observe that (n,) implies that 
lim n,(r),= +co. (39) r- +m 
From Lemma 1, Lemma 2, and (39), we can find two increasing sequences 
{ry’>, {ry)} of positive real numbers and an increasing sequence of prime 
numbers {c}, with ii > m, Vj E N, such that the following conditions are 
satisfied: 
d< ,.y) < ,.$A < ,.(i+ 1) 
1 3 VjeN; 
lim rv)= lim r:j)= +a); 
j+ +m j- +a2 
for every j E N, j > 2 and each x( .) solution of (1 ), 
n*(r:j)) > [. > n*(r(j)) J 1 9 VjjN. 
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Then, we can apply Theorem 3, arguing like in the corresponding part of 
Corollary 1. In particular, we obtain that the estimate (14) in Corollary 1, 
holds for all t E [0, mT]. Hence the result easily follows. Q.E.D. 
From Corollary 3, it is clear that we can obtain a multiplicity result for 
the subharmonic solutions of Eq. (37), by producing sufficient conditions 
for the validity of (ni ). This goal has been already achieved in Theorem 2 
of Section 4. Accordingly, we can state: 
THEOREM 4. Assume (go), (p,,), and 
lim r(c) = 0. (%I) ICI + fao 
Then, the same conclusion of Corollary 3, holds. 
(Recall that, according to (20), r(s) :=$ Ij;(dt/,/m)I, for IsI 
large). 
The proof of Theorem 4 is omitted, since it is exactly the same of that of 
Theorem 2 (see Section 5). The only difference is in the fact that this time, 
Corollary 3, instead of Corollary 1, is applied. We want only to mention 
that, according to the remark at the end of Theorem 2, the condition (rO) 
is reported here in a equivalent but different form (using the map z instead 
of r(J. 
Following Remark 2 it is not difficult to extend our result to the case 
when p is a Caratheodory function, provided that /p(t, x, y)l is essentially 
bounded by a constant M, on [0, mT] x R x R. 
Finally, we can put together Theorems 2 and 4 and state a unifying 
result concerning the periodic boundary value problem for the Dufftng’s 
equation 
x” + g(x) = p(t), (24) 
where g, p: R + R are continuous functions, with p( .), T-periodic. 
THEOREM 5. Assume (go) and (zO). Then, for each m 2 1, Eq. (24) has a 
sequence (x(,),( .)} of mT-periodic solutions, such that 
j~ym(rf3EiRnilx,m)j(r)l + Ix;,)j(t)l})= +a. . 
Moreover, each of the solutions x (,,,,,( .) is not kT-periodic, for any 1 <k < m. 
Finally, tfp( .) is not constant, then, each of the solutions x(,,,,,( .) has mT 
as minimal period. 
Proof For the first part of the assertion, it is sufficient o observe that 
the assumption (pO) is fulfilled just choosing M, 2 IpI oo. Then, we can 
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apply Theorems 2 and 4 and obtain the result. Then, suppose that the 
forcing term p( .) is nonconstant and let e < T, be its minimal period. 
Hence, r~ > 0 and 
31~N. l.o= T. 
We also observe that any periodic solution x( .) of Eq. (24) (with x( s) not 
necessarily mT-periodic, for m EN) must be nonconstant and its minimal 
period TX must satisfy the condition 
3nEN, n.u= T,. (40) 
Now, we apply Theorems 2 and 4 to Eq. (24), looking for solutions of 
period (m . Z)a, for any m E N. In this manner, for every m EN, we can find 
a sequence of solutions {x (,,,,,( .)}, satisfying (13) and such that each of the 
xc,), (. ) is (m . /)a-periodic and it is not k. a-periodic, for any 1 < k < m . 1. 
Hence, recalling (40), we conclude that (m . l)o = mT is actually the mini- 
mal period of the solution xcmL( .), for all je N. Thus we complete the 
proof. Q.E.D. 
Remark 3. Theorem 5 generalizes completely the precedingly quoted 
result of W. Ding [ 141. Indeed, first, we avoid requiring the unique 
solvability of the associated Cauchy problems, then, we consider the condi- 
tion (rO) which is more general than (21), and, finally, we obtain the 
existence of infinitely many subharmonics of order m, for each m 2 2. It is 
also clear that Theorem 4 contains as particular cases all the results already 
improved by W. Ding (like, e.g., [7, 24, 32, 311). With respect to the 
analogous result of Nakajima [34] (which is proved under the more 
restrictive condition (21)), we do not assume any symmetry hypothesis on 
p(t) or g(x). 
As a last step, we study the solvability of Eq. (24), assuming g: R --+ R 
continuous and p: R + R, T-periodic, with p E Li,,. In this case, solutions 
are intendent in the Caratheodory sense, namely, a mT-periodic solution 
x( .) of (24) (for m E N), is a mT-periodic function x( .): R + R, with x’( .) 
absolutely continuous and x( .) satisfying (24) for a.e. t E R. 
In this case, the following generalization of Theorem 5 can be obtained. 
THEOREM 6. Assume (g,) and (zO). Then, the same conclusions of 
Theorem 5, hold, 
Theorem 6 widely generalizes the earlier mentioned theorems of FuEik 
and Lovicar [20], and (for the scalar case, only) Bahri and Berestycki [2]. 
Indeed, recall, that in [20] no multiplicity of solutions was obtained and 
the condition (21) was assumed, while, for what concerns Bahri and 
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Berestycki’s result for the scalar case, we observe that in [Z], the authors 
assumed p E L& and g satisfying a superlinear growth restriction less 
general than (21). Moreover, the existence and multiplicity of subhar- 
monies was not considered in such paper. 
The proof of Theorem 6 does not come immediately from the above 
theorems, but, nevertheless, it can be easily achieved by suitably modifying 
the arguments developed along the preceding pages. Indeed, for the proof 
of our last result, we need to obtain periodic solutions to the equivalent 
first order planar system 
x’ = y + P(t), Y’ = -g(x) + A (41) 
where 
p:=i Tp(t)dt I To and P(i) := J; (p(s) - j?) ds. 
Observe that, from p E L:,,,, it follows that 8: R -P R is T-periodic and con- 
tinuous (even absolutely continuous) and that the solutions of system (41) 
are in a one-to-one correspondence with the (generalized) solutions of (24). 
In order to solve the periodic problem for Eq. (41), we then consider the 
larger class of planar systems 
x’ = y + Pl(C 4 Y), Y’ = -g(x) + P*(fr & Y), (42,) 
where g, pl, pz are continuous functions, with g satisfying condition (go) 
and with pl, p2, T-periodic in t and satisfying (pO), for a suitable constant 
MO > 0. Then, following the same lines of Section 2, we fix a constant 
M > M, and perform a phase-plane analysis for all the systems of the form 
X’=Y+ql(~,x, Y), Y’ = -g(x) + q*(c x, Y), (42) 
with q, , q2 continuous functions, T-periodic in t and such that qie P, 
i= 1, 2, that is 
14itt, x, Y)l G M9 Vt, x, y, Vi= 1, 2. 
Now, a first step toward the obtention of Theorem 6, consists in the proof 
that every solution z(t) = (x(t), v(t)) of (42), is noncontinuable. To this 
end, we use a trick from [26, p. 1191 and consider the Liapunov-like 
function 
V(U, b)= (G(U)-G,i,) + f(b + K(u))~ + L, 
where K: R + R is a continuously differentiable function such that K(x) = 
M sign(x), for 1x1 2 1 and L > 0 is a sufficient large constant (depending 
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only on g, G, M and maxlxl G 1 I K’(x)l). Then, we can easily evaluate the 
derivative of V along a solution z(t) of Eq. (42) and obtain, 
(d/dt) V(z(t)) < c,, V(z(t)), for all t >, to, where z( .) is defined (where c0 > 0 
is a suitable constant independent of z( .)). Hence, using the property 
V(a, b) + +cc as u2 + b2 + +co, it follows that all the noncontinuable 
solutions of system (42) (with ql, q2 EP) are defined on t> t,. A similar 
argument yields the continuability for t < t,. 
Then, by simple changes in the proofs of the results in Sections 2 and 3, 
it is easy to obtain a version of Lemmas 1, 2, 3, and 4 for system (42) and 
thus it is possible to prove results corresponding to Theorem 1, 
Corollary 1, Theorem 3, and Corollary 3, for Eq. (42,). The checking of 
this part is omitted, since it is just an elementary repetition of the preceding 
arguments. The only point that is worthy of mention is that the multiplicity 
of harmonic and subharmonic solutions for system (42,), can be obtained 
in the case when the associated Poincart maps are homeomorphisms 
preserving the Lebesgue measure. By Liouville theorem, this happens, for 
instance, if 
Pl(C XT Y) = Pl(tY Y), P2(C x3 Y) = P2(fY xl 
and, respectively, if q, = ql(t, y) and q2 = q2(t, x), in system (42). 
Finally, we prove the analogue of Theorem 2 for Eq. (42,). 
For this last step, we have to modify the proof of Theorem 2 given in 
Section 5, by introducing two further subsets in the decomposition of the 
set D. More precisely, for D defined as in Section 5, we set 
D; := {(a, b)ED: Ial <R,, b>O}, 
D;:= {(a, b)ED:u>R,, bM4}, 
D; := {(a, b)ED:u>R,, Ibl GM}, 
Di,:={(u,b)eD:u>R,,b< -441, 
D; := ((a, b) l D: Ial < R,, b < 0}, 
D; := ((a, b) E D: a G -&, b < -M}, 
D; := ((a, b)ED:u< -R,, Ibl GM}, 
D; := {(a, b) ED: a d -R,,, b 2 M}. 
In this case, the analogue of the “cyclic rule” (30) from the transitions of 
a solution z(t) of Eq. (42) with [z(O)1 large, is 
D;~D;~D;~D:,~D;~Db-D;-D;,~D;. 
Now, if 
z(f) ED;, for ~EJ= [t,, t,], 
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then, from the second Eq. (42), we have 
Iv’(t)1 2 Idx(t))l -Ma 2Wh 
provided that, according to hypothesis (go), we have chosen the constant 
R, = K,(E) in such a way that g(s) sign(s) > (2 + e)M/.s, for IsI 2 R,. 
Then, after an integration over the interval J and taking into account of 
the sign of y’ on D;, we obtain 
2M~y(t,)-y(r,)=l’ily’(s)l dsa2M(t,-t,)/E. 
11 
So that, we can conclude with 
meas = (f2 - t,) 6 E, 
that is, (35) of Section 5 is achieved. 
The same estimate can be found if z(t) E D;, Vt E J. 
If z(t) E Di, Vt E J, with i = 1, 5 or if i = 2, 4, 6, 8, we have only to repeat 
(with easy changes), the corresponding computations developed in “Step 2” 
of Section 5 (see also the analogous estimates in [ 16, 171). Of course, 
during this process, we need to impose further conditions for the choice 
of the constant R,, (this part of the proof is omitted). Thus, we can 
re-establish (35) in all the situations. Then, like in the claim of Section 5, 
we finally obtain 
for every E: O<E< 1, there is R(c)>d, such that 
n.+(r) > int( T/8& - 3), Vr B R(E). 
In this manner, we can prove an analogue of Theorem 2 for Eq. (42,). 
As a last step, working as in the first part of Section 6, we can restate 
all the results for the subharmonic solutions of system (42,), when 
p1 = pl(t, y) and pz = pz(t, x) and so, the proof of Theorem 6 is accom- 
plished, arguing like in the proof of Theorem 5. 
Thus all the gaps are filled and our final result is proved. Q.E.D. 
Remark 4. All the results contained iin this paper, can be suitably 
extended to equations of the form 
xfl +f(t, x)= p(t, x, x’), 
provided that we can work in a class of nonlinearities for which the global 
existence of the solutions of the Cauchy problems is ensured. We note that 
this problem arises even for the simpler equation 
x”+f(t, x)=0, (43) 
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withf( ., x)/x + +co, as 1x1 + +co, and, indeed, the global existence of the 
solutions is not always guaranteed, because of some counterexamples (see 
the pertinent discussion in [23]). 
Another strong connection with the results discussed in this paper, 
comes from the Littlewood problem about the boundedness of all the 
solutions of the Duffing’s equation (24), with g sublinear or superlinear at 
infinity. 
We recall that, recently, Y. Long [29] constructed an example of a 
superlinear Cm-function g such that Eq. (24) possesses unbounded solu- 
tions for some piecewise constant periodic forcing term p. On the other 
hand, in [9], T. Ding solved the Littlewood conjecture in the affirmative, 
assuming some supplementary conditions of symmetry on g or p. Further 
results of boundedness for the solutions have been recently obtained also 
by Liu Bin (see [27]), using the Moser “twist” theorem [33], for a par- 
ticular equation of the form (43). (Incidentally, we have to note that the 
example by Y. Long shows that the Littlewood conjecture cannot be true 
in its full generality and therefore, there is a gap in the main result of 
ClOl)- 
It could be interesting to check whether some of these results of boun- 
dedness can be obtained by assuming the relaxed condition (rO) which 
generalizes the more classical superlinear growth restrictions. 
7. APPENDIX 
In this final part of the paper, we recall the main tools which are used 
for the proof of the fixed points for the Poincare’s operators associated to 
planar Dufling’s systems considered in the preceding sections. 
First, we state the fixed point theorem of Fucik and Lovicar in [20] in 
a form which is useful for our purposes. 
THEOREM A.l. Let CD: R’I B[R] +R2 be a continuous mapping, 
ME B[R] a compact set such that 0 is contained in a bounded component 
of R2\M and such that 
VWEM, UER, CD(w) = Aw. 
Then @ has a fixed point. 
In [20,19] it is assumed that @ is defined on R* and the existence of a 
fixed point w* of CD, with w* E co(M), follows (see also the corresponding 
remark in [40, p. 2941). However, it is clear that Theorem A.1 is a 
straightforward consequence of Fucik and Lovicar’s fixed point theorem. 
505/97/2-13 
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Indeed, for @ defined on the closed disc B[R], as above, it is sufficient o 
consider any continuous extension Go of @ to R2 and observe that there is 
(according Fucik and Lovicar result) a fixed point w* of Q0 with 
w* ECO(M)~B[R]. Thus we also have w* = @(w*) and Theorem A.1 is 
proved. Q.E.D. 
Second, we recall the generalized version of Poincare-Birkhoff “twist” 
theorem due to W. Ding in [ 143. The proof of such result is based on a 
preceding work of H. Jacobowitz (see [25]) extending the Poincare- 
Birkhoff theorem. For a detailed proof of the Poincare-Birkhoff theorem 
according to its original formulation we refer to [4] (for another extension, 
see also [lS]). 
For a better understanding of the next part (taken from [14]) we recall 
that any continuous map @: R2 3 dom @ + R2\(0) can be lifted to a 
continuous map @‘: H+ 2 dom a0 -+ H+, where H+ = { (0, p): p > O> is 
the universal covering space of R2\{0}, with covering projection 
Z7:H++R2\{0}, ZZ(B,~)=(~cos8,psin8) and ZZo@,“=@on. (See, 
e.g., C21 I.1 
In the proofs of Theorem 1 in Section 2 and Theorem 3 in Section 6, we 
use the generalized Poincart-Birkhoff theorem of W. Ding according to the 
following statement. 
Let O<r,<r, and consider the sets A = {w E R2: ri < [WI d r2} = 
B[r2]\B(r1) and A0 = ((0, p): rl < p d r2} c H+. Observe that 
A0 = 17-‘(A). Then we have: 
THEOREM A.2. Let q: B[r2] + rp(B[r,]) c R2, be an area-preserving 
homeomorphism such that q(A) c R2\{ O}. Let cp’: A0 -+ H+ be a lifting of 
(~1~ (i.e., 170cp”=qo17 in A') of the form 
e* = e + h(e, p), ~*=fvhh 
where h and f are continuous in A0 and 2n-periodic in 8. Assume that cp is 
twist on A, i.e., 
and 
Me, rl) .h(e, r2) < 0, vet co, 27q 
0 E cp(W,)). 
Then, cp has at least two fixed points in A. Moreover, such fixed points of cp 
correspond to two (geometrically distinct) Jixed points (f?,, pi) (i= 1, 2), of 
cp” in A', satisfying h(ei, pi) = 0, for i = 1, 2. 
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We note that for the obtention of the results of our paper, we always met 
the twist condition 
h(R rl) > 0 > h(R rJ, WE[O,27c] 
(see Corollaries 1 and 3). It seems to be worthy to mention that, in this 
case, Theorem A.2 is a straightforward consequence of [ 15, Th. l] as well. 
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