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Gaussian unitary ensembles with pole singularities near the soft
edge and a system of coupled Painleve´ XXXIV equations
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Abstract In this paper, we study the singularly perturbed Gaussian unitary ensembles defined
by the measure
1
Cn
e−ntrV (M ;λ,~t )dM,
over the space of n × n Hermitian matrices M , where V (x;λ,~t ) := 2x2 +∑2mk=1 tk(x − λ)−k
with ~t = (t1, t2, . . . , t2m) ∈ R2m−1 × (0,∞), in the multiple scaling limit where λ → 1 together
with ~t→ ~0 as n→∞ at appropriate related rates. We obtain the asymptotics of the partition
function, which is described explicitly in terms of an integral involving a smooth solution to
a new coupled Painleve´ system generalizing the Painleve´ XXXIV equation. The large n limit
of the correlation kernel is also derived, which leads to a new universal class built out of the
Ψ-function associated with the coupled Painleve´ system.
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1 Introduction
In this paper, we are concerned with the following singularly perturbed Gaussian unitary en-
sembles (GUEs)
1
Cn
e−ntrV (M ;λ,~t )dM, (1.1)
2
defined on the space Hn of n× n Hermitian matrices M = (Mij)1≤i,j≤n, where
dM =
n∏
i=1
dMii
∏
1≤i<j≤n
dReMijd ImMij, (1.2)
Cn = Cn(λ;~t ) =
∫
Hn
e−ntrV (M ;λ,~t )dM (1.3)
is the normalization constant, and the potential
V (x;λ,~t ) := 2x2 +
2m∑
k=1
tk(x− λ)−k, ~t = (t1, t2, . . . , t2m) ∈ R2m−1 × (0,∞), (1.4)
with λ ∈ R and m ∈ N.
Since the ensembles are unitary invariant, we have (cf. [13, 21]) that the n eigenvalues
x1, . . . , xn of M from (1.1) induce the following probability density function
1
Zn(λ)
∏
1≤i<j≤n
(xj − xi)2
n∏
j=1
w(xj), (1.5)
where
w(x) = w(x;λ,~t ) = e−nV (x;λ,~t ) (1.6)
and
Zn(λ) = Zn(λ;~t ) =
∫
Rn
∏
1≤i<j≤n
(xj − xi)2
n∏
j=1
w(xj)dxj (1.7)
is the partition function. It is also easily seen that the distribution (1.5) is determinantal with
respect to a correlation kernel Kn(x, y;λ,~t ) which can be constructed out of the orthogonal
polynomials associated with the weight function (1.6) over R. Indeed, let πj(x) = πj(x;λ,~t ),
j = 0, 1, . . . , be the family of monic polynomials of degree j satisfying∫
R
πj(x)πm(x)w(x)dx = γj(λ;~t )
−2δj,m. (1.8)
Then, the correlation kernel can be written as
Kn(x, y;λ,~t ) = γ
2
n−1
√
w(x)w(y)
πn(x)πn−1(y)− πn−1(x)πn(y)
x− y . (1.9)
Obviously, if ~t = ~0 or λ→∞, the model (1.1) reduces to the classical GUE. A well-known
fact is that the limiting eigenvalue distribution of GUE, or equivalently, the macroscopic limit
of the correlation kernel is described by the Wigner’s semicircle law whose density function is
given by
ρsc(x) =
2
π
√
1− x2, x ∈ [−1, 1]. (1.10)
The local statistics of the eigenvalues obeys the principle of universality. This means that, after
proper centering and scaling, the large n limit of the correlation kernel tends to the sine kernel
for x ∈ (−1, 1) (bulk universality), and to the Airy kernel for x = ±1 (soft edge universality).
If the vector ~t = (t1, t2, . . . , t2m) ∈ R2m−1 × (0,∞) is fixed, however, due to the presence of
the pole singularity located at x = λ, the eigenvalues are pushed away from λ and it is unlikely
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to find the eigenvalues near the pole as the matrix size n becomes large. It would then be
interesting to consider the case that ~t → ~0 and n → ∞ simultaneously at appropriate related
rates. Although the limiting mean distribution of the eigenvalues remains unchanged in this
regime, which is still given by the semicircle law (1.10), it is expected that some new phenomena
will occur near x = λ, which can be interpreted as a description of the phase transition between
different edge behaviors.
Apart from the theoretical interest stated above, the studies of invariant random matrix
models with singular potentials are also justified due to their frequent occurrences in mathe-
matical physics, and significant progresses have been achieved over the past few years. Partially
motivated by the distribution of zeros of the Riemann zeta function on the critical line (cf.
Berry and Shukla [4]), Mezzadri and Mo [22], Brightmore et al. [6] considered the following
perturbed GUE, defined by the measure
1
Ĉn
e
−ntr
(
1
2
M2− t
M
+ z
2
2M2
)
dM, (1.11)
over Hn. Clearly, this corresponds to λ = 0 and m = 1 in (1.1). In the double scaling regime
that both z and t are of order O(n−1/2), a phase transition in the (z, t)-plane characterized by
the Painleve´ III equation was discovered in [6]. In the context related to an integrable quantum
field theory at finite temperature, Chen and Its [10] considered a perturbed Laguerre unitary
ensemble over the space H+n of n × n positive definite Hermitian matrices whose potential
possesses a simple pole at the origin, which is defined by the measure
1
C˜n
(detM)αe−tr (M+
t
M )dM, α > −1, t > 0. (1.12)
They studied the moment generating function when the matrix size n is fixed. When the
parameter t = 0, the ensemble (1.11) is closely related to (1.12) after a change of variables
and the statistics in (1.11) can be derived by using the statistics in (1.12) with α = ±1/2. The
asymptotic studies of this model were later carried out by Xu et al. in [29, 30]. It comes out that
in the double scaling limit where t→ 0+ as n→∞, the hard edge scaling limit of the correlation
kernel and the asymtotics of the partition function are all related to the Painleve´ III equation.
Particularly, the new limiting kernel provides a description of the transition between the classical
Airy kernel and the Bessel kernel. The results in [29, 30] were further extended by Atkin et
al. in [3], where they considered the case that a fairly general class of potentials perturbed by
a pole of order k ∈ N. A hierarchy of higher order analogues to the Painleve´ III equation was
used to describe the double scaling limits of the partition function and the correlation kernel;
see also our recent work [12] on the properties of the Fredholm determinant associated with
this family of limiting kernels (known as the gap probability). Other problems related to the
singularly perturbed ensembles include the field of spin glasses [1], eigenvalues of Wigner-Smith
time-delay matrix in the context of quantum transport and electrical characteristics of chaotic
cavities [7, 23, 27], and the bosonic replica field theories [25].
It is worthwhile to point out the role played by the location of the pole. The eigenvalue
distribution in a “merging” regime and in an “evaporating” regime have already been reported
by Akemann et al. in [1], depending on whether the pole is located inside the bulk of the
limiting spectrum or not. The known critical behavior of the eigenvalues near the pole, as just
reviewed, corresponds to the choice that the pole is located inside the bulk or at the hard edge
of the limiting spectrum. In both cases, the Painleve´ III equation and its hierarchy are essential
in describing the critical behaviors. It is then natural to raise the following question:
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• What is the local behavior of the eigenvalues near the soft edge if the pole approaches the
soft edge as well?
In the present work, we intend to answer this question by establishing a multiple scaling
limit of the correlation kernel for the perturbed GUEs (1.1) in the sense that λ approaches the
soft edge together with ~t → ~0 as n → ∞. Moreover, we also obtain the asymptotics of the
partition function (1.7) under the same regime. Instead of the Painleve´ III equation (or its
hierarchy), our results will be described by a new system of nonlinear ODEs generalizing the
Painleve´ XXXIV equation, as stated in what follows.
2 Statement of results
A new coupled Painleve´ XXXIV system
The asymptotics of the partition function involves a special solution to a coupled Painleve´
system, which is defined by 2m+ 1 ODEs indexed by p = 2m+ 2, 2m + 3, . . . , 4m+ 2,
2m+1∑
k=p−2m−1
(bp−kb′′k −
1
2
b′kb
′
p−k − 2(2b1 + s)bp−kbk − 2bp−kbk+1) + 2τ˜p = 0, (2.1)
for 2m + 1 unknown functions b1 = b1(s), . . . , b2m+1 = b2m+1(s), where τ˜p are real constants
and
bk = 0, k > 2m+ 1.
Note that if m = 0, the system (2.1) reduces to a single ODE
b′′1 = 4b
2
1 + 2sb1 +
b′21 − 4τ˜2
2b1
, (2.2)
which is known as the Painleve´ XXXIV equation; cf. [19]. The differential system (2.1) can
then be regarded as a generalization of the Painleve´ XXXIV equation, and we call it a coupled
Painleve´ XXXIV system.
Our first result concerns the existence of a special solution to the above coupled Painleve´
system.
Theorem 2.1. Let (τ1, τ2, . . . , τ2m) ∈ R2m−1 × (0,+∞) be any fixed vector. Then, there ex-
ists pole-free solutions b1(s), . . . , b2m+1(s) to the coupled Painleve´ XXXIV system (2.1) for real
values of s with the parameters τ˜p given by
τ˜p =
2m+1∑
k=p−2m−1
(k − 1)(p − k − 1)τk−1τp−k−1, 2m+ 2 ≤ p ≤ 4m+ 2. (2.3)
Moreover, as s→ +∞, we have that
b1(s) = − τ1
2s
3
2
+O(s−5/2). (2.4)
Remark 2.2. In the literature (cf. [8]), the Painleve´ XXXIV hierarchy is defined by
(2Ln[U ]− s) d
2
ds2
(Ln[U ])−
(
d
ds
(Ln[U ])
)2
+
d
ds
(Ln[U ]) + (2Ln[U ]− s)2U + αn = 0, (2.5)
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where αn are constants and the operator Ln is given recursively by the Lenard recursion relation
d
ds
Ln+1[U ] =
(
d3
ds3
+ 4U
d
ds
+ 2
dU
ds
)
Ln[U ], n > 1, (2.6)
with the initial value L1[U ] = U . It is interesting to note that the system (2.1) can give us the
following Lenard type recursion relation
b′k+1 =
1
4
(
b′′′k − 4(2b1 + s)b′k − 2(2b1 + s)′bk
)
, k = 1, . . . , 2m+ 1, (2.7)
with the boundary condition b2m+2 = 0. See also a similar situation where the Painleve´ III
hierarchy is connected to a Lenard type recursion relation in Atkin [2, Theorem 4.1] and Atkin
et al. [3, Remark 2.1].
Asymptotics of the partition function
With the aid of Theorem 2.1, we next state the asymptotics of the partition function Zn(λ;~t )
given in (1.7) in a multiple scaling regime. An essential issue here is a proper and related
scalings of the parameters λ and ~t in the potential V (x;λ,~t ). To state the precise assumption,
we need a φ-function defined by
φ(z) = 2
∫ z
1
√
x2 − 1dx = 2z
√
z2 − 1− log
(
z +
√
z2 − 1
)
, z ∈ C \ (−∞, 1], (2.8)
where the square root and the logarithm all take the principal branches. Clearly, as z → 1
φ(z) ∼ 4
√
2
3
(z − 1) 32 .
Hence,
f(z) :=
(
3
2
φ(z)
)2/3
(2.9)
is analytic near z = 1, and if λ is close to 1, it is readily seen that
(f(z)− f(λ))−j =
j∑
k=0
cjk(z − λ)−k +O(z − λ), j = 1, ..., 2m, (2.10)
where cjj = f
′(λ)−j and the other coefficients cjk can also be computed explicitly in terms of the
higher order derivatives of f at z = λ. We now make the following scalings on the parameters
λ and ~t.
Assumption 2.3. As n→∞, it is required that
• λ→ 1 in such a way that
2n2/3(λ− 1)→ s ∈ R; (2.11)
• ~t→ ~0 in such a way that
tk = 2
2m∑
j=k
cjkτjn
−(1+ 2j
3
), k = 1, ..., 2m, (2.12)
where cjk, j, k = 1, . . . , 2m, is given in (2.10) and ~τ = (τ1, τ2, . . . , τ2m) is any fixed vector
in R2m−1 × (0,+∞).
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The condition (2.12) actually means ~t tends to ~0 from a specific direction. Moreover, by
(2.10) and (2.11), we have
tk ∼ 21−kn−1−
2
3
kτk, as n→∞. (2.13)
Our second result is then the following theorem.
Theorem 2.4. Let Zn(λ) be the partition function (1.7) of the perturbed GUEs (1.1). In the
multiple scaling limit when n→∞ and simultaneously λ→ 1, ~t→ ~0 so that Assumption 2.3 is
satisfied, we have
Zn(λ) = Z
GUE
n e
2n1/3τ1 exp
(
−
∫ ∞
s
(
b1(t)(t− s) + τ1
2
√
t− s
)
dt
)
(1 + o(1)), (2.14)
where
ZGUEn =
(2π)n/2
(4n)n2/2
n∏
j=1
j! (2.15)
is the partition function for the classical GUE (i.e., ~t = ~0 in (1.1)), and b1(s) is among the
special solutions to the coupled Painleve´ XXXIV system (2.1) as stated in Theorem 2.1.
It is readily seen from (2.4) that the integral in (2.14) is well-defined, and the asymptotic
formula (2.14) depends on the parameters τk, k = 2, . . . , 2m via the function b1(s) = b1(s;~τ).
Remark 2.5. We obtain the asymptotics of the partition function Zn(λ) in terms of an integral
of the function b1(s) = b1(s;~τ ), which is the special solution to the coupled Painleve´ XXXIV
system (2.1). As given in (2.11), the lower integration limit s is a proper scaling of λ, which is
the position of the pole of the potential (1.4). The theorem is proved by using certain differential
identities with respect to the variable λ. In the asymptotic study of the perturbed GUE (1.11)
with second order pole at the origin and the perturbed LUE (1.12) with first order or higher
order pole at the origin, people considered differential identities with respect to the coefficients
of the pole in the potential instead; see [3, 6, 29]. In our model, one may also derive differential
identities with respect to the coefficients ~t in the potential (1.4). It would be interesting to see
whether there exist any new Painleve´ type system of equations in the the variables ~τ , which
are related to the coefficients ~t. This together with the differential identities in ~t may lead to
other new integral representation of the asymptotics of the partition function. We will leave
this problem to a further investigation.
Remark 2.6. Quite recently, the coupled Painleve´ systems have appeared frequently in the liter-
ature of random matrix theory. For example, in the study of Fredholm determinants associated
with the Painleve´ II or III kernels, the Tracy-Widom type formulas are given in terms of ex-
plicit integrals involving a solution to the coupled Painleve´ II [28] or the Painleve´ III system
[12]. Moreover, the coupled Painleve´ II and V systems have also been related to the generating
function for the Airy point process and the Bessel point process in [11] and [9], respectively.
Multiple scaling limit of the correlation kernel
Finally, we present the multiple scaling limit of the eigenvalue correlation kernel. It comes
out that we have found a new multi-parameter family of limiting kernels to describe this local
behavior as stated in what follows.
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Theorem 2.7. Let Kn(x, y;λ,~t ) be the eigenvalue correlation kernel of the singularly perturbed
GUEs given in (1.9). Under Assumption 2.3, there exists a multi-parameter family of kernels
KΨ(u, v; s, ~τ ) such that
1
2n2/3
Kn
(
λ+
u
2n2/3
, λ+
v
2n2/3
)
= KΨ(u, v; s, ~τ )(1 + o(1)), (2.16)
uniformly for u, v in any compact subset of R \ {0} and for s in compact subset of R.
The limiting kernels KΨ(u, v; s, ~τ ) are described through the solution of the following special
Riemann-Hilbert (RH) problem, which we refer to as the model RH problem for Ψ.
RH problem for Ψ
(a) Ψ(ζ) = Ψ(ζ; s, ~τ) is a 2 × 2 matrix-valued function depending on the parameters s ∈ R
and ~τ = (τ1, τ2, . . . , τ2m) ∈ R2m−1 × (0,∞), which is analytic for ζ ∈ C \ {∪4j=1Σj ∪ {0}}
with contours Σj, j = 1, 2, 3, 4, illustrated in Figure 1.
0
Σ 3
Σ2
Σ1
Σ4
Ω2
Ω3
Ω1
Ω4
Figure 1: The jump contours Σj and the regions Ωj, j = 1, 2, 3, 4, for the RH problem for Ψ.
Both the sectors Ω2 and Ω3 have an opening angle π/3.
(b) Ψ has limiting values Ψ±(ζ) for ζ ∈ ∪4j=1Σj, where Ψ+ (Ψ−) denotes the limiting values
from the left (right) side of Σj , and
Ψ+(ζ) = Ψ−(ζ)

1 1
0 1
 , ζ ∈ Σ1, 0 1
−1 0
 , ζ ∈ Σ3,1 0
1 1
 , ζ ∈ Σ2 ∪Σ4.
(2.17)
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(c) As ζ →∞, there exists a function a1(s;~τ) such that
Ψ(ζ; s, ~τ) =
 1 0
a1(s;~τ) 1
[I + Ψ1(s;~τ )
ζ
+O
(
1
ζ2
)]
× e− 14πiσ3ζ− 14σ3 I + iσ1√
2
e−θ(ζ)σ3 , (2.18)
where
θ(ζ) := θ(ζ; s) =
2
3
ζ3/2 + sζ1/2, (2.19)
and
(Ψ1(s;~τ ))12 = a1(s;~τ) (2.20)
with (M)ij standing for the (i, j)-th entry of a matrix M . Here, the branch cuts of the
functions ζ−
1
4 , ζ3/2 and ζ1/2 are all taken along the negative real axis with arg ζ ∈ (−π, π),
σ1 and σ3 are the Pauli matrices defined by
σ1 =
0 1
1 0
 , σ3 =
1 0
0 −1
 . (2.21)
(d) As ζ → 0, there exists a unimodular matrix Ψ0(s) = Ψ0(s;~τ ), independent of ζ, such that
Ψ(ζ; s, ~τ) = Ψ0(s) [I +O(ζ)] e
−∑2mk=1 τkζ−kσ3

I, ζ ∈ Ω1 ∪ Ω4, 1 0
−1 1
 , ζ ∈ Ω2,1 0
1 1
 , ζ ∈ Ω3,
(2.22)
where the regions Ω1 − Ω4 are depicted in Figure 1.
As we will show later, there exists a unique solution to the above model RH problem. We
now set
ψ1(x; s, ~τ )
ψ2(x; s, ~τ )
 =

Ψ+(x; s, ~τ )
1
1
 , for x < 0,
Ψ+(x; s, ~τ )
1
0
 , for x > 0.
(2.23)
Then, the limiting kernels KΨ in Theorem 2.7 can be written as
KΨ(x, y; s, ~τ ) =
ψ1(y; s, ~τ )ψ2(x; s, ~τ)− ψ1(x; s, ~τ )ψ2(y; s, ~τ )
2πi(x− y) . (2.24)
Remark 2.8. The principle of universality (cf. [5, 13, 14]) suggests that this new family of
limiting kernels applies to more general situations whenever the coalescing of the pole and the
soft edge of the spectrum occurs, which represents a new universality class.
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About the proofs and organization of the rest of the paper
The rest of this paper is devoted to the proofs of our results. We deal with the properties
of the model RH problem for Ψ in Section 3, which include its unique solvability, Lax pair
equations and asymptotics as s→ +∞. These results will finally lead to the proof of Theorem
2.1 presented at the end of Section 3. The proofs of multiple scaling limits of the partition
function and the correlation kernel rely on their connections with the classical RH problem
that characterize orthogonal polynomials. In Section 4, we recall this RH problem (denoted
by Y ), and establish some new relations between the logarithmic derivative of the partition
function (with respect to λ) and Y . We then perform a Deift-Zhou steepest descent analysis
of the RH problem for Y in Section 5. According to Assumption 2.3, the analysis should be
performed under conditions (2.11) and (2.12). It comes out that, in practice, the asymptotics
of Y for λ in the regime (2.11) alone is not enough for us to derive the asymptotics of the
partition function. The reason is what we really obtain from the differential identity is the
asymptotics of the logarithmic derivative of the partition function. We then encounter the
problem of identifying the integration constant. To resolve this problem, our strategy is the
following. In Section 5, we carry out asymptotic analysis of the RH problem for Y in a larger
regime 1 + cn−2/3 < λ < 1 + dn−1/3, where c < 0 and d > 0 are arbitrarily fixed constants,
and the model RH problem Ψ is used in the construction of local parametrix near z = 1. As a
consequence, we are able to prove Theorem 2.7 and derive the asymptotics of the logarithmic
derivative of the partition function (Lemma 6.1), as presented in Section 6. Particularly, the
error bound in the asymptotic formula is uniformly valid for 1 + cn−2/3 < λ < 1 + dn−1/3. We
then analyze the RH problem for Y with λ > 1 + n−2/5 as n→∞ in Section 7, and obtain the
asymptotics of the partition function at the end of this section; see Lemma 7.1 below. Note that
these two ranges of λ are overlapped, which enables us to estimate the constant of integration
and leads to the proof of Theorem 2.4 given in Section 8.
3 Analysis of the model RH problem
In this section, we first show that the model RH problem for Ψ is uniquely solvable, and then
derive the associated Lax pair equations, whose compatibility condition will give us the coupled
Painleve´ XXXIV system. After performing the Deift-Zhou steepest descent analysis to the RH
problem for Ψ as s→ +∞, we finally present the proof of Theorem 2.1 at the end.
3.1 Unique solvability of the RH problem for Ψ
We start with a lemma also known as the vanishing lemma.
Lemma 3.1 (Vanishing Lemma). Let Ψ˜(1)(ζ; s, ~τ ) with s ∈ R and parameters ~τ = (τ1, τ2, . . . , τ2m) ∈
R
2m−1 × (0,∞) be the ‘homogeneous’ version of the RH problem for Ψ, i.e., it satisfies items
(a), (b) and (d) of the RH problem for Ψ, but with the large ζ behavior replaced by
Ψ˜(1)(ζ) = O
(
1
ζ
)
ζ−
1
4
σ3 I + iσ1√
2
e−θ(ζ)σ3 , (3.1)
where θ is defined in (2.19). Then, the solution is trivial, that is,
Ψ˜(1)(ζ) ≡ 0.
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Proof. We first bring all the jumps of Ψ˜(1) to the real axis and remove the exponential term in
its large ζ behavior by introducing the following transformation
Ψ˜(2)(ζ) := Ψ˜(1)(ζ)eθ(ζ)σ3

I, for ζ ∈ Ω1 ∪Ω4, 1 0
e2θ(ζ) 1
 , for ζ ∈ Ω2, 1 0
−e2θ(ζ) 1
 , for ζ ∈ Ω3,
(3.2)
where the regions Ω1−Ω4 are depicted in Figure 1. Then, it is easily seen that Ψ˜(2)(ζ) satisfies
the following RH problem.
RH problem for Ψ˜(2)
(a) Ψ˜(2)(ζ) is defined and analytic in C \ R.
(b) Ψ˜(2)(ζ) satisfies the jump condition
Ψ˜
(2)
+ (x) = Ψ˜
(2)
− (x)

1 e−2θ(x)
0 1
 , x > 0,e2θ+(x) 1
0 e2θ−(x)
 , x < 0.
(3.3)
(c) As ζ →∞, we have
Ψ˜(2)(ζ) = O
(
1
ζ3/4
)
. (3.4)
(d) As ζ → 0, we have
Ψ˜(2)(ζ) = O(1)e−
∑2m
k=1 τkζ
−kσ3 . (3.5)
We next define a matrix-valued function M by
M(ζ) := Ψ˜(2)(ζ)
0 −1
1 0
(Ψ˜(2)(ζ¯))∗ , ζ ∈ C \R, (3.6)
where ζ¯ denotes the conjugate of ζ and A∗ stands for the Hermitian conjugate of the matrix A.
From the RH problem for Ψ˜(2), it is readily seen that M(ζ) is analytic C \ R. Moreover, M(ζ)
is bounded near the origin and M(ζ) = O
(
1
ζ3/2
)
as ζ → ∞. Thus, by Cauchy’s theorem, we
have ∫
R
M+(x)dx = 0. (3.7)
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Using the jump condition (3.3) and the definition of M in (3.6), the integral (3.7) can be
rewritten as
∫ 0
−∞
Ψ˜
(2)
− (x)
 1 −e2θ+(x)
e2θ−(x) 0
(Ψ˜(2)− (x))∗ dx
+
∫ ∞
0
Ψ˜
(2)
− (x)dx
e2θ(x) −1
1 0
(Ψ˜(2)− (x))∗ dx = 0. (3.8)
By adding this relation to its Hermitian conjugate, we have
∫ 0
−∞
Ψ˜
(2)
− (x)
2 0
0 0
(Ψ˜(2)− (x))∗ dx + ∫ ∞
0
Ψ˜
(2)
− (x)
2e2θ(x) 0
0 0
(Ψ˜(2)− (x))∗ dx = 0, (3.9)
where use has been made of the fact that θ+(x) is purely imaginary and
θ+(x) = −θ−(x), x < 0.
Thus, we obtain from (3.9) that the first column of Ψ˜
(2)
− (x) vanishes for real value of x, which
also implies the first column of Ψ˜(2) vanishes in the lower half complex plane. By the jump
relation (3.3), the second column of Ψ˜(2) vanishes in the upper half complex plane. It then
follows from the Carlson’s theorem that the other entries of Ψ˜(2) vanish in the complex plane
as well, cf. [20, 31]. Hence, on account of (3.2), we arrive at Ψ˜(1)(ζ) ≡ 0.
This completes the proof of Lemma 3.1.
By a standard analysis [14, 15, 17], the following proposition is immediate.
Proposition 3.2. There exists a unique solution to the RH problem for Ψ for the parameters
s ∈ R and ~τ = (τ1, τ2, . . . , τ2m) ∈ R2m−1 × (0,∞).
3.2 Lax pair equations and the coupled Painleve´ system
We next derive the Lax pair for Ψ and establish its connection to the coupled Painleve´ system
(2.1) from the associated compatibility condition.
Proposition 3.3. Let Ψ = Ψ(ζ; s, ~τ) be a solution of the model RH problem. Then, we have
the following Lax pair:
∂Ψ
∂ζ
=
(
2m+1∑
k=0
Ak
ζk
+ ζσ−
)
Ψ, (3.10)
∂Ψ
∂s
= B(ζ; s)Ψ, (3.11)
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where σ− =
0 0
1 0
, the coefficient matrices take the form
A0(s) =
 0 1
b1 + s 0
 , (3.12)
Ak(s) =
 b′k2 −bk
b′′k
2 − (2b1 + s)bk − bk+1 −
b′k
2
 , k = 1, 2, . . . , 2m+ 1, (3.13)
with ′ = dds , and
B(ζ; s) =
 0 1
ζ + 2b1 + s 0
 . (3.14)
Moreover, the functions b1(s), . . . , b2m+1(s) in (3.12) and (3.13) satisfy the coupled Painleve´
XXXIV system (2.1) with the parameters τ˜p given by (2.3).
Proof. Since the jumps in the RH problem for Ψ are constant matrices, it follows that the
functions
A(ζ; s) :=
∂Ψ
∂ζ
·Ψ−1, B(ζ; s) := ∂Ψ
∂s
·Ψ−1 (3.15)
are meromorphic in ζ with possible isolated singularity at the origin. From the asymptotic
behaviors of Ψ near ζ =∞ and ζ = 0 as given in (2.18)–(2.22), we have that
A(ζ; s) =
2m+1∑
k=0
Ak
ζk
+ ζσ−, (3.16)
B(ζ; s) =
 0 1
ζ + b1(s) + a
′
1(s) +
s
2 0
 , (3.17)
where
A0 =
 0 1
b1(s) + s 0
 , (3.18)
b1(s) = −(A1)12 = a1(s)2 − 2a2(s)− s
2
(3.19)
with
a2(s) = a2(s;~τ) = (Ψ1(s;~τ ))11. (3.20)
To show that the other ζ-independent matrices Ak, k = 1, . . . , 2m + 1 in (3.16) have the
explicit expressions as given in (3.13), we note that the compatibility condition
∂2Ψ
∂ζ∂s
=
∂2Ψ
∂s∂ζ
for the differential equations (3.10) and (3.11) is the zero curvature relation
∂A
∂s
− ∂B
∂ζ
+ [A,B] = 0, (3.21)
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where [L,K] = LK−KL stands for the standard commutator of two matrices. Hence, it follows
that
2m+1∑
k=1
A′k
ζk
+
 0 0
b′1(s) 0

=
 0 1
ζ + b1(s) + a
′
1(s) +
s
2 0
2m+1∑
k=1
Ak
ζk
+
 0 1
ζ + b1(s) + s 0

−
2m+1∑
k=1
Ak
ζk
+
 0 1
ζ + b1(s) + s 0
 0 1
ζ + b1(s) + a
′
1(s) +
s
2 0
 . (3.22)
In addition, since detΨ(ζ) = 1, we have TrA = 0, which means
TrAk = 0. (3.23)
As a consequence, if one sets
bk = −(Ak)12, k = 1, . . . , 2m+ 1,
by comparing the coefficients of ζj, j = 0, . . . ,−2m− 1, on both sides of (3.22) and making use
of (3.23), we obtain the relation
a′1 = b1 +
s
2
, (3.24)
and 
(Ak)11 = −(Ak)22 = b
′
k(s)
2 ,
(Ak)21 =
b′′k(s)
2 − (2b1(s) + s)bk(s)− bk+1(s),
(Ak)
′
21 = 2(2b1 + s)(Ak)11 + 2(Ak+1)11,
(3.25)
where k = 1, . . . , 2m and bk = 0 for k > 2m + 1, as shown in (3.13). Substituting the first
two equations into the third one, we obtain the Lenard type recursion relation (2.7) for bk,
k = 1, . . . , 2m.
To derive the coupled Painleve´ system (2.1), we observe from the asymptotic behavior of Ψ
near ζ = 0 (see (2.22)) that as ζ → 0,
detA(ζ; s) = −
4m+2∑
p=2m+2
τ˜pζ
−p +O(ζ−(2m+1)), (3.26)
where the constants τ˜p are given in (2.3). The above formula, together with (3.16), (3.12) and
(3.13), implies (2.1).
This completes the proof of Proposition 3.3.
Remark 3.4. We derive the coupled Painleve´ XXXIV system (2.1) from (3.26). One may also
obtain it from the Lenard type recursion relation (2.7) by using a similar argument as in Atkin
[2, Theorem 4.1].
3.3 Asymptotic analysis of the RH problem for Ψ as s→ +∞
In this section, we shall perform the Deift-Zhou steepest descent analysis to the RH problem
for Ψ as s → +∞, which will be essential in proving the asymptotics of b1 shown in (2.4). It
consists of a series of explicit and invertible transformations which leads to an RH problem
tending to the identity matrix as s→ +∞.
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3.3.1 Ψ→ U : Rescaling
Define
U(ζ; s, ~τ ) = Ψ(sζ; s, ~τ). (3.27)
It is then straightforward to show that the function U satisfies the following RH problem.
RH problem for U
(a) U(ζ) is defined and analytic in C \ {∪4j=1Σj ∪ {0}}, where the contours Σj, j = 1, 2, 3, 4
are illustrated in Figure 1.
(b) U shares the same piecewise-constant jump condition as Ψ(ζ); see (2.17).
(c) As ζ →∞, we have
U(ζ; s, ~τ ) =
 1 0
a1(s;~τ) 1
[I + Ψ1(s;~τ )
sζ
+O
(
1
ζ2
)]
× e− 14πiσ3(sζ)− 14σ3 I + iσ1√
2
e−s
3/2( 2
3
ζ3/2+ζ1/2)σ3 , (3.28)
where the functions a1 and Ψ1 are given in (2.18).
(d) As ζ → 0, we have
U(ζ) = Ψ0(s) (I +O(ζ)) e
−∑2mk=1 τks−kζ−kσ3

I, ζ ∈ Ω1 ∪Ω4, 1 0
−1 1
 , ζ ∈ Ω2,1 0
1 1
 , ζ ∈ Ω3,
(3.29)
where the function Ψ0 is given in (2.22) and the regions Ω1−Ω4 are depicted in Figure 1.
3.3.2 U →W : Contour deformation
In the second transformation we apply contour deformation. The rays Σ2 and Σ4 emanating
from the origin are replaced by their parallel lines Σ˜2 and Σ˜4 emanating from the point −1.
These lines divide the whole complex plane into six regions, which we denote by Ω1, . . . ,Ω6; see
Figure 2 for an illustration.
We then define
W (ζ) =

U(ζ) for ζ ∈ ∪4j=1Ωj,
U(ζ)
1 0
1 1
 for ζ ∈ Ω5,
U(ζ)
 1 0
−1 1
 for ζ ∈ Ω6.
(3.30)
It is readily seen that the function W defined above satisfies the following conditions.
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Figure 2: The contours Σ˜j, j = 1, . . . , 4, and the domains Ωk, k = 1, . . . , 6.
RH problem for W
(a) W (ζ) is analytic in C \ {∪4j=1Σ˜j ∪ {−1}}, where the contours Σ˜j, j = 1, 2, 3, 4, are shown
as the solid lines in Figure 2. Note that
Σ˜1 = (−1,+∞), Σ˜3 = (−∞,−1). (3.31)
(b) W (ζ) satisfies the jump condition
W+(ζ) =W−(ζ)

1 1
0 1
 , ζ ∈ Σ˜1, 0 1
−1 0
 , ζ ∈ Σ˜3,1 0
1 1
 , ζ ∈ Σ˜2 ∪ Σ˜4.
(3.32)
(c) As ζ →∞, W has the same asymptotic behavior as U .
(d) As ζ → 0, we have
W (ζ) = Ψ0(s) (I +O(ζ)) e
−∑2mk=1 τks−kζ−kσ3 . (3.33)
All the conditions in the above RH problem are straightforward to check except the jump
condition on (−1, 0), which we verify now. By (3.30) and item (b) in the RH problem for U ,
we have, if ζ ∈ (−1, 0),
W+(ζ) = U+(ζ)
1 0
1 1
 = U−(ζ)
 0 1
−1 0
1 0
1 1

=W−(ζ)
1 0
1 1
 0 1
−1 0
1 0
1 1
 =W−(ζ)
1 1
0 1
 ,
as shown in (3.32).
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3.3.3 W → Q: Normalization at ∞ and 0
Define
g(ζ) =
2
3
(ζ + 1)
3
2 , ζ ∈ C \ (−∞,−1], (3.34)
where arg(ζ + 1) ∈ (−π, π). It is easy to see that
g(ζ) =
2
3
ζ3/2 + ζ1/2 +
1
4ζ1/2
+O(1/ζ3/2), ζ →∞, (3.35)
and
g+(ζ) + g−(ζ) = 0, ζ < −1. (3.36)
We also define
q(ζ) =
√
ζ + 1
2m∑
k=1
ck
skζk
, ζ ∈ C \ (−∞,−1], (3.37)
with arg(ζ + 1) ∈ (−π, π), where the coefficients ck = ck(s) are chosen such that as ζ → 0
q(ζ) =
2m∑
k=1
τk
skζk
+O(1). (3.38)
Again, we have that
q+(ζ) + q−(ζ) = 0, ζ < −1. (3.39)
Note that √
ζ + 1 =
∞∑
k=0
(−1)k(−12)k
k!
ζk, for |ζ| < 1
with (a)k =
Γ(a+k)
Γ(a) = a(a+ 1) . . . (a + k − 1) being the Pochhammer symbol. It is readily seen
that the constants ck, k = 1, . . . , 2m, in (3.37) satisfy the following linear system
2m∑
j=i
(−1)j−i (−
1
2 )j−i
(j − i)!
cj
sj
=
τi
si
, i = 1, . . . , 2m. (3.40)
Since the coefficient matrix in (3.40) is an upper triangular matrix, one can determine these
constants recursively to obtain that
c2m = τ2m, c2m−1 =
(τ2m−1
s2m−1
− τ2m
2s2m
)
s2m−1, . . . . (3.41)
In particular, we have
c1 = τ1 +O(1/s), s→ +∞. (3.42)
The third transformation is then defined by
Q(ζ) =
 1 0
−i
(
s3/2
4 +
c1
s
)
1
 s 14σ3e 14πiσ3
 1 0
−a1(s) 1
W (ζ)e(s3/2g(ζ)+q(ζ))σ3 . (3.43)
By (3.36) and (3.39), it is readily to verify that Q satisfies the following RH problem.
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RH problem for Q
(a) Q(ζ) is defined and analytic in C \ {∪4j=1Σ˜j ∪ {−1}}.
(b) Q(ζ) satisfies the jump condition
Q+(ζ) = Q−(ζ)JQ(ζ) = Q−(ζ)

1 e−2(s3/2g(ζ)+q(ζ))
0 1
 , ζ ∈ Σ˜1, 1 0
e2(s
3/2g(ζ)+q(ζ)) 1
 , ζ ∈ Σ˜2 ∪ Σ˜4, 0 1
−1 0
 , ζ ∈ Σ˜3.
(3.44)
(c) As ζ →∞, we have
Q(ζ) =
(
I +
Q1
ζ
+O
(
1
ζ2
))
ζ−
1
4
σ3 I + iσ1√
2
(3.45)
with
(Q1)12 = i
(
a1(s)
s1/2
− s
3/2
4
− c1
s
)
. (3.46)
(d) Q(ζ) is bounded near the origin.
For the convenience of the reader, we give a proof of (3.45) and (3.46) in what follows. By
(3.28) and (3.30), it follows that, as ζ →∞,
W (ζ) =
 1 0
a1(s) 1
 e− 14πiσ3s− 14σ3 [I + Ψ̂1(s)
ζ
+O
(
1
ζ2
)]
× ζ− 14σ3 I + iσ1√
2
e−s
3/2( 23 ζ
3/2+ζ1/2)σ3 , (3.47)
where
Ψ̂1(s) =
1
s
∗ is1/2a1(s)
∗ ∗
 (3.48)
with ∗ being certain unimportant entries. In view of (3.35) and (3.37), we note that
e−s
3/2( 23 ζ
3/2+ζ1/2)σ3e(s
3/2g(ζ)+q(ζ))σ3
=
I +
 c1s + s3/24 0
0 − c1s − s
3/2
4
 1
ζ1/2
+O
(
1
ζ3/2
) (3.49)
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for large ζ. Inserting the above formula into (3.47), it follows from an elementary calculation
that
W (ζ)e(s
3/2g(ζ)+q(ζ))σ3 =
 1 0
a1(s) 1
 e− 14πiσ3s− 14σ3
 1 0
i
(
s3/2
4 +
c1
s
)
1

×
I +
∗ i(a1(s)s1/2 − s3/24 − c1s )
∗ ∗
 1
ζ
+O
(
1
ζ2
) ζ− 14σ3 I + iσ1√
2
. (3.50)
This, together with (3.43), gives us (3.45) and (3.46).
3.3.4 Outer parametrix
By (3.34), we see that for sufficiently large positive s, the jump matrices of Q tend to the
identity matrix exponentially fast except the one on Σ˜3 = (−∞,−1). Thus, we expect that Q
should be approximated by the solution to the following RH problem.
RH problem for Q(∞)
(a) Q(∞)(ζ) is defined and analytic in C \ (−∞,−1].
(b) Q(∞)(ζ) satisfies the jump condition
Q
(∞)
+ (ζ) = Q
(∞)
− (ζ)
 0 1
−1 0
 , ζ ∈ (−∞,−1). (3.51)
(c) As ζ →∞, we have
Q(∞)(ζ) =
(
I +O
(
1
ζ
))
ζ−
1
4
σ3 I + iσ1√
2
. (3.52)
The solution to the above RH problem is explicitly given by
Q(∞)(ζ) = (ζ + 1)−
1
4
σ3 I + iσ1√
2
, (3.53)
where the branch is chosen as arg(ζ + 1) ∈ (−π, π).
3.3.5 Local parametrix near ζ = −1
Near ζ = −1, the outer parametrix Q(∞)(ζ) is no longer a good approximation to Q(ζ). We
seek a parametrix Q(−1)(ζ) satisfying the following RH problem:
RH problem for Q(−1)
(a) Q(−1)(ζ) is analytic in U(−1, r)\{∪4j=1Σ˜j∪{−1}}, where U(a, b) := {ζ|ζ ∈ C, |ζ−a| < b}.
(b) Q(−1)(ζ) satisfies the same jump condition (3.44) as Q for ζ ∈ U(−1, r) ∩ {∪4j=1Σ˜j}.
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(c) As s→ +∞, Q(−1)(ζ) matches Q(∞)(ζ) on the boundary of U(−1, r), i.e.,
Q(−1)(ζ) = (I +O(1/s))Q(∞)(ζ), ζ ∈ ∂U(−1, r). (3.54)
The construction of Q(−1) is standard (cf. [13, 15]) with the aid of the so-called Airy parametrix
ΦAi defined by
ΦAi(ζ) =MAi

Ai(ζ) Ai(ω2ζ)
Ai′(ζ) ω2Ai′(ω2ζ)
 e−pii6 σ3 , for ζ ∈ Ω1,Ai(ζ) Ai(ω2ζ)
Ai′(ζ) ω2Ai′(ω2ζ)
 e−pii6 σ3
 1 0
−1 1
 , for ζ ∈ Ω2,Ai(ζ) −ω2Ai(ωζ)
Ai′(ζ) −Ai′(ωζ)
 e−pii6 σ3
1 0
1 1
 , for ζ ∈ Ω3,Ai(ζ) −ω2Ai(ωζ)
Ai′(ζ) −Ai′(ωζ)
 e−pii6 σ3 , for ζ ∈ Ω4,
(3.55)
where ω = e
2pii
3 , Ai is the Airy function (cf. [24, Chapter 9]),
MAi =
√
2πe
1
6
πi
1 0
0 −i

is a constant matrix and the regions Ωi are indicated in Figure 1. It is well-known that ΦAi
solves the following RH problem; see [15].
RH problem for ΦAi
(a) ΦAi(ζ) is analytic in C\{∪4j=1Σj∪{0}}, where the contours Σj, j = 1, 2, 3, 4 are illustrated
in Figure 1.
(b) ΦAi satisfies the same jump condition (2.17) as Ψ.
(c) As ζ →∞, we have
ΦAi(ζ) =
1√
2
ζ−
σ3
4
1 i
i 1
+ 1
48ζ3/2
−5 5i
7i −7
+O( 1
ζ3
) e− 23 ζ3/2σ3 . (3.56)
The local parametrix Q(−1)(ζ) is then constructed in terms of the Airy parametrix ΦAi as
follows:
Q(−1)(ζ) =
 1 0
−i τ1s 1
 s 14σ3ΦAi(s(ζ + 1))e(s3/2g(ζ)+q(ζ))σ3 . (3.57)
With Q(−1) defined in (3.57), it is straightforward to check the jump condition stated in item
(b) of the RH problem for Q(−1) is satisfied. To show (3.54), we see from (3.37), (3.42) (3.53),
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(3.57) and (3.56) that, for ζ ∈ ∂U(−1, r) and large positive s,
Q(−1)(ζ)Q(∞)(ζ)−1
=
 1 0
−i τ1s 1
 (ζ + 1)− 14σ3
1 i
i 1
+ 1
48(s(ζ + 1))3/2
−5 5i
7i −7
+O( 1
s3
)
× eq(ζ)σ3
1 i
i 1
−1 (ζ + 1) 14σ3
=
 1 0
−i τ1s 1
 (ζ + 1)− 14σ3
1 i
i 1
+ 1
48(s(ζ + 1))3/2
−5 5i
7i −7
+O( 1
s3
)
×
[
I +
c1
√
ζ + 1
ζ
σ3
s
+O
(
1
s2
)]1 i
i 1
−1 (ζ + 1) 14σ3
= I +
J1(ζ)
s
+
J2(ζ)
s3/2
+O
(
1
s2
)
, (3.58)
where
J1(ζ) =
τ1
ζ
0 −i
i 0
 , (3.59)
J2(ζ) =
1
48
 0 5i(ζ+1)2
7i
ζ+1 0
 . (3.60)
3.3.6 Final transformation
Our final transformation is defined by
D(ζ) =
 Q(ζ)Q(∞)(ζ)−1, for z ∈ C \ U(−1, r),Q(ζ)Q(−1)(ζ)−1, for z ∈ U(−1, r). (3.61)
It is then easily seen that D satisfies the following RH problem.
RH problem for D
(a) D(ζ) is analytic in C \ ΣD, where the contour ΣD is shown in Figure 3.
(b) D(ζ) satisfies the jump condition
D+(ζ) = D−(ζ)JD(ζ), ζ ∈ ΣD,
where
JD(ζ) =
 Q(−1)(ζ)Q(∞)(ζ)−1, ζ ∈ ∂U(−1, r),Q(∞)(ζ)JQ(ζ)Q(∞)(ζ)−1, ζ ∈ ΣD \ ∂U(−1, r), (3.62)
with JQ(ζ) being defined in (3.44).
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Figure 3: Contour ΣD for the RH problem for D.
(c) As ζ →∞,
D(ζ) = I +O(1/ζ). (3.63)
The RH problem for D is equivalent to the following singular integral equation:
D(ζ) = I +
1
2πi
∫
ΣD
D−(w) (JD(w) − I) dw
w − ζ , ζ ∈ C \ ΣD. (3.64)
Note that there exists some constant c > 0 such that
JD(ζ) = I +O
(
e−cs
3/2
)
, ζ ∈ ΣD \ ∂U(−1, r) (3.65)
for large positive s. This, together with (3.58) and standard analysis (cf. [13, 16]), implies that
D(ζ) admits a large s expansion of the following form
D(ζ) = I +
D1(ζ)
s
+
D2(ζ)
s3/2
+O
(
s−2
)
, (3.66)
uniformly for ζ ∈ C \ ΣD.
Furthermore, a combination of (3.66) and the RH problem for D shows that each Di(ζ),
i = 1, 2, satisfies the following RH problem.
RH problem for Di
(a) Di(ζ) is analytic in C \ ∂U(−1, r).
(b) For ζ ∈ ∂U(−1, r), we have
Di,+(ζ)−Di,−(ζ) = Ji(ζ), (3.67)
where Ji(ζ), i = 1, 2, is given in (3.59) and (3.60), respectively.
(c) As ζ →∞,
Di(ζ) = O(1/ζ).
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By Cauchy theorem and the residue theorem, it is readily seen that
D1(ζ) =
1
2πi
∮
∂U(−1,r)
J1(w)
w − ζ dw =

τ1
ζ
 0 i
−i 0
 , for ζ ∈ U(−1, r),
0, for ζ ∈ C \ U(−1, r),
(3.68)
and
D2(ζ) =
1
2πi
∮
∂U(−1,r)
J2(w)
w − ζ dw =
1
48
 0 5i(ζ+1)2
7i
ζ+1 0
 , for ζ ∈ C \ U(−1, r). (3.69)
We are now ready to prove Theorem 2.1.
3.4 Proof of Theorem 2.1
By Propositions 3.2 and 3.3, it is immediate that there exists a family of solutions b1, . . . , b2m+1
to the coupled Painleve´ XXXIV system (2.1) with the specified parameters (2.3), which are also
pole-free for real s.
To show that the function b1 in (3.12) indeed has the large s behavior (2.4), by (3.24), it
suffices to derive the derive the large s behavior of a1. From (3.53), (3.61) and (3.64), it is
readily seen that, for large ζ,
Q(ζ) = D(ζ)Q(∞)(ζ) =
(
I +
D∞
ζ
+O
(
ζ−2
))(
I − 1
4ζ
σ3 + O
(
ζ−2
))
ζ−
1
4
σ3 I + iσ1√
2
, (3.70)
where
D∞ =
i
2π
∫
ΣD
D−(w) (JD(w)− I) dw. (3.71)
If we further take s→ +∞, a combination of (3.71), (3.66), (3.65) and (3.59) gives
(D∞)12 = O
(
s−2
)
. (3.72)
From (3.70), (3.46), (3.42) and the above estimate, we have
a1(s) =
s2
4
+
τ1√
s
+O(1/s3/2), s→ +∞. (3.73)
This, together with (3.24), gives us (2.4).
This completes the proof of Theorem 2.1.
4 RH problem for orthogonal polynomials and the differential
identities
Recall that πn(x) is the monic polynomial of degree n orthogonal with respect to the weight
function w(x) given in (1.6), it is well-known that the 2× 2 matrix-valued function
Y (z) = Y
(
z;λ,~t
)
=
 πn(z) 12πi ∫R πn(x)w(x)x−z dx
−2πiγ2n−1 πn−1(z) −γ2n−1
∫
R
πn−1(x)w(x)
x−z dx
 (4.1)
is the unique solution of the following RH problem (see [18]), where γn depending on λ is defined
in (1.8).
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RH problem for Y
(a) Y (z) is analytic in C \R.
(b) Y (z) satisfies the jump condition
Y+(x) = Y−(x)
1 w(x)
0 1
 , x ∈ R. (4.2)
(c) As z →∞, we have
Y (z) =
(
I +
Y1
z
+O
(
1
z2
))zn 0
0 z−n
 , (4.3)
where the matrix Y1 is independent of z.
(d) Y is bounded near z = λ.
For later use, it is also worthwhile to point out that
(Y1)12 = − 1
2πiγ2n
, (Y1)21 = −2πiγ2n−1; (4.4)
see [15, Equation (3.11)].
In terms of the function Y given in (4.1), the correlation kernel (1.9) can be rewritten as
Kn
(
x, y;λ,~t
)
=
√
w(x)w(y)
2πi(x− y)
(
Y+
(
y;λ,~t
)−1
Y+
(
x;λ,~t
))
21
, x, y ∈ R. (4.5)
The relation between the partition function Zn(λ) and Y is more involved. We will derive two
differential identities with respect to λ in the following lemma, which are expressed in terms of
the asymptotics of Y near infinity and z = λ, respectively.
Lemma 4.1. Let Zn(λ) be the partition function defined in (1.7), then we have
d
dλ
lnZn(λ) = 4n lim
z→∞ z(Y (z)z
−nσ3 − I)11 = 4n(Y1)11, (4.6)
d2
dλ2
lnZn(λ) = 4n
2(λ2 − 1) + det
(
d
dλ
H(λ) ·H(λ)−1
)
, (4.7)
where Y1 is the residue matrix appearing in the large z asymptotics of Y (see (4.3)) and H(λ)
is defined by
H(λ) := Y+(λ)e
−nλ2σ3 . (4.8)
Proof. We start with the following expression for the partition function Zn(λ) in terms of γk(λ)
given in (1.8):
Zn(λ) = n!
n−1∏
k=0
γk(λ)
−2; (4.9)
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see [26]. Taking logarithmic derivative on both sides of the above formula gives us
d
dλ
lnZn(λ) = −2
n−1∑
k=0
γk(λ)
−1 d
dλ
γk(λ). (4.10)
To find the logarithmic derivative of γk, we see from (1.8) and a change of variable x→ x+ λ
that
γk(λ)
−2δj,k =
∫
R
πj(x+ λ)πk(x+ λ)w(x + λ)dx. (4.11)
By taking derivative with respect to λ on both sides of (4.11) with j = k, it follows that
−2γk(λ)−3 d
dλ
γk(λ) = −4n
∫
R
(x+ λ)(πk(x+ λ))
2w(x+ λ)dx,
or, equivalently,
γk(λ)
−1 d
dλ
γk(λ) = 2nγk(λ)
2
∫
R
xπk(x)
2w(x)dx. (4.12)
This, together with (4.10), the Christoffel-Darboux formula for orthogonal polynomials and
(1.8), implies that
d
dλ
lnZn(λ) = −4n
∫
R
x
n−1∑
k=0
(γk(λ)πk(x))
2w(x)dx
= −4nγn−1(λ)2
∫
R
x
(
d
dx
πn(x) · πn−1(x)− πn(x) · d
dx
πn−1(x)
)
w(x)dx
= −4nγn−1(λ)2
∫
R
x
d
dx
πn(x) · πn−1(x)w(x)dx. (4.13)
If we further set
πn(x) = x
n + p1(n;λ)x
n−1 + . . .
and expand x ddxπn(x) in terms of πk, it is readily seen that
x
d
dx
πn(x) = nx
n + (n− 1)p1(n;λ)xn−1 + . . . = nπn(x)− p1(n;λ)πn−1(x) + . . . . (4.14)
Inserting the above formula into (4.13), we obtain again from the orthogonality condition (1.8)
that
d
dλ
lnZn(λ) = 4np1(n;λ) = 4n lim
z→∞ z(Y (z)z
−nσ3 − I)11 = 4n(Y1)11, (4.15)
as required.
We next give the proof of the second differential identity (4.7). By taking derivative with
respect to λ on both sides of (4.11) with j = n and k = n − 1, it is readily seen from the
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orthogonality condtion that
0 =
∫
R
((
d
dλ
p1(n;λ) + n
)
(x+ λ)n−1 + . . .
)
πn−1(x+ λ)w(x + λ)dx
− 4n
∫
R
(x+ λ)πn−1(x+ λ)πn(x+ λ)w(x+ λ)dx
=
∫
R
((
d
dλ
p1(n;λ) + n
)
πn−1(x+ λ) + . . .
)
πn−1(x+ λ)w(x + λ)dx
− 4n
∫
R
(πn(x+ λ) + . . .)πn(x+ λ)w(x+ λ)dx
=
(
d
dλ
p1(n;λ) + n
)
γn−1(λ)−2 − 4nγn(λ)−2.
Hence, a combination of (4.15) and the above formula yields
d
dλ
(Y1)11 = 4n
(
γn−1(λ)
γn(λ)
)2
− n = 4n(Y1)12(Y1)21 − n, (4.16)
where we have made use of (4.4) in the last step.
To proceed, we define
Y˜ (z) = Y˜ (z;λ) := Y (z + λ)w(z + λ)
1
2
σ3 . (4.17)
Thus, it is easily seen that Y˜ solves the following RH problem.
RH problem for Y˜
(a) Y˜ (z) is analytic in C \R.
(b) Y˜ (z) satisfies the jump condition
Y˜+(x) = Y˜−(x)
1 1
0 1
 , x ∈ R. (4.18)
(c) As z →∞, we have
Y˜ (z) =
(
I +
Y˜1
z
+O
(
1
z2
))zn 0
0 z−n
 e−n(z+λ)2σ3 , (4.19)
where
Y˜1 = Y1 +
−n2 t1 0
0 n2 t1
 (4.20)
with Y1 being given in (4.3).
(d) As z → 0, we have
Y˜ (z;λ) = O(1)e−
n
2
∑
2m
k=1 tkz
−kσ3 . (4.21)
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Since the jump matrix for Y˜ is a constant matrix, we have that the function
∂
∂λ
Y˜ (z;λ)Y˜ (z;λ)−1
is meromorphic in z with one possible singularity near the origin. By (4.19), it is readily seen
that
∂
∂λ
Y˜ (z;λ) =
−2n(z + λ)σ3 − 4n
 0 −(Y1)12
(Y1)21 0
 Y˜ (z;λ). (4.22)
By the definition (4.8), we have H(λ) = Y˜+(0). From (4.22), we obtain that
d
dλ
H(λ) = −2n
 λ −2(Y1)12
2(Y1)21 −λ
H(λ). (4.23)
Hence, it follows from (4.6), (4.16) and (4.23) that
d2
dλ2
lnZn(λ) = 4n
d
dλ
(Y1)11 = 16n
2(Y1)12(Y1)21 − 4n2
= 4n2(λ2 − 1) + det
(
d
dλ
H(λ) ·H(λ)−1
)
, (4.24)
which is (4.7).
This completes the proof of Lemma 4.1.
5 Asymptotic analysis of the RH problem for Y with 1+cn−2/3 <
λ < 1 + dn−1/3
In this section, we perform the Deift-Zhou steepest descent analysis to the RH problem for Y
under (2.12) and
1 + cn−2/3 < λ < 1 + dn−1/3,
where c < 0, d > 0 are arbitrarily fixed constants. The reason why we enlarge the range of λ is
explained at the end of Section 2.
5.1 Y → T : Normalization at ∞
Define
ĝ(z) =
∫ 1
−1
log(z − x)ϕ(x)dx, z ∈ C \ (−∞, 1], (5.1)
where ϕ(x) = 2π
√
1− x2 and the branch cut of the logarithm is taken along the negative axis
so that arg(z − x) ∈ (−π, π). We then introduce the first transformation Y → T to normalize
the large z behavior of Y :
T (z) = e−
1
2
nlσ3Y (z)en(
1
2
l−ĝ(z))σ3e−
n
2
∑
2m
k=1 tk(z−λ)−kσ3 , z ∈ C \R. (5.2)
with the constant
l := −1− 2 ln 2. (5.3)
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With the φ-function given in (2.8), it is easily seen that the ĝ-function and the φ-function
satisfy the following properties:
ĝ+(x)− ĝ−(x) =
 2πi, x < −1,2φ−(x) = −2φ+(x), −1 < x < 1, (5.4)
ĝ(z) + φ(z)− z2 − l/2 = 0, z ∈ C. (5.5)
Thus, it is readily seen that T (z) defined in (5.2) solves the following RH problem.
RH problem for T
(a) T (z) is analytic in C \R.
(b) T satisfies the jump condition
T+(x) = T−(x)

1 e−2nφ(x)
0 1
 , x ∈ (1,+∞),e2nφ+(x) 1
0 e2nφ−(x)
 , x ∈ (−1, 1),1 e−2nφ+(x)
0 1
 , x ∈ (−∞,−1).
(5.6)
(c) As z →∞, we have
T (z) = I +O(1/z). (5.7)
(d) As z → λ, we have
T (z) = O(1)e−
n
2
∑2m
k=1 tk(z−λ)−kσ3 . (5.8)
To show the jump condition (5.6), we see from (4.2) and (5.2) that
T+(x) = T−(x)
en(ĝ−(x)−ĝ+(x)) e−2n(x2+(l−ĝ+(x)−ĝ−(x))/2)
0 en(ĝ+(x)−ĝ−(x))
 , x ∈ R.
This, together with (5.4) and (5.5), implies (5.6).
5.2 T → S: Contour deformation
Since Reφ±(x) = 0 for x ∈ (−1, 1) (see (2.8)), the diagonal entries of the jump matrix in the
RH problem for T on (−1, 1) are highly oscillatory for large n. We now deform the interval
[−1, λ] into a lens-shaped region (see Figure 4), and introduce the transformation T → S below
to remove the oscillations. Note that the lens opening depends on the parameter λ; see also [31]
for a similar situation.
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Figure 4: Contour ΣS for the RH problem for S.
Define
S(z) =

T (z), for z outside the lens,
T (z)
 1 0
−e2nφ(z) 1
 , for z in the upper lens,
T (z)
 1 0
e2nφ(z) 1
 , for z in the lower lens.
(5.9)
It is then straightforward to check that S satisfies the following RH problem.
RH problem for S
(a) S(z) is analytic in C \ΣS , where the contour ΣS is shown in Figure 4.
(b) S(z) satisfies the jump condition
S+(z) = S−(z)JS(z), (5.10)
where
JS(z) = S−(z)

1 e−2nφ(z)
0 1
 , z ∈ (max(λ, 1),+∞), 0 1
−1 0
 , z ∈ (−1,min(λ, 1)),e2nφ+(z) 1
0 e2nφ−(z)
 , z ∈ (λ, 1), if λ < 1, 0 e−2nφ(z)
−e2nφ(z) 0
 , z ∈ (1, λ), if λ > 1,1 e−2nφ+(z)
0 1
 , z ∈ (−∞,−1), 1 0
e2nφ(z) 1
 , z ∈ Σ+S ∪ Σ−S .
(5.11)
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(c) As z →∞, we have
S(z) = I +O(1/z). (5.12)
(d) As z → λ, we have
S(z) = O(1)e−
n
2
∑
2m
k=1 tk(z−λ)−kσ3 . (5.13)
When n is large, the jump matrix JS(z) tends to the identity matrix for z bounded away
from the interval (−1, λ). In what follows, we will construct both the outer parametrix and
the local parametrices near endpoints to approximate S for large n. Particularly, the local
parametrix near z = 1 will be built in terms of the new model RH problem for Ψ in Section 2.
5.3 Outer parametrix
The outer parametrix N solves an RH problem with a jump only along (−1, λ).
RH problem for N
(a) N(z) is analytic in C \ [−1, λ].
(b) N satisfies the jump condition
N+(x) = N−(x)
 0 1
−1 0
 , x ∈ (−1, λ). (5.14)
(c) As z →∞, we have
N(z) = I +O(z−1). (5.15)
The solution to the above RH problem is explicitly given by
N(z) =
 β0(z)+β−10 (z)2 β0(z)−β−10 (z)2i
−β0(z)−β
−1
0
(z)
2i
β0(z)+β
−1
0
(z)
2
 , (5.16)
where
β0(z) =
(
z − λ
z + 1
)1/4
is analytic in C \ [−1, λ] and β0(z) ∼ 1 as z →∞.
5.4 Local parametrix near z = −1
Near z = −1, we seek a parametrix P (−1)(z) satisfying the following RH problem.
RH problem for P (−1)
(a) P (−1)(z) is analytic in U(−1, r) \ ΣS.
(b) P (−1)(z) satisfies the jump condition
P
(−1)
+ (z) = P
(−1)
− (z)JS(z), z ∈ U(−1, r) ∩ΣS ,
where the function JS(z) is given in (5.10).
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(c) As n → ∞, P (−1)(z) matches the outer parametrix N(z) on the boundary of U(−1, r),
i.e.,
P (−1)(z) = (I +O(1/n))N(z), z ∈ ∂U(−1, r). (5.17)
As what we did in Section 3.3.5, the solution to RH problem for P (−1) can be constructed in
terms of the Airy parametrix ΦAi (3.55), which we omit here.
5.5 Local parametrix near z = 1
Recall that λ→ 1 as n→∞, thus, for n large enough, both the points z = 1 and z = λ belong
to an open dist U(1, r) with r small and fixed. We then intend to find a local parametrix P (1)(z)
satisfying the following RH problem.
RH problem for P (1)
(a) P (1)(z) is analytic in U(1, r) \ΣS .
(b) P (1)(z) satisfies the jump condition
P
(1)
+ (z) = P
(1)
− (z)JS(z), z ∈ U(1, r) ∩ ΣS . (5.18)
(c) As n→∞, P (1)(z) matches N(z) on the boundary of U(1, r), i.e.,
P (1)(z) =
(
I +O
(
n−1/3
))
N(z), z ∈ ∂U(1, r). (5.19)
(d) P (1)(z) has the same local behavior as that of S(z) near z = λ.
To solve the above RH problem, we note that the jump matrix in (5.18) can be reduced to
a piecewise constant matrix by setting
P˜ (1)(z) := P (1)(z)e−nφ(z)σ3 . (5.20)
It is easily seen that P˜ (1)(z) satisfies an RH problem as follows.
RH problem for P˜ (1)
(a) P˜ (1)(z) is analytic in U(1, r) \ΣS .
(b) P˜ (1)(z) satisfies the jump condition
P˜
(1)
+ (z) = P˜
(1)
− (z)

 0 1
−1 0
 , z ∈ (1− r, λ),1 1
0 1
 , z ∈ (λ, 1 + r),1 0
1 1
 , z ∈ U(1, r) ∩ {Σ+S ∪ Σ−S }.
(5.21)
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(c) As n→∞, we have
P˜ (1)(z)enφ(z)σ3 =
(
I +O
(
n−1/3
))
N(z), z ∈ ∂U(1, r). (5.22)
(d) As z → λ, we have
P˜ (1)(z) = O(1)e−
n
2
∑
2m
k=1 tk(z−λ)−kσ3 . (5.23)
Recall the function f defined in (2.9), it is easily seen that, as z → 1,
f(z) = 2(z − 1) +O((z − 1)2), (5.24)
thus, it is analytic near z = 1. Since λ → 1 for large n, we have that f(z) − f(λ) induces a
conformal mapping from a neighborhood of z = λ to that of z = 0 for large n. By comparing
(5.21) and (5.23) with (2.17) and (2.22), respectively, we construct the local parametrix P (1)
with the aid of the model RH problem for Ψ as follows:
P (1)(z) = P˜ (1)(z)enφ(z)σ3 = E(z)Ψ
(
n2/3(f(z)− f(λ));n2/3f(λ), ~τ
)
enφ(z)σ3 , (5.25)
where
E(z) := N(z)
1√
2
(I − iσ1)
[
n2/3(f(z)− f(λ))
]σ3/4
e
1
4
πiσ3
×
 1 0
−a1
(
n2/3f(λ);~τ
)
+ n
4/3f(λ)2
4 1
 . (5.26)
In (5.26), the 14 -root takes the principal branch. Thus, on account of (5.24), one has(
f(x)− f(λ)
)1/4
+
= eπi/2
(
f(x)− f(λ)
)1/4
−
, (5.27)
for x < λ and in a small neighborhood of λ. This, together with the RH problem for N given
in Section 5.3, implies that the pre-factor E in (5.25) is analytic in a neighborhood of z = λ,
hence also in U(1, r) for large n.
With P (1) defined in (5.25), it is easily seen that items (a) and (b) in the RH problem for
P (1) have been fulfilled. It then remains to check the matching condition (5.19) on the boundary
of the circle and its local behavior near z = λ.
For the local behavior near z = λ, by (2.22), (5.20), (5.23) and (5.25), it suffices to show
that the function
p(z;n) :=
2m∑
j=1
τjn
−2j/3(f(z)− f(λ))−j − n
2
2m∑
k=1
tk(z − λ)−k (5.28)
is bounded as z → λ. In view of the expansion (2.10), we have
p(z;n) =
2m∑
k=1
 2m∑
j=k
cjkτjn
−2j/3 − n
2
tk
 (z − λ)−k + 2m∑
j=1
cj0τjn
−2j/3 +O(z − λ). (5.29)
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Recall the scaling of ~t = (t1, t2, . . . , t2m) given in (2.12), we have that the coefficients of (z−λ)−k,
k = 1, ..., 2m in the above formula all vanish. Thus, p(z;n) is analytic at z = λ, which also
implies its boundedness near z = λ. Moreover, we have the estimate
p(λ;n) =
2m∑
j=1
cj0τjn
−2j/3 = O(n−2/3) (5.30)
for large n.
We proceed to verify the matching condition (5.19) on ∂U(1, r). The discussion is divided
into two cases depending on the range of λ, namely, cn−2/3 < λ − 1 < c0n−2/3 and c0n−2/3 <
λ− 1 < dn−1/3, where c0 is an arbitrary positive and big enough constant. In the former case,
we have that n2/3f(λ) is bounded. We then obtain from (5.25), (5.26) and (2.18) that, for
z ∈ ∂U(1, r) and large n,
P (1)(z)N(z)−1 = N(z)
1√
2
(I − iσ1)
[
n2/3(f(z)− f(λ))
]σ3/4
e
1
4
πiσ3
×
 1 0
n4/3f(λ)2
4 1
(I + Ψ1(n2/3f(λ))
n2/3(f(z)− f(λ)) +O
(
n−4/3
))
× e− 14πiσ3
[
n2/3(f(z)− f(λ))
]−σ3/4 1√
2
(I + iσ1)e
Fn(z)σ3N(z)−1, (5.31)
where
Fn(z) := nφ(z)− θ
(
n2/3(f(z)− f(λ));n2/3f(λ)
)
=
2
3
nf(z)
3
2 − 2
3
n(f(z)− f(λ)) 32 − nf(λ)(f(z)− f(λ)) 12 . (5.32)
Note that |f(z)| is uniformly bounded below from 0 for z ∈ ∂U(1, r) and f(λ)→ 0 as n goes to
infinity, it then follows from a direct calculation and the Taylor expansion that
Fn(z) =
nf(λ)2
4(f(z)− f(λ)) 12
(
−8
3
f(z)2
f(λ)2
+
4
3
f(z)
f(λ)
+
4
3
+
8
3
f(z)2
f(λ)2
(
1− f(λ)
f(z)
) 1
2
)
=
nf(λ)2
4(f(z)− f(λ)) 12
(
1 +O
(
f(λ)
f(z)
))
. (5.33)
Since n2/3f(λ) is bounded, it follows that
Fn(z) = O(n
−1/3) (5.34)
for z ∈ ∂U(1, r) and large n. Inserting the above formula into (5.31), it follows that
P (1)(z)N(z)−1 = N(z)
(
I +
(n4/3f(λ)2/4 − a1(n2/3f(λ)))(σ3 − iσ1)
2n1/3
√
f(z)− f(λ)
+O(n−2/3)
)
(I +O(n−1/3))N(z)−1
= I +O(n−1/3),
as required.
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If c0n
−2/3 < λ − 1 < dn−1/3, the function n2/3f(λ) might be unbounded. The expansion
(5.31) is not valid anymore, since the asymptotics of Ψ(ζ; s, ~τ) in (2.18) does not hold for s
large. Based on the asymptotic analysis of the RH problem for Ψ performed in Section 3.3,
however, we could derive the other asymptotic formula of Ψ(ζ; s, ~τ) for both s and ζ large, as
stated in the next lemma. This expansion will then be used to verify the matching condition in
the second case.
Lemma 5.1. We have
Ψ(ζ; s, ~τ) =
 1 0
a1(s;~τ)− s24 1
 e− 14πiσ3ζ− 14σ3 I + iσ1√
2
×
(
I +O(1/
√
sζ) +O(s/ζ)
)
exp
(
−2
3
(ζ + s)3/2σ3
)
, (5.35)
as s→∞ and ζ/s→∞.
Proof. Tracing back the transformations Ψ → U → W → Q → D in (3.27), (3.30), (3.43) and
(3.61), it follows that, if |ζ + s| > δ,
Ψ(ζ) =
 1 0
a1 − s24 − c1√s 1
 e− 14πiσ3s− 14σ3D(ζ/s)(ζ
s
+ 1
)− 1
4
σ3 I + iσ1√
2
× exp
(
−(s3/2g(ζ/s) + q(ζ/s))σ3
)
. (5.36)
As ζ/s→∞, it is readily seen from (3.37), (3.63) and (3.64) that
q(ζ/s) =
c1
(sζ)1/2
+O
(
s1/2
ζ3/2
)
,
and
D(ζ/s) = I +
s
ζ
·D∞ +O
(
s2
ζ2
)
,
where the matrix D∞ is given in (3.71). Also note that(
ζ
s
+ 1
)− 1
4
σ3
=
(
ζ
s
)− 1
4
σ3 (
I − s
4ζ
σ3 +O
(
s2
ζ2
))
, as ζ/s→∞,
and
s3/2g(ζ/s) =
2
3
(ζ + s)3/2;
see the definition of g(ζ) in (3.34). Inserting the above formulas into (5.36) gives us (5.35). Here,
we have also make use of the fact that s(D∞)12 is uniformly bounded for all c0 < s < +∞; see
(3.72).
This completes the proof of Lemma 5.1.
We now return to checking the matching condition for c0n
−2/3 < λ − 1 < dn−1/3. To this
end, note that, for large n,
ζ := n2/3(f(z)− f(λ)) = O(n2/3), z ∈ ∂U(1, r),
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n2/3f(λ) = O(n1/3),
and
2
3
(ζ + n2/3f(λ))3/2 =
2
3
nf(z)3/2 = nφ(z).
Thus, we use the asymptotic formula (5.35) in the large n expansion of (5.25), and it follows
from a straightforward calculation that
P (1)(z)N(z)−1 = I +O(n−1/3), z ∈ ∂U(1, r).
As a consequence, we conclude that P (1)(z) in (5.25) satisfies the matching condition (5.19) for
all cn−2/3 < λ− 1 < dn−1/3.
5.6 Final transformation
The final transformation is defined by
R(z) =

S(z)N(z)−1, for z ∈ C \ {U(−1, r) ∪ U(1, r) ∪ ΣS},
S(z)P (−1)(z)−1, for z ∈ U(−1, r) \ ΣS,
S(z)P (1)(z)−1, for z ∈ U(1, r) \ ΣS.
(5.37)
Then, it is readily seen that R satisfies the following RH problem.
Σ s
_
Σ s+
1-1
Figure 5: The contour ΣR for the RH problem for R.
RH problem for R
(a) R(z) is analytic in C \ΣR, where the contour ΣR is shown in Figure 5.
(b) R satisfies the jump condition
R+(z) = R−(z)JR(z), z ∈ ΣR,
where
JR(z) =

P (1)(z)N(z)−1, for z ∈ ∂U(1, r),
P (−1)(z)N(z)−1, for z ∈ ∂U(−1, r),
N(z)JS(z)N(z)
−1, for z ∈ ΣR \ {∂U(−1, r) ∪ ∂U(1, r)}.
(5.38)
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(c) As z →∞,
R(z) = I +O(1/z).
For z ∈ ΣR \ {∂U(−1, r) ∪ ∂U(1, r)}, it is easily seen that
JR(z) = I +O
(
e−c˜n
)
, (5.39)
for some c˜ > 0 and large n. Thus, in view of (5.17), (5.19) and the above estimate, it follows
again from the standard analysis for the small norm RH problem that
R(z) = I +O(n−1/3), n→∞, (5.40)
where the error bound is uniformly valid for z ∈ C \ΣR and 1 + cn−2/3 < λ < 1 + dn−1/3 with
some constants c < 0 and d > 0.
6 Proof of Theorem 2.7 and asymptotics of d
2
dλ2 lnZn(λ)
As a consequence of (5.40), we are now able to prove Theorem 2.7 and derive the asymptotics
of the logarithmic derivative of the partition function d
2
dλ2
lnZn(λ) in this section. We begin
with the proof of Theorem 2.7.
6.1 Proof of Theorem 2.7
From (4.5), it follows that
Kn
(
x, y;λ,~t
)
=
√
w(x)w(y)
2πi(x− y)
(
0 1
)
Y+
(
y;λ,~t
)−1
Y+
(
x;λ,~t
)1
0
 . (6.1)
The large n approximation of Y+(x) can be obtained by tracing back the sequence of transfor-
mations Y → T → S → R, which gives us
Y+(x) =

e
1
2
nlσ3R(x)E(x)Ψ+w(x)
−σ3/2, λ < x < 1− r,
e
1
2
nlσ3R(x)E(x)Ψ+
1 0
1 1
w(x)−σ3/2, 1− r < x < λ, (6.2)
where Ψ+ = Ψ+(n
2/3(f(x)− f(λ));n2/3f(λ), ~τ ). Now we fix u, v > 0 and take
x = λ+
u
2n2/3
, y = λ+
v
2n2/3
. (6.3)
It is then easily seen from (6.1) and (6.2) that
Kn
(
x, y;λ,~t
)
=
1
2πi(x− y)
(
0 1
)
Ψ+(n
2/3(f(y)− f(λ));n2/3f(λ), ~τ)−1
× E(y)−1R(y)−1R(x)E(x)Ψ+(n2/3(f(x)− f(λ));n2/3f(λ), ~τ )
1
0
 . (6.4)
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As n→∞, it is immediate from (2.11), (5.24) and (6.3) that
n2/3f(λ)→ s, n2/3(f(x)− f(λ))→ u, n2/3(f(y)− f(λ))→ v. (6.5)
Furthermore, since both R and E are analytic near z = λ, we have
R(y)−1R(x) = I +O
(
x− y
n1/3
)
= I +O
(
u− v
n
)
, (6.6)
and in view of (5.26) we see that E(x) = O
(
n1/6
)
, E(y) = O
(
n1/6
)
and
E(y)−1E(x) = I +O(n−1/3), (6.7)
as n→∞. As a consequence, one has
E(y)−1R−1(y)R(x)E(x) = I +O(n−1/3). (6.8)
Inserting (6.5) and (6.8) into (6.4) gives us (2.16) for u, v > 0.
The case where u and/or v are negative can be proved in a similar manner. We do not give
details here.
This completes the proof of Theorem 2.7.
6.2 Asymptotics of d
2
dλ2
lnZn(λ)
It is the aim of this subsection to prove the following lemma concerning the asymptotics of the
logarithmic derivative of the partition function, which will be the starting point in our proof of
Theorem 2.4. The proof is based on the connection between d
2
dλ2
lnZn(λ) and the RH problem
for Y established in (4.7).
Lemma 6.1. Under the condition (2.12), we have, as n→∞,
d2
dλ2
lnZn(λ) = −
(
n2/3
df(λ)
dλ
)2(
a′1(n
2/3f(λ))− n
2/3f(λ)
2
+O(n−2/3)
)
, (6.9)
where f is defined in (2.9), a1(s) = a1(s;~τ) is given in (2.20), a
′
1(s) =
da1(s)
ds and the error
bound is uniform for 1+ cn−2/3 < λ < 1+dn−1/3 with any choice of constants c < 0 and d > 0.
Proof. In view of (4.7), our main task is to estimate det
(
d
dλH(λ) ·H(λ)−1
)
for large n. We
first observe from (4.8) and (6.2) that
H(λ) = e
1
2
nlσ3R(λ)E(λ)Ψ0(n
2/3f(λ))e−p(λ;n)σ3 , (6.10)
where Ψ0(s) and p(λ;n) are defined in (2.22) and (5.30), respectively. Moreover, from the
definitions of N(z) in (5.16) and E(z) in (5.26), we have
E(λ) =
I − iσ1√
2
lim
z→λ
[(
z − λ
z + 1
)− 1
4
σ3 (
n2/3(f(z)− f(λ))
)σ3/4]
e
1
4
πiσ3
×
 1 0
−a1
(
n2/3f(λ)
)
+ 14n
4/3f(λ)2 1

=
I − iσ1√
2
(
df(λ)
dλ
(λ+ 1)
) 1
4
σ3
e
1
4
πiσ3n
1
6
σ3
 1 0
−a1(n2/3f(λ)) + 14n4/3f(λ)2 1
 . (6.11)
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To estimate ddλH(λ) · H(λ)−1, it is convenient to decompose the function H(λ) into three
terms as follows:
H(λ) = H0(λ)H1(λ)e
−p(λ;n)σ3 . (6.12)
where
H0(λ) := e
1
2
nlσ3R(λ)
I − iσ1√
2
(
df(λ)
dλ
(λ+ 1)
) 1
4
σ3
e
1
4
πiσ3n
1
6
σ3 , (6.13)
H1(λ) :=
 1 0
−a1(n2/3f(λ)) + 14n4/3f(λ)2 1
Ψ0(n2/3f(λ)). (6.14)
Then, we have from (6.12) that
d
dλ
H(λ) ·H(λ)−1 = d
dλ
H0(λ) ·H0(λ)−1 +H0(λ) · d
dλ
H1(λ) ·H1(λ)−1H0(λ)−1
− d
dλ
p(λ;n) ·H0(λ)H1(λ)σ3H1(λ)−1H0(λ)−1. (6.15)
Since H0(λ) is non-singular, we obtain
det
(
d
dλ
H(λ)H(λ)−1
)
= det
(
H0(λ)
−1 d
dλ
H(λ)H(λ)−1H0(λ)
)
= det
(
H0(λ)
−1 d
dλ
H0(λ) +
d
dλ
H1(λ)H1(λ)
−1 − d
dλ
p(λ;n)H1(λ)σ3H1(λ)
−1). (6.16)
We next estimate the above expression term by term. From (6.13), it follows that
H0(λ)
−1 · d
dλ
H0(λ) = n
− 1
6
σ3e−
1
4
πiσ3
(
df(λ)
dλ
(λ+ 1)
)− 1
4
σ3 I + iσ1√
2
R(λ)−1
· d
dλ
R(λ)
I − iσ1√
2
(
df(λ)
dλ
(λ+ 1)
) 1
4
σ3
e
1
4
πiσ3n
1
6
σ3 +
1
4
(
d2f(λ)
dλ2
(λ+ 1) + df(λ)dλ
df(λ)
dλ (λ+ 1)
)
σ3.
On account of (5.40) and the fact that both df(λ)dλ and
d2f(λ)
dλ2 are bounded for large n, we have
H0(λ)
−1 · d
dλ
H0(λ) =
O(1) O(n−2/3)
O(1) O(1)
 , as n→∞. (6.17)
To compute ddλH1(λ) ·H1(λ)−1, we first use (2.22) and (3.11) to obtain
B(ζ; s) =
∂Ψ
∂s
Ψ−1 =
(
dΨ0(s)
ds
[I +O(ζ)] + Ψ0(s)O(ζ)
)
[I +O(ζ)]−1Ψ0(s)−1,
as ζ → 0. The above formula, together with (3.14) and (3.24), gives us
dΨ0(s)
ds
·Ψ0(s)−1 = B(0; s) =
 0 1
2a′1(s) 0
 , (6.18)
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where a′1(s) =
da1(s)
ds . Thus, from (6.14), it follows that
d
dλ
H1(λ) ·H1(λ)−1
= n2/3
df(λ)
dλ
 a1(s)− s24 1
a′1(s) +
s
2 − (a1(s)− s
2
4 )
2 −a1(s) + s24

s=n2/3f(λ)
. (6.19)
For the last term in (6.16), we recall from the estimate (5.30) to obtain
d
dλ
p(λ;n) ·H1(λ)σ3H1(λ)−1 = O(n−2/3)H1(λ)σ3H1(λ)−1. (6.20)
We now show that, for large n,
H1(λ)σ3H1(λ)
−1 = O(n1/6) (6.21)
Indeed, we note from (2.22), (3.66) and (5.36) that
Ψ0(s) =
 1 0
a1(s)− s24 − c1√s 1
 e− 14πiσ3s− 14σ3(I +O(1/s))I + iσ1√
2
e−
2
3
s3/2σ3e−ǫ1(s)σ3 , (6.22)
where the error bound O(1/s) is uniform for s > c0 for certain big enough constant c0, and
ǫ1(s) = lim
ζ→0
(√
1 +
ζ
s
2m∑
k=1
ck
ζk
−
2m∑
k=1
τk
ζk
)
(6.23)
is bounded due to (3.38). Thus, for n2/3f(λ) > c0 and 1− cn−2/3 < λ < 1 + dn−1/3, we obtain
by inserting (6.22) into (6.14)
H1(λ)σ3H1(λ)
−1 = O(n1/3
√
f(λ)) = O(n1/6), as n→ +∞, (6.24)
where we have also made use of the large s behavior of a1(s) given in (3.73). If n
2/3f(λ) < c0
and 1 − cn−2/3 < λ < 1 − dn−1/3, then n2/3f(λ) is uniformly bounded in n. Since both a1(s)
and Ψ0(s) are smooth in s, it is immediate from (6.14) that
H1(λ)σ3H1(λ)
−1 = O(1). (6.25)
The estimate (6.21) then follows from (6.24) and (6.25).
Hence, combining (6.17), (6.20) and (6.21), it is readily seen that
det
(
dH(λ)
dλ
·H(λ)−1
)
= det
dH1(λ)
dλ
·H1(λ)−1 +
O(1) O(n−2/3)
O(1) O(1)
+O(n−1/2)
 . (6.26)
This, together with (6.19), implies that
det
(
dH(λ)
dλ
·H(λ)−1
)
= −
(
n2/3
df(λ)
dλ
)2(
a′1(n
2/3f(λ)) +
n2/3f(λ)
2
+O(n−2/3)
)
. (6.27)
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Finally, we note from the definitions of f(z) and φ(z) in (2.9) and (2.8) that
4n2(λ2 − 1) = n2
(
df(λ)
dλ
)2
f(λ). (6.28)
Substituting the above two formulas into (4.7) yields
d2
dλ2
lnZn(λ) = −
(
n2/3
df(λ)
dλ
)2(
a′1(n
2/3f(λ))− n
2/3f(λ)
2
+O(n−2/3)
)
, (6.29)
where the error bound is uniform for 1 + cn−2/3 < λ < 1 + dn−1/3 with any choice of constants
c < 0 and d > 0.
This completes the proof of Lemma 6.1.
7 Asymptotic analysis of the RH problem for Y with λ ≥ 1+n−2/5
In this section, we study the large n behavior of the RH problem for Y with λ ≥ 1 +n−2/5 and
n
2k
3
+1tk, k = 1, 2, . . . , 2m, bounded. At the end, the asymptotics of the partition function is
presented in this case. This result, together with Lemma 6.1, will finally lead us to the proof of
Theorem 2.4.
7.1 The transformations Y → T˜ → S˜
In the present case, the first transformation is defined by
T˜ (z) = e−
1
2
nlσ3Y (z)en(
1
2
l−gˆ(z))σ3 z ∈ C \R, (7.1)
where the gˆ-function is defined in (5.1). One may compare the above function T˜ (z) with T (z)
defined in (5.2). It is easily seen that T˜ satisfies the following RH problem.
RH problem for T˜
(a) T˜ (z) is analytic in C \R.
(b) T˜ (z) satisfies the jump condition
T˜+(x) = T˜−(x)

1 e−2nφ(x)e−2V˜ (x)
0 1
 , x ∈ (1,+∞),e2nφ+(x) e−2V˜ (x)
0 e2nφ−(x)
 , x ∈ (−1, 1),1 e−2nφ(x)e−2V˜ (x)
0 1
 , x ∈ (−∞,−1),
(7.2)
where
V˜ (x) =
n
2
2m∑
k=1
tk/(x− λ)k. (7.3)
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(c) As z →∞, we have
T˜ (z) = I +O(1/z). (7.4)
(d) T˜ (z) is bounded at z = λ.
We next open lens around [−1, 1] as shown in Figure 6 and introduce the following trans-
formation:
S˜(z) =

T˜ (z), for z outside the lens,
T˜ (z)
 1 0
−e2nφ(z)e2V˜ (z) 1
 , for z in the upper lens,
T˜ (z)
 1 0
e2nφ(z)e2V˜ (z) 1
 , for z in the lower lens.
(7.5)
Then, S˜ satisfies the following RH problem.
RH problem for S˜
(a) S˜(z) is analytic in C \Σ
S˜
, where the contour Σ
S˜
is illustrated in Figure 6.
(b) S˜(z) satisfies the jump condition
S˜+(z) = S˜−(z)

1 e−2nφ(z)e−2V˜ (z)
0 1
 , z ∈ (1,+∞) ∪ (−∞,−1), 1 0
e2V˜ (z)e2nφ(z) 1
 , z ∈ Σ+
S˜
∪ Σ−
S˜
, 0 e−2V˜ (z)
−e2V˜ (z) 0
 , z ∈ (−1, 1).
(7.6)
(c) As z →∞, we have
S˜(z) = I +O(1/z). (7.7)
(d) S˜(z) is bounded at z = λ.
7.2 Outer and local parametrices
Outside a small disk centered at λ with radius r > 0, the solution to the RH problem for S˜(z)
can be approximated by S0(z)e
V˜ (z)σ3 , where S0(z) is the solution to the above RH problem for
S with all the parameters tk in (7.3) vanish. However, since S0(z)e
V˜ (z)σ3 possesses essential
singularity at z = λ, it violates item (d) in the above RH problem. We therefore simply use
S0(z) as the local parametrix.
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Figure 6: Contour ΣS˜ for the RH problem for S˜.
The RH problem for S0 is actually the one in the asymptotic analysis of the classical Hermite
polynomials via the RH approach. Indeed, we have
S0(z) =
 R0(z)E0(z)ΦAi(n2/3f(z))enφ(z)σ3 , Re z > 0 and z ∈ U(1, δ),R0(z)N0(z), Re z > 0 and z 6∈ U(1, δ), (7.8)
where δ > 0 is a small positive constant, E0(z) is analytic in U(1, δ), ΦAi is the Airy parametrix
given by (3.55), φ(z) and f(z) are defined in (2.8) and (2.9). In (7.8), the function N0(z) is
defined by
N0(z) =
I − iσ1√
2
β(z)−σ3
I + iσ1√
2
=
 β(z)+β−1(z)2 β(z)−β−1(z)2i
−β(z)−β−1(z)2i β(z)+β
−1(z)
2
 , (7.9)
where β(z) =
(
z−1
z+1
)1/4
is analytic in C \ [−1, 1] and β(z) ∼ 1 as z → ∞. The function R0(z)
is analytic in U(1, δ) and
R0(z) = I +O(1/n) (7.10)
for n large.
For later use, we also note that
S0(z) ∼ R0(z)N0(z)
(
I +
∞∑
k=1
Ak
(nφ(z))k
)
, (7.11)
whereAk are some constant matrices; see [15]. The above expansion holds in a possibly shrinking
neighborhood of 1 as long as the condition limn→+∞ nφ(z) =∞ is satisfied.
7.3 Final transformation
With outer and local parametrices given by S0(z)e
V˜ (z)σ3 and S0(z), respectively, we define the
final transformation as follows:
R˜(z) =
 S˜(z)e−V˜ (z)σ3S0(z)−1, z 6∈ U(λ, r),S˜(z)S0(z)−1, z ∈ U(λ, r). (7.12)
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As usual, we intend to show that the function R˜ tends to I as n → ∞ by considering the
large n behavior of its jump. We start with the case that λ ∈ (1 + n−2/5, 1 + ǫ0), where ǫ0 > 0
is a fixed and small constant. In this case, we choose the constant δ > 1 + ǫ0 in (7.8) and
r = λ−12 so that the neighborhood U(λ, r) is contained in U(1, δ). Note that, as λ may tend to
the endpoint z = 1 with a rate n−2/5, U(λ, r) could be a shrinking neighborhood, which requires
some careful estimates.
Since U(λ, r) does not intersect the upper and lower lens in the contour Σ
S˜
, we have that
R˜ satisfies the following RH problem.
RH problem for R˜
(a) R˜(z) is analytic in C\{(λ − r, λ + r) ∪ ∂U(λ, r)}; see Figure 7 for an illustration of the
contour.
(b) R˜(z) satisfies the jump condition
R˜+(z) = R˜−(z)JR˜(z), (7.13)
where
J
R˜
(z) =

S0,−(z)
1 e−2nφ(z)(e−V˜ (z) − 1)
0 1
S0,−(z)−1, z ∈ (λ− r, λ+ r),
S0(z)e
−V˜ (z)σ3S0(z)−1, z ∈ ∂U(λ, r).
(7.14)
(c) As z →∞,
R˜(z) = I +O(1/z). (7.15)
l
Figure 7: Contour for the RH problem of R˜.
Because e−nφ(z) is exponentially small as n → ∞ and e−V˜ (z) − 1 is bounded for z ∈ (λ −
r, λ+ r) , it is easily seen that, if z ∈ (λ− r, λ+ r),
J
R˜
(z) = I + S0,−(z)
0 e−2nφ(z)(e−V˜ (z) − 1)
0 0
S0,−(z)−1
tends to the identity matrix exponentially fast as n→∞. For z ∈ ∂U(λ, r), we have |nφ(z)| →
∞, and by (7.11) and (7.14), it follows that
J
R˜
(z) = I + S0(z)(e
−V˜ (z)σ3 − I)S0(z)−1
= I +R0(z)N0(z)(e
−V˜ (z)σ3 − I)N0(z)−1R0(z)−1 +O
(
1
n5/3(λ− 1)3
)
, (7.16)
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where use have also been made of the face that nφ(z) = O(n(λ−1)3/2), N0(z) = O(1/(λ−1)1/4)
as z → λ. Using (7.9), we further have
N0(z)(e
−V˜ (z)σ3 − I)N0(z)−1
= (cosh(V˜ (z)) − 1)I + sinh(V˜ (z))I − iσ1√
2
 0 i√ z+1z−1
−i
√
z−1
z+1 0
 I + iσ1√
2
. (7.17)
On account of (7.3), we have, for z ∈ ∂U(λ, r)
cosh(V˜ (z)) − 1 = O
(
1
n4/3(λ− 1)2
)
, as n→∞, (7.18)
sinh(V˜ (z)) =
nt1
2
1
z − λ +O
(
1
n4/3(λ− 1)2
)
, as n→∞, (7.19)
where we also use the condition that all n
2k
3
+1tk, k = 1, 2, . . . , 2m, are bounded. Inserting
(7.17)–(7.19) into (7.16) yields
N0(z)(e
−V˜ (z)σ3 − I)N0(z)−1 = J˜1(z) +O
(
1
n4/3(λ− 1)5/2
)
, (7.20)
where
J˜1(z) =
nt1
2
1
z − λ
I − iσ1√
2
 0 i√ z+1z−1
−i
√
z−1
z+1 0
 I + iσ1√
2
. (7.21)
Since λ ∈ (1 + n−2/5, 1 + ǫ0) and n 53 t1 is bounded, it is readily seen that
J˜1(z) = O
(
nt1
(λ− 1)3/2
)
= O
(
1
n2/3(λ− 1)3/2
)
= O(n−1/15), (7.22)
uniformly for z ∈ ∂U(λ, r). Substituting the estimates (7.10) and (7.20) into (7.16), we obtain
J
R˜
(z) = I + J˜1(z) +O
(
1
n4/3(λ− 1)5/2
)
, (7.23)
where J˜1(z) is defined in (7.21). Note that, the radius r =
λ−1
2 may tend to 0 as n →∞, it is
then more convenient to introduce the centering and scaling of variable
z → λ+ rz,
and rewrite (7.23) as
JR˜(λ+ rz) = I + J1(λ+ rz) +O
(
1
n4/3(λ− 1)5/2
)
, (7.24)
where the error bounded is uniform for |z| = 1. By a standard analysis of the small norm RH
problems [15], it follows from (7.24) that
R˜(λ+ rz) = I + R˜(1)(λ+ rz) +O
(
1
n4/3(λ− 1)5/2
)
, (7.25)
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where the error bounded is uniform for z bounded away from |z| = 1 and
R˜(1)(z)
=
1
2πi
∮
∂U(λ,r)
J˜1(w)
w − z dw
=

nt1
2(z−λ)
I−iσ1√
2
 0 i√λ+1λ−1
−i
√
λ−1
λ+1 0
 I+iσ1√
2
, z 6∈ U(λ, r),
nt1
2(z−λ)
I−iσ1√
2
 0 −i(√ z+1z−1 −√λ+1λ−1)
i
(√
z−1
z+1 −
√
λ−1
λ+1
)
0
 I+iσ1√
2
, z ∈ U(λ, r).
(7.26)
Moreover, if z →∞, it follows from (7.26) that
R˜(1)(z) =
R˜
(1)
1
z
+O(1/z2), (7.27)
where
R˜
(1)
1 =
nt1
2
I − iσ1√
2
 0 i√λ+1λ−1
−i
√
λ−1
λ+1 0
 I + iσ1√
2
. (7.28)
By (7.25), we see that as z →∞,
R˜(z) = I +
R˜1
z
+O(1/z2). (7.29)
Comparing (7.27), (7.29), (7.28) with (7.25) gives us
R˜1 = R˜
(1)
1 +O
(
1
n4/3(λ− 1)3/2
)
. (7.30)
This, together with (7.27), implies that
(R˜1)11 = −nt1
2
λ√
λ2 − 1 +O
(
1
n4/3(λ− 1)3/2
)
, n→∞, (7.31)
for λ ∈ (1 + n−2/5, 1 + ǫ0).
The case when λ ≥ 1 + ǫ0 can be treated in a similar manner. In this case, the pole is
bounded away from the right endpoint of the limiting spectrum. Then, we choose the radius
δ < λ/2 and r = (λ − 1)/2 in (7.8) and (7.12), respectively, such that U(λ, r) ∩ U(1, δ) = φ.
The approximation solution is simply given by S0(z) = R0(z)N0(z) for z ∈ U(λ, r). After some
direct computations, we conclude that
(R˜1)11 = −nt1
2
λ√
λ2 − 1 +O
(
1
n4/3λ2
)
, n→∞. (7.32)
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7.4 Asymptotics of the partition function
As a consequence of the asymptotic analysis just performed, we obtain the following asymptotics
of the partition function with the aid of differential identity (4.6).
Lemma 7.1. If λ ∈ [1 + n−2/5,+∞) and n 23k+1tk, k = 1, 2, . . . , 2m are bounded, we have
Zn(λ) = Z
GUE
n exp
(
2n2t1
λ+
√
λ2 − 1
)(
1 +O
(
1
n1/3
√
λ− 1
))
, n→∞, (7.33)
where ZGUEn is the partition function of GUE given in (2.15).
Proof. From the differential identity (4.6), we need to compute the residue term Y1 in (4.3). By
tracing back the sequence of transformations in (7.1), (7.5) and (7.12), it follows that
Y (z) = e
1
2
nlσ3R˜(z)S0(z)e
V˜ (z)σ3engˆ(z)σ3−
1
2
nlσ3 , z 6∈ U(λ, r). (7.34)
As z →∞, we have
eV˜ (z)σ3 = I +
nt1
2
1
z
σ3 +O(1/z
2). (7.35)
For the large z behavior of S0(z)e
gˆ(z)σ3 , we note that, when tk = 0, the polynomials πn(x) in
(4.1) reduce to the classical Hermite polynomials, of which the sub-leading coefficient vanishes.
This gives us
S0(z)e
ngˆ(z)σ3 = I +
S1
z
+O(1/z2) (7.36)
with (S1)11 = 0. It then follows from (7.31)–(7.36) that
(Y1)11 = (R˜1)11 + (S1)11 + nt1
2
=
nt1
2
(
1− λ√
λ2 − 1
)
+O
(
1
n4/3(λ− 1)3/2
)
, (7.37)
where the error bound is uniform for λ ∈ [1 + n−2/5,∞). By the differential identity (4.6), we
obtain
d
dλ
lnZn(λ) = 2n
2t1
(
1− λ√
λ2 − 1
)
+O
(
1
n1/3(λ− 1)3/2
)
. (7.38)
Integrating the above equation from λ to +∞ gives us
lnZn(λ)− lnZGUEn =
2n2t1
λ+
√
λ2 − 1 +O
(
1
n1/3
√
λ− 1
)
, (7.39)
where ZGUEn is the partition function for GUE as defined in (2.15) and we have also made use
of the fact that Zn(λ)→ ZGUEn as λ→∞.
This completes the proof of Lemma 7.1.
We are now ready to prove Theorem 2.4.
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8 Proof of Theorem 2.4
We integrate both sides of (6.9) with respect to λ and obtain
d
dλ
lnZn(λ)− d
dλ
lnZn(λ)
∣∣∣∣
λ=λ0
= −
∫ λ
λ0
(
n2/3f ′(ξ)
)2(
a′1(n
2/3f(ξ))− n
2/3f(ξ)
2
)
dξ +O(n1/3), (8.1)
where both λ and λ0 belong to (1+ cn
−2/3, 1+ dn−1/3) such that the above O(n1/3) term holds
uniformly. Applying integration by parts in the above integral gives us
−
∫ λ
λ0
(
n2/3f ′(ξ)
)2(
a′1(n
2/3f(ξ))− n
2/3f(ξ)
2
)
dξ
= −n2/3f ′(ξ)
(
a1(n
2/3f(ξ))− n
4/3f(ξ)2
4
)∣∣∣∣λ
ξ=λ0
+ n2/3
∫ λ
λ0
f ′′(ξ)
(
a1(n
2/3f(ξ))− n
4/3f(ξ)2
4
)
dξ.
From the definition of f(z) in (2.9) and the asymptotics of a1(s) in (3.73), one can see that the
integrand in the above integral is uniformly bounded for ξ ∈ [λ, λ0]. As |λ−λ0| = O(n−1/3), the
second term in the above formula is of orderO(n1/3) uniformly for λ, λ0 ∈ (1+cn−2/3, 1+dn−1/3).
Then, the above two formulas give us
d
dλ
lnZn(λ) = −n2/3f ′(λ)
(
a1(n
2/3f(λ))− n
4/3f(λ)2
4
)
+ d0 +O(n
1/3), (8.2)
where d0 is the following λ-independent constant
d0 =
d
dλ
lnZn(λ)
∣∣∣∣
λ=λ0
+n2/3f ′(λ0)
(
a1(n
2/3f(λ0))− n
4/3f(λ0)
2
4
)
. (8.3)
We may choose λ0 = 1 + n
−2/5, then (7.38) gives us
d
dλ
lnZn(λ)
∣∣∣∣
λ=λ0
= 2n2t1
(
1− n
1/5 + n−1/5√
2 + n−2/5
)
+O(n4/15)
= −
√
2 τ1n
8/15 +O(n1/3),
where use has been made of the condition t1 = τ1n
−5/3 + O(n−7/3); see (2.12). Recalling
(2.9), we get f(λ0) = 2n
−2/5 + O(n−4/5) and f ′(λ0) = 2 + O(n−2/5). Then, we have from the
asymptotics of a1(s) in (3.73)
n2/3f ′(λ0)
(
a1(n
2/3f(λ0))− n
4/3f(λ0)
2
4
)
=
√
2 τ1n
8/15 +O(n4/15).
The above three formulas imply
d0 = O(n
1/3). (8.4)
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Hence, we have
d
dλ
lnZn(λ) = −n2/3f ′(λ)
(
a1(n
2/3f(λ))− n
4/3f(λ)2
4
)
+O(n1/3), (8.5)
uniformly for 1 + cn−2/3 < λ < 1 + dn−1/3. A further integration of (8.5) on both sides with
respect to λ then gives us
Zn(λ) = Zn(λ0) exp
[∫ n2/3f(λ0)
n2/3f(λ)
(
a1(t)− t
2
4
)
dt
]
(1 + o(1)), (8.6)
where the error bound is uniform for 1 + cn−2/3 < λ, λ0 < 1 + dn with 0 < dn = o(n−1/3).
We may choose λ0 = 1 + n
−2/5 again and estimate the two terms on the right hand side of
(8.6). For Zn(λ0), it follows from (7.33) that
Zn(λ0) = Z
GUE
n exp
(
2n2t1
λ0 +
√
λ20 − 1
)(
1 +O
(
1
n1/3
√
λ0 − 1
))
,
= ZGUEn exp
(
2n2t1(1−
√
2(λ0 − 1))
)
(1 +O(n−1/15)), (8.7)
where we have made use of the fact that 2n2t1 = O(n
1/3); see (2.13). For the integral in (8.6),
we observe from (2.11) and (5.24) that
n2/3f(λ) = s+O(n−2/3).
Thus, ∫ n2/3f(λ0)
n2/3f(λ)
(
a1(t)− t
2
4
)
dt
=
∫ n2/3f(λ0)
s
(
a1(t)− t
2
4
)
dt+O(n−2/3)
=
∫ n2/3f(λ0)
s
(
a1(t)− t
2
4
− τ1√
t− s
)
dt+ 2τ1
√
n2/3f(λ0)− s+O(n−2/3). (8.8)
Note that
2n2t1(1−
√
2(λ0 − 1) + 2τ1
√
n2/3f(λ0)− s = 2n1/3τ1 + o(1). (8.9)
This, together with the asymptotic behavior of a1 given in (3.73), implies that∫ n2/3f(λ0)
s
(
a1(t)− t
2
4
− τ1√
t− s
)
dt
=
∫ ∞
s
(
a1(t)− t
2
4
− τ1√
t− s
)
dt+O
(
1√
n2/3f(λ0)
)
, (8.10)
where the error bound O(1/
√
n2/3f(λ0) = O(n
−2/15) = o(1). On account of the relation (3.24)
between a1 and b1, we obtain from the integration by parts that∫ ∞
s
(
a1(t)− t
2
4
− τ1√
t− s
)
dt = −
∫ ∞
s
(
b1(t)(t− s) + τ1
2
√
t− s
)
dt, (8.11)
Finally, substituting (8.7), (8.10) and (8.11) into (8.6) gives us (2.14).
This completes the proof of Theorem 2.4.
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