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As is widely recognized in Lyapunov analysis, linearized Hamilton’s equations of motion have two
marginal directions for which the Lyapunov exponents vanish. Those directions are the tangent one
to a Hamiltonian flow and the gradient one of the Hamiltonian function. To separate out these two
directions and to apply Lyapunov analysis effectively in directions for which Lyapunov exponents
are not trivial, a geometric method is proposed for natural Hamiltonian systems, in particular. In
this geometric method, Hamiltonian flows of a natural Hamiltonian system are regarded as geodesic
flows on the cotangent bundle of a Riemannian manifold with a suitable metric. Stability/instability
of the geodesic flows is then analyzed by linearized equations of motion which are related to the
Jacobi equations on the Riemannian manifold. On some geometric setting on the cotangent bundle,
it is shown that along a geodesic flow in question, there exist Lyapunov vectors such that two of
them are in the two marginal directions and the others orthogonal to the marginal directions. It is
also pointed out that Lyapunov vectors with such properties can not be obtained in general by the
usual method which uses linearized Hamilton’s equations of motion. Furthermore, it is observed
from numerical calculation for a model system that Lyapunov exponents calculated in both methods,
geometric and usual, coincide with each other, independently of the choice of the methods.
I. INTRODUCTION
Natural Hamiltonian systems with many degrees of freedom have Hamiltonian functions of the form
H(q, p) =
1
2
N∑
i,j
δijpipj + V (q). (1)
In spite of the simple appearance, those Hamiltonian functions having appropriately chosen potential functions are
used in a wide variety of physical sciences such as plasma physics, condensed matter physics, and celestial mechanics.
However, the potential functions describe nonlinear interactions, in general, so that chaotic or highly unstable tra-
jectories take place in respective phase spaces, as is widely recognized. The exponential instability of trajectories are
measured in terms of Lyapunov exponents, which describe time-averaged properties of chaotic trajectories. Further,
in the study of directional deviations of chaotic trajectories, Lyapunov vectors will be of great use.
The Lyapunov exponents and the Lyapunov vectors are defined through linearized Hamilton’s equations of motion.
For the Hamiltonian (1), the linearized equations take the form
dQi
dt
= Pi,
dPi
dt
= −
N∑
j=1
∂2V
∂qi∂qj
(q(t))Qj , i = 1, · · · , N, (2)
whereX = (Q1, · · · , QN , P1, · · · , PN ) is a 2N -dimensional vector representing a deviation from a reference trajectory
(q(t), p(t)) to a nearby trajectory. The linearized equations (2) have 2N linearly independent solutions, which we
denote by Xa(t), a = 1, · · · , 2N . The Lyapunov vectors V a(t) are then obtained by orthogonalizing these solutions
on the Gram-Schmidt method:
V a(t) =Xa(t)−
a−1∑
b=1
〈Xa(t),V b(t)〉
〈V b(t),V b(t)〉
V b(t), a = 1, · · · , 2N, (3)
where 〈X,V 〉 denotes the inner product of X and V . The a-th Lyapunov exponent λa is calculated as
λa = lim
t→∞
1
t
ln
‖V a(t)‖
‖V a(0)‖
. (4)
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2It is to be noted that the values of the Lyapunov exponents are known to be independent of the choice of initial
values of the Lyapunov vectors except for vanishing Lebesgue measure [1, 2], and that the exponents are ordered as
λ1 ≥ λ2 ≥ · · · ≥ λ2N .
Since the Lyapunov exponents are time-averaged quantities, they are suitable for the study of statistic properties
of Hamiltonian systems. For example, phase transitions are investigated by the use of Lyapunov exponents. In fact,
the second-order phase transition [3] and the Kosterlitz-Thouless transition [4] are characterized by the discontinuity
in the largest Lyapunov exponents and by a sudden change in the gradient of the largest Lyapunov exponent against
energy, respectively. Further, the sum of all positive Lyapunov exponents, which is also viewed as a function of energy,
is used in the discussion of a dynamical phase transition [5], according to which trajectory’s phase transition from
nearly-integrable behavior to chaotic behavior occurs in an energy region in which the sum of positive exponents
breaks into a rapid increase against energy. In contrast with this, the Lyapunov vectors are expected to be useful in
studying dynamical behavior of chaotic trajectories, since they serve as time series [6, 7].
Suppose that a reference trajectory is given in a phase space. Then, according to (3), one can form 2N linearly
independent Lyapunov vectors from solutions to the linearized equations of motion along the reference trajectory.
However, two of the Lyapunov vectors which are associated with Lyapunov exponents, λN and λN+1, are considered
as marginal, since λN and λN+1 should vanish, as is widely recognized. One of those two Lyapunov vectors is
the tangent vector to the trajectory, XH , and the other the gradient vector of Hamiltonian function, gradH . We
may interpret these vectors as follows: The displacement in the direction XH is regarded just as a certain time
displacement in the reference trajectory, and the displacement in the direction gradH will give rise to a transfer to
a nearby trajectory with an energy value different from that of the reference trajectory. In view of this, in order to
analyze the instability of trajectories, we are allowed to require that the two directions pointed by the vectorsXH and
gradH be separated out from the other 2N − 2 directions. Put another way, the requirement means that a Lyapunov
vector which is orthogonal to the plane spanned by XH and gradH at an initial instant has to be orthogonal to
the plane spanned by XH and gradH at every instant. If the requirement is fulfilled, we will be able to discuss the
instability of trajectories without influence of the two marginal directions.
Unfortunately, the usual method of Lyapunov analysis on the basis of the equations (2) does not satisfy the
requirement in general. This is because for any solution X(t) to (2) one has
d
dt
〈X, gradH〉 = 0, (5)
so that one obtains 〈X, gradH〉 = 0 at any instant if 〈X, gradH〉 |t=0 = 0 at an initial instant, but, in general, by no
means one can make 〈X ,XH〉 vanish at any instant, so that even the first Lyapunov vector, V 1, can not be made
orthogonal to the plane spanned by XH and gradH at every instant.
A way to construct Lyapunov vectors which satisfy the above-stated requirement is to adopt linearized equations
of different type from the usual one (2). To take a geometric approach to Hamilton’s equations of motion is a step
toward finding such Lyapunov vectors. As for the geometric approach, it is known that if the total energy of the
natural dynamical system is fixed at E, Newton’s equations of motion can be equivalently expressed as geodesic
equations on a Riemannian manifold (M, gij), where M is a subspace of the configuration space R
N defined by
M = {q ∈ RN |E − V (q) > 0} and gij is the Jacobi metric defined by gij(q) = 2(E − V (q))δij . Then the linearized
equations of the geodesic equations are given by the Jacobi equations of the form
d2X i
ds2
+
N∑
j,k,ℓ=1
R ijkℓ X
j dq
k
ds
dqℓ
ds
= 0, i = 1, · · · , N, (6)
where R ijkℓ are the components of the Riemann curvature tensor, and s is the arc length defined as
ds2 =
N∑
i,j=1
gij(q)dq
idqj =
N∑
i,j=1
gij(q)
dqi
dt
dqj
dt
dt2. (7)
On the other hand, the linearized Newton’s equations are put in the form
d2Qi
dt2
+
N∑
j=1
∂2V
∂qi∂qj
Qj = 0, i = 1, · · · , N. (8)
Equations (6) and (8) are not transformed to each other through the parameter transformation (7), while Newton’s
equations of motion and geodesic equations for the Jacobi metric are transformed to each other. This geometric
3method has been introduced in the estimation of the largest Lyapunov exponent λ1 with the aid of statistical mechanics
[8, 9, 10, 11]. They studied instability of geodesics through the Jacobi equation, a second-order differential equation,
while the Lyapunov analysis needs first-order differential equations.
The geometric approach we will take in this article is to be made on the cotangent bundle T ∗M of the Riemannian
manifold M in order to find first-order differential equations associated with (6) and thereby to construct Lyapunov
vectors which satisfy the above-stated requirements. We will first work with generic linearized Hamilton’s equations
of motion on T ∗M , and then specialize the resultant equations to linearized Hamilton’s equations for geodesic flows
on T ∗M , which will be found to project to the Jacobi equations on M . Further, we will introduce a lifted metric on
the cotangent bundle T ∗M to make it possible to discuss the orthogonality of vector fields on T ∗M . The lifted metric
may be called the Sasaki metric. On this setting, we will be able to find Lyapunov vectors satisfying the above-stated
requirements along any geodesic flow on T ∗M . Put in detail, it will be shown that along any geodesic flow on T ∗M ,
there exist Lyapunov vectors such that those associated with the vanishing Lyapunov exponents λN and λN+1 are
XH and gradH , respectively, and the other 2N − 2 Lyapunov vectors are all orthogonal to the plane spanned by XH
and gradH at each point of the geodesic flow.
This article is organized as follows: Section II contains a brief review of geodesics and Jacobi fields and, in particular,
of the Jacobi metric, whose geodesics are equivalent to trajectories of the natural dynamical system with a fixed total
energy. In Sec.II and succeeding sections, Einstein’s summation convention is adopted, and we choose to denote
by (xi) local coordinates on a general m-dimensional Riemannian manifold, and by (qi) the Cartesian coordinates
on RN . Section III is concerned with geodesic flows on the cotangent bundle T ∗M , which project to geodesics on
M . To describe geodesic flows in a more geometric way, we introduce an adapted frame and a lifted Riemannian
metric on T ∗M . Linearized Hamilton’s equations of motion are discussed in Section IV, and it will be shown that
there exist Lyapunov vectors which satisfy the above-stated requirement along a geodesic flow on T ∗M . Section V
is for numerical calculations for a model system with three degrees of freedom. Lyapunov vectors and Lyapunov
exponents are calculated numerically for the model system in both geometric and usual methods to compare the
respective results. It will be shown that Lyapunov exponents calculated in respective methods coincide with each
other, independently of the choice of methods. Section VI is devoted to concluding remarks. Appendices are attached
in which related topics on geometry of cotangent bundles and a symplectic implicit Runge-Kutta method for numerical
integration are reviewed. In particular, lifting vector fields on M to T ∗M and the Levi-Civita connection with respect
to the lifted metric on T ∗M are discussed.
II. GEODESICS AND JACOBI FIELDS
A. Jacobi equations
Let (M, g) be anm-dimensional Riemannian manifold with metric g. The metric induces the Levi-Civita connection
∇ on M ; for vector fields Y , Z ∈ x(M), x(M) denoting the set of vector fields on M , the covariant derivative
∇Y Z is defined, in terms of local coordinates (x
1, · · · , xm), to be
∇Y Z = Y
j
[
∂Zi
∂xj
+ ΓijkZ
k
]
∂
∂xi
,
where (Y i) and (Zi) are components of Y and Z, respectively, the Christoffel symbols Γijk are defined as
Γijk =
1
2
giℓ
(
∂gℓk
∂xj
+
∂gjℓ
∂xk
−
∂gjk
∂xℓ
)
with components of the metric
gij = g
(
∂
∂xi
,
∂
∂xj
)
, gijg
jk = δki .
For a geodesic c(s) with s the arc length parameter, the tangent vector ξ to the geodesic satisfies the geodesic
equation
∇ξξ =
[
dξi
ds
+ Γijkξ
jξk
]
∂
∂xi
∣∣∣∣
c(s)
= 0, (9)
4where
ξ =
dxi
ds
∂
∂xi
∣∣∣∣
c(s)
with
ds2 = gijdx
idxj . (10)
We are interested in stability/instability of geodesics. To this end, we consider a congruence of geodesics which
looks like a fluid whose flow lines are geodesics with the c(s) as a member of them. Then we may consider that the
tangent vector ξ to c(s) is extended to be a vector field defined in a neighborhood of the original geodesic c(s). We
may also assume that there exists a vector field Y satisfying the condition
[ξ,Y ] = 0 (11)
in the same domain as that for ξ. The condition (11) means that a geodesic with ξ its tangent vector is carried
congruently to another infinitesimally nearby geodesic by the infinitesimal transformation Y . Thus Y is viewed as a
deviation of geodesics. The vector field ξ may have singularity at which ξ is not defined uniquely, and Y may vanish
there. With this in mind, we operate ∇ξξ = 0 with ∇Y and use the definition of the Riemann curvature tensor and
of the torsion, which vanishes identically, to obtain the Jacobi equation
∇ξ∇ξY +R(Y , ξ)ξ = 0. (12)
Here, as is well known, the torsion tensor and the Riemann curvature tensor are defined, respectively, to be
T (Y ,Z) = ∇Y Z −∇ZY − [Y ,Z],
R(Y ,Z)W = ∇Y ∇ZW −∇Z∇YW −∇[Y ,Z]W ,
where Y ,Z,W ∈x(M), and the Riemann curvature tensor has symmetries such as
g(R(Y ,Z)W ,U) = −g(R(Z,Y )W ,U)
= −g(R(Y ,Z)U ,W ) = g(R(W ,U)Y ,Z),
(13)
where Y ,Z,W ,U ∈x(M). Local components of the Riemann curvature tensor are expressed as
Rijkℓ = R
m
ijk gmℓ = g
(
R
(
∂
∂xi
,
∂
∂xj
)
∂
∂xk
,
∂
∂xℓ
)
,
R ℓijk =
∂Γℓjk
∂xi
−
∂Γℓik
∂xj
+ ΓℓimΓ
m
jk − Γ
ℓ
jmΓ
m
ik.
In the next subsection, we will give an example of Riemannian metrics whose geodesics are equivalent to trajectories
of Newton’s equations of motion
d2qi
dt2
+
∂V
∂qi
= 0, i = 1, · · · , N. (14)
Then, in order to analyze stability/instability of trajectories of the natural Hamiltonian system, we can deal with the
Jacobi equation, a linearization of the geodesic equation. However, the Jacobi equations in their original form are not
suitable to Lyapunov analysis.
B. Geodesics for the Jacobi metric
Consider equations of motion, Eq.(14), on RN , which we call a natural dynamical system. Let MJ be an open
submanifold of the configuration space RN , which is defined to be
MJ = {q ∈ R
N |V (q) < E}. (15)
5As is well known, if energy is fixed at E, almost all trajectories are confined in MJ when N ≥ 2. On the other hand,
the Jacobi metric gJ is defined, in MJ , to be
(gJ)ij = 2[E − V (q)]δij . (16)
According to Maupertuis’s Principle of Least Action, an extremal of the action, the integral of the kinetic energy
along possible paths, provides an actual trajectory of total energy E. This principle can also be stated as follows: An
extremal of the variational problem of lengths of paths with respect to the Jacobi metric provides an actual trajectory
of the total energy E [12, 13]. From Eq.(10) along with the Jacobi metric gJ , the arc length parameter s is shown to
be related to the time parameter t by
ds2 = 4[E − V (q)]2dt2, (17)
and the tangent vector to a geodesic is always unity accordingly:
gJ(ξ, ξ) = gijξ
iξj = 2(E − V )δij
dqi
ds
dqj
ds
= [2(E − V )]2
(
dt
ds
)2
= 1.
Since the Christoffel symbols for the Jacobi metric (16) are given by
Γijk =
−1
2(E − V )
[
∂V
∂qj
δik +
∂V
∂qk
δij −
∂V
∂qi
δjk
]
, (18)
the geodesic equations for the Jacobi metric are expressed as
d2qi
ds2
−
1
E − V
∂V
∂qj
dqj
ds
dqi
ds
+
1
4(E − V )2
∂V
∂qi
= 0,
which prove to be equivalent to Newton’s equations of motion (14) on account of (17). However, the Jacobi equations
(6) with the curvature tensor for the Jacobi metric are not brought into the same equations as (8), a linearization
of Newton’s equations of motion, in general. Components of the curvature tensor for gJ are indeed put in the form
[11, 13]
Rijkℓ = Ciℓδjk + Cjkδiℓ − Cikδjℓ − Cjℓδik,
where
Cij =
∂2V
∂qi∂qj
+
3
2(E − V )
∂V
∂qi
∂V
∂qj
−
1
4(E − V )
δkℓ
∂V
∂qk
∂V
∂qℓ
δij .
III. GEODESIC FLOWS ON COTANGENT BUNDLES
In the previous section, we have mentioned that trajectories of a natural dynamical system with a fixed energy
can be regarded as geodesics on a suitable Riemannian manifold, and that stability/instability of the trajectories are
analyzed through the Jacobi equation, a linearization of the geodesic equation. However, the Jacobi equation is a
second-order differential equation, while Lyapunov analysis is applied to first-order differential equations. We hence
need a first-order differential equation associated with the Jacobi equation in order to apply Lyapunov analysis. To
find such a first-order differential equation, we are working on the cotangent bundle T ∗M of a Riemannian manifold
M along with some geometric setting-ups on T ∗M . Related topics on T ∗M will be described in Appendix A.
At first, let us be reminded of a minimum on cotangent bundles. Let M be an m-dimensional Riemannian manifold
endowed with Riemannian metric g = gijdx
i ⊗ dxj , and T ∗M the cotangent bundle of M with the projection
pi : T ∗M → M . Let (xi) and (xi, pi) be local coordinates in an open subset U ⊂ M and in pi−1(U), respectively.
Further, let (xi, pi) be another local coordinates in pi
−1(U) with pi−1(U) ∩ pi−1(U) 6= ∅. Then one has the coordinate
transformation in the intersection pi−1(U) ∩ pi−1(U),
xi = xi(x), pi =
∂xj
∂xi
pj . (19)
6A. Geodesic flows
We recall that Newton’s equations of motion have been already “geometrized” so as to be geodesic equations on
a suitable Riemannian manifold, so that further external force doesn’t need to be taken into account anymore. In
other words, we have only to consider a free particle motion on M . In the Hamiltonian formalism, the Hamiltonian
we then have to study should be given, on T ∗M , by
K =
1
2
gij(x)pipj, (20)
where (gij) := (gij)
−1. Hamilton’s equations of motion for K are then put in the form
dxi
ds
=
∂K
∂pi
= gijpj,
dpi
ds
= −
∂K
∂xi
= gkjΓℓjipkpℓ,
(21)
where use has been made of the equality
−
∂gkℓ
∂xi
= gkjΓℓji + g
jℓΓkji.
It is an easy matter to show that Eq.(21) projects to geodesic equation on M . In fact, put together, differentiation
of the first equation of (21) with respect to s and the second equation of (21) along with the above equality provide
geodesic equations. As is well known, Eq.(21) is associated with the Hamiltonian vector field XK given by
XK =
∂K
∂pi
∂
∂xi
−
∂K
∂xi
∂
∂pi
= gijpj
∂
∂xi
+ gkjΓℓjipkpℓ
∂
∂pi
. (22)
Integral curves of (22) are called geodesic flows. We note here that the nomenclature “geodesic flows” are usually
assigned to the corresponding flows on the tangent bundle, but we use the word for convenience’ sake.
It is worth noting here that how geodesic flows on T ∗M project to geodesics on M . Let P (s) = (x(s), p(s)) be a
geodesic flow with an initial value (x(0), p(0)) = (a, b) with gijbibj = 1. Define a tangent vector v toM at a = pi(P (0))
by vi = gijbj. Then the projection x(s) = pi(P (s)) is a geodesic with the initial value (x(0), x˙(0)) = (a, v). Varying
b ∈ T ∗aM with g
ijbibj = 1 but fixing a, we obtain an (m − 1)-parameter family of geodesic flows on T ∗M , which
projects to an (m − 1)-parameter family of geodesics passing the point a of M . Furthermore, the vector field XK
projects to the tangent vector field ξ to this family of geodesics M . However, ξ has singularity only at a ∈ M in a
neighborhood of a. We have to note that if all geodesic flows on T ∗M project to geodesics M , those geodesics may
not define such a tangent vector field uniquely. If there is another (m−1)-parameter family of geodesic flows on T ∗M ,
it may project to another (m− 1)-parameter family of geodesics on M along with a tangent vector field like ξ.
B. Adapted frames
To describe geodesic flows in a more geometric way, we introduce an adapted frame and an adapted coframe on
pi−1(U) ⊂ T ∗M by the use of the Christoffel symbols Γijk on M . The adapted frame and coframe are defined, in
pi−1(U), to be
Di =
∂
∂xi
+ pkΓ
k
ij
∂
∂pj
, Di =
∂
∂pi
, (23)
and
θi = dxi, θi = dpi − pkΓ
k
ijdx
j , (24)
respectively, where i = i+m. These frames are dual to each other, i.e., satisfy
θi(Dj) = δ
i
j , θ
i(Dj) = 0, θ
i(Dj) = 0, θ
i(Dj) = δ
j
i .
7If there is another adapted frame {Di, Di} in an open set pi
−1(U) and if the intersection pi−1(U)∩pi−1(U) is non-empty,
then from (19) it follows that the adapted frames are subject to the transformation
Di =
∂xj
∂xi
Dj , Di =
∂xi
∂xj
Dj . (25)
For adapted coframes, an analogous transformation holds as well.
The transformation (25) implies that Di, i = 1, · · · ,m, and Di, i = m+ 1, · · · , 2m, define, respectively, subspaces
HP and VP of the tangent space TPT
∗M at each point P ∈ T ∗M independently of the choice of adapted frames.
Thus one obtains a direct sum decomposition of the tangent space to T ∗M at each point P ∈ T ∗M ;
TPT
∗M = HP ⊕ VP . (26)
The subspaces HP and VP are called the horizontal and the vertical subspace of TPT
∗M , respectively. We notice here
that HP and Tπ(P )M are isomorphic as vector spaces. Note further that the transformation rule for the standard
frame {∂/∂xi, ∂/∂pi} is mixed up, so that one cannot define a subspace, say, span{∂/∂xi} independently of the choice
of natural frames. See [14] for adapted frames on the tangent bundle TM .
In terms of the adapted frame, the Hamiltonian vector field XK becomes expressed as
XK = Di(K)Di −Di(K)Di = g
ijpjDi, (27)
which shows that XK is a horizontal vector field and further that geodesic flows are horizontal curves in the sense
that the tangent vectors to them are always horizontal.
C. The Sasaki metric
As is already seen, the tangent space to T ∗M at each point of T ∗M is decomposed into a direct sum. We can define
a metric on T ∗M so that the decomposition may be orthogonal direct sum. One of such metrics is the Sasaki metric,
which is a lifted metric g˜ given by
g˜ = gijθ
i ⊗ θj + gijθi ⊗ θj . (28)
This metric is defined independently of the choice of adapted coframes. We notice here that the Sasaki metric was
first introduced on the tangent bundle TM [15], but we use the same nomenclature on the cotangent bundle T ∗M as
well.
By using the Sasaki metric, the arc length on T ∗M is defined as
dσ2 = gijdx
idxj + gij(dpi − pkΓ
k
indx
n)(dpj − pℓΓ
ℓ
jhdx
h).
It then turns out that geodesic flows on T ∗M take the same arc length as the corresponding geodesics onM have, since
one has dσ2 = gijdx
idxj = ds2 for horizontal curves, and since geodesic flows are horizontal. Hence the parameter s
used in Hamilton’s equation (21) may be interpreted as the arc length on M , so that the geodesic x(s) = pi(P (s)) on
M is described in the arc length parameter.
We will adopt the Sasaki metric on T ∗M to discuss orthogonality of Lyapunov vectors on T ∗M in the next section.
IV. LYAPUNOV ANALYSIS OF GEODESIC FLOWS
On the basis of the geometric setting-up, we are to find a first-order differential equation associated with the Jacobi
equation, and thereby discuss Lyapunov vectors.
A. Linearization of Hamilton’s equations of motion
For a general Hamiltonian function H , linearized Hamilton’s equations of motion are put, as is well-known, in the
form
dXˆ i
ds
=
∂2H
∂pi∂xj
Xˆj +
∂2H
∂pi∂pj
Xˆj ,
dXˆ i
ds
= −
∂2H
∂xi∂xj
Xˆj −
∂2H
∂xi∂pj
Xˆj ,
8where X = Xˆ i∂i + Xˆ
i∂i stands for a deviation of Hamiltonian flows, where ∂i = ∂/∂x
i and ∂i = ∂/∂pi. These
equations can be obtained from the condition [X,XH ] = 0 as well, where XH is the Hamiltonian vector field,
XH =
∂H
∂pi
∂
∂xi
−
∂H
∂xi
∂
∂pi
.
In fact, the condition [X,XH ] = 0 restricted to a prescribed Hamiltonian flow P (s) = (x(s), p(s)) provides
[X,XH ]|P (s) =
(
∂2H
∂pi∂xj
Xˆj +
∂2H
∂pi∂pj
Xˆj
)
∂
∂xi
∣∣∣∣
P (s)
−
(
∂2H
∂xi∂xj
Xˆj +
∂2H
∂xi∂pj
Xˆj
)
∂
∂pi
∣∣∣∣
P (s)
−
dXˆ i
ds
∂
∂xi
∣∣∣∣
P (s)
−
dXˆ i
ds
∂
∂pi
∣∣∣∣
P (s)
,
where we have used the formula
dXˆ i
ds
=
∂H
∂pk
∂Xˆ i
∂xk
−
∂H
∂xk
∂Xˆ i
∂pk
=XH(Xˆ
i),
and a similar formula for dXˆ i/ds. It is to be noted here that the condition [X,XH ] = 0 implies that a Hamiltonian
flow, an integral curve of XH , is dragged to another infinitesimally nearby Hamiltonian flow by the infinitesimal
transformation X, i.e., X is a deviation of Hamiltonian flows. With this in mind, we can obtain linearized equations
with respect to the adapted frame, if we calculate [X,XH ] = 0 with X and XH expressed as
X = X iDi +X
iDi,
XH = Di(H)Di −Di(H)Di,
respectively, and restrict the resultant equation to a prescribed flow P (s). We note here that the components (X i, X i)
with respect to the adapted frame transform according to
X i =
∂xi
∂xj
X
j
, X i =
∂xj
∂xi
X
j
. (29)
A long but straightforward calculation of [X,XH ]|P (s) = 0 then provides linearized Hamilton’s equations of motion
as follows:
dX i
ds
=
[
∂2H
∂pi∂xj
+
∂2H
∂pi∂pℓ
pkΓ
k
ℓj
]
Xj +
∂2H
∂pi∂pj
Xj,
dX i
ds
= −
[
∂2H
∂xi∂xj
+
∂2H
∂xi∂pℓ
pkΓ
k
jℓ +
(
∂2H
∂pℓ∂xj
+
∂2H
∂pℓ∂pm
pnΓ
n
mj
)
pkΓ
k
iℓ
−
∂H
∂xk
Γkij + pk
∂Γkij
∂xm
∂H
∂pm
]
Xj −
[
∂2H
∂xi∂pj
+
∂2H
∂pℓ∂pj
pkΓ
k
iℓ
]
Xj ,
(30)
where use has been made of the formula
dX i
ds
= Dj(H)Dj(X
i)−Dj(H)Dj(X
i) =XH(X
i),
and of a similar formula for dX i/ds.
In what follows, we take the Hamiltonian given by Eq.(20). The equation of deviation (30) then takes the form
dX i
ds
= −Γijkg
kℓpℓX
j + gijXj,
dX i
ds
= −Rjkℓig
knpng
ℓhphX
j + Γjikg
kℓpℓX
j.
(31)
9The right-hand-side of Eq.(31) must be evaluated along a geodesic flow P (s) = (x(s), p(s)). Since one has gijpj(s) =
dxi
ds
=: ξi(s) along the geodesic flow, Eq.(31) can be brought into the form
dX i
ds
= −Γijkξ
kXj + gijXj,
dX i
ds
= −Rjkℓiξ
kξℓXj + Γjikξ
kXj.
(32)
We can show that this system of equations is the first-order differential equation which project to the Jacobi equation
and hence may be called the lifted Jacobi equation. The proof runs as follows: On account of (29), the quantities
(X i(s)) and (X i(s)) may be viewed as a tangent and a cotangent vector to M along the geodesic x(s), so that the
first equation of (32), rewritten as
dX i
ds
+ Γijkξ
kXj = gijXj,
implies that (gijXj(s)) is equal to the covariant derivative of (X i(s)) along the geodesic x(s). The second equation
of (32) then implies that
dY i
ds
+ Γijkξ
kY j = −R ijkℓ ξ
kξℓXj with Y i = gijXj.
The above two equations are put together to yield the Jacobi equation for YX = (X
i(s)),
∇ξ∇ξYX = −R(YX , ξ)ξ,
where ∇ξ stands for the covariant derivation along the geodesic x(s).
B. Lyapunov vectors
Here we show that solutions to Eq.(32) satisfy the requirement stated in Introduction in the Hamiltonian system
with the Hamiltonian K given in (20). As for the gradient of K, we note that the differential dK and the gradient of
K, gradK, are put in the form
dK = gikpkθ
i, gradK = piDi,
respectively, where the gradient of a function F on T ∗M , gradF , is defined through
g˜(gradF,X) = dF (X)
for any vector field X ∈x(T ∗M).
It is an easy matter to verify that Eq.(32) is satisfied by XK , the tangent vector to a Hamiltonian flow P (s) or
a geodesic flow in T ∗M . In fact, the tangent vector XK to P (s) is given (27), and has the components, X
i(s) =
giℓpℓ(s), X
i(s) = 0, satisfying (32). While the gradient vector along the Hamiltonian flow P (s), which is denoted
by gradK(s) for simplicity, is not a solution to the linearized equation (32), the vector gradK(s) + sXK(s) =
pi(s)Di + s g
ikpk(s)Di is a solution to (32), as is easily verified. Taking this into account, we wish to decompose the
tangent space TP (s)T
∗M to T ∗M at every point P (s) of a geodesic flow into the direct sum of the plane spanned by
both XK(s) and gradK(s) and the subspace transversal to the plane. Let us define subspaces NP (s) and EP (s) to be
NP (s) = {X ∈ TP (s)T
∗M | X = αXK(s) + β gradK(s), α, β ∈ R},
EP (s) = {X ∈ TP (s)T
∗M | g˜(X ,XK(s)) = 0, g˜(X, gradK(s)) = 0},
(33)
respectively, where EP (s) is the orthogonal complement of NP (s) with respect to the Sasaki metric g˜. Thus we have
the orthogonal direct sum decomposition,
TP (s)T
∗M = Np(s) ⊕ EP (s). (34)
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We wish to show that these subspaces are invariant under any solution to the linearized equation (32). To this end,
we have to verify:
Theorem: A solution X(s) to the linearized equation (32) which is in NP (0) (resp. in EP (0)) at an initial moment
s = 0 keeps belonging to NP (s) (resp. to EP (s)) at any instant s.
The proof of this statement is carried out as follows: As we have already shown, XK(s) and gradK(s) + sXK(s)
are solutions to (32), so that the linear combination of them, αXK(s) + β(gradK(s) + sXK(s)) = (α+ βs)XK(s) +
β gradK(s), is also in NP (s) at any instant s, which proves the invariance of NP (s) under the linearized flow X(s).
To prove the invariance of EP (s), we consider the temporal evolution of g˜(X ,XK) with X a solution to (32). We are
to show that
d
ds
g˜(X ,XK) = dK(X),
d2
ds2
g˜(X ,XK) = 0.
(35)
We can carry out the proof of these equations in the manner of mechanics as follows: Note that g˜(X,XK) = θ(X),
where θ is the standard one-form on T ∗M , i.e., θ = pidx
i in local coordinates. Then differentiation of θ(X) with
respect to s results in
d
ds
θ(X) = LXK (θ(X))
= (LXK θ)(X) + θ([XK ,X])
= (dι(XK)θ + ι(XK)dθ)(X)
= (d(θ(XK))− dK)(X)
= dK(X),
where use has been made of (i) the definition of the Lie derivative of one-forms, (ii) the condition [X,XK ] = 0, (iii)
the Cartan’s formula for the Lie derivation, (iv) ι(XK)dθ = −dK, and (v) the equality θ(XK) = 2K due to the
homogeneity of K in pi. Thus we obtain the former equation of (35). Differentiating the former equation of (35) with
respect to s using the equation
d
ds
dK(X) =
d
ds
g˜(gradK,X) = 0,
a similar equation to (5), we obtain the latter of (35). Now Eq.(35) is integrated to give
g˜(X ,XK)|P (s) = g˜(X ,XK)|P (0) + s dK(X)|P (0).
Since dK(X) = g˜(X , gradK), the above equation implies that X(s) ∈ EP (s) if X(0) ∈ EP (0). This ends the proof of
the invariance of EP (s) under the linearized flow X(s). 
On the basis of the decomposition (34), we can construct a set of Lyapunov vectors {V a}, a = 1, · · · , 2m, satisfying
the requirement mentioned in Sec.I. We are thinking of the Riemannian manifold (MJ , gJ) introduced in Sec.II B,
and hence m = N . The first N − 1 linearly independent solutions, {Xa(s)}, a = 1, · · · , N − 1, to the lifted Jacobi
equation (32) are chosen in EP (s), which are orthogonalized to give first N − 1 Lyapunov vectors {V 1, · · · ,V N−1}.
The N -th and (N+1)-th Lyapunov vectors are chosen in NP (s) so as to be V N (s) =XK(s) and V N+1(s) = gradK(s),
respectively. This is because they are mutual orthogonal and because XK(s) and gradK(s) + s XK(s) are solutions
to the linearized equation and further orthogonal to the first N − 1 Lyapunov vectors. Note in addition that any
solution X(s) staying in NP (s) becomes asymptotically parallel to XK(s) as s→∞, so that XK(s) is assigned to the
N -th Lyapunov vector and gradH(s) to the (N+1)-th Lyapunov vector, respectively. The remaining N−1 Lyapunov
vectors are chosen in EP (s), which are orthogonal to XK and gradK as well as to the first N − 1 Lyapunov vectors
by the very definition. Consequently, from solutions to (32) with the initial values chosen so as to satisfy
(a) XN (0) =XK(0), XN+1(0) = gradK(0),
(b) Xa(0) ⊥ {XK(s), gradK(0)}, a = 1, · · · , N − 1, N + 2, · · · , 2N ,
at the initial moment s = 0, we can obtain expectedly a set of Lyapunov vectors such that
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(i) V N (s) =XK(s), V N+1(s) = gradK(s),
(ii) V a(s) ⊥ {XK(s), gradK(s)}, a = 1, · · · , N − 1, N + 2, · · · , 2N .
From the property (i), we can observe that the Lyapunov exponents λN and λN+1 vanish indeed. In fact, since
g˜(XK ,XK) = g˜(gradK, gradK) = 2K
is constant along any geodesic flow, one has λN = λN+1 = 0 from the formula (4).
V. NUMERICAL CALCULATIONS FOR COMPARISON
In this section, we are to compare the geometric method and the usual method through a model system with 3
degrees of freedom, by numerically calculating Lyapunov exponents and Lyapunov vectors in respective methods. We
will find that the Lyapunov exponents calculated in respective methods coincide with each other, independently of
the choice of methods, while the Lyapunov vectors calculated on respective setting-ups exhibit different behaviors to
each other, depending on the method chosen.
A. Comparison of setting-ups in respective methods
TABLE I: Comparison between the usual method and the geometric method. The N-dimensional manifold MJ is defined in
Eq.(15), and g˜E is the Euclidean metric. Note that T
∗MJ =MJ ×RN .
Method Configuration Phase Metric Hamiltonian Linearized
space space equation
Usual MJ MJ ×RN g˜E H [Eq.(1)] Eq.(2)
Geometric MJ T
∗MJ g˜J K [Eq.(20)] Eq.(32)
For a natural Hamiltonian system with N degrees of freedom, setting-ups for Lyapunov analysis both in the
geometric method and in the usual method are summarized in Tab.I. We note here that the metric g˜E introduced on
the phase space MJ ×R
N in the usual method is, of course, the Euclidean metric defined, as usual, to be
g˜E = δijdq
i ⊗ dqj + δijdpi ⊗ dpj .
As was pointed out in Sec.II B, the geodesic equations for the Jacobi metric are equivalent to Newton’s equations
of motion for a natural dynamical system with energy E. We now verify this fact in the Hamiltonian formalism. The
Hamiltonian vector fields XK and XH which are defined on the same phase space in respective manners are given by
XK = g
ijpjDi, XH = δ
ij
(
pj
∂
∂qi
−
∂V
∂qj
∂
∂pi
)
, (36)
respectively, where gij = δij/2(E − V ). A straightforward calculation along with (18) and 12
∑
p2i + V = E then
provides
XK =
1
2(E − V )
XH , (37)
which implies that Hamiltonian flows both in the geometric method and in the usual method coincide within the
change of parameters, ds/dt = 2(E − V (q)). Thus, along the same flow (up to the parameter change), we can
compare numerically tangent vectors such as solutions to linearized equations of motion and Lyapunov vectors. In
the following, X(g)(s) and X(t) denote solutions to the linearized equations of motion in the geometric method and
in the usual method, respectively.
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B. Orthogonal relations in the usual method
In Sec.IV, we have shown that Lyapunov vectors in the geometric method can be chosen so that two of them may
be the tangent vectors to the Hamiltonian flow in question and the gradient vector of the Hamiltonian function along
the flow, and the others be orthogonal to those two vectors. In this subsection, we remark that such orthogonal
relations holds for part of Lyapunov vectors even in the usual method, in which the Euclidean metric g˜E is adopted
in MJ ×R
N .
Let X1(t), · · · ,X2N (t) be linearly independent solutions to Eq.(2), for which the initial conditions are taken in
such a manner that
(a) XN (0) =XH(0), XN+1(0) = gradH(0),
(b) Xa(0) ⊥ {XH(0), gradH(0)}, a = 1, · · · , N − 1, N + 2, · · · , 2N,
where XH and gradH are the Hamiltonian vector field for H and the gradient vector field of H , respectively. Let
V 1(t), · · · ,V 2N (t) be Lyapunov vectors formed from Xa(t), a = 1, · · · , 2N . Then the following two properties hold
true:
(i) V 1(t), · · · ,V N (t) are always orthogonal to gradH(t),
(ii) V N+1(t), · · · ,V 2N (t) are always orthogonal to XH(t).
The property (i) is easily shown to hold from Eq.(5). In fact, solutionsX1(t), · · · ,XN (t) to the linearized equations
(2) are always orthogonal to gradH(t), if they are initially orthogonal to gradH(0). Hence the Lyapunov vectors
V 1(t), · · · ,V N (t) are always orthogonal to gradH(t), since the N -dimensional space spanned by V 1(t), · · · ,V N (t) is
the same as that spanned byX1(t), · · · ,XN(t). For the proof of the property (ii), we use the fact that the Hamiltonian
vector field XH(t) is a solution to the linearized Hamilton’s equation (2), so that one has XN (t) = XH(t). Then
XH(t) is in the N -dimensional space spanned by X1(t), · · · ,XN (t), and hence in that spanned by V 1(t), · · · ,V N (t).
By definition, the Lyapunov vectors V N+1(t), · · · ,V 2N (t) are orthogonal to V 1(t), · · · ,V N (t), and hence to XH(t).
The above two properties will be confirmed as well by numerical calculations for a model system in a later subsection.
Moreover, by numerical calculations in the usual method, we will observe that V N+2(t), · · · ,V 2N (t) are not always
orthogonal to gradH(t), and that V 1(t), · · · ,V N−1(t) are not always orthogonal to XH(t), either. We recall here
that, in the geometric method, Lyapunov vectors V
(g)
N+2(s), · · · ,V
(g)
2N (s) are always orthogonal to gradK(s), and that
V
(g)
1 (s), · · · ,V
(g)
N−1(s) are always orthogonal to XK(s), which will be confirmed as well by numerical calculations
for the model system. Here, by V (g)a and V a, we denote the Lyapunov vectors which are obtained in the geometric
method and in the usual method, respectively, to tell the difference between them.
C. Initial conditions
To compare numerical computation results calculated both in the geometric method and in the usual method,
we have to set both Hamilton’s equations of motion and linearized equations of motion to share the same initial
conditions. Hence, in particular, we come to require that the initial conditions for linearized equations of motion
are taken to be subject to the conditions (a) and (b) mentioned in Sec.VB in the usual method as well as in the
geometric method. In this subsection, we discuss how one can set such initial conditions, in spite of the difference
between metrics used.
We take a number of initial values, P (0) = (qj(0), pj(0)), for Hamiltonian flows on T
∗MJ in such a manner that
gradV vanishes at the initial point P (0), where gradV is defined with respect to both the Euclidean metric and the
Jacobi metric on the configuration space MJ , but the equation gradV = 0 defines the same points, independently
of the metric chosen. Since the phase spaces in both methods are in common, and since Hamiltonian flows in both
methods are also in common up to the change of parameters, we will obtain a number of Hamiltonian flows in common
after integration. We have also to note that the condition gradV = 0 at the initial point implies that the Christoffel
symbols Γijk’s defined by (18) vanish also there, so that the Jacobi metric is put, at the initial point, in the form
g˜J |P (0) = 2W0δijdx
i ⊗ dxj + (2W0)
−1δijdpi ⊗ dpj , (38)
where W0 = E − V (P (0)).
Let X(g)a and Xa denote solutions to linearized equations (32) and (2), respectively.
According to the procedure stated in Sec.IV, initial conditions for linearized equations (32) in the geometric method
are set as follows:
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(a) X
(g)
N (0) =XK(0), X
(g)
N+1(0) = gradK(0),
(b) X(g)a (0) ∈ EP (0) ∩HP (0), a = 1, · · · , N − 1,
X
(g)
b (0) ∈ EP (0) ∩ VP (0), b = N + 2, · · · , 2N .
See (26) and (33) for the definitions of HP (s), VP (s), and EP (s).
Initial conditions for the linearized equations (2) in the usual method are set as
Xa(0) =X
(g)
a (0), a = 1, · · · , 2N.
We here have to verify that these initial vectors Xa(0), a = 1, · · · , 2N , are indeed subject to the initial conditions
(a) and (b) stated in Sec.VB. The verification of this is carried out as follows: By definition, one has XN (0) =
XK(0), and further XK(0) = XH(0)/2(E − V (q(0))) from (37), so that XN (0) = XH(0)/2(E − V (q(0))). The
constant factor 2(E − V (q(0))) causes no serious problem, since we are interested in orthogonal relations between
initial vectors. Moreover, it is an easy matter to see that XN+1(0) = gradK(0) = gradH(0) on account of the
assumption gradV (0) = 0 at the initial point, where we note that gradK and gradH are taken with respect to
metrics, g˜J and g˜E , respectively. To verify that the other initial vectors,Xa(0), a = 1, · · · , N − 1, N+2, · · · , 2N , are
orthogonal to XH(0) and to gradH(0), we use the following four facts: (i) X1(0), · · · ,XN−1(0) ∈ EP (0) ∩HP (0), (ii)
XN+2(0), · · · ,X2N (0) ∈ EP (0) ∩ VP (0), (iii) HP (0) and VP (0) are orthogonal with respect to the Euclidean metric, as
is seen from (38), (iv) restricted to the subspaces HP (0) and VP (0), the Jacobi metric and the Euclidean metric are
conformal to each other;
g˜J |P (0)(X1,X2) = 2(E − V )g˜E |P (0)(X1,X2), X1,X2 ∈ HP (0),
g˜J |P (0)(X1,X2) = g˜E |P (0)(X1,X2)/2(E − V ), X1,X2 ∈ VP (0).
It then turns out from (i) and (iv) that X1(0), · · · ,XN−1(0) are also orthogonal to XN (0) with respect to g˜E |P (0),
and further from (ii) and (iii) that they are also orthogonal to XN+1(0) with respect to g˜E |P (0) . A similar statement
for XN+2(0), · · · ,X2N (0) holds true.
D. A model system
The model system we are to consider here is a natural Hamiltonian system with 3 degrees of freedom which has
interactions of He´non-Heiles type,
H(q, p) =
3∑
i=1
[
1
2
p2i + VHH(q
i, qi+1)
]
,
VHH(x, y) = x
2y −
1
3
y3,
(39)
where q4 = q1. Hamiltonian vector fields both in the geometric method and in the usual method, denoted by XK
and XH , respectively, are given by (36) with g
ij = δij/2(E − V ) and V =
∑3
i=1 VHH(q
i, qi+1).
Hamiltonian flows ofXH for the Hamiltonian (39) are numerically calculated by the use of the 4-th order symplectic
integrator [16], which is a numerical integration method on the basis of discrete time evolution with each step
an explicit symplectic mapping. Initial conditions for Hamilton’s equations of motion are set as qi(0) = 0 and
pi(0) = αγi (j = 1, 2, 3), where γi’s are random values obtained from the uniform distribution function on the interval
[0, 1], and the constant α is determined so as to satisfy the energy condition
∑3
i=1(pi(0))
2/2 = E. For the initial
values qi(0) = 0, we verify easily that the condition gradV (0) = 0 is satisfied, which was assumed in the previous
subsection VC. To integrate the linearized Hamilton’s equations of motion (2), we take an alternative method, that
is, we choose to linearize, along a certain Hamiltonian flow, the sequence of symplectic mappings already obtained on
the symplectic integrator algorithm. To our knowledge of explicit symplectic integrators, the symplectic integrator
used here and another symplectic algorithm proposed in [17] are set up on the assumption that Hamiltonians are of
the form H(q, p) = T (p)+V (q), so that those algorithms are not applicable to the numerical integration of Hamilton’s
equations of motion with Hamiltonians of the form K(q, p) =
∑3
i=1 p
2
i /4(E−V (q)). This means that we have to take
another algorithm to integrate Hamilton’s equations of motion in our geometric method for Lyapunov analysis. What
we use in this article is an implicit but symplectic 6th-order Runge-Kutta method (Kuntzmann & Butcher method
[18], see Appendix B). However, we have to note here that we do not need to apply that Runge-Kutta method to
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integrate numerically Hamilton’s equations of motion for K, since the solutions to Eq.(21) coincide with Hamiltonian
flows already obtained by the explicit symplectic integrator up to the parameter change. We apply the implicit Runge-
Kutta method to the numerical integration of the lifted Jacobi equations (32), the linearized Hamilton’s equations of
motion for K. The implicit Runge-Kutta method, however, requires an additional process of numerical computation.
In fact, we need to calculate the inverse of a 6N × 6N matrix at each step of the integration, where N denotes the
degrees of freedom. For this reason, the CPU-time we have needed to integrate the lifted Jacobi equations by the
implicit Runge-Kutta algorithm is about 26 times as long as the CPU-time we have needed to integrate the linearized
Hamilton’s equations of motion for H by the explicit symplectic integrator. We have set the unit time slice as wide
as h = 2.5× 10−6 both for the explicit symplectic integrator and the Runge-Kutta algorithm.
E. Results of numerical calculations
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FIG. 1: Convergence of Lyapunov exponents with E = 0.04. Curves represent graphs of Λ
(g)
a and Λa (a = 1, 2, 3), where Λ
(g)
a
and Λa, functions in the time parameter, are obtained by the geometric method and by the usual method, respectively.
Figure 1 shows that Lyapunov exponents calculated in both methods have indeed definite values for E = 0.04,
where Λa’s and Λ
(g)
a ’s are defined, respectively, to be
Λ(g)a (t) =
1
t
ln
‖Va(s(t))‖
‖Va(0)‖
, Λa(t) =
1
t
ln
‖Va(t)‖
‖Va(0)‖
, a = 1, 2, 3,
which are supposed to be convergent to Lyapunov exponents; limt→∞ Λa(t) = λa and limt→∞ Λ
(g)
a (t) = λ
(g)
a . Here,
the quantities with the superscript (g) are those used in the geometric method. However, to compare the numerical
results, we have made Λ
(g)
a (s) into a function of t by means of the parameter change. It is to be noted here that
Λ
(g)
3 (s) always vanishes on account of the fact that ‖X
(g)
3 ‖ = ‖XK‖ = 2K=constant. For E = 0.01, 0.02 and 0.03,
we have obtained also definite Lyapunov exponents, which are shown in Fig.2 along with the dependence on energy.
Figure 2 also shows that the Lyapunov exponents, λa and λ
(g)
a , calculated in both methods coincide with each other,
which means that the Lyapunov exponents are obtained independently of the choice of methods, geometric or usual.
We remark here that if one uses the Jacobi equations (6), a second-order differential equation, to calculate the
exponential growth rates of trajectories, one may obtain the same value as that obtained in the usual method. For
example, for the Fermi-Pasta-Ulam β model, the largest Lyapunov exponent is calculated by using a 2N -dimensional
vector (X i, dX i/dt) [19], where (X i(t)) is a solution to the Jacobi equations (6) and the Euclidean metric is used for
the 2N -dimensional vector. According to [19], the resultant value of the exponent coincides with the largest Lyapunov
exponent obtained in the usual method. This might suggest that to calculate the largest Lyapunov exponent, one
does not need to work with the cotangent spaces. However, the advantage of the geometric method developed in this
article is that after the geometric method, we can obtain all the Lyapunov exponents along with the Lyapunov vectors
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FIG. 2: Comparison of Lyapunov exponents obtained by both the geometric method and the usual method. By λ
(g)
a and λa,
we denote Lyapunov exponents obtained by the geometric method and by the usual method, respectively. Numerical results
obtained in both methods are in good agreement.
among which two vectors associated with the vanishing Lyapunov exponents can be separated out from the others.
This can be observed in Figs.3 and 4.
From Figs.3 and 4, we will observe that the Lyapunov vectors calculated numerically in the geometric method satisfy
the requirements stated in Sec.I and that the Lyapunov vectors calculated in the usual method have the property
shown in Sec.VB.
Figure 3 provides temporal evolutions of inner products between normalized Lyapunov vectors and the normalized
tangent vector to a Hamiltonian flow. The inner products both in the geometric method and in the usual method are
denoted by t
(g)
a and by ta, respectively:
t(g)a = g˜J
(
V (g)a
‖V (g)a ‖
,XK
)
, ta = g˜E
(
V a
‖V a‖
,
XH
‖XH‖
)
.
Figure 3 shows that all the Lyapunov vectors except for V
(g)
3 in the geometric method are orthogonal to XK , and
that the normalized V
(g)
3 is equal to XK . On the other hand, we observe also from Fig.3 that V 1 and V 2 in the
usual method are not always orthogonal to XH , and that the normalized V 3 does not equal XH/‖XH‖, either. In
particular, we remark that t2 takes values around unity in opposition to our requirement.
Figure 4 provides temporal evolutions of inner products between normalized Lyapunov vectors and the normalized
gradient vector of the Hamiltonian, and the inner product both in the geometric method and in the usual method is
denoted by the symbol n
(g)
a and na, respectively:
n(g)a = g˜J
(
V (g)a
‖V (g)a ‖
, gradK
)
, na = g˜E
(
V a
‖V a‖
,
gradH
‖gradH‖
)
.
All the Lyapunov vectors except for V
(g)
4 are observed to be orthogonal to gradK, and V
(g)
4 to be collinear to gradK
in the geometric method, as is expected. On the other hand, the Lyapunov vectors V 5,V 6 in the usual method are
not always orthogonal to gradH , and V 4 does not point to the direction of gradH , either. In particular, n5 in the
usual method is far from vanishing, taking values around minus unity.
These observations agree to what we expect from the theory described in Secs.IVB and VB. We note in conclusion
that tiny fluctuations around straight lines in Figs.3 and 4, in particular, Figs.3(b) and 4(e), seem to be numerical
errors due to the factor 1/2(E − V ) included in the metric gij , Christoffel symbol Γijk and the Riemann curvature
tensor Rijkl.
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FIG. 3: Temporal evolutions of inner products between the normalized tangent vector of a Hamiltonian flow and normalized
Lyapunov vectors. The energy is set at E = 0.04. In (a),(b), and (c), straight lines are graphs of t
(g)
a against the time
parameter in the geometric method, and broken curves are from the usual method, providing the graphs of ta. The 1st and
2nd Lyapunov vectors V
(g)
1 ,V
(g)
2 are always orthogonal to the tangent direction to a Hamiltonian flow, XK , in the geometric
method, but V 1,V 2 are not always orthogonal to XH in the usual method. Moreover, the 3rd Lyapunov vector always points
to the direction of XK in the geometric method, but does not point to the direction of XH in the usual method. In (d),(e),
and (f), only straight lines are drawn, which are graphs from the both methods, but they coincide with each other.
VI. CONCLUDING REMARKS
In this paper, we have developed a new geometric method in Lyapunov analysis for natural Hamiltonian systems
with N degrees of freedom, which is set up on the cotangent bundle of a Riemannian manifold endowed with the
Jacobi metric. In contrast with our geometric method, the old or already-known geometric method is established on
the Riemannian manifold with the Jacobi metric. According to that method, one brings Newton’s equations of motion
for a natural dynamical system into geodesic equations for the Jacobi metric and uses Jacobi equations, linearized
geodesic equations, to analyze orbital instability of trajectories. However, the Jacobi equations are second-order
differential equations, while Lyapunov exponents and vectors are defined through first-order differential equations.
We then need first-order differential equation to apply Lyapunov analysis. According to our method, the Jacobi
equations are lifted from Riemannian manifolds to their cotangent bundles to take the form of first-order differential
equations.
When the geometric method is applied, a question arises as to whether Lyapunov exponents remain unchanged in
their values or not, in comparison with those obtained in the usual method. As we have already pointed out, the
linearized equations in both methods are different from each other and can not be transformed to each other through
the parameter transformation ds = 2(E − V (q))dt, while the equations of motion in both methods are transformed
to each other through the same parameter transformation. However, the numerical computation has shown that
the values of Lyapunov exponents coincide with each other, independently of the choice of methods applied, as far
as the model system with 3 degrees of freedom is taken. We guess that the Lyapunov exponents are long-term
averaged values, so that they are independent of the choice of Lyapunov vectors along trajectories, while Lyapunov
vectors depend on the choice of methods. As for the parameters of trajectories in the both method, we assume that
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FIG. 4: Temporal evolutions of inner products between the normalized gradient vector of the Hamiltonian function and the
normalized Lyapunov vectors. The energy is set at E = 0.04. In (d), (e), and (f), straight lines are graphs of n
(g)
a against the
time parameter in the geometric method, and broken curves are from the usual method, providing the graph of na. The 4th
Lyapunov vector V
(g)
4 always points to the gradient direction of the Hamiltonian function K, but V 4 does not always point
to gradH in the usual method. Moreover, the 5th and 6th Lyapunov vectors V
(g)
5 ,V
(g)
6 are always orthogonal to gradK in
the geometric method, and V 5,V 6 are not so to gradH in the usual method. In (a),(b), and (c), straight lines from the two
methods are drawn, but each of them looks like a single line because of coincidence.
the change of parameters must be subject to the condition 0 < ds/dt < ∞ along trajectories. On this account,
we expect that Lyapunov exponents are independent of the choice of methods for calculation. We will find indeed
the coincidence of Lyapunov exponents in the both methods from numerical computations for other model systems.
Further, observations made from the Lyapunov exponents are expected to be independent of the choice of methods.
For instance, a characteristics of the graph of Lyapunov spectra λi against i/N , i = 1, · · · , N [20, 21], which are
observed in the usual method for a wide class of Hamiltonian systems having nearest neighbor interactions, will be
found, in the geometric method as well, to be the same as that observed already in the usual method. We wish our
geometric method may afford a fresh insight into the observation through Lyapunov vectors.
In our geometric method developed in this article, we can choose Lyapunov vectors so as to satisfy the following
requirements: (i) Lyapunov vectors except for N -th and (N +1)-th vectors are always orthogonal to both the tangent
direction to a trajectory and the gradient direction of the Hamiltonian function, (ii) N -th Lyapunov vector points to
the tangent direction of the trajectory,XK , and (iii) (N+1)-th Lyapunov vector points to the gradient direction of the
Hamiltonian function, gradK. Along with such Lyapunov vectors, we can analyze orbital instability of Hamiltonian
flows in phase spaces without influence of the two marginal directions pointed byXK and gradK which have vanishing
Lyapunov exponents, λN = λN+1 = 0. Moreover, the N -th and the (N + 1)-th local Lyapunov exponents, which are
averages of exponential growth rate in finite time, vanish on any time interval. The local Lyapunov exponents in the
usual method are used, for instance, to distinguish nearly integrable systems from the others [22].
In this article, we have considered the Hamiltonian function of the formH(q, p) = 12
∑
ij δ
ijpipj+V (q) and developed
the geometric method in Lyapunov analysis. However, the geometric method can be established for Hamiltonian
functions of the form H(q, p) = 12
∑
ij a
ij(q)pipj + V (q), where (a
ij(q)) is the inverse of a metric tensor (aij(q)). In
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this case, the Jacobi metric is defined to be gij(q) = 2(E − V (q))aij(q), and geodesic equations for this metric
d2qi
ds2
+ Γijk
dqj
ds
dqk
ds
= 0
prove to be equivalent to Newton’s equations of motion
d2qi
dt2
+
{
i
jk
}
dqj
dt
dqk
dt
= −aij
∂V
∂qj
with the total energy fixed at E, where Γijk and
{
i
jk
}
are the Christoffel symbols formed from the metric gij and
aij , respectively, and s is the length parameter for the Jacobi metric gij , which is related to the parameter t by
ds
dt
= 2(E−V (q)). The geometric method we have developed in Lyapunov analysis of linearized Hamilton’s equations
of motion on the cotangent bundle is independent of the choice of the Riemannian metric chosen, so that the theorem
stated in Sec.IVB holds also true in this case. Hence, we may find Lyapunov vectors which satisfy the requirements
mentioned frequently.
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APPENDIX A: GEOMETRY OF COTANGENT BUNDLES
Vector fields and Levi-Civita connection on a Riemannian manifold M are lifted to the cotangent bundle T ∗M , and
thereby the relation between geodesics on M and geodesic flows on T ∗M will be made clear in geometric fashion.
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1. Lift of vector fields on M
The cotangent bundle T ∗M is endowed with the standard one-form θ, which is expressed locally as θ = pidx
i.
Note that the θ is defined globally on T ∗M . This can be seen from the coordinate transformation on the non-empty
intersection (19). The exterior derivative of θ, ω := dθ, is the standard symplectic form on T ∗M .
For vector fields on M , a way to lift them is not unique. A canonical way is given as follows: For Y ∈x(M), the
lifted vector field Y˜ is defined through the conditions
pi∗Y˜ = Y , LY˜ θ = 0, (A1)
where pi∗ is the differential of the canonical projection pi, and L denotes the Lie derivation. For Y = Y i∂i, a
straightforward calculation shows that the Y˜ is put in the form
Y˜ = Y i
∂
∂xi
− pj
∂Y j
∂xi
∂
∂pi
. (A2)
Furthermore, owing to Cartan’s formula, L
Y˜
θ = d(ι(Y˜ )θ) + ι(Y˜ )dθ, along with ι(Y˜ )θ = θ(Y˜ ), the latter of the
conditions (A1) implies that −d(θ(Y˜ )) = ι(Y˜ )ω, which then shows that the Y˜ becomes the Hamiltonian vector field
associated with F := θ(Y˜ ) = piY
i. Thus one has
Y˜ =XF =
∂F
∂pi
∂
∂xi
−
∂F
∂xi
∂
∂pi
. (A3)
With respect to the adapted frame, the canonical lift Y˜ takes the form
Y˜ = Y iDi − pj∇iY
jDi, (A4)
where
∇iY
j =
∂Y j
∂xi
+ ΓjikY
k.
In addition to the canonical lift, one can define another lift; for a vector field Y = Y i∂i on M , the horizontal lift
of Y is given on T ∗M by
Y˜
h
= Y iDi. (A5)
From the transformation rule (25), the horizontal lift is shown to be defined independently of the choice of adapted
frames.
A curve x(t) inM is also lifted horizontally; a curve x˜h(t) in T ∗M is called a horizontal lift of x(t), if pi(x˜h(t)) = x(t)
and if the tangent vector to x˜h(t) is horizontal. To give an example of horizontal lifts of curves, we consider a geodesic
x(s) with s the arc length parameter. Let ξ(s) denote its tangent vector and let pi(s) = gijξ
j(s). Then a curve
(x(s), p(s)) in the cotangent bundle T ∗M is shown to be a horizontal curve. In fact, differentiation of (x(s), p(s)) with
respect to s along with the geodesic equation for x(s) provides
d
ds
(xi(s), pi(s)) = (ξ
i,Γkijpkξ
j) = ξi(s)Di, (A6)
as is wanted. From Eq.(A6) along with ξi(s) = giℓpℓ(s), we observe that the curve (x(s), p(s)) is a geodesic flow, an
integral curve of XK (see (27)).
Now we assume that ξ is a tangent vector field to a congruence of geodesics in M . According to (A5), we can define
the horizontal lift ξ˜
h
on T ∗M . With the restriction pi = gijξ
j(x) imposed, the Hamiltonian vector field XK becomes
equal to the horizontal lift ξ˜
h
. Hence, a congruence of geodesics in M is lifted to a family of geodesic flows in T ∗M
along with ξ˜
h
=XK .
We proceed to discuss lifts of geodesic deviations. Let Y (s) be a vector field defined along the geodesic x(s). We
define a vector field X(s) along a geodesic flow (x(s), p(s)) with pi(s) = gijξ
j(s), by
X = Y iDi + gij(∇ξY )
jDi. (A7)
We note here that the X(s) is defined independently of the choice of adapted frames. If X(s) satisfies the lifted
Jacobi equation (32), then the Y (s) should be a Jacobi field. Conversely, for a given Jacobi field Y (s) defined along
a geodesic x(s), we can form a lifted vector field X(s) according to (A7), which is defined along a geodesic flow
P (s) = (x(s), p(s)) with pi(s) = gijξ
j(s). Then X(s) solves Eq.(32).
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2. Killing vector fields
We now wish to investigate the relation between the canonical lift (A3) and the lift (A7), where ξ is viewed
as the tangent vector field to a congruence of geodesics in M . To this end, we first consider symmetry of our
Hamiltonian system with the Hamiltonian function K. We assume here that for a vector field Y on M the function
F = θ(Y ) = Y ipi is a constant of motion; XK(F ) = −{K,F} = 0, where {·, ·} denotes Poisson bracket. Then one
obtains [XK ,XF ] = −X{K,F} = 0. This implies that Y˜ =XF satisfies the linearized equation (32) along any geodesic
flow. On the other hand, the condition XK(F ) = 0 holds, if and only if Y is a Killing vector field, an infinitesimal
isometry, i.e., LY g = 0, as is easily seen. It is well known that every Killing vector field satisfies the Jacobi equation
along any geodesic.
Now we assume further that we are given the tangent vector field ξ to a congruence of geodesics in M . If restricted
on a subspace L determined by pi = gijξ
j in T ∗M , the canonical lift Y˜ of a Killing vector field Y is expressed as
Y˜ |L = Y
iDi − gjkξ
k∇iY
jDi = Y
iDi + gij(∇ξY )
jDi, (A8)
where use has been made of the formula that
gij∇iY
k + gik∇iY
j = 0, (A9)
which is a necessary and sufficient condition for Y to be a Killing vector field. Thus we have found that if Y is a
Killing vector on M , and if the canonical lift Y˜ is restricted to L determined by pi = gijξ
j , then Y˜ |L is equal to the
lift (A7) with ξ the tangent vector field to a congruence of geodesics.
3. Levi-Civita connection of T ∗M
The Levi-Civita connection ∇˜ is defined on the cotangent bundle T ∗M through the Sasaki metric g˜. We denote
the Christoffel symbols for this connection by ΓˆABC ;
∇˜∂B∂C = Γˆ
A
BC∂A,
where Roman capital indices run from 1 to 2m and ∂A are the standard frame;
∂i =
∂
∂xi
, ∂i =
∂
∂pi
, i = 1, · · · ,m.
The Christoffel symbols are given, as usual, by
ΓˆABC =
1
2
gˆAD (∂B gˆCD + ∂C gˆDB − ∂DgˆBC) ,
where gˆAB are components of g˜; gˆAB = g˜(∂A, ∂B). We denote the coefficients of the connection ∇˜ with respect to the
adapted frame by Γ˜αβγ ;
∇˜DβDγ = Γ˜
α
βγDα,
where Greek indices also run from 1 to 2m, but indicating that they are indices for the adapted frame.
Let the functions Ω αβγ be defined by
[Dβ , Dγ ] = Ω
α
βγ Dα.
Then the torsion-free condition for ∇˜ is put in the form
Γ˜αβγ − Γ˜
α
γβ = Ω
α
βγ .
A straightforward calculation yields Ω αβγ as follows:
[Di, Dj] = pℓR
ℓ
ijk Dk, [Di, Dj ] = −Γ
j
ikDk,
[Di, Dj] = Γ
i
jkDk, [Di, Dj] = 0.
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We are to write out Γ˜αβγ in terms of g˜αβ and Ω
α
βγ , where g˜αβ = g˜(Dα, Dβ), the components of g˜ with respect to
the adapted frame. The covariant derivative of the metric g˜ must vanish for all vector fields X on T ∗M ; ∇˜X g˜ = 0,
so that one has
Dβ g˜γδ − Γ˜
ε
βγ g˜εδ − Γ˜
ε
βδg˜γε = 0.
Further calculation provides
Dβ g˜γδ +Dγ g˜δβ −Dδ g˜βγ =
(
Γ˜ǫβγ + Γ˜
ǫ
γβ
)
g˜ǫδ +
(
Γ˜ǫβδ − Γ˜
ǫ
δβ
)
g˜ǫγ +
(
Γ˜ǫγδ − Γ˜
ǫ
δγ
)
g˜ǫβ
=
(
2Γ˜ǫβγ − Ω
ǫ
βγ
)
g˜ǫδ +Ω
ǫ
βδ g˜ǫγ +Ω
ǫ
γδ g˜ǫβ,
which results in
Γ˜αβγ =
1
2
g˜αδ (Dβ g˜γδ +Dγ g˜δβ −Dδg˜βγ) +
1
2
(
Ω αβγ +Ω
α
βγ +Ω
α
γβ
)
,
where
Ωαβγ = g˜
αδΩ ǫδβ g˜ǫγ .
A straightforward calculation shows that the components Γ˜αβγ are given by
Γ˜ijk = Γ
i
jk, Γ˜
i
jk
= −
1
2
R ikℓj pℓ, Γ˜
i
jk
= −
1
2
R ijℓk pℓ, Γ˜
i
jk
= 0,
Γ˜ijk =
1
2
R ℓjki pℓ, Γ˜
i
jk
= −Γkij , Γ˜
i
jk
= 0, Γ˜i
jk
= 0.
(A10)
Covariant derivatives of vector fields are then expressed, in terms of these coefficients, as
∇˜X1X2 =
[
Xβ1DβX
α
2 + Γ˜
α
βγX
β
1X
γ
2
]
Dα, (A11)
where (Xα1 ) and (X
α
2 ) are components of X1 and X2 with respect to Dα, respectively. In particular, the covariant
derivative of X = X iDi +X
iDi with respect to the horizontal lift ξ˜
h
= ξi(s)Di along a geodesic flow as a horizontal
lift of a geodesic takes the form
(∇˜
ξ˜
hX)i =
dX i
ds
+ Γikjξ
kXj −
1
2
R ijℓk pℓξ
kXj,
(∇˜
ξ˜
hX)i =
dX i
ds
− Γjikξ
kXj +
1
2
R ℓkji pℓξ
kXj.
(A12)
If X = ξ˜
h
, these equations give rise to
∇˜
ξ˜
h ξ˜
h
= 0,
which implies that the horizontal lift (x(s), p(s)) of a geodesic x(s) on M is also a geodesic on T ∗M with respect
to the lifted metric g˜. We note here that the arc length parameter σ with respect to g˜ reduces to the arc length
parameter s, if the curve is horizontal.
APPENDIX B: SYMPLECTIC IMPLICIT RUNGE-KUTTA METHOD
Suppose we are given a dynamical system in Rℓ
dx
dt
(t) = f(x, t). (B1)
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TABLE II: Kuntzmann & Butcher method, order 6. The upper right block is the matrix (aij), the lower raw is the vector (bi)
and the left column is the vector (ci).
1
2
−
√
15
10
5
36
2
9
−
√
15
15
5
36
−
√
15
30
1
2
5
36
+
√
15
24
2
9
5
36
−
√
15
24
1
2
+
√
15
10
5
36
+
√
15
30
2
9
+
√
15
15
5
36
5
18
4
9
5
18
Numerical integration of this equation is performed through discretizing it with time slice h. The s-stage Runge-Kutta
method for integration is given by
x′ = x+ h
s∑
i=1
biki
ki = f(x+ h
s∑
j=1
aijkj , t+ cih), i = 1, · · · , s,
where (x, t) goes to (x′, t + h) after one step, and aij , bi and ci are real constants with
∑s
i=1 ci = 1. Note that
the second of the above equations defines implicitly ki. The 3-stage Runge-Kutta method, namely the 6-th order
Kuntzmann & Butcher method, is defined as in Table II.
