Fourier coefficients of Siegel–Eisenstein series of odd genus  by Choie, YoungJu & Kohnen, Winfried
J. Math. Anal. Appl. 374 (2011) 1–7Contents lists available at ScienceDirect
Journal of Mathematical Analysis and
Applications
www.elsevier.com/locate/jmaa
Fourier coeﬃcients of Siegel–Eisenstein series of odd genus
YoungJu Choie a,∗, Winfried Kohnen b
a Department of Mathematics, PMI, POSTECH, Pohang 790-784, Republic of Korea
b Universität Heidelberg, Mathematisches Institut, INF 288, D-69120 Heidelberg, Germany
a r t i c l e i n f o a b s t r a c t
Article history:
Received 2 January 2009
Available online 18 September 2010
Submitted by Steven G. Krantz
Keywords:
Fourier expansion
Siegel–Eisenstein series
Genus
We give a new expression of the T -th Fourier coeﬃcients of the Siegel–Eisenstein series
of odd genus. Unlike even genus case, only modiﬁed divisor sums and no generalized class
numbers enter into our formula.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In [6] one of the authors obtained a new explicit expression for the Fourier coeﬃcients indexed by positive deﬁnite
half-integral matrices T of the holomorphic Siegel–Eisenstein series on the full Siegel modular group of even genus. This
expression involves generalized Cohen class number functions and generalized a well-known result in genus 2 due to Eichler
and Zagier [3]. It was deduced as a by-product of a much more general result giving an explicit linear version of the Ikeda
lifting map as a map from half-integral weight modular forms to Siegel modular forms of even genus. The main tool in
the proof was a certain symmetrization argument for the singular series polynomials occurring in the Fourier coeﬃcients of
the Siegel–Eisenstein series resp. in Ikeda’s formula for the Fourier coeﬃcients of lifted cuspidal Hecke eigenforms, together
with the multiplicative structure of the Fourier coeﬃcients of modular forms of half-integral weight.
In the present note we will show – as predicted in [6] – that the above arguments can be suitably modiﬁed to give
also a new expression of the T -th Fourier coeﬃcients of the Siegel–Eisenstein series of odd genus. In fact, in odd genus
only modiﬁed divisor sums and no generalized class numbers enter into our formula, and the proof is a little bit simpler.
We remark that formulas of a similar type as here in some special cases – essentially when the p-co-rank of T is 1 for all
primes p dividing the discriminant – have been obtained earlier by Arakawa and Zagier, cf. [1].
Note that since the semi-positive deﬁnite Fourier coeﬃcients of the Eisenstein series are obtained from the positive
deﬁnite ones of those of lower genus, our results together with [6] thus give new explicit expressions for all the Fourier
coeﬃcients of Siegel–Eisenstein series of both even and odd genus.
2. Statement of result
Let n ∈ N and let k be an even integer with k > n + 1. Recall that the Siegel–Eisenstein series of weight k on the full
Siegel modular group of genus n is deﬁned by
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∑
(C,D)
det(C Z + D)−k
where the summation is over all non-left associated coprime symmetric integral matrix pairs (C, D) with C , D of size n and
Z varies in the Siegel upper half-space of genus n.
We let Sn(Z) be the set of symmetric half-integral matrices of size n. For T ∈ Sn(Z) with T > 0 we denote by ak,n(T ) the
T -th Fourier coeﬃcient of Ek,n . In the following we will always suppose that n is odd.
To state our main result we need several deﬁnitions. We let
DT := (−1) n−12 1
2
det(2T )
be the discriminant of T . Then DT is a non-zero integer and we write DT = DT ,0 f 2T with DT ,0 squarefree and f T ∈ N.
The letter p always denotes a prime.
We denote by V = (Fnp,q) the quadratic space over Fp where q is the quadratic form obtained from x → x′T x (x ∈ Zn ,
x′ the transpose of x) by reducing modulo p. Write V = V1 ⊕ V2 where V2 ⊂ V is a maximal isotropic subspace and V1 ⊂ V
is a complementary subspace.
Let
sp(T ) := dim V2 (2.1)
be the Witt index of V . Furthermore put
λp(T ) :=
⎧⎪⎨
⎪⎩
0 if sp(T ) is even,
1 if sp(T ) is odd and V1 is hyperbolic,
−1 if sp(T ) is odd and V1 is not hyperbolic.
(2.2)
In the following we often simply write sp resp. λp for sp(T ) resp. λp(T ) if there is no room for confusion.
For p|DT let us set
p(T ) := ip(T ) ·
(
det T , (−1)(n−1)/2 det T )p · (−1,−1)(n2−1)/8p , (2.3)
where ( , )p is the Hilbert symbol over Q at p and ip(T ) is the Hasse invariant of T at p (cf. [4]). Note that p(T ) = ±1 and
p(T ) only depends on the genus of T . We often write p instead of p(T ) if no confusion is possible.
For a non-negative integer ν we put
(1− X)ν := (1− X)
(
1− X2) . . . (1− Xν)
and set
ρT
(
pν
) :=
⎧⎪⎨
⎪⎩
κT ,p,ν (−1)ν ′ pν ′(ν ′+1) ·
(1−p2)s′p
(1−p2)ν′ (1−p2)s′p−ν′
if 0 ν  s′p + 1,
0 if ν > s′p + 1
(2.4)
where
κT ,p,ν :=
{
1 if ν is even,
λp p(sp−1)/2 if ν is odd
and ν ′ := [ ν2 ], s′p := [ sp2 ].
We extend the deﬁnition of ρT to the whole of N by
ρT (m) :=
∏
p
ρT
(
pνp
)
(2.5)
when m =∏p pνp .
We let
D(T ) := GLn(Z)\
{
G ∈ Mn(Z) ∩ GLn(Q)
∣∣ T [G−1] ∈ Sn(Z)}. (2.6)
Then D(T ) is ﬁnite.
For a ∈ N with a| f T we put
φ(a; T ) :=
∑
d2|a
∑
G∈D(T ), |detG|=d
ρT [G−1]
(
a
d2
)
. (2.7)
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a2 · (DT ,0, f T ) =
∏
μp>0
pμp
the prime factorization of a2 · (DT ,0, f T ) and put
hT (a) :=
∏
μp>0
(
p(k−
n+1
2 )μp + p
)
(2.8)
where p is deﬁned by (2.3).
Theorem. Suppose that n is odd. Then for T ∈ Sn(Z), T > 0 we have
ak,n(T ) =
∑
a| f T
ak−
n+1
2 φ(a; T )hT
(
f T
a
)
.
Remark. One should note the similarity between the above formula and the formula for the T -th Fourier coeﬃcient for the
Siegel–Eisenstein series of even genus given in [6].
The proof of the theorem will be given in Section 6, while Sections 3–5 contain some preparations.
3. Siegel–Eisenstein series and local singular series
By [7, Section 7] one has
ak,n(T ) = (−1) nk2 · 2n(k− n−12 ) ·
n−1∏
j=0
πk−
j
2
Γ (k − j2 )
· (det T )k− n+12 ·
∏
p
bp(T ;k) (3.1)
where
bp(T ; s) =
∑
R
ep
(
tr(T R)
)
vp(R)
−s (s ∈ C)
is the so-called local singular series. Here R runs over all symmetric (n,n)-matrices with entries in Qp/Zp and vp(R) is
a power of p equal to the product of denominators of elementary divisors of R . Furthermore, for x ∈ Qp we have put
ep(x) := e2π ix′ where x′ denotes the fractional part of x.
Since n is odd, we have
bp(T ; s) = F p
(
T ; p−s) · (1− p−s)
n−1
2∏
j=1
(
1− p2 j p−2s)
where F p(T ; X) is a polynomial in Z[X] with constant term equal to 1 [2,5].
Bearing in mind that k is even and n is odd we can rewrite (3.1) as
ak,n(T ) = (−1) nk2 · 2n(k− n−12 ) ·
n−1∏
j=0
πk−
j
2
Γ (k − j2 )
· 1
ζ(k)
∏ n−1
2
j=1 ζ(2k − 2 j)
· |DT |k− n+12 ·
∏
p
F p
(
T ; p−k).
Clearly
n−1∏
j=0
πk−
j
2 = πnk− (n−1)n4 .
Using the duplication formula for the Γ -function one also easily checks that
n−1∏
Γ
(
k − j
2
)
= 2( n−12 )2+ n−12 −(n−1)k · π n−14 ·
n−1
2∏
(2k − 2 j)! ·
(
k − n + 1
2
)
!,j=0 j=1
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ζ() = (−1) 2 · 1
2
· (2π) · ζ(1− )
( − 1)! ( ∈ 2N).
Using the above formulas, it follows by a simple computation that
ak,n(T ) = ck,n · |DT |k− n+12 ·
∏
p
F p
(
T ; p−k), (3.2)
where
ck,n := (−1) n
2−1
8 · 2 n+12 · 1
ζ(1− k)∏ n−12j=1 ζ(1− 2k + 2 j)
. (3.3)
Set
ep = ep(T ) := ordpDT .
Then according to [4] one has the functional equation
F p
(
T ; p−n−1X−1)= p(p n+12 X)−ep F p(T ; X) (3.4)
where p is deﬁned by (2.3). It follows that F p(T ; X) is a polynomial of degree ep . In particular F p(T ; X) = 1 if ep = 0, i.e.
p DT . (Of course, the latter can be seen in a more direct way, too.)
Deﬁne a Laurent polynomial by
F˜ p(T ; X) := X−ep F p
(
T ; p− n+12 X2).
Then the functional equation (3.4) can be rewritten as
F˜ p
(
T ; X−1)= p F˜ p(T ; X). (3.5)
(Note that we need the substitution X → X2 in F p(T ; X) since ep is not necessarily even and we prefer a Laurent polynomial
in X .)
With the above deﬁnition we then have by (3.2)
ak,n(T ) = ck,n · |DT | k2− n+14 ·
∏
p|DT
F˜ p
(
T ; p n+14 − k2 ). (3.6)
4. The Fourier coeﬃcients of the Böcherer–Kitaoka polynomial
According to [2,5] we set
Hn,p(T ; X) :=
(
1+ λp p
sp−1
2 X
) s′p∏
j=1
(
1− p2 j−2X2), (4.1)
where sp and λp are deﬁned by (2.1) and (2.2), respectively, and s′p = [ sp2 ] as before.
Lemma 1.We have
Hn,p(T ; X) =
∑
ν0
ρT
(
pν
)
Xν
where ρT (pν) is given by (2.4).
Proof. Let
g(Y ) :=
s′p∏
j=1
(
1− p2 j−2Y )
and denote by N := s′p the degree of g(Y ). If bpμ (0 μ N) is the μ-th coeﬃcient of g(Y ), then by deﬁnition the ν-th
coeﬃcient of Hn,p(T ; X) is equal to bpμ if ν = 2μ is even and is equal to λp p
sp−1
2 bpμ if ν = 2μ + 1 is odd.
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(1− Y )g(p2Y )= (1− p2N)g(Y )
we ﬁnd that
bpμ = p
2μ−2 − p2N
p2μ − 1 · bpμ−1
and hence inductively that
bpμ = (−1)μ · pμ(μ−1) · (1− p
2N−2μ+2)(1− p2N−2μ+4) . . . (1− p2N)
(1− p2n)(1− p2n−2) . . . (1− p2) .
Our assertion hence easily follows. 
5. (±1)-Symmetrization
Let R be a commutative ring with 1. A Laurent polynomial φ(X) ∈ R[X, X−1] by deﬁnition is (±1)-symmetric if φ(X−1) =
±φ(X). We have the following generalization of Lemma 1 in [6].
Lemma 2. Let Φ(X1, . . . , Xm) ∈ R[X±11 , . . . , X±1m ] be a Laurent polynomial in m variables which is (ν)-symmetric with respect to
the variable Xν , for all ν = 1, . . . ,m, with (ν) ∈ {±1}. Suppose that we have an identity
Φ(X1, . . . , Xm) =
∑
i∈ J
φ1,i(X1) . . . φm,i(Xm)
where J is a ﬁnite index set and the φν,i ∈ R[X, X−1] (1 ν m, i ∈ J ) are (not necessarily (±1)-symmetric) Laurent polynomials
in one variable. Then we have
Φ(X1, . . . , Xm) =
∑
i∈ J
m∏
ν=1
S
(ν)
Xν
(
φν,i(Xν)
)
where for  ∈ {±1} the operator SX from Laurent polynomials in X to symmetric Laurent polynomials in X is deﬁned by
SX
(
Xν
) :=
⎧⎨
⎩
Xν + X−ν if ν < 0,
1 if ν = 0,  = 1,
0 if ν = 0,  = −1 or ν > 0.
The proof works in the same way as the proof of Lemma 1 in [6] where all the (ν) were supposed to be 1.
6. Proof of the theorem
According to [2,5] we deﬁne the “modiﬁed” Fourier coeﬃcient bk,n(T ) of Ek,n by
bk,n(T ) := ck,n · |DT |k− n+12 ·
∏
p|DT
Hn,p
(
T ; p n+12 −k)
where ck,n resp. Hn,p(T ; X) is given by (3.3) resp. (4.1).
Then according to [2] one has
ak,n(T ) =
∑
G∈D(T )
bk,n
(
T
[
G−1
])
, (6.1)
where D(T ) is deﬁned by (2.6).
Let us write gp = ordp|detG| for G ∈D(T ) in the following. From (3.6) and (6.1) we deduce that
∏
p|DT
F˜ p
(
T ; p n+14 − k2 )= ∑
G∈D(T )
( ∏
p|DT
p(
n+1
4 − k2 )(−ep+4gp) ·
∏
p| DT
Hn,p
(
T
[
G−1
]
, p(
n+1
4 − k2 )·2)). (6.2)|detG|2
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then obtain from (6.2) the Laurent polynomial identity
∏
p|DT
F˜ p(T ; Xp) =
∑
G∈D(T )
( ∏
p|DT
X
−ep+4gp
p ·
∏
p| DT|detG|2
Hn,p
(
T
[
G−1
]
, X2p
))
. (6.3)
From (3.5), (6.3) and Lemma 2 we now obtain that
∏
p|DT
F˜ p(T ; Xp) =
∑
G∈D(T )
( ∏
p|DT
S
p
Xp
(
φp,G(Xp)
))
where for p|DT we have put
φp,G(X) :=
{
X−ep+4gp Hn,p(T [G−1]; X2) if p| DT|detG|2 ,
X−ep+4gp otherwise.
Hence from (3.6) we deduce that
ak,n(T ) = ck,n · |DT | k2− n+14 ·
∑
G∈D(T )
( ∏
p|DT
S
p
Xp
(
φp,G(Xp)
)
|Xp=p
n+1
4 − k2
)
. (6.4)
Since by deﬁnition SX (X
ν) = 0 for ν > 0, it follows that
S
p
Xp
(
φp,G(Xp)
)= 0
for 4gp > ep , hence the sum over G in (6.4) equals
∑
G∈D(T ), |detG|4|DT
( ∏
p| DT|detG|2
S
p
Xp
(
φp,G(Xp)
)
|Xp=p
n+1
4 − k2
)
.
Clearly |detG|4|DT if and only if |detG|2| f T . Also the condition p| DT|detG|2 then means that p|DT .
Therefore we obtain
ak,n(T ) = ck,n · |DT | k2− n+14 ·
∑
G∈D(T ), |detG|2| f T
( ∏
p|DT
S
p
Xp
(
X
−ep+4gp
p · Hn,p
(
T
[
G−1
]; X2p))|Xp=p n+14 − k2
)
. (6.5)
By Lemma 1 we have
X−ep+4gp Hn,p
(
T
[
G−1
]; X2)=∑
ν0
ρT [G−1]
(
pν
)
X−ep+4gp+2ν,
hence from the deﬁnition of SX (cf. Lemma 2) we obtain that
SX
(
X−ep+4gp · Hn,p
(
T
[
G−1
]; X2))|X=p n+14 − k2
=
∗∑
02νep−4gp
ρT [G−1]
(
pν
)(
p(
n+1
4 − k2 )(−ep+4gp+2ν) + p p( n+14 − k2 )(ep−4gp−2ν)
)
(6.6)
where the ∗ in the summation means that in case 2|ep the term corresponding to 2ν = ep − 4gp has to be counted with
multiplicity equal to 12 if  = 1.
Letting μ := ep − 4gp − 2ν in (6.6), we see that (6.5) can be rewritten as
ak,n(T ) = ck,n · |DT | k2− n+14
·
∑
G∈D(T ), |detG|2| f T
( ∏
p|DT
∗∑
pμ| DT|detG|4 , μ≡ep (mod 2)
ρT [G−1]
(
p
ep−μ
2 −2gp ) · p−( k2− n+14 )μ(p(k− n+12 )μ + p)
)
(6.7)
where the ∗ now imposes the obvious extra condition for μ = 0.
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odd, and then in the sum over pμ we must have μ odd, and so the summation is over p
μ−1
2 | f T|detG|2 . On the other hand, if
p DT ,0, then μ must be even and the corresponding sum is over p
μ
2 | f T|detG|2 .
Thus replacing μ by 2μ + 1 resp. by 2μ, we ﬁnd that in (6.7) the product over p|DT is equal to∏
p|DT ,0
( ∑
pμ| fT|detG|2
ρT [G−1]
(
p
ep−1
2 −2gp−μ) · p−(k− n+12 )μ−( k2− n+14 )(p(2k−n−1)μ+(k− n+12 ) + p)
)
·
∏
p|DT , pDT ,0
( ∗∑
pμ| fT|detG|2
ρT [G−1]
(
p
ep
2 −2gp−μ) · p−(k− n+12 )μ(p(2k−n−1)μ + p)
)
.
Bearing in mind that DT = DT ,0 f 2T and ep = ordpDT we then obtain from (6.7) that
ak,n(T ) = ck,n · f k−
n+1
2
T
·
∑
G∈D(T ), |detG|2| f T
( ∏
p|DT ,0
( ∑
pμ| fT|detG|2
ρT [G−1]
(
pordp fT −2gp−μ
) · p−(k− n+12 )μ(p(2k−n−1)μ+(k− n+12 ) + p)
)
·
∏
p|DT , pDT ,0
( ∗∑
pμ| fT|detG|2
ρT [G−1]
(
pordp fT −2gp−μ
) · p−(k− n+12 )μ(p(2k−n−1)μ + p)
))
= ck,n · f k−
n+1
2
T ·
∑
G∈D(T ), |detG|2| f T
( ∑
d| fT|detG|2
d−(k−
n+1
2 )hT (d)ρT [G−1]
(
f T
|detG|2d
))
where in the last line we have used the deﬁnitions (2.5) and (2.8). Replacing d by f Td and recalling (2.7) we obtain the
assertion of the theorem.
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