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Abstract
We establish the self-averaging properties of the Wigner transform of a mixture of states in
the regime when the correlation length of the random medium is much longer than the wave
length but much shorter than the propagation distance. The main ingredients in the proof are
the error estimates for the semiclassical approximation of the Wigner transform by the solution
of the Liouville equations, and the limit theorem for two-particle motion along the characteristics
of the Liouville equations. The results are applied to a mathematical model of the time-reversal
experiments for the acoustic waves, and self-averaging properties of the re-transmitted wave are
proved.
1 Introduction
1.1 The Wigner transform of mixtures of states
The Wigner transform is a useful tool in the analysis of the semi-classical limits of non-dissipative
evolution equations as well as in the high frequency wave propagation [14, 17, 20]. It is defined
as follows: given a family of functions fε(t,x) uniformly bounded in L
∞([0, T ];L2(Rd)) its Wigner
transform is
W˜ε(t,x,k) =
∫
eik·yfε(t,x− εy
2
)f∗ε (t,x+
εy
2
)
dy
(2π)d
. (1.1)
The family W˜ε is uniformly bounded in the space of Schwartz distributions S ′(Rd ×Rd), and all its
limit points are non-negative measures of bounded total mass [14, 17]. It is customary to interpret a
limit Wigner measureW as the energy density in the phase space, since the limit points of nε = |fε|2
are of the form n(t,x) =
∫
W (t,x,k)dk provided that the family fε is ε-oscillatory and compact at
infinity [14]. However, while neither nε nor its limit n(t,x) satisfy a closed equation, both W˜ε andW
usually obey an evolution equation when the family fε(t,x) arises from a time-dependent PDE. This
makes the Wigner transform a useful tool in the study of semiclassical and high frequency limits,
especially in random media [1, 2, 10, 18, 20]. However, a priori bounds on the Wigner transform W˜ε
other than those mentioned above are usually difficult to obtain. It has been observed in [17] that
the Wigner transform of a mixture of states
Wε(x,k) =
∫
eik·yfε(x− εy
2
; ζ)f∗ε (x+
εy
2
; ζ)
dydµ(ζ)
(2π)d
,
∗Department of Applied Physics & Applied Mathematics, Columbia University, New York, NY 10027, USA; e-mail:
gb2030@columbia.edu
†Institute of Mathematics, UMCS, pl. Marii Curie Sk lodowskiej 1, 20-031 Lublin, Poland; e-mail: ko-
morow@golem.umcs.lublin.pl
‡Department of Mathematics, University of Chicago, Chicago, IL 60637, USA; e-mail: ryzhik@math.uchicago.edu
1
enjoys better regularity properties. The family fε above depends on an additional “state” parameter
ζ ∈ S, where S is a state space equipped with a non-negative bounded measure dµ(ζ). Typically this
corresponds to introducing random initial data for fε at t = 0 and estimating the expectation of W˜ε
with respect to this randomness. This improved regularity has been used, for instance, in [18, 22]
in the analysis of the average of the Wigner transform of mixtures of states in random media and
in [17] in order to obtain an asymptotic expansion for the Wigner transform of a mixture of states.
The purpose of this paper is to analyze the self-averaging properties of moments of the mixed
Wigner transform of the form
∫
Wε(t,x,k)S(k)dk, where S(k) is a test function, and the family
fε(t,x; ζ) satisfies the acoustic equations. This problem arises naturally in the mathematical study
of the experiments in time-reversal of acoustic waves that we will describe in detail below. How-
ever, apart from the time-reversal application, the statistical stability of such moments provides
an important key to understanding the physical applicability of the limit equations for the Wigner
transform in random media in the situations when results for each realization are more relevant than
the statistically averaged quantities.
We start with the wave equation in dimension d ≥ 3
1
c2(x)
∂2φ
∂t2
−∆φ = 0 (1.2)
and assume that the wave speed has the form c(x) = c0 +
√
δc1(x). Here c0 > 0 is the constant
sound speed of the uniform background medium, while the small parameter δ ≪ 1 measures the
strength of the mean zero random perturbation c1. Rescaling the spatial and temporal variables
x = x′/δ and t = t′/δ we obtain (after dropping the primes) equation (1.2) with rapidly fluctuating
wave speed
cδ(x) = c0 +
√
δc1
(x
δ
)
. (1.3)
It is convenient to re-write (1.2) as the system of acoustic equations for the “pressure” p =
1
c
φt and
“acoustic velocity” u = −∇φ:
∂u
∂t
+∇ (cδ(x)p) = 0 (1.4)
∂p
∂t
+ cδ(x)∇ · u = 0.
The energy density for (1.4) is E(t,x) = |u|2 + p2: ∫ E(t,x)dx = const is independent of time. We
will denote for brevity v = (u, p) ∈ Cd+1 and write (1.4) in the more general form of a first order
linear symmetric hyperbolic system
∂vδε
∂t
+Aδ(x)D
j ∂
∂xj
(
Aδ(x)v
δ
ε(x)
)
= 0. (1.5)
In the present case, the symmetric matrices Aδ and D
j are defined by
Aδ(x) = diag(1, 1, 1, cδ(x)), and D
j = ej ⊗ ed+1 + ed+1 ⊗ ej , j = 1, . . . , d. (1.6)
Notice that the matrices Dj are independent of x. Here em ∈ Rd+1 is the standard orthonormal
basis: (em)k = δmk. The dispersion matrix for (1.5) is
P δ0 (x,k) = iAδ(x)kjD
jAδ(x) = icδ(x)kjD
j = icδ(x)
[
k˜⊗ ed+1 + ed+1 ⊗ k˜
]
, k˜ =
d∑
j=1
kjej . (1.7)
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The self-adjoint matrix (−iP δ0 ) has an eigenvalue λ0 = 0 of multiplicity d − 1, and two simple
eigenvalues λδ±(x,k) = ±cδ(x)|k|. The corresponding eigenvectors are
b0m =
(
k⊥m, 0
)
, m = 1, . . . , d− 1; b± = 1√
2
(
k˜
|k| ± ed+1
)
, (1.8)
where k⊥m ∈ Rd is the orthonormal basis of vectors orthogonal to k.
We assume that the initial data v0(x; ζ) = v
δ
ε(0,x; ζ) = (−ε∇φε0, 1/cδφ˙ε0) for (1.5) is an ε-
oscillatory and compact at infinity family of functions uniformly bounded in L2(Rd) [14] for each
“realization” ζ of the initial data. The scale ε of oscillations is much smaller than the correlation
length δ of the medium: ε≪ δ ≪ 1. The (d+ 1)× (d+ 1) Wigner matrix of a mixture of solutions
of (1.5) is defined by
W δε (t,x,k) =
∫
Rd×S
eik·yvδε(t,x−
εy
2
; ζ)vδ∗ε (t,x+
εy
2
; ζ)
dydµ(ζ)
(2π)d
.
The non-negative measure dµ has bounded total mass:
∫
S dµ(ζ) <∞. It is well-known [14, 17] that
for each fixed δ > 0 (and even without introduction of a mixture of states) one may pass to the limit
ε→ 0 and show that W δε converges weakly in S ′(Rd ×Rd) to
W¯ δ(t,x,k) = uδ+(t,x,k)b+(k)⊗ b+(k) + uδ−(t,x,k)b−(k)⊗ b−(k).
The scalar amplitudes uδ± satisfy the Liouville equations:
∂uδ±
∂t
+∇kλδ± · ∇xuδ± −∇xλδ± · ∇kuδ± = 0. (1.9)
Furthermore, one may formally pass to the limit δ → 0 in (1.9) and show that (see [3]) E{uδ±}
converge to the solution of
∂u¯±
∂t
± c0kˆ · ∇xu¯± = ∂
∂km
[
|k|2Dmn(kˆ)∂u¯±
∂kn
]
. (1.10)
Here kˆ = k/|k|, and the diffusion matrix D is given by
Dmn =
1
2
∫ ∞
−∞
∂2R(c0skˆ)
∂xn∂xm
ds, (1.11)
where R(x) is the correlation function of c1: E {c1(y)c1(x+ y)} = R(x).
The purpose of this paper is to make the passage to the limit ε, δ → 0 rigorous for a mixture
of states (and eliminate the consecutive limits ε → 0 then δ → 0) and establish the self-averaging
properties of moments of the form sδε(t,x) =
∫
W δε (t,x,k)S(k)dk, where S ∈ L2(Rd) is a given test
function.
The assumption that ε ≪ δ is formalized as follows. We let Kµ =
{
(ε, δ) : δ ≥ | ln ε|−2/3+µ},
with 0 < µ < 2/3 and assume that (ε, δ) ∈ Kµ for some µ ∈ (0, 2/3). From now on, µ is a given
fixed number in (0, 2/3).
3
1.2 The random medium
We make the following assumptions on the random field c1(x). Let (Ω, C,P) be a certain probability
space, and let E denote the expectation with respect to P and ‖ · ‖p denote the respective Lp norm
for any p ∈ [1,+∞]. We suppose further that c1 : Rd × Ω → R is a measurable, strictly stationary,
mean-zero random field, that is pathwise C4-smooth and satisfies
Di := ess-sup
ω∈Ω
|∇ixc1(x;ω)| < +∞, i = 0, 1, . . . , 4. (1.12)
We assume in addition that c1 is exponentially φ-mixing. More precisely, for any R > 0 we let
CiR := σ{c1(x) : |x| ≤ R} and CeR := σ{c1(x) : |x| ≥ R}. We also define
φ(ρ) := sup[ |P(B)− P(B|A)| : R > 0, A ∈ CiR, B ∈ CeR+ρ ],
for all ρ > 0. We suppose that there exists a constant C1 > 0 such that
φ(ρ) ≤ 2e−C1ρ, ∀ ρ > 0. (1.13)
We let also
R(y) = E[c1(y)c1(0)], y ∈ Rd
be the covariance function of the field c1(·) and note that (1.13) implies that there exists a constant
C2 > 0 such that
|∇my R(y)| ≤ C2e−|y|/C2 , ∀y ∈ Rd, m = 0, · · · , 4. (1.14)
Finally we assume that R ∈ C∞(Rd), this condition will be used only to establish the hypoellipticity
of (1.10). Notice that sufficiently regular random fields with finite correlation length satisfy the
hypotheses of this section. The exponential φ-mixing assumption was used in [15] to analyze the
solutions of Liouville equations with random coefficients. Their techniques lay at the core of our
proof of the mixing properties presented in our main result, Theorem 1.1, below.
1.3 The main result
We assume that the initial Wigner transform W δε (0,x,k) is uniformly bounded in L
2(Rd×Rd) and
W δε (0,x,k)→W0(x,k) strongly in L2(Rd × Rd) as Kµ ∋ (ε, δ) → 0. (1.15)
We also assume that the limit W0 ∈ Cc(Rd × Rd) with a support that satisfies
supp W0(x,k) ⊆ X =
{
(x,k) : |x| ≤ C, C−1 ≤ |k| ≤ C} . (1.16)
Note that (1.15) may not hold for a pure state since ‖W˜ε‖2 = (2πε)−d/2‖fε‖22 [17]. We will later
present examples where it does hold for a mixture of states. Furthermore, we assume that W0 has
the form
W0(x,k) = u
0
+b+ ⊗ b+ + u0−b− ⊗ b− (1.17)
and let
W¯ (t,x,k) = u¯+(t,x,k)b+(k)⊗ b+(k) + u¯−(t,x,k)b−(k)⊗ b−(k). (1.18)
The functions u¯± satisfy the Fokker-Planck equation (1.10) with initial data u0± as in (1.17). The
main result of this paper is the following theorem.
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Theorem 1.1 Let us assume that the random field c1(x) satisfies the assumptions given in Section
1.2 and that the initial data W δε (0,x,k) satisfies (1.15) and (1.16). Let S(k) ∈ L2(Rd) be a test
function, and define the moments
sδε(t,x) =
∫
W δε (t,x,k)S(k)dk and s¯(t,x) =
∫
W¯ (t,x,k)S(k)dk,
where W¯ is given by (1.18). Then for each t > 0 we have
E
{∫
|sδε(t,x)− s¯(t,x)|2dx
}
→ 0 (1.19)
as Kµ ∋ (ε, δ)→ 0.
Theorem 1.1 means that the moments sδε converges to a deterministic limit. The main application
of Theorem 1.1 we have in mind is the mathematical modeling of refocusing in the time-reversal
experiments we present in Section 2.
Our results may be generalized in a fairly straightforward manner to other wave equations that
may be written in the form (1.5), which include acoustic equations with variable density and com-
pressibility, electromagnetic and elastic equations [20].
The papers is organized as follows. The mathematical framework of the time-reversal experi-
ment as well as the main result concerning the self-averaging properties of the time reversed signal,
Theorem 2.1, are presented in Section 2. Section 3 contains the derivation of the Liouville equations
in the L2-framework. Some straightforward but tedious calculations from this Section are presented
in Appendices A, B and C. The limit theorem for the two-point motion along the characteristics
of the Liouville equations, Theorem 4.4, is presented in Section 4. Theorem 1.1 follows from this
result. The proof of Theorem 4.4 is contained in Section 5.
Acknowledgment. The authors thank the organizers of the Mathematical Geophysics Summer
School at Stanford, where part of this work was completed, for their hospitality. This work was
supported in part by ONR grant N00014-02-1-0089. GB was supported in part by NSF Grants
DMS-0072008 and DMS-0233549, TK was partially supported by grant Nr. 2 PO3A 031 23 from
the State Committee for Scientific Research of Poland, and LR in part by NSF Grants DMS-9971742
and DMS-0203537, and by an Alfred P. Sloan Fellowship.
2 Refocusing in the time-reversal experiments
2.1 Mathematical formulation of the time-reversal experiments
Refocusing of time-reversed acoustic waves is a remarkable mathematical property of wave prop-
agation in complex media that has been discovered and intensively studied by experimentalists in
the last decade (see [12, 16] and also [8] for further references to the physical literature). A typical
experiment may be described schematically as follows. A point source emits a localized signal. The
signal is recorded in time by an array of receivers. It is then reemitted into the medium reversed
in time so that the part of the signal recorded last is reemitted first and vice versa. There are two
striking experimental observations. First the repropagated signal tightly refocuses at the location
of the original source when the medium is sufficiently heterogeneous even with a recording array
of small size. This is to be compared with the extremely poor refocusing that would occur if the
heterogeneous medium were replaced by a homogeneous medium. Second, the repropagated signal
is self-averaging. This means that the refocused signal is essentially independent of the realization
5
of a random medium with given statistics, assuming that we model the heterogeneous medium as a
random medium.
The first mathematical study of a time-reversal experiment has been performed in [11] in the
framework of one-dimensional layered random media. The one-dimensional case has been further
studied in [21], and a three-dimensional layered medium was considered in [13]. The time-reversal
experiments in an ergodic domain have been analyzed mathematically in [6]. The basic ideas that
explain the role of randomness in the refocusing beyond the one-dimensional case were first outlined
in [8] in the parabolic approximation of the wave equation, that was further analyzed in [2, 19].
Time-reversal in the general framework of multidimensional wave equations in random media has
been studied formally in [3, 4]. One of the purposes of this paper is to present the rigorous proof of
some of the results announced in [3].
The re-transmission scheme introduced in [3, 4] is as follows. Consider the system of acoustic
equations (1.4) (or, equivalently, (1.5) for the pressure p and the acoustic velocity u(t,x)). The
initial data for (1.5) is assumed to be localized in space:
vε(0,x) = S0
(
x− x0
ε
)
=
(
−∇φ0
(
x− x0
ε
)
,
1
cδ
φ˙0
(
x− x0
ε
))
. (2.1)
Here x0 ∈ Rd is the location of the original source, and S0 ∈ S(Rd) is the source shape function.
The small parameter ε ≪ 1 measures the spatial localization of the source. The signal vδε(t, T ) is
recorded at some time t = T , processed at the recording array and re-emitted into the medium. The
new signal v˜δε is the solution of (1.5) on the time interval T ≤ t ≤ 2T with the Cauchy data
v˜δε(T,x) = Γ[fε ⋆ [χv
δ
ε(T )](x)χ(x). (2.2)
The initial data (2.2) reflects the process of recording of the signal at the array and its smoothing by
the recording process. The kernel fε(x) = ε
−df(x/ε) represents the smoothing. The array function
χ(x) is either the characteristic function of the set of the receivers, or some non-uniform function
supported on this set. We will assume for simplicity that f(|y|) is radially symmetric, and, moreover,
χ ∈ Cc(Rd), fˆ ∈ Cc(Rd), suppfˆ(k) ⊆
{
0 < C−1 ≤ |k| ≤ C <∞} (2.3)
where
fˆ(k) =
∫
e−ik·yf(y)dy
is the Fourier transform of f . The matrix Γ corresponds to the linear transformation of the signal.
The pure time-reversal corresponds to keeping pressure unchanged but reversing the acoustic velocity
so that Γ = Γ0 := diag(−1,−1,−1, 1). However, this is only one possible transformation, and while
we restrict Γ to the above choice our results may be extended to more general matrices Γ, or even
allow Γ be a pseudo-differential operator of the form Γ(x, εD).
The re-propagated field near the source at time t = 2T is defined as a function of the local
coordinate ξ and of the source location x0:
vδ,Bε (ξ;x0) = v˜
δ
ε(2T,x0 + εξ).
2.2 The re-propagated signal and the Wigner transform
Let us assume that the random field c1 satisfies the assumptions of Theorem 1.1 outlined in Section
1.2. Then Theorem 1.1 implies the following result.
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Theorem 2.1 Under the assumptions made above the re-propagated field vδ,Bε (ξ,x0) converges as
Kµ ∋ (ε, δ)→ 0
vB(ξ,x0) =
∫
eik·ξ[u+(T,x0,k)〈Sˆ0(k),b−(k)〉b+(k) + u−(T,x0,k)〈Sˆ0(k),b+(k)〉b−(k)] dk
(2π)d
in the sense that
sup
ξ∈Rd
E
{∫
|vδ,Bε (ξ,x0)− vB(ξ,x0)|2dx0
}
→ 0. (2.4)
The functions u±(t,x,k) are the solutions of the Fokker-Planck equation (1.10) with initial data
a±(0,x,k) = |χ(x)|2fˆ(k).
The proof of Theorem 2.1 is based on Theorem 1.1 and a representation of the re-propagated signal
in terms of the Wigner transform of a mixture of solutions of the acoustic wave equations. The
latter arises as follows. Let Qδε(t,x;q) be the matrix-valued solution of (1.5) with initial data
Qδε(0,x;q) = χ(x)e
iq·x/εI, (2.5)
where I is the (d + 1) × (d + 1) identity matrix, χ(x) is the array function, and q ∈ Rd is a fixed
vector. It plays the role of the ”state” of the initial data. Physically Qδε describes evolution of a
wave that is emitted by the recorders-transducers with a wave vector q. The Wigner transform of
the family Qδε(t,x;q) is
W˜ δε (t,x,k;q) =
∫
eik·yQδε(t,x−
εy
2
;q)Qδ∗ε (t,x+
εy
2
;q)
dy
(2π)d
. (2.6)
The corresponding “mixed” Wigner transform is
W δε (t,x,k) =
∫
W˜ δε (t,x,k;q)fˆ (q)dq. (2.7)
Then the re-propagated signal is described as follows in terms of W δε .
Lemma 2.2 The re-propagated signal may be expressed as
vδ,Bε (ξ,x0) =
∫
eik·(ξ−y)W δε (T,x0 +
ε(ξ + y)
2
,k)Γ0S0(y)
dkdy
(2π)d
. (2.8)
Proof. Let G(t,x;y) be the Green’s matrix of (1.5), that is, solution of (1.5) with the initial data
G(0,x;y) = Iδ(x − y). Then the signal arriving to the recorders-transducers array is
vδε(T,x) =
∫
G(T,x;y)vδε(0,y)dy =
∫
G(T,x;y)S0
(
y − x0
ε
)
dy
and the re-emitted signal is
v˜δε(T, z) =
∫
Γ0fε(z− z′)χ(z)χ(z′)vδε(T, z′)dz′.
Therefore we obtain
vδ,Bε (ξ,x0) =
∫
G(T,x0 + εξ; z)v˜ε(T, z)dz (2.9)
=
∫
G(T,x0 + εξ; z)Γ0f
(
z− z′
ε
)
χ(z)χ(z′)G(T, z′;y)S0
(
y − x0
ε
)
dzdz′dy
εd
.
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However, we also have
Γ0G(t,x;y)Γ0 = G
∗(t,y;x). (2.10)
This is seen as follows: a solution of (1.5) satisfies
v(t,x) =
∫
G(t− s,x;y)v(s,y)dy
for all 0 ≤ s ≤ t. Differentiating the above equation with respect to s, using (1.5) for v(s,y) and
integrating by parts we obtain
0 =
∫ (
−∂G(t− s,x;y)
∂t
+
∂
∂yj
(G(t− s,x;y)Aδ(y))DjAδ(y)
)
v(s,y).
Passing to the limit s→ 0 and using the fact that the initial data v0(y) is arbitrary we obtain
∂G(t,y;x)
∂t
− ∂
∂xj
(G(t,y;x)Aδ(x))D
jAδ(x) = 0. (2.11)
Furthermore, the matrix G∗(t,x;y) satisfies
∂G∗(t,x;y)
∂t
+
∂
∂xj
(G∗(t,x;y)Aδ(x))DjAδ(x) = 0.
Multiplying (2.11) by Γ0 on the left and on the right, and using the commutation relations
Γ0Aδ = AδΓ0, Γ0D
j = −DjΓ0. (2.12)
we deduce (2.10). Then, since Γ20 = I, (2.9) may be re-written as
vδ,Bε (ξ,x0) =
∫
G(T,x0 + εξ; z)χ(z)e
iq·z/εχ(z′)e−iq·z
′/εG∗(T,x0 + εy; z′)Γ0fˆ(q)S0(y)
dzdz′dydq
(2π)d
=
∫
Qδε(T,x0 + εξ;q)Q
δ∗
ε (T,x0 + εy;q)fˆ (q)Γ0S0(y)
dydq
(2π)d
. (2.13)
and (2.8) follows.
The following lemma allows us to drop the term of order ε in the argument of Wε in (2.8).
Lemma 2.3 Let us define v˜δ,Bε (ξ;x0) =
∫
eik·(ξ−y)W δε (T,x0,k)Γ0S0(y)
dkdy
(2π)d
. There exists a de-
terministic function C(ε, δ) so that
sup
ξ
‖vδ,Bε − v˜δ,Bε ‖L2x0 ≤ C(ε, δ) (2.14)
and C(ε, δ)→ 0 as Kµ ∋ (ε, δ)→ 0.
The proof of Lemma 2.3 is presented in Appendix A. Note that Theorem 1.1 may be applied directly
to the moment
v˜δε(ξ;x0) =
∫
eik·ξW δε (T,x0,k)Γ0Sˆ0(k)
dk
(2π)d
and the conclusion of Theorem 2.1 follows.
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3 The high frequency analysis
In this section we study the deterministic high-frequency behavior of the Wigner transform and
estimate the error between the Wigner transform and the solution of the Liouville equations. It is
well known [14, 17, 20] that in the high frequency regime the weak limit of the Wigner transform as
ε→ 0 and δ > 0 is fixed, is described by the classical Liouville equations in the phase space. Here, we
do not pass to the limit ε→ 0 at δ fixed but rather control the error introduced by the semi-classical
approximation. As explained in the introduction, this is possible because we are dealing with the
Wigner transform of a mixture of states that may have strong limits [17] rather than the Wigner
transform of pure states, which converges only weakly.
3.1 Convergence on the initial data
We first show that the assumptions on the convergence of the initial data in Theorem 1.1 are purely
academic, and in particular are satisfied in the time-reversal application. We note that the L2-norm
of a pure Wigner transform W˜ε(t,x,k;q) of a single wave function, such as (2.6), blows up as ε→ 0
in L2(Rd), because
‖W˜ε(t; ζ)‖L2(Rd×Rd) :=
∫
Tr[W˜ε(t,x,k; ζ)W˜
∗
ε (t,x,k; ζ)]dxdk = (2πε)
−d/2‖Qε(t,q)‖2L2(Rd)
= (2πε)−d/2‖χ‖L2(Rd). (3.1)
Therefore (1.15) may not hold for a pure state. Two examples when assumption (1.15) holds are
given by the following lemma, which may be verified by a straightforward calculation. The first one
arises when the initial data is random, and the second comes from the time-reversal application.
Lemma 3.1 Assumption (1.15) is satisfied in the following two cases:
(1) Statistical averaging: the initial data is vε0(x; ζ) = ψ(x)V (x/ε; ζ), where V (y; ζ) is a mean zero,
scalar spatially homogeneous random process with a rapidly decaying two-point correlation function
R(z): E {V (y)V (y + z)} = ∫ V (y; ζ)V (y + z; ζ)dµ(ζ) = R(z) ∈ L2(Rd), and ψ(x) ∈ Cc(Rd). The
limit Wigner distribution is given by W0(x,k) = |ψ(x)|2R˜(k), where R˜(k) is the inverse Fourier
transform of R(y).
(2) Smoothing of oscillations: the initial data is vε0(x; ζ) = ψ(x)e
iζ·x/ε, where ψ(x) ∈ Cc(Rd).
The measure µ is dµ(ζ) = g(ζ)dζ, ζ ∈ Rd, and g ∈ L2(Rd). The limit Wigner distribution is
W0(x,k) = |ψ(x)|2g(k).
Proof. We only verify case (2), the other case being similar:
W 0ε (x,k) =
∫
eik·yψ(x− εy
2
)ψ∗(x+
εy
2
)gˆ(y)
dy
(2π)d
so that
‖W 0ε −W0‖22 =
∫ (
ψ(x− εy
2
)ψ∗(x+
εy
2
)− |ψ(x)|2
)2 |gˆ(y)|2 dxdy
(2π)d
=
∫
Iε(y)|gˆ(y)|2 dy
(2π)d
. (3.2)
However, we have
∫ |Iε(y)| ≤ 4‖ψ‖4L4 and
Iε(y) =
∫ (
ψ(x− εy
2
)ψ∗(x+
εy
2
)− |ψ(x)|2
)2
dx→ 0
as ε→ 0 since ψ ∈ Cc(Rd), pointwise in y. Therefore ‖W 0ε −W0‖2 → 0 by the Lebesgue dominated
convergence theorem.
Note that if g(ζ) and ψ in part (2) of Lemma 3.1 are sufficiently regular, then ‖W ε0−W0‖2 = O(ε)
so that one may get the order of convergence in (1.15).
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3.2 Approximation by the Liouville equations
We now estimate directly the error between the mixed Wigner transform and its semi-classical
approximation. The dispersion matrix P δ0 (x,k) = icδ(x)kjD
j may be diagonalized as
−iP δ0 (x,k) =
2∑
q=0
λδq(x,k)Πq(k),
2∑
q=0
Πq(k) = I. (3.3)
Here Πq is the projection matrix onto the eigenspace corresponding to the eigenvalue λ
δ
q. Notice that
the eigenspaces are independent of the spatial position x, hence of the parameter δ; see (1.7)-(1.8).
As we have mentioned before, for a fixed δ > 0 the Wigner transform W δε (t,x,k) converges
weakly as ε→ 0 to its semi-classical limit U δ(t,x,k) given by
U δ(t,x,k) =
∑
q
uδq(t,x,k)Πq(k). (3.4)
The functions uδq satisfy the Liouville equations
∂uδq
∂t
+∇kλδq · ∇xuδq −∇xλδq · ∇kuδq = 0 (3.5)
with initial data uδq(0,x,k) = TrΠqW0(x,k)Πq . Our goal is to estimate the difference between W
δ
ε
and U δ in L2(Rd × Rd). Let us denote by γδq (x,k) the largest eigenvalue of the matrix (F δq F δ∗q )1/2,
where
F δq =

−
∂2λδq
∂ki∂xj
− ∂
2λδq
∂ki∂kj
∂2λδq
∂xi∂xj
∂2λδq
∂xi∂kj

 .
Note that (1.12) implies that γδ1(x,k) = γ
δ
2(x,k) = γ
δ(x,k), while γ0 = 0. The initial data u
0
q is
supported on a compact set S because W0 is (see (1.16)). Then the set
S =
⋃
t≥0, δ∈(0,1]
supp uδq(t,x,k)
is bounded because the speed cδ(x) is uniformly bounded from above and below for δ sufficiently
small (1.12). Therefore we have γδ(x,k) ≤ C/δ3/2 with a deterministic constant C > 0. We denote
γ¯δ = supS γδ(x,k). We have the following approximation theorem.
Theorem 3.2 Let the acoustic speed cδ(x) be of the form (1.3) and satisfy assumptions (1.12). We
assume that the Wigner transform W δε satisfies (1.15) and that (1.16) holds. Moreover, we assume
that the initial limit Wigner transform W0 is of the form
W0(x,k) =
∑
q
u0q(x,k)Πq(k). (3.6)
Let U δ(t,x,k) =
∑
p u
δ
p(t,x,k)Πp(k), where the functions u
δ
p satisfy the Liouville equations (3.5)
with initial data u0q(x,k). Then we have
‖W δε (t,x,k) − U δ(t,x,k)‖2 ≤ C(δ)[ε‖W0‖H2e2γ¯δt + ε2‖W0‖H3e3γ¯δt] + ‖W δε (0)−W0‖2, (3.7)
where C(δ) is a rational function of δ with deterministic coefficients that may depend on the constant
C > 0 in the bound (1.16) on the support of W0.
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Theorem 3.2 shows that the semi-classical approximation is valid for times T ≪ | ln ε|/γ¯δ . This
is reminiscent of the Ehrenfest time of validity of the semi-classical approximation in quantum
mechanics, see [5, 9] for recent mathematical results in this direction for the Schro¨dinger operators.
The pre-factor constants on the right side of (3.7) are not optimal but sufficient for the purposes of
our analysis.
The assumption that initially W0 has no terms of the form ΠpΠq with p 6= q is necessary in
general for the Liouville equation to provide an approximation to W δε in the strong sense. This may
be seen on the simple example of the solution
uε(t, x) = ae
i(q·x−ct)/ε + bei(q·x+ct)/ε
of the wave equation
utt − c2uxx = 0
with a constant speed c. The cross-terms in the Wigner distribution Wε = [|a|2+ |b|2+ab∗e−2ict/ε+
a∗be2ict/ε]δ(k − q) vanish only in the weak sense as a function of t but not strongly.
The Wigner distribution that arises in the time-reversal application has an initial data that is
described by part (2) of Lemma 3.1:
W0(x,k) = |χ(x)|2fˆ(k)I
and satisfies the assumption (3.6) with u0q(x,k) = |χ(x)|2fˆ(k) for all eigenspaces because of the
second equation in (3.3). The error introduced by the replacement of the initial data in (3.7) in that
case is given by (3.2) and is O(ε) provided that χ and f are sufficiently regular.
The proof of Theorem 3.2 is quite straightforward though tedious. We first obtain the evolution
equation for W δε in Section 3.3, and show that it preserves the L
2-norm. This allows us to replace
the initial data in the equation for W δε by W0 at the expense of the last term in (3.7). We obtain the
Liouville equations (3.5) in Section 3.4 and estimate the right side of (3.7) in terms of the H3-norm
of its solution. Finally, in Appendix C we obtain the necessary estimates for the solution of the
Liouville equation.
3.3 The evolution equation for the Wigner transform
The L2-norm of the Wigner transform W˜ (t,x,k; ζ) of a pure state, or a fixed ζ, is preserved in time
as follows from the preservation of the L2-norm of solutions of (1.5). We obtain now an evolution
equation for the Wigner transform Wε of mixed states and show that its L
2-norm is also preserved.
It is convenient to define the skew-symmetric matrix symbol
P δε (x,k) = P
δ
0 (x,k) + εP
δ
1 (x), (3.8)
where P δ0 is defined by (1.7) and the symbol P
δ
1 depends only on x:
P δ1 (x) = Aδ(x)D
j 1
2
∂Aδ
∂xj
(x)− 1
2
∂Aδ
∂xj
(x)DjAδ(x) =
1
2
∂cδ
∂xj
(x) [ej ⊗ ed+1 − ed+1 ⊗ ej] . (3.9)
The latter equality follows from (1.6) and calculations of the form
Dj
∂Aδ
∂xj
(x) =
∂cδ
∂xj
(x)ej ⊗ ed+1. (3.10)
The following lemma describes the evolution of the Wigner transform W δε .
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Lemma 3.3 The Wigner transform W δε (t,x,k) satisfies the evolution equation
ε
∂W δε
∂t
+ LδεW δε = 0 (3.11)
with initial data W δε (0,x,k). The operator Lδε is given by
Lδεf(x,k) =
∫ (
P δε (y,q)e
iφf(z,p)− f(z,p)e−iφP δε (y,q)
)dzdpdydq
(πε)2d
, (3.12)
where φ(x, z,k,p,y,q) = 2ε ((p− k) · y + (q− p) · x+ (k− q) · z). The integral of the trace and the
L2-norm of the Wigner transform Wε are preserved:∫
TrWδε(t,x,k)dxdk =
∫
TrWδε(0,x,k)dxdk (3.13)
and ∫
Tr[Wδε(t,x,k)W
δ∗
ε (t,x,k)]dxdk =
∫
Tr[Wδε(0,x,k)W
δ∗
ε (0,x,k)]dxdk. (3.14)
This lemma is verified by a direct calculation that we present for the convenience of the reader in
Appendix B.
Note that the solution of (3.11) with self-adjoint initial data remains self-adjoint and the L2-norm
is preserved. Therefore, we have the following corollary.
Corollary 3.4 Let W0(x,k) be a strong limit of Wε(0) in L
2, which exists by assumption (1.15).
Then the solutionsW δε (t,x,k) and W¯
δ
ε (t,x,k) of (3.11) with initial conditionsW
0
ε (x,k) andW0(x,k),
respectively, satisfy
‖W¯ δε (t)−W δε (t)‖2 = ‖W 0ε −W0‖2 → 0 as ε→ 0.
This shows that in the analysis of (3.11), we can replace strongly converging initial conditions by
their limit, and consider then the limit of W¯ε(t,x,k) as ε→ 0 with fixed initial conditions. This is
done in the following section.
3.4 Derivation of the Liouville equations
We consider in this section the solution W¯ δε (t,x,k) of the evolution equation (3.11) with fixed initial
data W0(x,k) and show that it may be approximated by the solution of the Liouville equation. We
split the operator Lδε = Lδ,0ε + εLδ,1ε , where
Lδ,jε f(x,k) =
∫ (
P δj (y,q)e
iφf(z,p) − f(z,p)e−iφP δj (y,q)
)dzdpdydq
(πε)2d
, j = 0, 1,
and the symbols P δj are given by (1.7) and (3.9). The operator Lδ,0ε is given explicitly by
Lδ,0ε f(x,k) =
∫
ei(k−p)·y
[
cδ(x− εy
2
)ipjD
jf(x,p)− cδ(x+ εy
2
)f(x,p)ipjD
j
] dpdy
(2π)d
+
ε
2
∫
ei(k−p)·y
(
Dj
∂
∂xj
[
cδ(x− εy
2
)f(x,p)
]
+
∂
∂xj
[
cδ(x+
εy
2
)f(x,p)
]
Dj
)
dpdy
(2π)d
= L01ε,δ + L02ε,δ.
We recast the operator L01ε,δ as
L01ε,δf(x,k)=cδ(x)
[
ikjD
jf(x,k)−f(x,k)ikjDj
]− ε
2
∂cδ(x)
∂xm
∂
∂km
(
kjD
jf(x,k) + f(x,k)kjD
j
)
+εR01ε,δf
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with the correction term
R01ε,δf(x,k) =
1
ε
∫
ei(k−p)·y
[(
cδ(x− εy
2
)− cδ(x) + ε
2
y · ∇cδ(x)
)
ipjD
jf(x,p)
−
(
cδ(x+
εy
2
)− cδ(x)− ε
2
y · ∇cδ(x)
)
f(x,p)ipjD
j
] dpdy
(2π)d
.
Similarly, we have
L02ε,δf(x,k) =
ε
2
Dj
∂
∂xj
(cδ(x)f(x,k)) +
ε
2
∂
∂xj
(cδ(x)f(x,k))D
j + εR02ε,δf
with
R02ε,δf(x,k) =
1
2
∫
ei(k−p)·y
(
Dj
∂
∂xj
[{
cδ(x− εy
2
)− cδ(x)
}
f(x,p)
]
+
∂
∂xj
[{
cδ(x+
εy
2
)− cδ(x)
}
f(x,p)
]
Dj
)
dpdy
(2π)d
.
The operator Lδ,1ε is given explicitly by
Lδ,1ε f(x,k) =
∫
ei(k−p)·y
[
P δ1 (x−
εy
2
)f(x,p)− f(x,p)P δ1 (x+
εy
2
)
] dpdy
(2π)d
= P δ1 (x)f(x,k) − f(x,k)P δ1 (x) +R1ε,δf(x,k) (3.15)
with the correction R1ε,δ defined by
R1ε,δf(x,k) =
∫
ei(k−p)·y
[(
P δ1 (x−
εy
2
)− P δ1 (x)
)
f(x,p)− f(x,p)
(
P δ1 (x+
εy
2
)− P δ1 (x)
)] dpdy
(2π)d
.
(3.16)
Putting together the above expressions, we obtain the following equation for W¯ δε
∂W¯ δε
∂t
=
1
ε
LδεW¯ δε =
[W¯ δε , P
δ
0 ]
ε
+ [W¯ δε , P
δ
1 ] +
1
2i
({W¯ δε , P δ0 } − {P δ0 , W¯ δε })−RδεW¯ δε (3.17)
with Rδε = R01ε,δ +R02ε,δ +R1ε,δ. Here {f, g} is the standard Poisson bracket
{f, g} = ∇kf · ∇xg −∇xf · ∇kg
and [A,B] = AB −BA is the commutator. We now introduce the expansion
W¯ δε = U
δ + εU δ1 + U
δ
2,ε. (3.18)
We insert this ansatz into (3.17) and equating like powers of ε obtain at the order ε−1
[P δ0 , U
δ ] = 0, (3.19)
which is equivalent to
U δ =
2∑
q=0
ΠqU
δΠq =
2∑
q=0
U δq , (3.20)
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where U δq = ΠqU
δΠq, and for q = 1, 2 one has U
δ
q = u
δ
qΠq with uq = TrU
δ
q . The matrices Πq are
projections on the eigenspaces of P δ0 , as in (3.3). This means that the matrix U
δ does not have
off-diagonal contributions in the eigenbasis of P δ0 . The equation of order O(ε
0) is given by
∂U δ
∂t
= [U δ1 , P
δ
0 ] + [U
δ, P δ1 ] +
1
2i
({U δ, P δ0 } − {P δ0 , U δ}). (3.21)
Multiplying the above equation on both sides by Πq yields
∂ΠqU
δΠq
∂t
= Πq[U
δ, P δ1 ]Πq +
1
2i
Πq
({U ε, P δ0 } − {P δ0 , U δ})Πq. (3.22)
This is nothing but equation (6.16) of reference [14] for the Wigner matrix without consideration of
mixtures of states. The only difference is that the leading order term P0 depends on the parameter
δ. This, of course, does not change the algebra, and following [14] one obtains a system of decoupled
Liouville equations for uδq = TrU
δ
q , q = 1, 2,
∂uδq
∂t
+
{
λδq, u
δ
q
}
= 0 (3.23)
with initial data uδq(0,x,k) = Tr[Πq(k)W0(x,k)Πq(k)]. The zero eigenvalue component of the matrix
U δ, that is, U0(t,x,k) = Π0(k)W0(x,k)Π0(k), does not change in time.
We have to show that the terms U δ1 and U
δ
2,ε in (3.18) are small. In order to uniquely characterize
U δ1 , we assume that it is orthogonal to the terms of the form (3.20), that is,
U δ1 =
∑
p 6=q
ΠpU
δ
1Πq. (3.24)
Then, (3.20) and (3.21) imply that
ΠmU
δ
1Πp =
1
i(λδm − λδp)
ΠmB(U δ)Πp, (3.25)
where
B(U δ) = [U δ, P δ1 ] +
1
2i
({U δ , P δ0 } − {P δ0 , U δ}).
We now analyze the term U δ2,ε in (3.18) and show that it vanishes in the limit ε→ 0. The equation
for the U δ2,ε is
∂U δ2,ε
∂t
=
1
ε
LδεU δ2,ε + Sε, (3.26)
where
Sε = ε
(
[U δ1 , P
δ
1 ] +
1
2i
({U δ1 , P δ0 } − {P δ0 , U δ1})
)
− ε∂U
δ
1
∂t
−Rδε(U δ + εU δ1 ). (3.27)
The initial condition for (3.26) is U δ2,ε(0,x,k) = −εU δ1 (0,x,k) because of (3.6), which implies that
W0(0,x,k) = U
δ(0,x,k). We now use the fact that Lδε is skew-symmetric to obtain the bound
‖U δ2,ε(t)‖2 ≤ ε‖U δ1 (0)‖2 +
∫ t
0
‖Sε(s)‖2ds. (3.28)
The analysis of the convergence of the difference of W¯ δε and U
δ to zero thus relies on estimating
the error term Sε. The relevant bounds are provided by the following two lemmas. Here we denote
‖f‖H˙s = ‖Dsf‖L2 .
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Lemma 3.5 There exists a constant C > 0 that depends on the constant in the bound (1.16) on the
support of W0, and on the constants Di in (1.12) so that
‖Sε‖2 ≤ C
[
ε
δ3
‖U δ‖H2 +
ε2
δ11/2
‖U δ‖H3
]
. (3.29)
Lemma 3.6 The H˙s(Rd × Rd)-norm, s = 1, 2, 3, of U δ(t) is bounded by
‖uδq(t)‖H˙s ≤ Cs‖u0q‖H˙s exp(sγ¯δt). (3.30)
Here u0q = Tr[ΠqW0Πq], the initial data for the Liouville equation (3.23), the constant Cs is a
deterministic rational function of δ.
Note that the prefactors of the type δ−m in Lemma 3.5 are not as important as the terms ‖U δ‖Hs
since the latter grow exponentially in γ¯δ ∼ δ−3/2 according to Lemma 3.6.
Proof of Lemma 3.5. Observe that thanks to (3.27), we have
‖Sε‖2 ≤ C
[
ε√
δ
‖U δ1‖H1 + ε
∥∥∥∥∂U δ1∂t
∥∥∥∥
2
+ ‖Rδε(U δ + εU δ1 )‖
]
. (3.31)
We have the following bound for U δ1 :
‖U δ1‖Hs ≤
C
δ2s
‖U δ‖Hs+1 (3.32)
with a constant C > 0 that depends only on the constant in the bound (1.16) on the support of W0
and on the constantsDi in (1.12). Indeed, expression (3.24) implies that ‖U δ1‖Hs ≤ Cδ
1
2
−s‖B(U δ)‖Hs ,
while we have ‖B(U δ)‖Hs ≤ Cδ−s− 12 ‖U δ‖Hs+1 so that (3.32) follows. This bound is by no means
optimal but will be sufficient for our purposes. Furthermore, we have∥∥∥∥∂U δ1∂t
∥∥∥∥
2
≤ C
∥∥∥∥B
(
∂U δ
∂t
)∥∥∥∥
2
≤ C
δ3
‖U δ‖H2 . (3.33)
In order to complete the bound (3.29) for Sε we show that
‖Rδεf‖2 ≤
Cε
δ3/2
∑
j
[‖kjf‖H2 + ‖f‖H2 ]. (3.34)
We only consider R01ε,δ as the corresponding bounds for the operators R02ε,δ and R1ε,δ are obtained
similarly. We split R01ε,δ as R01ε,δ = I01 − II01. We have
I01f =
1
ε
∫
ei(k−p)·y
(
cδ(x− εy
2
)− cδ(x) + ε
2
y · ∇cδ(x)
)
ipjD
jf(x,p)
dpdy
(2π)d
=
1
4ε
∫ ε
0
(ε− s)
∫
ei(k−p)·yylym
∂2cδ(x− sy
2
)
∂xl∂xm
ipjD
jf(x,p)
dpdy
(2π)d
ds =
1
4ε
∫ ε
0
(ε− s)I˜01(s)fds.
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Moreover, we obtain that
∫
|I˜01(s)f(x,k)|2dxdk = Tr
∫
ei(k−p)·y−i(k−q)·zylymzl′zm′
∂2cδ(x− sy
2
)
∂xl∂xm
∂2cδ(x− sz
2
)
∂xl′∂xm′
×pjqrDjf(x,p)f∗(x,q)Dr dpdydqdzdxdk
(2π)2d
= Tr
∫
ei(q−p)·yylymyl′ym′
∂2cδ(x− sy
2
)
∂xl∂xm
∂2cδ(x− sy
2
)
∂xl′∂xm′
pjqrD
jf(x,p)f∗(x,q)Dr
dpdydqdx
(2π)d
≤ C
δ3
∑
j
‖kjf‖2H2 .
Therefore the Minkowski inequality implies that ‖I01f‖2 ≤ Cεδ−3/2
∑
j ‖kjf‖H2 , and the same
bound holds for II01. The operators R02ε and R1ε may be bounded in a similar way as ‖R02ε f‖L2 +
‖R1εf‖L2 ≤ Cεδ−3/2‖f‖H2 . Therefore we have the bound (3.34) and then (3.29) follows from (3.31)-
(3.34).
Theorem 3.2 now follows from the bound (3.32) for U δ1 , the bound (3.28) for U
δ
2,ε, and Lemmas
3.6 and 3.5. It only remains to prove Lemma 3.6, which is done in Appendix C.
4 The Liouville equations in a random medium
We formulate in this section the main result concerning the convergence of the expectation of the
solution of the Liouville equation (1.9) to the solution of the phase space diffusion equation (1.10)
in the limit δ → 0. We also show that the values of the solution of the Liouville equation at
different points in the phase space become independent in this limit. This allows us to establish the
self-averaging property in Theorem 1.1.
4.1 Preliminaries
We let Cm := C([0,+∞); (Rd)m), and for any R1, · · · , Rm > 0 we denote by Cm(R1, · · · , Rm) :=
C
(
[0,+∞);Sd−1R1 × · · · × Sd−1Rm
)
, where Sd−1R is the sphere in R
d of radius R > 0 centered at 0.
We also let πt : Cm → (Rd)m, t > 0, be the canonical mapping πt(K) = (K1(t), · · · ,Km(t)),
K = (K1, · · · ,Km) ∈ Cm. For any u ≤ v we denote by Mu,vm be the σ-algebra of subsets of
Cm generated by πt, t ∈ [u, v], and let Mm := M0,+∞m and Tm be the filtered measurable space(
Cm,Mm,
(
M0,tm
)
t≥0
)
. For any set A ∈ B(Rd) we denote C(A) := σ{c1(x) : x ∈ A}.
We suppose further that c1 : R
d ×Ω→ R is a scalar , measurable, strictly stationary, zero mean
random field that satisfies assumptions presented in Section 1.2, that is, it satisfies the almost sure
bounds (1.12), is exponentially φ-mixing (1.13), and has a C∞-correlation function R(x).
We define the differential operator
LF (k) =
d∑
p,q=1
|k|2Dp,q(kˆ)∂2kp,kqF (k) +
d∑
p=1
|k|Ep(kˆ)∂kpF (k), F ∈ C∞0 (Rd \ {0}) (4.1)
with the diffusion matrix D given by (1.11) and the drift E defined by
Ep(kˆ) = −c0
d∑
q=1
+∞∫
0
s ∂3xp,xq,xq R(c0skˆ) ds, ∀ p = 1, · · · , d.
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A simple calculation shows that L is a generator of a diffusion on Sd−1k0 given by Itoˆ S.D.E.{
dk(t) = |k(t)|
(
E(kˆ(t)) dt+
√
2D1/2(kˆ(t)) dB(t)
)
k(0) = k0 6= 0.
(4.2)
Here E = (E1, · · · , Ed) and B(·) is a d-dimensional standard Brownian motion.
Remark 4.1 A simple calculation shows that the diffusion k(·) given by (4.2) is symmetric. Indeed
the generator can be written in the form
LF (k) =
d∑
p,q=1
∂kp
(
|k|2Dp,q(kˆ)∂kqF (k)
)
, F ∈ C∞0 (Rd \ {0}).
For any k 6= 0 we denote by Qk the law of such a diffusion starting at k, which is supported in
C1(k), k = |k|.
Remark 4.2 The matrix D := [Dp,q] is degenerate since D(kˆ)k = 0 for all k ∈ Rd \ {0}. It can be
shown however that under fairly general assumptions its rank equals d− 1.
Proposition 4.3 Suppose that Rˆ(0) > 0. Then, the rank of D equals d− 1.
Proof. Suppose that c0 = 1 and let Hk := [p ∈ Rd : p · kˆ = 0] be the hyperplane orthogonal to
k. Then,
Dml(kˆ) = −1
2
∫ ∞
−∞
∂2xm,xlR(skˆ) ds =
1
2
∫ ∞
−∞
(∫
Rd
eiskˆ·ppmplRˆ(p)dp
)
ds
=
1
2dπd−1
∫
Hk
pmplRˆ(p)dp
and hence for any ξ ∈ Rd we have
(D(kˆ)ξ, ξ) = Dml(kˆ)ξmξl =
1
2dπd−1
∫
Hk
(p · ξ)2Rˆ(p)dp. (4.3)
Suppose that ξ ∈ Hk. Then, since Rˆ(p) ≥ 0 the left hand side of (4.3) is nonnegative. We
claim that in fact (D(kˆ)ξ, ξ) > 0. Indeed, if otherwise then, since Rˆ is continuous, we would have
Rˆ(p)(p · ξ)2 = 0 for all p ∈ Hk, which is impossible due to the fact that Rˆ(0) > 0 and the set
Hξ ∩Hk has the linear dimension d− 2.
The above argument shows thatD(kˆ) is of rank d−1 if there exists p0 ∈ Hk such that Rˆ(p0) > 0.
On the other hand, if Rˆ(p) = 0 for all p in the plane Hk then D(kˆ)ξ = 0 for all ξ ∈ Rd. Therefore
the matrix D(kˆ) either has rank d−1, or vanishes identically. Another condition ensuring the latter
does not happen is the radial symmetry of R(·).
4.2 Two particle model
We would like to show that solution uδ(t,x,k) of (1.9) decorrelates in the limit δ → 0 at two different
points, that is, that
E
{
uδ(t,x1,k1)u
δ(t,x2,k2)
}
− E
{
uδ(t,x1,k1)
}
E
{
uδ(t,x2,k2)
}
→ 0 as δ → 0 (4.4)
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provided that k1 6= k2. Recall that uδ(t,x,k) may be represented as
uδq(T,x,k) = u
0
q(X
δ(T,x,k),−Kδ(T,x,k)),
where u0q is the initial data for (1.9), and
dXδ(t)
dt
=
∂λδq
∂k
(Xδ(t),Kδ(t)), Xδ(0) = x
dKδ(t)
dt
= −∂λ
δ
q
∂x
(Xδ(t),Kδ(t)), Kδ(0) = −k. (4.5)
In order to establish (4.4) we have to consider motion of two particles that may start at the same
physical point but are moving in different directions. The equations of motion for two particles are
governed by the Hamiltonian system

dx(δ)m (t;xm,km)
dt = ∇kλδq
(
x
(δ)
m (t;xm,km),k
(δ)
m (t;xm,km)
)
dk
(δ)
m (t;xm,km)
dt = −∇xλδq
(
x
(δ)
m (t;xm,km),k
(δ)
m (t;xm,km)
)
x
(δ)
m (0;xm,km) = xm, k
(δ)
m (0;xm,km) = km, m = 1, 2.
(4.6)
We will assume that x1 = x2 = 0, and
k1 6= 0, k2 6= 0 and kˆ1 6= kˆ2. (4.7)
The above system can be rewritten in the form

dx(δ)m (t;xm,km)
dt =
[
c0 +
√
δc1
(
x(δ)m (t;xm,km)
δ
)]
kˆ
(δ)
m (t;xm,km)
dk
(δ)
m (t;xm,km)
dt = − 1√δ∇xc1
(
x(δ)m (t;xm,km)
δ
)
|k(δ)m (t;xm,km)|
x
(δ)
m (0;xm,km) = 0, k
(δ)
m (0;xm,km) = km, m = 1, 2.
(4.8)
The main result of this section is the following.
Theorem 4.4 Suppose that the random field c1(·) satisfies the assumptions in Section 1.2 and that
d ≥ 3. Then, the laws of processes (k(δ)1 (·),x(δ)1 (·),k(δ)2 (·),x(δ)2 (·)) determined by (4.6), converge
weakly in C4, as δ → 0, to the law of (k1(·),x1(·),k2(·),x2(·)), where kj(·), j = 1, 2 are independent
symmetric diffusions given by (4.2) starting at kj , j = 1, 2 respectively and
xj(t) = −c0
t∫
0
kˆj(s)ds, j = 1, 2.
Theorem 1.1 is a simple corollary of Theorems 3.2 and 4.4.
Proof of Theorem 1.1. First we observe that∫ ∣∣∣∣
∫
(W δε (t,x,k) − U δ(t,x,k)S(k)dk
∣∣∣∣2 dx ≤ ‖S‖2L2
∫
|W δε (t,x,k) − U δ(t,x,k)|2dkdx→ 0
as (ε, δ) → 0 in Kµ and this convergence is uniform in realizations of the random medium provided
that the bounds (1.12) are satisfied. Therefore it suffices to study s˜δ(x) =
∫
U δ(t,x,k)S(k)dk. We
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observe that
E
{∫
‖s˜δ(x)− s¯(x)‖2dx
}
= E
{∫ ∥∥∥∥
∫
(U δ(t,x,k) − W¯ (t,x,k))S(k)dk
∥∥∥∥2 dx
}
= E
{
S∗(k)1
∫
(U δ∗(t,x,k1)− W¯ ∗(t,x,k1))(U δ(t,x,k2)− W¯ (t,x,k2))S(k2)dk1dk2dx
}
with s¯(x) and W¯ (t,x,k) as in the formulation of Theorem 1.1. Theorem 4.4 implies that
E
{
U δ(t,x,k)
}
→ W¯ (t,x,k), E
{
U δ(t,x,k1)U
δ(t,x,k2)
}
→ W¯ (t,x,k1)W¯ (t,x,k2)
pointwise in x and k. Recall that the functions U δ(t,x,k) and W¯ (t,x,k) are uniformly compactly
supported and bounded in L∞. Therefore the Lebesgue dominated convergence implies that
E
{∫
‖s˜δ(x)− s¯(x)‖2dx
}
→ 0
and the proof of Theorem 1.1 is complete.
5 Proof of Theorem 4.4
Before we present the proof of this result we wish to spend a few words to lay out its main ideas.
They are based in large part on the ideas of [15] where the phase space diffusion equation for the
limit of the expectation of the solution of the Liouville equation with the Hamiltonian Hδ(x,k) =
k2/2 +
√
δV (x/δ) has been obtained. The two-particle case introduces some additional difficulties
into the problem. Our first step in the proof, in Section 5.1 below, is to replace the processes
(kδ1(·),kδ2(·)) by (lδ1(·), lδ2(·)) that agree with (kδ1(·),kδ2(·)) up to certain stopping times. These times
are determined by the stopping rules, introduced by multiplying the Hamiltonian λδ(x,k) by several
cut-off functions. Their role is to prevent the trajectory of each particle to self-intersect and also
not to allow the particles to get too close to each other. We shall prove tightness of such modified
processes by showing that for any bounded, positive and continuous function F one can find a
constant C > 0 such that F (lδ1(t), l
δ
2(t)) + Ct, t ≥ 0 are sub-martingales (see e.g. [23] Theorem
1.4.6), cf (5.29). This fact will be established thanks to the decorrelation properties of the random
field ∇xc1(·). More precisely, the latter imply mixing lemmas contained in Section 5.2. The second
ingredient of the proof is a perturbative argument that allows us to replace the trajectory x
(δ)
i (·) (in
fact its modification y
(δ)
i (·) that arises from the replacement of kδ by lδ) by a linear approximation
over the time interval that is much longer than the correlation time (that we recall is of order O(δ))
yet is sufficiently short so we can control the accuracy of the approximation, cf. Lemma 5.4. In
order to ensure that the approximate motion (under linear approximation) is not transverse to the
direction of the field at a given time, which could prevent us from using the decorrelation properties
of the field, but is rather propelled forward, we have to introduce another stopping time rule, cf. the
condition on the scalar product of wave number directions contained in (5.5).
Conducting the proof of tightness we also identify a certain martingale property of any limiting
law of (lδ1(·), lδ2(·)), as δ → 0 that holds up to the aforementioned stopping time. By proving that this
time goes to infinity with the removal of the cut-offs we are able to prove both the weak convergence
of the laws of (kδ1(·),kδ2(·)) and identify a well-posed martingale problem associated with the limiting
measure. This step is done in Section 5.4.
With no loss of generality we shall assume throughout this section that c0 = 1.
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5.1 The cut-off functions
Let p, q > 0 and k ≥ 0 be integers. Let M be chosen in such a way that
M ≥ |k1| ∨ |k2| and |k1| ∧ |k2| ≥M−1. (5.1)
Let kˆ1 6= kˆ2 be such as in the statement of Theorem 4.4. Denote
KN :=
{
(kˆ, kˆ′) : (kˆ, kˆ1)Rd ≥ 1−
1
N + 1
, (kˆ′, kˆ2)Rd ≥ 1−
1
N + 1
}
(5.2)
and choose N a positive integer such that
γN := inf
{
|kˆ− kˆ′| : (kˆ, kˆ′) ∈ KN
}
> 0, (5.3)
that is, the cones of aperture 1/(N + 1) centered at kˆ1 and k2 are separated. As a consequence of
(5.3) we may choose a positive integer q so that
λN (p) := inf
{∣∣∣∣1p kˆ− ρkˆ′
∣∣∣∣ ∧
∣∣∣∣1p kˆ′ − ρkˆ
∣∣∣∣ : ρ ∈
[
0,
1
p
]
, (kˆ, kˆ′) ∈ KN
}
≥ 4
q
. (5.4)
We define now several auxiliary functions that will be used to introduce the cut-offs in the dynamics.
The function ψ : Rd × (Sd−11 )2 → [0, 1] is C∞ and has the property that
ψ(k, l1, l2) =


1, if kˆ · l1 ≥ 1− 1N+1 and kˆ · l2 ≥ 1− 1N+1
and M−1 ≤ |k| ≤M
0, if kˆ · l1 ≤ 1− 2N+1 or kˆ · l2 ≤ 1− 2N+1
or |k| ≤ (2M)−1 or |k| ≥ 2M.
(5.5)
The function φk : R
d × C1 → [0, 1] is C∞ for a fixed path K(t) and satisfies
φk(y;K) =


1, if inf
0≤t≤t(p)k−1
∣∣∣∣y− t∫
0
K(s)ds
∣∣∣∣ ≥ 2q
0, if inf
0≤t≤t(p)
k−1
∣∣∣∣y− t∫
0
K(s)ds
∣∣∣∣ ≤ 1q .
(5.6)
Here t
(p)
k := kp
−1 and, by convention, K(s) := K(0), s ≤ 0. The function ξk : Rd × Rd × C2 → [0, 1]
is smooth when the paths K1(·),K2(·) ∈ C1 are fixed. We let
p1 := 2
q[8(1 +D0)]p (5.7)
and s
(p1)
k := kp
−1
1 be a sub-partition of tk, and define
ξk(y1,y2;K1(·),K2(·)) =


1, if inf
0≤t≤s(p1)k
∣∣∣∣y1 − t∫
0
K2(s)ds
∣∣∣∣ ≥ 2q
and inf
0≤t≤s(p1)
k
∣∣∣∣y2 − t∫
0
K1(s)ds
∣∣∣∣ ≥ 2q
0, if inf
0≤t≤s(p1)
k
∣∣∣∣y1 − t∫
0
K2(s)ds
∣∣∣∣ ≤ 1q
or inf
0≤t≤s(p1)
k
∣∣∣∣y2 − t∫
0
K1(s)ds
∣∣∣∣ ≤ 1q .
(5.8)
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For j = 1, 2 we set
Φj(t,y;K(·)) :=
{
1, if 0 ≤ t < t(p)1
φk(y;K(·)), if t(p)k ≤ t < t(p)k+1.
(5.9)
Each Φj(·) shall be used to modify the dynamics of the corresponding particle in order to avoid a
possibility of self-intersections of its trajectory. The cut-off function
Ψ(t,k;K(·)) :=
{
ψ
(
k, Kˆ
(
t
(p)
k−1
)
, Kˆ
(
t
(p)
k
))
for t ∈ [t(p)k , t(p)k+1) and k ≥ 1
ψ(k, Kˆ(0), Kˆ(0)) for t ∈ [0, t(p)1 )
(5.10)
will allow us to control the direction of the particle motion over each interval of the partition as
well as not to allow the trajectory to escape to the regions where the change of velocity can be
uncontrollable. The cut-off
Ξ(t,y1,y2;K1(·),K2(·)) =
{
1, if 0 ≤ t < t(p)1
ξk(y1,y2;K1(·),K2(·)), if s(p1)k ≤ t < s(p1)k+1 and t(p)1 ≤ s(p1)k
(5.11)
is introduced in order not to allow the two trajectories to come too close to each other. Note that
this cut-off is ”switched on” only after time t = t
(p)
1 so as to allow the two particles to separate
initially. After this time it is updated every 1/p1 time step, that is, more frequently that the cut-offs
that control the self-intersections of each trajectory that are updated only at each 1/p time step.
The following lemma can be checked by a direct calculation. Both here and in what follows we
denote by D•,β the partial with respect to the β component of the given vector variable.
Lemma 5.1 Let m = (m1, · · · ,md) be a multi-index with nonnegative integer valued components,
m =
d∑
p=1
mp. There exist constants C3, C4 > 0 depending only on M,N, p, q, m such that
|Dmy Φj(t,y)| ≤ C3, |DmyjΞ(t,y1,y2)| ≤ C4, j = 1, 2.
Let K = (K1,K2) ∈ C2 and denote
Θj(s,y1,y2, l;K) := Ψ(s, l;Kj)Φj
(
s,yj ;Kj
)
Ξ (s,y1,y2;K) , (5.12)
Λj(s,y1,y2,y
′
1,y
′
2, l;K) := Θj(s,y1,y2, l;K)Θj(s,y
′
1,y
′
2, l;K). (5.13)
We also introduce a random transformation of paths K˜(·) = (K˜1(·), K˜2(·)) for any K ∈ C2 given by
K˜j(t) =
[
1 +
√
δc1
(
Kj(t)
δ
)]
Kˆj(t), t ≥ 0. (5.14)
Finally, let us set
Fj(t,y1,y2, l;K) = Θj(t, δy1, δy2, l;K)∇yjc1 (yj) |l|, j = 1, 2. (5.15)
The modified two particle system with the cut-offs that we will consider is given by

dy(δ)j (t)
dt =
[
1 +
√
δc1
(
y(δ)j (t;xj ,kj)
δ
)]
lˆ
(δ)
j (t;xj ,kj)
dl
(δ)
j (t)
dt = − 1√δ Fj
(
t,
y(δ)1 (t)
δ ,
y(δ)2 (t)
δ , l
(δ)
j (t); l˜
(δ)
(·)
)
y
(δ)
j (0) = 0, l
(δ)
j (0) = kj , j = 1, 2,
(5.16)
where the path l˜
(δ)
(·) = (˜l(δ)1 (·), l˜
(δ)
2 (·)) is obtained from l(·) by the transformation (5.14). We will
denote by Qδ(·;M,N, p, q) the law of (l(δ)1 (·),y(δ)1 (·), l(δ)2 (·),y(δ)2 (·)) for a given δ > 0 over C4.
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5.2 The Mixing Lemmas
For any t ≥ 0 we denote by Ft the σ-algebra generated by (l(δ)1 (s), l(δ)2 (s)), s ≤ t. Throughout
this section we assume that X1,X2 : R × Rd × Rd2 → R are certain continuous functions, Z is a
random variable and g1, g2 are R
d-valued random vectors. We suppose further that Z, g1, g2, are
Ft-measurable, while X1,X2 are random fields of the form Xi(x) = Xi
(
c1(x),∇xc1(x),∇2xc1(x)
)
,
satisfy lim
|x|→0
‖Xi(x)−Xi(0)‖∞ = 0, i = 1, 2. We also let
U(θ1, θ2) := E [X1(θ1)X2(θ2)] , (θ1, θ2) ∈ (Rd)2. (5.17)
The following mixing lemmas will be of crucial importance for us in the sequel.
Lemma 5.2 Assume that r, t ≥ 0 and
inf
u≤t
∣∣∣∣∣gi − y
(δ)
j (u)
δ
∣∣∣∣∣ ≥ rδ (5.18)
P–a.s. on the set Z 6= 0 for i, j = 1, 2. Then, we have
|E [X1(g1)X2(g2)Z]− E [U(g1, g2)Z]| ≤ 2φ
( r
2δ
)
‖X1‖∞‖X2‖∞‖Z‖1. (5.19)
Proof. The proof is a modification of the proof of Lemma 2 of [15] so we only highlight its main
points. Choose an arbitrary η > 0. By a suitable modification of g1, g2 on the event Z = 0, so that
the modified r.v. remain Ft–measurable, we can guarantee that (5.18) holds P–a.s. Let
i = (i1, · · · , id) ∈ Zd and Ci := [i1/2M1 , (i1 + 1)/2M1)× · · · × [id/2M1 , (id + 1)/2M1)
and
ci := ((2i1 + 1)/2
M1+1, · · · , (2id + 1)/2M1+1).
Here M1 > 0 is a sufficiently large integer so that
‖Xi(x) −Xi(ci)‖∞ ≤ η, ∀ i ∈ Zd, x ∈ Ci, i = 1, 2 (5.20)
and 2−M1 < r/(20δ). We let
Di,j := [z : dist(z, Ci ∪ Cj) > r(2δ)−1]
and
Y
(δ)
t :=
[
1
δ
(y
(δ)
1 (s),y
(δ)
2 (s)) : s ≤ t
]
.
Let us denote by Ii,j the indicator of the event [(g1, g2) ∈ Ci×Cj] and the event Ai,j = [ω : Y(δ)t (ω) ⊆
Di,j]. Note that
E [X1(g1)X2(g2)Z] =
∑
i,j
E
[
X1(g1)X2(g2)ZIi,jχAi,j
]
. (5.21)
Using precisely the same argument as in [15] we prove that ZIi,jχAi,j is C(Di,j)–measurable for each
i, j ∈ Zd. Note however that the right hand side of (5.21) is equal, up to a term of order O(η), to∑
i,j
E
[
X1(ci)X2(cj)ZIi,jχAi,j
]
. (5.22)
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The random variable X1(ci)X2(cj) is however C(Ci ∪ Cj)–measurable. Therefore we can write, see
e.g. [7] p.171, that ∑
i,j
∣∣E [X1(ci)X2(cj)ZIi,jχAi,j]− U(ci, cj)E [ZIi,jχAi,j]∣∣ (5.23)
≤
∑
i,j
φ
( r
2δ
) ∣∣E [ZIi,jχAi,j]∣∣ ‖X1‖∞‖X2‖∞.
However, U(ci, cj) equals, up to a term of order O(η), to U(g1, g2) on the event corresponding to Ii,j.
The conclusion of Lemma 5.2 follows upon the passage to the limit M1 → +∞ and η ↓ 0.
Lemma 5.3 Assume that r, t are as in the previous lemma. Let EX1 = 0. Furthermore, we assume
that g2 satisfies (5.18),
inf
u≤t
∣∣∣∣∣g1 − y
(δ)
j (u)
δ
∣∣∣∣∣ ≥ r + r1δ , j = 1, 2 (5.24)
and
|g1 − g2| ≥ r1
δ
, (5.25)
for some r1 ≥ 0, P-a.s. on the event Z 6= 0. Then we have
|E [X1(g1)X2(g2)Z]− E [U(g1, g2)Z]| ≤ C5φ1/2
( r
2δ
)
φ1/2
( r1
2δ
)
‖X1‖∞‖X2‖∞‖Z‖1 (5.26)
for some absolute constant C5 > 0 Here the function U is given by (5.17).
Proof. We prove that the left hand side of (5.26) is bounded by
C6φ
( r1
2δ
)
‖X1‖∞‖X2‖∞‖Z‖1. (5.27)
This together with the result of the previous lemma imply (5.26).
Let η > 0 and M1 be as in the proof of Lemma 5.2, and in addition 2
−M1 < r1/(20δ). Note that
X2(cj)ZIi,jχAi,j (in the notation of the proof of Lemma 5.2) is C(Di,j∪Cj)–measurable. In addition,
we have dist(Ci,Di,j ∪ Cj) > r1(2δ)−1 thus, using the mixing coefficient as in e.g. [7] p.171 we can
estimate ∑
i,j
∣∣E [X1(ci)X2(cj)ZIi,jχAi,j]∣∣ ≤ 2φ( r12δ
)
‖X1‖∞‖X2‖∞‖Z‖1.
On the other hand, we have Ii,j 6= 0 only if |ci − cj| ≥ r1(2δ)−1, which in turn implies that
|U(ci, cj)| ≤ C7φ
( r1
2δ
)
‖X1‖∞‖X2‖∞,
with the constant C7 independent of η > 0.Summarizing, we have shown that∑
i,j
∣∣U(ci, cj)E [ZIi,jχAi,j]∣∣ ≤ C8φ( r12δ
)
‖X1‖∞‖X2‖∞‖Z‖1,
with the constant C8 independent of η > 0. Letting η → 0 and using (5.20) we conclude (5.26).
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5.3 Tightness and the martingale property of limiting measures
In this section we prove tightness of the family Qδ(·;M,N, p, q), δ ∈ (0, 1] and show that any weak
limit point Q(·;M,N, p, q) of this family as δ → 0, has a certain martingale property.
Let LM,N,p,q be a random partial differential operator defined on C∞0 ((Rd)2) as follows. For any
K = (K1,K2) ∈ C2 and G ∈ C∞0 ((Rd)2) we set Y = (Y1, Y2) ∈ C2,
Yi(t) =
t∫
0
Ki(s)ds, i = 1, 2, (5.28)
Θi(t;K) := Φi,∗(t;Ki)Ψ∗(t;Ki)Ξ∗(t;K),
where
Φi,∗(t;Ki) := Φi (t, Yi(t);K1) , Ψ∗(t;Ki) := Ψ(t,Ki(t);Ki), Ξ∗(t;K) := Ξ (t, Y1(t), Y2(t);K) .
We let
(LM,N,p,qG)(k1,k2;K) := Θ21(t;K)Lk1G(k1,k2) + Θ22(t;K)Lk2G(k1,k2),
with Lki , i = 1, 2 given by (4.1).
Let ζ ∈ Cb((Rd)2n) be an arbitrary nonnegative function, let 0 ≤ t1 < · · · < tn ≤ t < u and
define ζ(K) := ζ(K(t1), · · · ,K(tn)). We will show that for any function G ∈ C∞0 ((Rd)2) there exists
a deterministic constant C9 > 0 such that∣∣∣E{[G(l(δ)1 (u), l(δ)2 (u)) −G(l(δ)1 (t), l(δ)2 (t))] ζ(l(δ)1 (·), l(δ)2 (·))}∣∣∣ (5.29)
≤ C9(u− t)E[ζ(l(δ)1 (·), l(δ)2 (·))], ∀ ζ(·), δ ∈ (0, 1].
The choice of the constant C9 may depend on a particular function G but should be the same for all
the spatial translates of G, and may not depend on the test function ζ. This, according to Theorem
1.4.6 of [23], implies tightness of the laws of (l
(δ)
1 (·), l(δ)2 (·)), δ ∈ (0, 1] over C2.
Additionally, we prove that if Q(·;M,N, p, q) is any limiting law of Qδn(·;M,N, p, q), as δn → 0
then
lim
n→+∞E
{[
G(l
(δn)
1 (u), l
(δn)
2 (u)) −G(l(δn)1 (t), l(δn)2 (t))
]
ζ(l
(δn)
1 (·), l(δn)2 (·))
}
(5.30)
=
∫ 


 u∫
t
(LM,N,p,qG)(K(s);K)ds

 ζ(K)

Q(dK;M,N, p, q)
for any u > t. This property will be used in the next section to identify the limiting law of
(k
(δ)
1 (·),k(δ)2 (·)), as δ → 0.
Throughout the remainder of this section we suppress writing both the superscript δ and the
cut-off parameters M,N, p, q of the respective measures. With no loss of generality we assume that
there exists k1 such that s
(p1)
k1
≤ t < u ≤ s(p1)k1+1, cf. (5.7). Given s ≥ σ > 0, we define the linear
approximation
Lj(σ, s) := yj(σ) + (s− σ)ˆlj(σ),
and
Rj(v, σ, s) := (1− v)Lj(σ, s) + vyj(s), j = 1, 2.
The following simple lemma can be verified by a direct calculation.
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Lemma 5.4 Suppose that s ≥ σ. Then,
|yj(s)− Lj(σ, s)| ≤
D1(s− σ)2
2
√
δ
+D0
√
δ(s− σ), ∀ δ > 0, j = 1, 2.
Remark 5.5 Throughout this argument we use
σ(s) := max[t, s − δ1−γ1 ] for some γ1 ∈ (0, 1/8). (5.31)
The above lemma proves that for this choice of σ the linear approximation Lj(σ, s) of the particle
position given by yj(s) is exact, up to a term of order
O(δ3/2−2γ1). (5.32)
We begin now the proof of (5.29). Our strategy is based on the perturbation method: the
trajectory is approximated by the iterated linear approximation sufficiently many times so that
the error becomes deterministically small. The terms that involve the linear approximation are
potentially large but are handled with the help of the mixing lemmas. Note that
G(l
(δ)
1 (u), l
(δ)
2 (u))−G(l(δ)1 (t), l(δ)2 (t)) (5.33)
= − 1√
δ
∑
j,α
u∫
t
Dlj ,αG(l1(s), l2(s))Fj,α
(
s,
y1(s)
δ
,
y2(s)
δ
, lj(s)
)
ds.
We can rewrite (5.33) in the form
I(1) + I(2) + I(3), (5.34)
where
I(1) := − 1√
δ
∑
j,α
u∫
t
Dlj ,αG(l1(σ), l2(σ))Fj,α
(
s,
y1(s)
δ
,
y2(s)
δ
, lj(σ)
)
ds,
I(2) :=
1
δ
∑
j,α
∑
i,β
u∫
t
s∫
σ
Dlj ,αG(l1(ρ), l2(ρ))Dlj ,βFj,α
(
s,
y1(s)
δ
,
y2(s)
δ
, lj(ρ)
)
× Fj,β
(
ρ,
y1(ρ)
δ
,
y2(ρ)
δ
, lj(ρ)
)
ds dρ,
I(3) :=
1
δ
∑
j,α
∑
i,β
u∫
t
s∫
σ
Dli,βDlj ,αG(l1(ρ), l2(ρ))
× Fj,α
(
s,
y1(s)
δ
,
y2(s)
δ
, lj(ρ)
)
Fi,β
(
ρ,
y1(ρ)
δ
,
y2(ρ)
δ
, li(ρ)
)
ds dρ.
5.3.1 Term E[I(1)ζ].
The term I(1) can be rewritten in the form
J (1) + J (2),
where
J (1) := − 1√
δ
∑
j,α
u∫
t
Dlj ,αG(l1(σ), l2(σ))Fj,α
(
s,
L1(σ, s)
δ
,
L2(σ, s)
δ
, lj(σ)
)
ds,
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and
J (2) := − 1
δ3/2
∑
j,α
∑
i,β
u∫
t
1∫
0
Dlj ,αG(l1(σ), l2(σ))Dyi,βFj,α
(
s,
R1(v, σ, s)
δ
,
R2(v, σ, s)
δ
, lj(σ)
)
× (yi,β(s)− Li,β(σ, s)) ds dv. (5.35)
Note that we have replaced yj by its linearization Lj in the term J
(1). The linear approximation is
always “propelled forward”, which allows us to use Lemma 5.2 to handle the term E[J (1)ζ]. Suppose
that k is such that s, t ∈ [t(p)k , t(p)k+1), recall also that s, t, u ∈ [s(p1)k1 , s
(p1)
k1+1
), and let us fix one trajectory
by setting, for instance, j = 1. We will use Lemma 5.2 with X1(x) = −∇xc1(x), X2(x) ≡ 1,
Z = Θ1
(
s
(p1)
k1
,
L1(σ, s)
δ
,
L2(σ, s)
δ
, l1(σ)
)
|l1(σ)|Dl1G(l1(σ), l2(σ))ζ
and g1 = L1(σ, s)δ
−1, cf. (5.12). We need to verify (5.18). Suppose therefore that Z 6= 0. For ρ ∈
[0, t
(p)
k−1] we have |L1(σ, s) − y1(ρ)| ≥ (2q)−1, provided that 0 < δ < (2q)−1/(1−γ1). For ρ ∈ [t(p)k−1, σ]
we have
(L1(σ, s)− y1(ρ)) · lˆ1
(
t
(p)
k−1
)
(5.36)
≥ (s− σ)ˆl1 (σ) · lˆ1
(
t
(p)
k−1
)
+
σ∫
ρ
[
1 +
√
δc1
(
y1(ρ1)
δ
)]
lˆ1 (ρ1) · lˆ1
(
t
(p)
k−1
)
dρ1
≥ (s− σ)
(
1− 2
N + 1
)
+ (1−
√
δD0)(s − ρ)
(
1− 2
N + 1
)
≥ (s− σ)
(
1− 2
N + 1
)
,
provided that δ < 1/D20 . We see from (5.36) that (5.18) is satisfied with r =
(
1− 2N+1
)
(s− σ) and
j = 1.
We verify next that g1 is also separated from y2(ρ)δ
−1, ρ ∈ [0, σ]. Consider two cases. First,
when s, t ∈ [0, t(p)1 ), using condition (5.3) we obtain then that there exists γ′N > 0 depending only
on N such that ∣∣∣∣g1 − y2(ρ)δ
∣∣∣∣ ≥ γ′N (s− σ)δ .
Suppose then that s, t ≥ 1/p and s, t ∈ [s(p1)k1 , s
(p1)
k1+1
). Then we have for ρ ∈ [0, s(p1)k1 ], with p1
given by (5.7), |L1(σ, s) − y2(ρ)| ≥ (2q)−1, provided that δ is as above. For ρ ∈ [s(p1)k1 , σ] we get,
thanks to (5.7),
|L1(σ, s)− y2(ρ)| ≥
∣∣∣L1(σ, s)− y2 (s(p1)k1 )∣∣∣− ∣∣∣y2 (s(p1)k1 )− y2(ρ)∣∣∣
≥ 1
2q
− 1 +D0
p1
≥ 1
4q
≥ (s− σ)
(
1− 2
N + 1
)
,
provided that δ < (4q)−(1−γ1).
Using Lemma 5.2 we estimate
∣∣∣E[J (1)ζ]∣∣∣ ≤ MD0√
δ
‖∇G‖L∞((Rd)2)E[ζ]
u∫
t
φ
(
C10
s− σ
δ
)
ds (5.37)
≤ C11(δ)(u − t)‖∇G‖L∞((Rd)2)E[ζ],
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where C10 := min[γ
′
N , 1/2(1 − 2/(N + 1))], and C11(δ) depends only on δ and vanishes as δ → 0.
On the other hand, the term J (2) defined by (5.35) may be written as
J (2) = J
(2)
1 + J
(2)
2 ,
where
J
(2)
1 := −
1
δ3/2
∑
j,α
∑
i,β
u∫
t
Dlj ,αG(l1(σ), l2(σ))
×Dyi,βFj,α
(
s,
L1(σ, s)
δ
,
L2(σ, s)
δ
, lj(σ)
)
(yi,β(s)− Li,β(σ, s)) ds
and
J
(2)
2 := −
1
δ5/2
∑
j,α
∑
i,β
k,γ
u∫
t
1∫
0
1∫
0
Dyk ,γDyi,βFj,α
(
s,
R1(θv, σ, s)
δ
,
R2(θv, σ, s)
δ
, lj(σ)
)
(5.38)
×Dlj ,αG(l1(σ), l2(σ))v (yi,β(s)− Li,β(σ, s))(yk,γ(s)− Lk,γ(σ, s)) ds dv dθ.
The second term may be handled easily with the help of Lemma 5.4 and (5.32). We have
|E[J (2)2 ζ]| ≤ C12D2E[ζ]‖∇G‖L∞((Rd)2)(u− t)δ−5/2δ3−4γ1 ≤ C13δ1/2−4γ1(u− t)E[ζ]‖∇G‖L∞(R2d).
(5.39)
In order to estimate J
(2)
1 we split it as
J
(2)
1 = J
(2)
1,1 + J
(2)
1,2 (5.40)
where
J
(2)
1,1 := −
1
δ3/2
∑
j,α
∑
i,β
u∫
t
s∫
σ
Dlj ,αG(l1(σ), l2(σ))Dyi,βFj,α
(
s,
L1(σ, s)
δ
,
L2(σ, s)
δ
, lj(σ)
)
× (s− ρ1) d
dρ1
lˆi,β(ρ1) ds dρ1, (5.41)
and
J
(2)
1,2 := −
1
δ
∑
j,α
∑
i,β
u∫
t
s∫
σ
Dlj ,αG(l1(σ), l2(σ))Dyi,βFj,α
(
s,
L1(σ, s)
δ
,
L2(σ, s)
δ
, lj(σ)
)
(5.42)
× c1
(
yi(ρ)
δ
)
lˆi,β(ρ) ds dρ,
with
d
dρ1
lˆi,β(ρ1) = |l(ρ1)|−1
[
d
dρ1
li,β(ρ1)− (ˆli(ρ1), d
dρ1
li(ρ1))Rd lˆi,β(ρ1)
]
. (5.43)
We deal with J
(2)
1,2 first. It may be split as J
(2)
1,2 = J
(2)
1,2,1 + J
(2)
1,2,2 + J
(2)
1,2,3, where
J
(2)
1,2,1 := −
1
δ
∑
j,α
∑
i,β
u∫
t
s∫
σ
Dlj ,αG(l1(σ), l2(σ))Dyi,βFj,α
(
s,
L1(σ, s)
δ
,
L2(σ, s)
δ
, lj(σ)
)
(5.44)
× c1
(
Li(σ, ρ)
δ
)
lˆi,β(σ) ds dρ,
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J
(2)
1,2,2 := −
1
δ2
∑
j,α
∑
i,β,γ
u∫
t
s∫
σ
1∫
0
Dlj ,αG(l1(σ), l2(σ))Dyi,βFj,α
(
s,
L1(σ, s)
δ
,
L2(σ, s)
δ
, lj(σ)
)
× (Dyi,γc1)
(
Ri(v, σ, ρ)
δ
)
(yi,γ(ρ)− Li,γ(σ, ρ))lˆi,β(ρ) ds dρ dv
and
J
(2)
1,2,3 := −
1
δ
∑
j,α
∑
i,β
u∫
t
s∫
σ
ρ∫
σ
Dlj ,αG(l1(σ), l2(σ))Dyi,βFj,α
(
s,
L1(σ, s)
δ
,
L2(σ, s)
δ
, lj(σ)
)
× c1
(
Li(σ, s)
δ
)
d
dρ1
lˆi,β(ρ1) ds dρ dρ1.
By virtue of Lemma 5.4, (5.32) and the definition (5.15), we obtain easily
|E[J (2)1,2,2ζ]| = O(δ1/2−2γ1 )‖∇G‖L∞((Rd)2)(u− t)Eζ, as δ → 0. (5.45)
The same argument also shows that |E[J (2)1,2,3ζ]| is of the order of magnitude of the right hand side
of (5.45).
Using Lemma 5.1 and the definition (5.15) we conclude that
DyiΘi
(
s,
L1(σ, s)
δ
,
L2(σ, s)
δ
, li(σ)
)
= O(δ).
Therefore, |E[J (2)1,2,1ζ]| is equal, up to a term of order O(δ1−γ1)(u− t)‖∇G‖L∞((Rd)2)Eζ, to
−1
δ
∑
i,α,β
u∫
t
s∫
σ
E
[
Dli,αG(l1(σ), l2(σ))Θi
(
s
(p1)
k1
,
L1(σ, s)
δ
,
L2(σ, s)
δ
, li(σ)
)
(5.46)
× Dyi,βDyi,αc1
(
Li(σ, s)
δ
)
c1
(
Li(σ, ρ)
δ
)
|li(σ)|lˆi,β(σ) ζ
]
ds dρ.
Let δ < (2p1)
1/(1−γ1) and fix i. We may apply Lemma 5.3, with
Z = Dli,αG(l1(σ), l2(σ))Θi
(
s
(p1)
k1
,
L1(σ, s)
δ
,
L2(σ, s)
δ
, li(σ)
)
|li(σ)|lˆi,β(σ)ζ,
X1 := Dyi,βDyi,αc1(x), X2 := c1(x),
g1 :=
Li(σ, s)
δ
, g2 :=
Li(σ, ρ)
δ
, r = C13(ρ− σ), r1 = C13(s− ρ),
where C13 > 0 depends only on N . We conclude that∣∣∣∣∣∣E
[
J
(2)
1,2,1ζ
]
+
1
δ
∑
i,α,β
u∫
t
s∫
σ
E
[
Θi
(
σ,
L1(σ, s)
δ
,
L2(σ, s)
δ
, li(σ)
)
Dli,αG(l1(σ), l2(σ)) (5.47)
×|li(σ)|lˆi,β(σ)∂2α,βR
(
Li(σ, s)−Li(σ, ρ)
δ
)
ζ
]
ds dρ
∣∣∣∣
≤ C14δ−1‖∇G‖L∞((Rd)2)E[ζ]
u∫
t
s∫
σ
φ1/2
(
C13(ρ− σ)
2δ
)
φ1/2
(
C13(s− ρ)
2δ
)
ds dρ.
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Here we used the fact that
Θi
(
σ,
L1(σ, s)
δ
,
L2(σ, s)
δ
, li(σ)
)
= Θi
(
s
(p1)
k1
,
L1(σ, s)
δ
,
L2(σ, s)
δ
, li(σ)
)
.
The right hand side of (5.47) is of the form C15(δ)(u − t)‖∇G‖L∞((Rd)2)Eζ, where C15(δ) vanishes,
as δ → 0. The second term appearing on the left hand side equals to
−
∑
i,α,β
u∫
t
E
{
Θi
(
σ,
L1(σ, s)
δ
,
L2(σ, s)
δ
, li(σ)
)
Dli,αG(l1(σ), l2(σ)) (5.48)
×

 s∫
σ
d
dρ
∂αR
(
s− ρ
δ
lˆi(σ)
)
dρ

 |li(σ)|ζ

 ds
=
∑
i,α,β
u∫
t
E
[
Θi
(
σ,
L1(σ, s)
δ
,
L2(σ, s)
δ
, li(σ)
)
Dli,αG(l1(σ), l2(σ))∂αR
(
s− σ
δ
lˆi(σ)
)
|li(σ)|ζ
]
ds
thanks to the fact that ∇yR(0) = 0. The term appearing on the right hand side of (5.48) vanishes as
δ → 0 and, in consequence we have shown that |E[J (2)1,2,1ζ]| = C16(δ)(u − t)‖∇G‖L∞((Rd)2)Eζ, where
C16(δ) vanishes, as δ → 0.
We now estimate J
(2)
1,1 given by (5.41). Note that according to (5.43) and (5.16) we have
J
(2)
1,1 = J
(2)
1,1,1 + J
(2)
1,1,2,
where
J
(2)
1,1,1 :=
1
δ2
∑
j,α
∑
i,β
u∫
t
s∫
σ
Dlj ,αG(l1(σ), l2(σ))Dyi,βFj,α
(
s,
L1(σ, s)
δ
,
L2(σ, s)
δ
, lj(σ)
)
× (s− ρ1)Γi,β
(
ρ1,
y1(ρ1)
δ
,
y2(ρ1)
δ
, li(σ)
)
ds dρ1,
with
Γi (ρ,y1,y2, l) := |l|−1
[
Fi (ρ,y1,y2, l)−
(
lˆ, Fi (ρ,y1,y2, l)
)
Rd
lˆ
]
,
while
J
(2)
1,1,2 :=
1
δ2
∑
j,α
∑
i,β
u∫
t
s∫
σ
ρ1∫
σ
Dlj ,αG(l1(σ), l2(σ))Dyi,βFj,α
(
s,
L1(σ, s)
δ
,
L2(σ, s)
δ
, lj(σ)
)
× (s− ρ1) d
dρ2
Γi,β
(
ρ1,
y1(ρ1)
δ
,
y2(ρ1)
δ
, li(ρ2)
)
ds dρ1 dρ2. (5.49)
A straightforward computation, using Lemma 5.4 (note that ddρ2Γi,β ∼ δ−1/2 in (5.49)), shows that
|E[J (2)1,1,2ζ]| ≤ O(δ1/2−3γ1)(u− t)‖∇G‖L∞((Rd)2)E[ζ].
An application of Lemma 5.4, in the same fashion as it was done in the calculations concerning
the terms E[J
(2)
1,2,2ζ] and E[J
(2)
1,2,3ζ], yields that E[J
(2)
1,1,1ζ] is equal, up to a term of the order C17(δ)(u−
29
t)‖∇G‖L∞((Rd)2)E[ζ], where lim
δ→0
C17(δ) = 0, to
1
δ2
∑
i,α,β
u∫
t
s∫
σ
(s − ρ1)E
[
Dli,αG(l1(σ), l2(σ))Dyi,βFi,α
(
s,
L1(σ, s)
δ
,
L2(σ, s)
δ
, li(σ)
)
(5.50)
× Γi,β
(
ρ1,
L1(σ, ρ1)
δ
,
L2(σ, ρ1)
δ
, li(σ)
)
ζ
]
ds dρ1.
We denote
Vi,β(y1,y2,y
′
1,y
′
2, l) :=
(∑
γ,q
∂3β,γ,qR(yi − y′i)lˆq lˆγ −
∑
γ
∂3β,γ,γR(yi − y′i)
)
|l|.
Applying Lemmas 5.1 and 5.3, as in (5.46) (5.47), we conclude that (5.50) is equal, up to a term of
order C18(δ)(u − t)‖∇G‖L∞((Rd)2)E[ζ], where lim
δ→0
C18(δ) = 0, to
1
δ2
∑
i,α
u∫
t
s∫
σ
(s− ρ1)E
{
Dli,αG(l1(σ), l2(σ))Λi(σ, Pi; l˜(·))Vi,α(Pi) ζ
}
ds dρ1, (5.51)
with Λi defined by (5.13), and Pi = (L1(σ, s),L2(σ, s),L1(σ, ρ1),L2(σ, ρ1), li(σ)) . Note, however,
that for s ∈ [s(p1)k1 , s
(p1)
k1+1
]
Ξ (s,L1(σ, s),L2(σ, s)) = Ξ
(
s
(p1)
k1
,L1(σ, s),L2(σ, s)
)
and
|Ξ (σ,L1(σ, s),L2(σ, s)) − Ξ (σ,y1(σ),y2(σ))| ≤ C
2∑
p=1
∣∣Lp(σ, s)− yp(σ)∣∣ ≤ C(s− σ) ≤ Cδ1−γ1 .
A similar estimate holds also for the terms containing Li(σ, ρ1) and we conclude that the expression
in (5.51) is equal, up to a term of order C19(δ)(u − t)‖∇G‖L∞((Rd)2)E[ζ], where lim
δ→0
C19(δ) = 0, to
1
δ2
∑
i,α
u∫
t+δ1−γ1
E

Dlj ,αG(l1(σ), l2(σ))Θ2i (σ)

 s∫
σ
(s− ρ1)Vi,α(Pi) dρ1

 ζ

 ds, (5.52)
with
Θi(σ) := Θi(σ,y1(σ),y2(σ), l(σ); l˜(·)).
Note that, for s > t+ δ1−γ1 we have
1
δ2
∑
i,α
s∫
s−δ1−γ1
(s− ρ1)Vi,α(Pi) dρ1 = 1
δ2
∑
i,α
|li(σ)|
s∫
s−δ1−γ1
(s− ρ1) (5.53)
×
[∑
γ,q
∂3α,γ,qR
(
s− ρ1
δ
lˆi(σ)
)
lˆi,q(σ)lˆi,γ(σ) −
∑
γ
∂3α,γ,γR
(
s− ρ1
δ
lˆi(σ)
)]
dρ1
=
∑
i,α
|li(σ)|
δ−γ1∫
0
ρ1
[∑
γ,q
∂3α,γ,qR
(
ρ1 lˆi(σ)
)
lˆi,q(σ)lˆi,γ(σ)−
∑
γ
∂3α,γ,γR
(
ρ1 lˆi(σ)
)]
dρ1.
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Using the fact that ∑
q
∂3α,γ,qR
(
ρ1 lˆi(σ)
)
lˆi,q(σ) =
d
dρ1
∂2α,γR
(
ρ1 lˆi(σ)
)
we obtain, upon the integration by parts performed in the first term on the utmost right hand side
of (5.53), that this term equals to
∑
i,α,γ
|li(σ)|

δ−γ1∂2α,γR(δ−γ1 lˆi(σ)) lˆi,γ(σ)−
δ−γ1∫
0
∂2α,γR
(
ρ1 lˆi(σ)
)
lˆi,γ(σ) dρ1 (5.54)
−
δ−γ1∫
0
ρ1∂
3
α,γ,γR
(
ρ1 lˆi(σ)
)
dρ1


=
∑
i,α,γ
|li(σ)|
[
δ−γ1∂2α,γR
(
δ−γ1 lˆi(σ)
)
lˆi,γ(σ)− ∂αR
(
δ−γ1 lˆi(σ)
)
−
δ−γ1∫
0
ρ1∂
3
α,γ,γR
(
ρ1 lˆi(σ)
)
dρ1

 .
We have used here the fact that ∇R(0) = 0 and
∑
γ
∂α,γR
(
ρ1 lˆi(σ)
)
lˆi,γ(σ) =
d
dρ1
∂αR
(
ρ1 lˆi(σ)
)
.
Summarizing the work done in this section, we have shown that
|E[I(1)ζ]| ≤ C20(u− t)‖∇G‖L∞((Rd)2)Eζ, (5.55)
where the constant C20 does not depend on δ and G.
5.3.2 The terms E[I(2)ζ] and E[I(3)ζ]
The calculations concerning these terms essentially follow the respective steps performed in the
previous section so we only highlight their main points. First, we note that because li(ρ) − li(σ) ∼
δ1/2−γ1 we have that E[I(2)ζ] is, up to a term C21(δ)(u− t)‖∇G‖L∞((Rd)2)E[ζ], where lim
δ→0
C21(δ) = 0,
equal to
1
δ
∑
j,α,β
u∫
t
s∫
σ
E
[
Dlj ,αG(l1(σ), l2(σ))Dlj ,βFj,α
(
s,
y1(s)
δ
,
y2(s)
δ
, lj(σ)
)
(5.56)
× Fj,β
(
ρ,
y1(ρ)
δ
,
y2(ρ)
δ
, lj(σ)
)
ζ
]
ds dρ.
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Replacing ρ by σ as the argument of l1(·), l2(·) in (5.56) needs a correction that is of order of
magnitude O(δ1/2−2γ1 )(u− t)‖∇G‖L∞((Rd)2)E[ζ], since γ1 ∈ (0, 1/8]. Next we note that (5.56) equals
1
δ
∑
j,α,β
u∫
t
s∫
σ
E
[
Dlj ,αG(l1(σ), l2(σ))Dlj ,βFj,α
(
s,
L1(σ, s)
δ
,
L2(σ, s)
δ
, lj(ρ)
)
(5.57)
× Fj,β
(
ρ,
L1(σ, ρ)
δ
,
L2(σ, ρ)
δ
, lj(σ)
)
ζ
]
ds dρ
+
1
δ2
∑
i,γ
∑
j,α,β
u∫
t
s∫
σ
1∫
0
E
[
Dlj ,αG(l1(ρ), l2(ρ))Dyi,γDlj ,βFj,α
(
s,
R1(v, σ, s)
δ
,
R2(v, σ, s)
δ
, lj(σ)
)
× Fj,β
(
ρ,
L1(σ, ρ)
δ
,
L2(σ, ρ)
δ
, lj(σ)
)
(yi,γ(s)− Li,γ(σ, s))ζ
]
ds dρ dv
+
1
δ2
∑
i,γ
∑
j,α,β
u∫
t
s∫
σ
1∫
0
E
[
Dlj ,αG(l1(ρ), l2(ρ))Dyi,γDlj ,βFj,α
(
s,
y1(s)
δ
,
y2(s)
δ
, lj(σ)
)
× Fj,β
(
ρ,
R1(v, σ, ρ)
δ
,
R2(v, σ, ρ)
δ
, lj(σ)
)
(yi,γ(s)− Li,γ(σ, ρ))ζ
]
ds dρ dv.
A simple argument using Lemma 5.4, (5.31) and (5.32) shows that the second and third terms of
(5.57) are both of order of magnitude O(δ1/2−3γ1)(u− t)‖∇G‖L∞((Rd)2)E[ζ].
The first term, on the other hand, can be handled with the help of Lemma 5.3 in the same
fashion as we have dealt with the term J
(2)
1,2,1, given by (5.44) of Section 5.3.1, and we obtain that
|E[I(2)ζ]| ≤ C22(δ)(u − t)‖∇G‖L∞((Rd)2)E[ζ], (5.58)
where lim
δ→0
C22(δ) = 0.
Finally, concerning the limit of E[I(3)ζ] we note that by Lemma 5.4 we have
E[I(3)ζ] ≤ C23(δ)(u − t)‖∇G‖L∞((Rd)2)E[ζ] +
∑
i,j
Ii,j (5.59)
where lim
δ→0
C23(δ) = 0 and
Ii,j := 1
δ
∑
α,β
u∫
t
s∫
σ
E
{
Dli,βDlj ,αG(l1(σ), l2(σ))
× Fj,α
(
s,
L1(σ, s)
δ
,
L2(σ, s)
δ
, lj(σ)
)
Fi,β
(
ρ,
L1(σ, ρ)
δ
,
L2(σ, ρ)
δ
, li(σ)
)
ζ
}
ds dρ,
First, let i 6= j and 2δ1−γ1M ≤ (2q)−1. Suppose also that s ≥ t(p)1 . We have then
|Li(σ, s)−Lj(σ, ρ)| ≥ 1
q
− 2M(s − σ) ≥ 1
2q
on the event (with fixed α, β)
Θj
(
s,
L1(σ, s)
δ
,
L2(σ, s)
δ
, lj(σ)
)
Θi
(
s,
L1(σ, ρ)
δ
,
L2(σ, ρ)
δ
, li(σ)
)
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×Dli,βDlj ,αG(l1(σ), l2(σ))|lj(σ)||li(σ)| 6= 0.
When, on the other hand, s, ρ ∈ [0, t(p)1 ], then we conclude from (5.3) that
|Li(σ, s)−Lj(σ, ρ)| ≥ γ′Ns ≥ γ′N (s − σ).
Therefore |Ii,j| can be then estimated via Lemma 5.3 and Lemma 5.1 by
C23D
2
1M
2‖Dl1Dl2G‖L∞
[
δ−γ1φ1/2
(
γ′N
δγ1
)
+ δ1−2γ1
]
E[ζ]. (5.60)
It obviously vanishes, as δ → 0. The second term in (5.60) arises from the contribution of s <
t+ δ1−γ1 .
When i = j we can use Lemma 5.3 in order to obtain
|Ii,i| ≤ C24(u− t)‖∇2G‖L∞((Rd)2)E[ζ].
Summarizing, we conclude that
|E[I(3)ζ]| ≤ C25(u− t)‖∇2G‖L∞((Rd)2)E[ζ],
where C25 can be chosen independently of δ and G. Hence we conclude (5.29) and tightness follows.
Suppose now that Q is any limiting measure of Q(δn) for a certain sequence δn → 0, as n→ +∞.
Coming back to (5.52) we conclude, using calculation (5.53)–(5.54), that the limit, as δ → 0, of the
expression on the left hand side of (5.52) equals to
∑
i,α
∫  u∫
t
a(i)α (s)Dli,αG(K1(s),K2(s))|Ki(s)|Λi(s) ζ(K) ds

Q(dK), (5.61)
where
Λi(s) := Λi
(
s, Y1(s), Y2(s),K1(s),K2(s);K(·), Kˆ(·)
)
,
Yi(s) := xi +
s∫
0
Kˆi(ρ) dρ, i = 1, 2,
a(i)α (s) := −
∑
γ
+∞∫
0
ρ1∂
3
α,γ,γR
(
ρ1 Kˆi(s)
)
dρ1.
Similarly, we calculate the limit, as δ → 0, of E[I(3)ζ]. We know that only the limits of the terms
Ii,i contribute. A straightforward computation shows that
lim
δ→0
∑
i
Ii,i =
∑
i,α,β
∫  u∫
t
c
(i)
α,β(s)Dli,αDli,βG(K1(s),K2(s))H
(i)
(s) ζ(K) ds

Q(dK),
where
c
(i)
α,β(s) := −|Ki(s)|2
+∞∫
0
∂2α,βR(ρKˆi(s)) dρ,
H
(i)
(s) := Θ2i (s, Y1(s), Y2(s),Ki(s)) .
Summarizing, we have shown that any limiting measure Q satisfies (5.30).
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5.4 The removal of cut-offs and the proof of weak convergence of (k
(δ)
1 (·),k(δ)2 (·))
Let Qk1,k2 := Qk1 ⊗Qk2 be the law of two independent copies of the diffusion given by (4.1) over
C2(k1, k2) starting respectively at k1 and k2. For a fixed M let Q(M)k1 be the law over C1 of any
diffusion starting at a given k1 ∈ Rd with the generator L(M) given by
L(M)F (k) =
∑
p,q
a(M)p,q (k)∂
2
kp,kqF (k) +
∑
p
b(M)p (k)∂kpF (k), F ∈ C∞0 (Rd).
Here a
(M)
p,q (·), b(M)p (·) are bounded and twice continuously differentiable, a(M)p,q (k) = |k|2Dp,q(kˆ),
b
(M)
p (k) = |k|Ep(kˆ) for M−1 ≤ |k| ≤M . By virtue of Theorems 5.2.3 and 5.3.2 of [23] we conclude
that Q
(M)
k1
is the unique probability measure such that
F (K(t))− F (k1)−
t∫
0
L(M)F (K(s))ds, t ≥ 0
is an
(
M0,t1
)
t≥0
-martingale for any F ∈ C2b (Rd). We define Q(M)k1,k2 := Q
(M)
k1
⊗Q(M)k2 .
Let us briefly describe the strategy of the proof of weak convergence of (k
(δ)
1 (·),k(δ)2 (·)). First,
for any K ∈ C2 we define a certain stopping time W (K;M,N, p, q), see (5.63). The crucial property
of that time is that the dynamics given by (4.8) agrees with the dynamics of the truncated system
(5.16) up to W (·;M,N, p, q). We also show that any limiting measure Q(·;M,N, p, q) satisfies, up
to the stopping time, the martingale problem associated with the diffusion given by Qk1,k2 . This
property allows to identify Q(·;M,N, p, q) with Qk1,k2 on the σ–algebraM0,W2 corresponding to the
stopping time. The final step is to show that for sufficiently large N , so that (5.3) is satisfied, and
sufficiently large M , as in (5.1), the stopping time W (·;M,N, p, q) converges to infinity in Qk1,k2 as
q → +∞ and p→ +∞ (in that order), see (5.64). The weak convergence statement is a consequence
of this property of the stopping time and it is shown in the calculation following (5.80).
We introduce the following (M0,t2 )t≥0–stopping times. As before, for any K = (K1,K2) such
that K(t) 6= 0 for all t ≥ 0 we define
Yj(t) :=
t∫
0
Kˆj(s)ds. (5.62)
For such a K we let S(N, p) := lim
n↑+∞
Sn(N, p), where
Sn(N, p) := inf
{
t ≥ 0 : for some k ≥ 0 we have t ∈
[
t
(p)
k , t
(p)
k+1
)
and Kˆi(t
(p)
j ) · Kˆi(t) < 1−
2
N + 1
+
1
n
, for some i ∈ {1, 2} or j ∈ {k − 1, k}
}
.
If K is such that it becomes 0 for some t we adopt of the convention that S(N, p) = +∞. We let
further T (M) := lim
n↑+∞
Tn(M), where
Tn(M) := inf
{
t ≥ 0 : |Ki(t)| < 1
M
+
1
n
, for some i ∈ {1, 2},
or |Ki(t)| > M − 1
n
, for some i ∈ {1, 2}
}
.
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Finally, for any R1, R2 > 0 and K = (K1,K2) ∈ C2(R1, R2) we let U(p, q;K) := lim
n↑+∞
Un(p, q;K),
V (p, q;K) := lim
n↑+∞
Vn(p, q;K), where
Un(p, q;K) := inf
{
t ≥ 0 : for some k ≥ 1, i ∈ {1, 2} we have u ∈ [0, t(p)k−1], t ∈
[
t
(p)
k , t
(p)
k+1
)
such that |Yi(t)− Yi(u)| < 1
q
+
1
n
}
,
Vn(p, q;K) := inf
{
t ≥ 1
p
: inf
0≤u≤t
|Y1(t)− Y2(u)| < 1
q
+
1
n
, or inf
0≤u≤t
|Y2(t)− Y1(u)| < 1
q
+
1
n
}
.
We adopt the convention that any of the above defined stopping times is infinite if the respective
set of times over which it is determined is empty.
Suppose that T0 > 0 is an arbitrary deterministic time. Let
W (M,N, p, q) := S(N, p) ∧ T (M) ∧ U(p, q) ∧ V (p, q) and (5.63)
B(M,N, p, q) := {S(N, p) ∧ U(p, q) ∧ V (p, q) ≤ T (M) ∧ T0}.
We have B ∈ M0,W2 . According to Theorem 6.1.2 of [23] the measures Qk1,k2 , Q(M)k1,k2 , Q(·;M,N, p, q)
agree, when restricted to M0,W2 . In what follows we show that
lim
p→+∞ limq→+∞Qk1,k2 [W (M,N, p, q) < +∞] = 0. (5.64)
The condition
T0 < W (k
(δ)
1 (·),k(δ)2 (·);M,N, p, q) =W (l(δ)1 (·), l(δ)2 (·);M,N, p, q) (5.65)
implies (k
(δ)
1 (s),k
(δ)
2 (s)) = (l
(δ)
1 (s), l
(δ)
2 (s)) for s ∈ [0, T0]. We will use both (5.64) and (5.65) to
establish weak convergence of the laws of (k
(δ)
1 (·),k(δ)2 (·)) over C([0, T0]; (Rd)2).
We start with the following simple observation.
Lemma 5.6 With the choice of M as in (5.1) we have
Qk1,k2 [T (M) = +∞] = 1.
Proof. A simple calculation using Itoˆ formula and Remark 4.1 shows that d|kj(t)|2 = 0, j = 1, 2
which proves the lemma.
Lemma 5.7 Under the assumptions of Theorem 4.4 we have
lim
q→+∞U(p, q) = +∞,∀ p, Qk1,k2 − a.s. (5.66)
Proof. The proof is essentially the repetition of the argument from [15] pp. 60-61 so we only
highlight its main points. It suffices only to show that
lim
q→+∞U
(i)(p, q) = +∞,∀ p, Qki − a.s., (5.67)
where U (i)(p, q) := lim
n↑+∞
U
(i)
n (p, q),
U (i)n (p, q) := inf
{
t ≥ 0 : for some k ≥ 1, we have u ∈ [0, t(p)k−1], t ∈
[
t
(p)
k , t
(p)
k+1
)
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such that
∣∣∣∣
∫ t
u
Kˆi(s)ds
∣∣∣∣ < 1q + 1n
}
.
However, (5.67) can be proved with the help of the argument contained in pp. 60-61 [15] so we omit
the details here. We obtain from (5.67)
lim
q→+∞U(p, q) = +∞,∀ p, Qk1,k2 − a.s.
However U(p, q) = U (1)(p, q) ∧ U (2)(p, q) and (5.66) follows.
Let us denote by
Y
(j)
t :=
⋃
0≤s≤t
Yj(s) (5.68)
and by Br(Y
(j)
t ) := [x : dist(x,Y
(j)
t ) ≤ r] the sausage, up to time t, of diameter r > 0 around
trajectory Yj(·).
The next lemma shows that S(N, p) becomes infinite as p→∞ for each N .
Lemma 5.8 We have
lim
p→+∞S(N, p) = +∞,∀ N, Qk1,k2 − a.s. (5.69)
Proof. The conclusion of the lemma is a consequence of the uniform continuity of paths of the
diffusion on any finite time interval [0, T ], which implies that
lim
p→+∞ mint(p)
k
∈[0,T ]
min
t∈[t(p)
k
,t
(p)
k+1]
Kˆj(t) · Kˆj(t(p)k ) = 1, j = 1, 2.
Our next lemma shows that V (p, q) becomes infinite with p, q → +∞.
Lemma 5.9 Suppose that N is as in (5.3) and T1, η > 0 are arbitrary. Then, one can find p0, q0
such that
Qk1,k2 [S(N, p) ∧ V (p, q) ≤ T1 ] < η, ∀ p ≥ p0, q ≥ q0. (5.70)
In order to prove this lemma we will need an auxiliary property of (K1(·), Y1(·)). Let k1 = |k1|.
Note that the process (K1(·), Y1(·)) is a diffusion on Rd × Rd, actually supported on Sd−1k1 (0) × Rd,
over (T1,Qk1). Its generator is given by
N (k,x) := LF (k,x) + kˆ · ∇xF (k,x).
We denote by P (t,k,x; ·) its transition probability. It satisfies the Fokker-Planck equation
+∞∫
0
∫
Rd
∫
Rd
(∂t −N )ϕ(t,k′,y)P (t,k,x; dt, dk′ , dy) = 0, ∀ϕ ∈ C∞0 ((0,+∞)× Rd × Rd). (5.71)
Lemma 5.10 Let t > 0, (k,x) ∈ Sd−1k × Rd (k = |k|). Then, P (t,k,x; ·) is absolutely continuous
with respect to the Lebesgue measure on Sd−1k ×Rd, with the transition probability density p(t,k,x, ·, ·)
that is a C∞-function. In particular, for any T,K, η > 0 there exists a constant C > 0 such that
max
t∈[η,T ]
max
(k,x)∈Sd−1k ×BK(0)
P (t,k,x;Sd−1 ×A) ≤ C|A| (5.72)
for any A ⊂ BK(0) and A ∈ B(Rd).
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Proof. Let k := |k| and S(±)i : Bd−1k (0)→ Sd−1 be given by
S
(±)
i (l) := (l1, · · · ,±
√
k2 − l2, · · · , ld−1)︸ ︷︷ ︸
i-th component
, l = (l1, · · · , ld−1) ∈ Bd−1k (0), l := |l|.
Define the measure P
(±)
i (t, B × A) := P (t,k,x;S(±)i (B) × A), A ∈ B(Rd), B ∈ B(Bd−1k (0)). The
conclusion of the lemma holds if we can show that each measure Pi possesses a C
∞ smooth density.
In what follows we consider only the case i = d and denote S := S
(+)
d , PS := P
(+)
d . Note that the
respective measure satisfies the equation
(∂t − N˜ ∗)PS(t, ·) = 0
in the distribution sense, with
N˜F (l,x) := k2
d−1∑
p,q=1
D˜p,q(l)∂
2
lp,lqF (l,x) + k
d−1∑
p=1
E˜p(l)∂lpF (l,x)
+
1
k
d−1∑
p=1
lp∂xpF (k,x) +
√
1−
(
l
k
)2
∂xdF (k,x),
where D˜p,q(l) = Dp,q(k
−1l, k−1
√
k2 − l2), E˜p(l) = Ep(k−1l, k−1
√
k2 − l2). It suffices therefore to
prove that ∂t − N˜ ∗ is hypoelliptic in order to prove the Lemma. Note that
(∂t − N˜ ∗)F =
d∑
p=1
X2pF +X0F + a(l)F, ∀F ∈ C∞0 (Bd−1k )
where
Xp(l) := k
d−1∑
q=1
Dˆ1/2p,q (l)∂lq , p = 1, · · · , d− 1,
X0(l) := ∂t − 1
k
d−1∑
q=1
lq∂xq −
√
1−
(
l
k
)2
∂xd +
d−1∑
q=1
aq(l)∂lq
and a(·), ap(·), p = 1, · · · , d− 1 are C∞-smooth functions. It suffices therefore to prove that for any
(t, l,x) ∈ R × Sd−1 × Rd the linear subspace Lt,l,x of the tangent space to R× Sd−1 × Rd, spanned
by the vector fields belonging to the Lie algebra L generated by X0,X1, · · · ,Xd, is of dimension 2d.
The (d− 1)× (d− 1) matrix D˜(·) := [D˜p,q(l)], as well as D˜1/2(·), is non-degenerate in Bd−1k (0) due
to Proposition 4.3 (actually it degenerates in the limit when l approaches ∂Bd−1k (0)). Hence the
vectors ∂lp ∈ Lt,l,x, p = 1, · · · , d− 1.
Note also that
[X0,Xp] =
d−1∑
q=1
Dˆ1/2p,q (l)
(
∂xq +
lq√
k2 − l2∂xd
)
+
d−1∑
q=1
bq(l)∂lq ,
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where bp(·), p = 1, · · · , d − 1 are C∞-smooth functions. Hence, ∂xq + lq(k2 − l2)−1/2∂xd ∈ Lt,l,x,
q = 1, · · · , d− 1. Furthermore,
d−1∑
p=1
[[X0,Xp],Xp] = −k
[
trD˜(l) + (D˜(l)l, l)Rd(k
2 − l2)−1
]
(k2 − l2)−1/2∂xd
+
d−1∑
q=1
dq(l)
(
∂xq +
lq√
k2 − l2∂xd
)
+
d−1∑
q=1
cq(l)∂lq ,
where cp(·), dp(·), p = 1, · · · , d − 1 are C∞-smooth functions. We can conclude therefore that
∂xd ∈ Lt,l,x, hence also ∂xp ∈ Lt,l,x, p = 1, · · · , d − 1 and finally we also get ∂t ∈ Lt,l,x, so that the
proof of Lemma 5.10 is complete.
Proof of Lemma 5.9. Let
A(N, p) := [S(N, p) ≥ T1 + 1].
Choose p sufficiently large so that
Qk1,k2 [A(N, p)] ≥ 1− η/2.
This can be done thanks to the continuity property of diffusion paths. For any (K1(·),K2(·)) ∈
A(N, p) we have ∣∣∣∣Y1
(
1
p
)
− Y2 (ρ)
∣∣∣∣ ≥ λN (p), and
∣∣∣∣Y2
(
1
p
)
− Y1 (ρ)
∣∣∣∣ ≥ λN (p) (5.73)
for all ρ ∈ [0, 1/p], according to (5.4) (see (5.62) for the definition of Yi(·), i = 1, 2 ). Recall also
that Y
(i)
t (Ki), i = 1, 2 are defined by (5.68).
Let V (1)(p, q;K) := lim
n→+∞V
(1)
n (p, q;K), where
V (1)n (p, q;K) := inf
{
t ≥ 1
p
: dist(Y1(t),Y
(2)
t ) <
1
q
+
1
n
}
and likewise we introduce V (2)(p, q;K) := lim
n→+∞V
(2)
n (q;K), with
V (2)n (p, q;K) := inf
{
t ≥ 1
p
: dist(Y2(t),Y
(1)
t ) <
1
q
+
1
n
}
Note that V (p, q;K) := V (1)(p, q;K) ∧ V (2)(p, q;K).
The conclusion of Lemma 5.9 is then a consequence of the following.
Lemma 5.11 For any N sufficiently large so that (5.3) holds and p ≥ 1 we have
lim
q→+∞V
(i)(p, q;K) = +∞ Qk1,k2 − a.s. on A(N, p), ∀k1,k2 6= 0, i = 1, 2. (5.74)
Proof. With no loss of generality we assume that i = 1. Note that obviously
V (1)(p, q′;K) ≥ V (1)(p, q;K) for q′ ≥ q and all K ∈ C2(k1, k2).
For any K2 we denote by
A(N, p;K2) := [K1 : (K1,K2) ∈ A(N, p)].
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It suffices to show that for Qk2–a.s. K2 we have
lim
q→+∞V
(1)(p, q;K1,K2) = +∞, Qk1 − a.s. on A(N, p;K2).
Let us denote
B(t,x;K2) := [K1 : |Y1(t;x)− Y2(ρ)| ≥ λN (p), ρ ∈ [0, 1/p] ] .
Note that A(N, p;K2) ⊆ B
(
1
p ,0;K2
)
, according to (5.73).
Let T1 > 0 be arbitrary. We show that
lim
q→+∞Qk1
[
V (1)(p, q; ·,K2) ≤ T1, B
(
1
p
,0;K2
)]
= 0, Qk2 − a.s. in K2. (5.75)
The expression under the limit in (5.75) can be estimated by
Qk1
[
inf
u∈[0,T1]
dist (Y1(u),Y
(2)
T1
) ≤ 1
q
, B
(
1
p
,0;K2
)]
=
∫ ∫
Sd−1k1
×[1/p≥|x|≥λn(p)]
P
(
1
p
,k1,0, dk, dx
)
Qk
[
inf
u∈[0,T1−1/p]
dist (Y1(u;x),Y
(2)
T1
) ≤ 1
q
, B(0,x;K2)
]
.
Here we used the Markov property of the process (K1, Y1). (5.75) follows if we can show that
lim
q→+∞Qk
[
inf
u∈[0,T1−1/p]
dist (Y1(u;x),Y
(2)
T1
) ≤ 1
q
]
= 0 (5.76)
for every k ∈ Sd−1k1 and x satisfying 1/p ≥ |x| ≥ λN (p), Qk2 − a.s. in K2.
Suppose first that η1 :=
1
2dist(x,Y
(2)
T1
) > 0. Then,
Qk
[
inf
0≤u≤η1
dist
(
Y1(u;x),Y
(2)
T1
)
≥ 1
q
]
= 1, ∀ q ≥ 4η−1. (5.77)
Note that the expression under the limit on the left hand side of (5.76) can be estimated by
Qk
[
inf
η1≤j/q≤T1
dist
(
Y1(j/q;x),Y
(2)
T1
)
≤ 2
q
]
(5.78)
≤ (T1 + 1)q max
η1≤j/q≤T1
Qk
[
Y1(j/q;x) ∈ B2/q(Y(2)T1 )
]
.
The right hand side of (5.78) can be estimated, with the help of Lemma 5.10, by
C(η1)(T1 + 1)q
2−d, ∀ q ≥ 4η−11
(recall that Y2(·) is of C1-class, with |Y ′2(·)| ≤ 1) and (5.75) follows, provided we can prove that
Qk2
[
dist
(
x,Y
(2)
T1
)
= 0
]
= 0 (5.79)
for 1/p ≥ |x| ≥ λN (p) Recall that |x− Y2(ρ)| ≥ λN (p), ρ ∈ [0, 1/p]. For any ρ > 0 we can estimate
therefore the left hand side of (5.79) by
T1 + 1
ρ
max
1/p≤jρ≤T1
Qk2 [ |Y2(jρ) − x| ≤ 2ρ ] ≤ C(p)(T1 + 1)ρd−1
for some constant C(p) > 0 depending only on p. Since the last inequality holds for all ρ > 0 we
conclude (5.79).
An immediate consequence of Lemmas 5.6, 5.7 and 5.9 is the following.
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Corollary 5.12 For any M,ε > 0 there exist find sufficiently large p, q and N so that
Qk1,k2 [B(M,N, p, q)] < ε.
Choose any T0 > 0 and F a bounded and continuous functional over C2 that isM0,T02 -measurable.
We show that
lim sup
δ→0
E
[
F (k
(δ)
1 (·),k(δ)2 (·))
]
≤
∫
F (K(·))Qk1 ,k2(dK). (5.80)
This, in fact, implies weak convergence of the laws of (k
(δ)
1 (·),k(δ)2 (·)) over C2, as δ → 0.
Fix η > 0 and choose M > 0 such that M − 1 satisfies (5.1). Then, by virtue of Lemma 5.6
Qk1,k2 [T (M − 1) ≤ T0] = 0. (5.81)
Let p, q be such that
Qk1,k2 [B(M,N, p, q)] ≤ η. (5.82)
Note that B(M − 1, N − 1, p, q − 1) ⊆ B(M,N, p, q).
Let δn → 0, then we can choose a subsequence, that we still denote as (δn), such that the laws
of (l
(δn)
1 (·), l(δn)2 (·)) converge over C2, as n→ +∞, to a certain Q(·;M,N, p, q). We have
lim sup
n→+∞
E
[
F (k
(δn)
1 (·),k(δn)2 (·))
]
(5.83)
≤ lim sup
n→+∞
E
[
F (l
(δn)
1 (·), l(δn)2 (·));W (l(δn)1 (·), l(δn)2 (·);M − 1, N − 1, p, q − 1) > T0
]
+ lim sup
n→+∞
∣∣∣E [F (k(δn)1 (·),k(δn)2 (·));W (l(δn)1 (·), l(δn)2 (·);M − 1, N − 1, p, q − 1) ≤ T0]∣∣∣ .
The second term on the right hand side of (5.83) can be estimated by
‖F‖L∞
(
lim sup
n→+∞
P
[
T (l
(δn)
1 (·), l(δn)2 (·);M − 1) ≤ T0
]
+Qk1,k2
[
B(M − 1, N − 1, p, q − 1) ]) (5.84)
Note also that
lim sup
n→+∞
∣∣∣P [T (l(δn)1 (·), l(δn)2 (·);M − 1) > T0]− P [W (l(δn)1 (·), l(δn)2 (·);M − 1, N − 1, p, q − 1) > T0]∣∣∣
≤ lim sup
n→+∞
P
[
(l
(δn)
1 (·), l(δn)2 (·)) ∈ B(M − 1, N − 1, p, q − 1)
]
(5.85)
≤ Qk1,k2
[
B(M − 1, N − 1, p, q − 1)] ≤ η
and hence
lim sup
n→+∞
P
[
T (l
(δn)
1 (·), l(δn)2 (·);M − 1) ≤ T0
]
(5.86)
= 1− lim inf
n→+∞ P
[
T (l
(δn)
1 (·), l(δn)2 (·);M − 1) > T0
]
≤ Qk1,k2 [W (K;M − 1, N − 1, p, q − 1) ≤ T0] + η.
The first expression on the utmost right hand side of (5.86) is less than or equal to
Qk1,k2 [T (K;M − 1) ≤ T0] +Qk1,k2
[
B(M − 1, N − 1, p, q − 1)] ≤ η (5.87)
according to (5.81) and (5.82). Summarizing, the expression in (5.84) can be estimated by 2η‖F‖L∞
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The first term on the right hand side of (5.83) can be estimated by∫
F (K(·))1[W (K;M,N,p,q)>T0]Qk1,k2(dK) ≤
∫
F (K(·))Qk1,k2(dK)
+‖F‖L∞Qk1,k2 [W (K;M,N, p, q) ≤ T0] ≤
∫
F (K(·))Qk1,k2(dK) + 2η‖F‖L∞ .
The last estimate follows from an analogous estimate to (5.87). Summarizing, since η > 0 is arbitrary
we conclude (5.80).
A Proof of Lemma 2.3
We define
dδε(ξ,x0) = v
δ,B
ε − v˜δ,Bε =
∫
eik·(ξ−y)
[
W δε (x0 +
ε(ξ + y)
2
,k) −W δε (x0,k)
]
Γ0S0(y)
dkdy
(2π)d
(A.1)
and split dβε =
∑3
j=1 d
δ,j
ε according to the decomposition
W δε (x0 +
ε(ξ + y)
2
,k)−W δε (x0,k) =
(
W δε (x0 +
ε(ξ + y)
2
,k)− U δ(x0 + ε(ξ + y)
2
,k)
)
+
(
U δ(x0 +
ε(ξ + y)
2
,k)− U δ(x0,k)
)
+
(
U δ(x0,k)−W δε (x0,k)
)
.
Here U δ =
∑
uδqΠq is the semi-classical approximation of W
δ
ε , with u
δ
q the solutions of the Liouville
equations. The last term may be estimated as∫
‖dδ,3ε (ξ,x0)‖2dx0 ≤
∫ ∥∥∥∥
∫
eik·ξ[U δ(x0,k)−W δε (x0,k)]Γ0Sˆ0(k)
dk
(2π)d
∥∥∥∥2 dx0
≤ C‖S0‖2L2
∫
‖U δ(x0,k)−W δε (x0,k)‖2dx0dk→ 0
as Kµ ∋ (ε, δ) → 0 with C independent of ξ. The Fourier transform of the first term in x0 is
dˆδ,1ε (ξ;p) =
∫
e−ip·x0+ik·(ξ−y)f δε (x0 +
ε(ξ + y)
2
,k)Γ0S0(y)
dydkdx0
(2π)d
=
∫
eik·(ξ−y)+iεp·(ξ+y)/2fˆ δε (p,k)Γ0S0(y)
dydk
(2π)d
=
∫
ei(k+εp/2)·ξfˆ δε (p,k)Γ0Sˆ0(k−
εp
2
)
dk
(2π)d
,
where f δε (x,k) =W
δ
ε (x,k)− U δ(x,k). Therefore we have using the Cauchy-Schwartz inequality∫
‖dˆδ,1ε (ξ;p)‖2dp ≤ C‖S0‖L2‖f δε ‖L2 → 0
as Kµ ∋ (ε, δ) → 0 with C independent of ξ. Finally, the Fourier transform of dδ,2ε is
dˆδ,2ε (ξ;p) =
∫
e−ip·x0+ik·(ξ−y)[U δ(x0 +
ε(ξ + y)
2
,k)− U δ(x0,k)]Γ0S0(y)dydkdx0
(2π)d
=
∫
eik·(ξ−y)
[
eiεp·(ξ+y)/2 − 1
]
Uˆ δ(p,k)Γ0S0(y)
dydk
(2π)d
=
∫
eik·ξUˆ δ(p,k)Γ0
[
eiεp·ξ/2Sˆ0(k− εp
2
)− Sˆ0(k)
] dk
(2π)d
.
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We write eiεp·ξ/2 = (eiεp·ξ/2 − 1) + 1 and decompose dˆδ,2ε (ξ;p) as I1(ξ;p) + I2(ξ;p) accordingly. We
have for the second term∫
‖I2(ξ;p)‖2dp ≤ C
∫ (∫
‖Uˆ δ(p,k)‖‖Sˆ0(k− εp
2
)− Sˆ0(k)‖ dk
(2π)d
)2
dp
≤ C
∫ (∫
‖Uˆ δ(p,k)‖2dk
)(∫
‖Sˆ0(l− εp
2
)− Sˆ0(l)‖2dl
)
dp.
Note that∫
‖Sˆ0(l− εp
2
)− Sˆ0(l)‖2dl ≤ ε2‖p‖2
∫ (∫ 1
0
‖∇S0(l− εps)‖2ds
)
dl ≤ ε2‖p‖2‖∇S0‖2L2
and hence ∫
‖I2(ξ;p)‖2dp ≤ ε2‖∇S0‖2L2‖U δ‖2H1 → 0
as Kµ ∋ (ε, δ)→ 0 according to Lemma 3.6. It remains to bound the L2 norm of I1(p; ξ). We derive
two estimates according as ξ is small or large. The first estimate is
|I1(ξ;p)| ≤ C
∫
eik·ξ|Uˆ δ(p,k)|ε|p · ξ||Sˆ0(k− εp
2
)| dk
(2π)d
≤ Cε|ξ|‖Uˆ δ(p,k)‖L2
k
(p)|p|‖S0‖2,
so that ∫
|I1(ξ;p)|2dp ≤ ε2|ξ|2‖U δ(p,k)‖2H1(Rdx;L2(Rdk))‖S0‖
2
2.
At the same time using integrations by parts we get
I1(ξ;p) =
∫
i
|ξ|e
ik·ξξˆ · ∇k
(
Uˆ δ(p,k)Γ0Sˆ0(k− εp
2
)
)
(eiεp·ξ/2 − 1) dk
(2π)d
.
This shows that ∫
|I1(ξ;p)|2dp ≤ C|ξ|2 ‖U‖
2
L2(Rdx;H
1(Rd
k
))
‖(1 + |x|2)1/2S0‖22.
With these estimates, we obtain that∫
|I1(ξ;p)|2dp ≤ Cmin(hδε|ξ|2, |ξ|−2)
with hδε → 0 as Kµ ∋ (ε, δ) → 0. This implies that
∫ |I1(ξ;p)|2dp → 0, hence ∫ |dˆδ,2ε (ξ;p)|2dp → 0
as Kµ ∋ (ε, δ) → 0 uniformly with respect to ξ ∈ Rd and concludes the proof of Lemma 2.3.
B Proof of Lemma 3.3
We may recast (1.5) as
∂vδε
∂t
+ cδ(x)D
j ∂v
∂xj
+
∂cδ
∂xj
[ej ⊗ ed+1]vδε = 0. (B.1)
Thanks to calculations of the form (3.10), this is equivalent to the equation
ε
∂vδε
∂t
+ P δ,Wε (x, εDx)v
δ
ε = 0, (B.2)
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where the symbol P δε is given by (3.8). We recall that the pseudo-differential Weyl operator
PW (x, εD) associated to a symbol P (x,k) is defined by Weyl’s quantization rule
PW (x, εDx)u =
∫
R2d
ei(x−y)·kP (
x+ y
2
, εk)u(y)
dydk
(2π)d
. (B.3)
The fact that (B.2) is equivalent to (B.1) is verified by a straightforward calculation:
P δ,W0 (x, εD)v
δ
ε(x) =
∫
ei(x−y)·ξP δ0
(
x+ y
2
, εξ
)
vδε(y)
dξdy
(2π)d
= iε
∫
ei(x−y)·ξcδ
(
x+ y
2
)
Djξjv
δ
ε(y)
dξdy
(2π)d
= ε
∫
cδ
(
x+ y
2
)
Djvδε(y)
(
− ∂
∂yj
δ(x − y)
)
dy
= ε
∂
∂yj
[
cδ
(
x+ y
2
)
Djvδε(y)
]∣∣∣∣
y=x
= εcδ(x)D
j ∂v
δ
ε(x)
∂xj
+
ε
2
∂cδ(x)
∂xj
Djvδε(x)
= −ε∂v
δ
ε
∂t
+
ε
2
∂cδ(x)
∂xj
[−ej ⊗ ed+1 + ed+1 ⊗ ej]vδε = −ε
∂vδε
∂t
− εP δ1 (x)vδε(x)
and now (B.2) follows because P δ,W1 (x)v
δ
ε(x) = P
δ
1 (x)v
δ
ε(x) since P
δ
1 (x) is independent of k.
The associated Cauchy problem for the Wigner transform W˜ δε with a fixed ζ is given by
ε
∂W˜ δε
∂t
+ W˜ [P δ,Wε (x, εDx)v
δ
ε,v
δ
ε] + W˜ [v
δ
ε, P
δ,W
ε (x, εDx)v
δ
ε] = 0
W˜ δε (0,x,k)) = W˜
δ
ε (0,x,k; ζ),
(B.4)
where the Wigner transform of two different fields is defined by
W˜ [φε, ψε](x,k) =
∫
Rd
eik·yφε(x− εy
2
)ψ∗ε(x+
εy
2
)
dy
(2π)d
. (B.5)
We deduce from the definitions of W˜ε and P
W
ε that
W˜ [P δ,Wε (x, εDx)v
δ
ε,v
δ
ε](x,k)
=
∫
eik·y(PWε (x, εDx)v
δ
ε)(x−
εy
2
)vδ∗ε (x+
εy
2
)
dy
(2π)d
=
∫
eik·yei(x−
εy
2
−z)·qP δε (
x− εy2 + z
2
, εq)vδε(z)v
δ∗
ε (x+
εy
2
)
dydzdq
(2π)2d
=
∫
eik·yei(x−
εy
2
−z)·qP δε (
x− εy2 + z
2
, εq)e−i
p
ε
·(x+ εy
2
−z)W δε (
x+ εy2 + z
2
,p)
dpdydzdq
(2π)2d
(B.6)
=
∫
eiy·(k−p)ei2(x−z)·(q−p/ε)P δε (z−
εy
2
, εq)W δε (z,p)
dzdpdydq
(π
√
2)2d
=
∫
P δε (y,q)W
δ
ε (z,p)e
2i
ε
((p−k)·y+(q−p)·x+(k−q)·z dzdpdydq
(πε)2d
=
∫
P δε (y,q)W
δ
ε (z,p)e
iφ dzdpdydq
(πε)2d
.
Moreover, the matrix W˜ δε is self-adjoint, whileW [fε, gε] =W
∗
ε [g, f ] for any pair of functions f and g,
and the symbol Pε is skew-symmetric. Thus (B.6) and (B.4) imply that the pure Wigner transform
W˜ε satisfies (3.11), and hence so does Wε. Moreover, the function φ satisfies an anti-symmetry
relation
φ(x, z,k,p;y,q) = −φ(z,x,p,k;y,q).
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Then, using the fact that Wε is self-adjoint we obtain∫
R2d
Tr((LδεW δε )W δ∗ε )dxdk
=
∫
R6d
Tr(P δε (y,q)W
δ
ε (z,p)W
δ
ε (x,k)e
iφ −Wε(z,p)P δε (y,q)W δε (x,k)e−iφ)
dxdkdydzdpdq
(πε)2d
=
∫
R6d
Tr(P δε (y,q)W
δ
ε (z,p)W
δ
ε (x,k)e
iφ − P δε (y,q)W δε (z,p)W δε (x,k)eiφ) = 0,
where we interchanged x↔ z and k↔ p in the second term on the last line, and used the anti-
symmetry of φ. This implies conservation of the L2-norm (3.14). Note that (3.13) follows immedi-
ately from (3.11) and the proof of Lemma 3.3 is complete.
C Regularity of the Liouville equations
We prove Lemma 3.6 in this Appendix. We recall that the functions uδq satisfy the evolution equations
∂uδq
∂t
+ {λδq, uδq} = 0 (C.1)
u0q = uq(t = 0) = Tr[ΠqW0Πq].
These equations can be solved by following the Hamiltonian flow generated by λδq. More precisely,
let us define for T , x, k given, the trajectories
dX(t)
dt
= −∂λ
δ
q
∂k
(X(t),K(t)), X(0) = x
dK(t)
dt
=
∂λδq
∂x
(X(t),K(t)), K(0) = k. (C.2)
Then solution of (C.1) is given by
uδq(T,x,k) = u
0
q(X(T,x,k),K(T,x,k)). (C.3)
The flow (4.5) preserves the Hamiltonian λδq(x,k) and the initial data u
0
q is supported on a compact
set S. Therefore the set
S =
⋃
t≥0,δ∈(0,1]
supp uδq(t,x,k)
is compact because the speed cδ(x) is uniformly bounded from above and below. Furthermore
∇uδq = Dδ∗∇u0q, ‖uq(t)‖H˙1 ≤ ‖u0q‖H˙1‖Dδ(t)‖∞
where Dδ(t,x,k) is the Jacobian matrix, Dδ,ij = ∂Z
δ
i /∂zj , with detD
δ(t) ≡ 1, Z = (X,K), and
z = (x,k). To simplify notation, we do not write explicitly the dependence of Dδ and its derivatives
with respect to the eigenvalue label q in the sequel. Here we define
‖Dδ‖∞ = sup
(x,k)∈S
(
Tr[Dδ(x,k)Dδ∗(x,k)]
)1/2
.
More generally, given a tensor Tj1j2...jm we denote
‖T‖∞ = sup
(x,k)∈S

 ∑
j1,...,jm
|Tj1...jm|2

1/2 .
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We will also use the matrix norm |A| that is dual to the Euclidean norm on Rd and is equal to the
square root of the largest eigenvalue of the matrix AA∗, and denote
|A|∞ = sup
(x,k)∈S
|A(x,k)|.
Furthermore, we have
∂2uδq
∂zj∂zp
=
∂2Zδm
∂zj∂zp
∂u0q
∂zm
+
∂Zδm
∂zj
∂Zδr
∂zp
∂2u0q
∂zm∂zr
so that
∑
j,p
∣∣∣∣∣ ∂
2uδq
∂zj∂zp
∣∣∣∣∣
2
≤ 2 ∂
2Zδm
∂zj∂zp
∂u0q
∂zm
∂2Zδl
∂zj∂zp
∂u0q
∂zl
+ 2
∂Zδm
∂zj
∂Zδr
∂zp
∂2u0q
∂zm∂zr
∂Zδl
∂zj
∂Zδs
∂zp
∂2u0q
∂zl∂zs
≤ 2
∑
m,j,p
∣∣∣∣ ∂2Zδm∂zj∂zp
∣∣∣∣2 ‖∇u0q‖2 + 2∑
l,s
∣∣∣∣∣ ∂
2u0q
∂zl∂zs
∣∣∣∣∣
2∑
m,j
|Dδmj |2
and hence
‖uδq(t)‖H˙2 ≤ 2‖u0q‖H˙1‖Dδ2(t)‖∞ + 2‖u0q‖H˙2‖Dδ(t)‖2∞,
with Dδ,m2,jl = ∂
2Zδm/∂zj∂zl. We observe that
∂3uδq
∂zj∂zp∂zs
=
∂3Zδm
∂zj∂zp∂zs
∂u0q
∂zm
+
∂2Zδm
∂zj∂zp
∂Zδl
∂zs
∂2u0q
∂zm∂zl
+
∂2Zδm
∂zj∂zs
∂Zδr
∂zp
∂2u0q
∂zm∂zr
+
∂Zδm
∂zj
∂2Zδr
∂zp∂zs
∂2u0q
∂zm∂zr
+
∂Zδm
∂zj
∂Zδr
∂zp
∂Zδl
∂zs
∂3u0q
∂zm∂zr∂zl
.
Therefore we have
∑
j,p,s
∣∣∣∣∣ ∂
3uδq
∂zj∂zp∂zs
∣∣∣∣∣
2
≤ 5
∑
m,j,p,s
∣∣∣∣ ∂3Zm∂zj∂zp∂zs
∣∣∣∣2 ‖∇u0q‖2 + 15‖D(t)‖2∞‖D2(t)‖2∞∑
m,n
∣∣∣∣∣ ∂
2u0q
∂zm∂zn
∣∣∣∣∣
2
+ 5‖D(t)‖6∞
∑
m,r,l
∣∣∣∣∣ ∂
3u0q
∂zm∂zr∂zl
∣∣∣∣∣
2
so that
‖uδq(t)‖H˙3 ≤ 3
[
‖u0q‖H˙1‖Dδ3(t)‖∞ + 3‖u0q‖H˙2‖Dδ2(t)‖L∞‖Dδ(t)‖∞ + ‖u0q‖H˙3‖Dδ(t)‖3∞
]
with Dδ,m3,jlp = ∂
3Zδm/∂zj∂zl∂zp.
It thus remains to estimate the matrices Dδ, Dδ2, and D
δ
3. The matrix D
δ satisfies the differential
equation
dDδ
dt
= F δDδ, F δ =

−
∂2λδq
∂ki∂xj
− ∂
2λδq
∂ki∂kj
∂2λδq
∂xi∂xj
∂2λδq
∂xi∂kj

 , Dδ(0) = I.
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Therefore we have
d
dt
Tr[DδDδ∗] = 2Tr[F δDδDδ∗] = 2
∑
F δilD
δ,l
mD
δ,m
i
≤ 2
∑
F δil
(∑
k
|Dδ,lk |2
)1/2(∑
p
|Dδ,pi |2
)1/2
≤ 2|F |Tr[DδDδ∗]
so that ‖Dδ(t)‖∞ ≤ exp
(|F δ|∞t) and hence
‖uδq(t)‖H˙1 ≤ ‖u0q‖H˙1 exp
(
|F δ|∞t
)
.
Differentiating (4.5) once again we obtain
dDδ,i2,jk
dt
=
∂F δil
∂zm
Dδ,mk D
δ,l
j + FilD
δ,l
2,jk,
so that along each characteristic
1
2
d
dt
‖Dδ2‖2 =
∂F δil
∂zm
Dδ,mk D
δ,l
j D
δ
2,jk + F
δ
ilD
δ,l
2,jkD
δ,i
2,jk ≤ ‖F δ2 ‖∞‖Dδ‖2‖Dδ2‖+ |F δ|∞‖Dδ2‖2,
where F δ2,ijk = ∂F
δ
ij/∂zk. Furthermore, initially at t = 0 we have D
δ
2(0) = 0. Therefore we obtain
‖Dδ2(t)‖L∞ ≤
‖F δ2 ‖∞
|F δ|∞ exp(2|F
δ |∞t).
and thus
‖uδq(t)‖H˙2 ≤ 2
(‖F δ2 ‖∞
|F δ |∞ ‖u
0
q‖H˙1 + ‖u0q‖H˙2
)
exp(2|F δ |∞t) ≤ 2
(‖F δ2 ‖∞
|F δ |∞ + 1
)
‖u0q‖H2 exp(2|F δ |∞t).
Similarly, the tensor Dδ3 satisfies the ordinary differential equation
dDδ,i3,jkm
dt
= F δ3,ilnpD
δ,p
m D
δ,n
k D
δ,l
j + F
δ
2,ilnD
δ,n
2,kmD
δ,l
j + F
δ
2,ilnD
δ,n
k D
δ,l
2,jm + F
δ
2,ilnD
δ,n
m D
δ,l
2,jk + F
δ
ilD
δ,l
3,jkm
so that along each characteristic
1
2
d
dt
‖Dδ3‖2 = F δ3,ilnpDδ,pm Dδ,nk Dδ,lj Dδ,i3,jkm + F δ2,ilnDδ,n2,kmDδ,lj Dδ,i3,jkm
+F δ2,ilnD
δ,n
k D
δ,l
2,jmD
δ,i
3,jkm + F
δ
2,ilnD
δ,n
m D
δ,l
2,jkD
δ,i
3,jkm + F
δ
ilD
δ,l
3,jkmD
δ,i
3,jkm
≤ ‖F δ3 ‖‖Dδ‖3‖Dδ3‖+ 3‖F δ2 ‖‖Dδ‖‖Dδ2‖‖Dδ3‖+ |F δ|‖Dδ3‖2,
where F δ3,ijkn = ∂F
δ
2,ijk/∂zn, and at t = 0 we have D3(0) = 0. Therefore we obtain
‖Dδ3(t)‖∞ ≤
(‖F δ3 ‖∞
|F δ|∞ +
3‖F δ2 ‖2∞
|F δ|2∞
)
exp(3|F δ |∞t)
and thus
‖uδq(t)‖H˙3 ≤
[(‖F δ3 ‖∞
|F δ|∞ +
3‖F δ2 ‖2∞
|F δ|2∞
)
‖u0q‖H˙1 + 3
‖F δ2 ‖∞
|F δ|∞ ‖u
0
q‖H˙2 + ‖u0q‖H˙3
]
exp(3|F δ |∞t)
≤ 6
(‖F δ3 ‖∞
|F δ|∞ +
‖F δ2 ‖2∞
|F δ |2∞
+ 1
)
‖u0q‖H3 exp(3|F δ |∞t).
This completes the proof of Lemma 3.6 because γ¯δ = |F δ|∞.
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