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1st l,u aus T,, das Polynom, das die Funktion u E C[- 1, l] in den Null- 
stellen des CebySev-Polynoms T,,.,(t) interpoliert, dann geniigt der Inter- 
polationsfehler der AbschHtzung 
II u - Lu II < 2 [l + + ln(n + I)] E,(u). 
In dieser Ungleichung ist // * I/ die Maximumsnorm und 
E,(u):= min{llu--lI/:po7fr,} 
der Fehler der besten Approximierenden aus T, . 
Zum Beweis vgl. Rivlin [4, S. 1 l-181. 
Zusammen mit den Jackson-Sstzen sichert diese Abschatzung gleich- 
m%Bige Konvergenz der Folge {E,u} gegen u, wenn mit dem Stetigkeitsmodul 
von u gilt: lim,,, w(l/n, u) In n = 0. Die Voraussetzung u E C[- 1, I] 
allein reicht nach dem Satz von Faber bekanntlich nicht aus. 
Ahnlich gut wird u approximiert durch die Polynome L,u aus TT,, die 
in den Extremstellen von T,(t) interpolieren. 
In dieser Arbeit wird gezeigt, da13 im Fall u E C?[--I, l] die Ableitungen 
L& : = (L,u)’ entsprechend gute Naherungen von u’ sind. Als Abschwachung 
des folgenden Satzes erhllt man mit dem Stetigkeitsmodul w(-, u’) das 
entsprechende Kriterium fiir die gleichm5Bige Konvergenz der Folge 
{L&} gegen u’. 
Eine Bhnliche Konvergenzaussage findet man bei Neckermann und Runck 
[2], jedoch unter der starkeren Annahme u G C”[- 1, I]. Im genannten Artikel 
wird such der Fall hijherer Ableitungen behandelt. 
Inhalt dieser Arbeit ist der folgende 
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SATZ. Ist n 3 1, u E Cl[- 1, l] und L,u EV-I-, das Polynom, das u in den 
Punk ten 
tj = cos(j/n) 5-r, O<j<n (1) 
interpoliert, dann geniigt LLu der Abschiitzung 
11 u’ - Lhz.4 (1 < 4(3 + In n) En&u’). (2) 
Bemerkung. Mit entsprechenden Uberlegungen, aber etwas groberen 
Abschatzungen, weist Pallaschke [3] im Fall u E Cz[- 1, I] Konvergenz 
der Folge {(Lz,~lu)‘(0)} gegen u’(O) nach. 
Beweis. Es geniigt, 
I(LhWl < (11 + 4 In 4 II 24’ II fur u E C1[-1, 11, 
t E E-1, l]\{tj : 0 <j < n}, (3) 
zu zeigen, denn dann folgt aus Stetigkeitsgriinden 
II Gu II < (11 + 4 In 4 II 2.4’ II fur u E C?[-1, 11, 
und wegen p’ - Lk p = 0 fiir p E 7~, durch Anwendung der Dreiecks- 
ungleichung 
II f.4’ - Gu II d II 24’ - P’ II + II uu - P)II 
d 4(3 + In 4 II 24’ - p’ II, P E =n 7 u E cq--1, I]. 
Zusammen mit 
E&u’) = min{// u’ - p’ 11: p en,) 
ergibt dies die Aussage des Satzes. 
Es bleibt also, (3) zu zeigen. 
Das Cebygev-Polynom 
T,(t) = cos n(arc cos t), tE L-1, 11, 
gentigt der Differentialgleichung 
(1 - P) T,(t) - tTA(t) + n2Tn(t) = 0 (4) 
(vgl. Courant und Hilbert [I, Seite 4391) und nimmt in den Interpolations- 
punkten tj den Wert (1 T, II = 1 mit wechselndem Vorzeichen an. 
Bei der gewghlten Anordnung gilt -1 = t, < ... < t,, = 1 und 
T&j) = (-l)j, O<.i<n, T&J = (-l)“-l T;(t,) = n2. (5) 
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Mit dem Polynom 
b&(f) = (1 - t2) T;(t), (6) 
das als Nullstellen die Interpolationspunkte hat, sei 
Dann hat das Interpolationspolynom die Darstellung 
GP)(t) = i u(4) 4(t) 
j=O 
und man erhalt mit xi 1; = 0 fur die Ableitung 
(L;u)(t) = -f (z&j) - u(f)} z;(t). 
j=O 
Nach Einsetzen von 
geht (8) nach Einfiihren der Funktionen 
u @) = 4s) - u(t) u(s) - w t s-t ’ &t(S) = (s _ Q2 
(8) 
(9) 
iiber in 
@M(f) = da(t) i wt(~J + Wn(O i wt&). (10) 
i=O j=O 
Da t1 ,..., t,-, lokale Extrema von T, sind, erhalt man nach (4) und (5) 
co =(-l)“c, =&, Cj = y fur l<j<n 
und mit (10) nach leichter Umformung 
n 
2nqp)(t) = w;(t) 2 (-l)j (u&) - ut(tj-1)) 
j=l 
n 
+ %aw 1 (-l>j ht(4) - Utt(h)>. 
j=l 
- 
(11) 
1 (12) 
(13) 
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Zum Beweis von (3) werden die folgenden vier Abschiitzungen gezeigt 
I $l(t)l d 2n2, t E [-1, 1) (14) 
I %lWl G 2n2 ,$& I t - 4 I (15) 
f I Mj) - u&-d < (3 + 4 In n) II u’ II 
j=l 
(16) 
Ungleichung (14) gilt wegen (11) und 11 T,, I/ = 1, I/ Th 11 = n2. Zur Norm 
von TL vgl. Rivlin [4, Seite 7 (1.24)]. 
Da to ,..., t, Nullstellen von W, sind, folgt (15) unmittelbar aus (14). 
Fi.ir die Funktionen ut , utt aus (9) erhalt man 
u’(s) Ut(S) 
4(s) = s--t - - 9 s-t 
z.&(S) = g$ - 2 ;f’, 
und nach dem Mittelwertsatz 
I ut(s)l < II u’ II, 
1st t E (tk , tkml), so erhllt man mit (18) 
und mit 
5 
j=l 
i& 
I U&k) - Uttk-111 d 2 II u’ II oyy, , t : t, ( . . 3 
(19) fiir den Rest der Summe 
I MJ - u&-Jl d 3 II u’ II [f=:, cs “’ t)2 + 1;; (s _" t)2 1 
< 6 11 u’ /I max 
1 
O<Kn I t - tj 1 * 
Damit ist such (17) gezeigt. 
Grobe Abschatzung ergibt die Ungleichungen 
2n,(3+4Inn fur 1 < n < 4, 
2 In G > 2 In q > 3, 
(18) 
(20) 
(21) 
die hier beim Beweis zu (16) benutzt werden. 
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i / u,(tJ - ~~(t~-~)j < 2n 11 u’ I/ < (3 + 4 In n) I/ u’ I/, wenn 1 < n < 4. 
j=l 
1st n 2 5 und t E (tl , to), dann folgt, indem man die ersten zwei Summanden 
nach (18), die iibrigen mit Hilfe von (19) abschatzt, 
i I u&) - M-31 d (4 + 2 ln *) il 24’ II
(22) 
II u’ II. 
Fur die Differenz 
tl - t2 = cos v/n - cos 2+ 
erhalt man wegen n > 5 und 
sin t > (2/7r) t, t E P,+l 
die untere Schranke 
s 2s/n t, - t, 3 sin t dt > * nln n2 - 
Diese Ungleichung zusammen mit (21) und (22) ergibt die Abschatzung (16) 
im hier behandelten Fall n >, 5, t E (tl , to). Ebenso verifiziert man (16) 
im Fall n >, 5, t E (t, , n--l t ). Sei nun n > 5 und t E (tk , tk-l) fur ein 
k E {2,..., n - I}. 
Analog zu Abschltzung (22) erhBlt man 
j$ I ut(td - ~&-,)I < 16 + 2 In 
1 - t2 
(t&2 - t)(t - tk+l) ! II u’ ‘I* 
Die drei Summanden 
wurden nach (IS), die iibrigen unter Benutzung von (19) abgeschatzt. 
Zeigt man noch 
hc-2 - w - t*+d yr2 
1 - t2 2s fur t o (tk , tr-l), (231 
so ist wegen (21) die Abschatzung (16) in allen Fallen bewiesen. 
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Mit den Werten 
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und einem /3 E k-l k 
---57 n 
gilt 
tkq = cos 01, t k+l = cosy, t = cos p, 
Da sin t in [0, w] konkav ist, und keine negativen 
(24) 
1 - t2 = sin2 8. (25) 
Werte annimmt, folgt 
t - tk+l = cos p - cos y > LTB {sin /3 + sin y> 2 + sin /3 
und analog 
t,-, - t >, -_ ’ - O1 sin /3 
2 . 
Zusammen mit (24), (25) und 
fur /IE ( 
k-l k 
-----7T,-n, n n 1 
erhalt man schlieblich die noch ausstehende Ungleichung (23). 
Gleichung (13) und die Abschatzungen (14)-( 17) ergeben un (3) und nach 
obiger Vortiberlegung die Aussage des Satzes. 
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