We consider the problem of covariance estimation for replicated space-time processes from the functional data analysis perspective. Due to the challenges to computational and statistical efficiency posed by the dimensionality of the problem, common paradigms in the space-time processes literature typically adopt parametric models, invariances, and/or separability. Replicated outcomes may allow one to do away with parametric specifications, but considerations of statistical and computational efficiency often compel the use of separability, even though the assumption may fail in practice. In this paper, we consider the problem of non-parametric covariance estimation, under "local" departures from separability. Specifically, we consider a setting where the underlying random field's second order structure is nearly separable, in that it may fail to be separable only locally (either due to noise contamination or due to the presence of a non-separable short-range dependent signal component). That is, the covariance is an additive perturbation of a separable component by a non-separable but banded component. We introduce non-parametric estimators hinging on the novel concept of shifted partial tracing, which is capable of estimating the model computationally efficiently under dense observation. Due to the denoising properties of shifted partial tracing, our methods are shown to yield consistent estimators of the separable part of the covariance even under noisy discrete observation, without the need for smoothing. Further to deriving the convergence rates and limit theorems, we also show that the implementation of our estimators, including for the purpose of prediction, comes at no computational overhead relative to a separable model. Finally, we demonstrate empirical performance and computational feasibility of our methods in an extensive simulation study and on a real data set.
Introduction
Functional Data Analysis (FDA, [21, 17] ) focusses on the problem of statistical inference on the law of a random process X(u) : [0, 1] D → R given multiple realisations thereof. This is done by treating the process realisations as elements of a separable Hilbert space H of functions on [0, 1] D (e.g. L 2 [0, 1] D ). FDA covers the full gamut of statistical tasks, including regression, classification, and testing, to name a few. In any of these problems, the covariance operator C : H → H of the random function X(u) is elemental. This traceclass integral operator with kernel c(u 1 , u 2 ) = cov{X(u 1 ), X(u 2 )}, encodes the second-order characteristics of X(u), and its associated spectral decomposition
is at the core of many (or even most) FDA inferential methods (we refer the reader to [20] for a detailed discussion). Consequently, the efficient estimation of the covariance operator C (or equivalently its kernel c) associated with X is a fundamental task in FDA, on which further methodology can be based. This is to be done on the basis of N i.i.d. realisations of the random process X, say {X 1 , . . . , X N }. One wishes to do so nonparametrically, since the availability of replicated realisations should allow so. When D = 1, it is fair to say that this is entirely feasible and well understood, under a broad range of observation regimes (see [27] for a broad overview). Though conceptually similar, things are much less straightforward in the so-called "spatiotemporal" case when D = 2, which is the case we focus on in this paper (always thinking of the first dimension as time, denoted by the variable t, and the second dimension as space, denoted by the variable s, even though this is immaterial). In this case, one faces additional challenging limitations to statistical and computational efficiency when attempting to nonparametrically estimate c : [0, 1] 4 → R on the basis of N replications (see Aston et al. [1, §1] for a detailed discussion; also see [9] ). The number of grid points on which c is measured may even exceed N , especially in densely observed functional data scenarios, which is the main focus of our paper. Worse still, one may not be able to even store the empirical covariance, much less invert it. To appreciate this, assume that each of the N i.i.d. surfaces {X n (s, t)} are measured on a common grid of size K 1 × K 2 over [0, 1] 2 . That is, the data corresponding to a single realization X n form a matrix X n ∈ R K1×K2 and the raw empirical covariance is represented by the tensor C ∈ R K1×K2×K1×K2 , which is a discretisation of the empirical covariance kernel. If we assume K 1 = K 2 =: K, the covariance tensor C requires O(N K 4 ) operations to be estimated and O(K 4 ) memory to be stored. This becomes barely feasible on a regular computer with K as small as 100. Moreover, as [1] note, the statistical constraints stemming from the need to accurately estimate O(K 4 ) parameters contained in C from only N K 2 measurements are usually even tighter than the computational constraints.
This dimensionality challenge is often dealt with by imposing additional structure, for example stationarity or separability [12, 13, 22] . Either assumption reduces the four-dimensional nonparametric estimation problem into a two-dimensional one. In the case of a K × K grid, this reduces the number of parameters from O(K 4 ), to O(K 2 ). Moreover, both estimation and subsequent manipulation (for example inversion as required in prediction) of the covariance becomes computationally much simpler, owing to some explicit formulas in case of separability and to the fast Fourier transform in case of stationarity.
Though such assumptions substantially reduce the dimensionality of the problem, the imposed simplicity and structural restrictions are often quite questionable. Stationarity appears overly restrictive when replicated data are available, and indeed is seldom used for functional data. Separability is imposed much more often, despite having shortcomings of its own. A thorough discussion of the implications that separability entails is provided in [22] . In summary, separable covariances fail to model any space-time interactions whatsoever. Indeed, in recent years, several tests for separability of space-time functional data have been developed and used to demonstrate that for many data sets previously modeled as separable, the separability assumption is distinctly violated [1, 2, 9] .
Our Contributions
The purpose of this paper is to propose a more flexible framework than that offered by separability, which allows for mild (non-parametric) deviations from separability while retaining all the computational and statistical advantages that separability offers. In particular, we consider a framework where the target covariance is an additive perturbation of a separable covariance, c(t, s, t , s ) = a(t, s, t , s ) + b(t, s, t , s )
where • a(t, s, t , s ) = a 1 (t, t )a 2 (s, s ) is separable.
• b(t, s, t , s ) is banded, i.e. supported on {max(|t − t |, |s − s |) ≤ δ} for some δ > 0.
Combining the two components results in a non-parametric family of models, which is much richer than the separable class. In particular, the model represents a strict generalisation of separability, reducing to a separable model when δ = 0. Intuitively, it postulates that while the global (long-range) characteristics of the process can be expected to be separable, there may also be local (short-range) characteristics of the process that may be non-separable. For some practical problems, separability might possibly fail due to some interactions between time and space, which however do not propagate globally. These may be due to weakly-dependent noise contamination, which can lead to local violations of separability, perturbing the covariance near its diagonal. It could also, however, be due to the presence of signal components that are non-separable and yet weakly dependent. As an example, separability was rejected for the Irish wind data set by the test developed in [2] , arguably because west-to-east winds are the most common ones in Ireland, and it takes several days before a gust of wind hitting the west coast of Ireland leaves the island, leading to convoluted short-range dependencies in the covariance [13] . Heuristically, if we were able to deconvolve the terms a and b, then the term a would be easily estimable on the basis of dense observations, exploiting separability. We demonstrate that it actually is possible to access a non-parametric estimator of a without needing to manipulate or even store the empirical covariance, by means of a novel device which we call shifted partial tracing. This is a linear operation that mimicks the operation of partial trace [1] , but suitably modified to allow us to separate the terms a and b in (1.1). Exploiting this device, we produce a linear estimator of a (linear up to scaling, to be precise) that can be computed efficiently, with no computational overhead relative to assuming separability. It is shown to be consistent, with explicit convergence rates when one observes the processes discretely on a grid, corrupted with measurement error.
As previously noted, model (1.1) is interesting from two perspectives, depending on whether the banded part b is only seen as a nuisance or whether it is also of interest (e.g. when the inverse of a + b needs to be applied for the purpose of a short-term prediction):
• If b is indeed an estimand of interest, then one needs to make further structural assumptions on b, for reasons of computational and statistical efficiency. This is because the bandwidth δ > 0 is assumed constant and non-decreasing in N or K -consequently, even though b is banded, it has the same order of entries as c itself, when observed on a grid. In our development, we show how one can also estimate b under the additional assumption that it is stationary. We focus on stationarity as a concrete assumption which seems broadly applicable and yields a form of parsimony complementary to separability. Under this additional assumption, we show in detail that both a and b of model (1.1) can be estimated efficiently, and the estimator can be both applied and inverted (numerically), while the computational costs of these operations does not exceed their respective costs in the separable regime. Specifically, we show that all of these operations, i.e. estimation, application, and inversion of the covariance, can be performed at the same cost as matrix-matrix multiplication of two sampled observations. • Contrarily, if the banded part b is only viewed as a nuisance, no additional assumption to bandedness needs to be made to allow for the estimation of the separable part a.
The key point of this paper is that the methodology we advocate, and label shifted partial tracing, can be used to estimate the separable part of model (1.1), provided data are densely observed.
Outline
The rest of the paper is organized as follows. After reviewing some background concepts, we develop the methodology to estimate model (1.1) in Section 3, where we focus on the case of fully observed data in L 2 [0, 1] 2 . Also, we initially assume continuity of the covariance kernel to make the development easily accessible, while this assumption is dropped in the Appendix. Secondly, we discuss the implementation of our methods in the practical case of discrete samples in Section 4, where we also explore the computational aspects of the model in detail. Thirdly, we provide the asymptotic distribution for fully observed curves and rates of convergence for discretely sampled observations in Section 5. Finally, the empirical performance of the proposed estimators is demonstrated on both simulated and real datasets in Section 6. Too technical material, which includes a majority of the proofs, is postponed to appendices.
Background Concepts
We first collect some basic facts and notation related to Hilbert spaces and random elements thereof [17] . We also introduce tensor product spaces [28] and use the tensor product notation to define separability. Let H be a real separable Hilbert space (we will be mostly interested in L 2 [0, 1] and R K ) with an inner product ·, · and the induced norm · . The Banach space of bounded linear transformations (called operators, in short) on H is denoted by S ∞ (H) and equipped with the operator norm |||F ||| ∞ = sup x =1 F x . An operator F on H is compact if it can be written as F x = ∞ j=1 σ j e j , x f j for some orthonormal bases (ONBs) {e j } ∞ j=1 and {f j } ∞ j=1 of H. Using the tensor product notation, this can be written as 
By the abstract construction above, we have A 1⊗ A 2 p = |||A 1 ||| p |||A 2 ||| p . Definition 1. Let H 1 and H 2 be separable Hilbert spaces and H :=
The spectral properties of a separable operator A 1⊗ A 2 are explicitly linked to those of A 1 and A 2 . For example, if A 1 and A 2 are self-adjoint with eigenvalue-eigenvector pairs {(λ j , e j )} and {(ρ j , f j )}, respectively, then A 1⊗ A 2 is self-adjoint with eigenvalue-eigenvector pairs {(λ i ρ j , e i ⊗ f j )} ∞ i,j=1 . Thus A 1⊗ A 2 is positive semi-definite if and only if both A 1 and A 2 are either positive semi-definite or negative semi-definite (note that A 1 and A 2 are identifiable only up to scaling, hence the potential change in signs). Let X be a random element of H with E X 2 < ∞. Then the mean m = EX and the covariance C = E[(X − m) ⊗ (X − m)] are well defined (see [17] , the integrals are understood in the Bochner sense). The covariance operator is trace-class and positive semi-definite, which we denote as C ∈ S + 1 (H). In case of H = L 2 [0, 1], the covariance operator is related to the covariance kernel c = c(t, s) via
, separability of C can also be characterized via the kernel. C is separable, i.e. C = C 1⊗ C 2 for some C 1 ∈ S + 1 (H 1 ) and C 2 ∈ S + 1 (H 2 ) if and only if c(t, s, t , s ) = c 1 (t, t )c 2 (s, s ) almost everywhere for some c 1 and c 2 , which are in that case the kernels of C 1 and C 2 , respectively.
If the covariance kernel c is continuous, we have
where the second equality is true due to positive semi-definiteness. The kernel c is continuous for example if X is a mean-square continuous process with continuous sample paths (the latter is needed for X to be a random element of L 2 [0, 1] 2 ). In that case, it holds
Methodology

Separable-plus-Banded Covariance
We postulate the following model for the covariance C of a random element X ∈ L 2 [0, 1] 2 : Such a covariance structure can arise for example when X is a superposition of two uncorrelated processes Y and W , i.e. X(t, s) = Y (t, s) + W (t, s), t, s ∈ [0, 1], such that the covariance of Y is separable and the covariance of W is banded (e.g. W is a moving average process with compactly supported window-width). Note that by choosing δ = 0 (leading to B ≡ 0), model (3.1) contains separability as a sub-model.
Shifted Partial Tracing
In this section, we develop methodology capable of estimating model (3.1). We start by defining the shifted trace.
We assume here that operators we work with have continuous kernels. For this purpose, we denote by V 1 , resp. V 2 , the vector space of trace class operators on [0, 1], resp. [0, 1] 2 , with continuous kernels, equipped with the trace norm. The continuity assumption is only made for the sake of presentation. More general (but less intuitive) development of the methodology is given in Appendix A, which also contains proofs of the claims not proven here.
Definition 2. Let F ∈ S 1 (L 2 [0, 1]) with a continuous kernel k = k(t, s). Let δ ∈ [0, 1). We define the δ-shifted trace of F as
Note that in the special case of δ = 0 the definition corresponds to the standard (non-shifted) trace of a trace-class operator with a continuous kernel, cf. (2.2) .
The definition of the shifted trace is naturally extended to higher dimensions, and the previous lemma is still valid for V 2 . Next, we define the shifted partial trace.
have a continuous kernel k = k(t, s, t , s ). We define the δ−shifted partial traces of F , denoted Tr δ 1 (F ) and Tr δ 2 (F ), as the integral operators with kernels given respectively by
Note that for δ = 0, δ-shifted partial tracing corresponds to partial tracing as defined in [1] .
Note that the definition of the shifted partial tracing is not symmetric, meaning that the result of the shifted partial trace is not necessarily self-adjoint. We could define a symmetrized shifted partial trace instead, but this is (due to linearity of shifted partial tracing and symmetry of the kernel k) equivalent to symmetrizing the result. The latter is used in practice for its computational convenience, while the former is hypothetically done in theory, but we avoid it without loss of generality to ease the presentation (see Appendix E).
The shifted partial trace has the following properties, which will be useful for estimation of model (3.1).
, and 3. Tr δ (F ) F = Tr δ 1 (F )⊗ Tr δ 2 (F ). Proof. First note that all the shifted (partial) traces are well defined. The claims follow from the definitions and separability of F . The kernel of Tr δ 1 (F ) is given by
which shows part 1. For the second part, using Fubini's theorem, we have Tr δ (F ) = 
Estimation
Firstly, we concentrate on estimation of the separable part of model (3.1) by shifted partial tracing. The following lemma illustrates the importance of shifted partial tracing for the estimation task. Partial tracing (without shifting, i.e. δ = 0) can be used to estimate C 1 and C 2 in the following way. The observation X is cut along the temporal domain to form a spatial sample {X t (s)} t∈[0,1] , i.e. any given time point t is providing us with a single curve X t (s), s ∈ [0, 1]. This spatial sample is used to estimate the spatial covariance C 2 in a standard way, i.e. outer products X t ⊗ X t are formed and averaged together as
This is a moment estimator in a sense, since E(X t ⊗ X t ) ∝ C 2 for any t ∈ [0, 1]. Similarly for the temporal domain: a temporal sample {X s (t)} s∈[0,1] is formed by cutting X along the spatial domain, and the temporal covariance is then estimated as
This process is captured in Figure 1 . When the covariance is instead separable-plus-banded, i.e.
Hence instead of taking outer products of X t with itself, we can form outer products X t ⊗ X t+δ instead and average over these products for t ∈ [0, 1 − δ] to obtain a scaled estimator of C 2 . C 1 can be estimated in a similar way, and the only remaining question is how to determine the scaling constants.
Using the previous lemma together with Proposition 2, we obtain the following estimating equation for model (3.1) :
Equation (3.4) suggests the following estimators for the separable part of the model:
Of course, we need to assume Tr δ ( C N ) = 0. Once the separable part of the model has been estimated, we can define
(3.6)
Optionally, we can set the kernel of B 0 to zero outsize of the band of size δ. Note that none of the estimators defined above is guaranteed to be symmetric or positive semi-definite. However, this is just a technicality, which can be dealt with easily, see Appendix E. If at this point we add the stationarity of B into our assumptions (i.e. let the kernel b be translation
where Ta(·) is the "Toeplitz-averaging" operator, i.e. the projection onto the stationary operators, defined as follows.
(3.8)
Then we define
Let us comment on the previous definition. If {e j } ∞ j=−∞ is the trigonometric basis on L 2 [0, 1], then {e i ⊗ e j } ∞ i,j=−∞ is the trigonometric basis on L 2 ([0, 1] 2 ), so every compact operator F can be expressed with respect to this basis as in (3.8) . For F trace class, the Fourier coefficients {γ ijkl } are absolutely summable, leading to Ta(F ) in (3.9) being also trace-class. Secondly, a stationary operator has the trigonometric basis as its eigenbasis (see Appendix B). Thirdly, Ta(·) as defined in (3.9) is clearly an orthogonal projection. Altogether, Ta(·) is the orthogonal projection onto the space of stationary operators in S 1 (L 2 ([0, 1] 2 )), which is itself a Banach space.
Choice of Bandwidth
It remains to provide a means to choose the band size δ, in order to apply the methodology in practice. The problem of choosing δ is similar in flavour to model selection in regression or choosing the number of principal components for principal component analysis. In this section, we develop an approach capable of providing some guidance. Of course, in any concrete application, one should utilize any knowledge available for the specific problem at hand, keeping in mind that overestimating δ results only in loss of efficiency, while underestimating δ can have a severe impact on quality of the estimates (cf. Section 6).
For a given C ∈ S 2 (H 1 ⊗ H 2 ), consider the following optimization problem:
The problem is non-convex and, since we do not impose any other assumptions on A 1 , A 2 or B, such as the bandedness of B, the problem may not even have a unique solution. Nonetheless, we propose here an alternating least squares (ALS) algorithm devised to obtain a local minimum of (3.10). The algorithm proceeds as follows. Start with initial values A (0) 2 , B (0) and for l = 1, 2, . . . assign successively
2 ), (3.13) until convergence. In words, the algorithm always fixes two out of three unknowns in (3.10) and solves for the third one. The solution of (3.10) with A 1 and A 2 kept fixed is given by Toeplitz averaging, hence (3.13). Problems (3.11) and (3.12) have closed form solutions too, see Appendix C. We also show in Appendix C that one step of the algorithm, i.e. a sweep through (3.11)-(3.13), has the same computational costs as estimation of our model using shifted partial tracing. Also, the convergence of the algorithm is demonstrated to be linear in Section 6.1, hence the algorithm is computationally tractable.
The output of the ALS algorithm described above provides preliminary estimators of the unknowns in our model. These preliminary estimators serve as benchmark in our simulation study, where it is also shown that they are inferior to the estimates from Section 3.3 with a reasonably chosen δ. However, the preliminary estimators can be obtained without the necessity to choose δ beforehand. Hence the ALS algorithm can serve as an exploratory tool and guidance for the choice of δ, or it may suggest that the separable-plus-banded model is not suitable for data at hand, cf. Section 6.
Computational Considerations
In this section, we consider the practical scenario where we only have access to a discrete version of X in the form of a random element X ∈ R K1×K2 (we assume w.l.o.g. that it is centered) and the discrete version of its covariance, i.e. the covariance tensor
Assuming separability of C (i.e. C = C 1⊗ C 2 for some C 1 ∈ R K1×K1 and C 2 ∈ R K2×K2 , or entry-wise C[i, j, k, l] = C 1 [i, k]C[j, l] for i, k = 1, . . . , K 1 and j, l = 1, . . . , K 2 ) amounts to a non-parametric simplifying assumption about the structure of the covariance that has both statistical and computational implications.
Assume that N independent realizations of X ∈ R K×K were sampled (we assume K 1 = K 2 =: K for simplicity) and denoted as X 1 , . . . , X N . Firstly, a general covariance tensor C has O(K 4 ) degrees of freedom, while it only has O(K 2 ) degrees of freedom under the separability assumption. In comparison, the observed degrees of freedom are only N K 2 . Secondly, it takes O(N K 4 ) operations to calculate the empirical estimate of the covariance tensor, i.e. C N = 1 N N n=1 X ⊗ X, while this will be shown to reduce to O(N K 3 ) under separability. We assume throughout the paper that multiplication of two K × K matrices requires O(K 3 ) operations, and we set the cubic order of K as the limit of computational tractability for ourselves, which for example prevents us from ever explicitly calculating the empirical covariance C N . Also, the degrees of freedom correspond to storage requirements, thus although a general covariance tensor becomes difficult to manipulate on a standard computer for K as low as 100 (at that point the empirical covariance takes roughly 6 GB of memory), the situation under separability is much more favorable.
The following two properties hold for matrices of appropriate sizes:
These two properties are among the core reasons for popularity of the separability assumption in the spacetime processes literature [13] , because they allow to apply a separable covariance fast (O(K 3 ) instead of O(K 4 ) operations) and solve an inverse problem involving the covariance fast (O(K 3 ) instead of O(K 6 ) operations).
Remark 2. The symbol ⊗ is commonly overused in the literature. In this paper, we use it as the symbol for the abstract outer product [28] . Symbol⊗ also denotes a type of abstract outer product, but we emphasize by the tilde that we do not see e.g. A⊗ B as an element of a product Hilbert space S p (H 1 ) ⊗ S p (H 2 ), but rather as an operator acting on a product Hilbert space H = H 1 ⊗ H 2 . Symbol ⊗ is used in linear algebra for the Kronecker product, which we denote ⊗ K here. The following relation between the Kronecker product and the abstract outer product holds in the case of finite dimensional spaces:
where x = vec(X) is the vectorization of matrix X, and vec(·) is the vectorization operator (c.f. [25] ). Properties (4.1) are well known in computational linear algebra, where the Kronecker product is used instead of the abstract outer product. Due to (4.2), the first formula in (4.1) can be translated to
In summary, separability leads to an increased estimation accuracy, lower storage requirements, and faster computations. We view our separable-plus-stationary model as a generalization of separability, and the aim of this section is to show that this generalization does not come at the cost of loosing the favorable properties of the separable model described above. In fact, we show in the remainder of this section that model (3.1) can be estimated and manipulated under the same computational costs as the separable model.
Discrete Shifted Partial Tracing and Estimation Complexity
In order to discuss the estimation complexity of our model, we first define shifted partial tracing and Toeplitz averaging for discrete data. The definitions are in a natural agreement with the continuous definitions (see also Appendix A), but there are few technicalities worth highlighting.
Consider the separable-plus-banded model
It is straightforward to translate Proposition 2 and Lemma 2 to the discrete case to obtain the following estimating equation
suggesting again the plugin estimators
Example 1 and Figure 1 (which is plotted discretely anyway) may be useful to revisit in light of these definitions, for intuition.
Since we assume that B is stationary, we define again B = Ta( C N − A 1⊗ A 2 ), where the Toeplitz averaging operator is defined in the discrete case as follows.
for h = 1, . . . , K 1 and l = 1, . . . , K 2 , and Ta(F) ∈ R K1×K2×K1×K2 is the tensor with S as its symbol, i.e.
Unlike the continuous case, the discrete Fourier basis is not necessarily the eigenbasis of a stationary operator, hence the need for an alternative definition, which does not bear immediate resemblance with Definition 4. Formula (4.4) directly utilizes the stationarity assumption by averaging over the elements that ought to be the same (under the stationarity assumption), hence the name "Toeplitz averaging". The relation to the discrete Fourier basis is discussed in Appendix B. Now we are ready to establish the estimation complexity. Firstly, we focus on the shifted partial tracing. Due to linearity, Tr d 1 ( C N ) = 1 N n Tr d 1 (X n ⊗ X n ), and as can be seen from formula (3.3), only K 3 entries of the total of K 4 entries of X n ⊗ X n are needed to evaluate the shifted partial trace. Moreover, evaluating the shifted partial trace amounts to averaging over one dimension of the 3D array, which does not have to ever be stored, hence the time and memory complexities to estimate the separable part of the model, i.e. to evaluate (4.3), are O(N K 3 ) and O(K 2 ), respectively.
To
, one can utilize the fast Fourier transform (FFT). Every term Ta(X n ⊗ X n ) can be evaluated directly on the data, without the necessity to form the empirical estimator, in O(K 2 log(K)) using the FFT. The term Ta( A 1⊗ A 2 ) can be evaluated directly in O(K 3 ) operations, again without explicitly forming the outer product (see Appendix B). Hence estimation of the banded part is equally demanding as the estimation of the separable part.
It remains to show that C := A 1⊗ A 2 + B can be applied efficiently, and that an inverse problem CX = Y can be solved efficiently. The application of C is easy to analyse due to the superposition structure: one simply applies the separable part using the first formula in (4.1), the banded part using the FFT (cf. Appendix B), and sums the two, leading to the desired complexities. On the other hand, the inverse problem is non-trivial, since it is not possible to express the inverse of a sum of two operators in terms of inverses of the two summands. This problem is dealt with in the following section.
Inverse Problem
In this section, we develop a fast solver to a linear system coming from a discretization of model (3.1), i.e.
where B ∈ R K×K×K×K is stationary. Equation (4.5) can be rewritten in a matrix-vector form as
a Toeplitz block matrix with Toeplitz blocks, see [6] ). The naive solution to system (4.6) would require O(K 6 ) operations, while if B ≡ 0, i.e. the system were separable, the solution could be found in O(K 3 ). Since the estimation of model (3.1) takes O(N K 3 ), we are looking for a solver for (4.6) with a complexity close to O(K 3 ). We will develop an Alternating Direction Implicit (ADI, c.f. [31] ) solver with the per-iteration cost of O(K 3 ) and rapid convergence.
The system (4.6) can be transformed into either of the following two systems:
where I ∈ R K 2 ×K 2 is the identity matrix and ρ ≥ 0 is arbitrary. The idea of the ADI method is to start from an initial solution x (0) , and form a sequence {x (k) } k;2k∈N by alternately solving the linearized systems 11 stemming from (4.7) until convergence, concretely:
The acceleration parameter ρ (also called the shift) is allowed to vary between iterations. The optimal choice of ρ based on the spectral properties of A and B, guaranteeing a fixed number of iterations, can be made in some model examples (e.g. when A and B commute). Interestingly, numerical studies suggest that the ADI method exhibits excellent performance on a large class of linear systems of the type (4.6) with the model choice of ρ, as long as matrices A and B are real with real spectra [31] . Hence we also choose ρ as suggested by the model examples and, in order to boost the convergence speed, we gradually decrease its value as
where α and β are the vectors of eigenvalues of A and B, respectively, and is a small positive constant (by default the desired precision). Recall that A and B are positive semi-definite. Now it remains to show how to efficiently solve the linear sub-problems (4.8).
Equation (A + ρI)x = y
Even though A = A 2 ⊗ K A 1 , matrix A + ρI does not generally posses the Kronecker structure. Nonetheless, the system can be rewritten in the matrix form as
which is the well-known discrete Stein's equation. Even though there exist specialized solvers for this particular equation (see [24] for an overview), they are not suitable here due to the fact that ρ is usually very small. Instead of using these specialized solvers, we show that, in our case of A 1 and A 2 being positive semi-definite, equation (4.9) has in fact an analytic solution computable in O(K 3 ) operations. We compute the eigendecompositions A 1 = U diag(φ)U and A 2 = V diag(ψ)V . Then, using the knowledge of the spectra of Kronecker products (cf. [26] ), system (4.9) can be vectorized as
where φψ is a matrix corresponding to the vector of eigenvalues of A, which is subsequently rearranged into a large diagonal matrix by the diag[·] operator. Secondly, utilizing the fact that U ⊗ K V is an orthonormal basis, we can write
where we denote H := φψ + ρ1, with 1 being a matrix with all entries equal to 1. Finally, one can express the solution as
Using property (4.2), this can be matricized back to
where G is the element-wise inverse of H and denotes the Hadamard (element-wise) product. Hence we found a solution, which is computable in O(K 3 ) operations.
Equation (B + ρI)x = y
B is a two-level Toeplitz matrix, and this structure is preserved when a diagonal matrix is added to B, hence we only need to devise a solver for Bx = y, where B is positive definite. Even though specialized solvers for this structured linear system exist, provably providing a solution in O(K 2 log 2 (K)), they are not easily accessible, and they are focused on cases when B is not symmetric. The latter is likely the case because a Preconditioned Conjugate Gradient (PCG) method is the method of choice, when positive definiteness is granted.
We do not describe the CG method here, as it is a classical optimization method. Notably, [23] provides both rigorous proofs and informal geometrical arguments for the fact that CG converges faster if the eigenvalues of B are clustered, which can be ensured by preconditioning. One CG step takes O(K 2 log(K)) operations, and this complexity is retained if a suitable preconditioning is used. Moreover, under mild assumptions and with a convenient preconditioner, the convergence rate of the PCG is super-linear, which means only a constant number of iterations is needed to attain a prescribed accuracy [6] . Even though we cannot guarantee these mild assumptions, the second choice of preconditioning described in Chapter 5 of [6] was shown to ensure the fixed number of iterations for problems structurally very similar to ours. Hence we use this preconditioning.
Summary
In this section, we devised a doubly-iterative algorithm to solve inverse problems in the context of the separable-plus-stationary model. The outer iterative scheme requires solution of two linear systems, one solvable in O(K 3 ) iterations, the other in O(η pcg K 2 log(K)), where η pcg is the number of the iterations of the inner scheme. In Section 6.1.2, we demonstrate empirically that η pcg does not increase with increasing K, and hence the overall complexity of the algorithm is O(η adi K 3 ), where η adi is the number of outer iterations. As demonstrated again in Section 6.1.2, η adi also does not depend on K, leading to an overall complexity O(K 3 ). Hence we have a tractable inversion algorithm for the separable-plus-stationary model.
Asymptotic Properties
In this section, we establish asymptotic properties of the proposed estimators both in the case of fully observed and discretely observed data. All proofs are collected in Appedix F, for tidiness.
We begin by investigating the asymptotic distribution of our estimators in the fully observed case. There are three features we exploit to this end: linearity of the estimators, the central limit theorem in the space of trace-class operators [19] , and the continuous mapping theorem.
converge to mean zero Gaussian random elements (of the proper trace-normed Banach spaces, as N → ∞).
The moment assumption (5.1) ensures that
where Z is a mean-zero Gaussian random element in S 1 (L 2 [0, 1] 2 ), i.e. the convergence is in the trace-norm topology [19] . Also, it can be seen from the proof of the theorem that the the asymptotic distribution of A 1 and A 2 remains valid even without the stationarity assumption placed on B.
Note that by techniques similar to those used in [1] , we could characterize the covariances of the Gaussian limits above. Also, we could derive the asymptotic distribution of N C N − A 1⊗ A 2 − B and use it to derive tests for validity of the separable-plus-banded model. It is natural to think that such tests could serve as a principled way to the choice of δ, but it turns out that the situation is nuanced. This is because implementing such tests would either require us to sacrifice the computational constraints we set for ourselves, or to manually choose a projection space on which the statistics should be evaluated, cf. [1] . This would indirectly replace the choice of parameter δ (arguably intuitively transparent) by the a choice of other parameters (arguably intuitively less transparent).
Next, we consider the case of discretely measured random fields, potentially subject to additive measurement error contamination.
The observations are assumed to be of the form
where the matrices X 1 , . . . , X N ∈ R K×K are discretely measured versions of X 1 , . . . , X N ∈ L 2 ([0, 1] 2 ), and E K n are measurement errors. We will consider two types of sampling schemes relating the continuous data X 1 , . . . , X N ∈ L 2 ([0, 1] 2 ) to the discrete versions X 1 , . . . , X N ∈ R K×K :
(S1) X n , n = 1, . . . , N , are observed pointwise on a grid, i.e. there exist t
Note that to make such point evaluations of X meaningful, we have to assume that realizations of X are continuous (cf. [17] ). (S2) The average value of X n on the pixel I K i,j is observed for every pixel, i.e.
X n (t, s)dtds , i = 1, . . . , K , j = 1, . . . , K .
As for the measurement error arrays E K n [i, j] K i,j=1 , these are assumed to be i.i.d. (with respect to the index n) and uncorrelated with X n , satisfying the following 4-th order moment conditions:
for i, j, k, l, i , j , k , l = 1, . . . , K and n = 1, . . . , N . Note that under the sampling scheme (S1), Equation (5.2) corresponds to the commonly adopted errors-in-measurements model [30, 32 , and references therein]. We denote by X K the piecewise constant continuation of X K , i.e.
One can readily verify that pointwise sampling (scheme S1) corresponds to pointwise evaluations of the covariance, i.e. Var(X K ) = C K , where C K has kernel
while pixel-wise sampling (scheme S2) corresponds in turn to pixelization of the covariance. Namely, if we denote g K i,j (t, s) = K1 [(t,s)∈I K i,j ] then we have Var(X K ) = C K with
In the same spirit, C K is the piecewise constant continuation of C K = E(X K ⊗ X K ). If we constrain ourselves to the noiseless multivariate setting and consider the discrete version of the covariance to be the ground truth, it is straightforward to obtain the multivariate version of Theorem 1, regardless of the sampling scheme. Corollary 1. Let X 1 , . . . , X N be i.i.d. copies of X ∈ R K1×K2 , which has mean zero (w.l.o.g.) and covariance
converge to mean zero Gaussian random elements.
When both N and K diverge, Theorem 1 does not apply, but we can still obtain convergence rates.To this aim, we first ought to clarify how bandedness of B, B K and B K are related. It can be seen that if B is banded by δ, then B K is banded by d K = δK + 1, while B K is banded by δ K = d K /K, which decreases monotonically down to δ for K → ∞. In the following theorem,
X n ⊗ X n is the empirical covariance based on the observed (noisy) data (5.2).
, which has (w.l.o.g. mean zero and) covariance given by (3.1), where the the separable part A := A 1⊗ A 2 has kernel a(t, s, t , s ), which is Lipschitz continuous on [0, 1] 4 with Lipshitz constant L > 0. Let E X 4 < ∞ and let there be δ ∈ [0, 1) such that the banded part of the model is banded by δ and Tr δ (A) = 0. Let one of the following two conditions hold:
1. X 1 , . . . , X N have continuous sample paths and X 1 , . . . , X N ∈ R K×K are sampled from X 1 , . . . , X n as in (5.2) under scheme (S1) with
Then it holds that
The proof is again postponed to Appendix F, but we make several comments now.
1. There is a concentration in K due to shifted partial tracing (recall Figure 1) , hence the variance of the errors is allowed to grow with K as stated in the theorem. 2. The estimators A K 1 and A K 2 are only defined if Tr d K ( C K N ) = 0. Since C K N → C K for N → ∞ entrywise apart from the diagonal, we have Tr d K ( C K N ) → Tr d K (C K ), so we require Tr d K (C K ) = 0. Due to continuity of the kernel c and the fact that d K → δ for K → ∞, the assumption Tr δ (A) = 0 implies Tr d K (C K ) = 0 for a sufficiently large K. This is the only reason why we require K larger than a certain K 0 in order for the O P (N −1 ) term to be uniform in K. 3. The Lipschitz continuity assumption allows us to bound the bias while the fourth-order moment condition on data allows us to bound the variance. The bulk of the proof has to do with controlling the variance, and doing so uniformly in the grid size. 4. The Lipschitz continuity assumption can be weakened. For example, continuity almost everywhere is sufficient for the bias to convergence to zero, though without an explicit rate in K. 15
In case the banded part of the process is also of interest, the same rates can be achieved in the noiseless setting (σ 2 = 0) under the smoothness assumptions on the banded part of the covariance.
Without the assumption of stationarity on B, i.e. without Toeplitz averaging, one has:
where the separable term can be treated as before and C K N − C K 2 can be bounded similarly. With the assumption of stationarity, i.e. with Toeplitz averaging, nothing essentially changes in the noiseless case.
The noisy case (σ 2 > 0) is trickier however, because we cannot estimate the diagonal of B. In such a case, one would need to smooth the estimated symbol of B as in [30] , and we omit the details. We do note, however, that full covariance smoothing is obviously not computationally tractable, hence any smoothing should either be applied at the level of data (pre-smoothing) or at the level of the estimated 2D parts of the covariance (post-smoothing). However, as exemplified by the previous theorem, the mere presence of white noise errors does not call for smoothing when the target of inference is the separable component.
Remark 3.
In the noiseless case, the convergence rates in Theorem 2 are immediately applicable to the special case of a separable model and standard (non-shifted) partial tracing, as used by [1] . In the noisy case, however, shifted partial tracing (with an arbitrarily small shift) is needed to remove the noise. Due to continuity, a small shift should have a small impact on the quality of the estimator. Hence it might be recommended to always use shifted partial tracing with the minimal possible shift instead of the standard (non-shifted) partial tracing.
Empirical Demonstration
In this section, we demonstrate how our methodology can be used to estimate a covariance from 2D data observed on a grid, and how it compares to several other related methods of covariance estimation. We begin with simulated data in Sections 6.1 and 6.2 and then move on to real data in Sections 6.3.
In the case of simulated data, the sampling process follows the same pattern for all the considered cases. First we create covariances A 1 , A 2 ∈ R K×K , and we draw Y 1 , . . . , Y N independently from a matrix-variate Gaussian distribution with mean zero and covariance A = A 1⊗ A 2 (cf. [15] ). Second, we also draw enough N (0, 1) entries (independent of everything), arrange them on a grid, and perform a space-time averaging using a filter Φ ∈ R d×d to obtain a sample W n for every n = 1, . . . , N . This sample is drawn from a distribution with mean zero and covariance B ∈ R K×K×K×K , which is by construction stationary, banded by d, and its entries can be calculated using the knowledge of Φ. Since we set K = 100 in most of the simulations, the discrete bandwidth d approximately corresponds to the continuous bandwidth δ, percentage-wise. Next, we assume that the covariances A 1 , A 2 and B were standardized to have trace one. If this were not the case, we could simply standardize the samples and the covariances respectively. Finally, we form our data set X 1 , . . . , X N ∈ R K×K as
where τ ∈ (0, 1). Thus X 1 , . . . , X N ∈ R K×K are drawn from a zero-mean distribution with a separable plus banded covariance
Note that our methodology based on shifted partial tracing first estimates the separable part of the model, and subsequently estimates B using the estimates for the separable part. Therefore parameter τ of (6.1) controls the difficulty of the estimation problem: small τ corresponds to a nearly separable model, which is easier to estimate than a highly non-separable model stemming from a larger τ .
The following methods are used to estimate C:
1. oracle -a benchmark, provided with the knowledge of Y 1 , . . . , Y n , which is used to estimate A 1 and A 2 via partial tracing, and W 1 , . . . , W n , which is used to estimate B via Toeplitz averaging; 2. shifted partial tracing (SPT) -the proposed methodology of Section 3.3; 3. matrix completion (MC) -methodology introduced in [11] modified to multidimensional domains (see Appendix D); 4. alternating least squares (ALS) -the algorithm described in Section 3.4; 5. partial tracing (PT) -an approach incorrectly assuming separability; 6. empirical -the standard empirical estimator.
For several different setups and these six methods, the relative estimation error C − C F / C F is reported, where C is the estimator computed by the corresponding method.
Smooth Case: Legendre
For our first batch of simulated data, we choose A 1 and A 2 to be rank-7 matrices with linearly decreasing eigenvalues and the shifted Legendre polynomials as the eigenvectors. In fact, we rather perform a sort of empirical version of this choice to obtain matrices A 1 and A 2 , which are not exactly low-rank, vary between simulation runs, and are not exactly the same (even though the latter is irrelevant for all the methods considered). Φ is formed as an outer product of the discretized Epanechnikov kernel with itself, see Figure  2 (b). We fix the grid size K = 100 and vary d ∈ {1, 3, . . . , 19}, so δ is varied between 1 and 19 percent. Sample covariances are given in Figure 2 . Finally, we set τ ∈ {0.3, 0.5, 0.7}. For all the scenarios, we always draw N = 300 observations. Relative estimation errors for the different estimation methods are reported in Figure 3 . Figure 3 exhibits many interesting attributes of the methods. All the methods perform better than the standard empirical estimator. The oracle method exhibits the best performance, which does not depend on d or τ . Let us now comment on the performance of shifted partial tracing and matrix completion.
Similarly to the oracle method and unlike the other methods, the performance of our methodology does not depend on τ too heavily. The dependency on d stems from the fact that A 1 and A 2 are concentrated along their diagonals. Shifted partial tracing completely ignores what is inside the band when estimating the separable part. Therefore, increasing d leads to more information loss on the separable component, given its concentration near the diagonal (and the same follows for the stationary part, which is estimated using the separable estimates). However, unless τ is small, shifted partial tracing outperforms the other methods uniformly in d.
Matrix completion performs well if either τ or d are small, but its efficiency drops fast with increasing d unless τ is small. The following may be the background cause. If τ is small, the entries in the band are only mildly corrupted by the stationary part, to the extent that wrongly assuming separability (PT) can lead to a very good estimator. The actual (numerical) matrix completion algorithm used begins with the separable model as the initial guess. Simply put, while shifted partial tracing completely ignores the band, matrix completion intrinsically uses the information in the band, and is prone to the quality of this information. Similarly, the ALS algorithm works well if the non-separable part of the model is subordinate. Otherwise, the ALS algorithm's efficiency is inferior to shifted partial tracing and matrix completion, but still superior to the standard empirical estimator or the separable estimator.
Choice of the bandwidth d
We have so far assumed the knowledge of d for all those methods which can benefit from it (the oracle method, shifted partial tracing, and matrix completion). Here we investigate how a sub-optimal choice of d affects the estimation accuracy. Figure 4 (a) shows a heatmap of estimation error by shifted partial tracing depending on the true value of d and the value of d actually used for the estimation task. The values of the diagonal, were already reported in Figure 3 (b) . Notably, the error is generally higher below the diagonal than above. This supports our previous claim that overestimating d is much less detrimental than underestimating it .
For the purposes of this simulation study only, we developed a simple automated selection procedure for d based on the ALS algorithm. Recall that the ALS algorithm estimates the covariance constituents, which can be plotted similarly to Figure 2 (a,c) , with the exception that the whole estimate of the symbol of B is plotted, because we do not know which part is non-zero. This estimate can be used to judge what d should be chosen (or whether the separable plus stationary banded model is suitable at all). We recommend a visual inspection of the estimated symbol and subsequent "manual" selection of d. This of course cannot be done for every simulation run. However, for the simulation purposes only, we transform the ALS estimator of the symbol, denoted as S ∈ R K×K , into a vector s ∈ R K by averaging S over the potential band sizes:
Then we choose d based on the location of the smallest local minimum in s. Note that this rule of thumb utilizes the knowledge of our simulation setup: we know that B has positive entries, thus s[k] for k ≥ d are in fact estimates of zero, thus our smallest local minimum choice should lead to a reasonable overestimation of d. The results are shown in Figure 4 (b). As we can see in panel (c) of the figure, there is a wide range of d for which the ALS algorithm chooses d well enough for the corresponding error to match that of SPT with the knowledge of the true d.
It is worth to point out here that a slight underestimation of d is not fatal for larger d, as can be seen in Figure 4 (a). This can be attributed to the form of the Epanechnikov filter Φ. With increasing d, the boundary values of the filter become smaller, leading to B being effectively slightly more banded than intended, see Figure 2 (b) and (c). This has two implications. First, it explains the tilted slope in Figure 4 (b) . And, the oracle knowledge of d may not necessarily lead to the best possible results obtainable by SPT. In fact, for d = 15, 17, 19, the underestimating choices of d = 13, 15, 17, respectively, provide slightly better results. For d = 19, this can be observed in Figure 4 (a).
Inverse problem
Now we examine the functional nature of our problem, behavior of the ADI algorithm of Section 4 designed to solve inverse problems involving the covariance, and the number of iterations needed by the algorithm to converge. We simulate data as described before, but now we vary the grid size K ∈ {10(2j +1); j = 1, . . . , 10}, fix δ at 10 % (i.e. d = K/10), and we keep τ = 0.5 and N = 300 for all the grid sizes.
In every single simulation run, the covariance is estimated by all the considered methods. Let C = A 1⊗ A 2 + B denote the estimator calculated using shifted partial tracing. A 1 , A 2 and B are subsequently projected onto positive semi-definite matrices (as described in Appendix E). Also, a ridge regularization of order 10 −5 is added to C. Note that this is not necessary, because B is positive definite, and thus the problem is well defined even without any ridge regularization. However, the performance of ADI method heavily depends on the condition number of the system matrix, and adding the ridge regularization ensures that the condition number stays roughly the same, regardless of K. Then, a random X ∈ R K×K is generated, and we set Y = CX. Subsequently, the ADI algorithm is called on the inverse problem CX = Y with C and Y given. The desired relative accuracy for the ADI scheme is set to 10 −6 . We do not report the relative reconstruction errors of X, because these were between 10 −7 and 10 −11 for every single run, leaving no doubt that the ADI scheme always converged to the desired precision. Instead, we report estimation errors and number of iterations needed by the ADI scheme in Figure 5 .
As suggested by our theoretical results, the relative estimation error does not depend on the grid size, cf. Figure 5 (a) . Additionally, both the number of outer (ADI) iterations and the number of inner iterations (PCG) does not seem to increase with the grid size. This suggests super-linear convergence of the algorithm. The same is true for the number of iterations of the ALS algorithm.
Rough Case: Wiener
In this case, data are sampled the same way as in the previous section, but A 1 and A 2 are chosen to be equal to the covariance of standard Brownian motion, i.e. a 1 (t, s) = a 2 (t, s) = min(t, s), and the mask Φ is chosen asymmetrically, leading to a rougher B, see Figure 6 . Compared to the previous simulations, both the separable and the banded part of the process are rougher in this section. One would hence expect that the estimation task would be more demanding. Nevertheless, the opposite is true: all the considered methods produce better estimates (with lower relative error) in this case than in the Legendre case. This is because, in practice, the main feature affecting the quality of estimation is how "diffuse" the separable parts of the covariance are: more diffuse Wiener covariances lead to better performance than the more diagonally concentrated Legendre covariances -compare Figure 2 (a) to Figure  6 (a) .
The results are reported in Figure 7 . This time, instead of simple line plots, we display heatmaps of the relative estimation errors for different methods, exploring the effect of the bandwidth d and the "separableto-entangled" ratio parameter τ in tandem.
We see in Figure 7 that the qualitative observations about the behavior of the considered methods are similar to the Legendre case:
1. The shifted partial tracing approach clearly outperforms its competition. The dependency of the error on d is milder here (compared to the Legendre case) due to the fact that the separable covariances are more diffuse. 2. Larger τ pose more issues that larger d for most of the methods. The exception is matrix completion, where both d and τ have to be high for the method to fail. The reason for this was described in the previous section. 3. Both matrix completion and the ALS algorithm work reasonably well, but are dominated by shifted partial tracing. We also report the computation times here. Every point on the heatmaps in Figure 7 is an average of 25 simulation runs. The estimation part of a single run for a single point on a heatmap took about:
1 sec for the oracle method, shifted partial tracing, matrix completion, and the separable model, 6 sec for the alternating least squares algorithm (the cost per iteration is the same as in all the previous methods, but around 6 iterations were needed), 1000 sec for the empirical estimate, which is the same as the Frobenius error calculation (for any estimator).
Note that the reported times even magnify the difference between the O(N K 4 ) time complexity for the empirical estimate (or the error calculation) and the O(N K 3 ) time complexity for the other methods. One would expect the former with K = 100 to take 100-times longer than the latter, while the ratio is rather 1000. The reason for this is our choice (rather a necessity, in fact) to limit the overall memory complexity to O(K 2 ). This leads to the empirical estimator and error calculation using some slow subroutines (e.g. for-loops), while the fast methods use optimized subroutines for their computational bottlenecks (e.g. matrix-matrix multiplications).
Mortality Rates
In this section we, study a data set X ∈ R N ×K1×K2 , where X[n, k 1 , k 2 ] denotes the mortality rate for n-th country, k 1 -th calendar year and subjects of age k 2 . For a single country, we thus have a mortality rate surface of two arguments: the calendar year (considered as the temporal variable) and the age of subjects in the population (considered as the spatial variable). This surface is observed discretely since both the calendar year and age are integers. Figure 8 shows a visualization of the raw data for two sample countries. The underlying continuous surfaces for different countries are assumed to be i.i.d. functional observations. The data were obtained from the Human Mortality Database [29, www. mortality.org, downloaded on 12/4/2019], and were previously analyzed in the way described above by Chen et al. [8, 7] . 21 We consider the same set of 32 countries as [8, 7] , the considered time period spans 50 years 1964 ≤ k 1 < 2014 and (again similarly to [8, 7] ) we focus on the mortality rates of older individuals with their age between 60 ≤ k 2 < 100. Hence X ∈ R 32×50×40 .
Both [8] and [7] proposed a low-dimensional representation of the data using a modified truncated eigendecomposition of the empirical covariance tensor C N . Presumably motivated by [1] and aiming for computational efficiency, Chen et al. [7] calculated the so-called marginal kernels Tr 1 ( C N ) and Tr 2 ( C N ) (shown in Figure 9 ), found the leading eigenfunctions of these marginal kernels, say { φ i } I i=1 and { ψ j } J j=1 , and used the tensor product approximation
, which we note can be calculated fast. We note that using the marginal eigenfunctions as building blocks for a low-rank approximation of the empirical covariance can be meaningful even if the covariance C is not separable [18] . However, looking at the sample curves in Figure 8 , it seems that the discrete observations of the mortality rate surfaces are observed with additional noise, which is likely heteroscedastic with variance increasing with the age of the subjects. This is presumably due to the fact that the size of the population of subjects of a given age decreases fast with increasing age.
Using the methodology developed in this paper, one can shift away from the diagonal to calculate Tr 1 1 ( C N ) and Tr 1 2 ( C N ) (using the smallest possible discrete shift d = 1) instead of the non-shifted partially traced marginal kernels. As shown in Figure 10 , this seems to be preferable and might potentially lead to better analyses when approximations like (6.2) are considered, because the eigenfunctions stemming from the marginal kernels obtained via partial tracing (Figure 9 ) and the marginal kernels obtained via shifted partial tracing ( Figure 10 ) are naturally quite different. This remains true also when only a subset of the countries is considered (e.g. when Eastern Europe is excluded as in [8]) or when transformations of the raw data are analyzed instead (e.g. logarithmic mortality rates as in [7] ). 
Estimated Spatial Covariance
Appendices
A. General Definition of Shifted Partial Tracing
For the sake of clarity exposition, we assumed continuity in the definition of shifted partial tracing given in the main paper. But in order to prove the asymptotic results of Section 5, it is necessary to generalize the notions of shifted (partial) tracing to general trace-class operators on L 2 [0, 1] 2 , i.e. to covariances of random elements on L 2 [0, 1] 2 , which are not necessarily continuous or have continuous sample paths. We do this by providing alternative definitions of the shifted (partial) traces, which neither require continuity nor positive semi-definiteness. These will be denoted by "T", replacing "Tr", to make the distinction. It will be shown subsequently that, under continuity, they coincide with Definitions 2 and 3. Remark 1 is still applicable here. Also, note that any trace-class operator on L 2 [0, 1] D can be represented as a superposition of two trace-class self-adjoint operators, and any trace-class self-adjoint operator is in turn the difference between two trace-class positive semi-definite operators [3] . Hence we can assume positive semi-definiteness without loss of generality, wherever all operations being performed are linear. Definition 7. We define the shifting operator S δ : S 1 (L 2 [0, 1]) → S 1 (L 2 [0, 1]) by its action on kernels. For F ∈ S 1 (L 2 [0, 1]) with a kernel k = k(t, s), S δ (F ) have kernel
3)
It is straightforward to check that S δ is well-defined linear operator on S 1 (L 2 [0, 1]). To check boundedness, let F = j σ j g j ⊗ h j be the SVD of F . Then we have k δ (t, s) = j σ j g j (t)h δ j (s), where the equality is 23 understood in the L 2 -sense, and h δ j (s) = h j (s + δ) for s ≤ 1 − δ, and h δ j (s) = 0 otherwise. Then
where we used the triangle inequality in the first inequality and the fact that h δ j ≤ h j in the second inequality.
T δ is clearly well defined bounded linear functional on S 1 (L 2 [0, 1]) or S 1 (L 2 [0, 1] 2 ).
A. The proofs of the following two propositions borrow ideas from [1] .
is well defined, linear, and bounded. Moreover, for F ∈ S 1 (L 2 [0, 1] 2 ) we have
Tr (G⊗ S δ )(A r⊗ B r ) = Tr (G⊗ S δ )F (6.5)
By Lemma 1.6 of the supplementary material of [1] , the space
. Using the following characterization of the trace norm,
we obtain from (6.5) that
Hence T 1 can be extended continuously to S 1 (L 2 ([0, 1] 2 )). Equation (6.4) now follows from (6.5) also by continuity.
The following proposition states that the functional specified in Definition 8 and the operator specified in Definition 9 correspond under the continuity assumption to the shifted trace and the shifted partial trace, respectively. Proof. We begin by showing the assertion for the shifted trace. We define the continuous version of the shifting operator S δ , denoted as S δ τ . It is defined by Definition 7 with S δ replaced by S δ τ and k δ replaced by
Then by continuity, Tr(S δ τ F ) τ →0+ −→ T δ (F ) and at the same time Tr(S δ τ F ) τ →0+ −→ Tr δ (F ), implying the equality of the limits.
We now proceed to the shifted partial trace. Note that it follows from the Stone-Weierstrass approximation theorem that for any > 0 there exist R ∈ N and a set of continuous univariate functions on [0,1]
Grouping together a r (t, t ) := u r (t)v r (t ) and b r (t, t ) := x r (t)y r (t ), it follows that for any > 0 there exists a finite rank operator F R = R r=1 A r⊗ B r such that A r and B r are rank one operators with continuous kernels (a r and b r , respectively) and |||F − F R ||| ∞ < .
Let us fix > 0. Then by the triangle inequality we have
The middle term is zero, which follows from linearity of the operators and the first half of this proof. The first and the third terms can be both bounded by
Altogether, we have that T δ 1 (F ) − Tr δ 1 (F ) 1 < . Since was arbitrarily small, the proof is complete.
The development of shifted partial tracing with respect to to the second argument can be done similarly. Lemma 1 and Proposition 1 now follow directly from Proposition 4. Also, Proposition 2 holds with the general definitions of the shifted (partial) traces, which can be simply checked using the definitions. It thus remains to generalize the proof of Lemma 2 to the case where continuity is not assumed.
Proof. (of Lemma 2)
We will use two simple auxiliary results and the limiting argument of [14] . Firstly, it holds for any operators A and B that
which can be verified on the rank one elements:
Secondly, it holds for any F ∈ S 1 (L 2 [0, 1] 2 ) that
Showing this requires a slight refinement of the bound in (6.6). We know that
For a fixed G, we have by (6.7) that
Hence we obtain (6.8) upon noticing that G⊗ Id 1 = |||G||| 1 |||Id||| 1 = 1. Finally, using bound (6.8) and the limiting argument of [14] , we obtain
where b δ is the shifted kernel of B. Since B is banded by δ and δ > δ , there exists h > 0 such that for any h < h we have b δ = 0 almost everywhere in the 4D square over which the inner integration goes, regardless of t and s. Hence the limit is 0, and we have Tr δ 1 (B) = 0. We have just shown that the conclusions of the paper stand still even without the assumption of continuity. Shifted partial tracing could still have been defined in slightly greater generality. However, the definition requires the notion of a "shift" and hence it requires an explicit set to act on. We could instead of L 2 [0, 1] 2 take L 2 (Ω) with (Ω, A, µ) a measure space with Ω a linearly ordered metric space and µ a finite measure. The choice of Ω = {1, . . . , K 1 }×{1, . . . , K 2 } and µ being the counting measure would then lead to Definition 5. We have not gone down this path since this formalism would not be particularly useful in practice anyway. Note, however, that Definitions 3 and 5 are compatible in this way, with the difference between them stemming from the change of measure, as depicted in the following lemma.
be the pointwise continuation of M, i.e. the kernel k of F is given by
2. For δ ∈ [0, 1) such that δK 1 ∈ N 0 we have Tr δ 2 (F )
3. For δ ∈ [0, 1) such that δK 1 ∈ N 0 and δK 2 ∈ N 0 we have Tr δ (F ) = K −1 1 K −1 2 Tr δ (M). Proof. We only show the first part, since the other two parts are similar.
Let g i,j (t, s) = √
we can express F as
It now follows from linearity of shifted partial tracing that
) . (6.9)
Since I K i,j is a cartesian product of two intervals, we can write I K i,j = I K i × I K j . Then g i,j = g (1)
j (s) =
i ⊗ g
i ⊗ g (1) k ⊗ g
k )⊗ (g (2) j ⊗ g
l ) and hence by Definition 9 we have Tr δ 1 (g i,j ⊗ g k,l ) = Tr δ (g (2) j ⊗ g (2) l )g (1) i ⊗ g (1) k . Note that Tr δ (g (1) j ⊗ g (1) l ) = 1 [j=l+δK1] , hence from (6.9) we have
k . (6.10)
Thus it is Tr δ 1 (F )
, while in the discrete case we
from Definition 5.
Note that we have actually proven something more general. We can write from (6.10) that the kernel of Tr δ 1 (F ) is
where the term inside the parentheses is almost the (i, k)-th element of discrete partial tracing, but instead of summing in the discrete case we have to average in the continuous case (which corresponds to the difference between the Lebesque measure on piecewise constant function on [0, 1] with at most K jumps and the counting measure on the set {1, . . . , K}).
B. Toeplitz Averaging, Circulant Matrices and Fourier Transform
We begin this section by showing that a self-adjoint stationary integral operator on L 2 [0, 1] has the Fourier basis as its eigenbasis. We work with L 2 [0, 1] for simplicity, the argument translates easily to higher dimensions.
Let To see that the previous expansion is in fact an eigen-decomposition, note that for l = 0, 1, . . ., we have and similarly for −l ∈ N due to self-adjointness. The previous justifies the definition of the Toeplitz averaging operator in the continuous case. In the discrete case, there is also a relation between stationary operators and the Fourier transform. It is a well known fact in the time series literature that the periodogram is both the real part of the DFT of the autocovariance function, i.e. of the first row of the (Toeplitz) covariance matrix, and the squared DFT of the data [5] . This is a consequence of the Wiener-Khinchin theorem, and it allows one to compute the autocovariance function fast using the FFT. It is straightforward to show that the previous generalizes to the case of 2D data, which is done next for completeness.
Note that in the case of a 1D time series, the 2D covariance operator is captured by the 1D autocovariance. In the case of a 2D datum X ∈ R K1×K2 , the 4D covariance operator C ∈ R K1×K2×K1×K2 will be captured by the 2D symbol Γ ∈ R K1×K2 . The latter is defined as
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The DFT of X, denoted as Z, is defined by
where ω = 2π/K 1 and θ = 2π/K 2 . Thus plugging the DFT of X into Γ, we obtain
where W is the inverse DFT applied to the DFT of X squared element-wise. Symbolically W = ifft |fft(X)| 2 , where | · | 2 is applied element-wise. This shows that Ta(X ⊗ X) can be calculated fast using the FFT.
The operator Ta(·) is linear. Hence, with regards to the tractability of the estimator (3.7), it remains now to show that Ta(F⊗ G) can be evaluated efficiently for F ∈ R K1×K1 and G ∈ R K2×K2 . This is straightforward. For example, Ta(F⊗ G) [1, 1, 1, 1] is the average of the diagonal elements of F⊗ G, which can be calculated as a product of the average diagonal element of F and average diagonal element of G. Also Ta(F⊗ G) ∈ R K1×K2×K1×K2 can be stored in the "autocovariance form" as an element of R K1×K2 . Altogether, the memory complexity and the number of operations needed for computing the estimator (3.7) in the case of
The remainder of the section is devoted to showing that a matrix-vector product involving a Toeplitz matrix can be calculated efficiently. For this, we will need circulant matrices, c.f. [10] . Recall that matrix Q ∈ R m×n is circulant if Q = (q ij ) = (q j−i+1 mod n ), where q ∈ R n is the symbol of the matrix, i.e. q is the first row of Q. Every circulant matrix is obviously a Toeplitz matrix. Contrarily, every Toeplitz matrix can be embedded into a larger circulant matrix (note that this embedding is not unique). For example, a symmetric Toeplitz matrix T ∈ R n×n with symbol t ∈ R n can be embedded into a symmetric circulant matrix Q ∈ R (2n−1)×(2n−1) with symbol q = (t 1 , . . . , t n , t n , . . . , t 2 ). In the case of n = 3, we have
This embedding is useful due to the well known fact that circulant matrices are diagonalizable by the DFT, hence Q = E * diag(λ)E, where E is matrix with the discrete Fourier basis in its columns, i.e. E[j, k] = 1 √ n e 2πijk/n . Hence the eigenvalues of Q can be calculated as the FFT of the symbol q, namely λ = fft(q). This implies that a matrix-vector product involving a circulant matrix can be calculated in O(n log n) as
where ifft(·) is the inverse FFT. Thus using the circulant embedding, the product of a Toeplitz matrix T ∈ R n×n with a vector v ∈ R n can also be calculated in O(n log n):
The previous machinery can be naturally extended to higher dimensions, using two-level Toeplitz (resp. circulant) matrices, i.e. Toeplitz (resp. circulant) block matrices with Toeplitz (resp. circulant) blocks. For example, the tensor-matrix product BX can be written as B mat vec(X), where B mat is the matricization of B, which is a two-level Toeplitz matrix. This product can be calculated by embedding B mat into a two-level circulant matrix Q mat and using analogs of (6.11) and (6.12) . Notably, equation (6.11) becomes
where 2Dfft is the 2D DFT, i2Dfft is its inverse counterpart, and Γ ∈ R (2K1−1)×(2K2−1) is the symbol of Q, which is the tensorization of Q mat . Note that the K 1 × K 2 top-left sub-matrix of Γ is the symbol of B.
C. Alternating Least Squares Algorithm
Consider the optimization problem (3.11) for H 1 , H 2 = L 2 [0, 1]. Denoting C l = C − B (l−1) , the problem can be rewritten on the level of kernels as min
For g ∈ L 2 [0, 1] 2 arbitrary, let
The function L g is smooth in , thus the solution of (6.13) must satisfy L g (0) = 0. Hence we have
Since this holds for any g, it must be I t,t = 0 from which we obtain By similar means, the solution to problem (3.12) is found to be
One can verify that the discrete counterparts to (6.14) and (6.15), i.e. 
D. Low-rank Matrix Completion
In this section, we demonstrate how the methodology of [11] based on matrix completion (MC) can be lifted to the case of 2D data using partial tracing as a dimension-reduction technique. Since we only use the MC approach as a benchmark in the simulation study, we do not pay special attention to the extra assumptions needed or to generalize the convergence rates provided in [11] . We just briefly lay out how the MC approach can be used. Consider model (3.1) with B banded by δ. Further assume that A 1 and A 2 are low-rank and analytic and that B has continuous kernel. The latter is possibly unnecessary, but useful for the ease of exposition. Firstly, note that B 1 := Tr 1 (B) (with kernel b 1 ) and B 2 := Tr 2 (B) (with kernel b 2 ) are both banded by δ. To see this, note that
where the integrand is zero whenever |t − t | ≥ δ. Secondly, we have
hence partial tracing splits our covariance into sum of a low-rank, analytic part, and a banded part. Hence, after C N is plugged in for C in the previous formulae, matrix completion [11] can be used to recover an estimate for A 1 from (6.17) and an estimate for A 2 from (6.18) in the case of discrete measurements on a grid. Once When we wish to ensure that results of shifted partial tracing are symmetric, we have several options:
1. symmetrizing the results of shifted partial tracing, for example setting A 1 = 1 2 Tr δ 1 ( C N ) + (Tr δ 1 ( C N )) * , 2. inducing the extra symmetry of the covariance, for example A 1 = Tr δ 1 ( C N ) with c N (t, s, t , s ) = These options are equivalent due to the symmetry of C N and the fact that adjoining commutes with any linear operator, hence also with shifted partial tracing. Developing our theory as suggested by option (3) above is straightforward, merely lengthening all the calculations. In practice, option (1) is preferable for computational reasons.
Shifted partial tracing (even the symmetrized one) applied to a positive semi-definite (PSD) operator does not necessarily lead to a PSD operator. In the case of the original operator C being separable, it is easy to see 30 that either Tr δ 1 C 0 or −Tr δ 1 C 0, so a potential sign flip is enough to ensure PSD. However, C N is usually not separable even when the original covariance C is. Nonetheless, C N is still a natural estimator of C and, from our experience, the potential sign flip usually solves the problem. If need be, the eigendecomposition can be calculated and negative eigenvalues set to zero. In the discrete case, this requires O(K 3 ) operations and thus it is computationally feasible.
Let us now focus on Toeplitz averaging. Since the argument in (3.7) is symmetric, and since the symmetry is obviously preserved, we only have to discuss positive semi-definiteness. Unfortunately, the argument C N − A 1⊗ A 2 is not necessarily PSD and thus B may also not be. However, using Bochner's theorem the same way as in [16] , the positive semi-definite projection of B can be found. In the discrete case, the matricization of B can be embedded into a two-level circulant matrix with symbol Γ (see Appendix B). Subsequently, the DFT is applied to Γ to obtain the eigenvalues, negative eigenvalues are set to zero, and and the result is transformed back via the inverse DFT, giving the positive part of B. This procedure requires O(K 2 log K) operations when the FFT is used.
If we do not assume that B is stationary and use estimator (3.6), we can make it positive directly via eigendecomposition, which takes O(K 4 ) operations in the discrete case.
F. Proofs of Asymptotic Results
We begin with an auxiliary result that will be used to prove Theorem 1.
Lemma 4.
1. Let Z ∈ S 1 (L 2 [0, 1] 2 ) be a Gaussian random element. Then Tr δ 1 (Z) and Tr δ 2 (Z) are Gaussian random elements of S 1 (L 2 [0, 1] 2 ). 2. Let Z ∈ S 1 (L 2 [0, 1] 2 ) be a Gaussian random element. Then Ta(Z) is a Gaussian random elements of S 1 (L 2 [0, 1] 2 ). 3. Let Z ∈ S 1 (L 2 [0, 1]) be a Gaussian random element and F ∈ S 1 (L 2 [0, 1]). Then Z⊗ F and F⊗ Z are Gaussian random elements in S 1 (L 2 [0, 1] 2 ).
Proof. Firstly, note that a random element Z ∈ S 1 (L 2 [0, 1] 2 ) is Gaussian if, for any G ∈ S ∞ (L 2 [0, 1] 2 ), Tr(GZ) is Gaussian [4] . Secondly, for an operator F : B 1 → B 2 , its adjoint F : B 2 → B 1 is defined so for any G ∈ B 2 we have F G = GF .
1. This follows immediately from the above and formula (6.4). 2. For Ta : S 1 (L 2 [0, 1] 2 ) → S 1 (L 2 [0, 1] 2 ), the adjoint Ta : S ∞ (L 2 [0, 1] 2 ) → S ∞ (L 2 [0, 1] 2 ) satisfies Ta (G) = G Ta for any G ∈ S ∞ (L 2 [0, 1] 2 ). Hence Tr(G Ta(Z)) = Tr(Ta (G)Z), where Ta (G) ∈ S ∞ (L 2 [0, 1] 2 ). 3. This is Proposition 1.2 in the supplementary material of [1] . A proof can be found there.
Proof. (of Theorem 1)
We begin with the asymptotic Gaussianity of A 1 . We have from linearity
where the convergence follows from the Continuous Mapping Theorem (CMT) in the Banach space. Tr δ 1 (Z) is Gaussian by Lemma 4. Its mean being zero follows from linearity of Tr δ 1 . The asymptotic Gaussianity of A 2 follows in a similar way, but this time the CMT has to be applied using where we used again the CMT. Since Tr δ 2 (Z) is Gaussian again by Lemma 4 and Tr δ (Z) is Gaussian from the definition, the whole limit is Gaussian. The mean is zero from linearity.
Finally, we turn our attention to B:
Recall that in our model it holds A 1⊗ A 2 = Plugging this back to (6.19 ) and using the CMT again, we obtain The right-hand side before Toeplitz averaging is Gaussian again due to the reasons above. And by the previous lemma it remains Gaussian after Toeplitz averaging. Now we move our attention to Theorem 2. The following auxiliary result will be needed.
Lemma 5. Let Z 1 , . . . , Z K be i.i.d. random variables with finite second moments. Then
Proof. The claim follows from the Cauchy-Schwartz inequality followed by the arithmetic-geometric mean inequality:
Proof. ( of Theorem 2, pointwise sampling scheme S1) We begin with by the bias-variance decomposition
For the bias term, we first distribute the norm calculation over the grid:
a K 1 (t, t )a K 2 (s, s ) − a 1 (t, t )a 2 (s, s ) 2 dtdsdt ds .
Since a K 1 (t, s)a K 2 (s, s ) = a K 1 (t i , t k )a K 2 (t j , s l ) on I K i,j × I K k,l , it follows from Lipschitz continuity that |a K 1 (t, t )a K 2 (s, s ) − a 1 (t, t )a 2 (s, s )| ≤ L sup t,s,t ,s ∈I K i,j ×I K k,l (t, s, t , s ) − (t i , s j , t k , s l ) 2 ≤ 4 1/4 K −1 L , which implies the bound for the bias term. It remains to show that the variance term is O P (N −1 ) uniformly in K.
Since Tr δ (A) > 0 and δ K = δK /K δ, due to continuity of kernel a there exist K 0 ∈ N such that Tr δ K (A) > 0 for any K ≥ K 0 . Assume from now on that K ≥ K 0 .
Using that
in our model, it follows from the triangle inequality that
Tr δ K ( C K N )
Tr δ K ( C K N − C K ) .
(6.20)
Now we treat different terms separately. The numerators will be shown to be O P (1), as well as 1/ Tr δ K ( C K N ) , while the remaining terms will be shown to be O P (N −1/2 ); all these rates being uniform in K. To simplify the notation, we denote k := k + δ K K and K := (1 − δ K )K.
Firstly, we show that Tr δ K 1 ( C K N − C K ) 2 = O P (N −1/2 ) uniformly in K. To that end, since C K = E(X ⊗ X) and using Lemma 3, we have
If we denote Z K n,i,j := Note the different powers of K in (6.22) and (6.23). This reflects that the concentration of measurement error is weaker when averaging is performed over both time and space (when shifted tracing is used) in comparison to averaging only over either time or space (when shifted partial tracing is used). Now let us focus on the numerators in (6.20), for example:
where the second term is O P (N −1/2 ) uniformly in K, while the first term is clearly bounded by sup t,s,t ,s ∈[0,1] c(t, s, t , s ) < ∞, hence Tr δ K 1 ( C K N ) 2 is O P (1) uniformly in K. Similarly for the other two numerator terms.
Finally, we consider the denominators in (6.20) . The reverse triangle inequality implies
where the second term is again O P (N −1/2 ) uniformly in K as shown above, and the first term is bounded away from 0 uniformly in K (for large enough K) due to continuity of the kernel a of the separable part A and the assumption Tr δ K (A) > 0, because Tr δ K (A) = Tr δ K (C). Hence 1/ Tr δ K ( C K N ) is O P (1) uniformly in K.
The proof is complete upon collecting the rates for the different terms in (6.20) .
The proof of the theorem in the case of pixel-wise sampling scheme (S2) is in many regards similar, but some arguments are slightly more subtle.
Proof. ( of Theorem 2, pixel-wise sampling scheme S2)
We begin again the by the bias-variance decomposition and bound the bias term in the same manner. For the variance term, we use the triangle inequality treat all the terms in (6.20) separately. The fractions are also treated the same way as before and the conclusion of the proof will follow similarly, once it is established that
and Tr δ K ( C K N − C K ) are all O P (N −1/2 ) uniformly in K. Establishing these rates for the pointwise sampling scheme (S1) was the bulk of the previous proof, and now we will establish the same for the pixel-wise sampling scheme (S2).
We begin with Tr δ K 1 ( C K N − C K )
