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In this note we are going to study splitting of local cohomology of syzy-
gies (in a minimal resolution) of the residue ﬁeld K of a local ring A of
dimension n with maximal ideal m and its ramiﬁcations. The main focus
of such a study stems from the canonical element conjecture (henceforth
CEC) due to M. Hochster. Hochster conjectured [8] that the direct limit
map θn ExtnAK Sn → HnmSn should be non-null. More speciﬁcally he
asserted that θn (class of IdSn = 0—he introduced this element as the
canonical element of the local ring A. In an earlier note [1] we showed
that this ηA arises in a very natural way via the following commutative
diagram
K
δ0→Ext1AK S1
δ1→Ext2AK S2 → · · ·
δn−1→ExtnAK Sn∥∥∥
θ1
θ2
θn
H0mK
δ˜0→H1mS1
δ˜1 →H2mS2 → · · ·
δ˜n−1→HnmSn
where δiδ˜i are the connecting homomorphisms. It is very easy to check
that ηA is nothing but the image of 1 ∈ K in the above diagram. We have
already shown [2, Theorem 3.2] ηiA = θi(Id Si is non-null for 0 ≤ i ≤
n− 1. Since this result will play a signiﬁcant role in this paper, we here pro-
vide another shorter and simpler proof (Theorem 1.2)—the idea involved
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in the proof leads to a new understanding of CEC in relation to minimal
resolutions of modules of ﬁnite length over A (Remark 1.3). Let us denote
by Ki (isomorphic to K) the submodule generated by η
i
A for 1 ≤ i ≤ n− 1.
In one of our main theorems (1.4) we prove that when CEC holds in A,
Ki is a direct summand of Him Si for 1 ≤ i ≤ n − 1; conversely if the
depth of Hn−1m Av—v = Hom— E E = injective hull of K over A)
is positive and if Kn−1 is a summand of Hn−1m Sn−1, CEC holds in A.
The condition that the depth Hn−1m Av > 0 is automatically satisﬁed when
we change A to AX. This change is acceptable since we have already
shown that A satisﬁes CEC if and only if AX does also [3, 8]. So for
the validity of CEC it is both necessary and sufﬁcient to establish that for
any local ring A of dimension nKn−1 is a summand of Hn−1m Sn−1. The
proof of the above theorem unveils the equivalence of several other criteria
[1, 4, 8] in a very natural way (Remark 1.5). In this respect I would like to
draw the reader’s attention speciﬁcally to the equivalent assertion that the
direct limit map α ExtnAK → Hnm is non-null, where  denotes a
canonical module for A. Actually it is equivalent to showing that if R is a
complete Gorenstein ring of dimension n such that A = R/I, then the edge
homomorphism α′ ExtnAK → ExtnRKR is non-null 3 4 (obtained
via base change from R to A). We made extensive use of the local duality
theorem and dualizing complex to achieve the above equivalences. How-
ever, the proof of the above theorem establishes such equivalences in an
amazingly straightforward way. Moreover it points out the inherent rela-
tion with other local cohomology modules HimSi, 1 ≤ i ≤ n− 1, in a very
natural way.
Our next theorem shows that Ki is a summand of HimSi for
1 ≤ i ≤ n − 2. Then we investigate the question of how Kn−1 can
become a summand of Hn−1m Sn−1. We ﬁrst show that this question relates
to the image of ηn−1A being non-null in H
n−1
m Sn−1/xSn−1 for a suitable
non-zero divisor x (1.7). Then we establish Theorem 1.8 which essen-
tially means that for x ∈ m − m2, the image of ηn−1A is non-null in
Hn−1m Sn−1/xSn−1 if and only if A/xA satisﬁes CEC. In (1.9) we show that
the image of ηiA is non-null in H
i
mSi/xSi for any non-zero divisor x in m,
1 ≤ i ≤ n− 2.
We used the dualizing complex to obtain several important cases of the
CEC (see the introduction to Section 2.1). Most of these results are derived
as a consequence of the following theorem [4, Theorem 1.4]: Let A be a
complete local ring such that p (the mixed characteristic) > 0 is a non-
zero divisor on A and Ext1RAR = 0. Then A satisﬁes CEC. By using the
method described in Section 1, we derive the above result (Theorem 2.1)
without requiring that p should be a non-zero divisor. This proof is elegant
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and very straightforward. Moreover this result enables us to generalize the
special cases already proved in [4].
Hochster proved CEC in the equicharacteristic case [8]. In the same
paper he established that CEC occupies a central position among a host
of homological conjectures still open in the mixed characteristic and
that it implies the Improved New Intersection Conjecture due to Evans
and Grifﬁth (henceforth INIC). We proved the implication in the other
direction [1] and hence INIC is equivalent to CEC. Since we will use INIC
in one of our proofs, we state it here.
Improved New Intersection Conjecture. Let AmK be a local ring
and let F• be a complex of ﬁnitely generated free modules
0→ Fs → Fs−1 → · · · → F0 → 0
such that HiF• < ∞ for i > 0 and H0F• has a minimal generator
annihilated by an m-primary ideal. Then dimension of A ≤ s.
Evans and Grifﬁth formulated and proved this conjecture in the equichar-
acteristic case [5].
Notations. We will denote by A (or AmK) a local ring of dimension
n, m its maximal ideal, and K= A/m the residue ﬁeld. Si will denote the
ith syzygy of K in a minimal resolution of K over A and Ti will denote the
same in a minimal resolution of K over A = A/xA, when x is a non-zero
divisor of A in m. For any A-module M and an A-linear map f  M → N ,
M will stand for M/xM and f¯  M → N the corresponding map induced
by f . We will write M∗ for HomAMA and f ∗ N∗ → M∗ the dual map
induced by f . Usually we will denote by ηi the natural surjection Si → Si
and by η˜i HimSi → HimSi the corresponding map on the ith local coho-
mologies. WiLi will denote the ith syzygy of A/mt A/mtA in a minimal
resolution of A/mt A/mtA over A A. η
i
A will denote the image of Id Si
in the direct limit map θi ExtiAK Si → HimSi for 1 ≤ i ≤ n and Ki will
denote the submodule generated by ηiA .
1
Let AmK be a local ring of dimension n (henceforth A). Let
Si denote the ith syzygy of K in a minimal resolution Asi dii≥ 0. Let
Ati dii≥0 denote a minimal resolution of A/mt and let Wi denote the
ith syzygy of A/mt in this resolution. Let φii≥ 0 denote a lift of the nat-
ural surjection A/mt → A/m. We then have the following commutative
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diagram
0 → Wn → Atn−1 →··· →At1 → A →A/mt →0
φn
φn−1
φ1
id

0 → Sn → Asn−1 →··· →As1 → A → A/m →0
(1)
(We are also denoting by φn the induced map from Wn → Sn, when there
is no scope of ambiguity.) CEC asserts that for all t > 0, the class of φn in
ExtnAA/mt Sn is non-null. In order to prove the conjecture it is enough
to prove the above statement for t  0.
1.1. Observation [1]. From the minimal resolution of K we obtain the
following short exact sequences
0→ Sn → Asn−1 → Sn−1 → 0 0→ Sn−1 → Asn−2 → Sn−2 → 0 $ $ $ $
0→ Si → Asi−1 → Si−1 → 0 $ $ $  0→ S1 → A→ K → 0$
The above exact sequences give rise to the following commutative diagram:
K
δ0→Ext1AK S1
δ1→Ext2K S2
δ2→ · · · →Extn−1K Sn−1
δn−1→ExtnAK Snθ0 = Id
θ1
θ2
θn−1
θn
H0mK
δ˜0→ H1mS1
δ˜1→ H2mS2
δ˜2→ · · · →Hn−1m Sn−1
δ˜n−1→ HnmSn
∗
Here all the horizontal maps are connecting homomorphisms obtained
from the short exact sequences above.
Let us denote by ηiA the image θi (class of IdSi). It is easy to check that δi
(class of IdSi) = (class of IdSi+1 ) and δ˜iη
i
A  = ηi+1A . Thus it follows easily
from the above commutative diagram that ηA is nothing but the image of
1 ∈ K at the upper left-hand corner. This observation will play a crucial
role in the proof of Theorem 1.4.
1.2. We have already proved the following theorem in [2, Theorem 3.2].
Since it occupies a crucial position for the validity of our results in this
paper, we provide a shorter and simpler proof below. Moreover the idea in
the proof leads to a new version of CEC in relation to minimal resolutions
of modules of ﬁnite length (Remark 1.3).
Theorem (with notations as above). ηiA = θi (class of IdSi) is non-null
in HimSi for 0 ≤ i ≤ n− 1.
Proof. We here prove the assertion for i = n− 1. (Similar proof holds
for any i < n− 1.) If possible let ηn−1A = 0. This means that for t  0, the
class of φn−1 φn−1 Wn−1 → Sn−1 is null in Extn−1A A/mt Sn−1. Hence
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there exists a map hn−2 Atn−2 → Sn−1 such that φn−1 = hn−2 ◦ in−1 where
in−1 denotes the natural inclusion of Wn−1 into Atn−2 . Changing φn−1 by
φn−1 − hn−2 ◦ in−1 and φn−2φn−2 Atn−2 → Asn−2 by φ˜n−2 = φn−2 − jn−1 ◦
hn−2 (jn−1 denotes the natural inclusion of Sn−1 into Asn−2 ) we obtain the
following commutative diagram.
0 →Wn−1 → Atn−2 → Wn−2 → 00
φ˜n−2
φn−2
0 → Sn−1 → Asn−2
j→ Sn−2 → 0
Hence there exists fn−2 Wn−2 → Asn−2 such that
φn−2 = j · fn−2$ (1)
We now consider the following commutative diagram
0 → Wn−2 → Atn−3 → · · · → At1 → A →A/mt → 0φn−2
φn−3
φ1
id

0 → Sn−2 → Asn−2 → · · · → As1 → A → A/m → 0
(2)
Applying Hom(−A) to (2) we obtain the following commutative
diagram (here M∗ = HomAMA for any A-module M):
0 → A → As∗1 → · · · → As∗n−3 → Im → 0
id
φ∗1
φ∗n−3

0 → A → At∗1 → · · · → At∗n−3 → I˜m → 0
gn−3
gn−4
g0

→ An−2 →An−3 →An−4 → · · · → A0 →W ∗n−2 → 0
(3)
Here Im = ImageAs∗n−3 → As∗n−2, I˜m = ImageAt∗n−3 → At∗n−2, the last
row is a minimal resolution of W ∗n−2, and gii≥ 0 denotes a lift of the natural
inclusion I˜m ↪→ W ∗n−2. Note that the composition of Im ↪→ I˜m ↪→ W ∗n−2 is
φ∗n−2Im.
We now make the following claim.
Claim. Im gn−3 ⊂ mAn−3 .
Proof of the Claim. If possible let Im gn−3 ⊂ mAn−3 . Then the mapping
cone of gii≥ 0 will give rise to a complex F•,
→ An−1 → A⊕An−2 → At∗1 ⊕An−3 → · · · → At∗n−3 ⊕A1 → Ao → 0
where HiF•= Extn−2−iA A/mtA is a module of ﬁnite length for every
i ≥ 0. This can be easily seen by noticing that in the middle row of (3),
local cohomology of syzygies 173
homologies are ExtiAA/mtA for i < n − 3 and coker d∗n−3 = G˜ is the
middle term in the following exact sequence
0→ Extn−3A/mtA → G˜→ I˜m→ 0$
Let p> 0 denote the characteristic of A/m. Tensor F• with A = A/pA
and obtain F•:
→ An−1 → A⊕ An−2 → At∗1 ⊕ An−3 → · · · → At∗n−3 ⊕ A1 → A0 → 0$
Note that HiF• < ∞ for i ≥ 0. Applying Hom A− A to part of F•
we obtain the following complex.
0→ A∗0 → A∗1 ⊕ Atn−3 → · · · → A∗n−3 ⊕ At1 → A∗n−2 ⊕ A→ 0$
We denote this complex by F∗• . It is easy to check that HiF∗•  <∞ for
i > 0 and H0F∗•  has a minimal generator (the image of 0 1¯ ∈ A
∗
n−2 ⊕
A) annihilated by an m A-primary ideal. Since the length of F∗• is n − 2,
we arrive at a contradiction due to the validity of INIC in the positive
characteristic. Hence
Im gn−3 ⊂ mAn−3 · · · $ (4)
Next consider j · fn−2 Wn−2 → Sn−2. This gives rise to
f ∗n−2 • j∗  Im
j∗→As∗n−2
❅
❅❅❘
f
∗
n−2
W ∗n−2
and we obtain the following commutative diagram
0 → A → As∗1 → · · · → As∗n−3 → Im → 0d∗n−2
j
∗
0 → As∗n−2
Id
→ As∗n−2 → 00
ξn−2
f
∗
n−2
An−2 →An−3 → An−4 → · · · →A1 → A0 → W ∗n−2 → 0
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where ξn−2 is a lift of f
∗
n−2. Thus f
∗
n−2 · j∗ can be lifted by qii≥0 such
that
q0 = ξn−2 · d∗n−2 and qi = 0 for i > 0$ (5)
By (1), φ∗n−2 = f ∗n−2 · j∗. This implies that qii≥0 and gi · φ∗n−3−i are
homotopic. However, this leads to a contradiction due to (4) and (5).
Hence ηn−1A = 0.
1.3. Remark. The same idea would work to prove that ηA = 0 provided
we knew that in the following commutative diagram (notations as above)
0 → A → At∗1 → · · · →At∗n−2 → Im′ → 0g′n−2
g′n−3
g′0

A
′
n−1 →A′n−2 →A′n−3 →· · · → A′0 →W ∗n−1 → 0
(1)
Im g′n−2 ⊂ mA
′
n−2 . Here Im′ = Im d∗n−1 and A
′
i  di denote a minimal
resolution of W ∗n−1. Hence the following statement is easy to deduce (by
repeating the same technique for any module of ﬁnite length instead of
A/mt):
CEC holds over any local ring A of dimension n if and only if for
any module of ﬁnite length M with minimal resolution Ati dii≥0 over
A, Im g′n−2 ⊂ mA
′
n−2 where Wn−1 = syzn−1M, Im′ = Im d∗n−1, and g′i
denotes a lift of the natural inclusion Im′ ↪→ W ∗n−1.
1.4. Next we are going to prove one of the main theorems of this paper.
Let us denote by Ki K the submodule generated by ηiA for 1 ≤ i ≤ n.
Theorem. Suppose that CEC holds in A. Then Ki is a direct summand
of HimSi for 0 ≤ i ≤ n − 1. Conversely if the depth of Hn−1m Av−v =
Hom− E is positive and if Kn−1 is a summand of Hn−1m Sn−1, the CEC
holds in A.
Proof. Without any loss of generality we can assume that A is complete
local. Then there exists a complete Gorenstein ring R such that A = R/I
and dimR = dimA. Write  = HomRAR—canonical module for A.
We have, by local duality, HimSiv = HomAHimSi E  Extn−iR Si R
and Hn−1m Av  Ext1RAR. Write αi = θi · δi−1 · · · · · δ0. (See ∗ in 1.1.)
Let ψi denote the map Ext
n−i
A Si → Extn−iR Si R  HimSiv (edge
homomorphism in the spectral sequence obtained by base change from R
to A for the A-module Si).
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Applying Hom− E to ∗ in 1.1 we obtain the following commutative
diagram:
HomSn
ψn → HnmSnv
αvn →Kv = K
↓ ↓ 
Ext1ASn−1
ψn−1→ Hn−1m Sn−1v
αvn−1→ Kv = K
↓  ↓ 
Ext2ASn−2
ψn−2→ Hn−2m Sn−2v
αvn−2→ Kv = K
↓  ↓ 
$$$
$$$
$$$
↓  ↓ 
Extn−iA Si
ψi → HimSiv
αvi →Kv = K
↓  ↓ 
$$$
$$$
$$$
↓  ↓ 
ExtnAK
ψ0→ H0mKv ↼ ⇁ Kv = K
∗∗
Assume that CEC holds in A. Then αvn · ψn = 0. Hence by commutativity,
we obtain from ∗∗ that αvi ◦ψi = 0. This implies that Ki is a summand of
HimSi for 0 ≤ i ≤ n− 1.
Conversely let us assume that Kn−1 is a summand of Hn−1m Sn−1 and
depth Ext1RAR > 0.
Consider the short exact sequence
0→ Sn → Asn−1 → Sn−1 → 0 · · · $ (1)
Applying HomR− R we obtain the following exact sequence
0→ HomRSn−1 R → HomRAsn−1 R → HomSnR → Ext1RSn−1 R$
Recall that for any A -module M , HomRMR = HomAM. Applying
HomA− we obtain
0→ HomASn−1 → HomAAtn−1
→ HomASn → Ext1ASn−1 → 0$
Thus ψn−1 Ext1ASn−1 → Ext1RSn−1 R is injective and we have the
following exact sequence
0→ Ext1ASn−1
ψn−1−→ Ext1RSn−1 R
→ HomASn−1Ext1RAR · · · $ (2)
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(Note that the above sequence is the ﬁrst three terms of the exact sequence
consisting of ﬁve terms obtained from the spectral sequence for the base
change from R to A for the module Sn−1.) Since depth Ext
1
RAR >
0H0mExt1RSn−1 R = Ext1ASn−1 = ExtnAK (by (2)).
Since Kn−1 is a summand of Hn−1m Sn−1Kvn−1= K is a summand
of Hn−1m Sn−1v = Ext1RSn−1 R and hence by above, is a summand
of ExtnAK. This implies from ∗∗ that αvn−1 ◦ ψn−1 = 0. Since
HomASn → Ext1ASn−1 is onto, we obtain that αvn ◦ ψn = 0. Thus
ηA = 0. Hence the theorem.
Corollary. CEC holds for all local rings ⇐⇒ for any positive integer n
and for any local ring A of dimension n, Kn−1 is a summand of Hn−1m Sn−1.
Proof. Note that CEC holds in A if and only if it holds in AX
[3, 8]. Since depth Ext1RXAX RX > 0, we are done by the above
theorem.
1.5. Remark. We would like to draw the reader’s attention to the com-
mutative diagram ∗∗. This diagram brings forth a very natural proof of
the following statement: ηA = 0 if and only if the edge homomorphism
ExtnAK → ExtnRKR is non-null. This in turn establishes the fact
that ηA = 0 if and only if the composite ExtnAK → Hnm → EA is
non-null.
Previous proofs of the above equivalences and their ramiﬁcations in
[3, 4, 8] used injective resolutions and never brought out the inherent con-
nection between ExtnAK and HimSiv for 0 ≤ i ≤ n.
1.6. We continue with the previous notations.
Theorem. Ki is a summand of HimSi for 1 ≤ i ≤ n − 2. (Ki is the
submodule generated by ηiA for i ≤ i ≤ n.)
Proof. Due to our discussion in (1.1) and Theorem 1.2 it is enough to
show that δ˜n−2Hn−2m Sn−2 is a vector space in Hn−1m Sn−1. (This would
imply that ηiA ∈ mHimSi.)
We intend to prove a more general result in the following proposition.
Proposition. Consider the short exact sequence
0→ Si+1 → Asi → Si → 0$ (1)
Then the image of Hn−2m Si is a ﬁnite dimensional subspace of Hn−1m Si+1.
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Proof of the Proposition. We ﬁrst recall the following result due to
Schenzel [17, Theorem 3]: Let A be a Noetheian local ring of dimension
n and M be a ﬁnitely generated module over A. Consider any system
of parameters x1 $ $ $  xn of A. Let rxM denote the intersection of the
annihilators of all the modules xt1 $ $ $  xti−1M xti/xt1 $ $ $  xti−1M i =
1 $ $ $  n, and t ≥ 1. Let Ji denote that annihilator of Hn−im M. Write
IM = J1J2 · · · Jn−1. Then IM ⊂ rxM.
We now make the following claim:
Claim. Let x1 $ $ $  xn−1 xn be a system of parameters for A such that
xn ∈ IM. Write J = x1 $ $ $  xn−1. Then HimM  HiJM for i < n− 1
and Hn−1m M is isomorphic to a submodule of Hn−1J A.
For a proof of the above claim we refer the reader to the proof of
Result 2 in [2]. There we proved it for the local ring A; however, the
same arguments work for M .
The point to be noticed from this proof is the fact that Hn−1m M =
lim−→t
0  xnM/xt1 $ $ $  xtn−1M where x1 $ $ $  xn are chosen as above; here
HomAA/xnAM/xt1 $ $ $  xtn−1M = 0  xnM/xt1 $ $ $  xtn−1M$
Now coming back to our proposition, we replace M by Si+1 and choose
xn ∈ IM ∩ IA. Applying 1 ⊗ A/xt1 $ $ $  xtn−1, we obtain an exact
sequence
0→ TorA1 SiA/xt1 $ $ $  xtn−1
→ Si+1/xt1 $ $ $  xtn−1Si+1 → Asi/xt1 $ $ $  xtn−1Asi $
Note that TorA1 SiA/xt1 $ $ $  xtn−1 = TorAi+1KA/xt1 $ $ $  xtn−1—a
ﬁnite dimensional vector space. Taking the direct limit, we obtain an exact
sequence:
0→L→ lim−→t0 xnSi+1/x
t
1$$$x
t
n−1Si+1→ lim−→t0 xnA
si/xt1$$$xtn−1Asi
where L = lim−→ Tor
A
1 SiA/xt1 $ $ $  xtn−1 = lim−→ (ﬁnite dimensional vector
spaces). Since L is contained in Hn−2m Si, it is a ﬁnite dimensional vector
space. Thus the image Hn−2m Si= L is a ﬁnite dimensional vector space.
This implies that δ˜n−2Hn−2m Sn−2 is a ﬁnite dimensional subspace of
Hn−1m Sn−1.
Remark. Consider the short exact sequence 0→ Si+1 → Asi → Si → 0.
Let x1 $ $ $  xn be any system of parameters forA. Then tensoring the above
sequence with A/xt1 $ $ $  xtn, taking the direct limit, and arguing as above
we obtain that the image Hn−1m Si is a ﬁnite dimensional subspace of
HnmSi+1.
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1.7. In order to understand how ηn−1A becomes a summand of
Hn−1m Sn−1, all we need to do is to make sure that ηn−1A ∈ mHn−1m Sn−1.
(Note that Hn−1m Sn−1/mHn−1m Sn−1 is a ﬁnite dimensional vector space.)
This implies that for any x in m ηn−1A ∈ xHn−1m Sn−1. Naturally one
would ask whether it is sufﬁcient also. To answer that question we have
the following lemma. Here we assume that A is a complete local ring.
Lemma. Suppose that depth Ext1RAR > 0. Then there exists x= 0 ∈
m such that mHn−1m Sn−1 = xHn−1m Sn−1.
Proof. Let us consider the exact sequence (2) from 1.4,
0→ Ext1ASn−1
ψn−1−→Ext1RSn−1 R → HomASn−1Ext1RAR$
Choose x ∈ m such that x is a non-zero divisor on Ext1RAR. Then x is a
non-zero divisor on HomASn−1Ext1RAR. Recall that Ext1ASn−1 =
ExtnAK—a vector space. Hence HomAA/m Ext1ASn−1 =
HomAA/m Ext1RSn−1 R and HomAA/xA Ext1ASn−1 = HomA
A/xA Ext1RSn−1 R. However, HomAA/m Ext1ASn−1 =
Ext1ASn−1  = HomAA/xA Ext1ASn−1. Again by local dual-
ity, HomAA/m, Ext1RSn−1 R = Hn−1m Sn−1/mHn−1m Sn−1v and
HomA A/xA Ext1RSn−1 R = Hn−1m Sn−1/xHn−1m Sn−1v. Thus
Hn−1m Sn−1/xHn−1m Sn−1 → Hn−1m Sn−1/mHn−1m Sn−1 is an isomorphism.
Hence mHn−1m Sn−1 = xHn−1m Sn−1.
1.8. The above observation leads us to study the following: consider the
map ηi Si → Si = Si/xSi where x is a non-zero divisor of A. We obtain
η˜i HimSi → HimSi and inquire: (i) When is η˜iηiA  = 0 and (ii) for
i = n − 1, does it have any important ramiﬁcation? These questions are
answered by the theorem below.
Let x be a non-zero divisor in m. Write A for A/xA and M for M/xM .
Let Ti denote the ith syzygy of K in a minimal resolution over A and let βi
denote the direct limit map ExtiAKTi → HimTi. Also let Li denote the
ith syzygy of A/mtA in a minimal resolution over A. Since x is a non-zero
divisor, we obtain the following exact sequence
0→ K → m¯→ m A → 0 $ $ $ $ (1)
When x ∈ m−m2, (1) splits and consequently we obtain the following
(a) Si = Ti ⊕ Ti−1 and
(b) If  Ari dii≥ 0 denotes a minimal resolution of K over A, then
 Asi dii≥ 0 is a direct sum of  Ari dii≥ 0 and  Ari d¯ii≥ 1. Shamash has
shown that  Ari dii≥ 0 can be obtained from Asi dii≥ 0 in a very natural
way [16, Proposition 2].
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When x ∈ m2, again one can obtain from Shamash [16, Theorem 1],
(c) a short exact sequence
0→Si → Ti → Ti−2 → 0
and
(d) a minimal resolution  Ari dii≥ 0 of K over A from Asi dii≥ 0.
Let ηi denote the natural surjection Si → Si. We have the following
commutative diagram
ExtiAK Si
ηi
↪→ ExtiAKSiθi
θ¯i
HimSi
η˜i→ HimSi
(obtained from the exact sequence 0→ Si
x→ Si →Si → 0 for i ≥ 1).
Now we state and prove our next theorem.
Theorem. If βi (class of IdTi) = 0, then η˜i ◦ θi (class of IdSi) = 0, 1 ≤
i ≤ n− 1. If x ∈ m−m2, the converse holds.
Proof. By the Artin–Rees Lemma we know ∃ r > 0 such that xA∩mt ⊂
xmt−r for t  0. Consider the commutative diagrams t  0 of short exact
sequences
and
Apply ⊗ A and obtain the following commutative diagrams
0 →0  xA/mt →mt/xmt →mtA → 00


0 → 0  xA/mt−r → mt−r/xmt−r →mt−rA → 0
∗
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and

✠
α
0 →0  xA/mt → mt/xmt g→ mtA → 00 φ¯1

ψ1
0 → K → m/xm γ→ m A → 0
∗∗
(for any A-module map f  M → N , we denote by f¯ the induced A-linear
map: M → N). It follows from ∗ and ∗∗ that for any module N over
A, for i ≥ 2,
HimN = lim→ Ext
i
AA/mtN = lim→ Ext
i−1
A mtN
= lim→ Ext
i−1
A mt/xmtN = lim→ Ext
i−1
A mtAN see∗ and ∗∗
= lim→ Ext
i
A A/mtAN = Him AN$
(It is obvious for i = 0 1; this is a well-known result in local cohomology.
We here provide a new proof in order to use the steps in this proof for our
purpose.)
If αi, γi, and gi denote lifts of α, γ, and g, respectively, to their
corresponding minimal resolutions, then ψi a lift of ψ1 (hence a lift
of the natural surjection A/mtA → A/m A) can be constructed by taking
ψi = γi · αi; moreover φ¯i is homotopic to αi · gi. Thus we obtain the
following diagram
Wi
gi→Li
φ¯i
 ✠
αi
ψi
Si
γi→Ti
(2)
such that ψi = γi ◦ αi and φ¯i is homotopic to αi · gi.
Now assume βi (class IdTi = 0 (for i ≥ 2). This means that for t  0,
(class of ψi) is non-null in Ext
i
A  A/mtA Ti. Since ψi = γi · αi, this implies
that (class of αi) is non-null in Ext
i
A  A/mtASi. Hence η˜i · θi (class of
IdSi) = the image of (class of φ¯i) in Ext
i
AA/mtSi = 0 φ¯i is homotopic
to αi · gi).
For the converse part, since x ∈ m−m2,
Si = Ti−1 ⊕ Ti$
Hence we have the following commutative diagram:
ExtiAKSi = ExtiAKTi−1 ⊕ ExtiAKTiθ¯i
θi1
θi2
HimSi = HimTi−1 ⊕ HimTi
(3)
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Let πi1 and πi2 denote the natural projections from Si to Ti−1 and Ti,
respectively. This means that
η¯i (class IdSi)=class of πi1 class of πi2 and
η˜i · θi (class of IdSi)=θi1 (class of πi1) θi2 (class of πi2)$
(4)
Note that γi = πi2.
From (2) we obtain that the image of (class of πi2) in Ext
i
AA/mt Ti =
the class of γi · φ¯i in ExtiAA/mt Ti = the class of γi · αi · gi in
ExtiAA/mt Ti = the class of ψi · gi in ExtiAA/mt Ti = the image of
(class of ψi) in Ext
i
A  A/mtA Ti.
Hence
θi2class of πi2 = βi class of IdTi$ (5)
The proof of our theorem will be complete by establishing the following
lemma.
Lemma. With the notations as above and x ∈ m − m2, θi1 (class of
πi1) = 0.
Proof of the Lemma. Since x ∈ m−m2 we recall (1), (a), and (b) from
Section 1.3. We obtain the following commutative diagram
0 → Si → Ari−1 →· · · → Ar1 → m → 0




0 → Si → Ari−1 →· · · → Ar1 → m¯ → 0




0→ Ti−1 → Asi−2 → · · · → A → K → 0
(6)
where the composites of the vertical arrows at the right end and the left
end are respectively π11 and πi1.
Breaking (6) via short exact sequences we obtain several commuta-
tive diagrams
0 → Si → Ari−1 → Si−1 → 0 $ $ $ 0 → S2 →Ar1 →m → 0





0 →Si → Ari−1 →Si−1 → 0 $ $ $ 0 →S2 → Ar1 → m¯ → 0





0 →Ti−1 → Asi−2 →Ti−2 → 0 $ $ $ 0 →T1 → A → K → 0
where the composite of the vertical maps at the th syzygy is π 1. This leads
to the following commutative diagram
Ext1AKK
δ1→ Ext2AKT1
δ2→ · · · δi−1→ ExtiAKTi−1θ11
θ21
θi1
0 = H1mK
δ˜1 → H2mT1
δ˜2 →· · · δ˜i−1 → HimTi−1
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In the above diagram δ (class of π 1) = (class of π+1 1. Hence
θi1 (class of πi1) = θi1δi−1 · · · δ1 class of π11
= δ˜i−1 · · · δ˜1θ11 class of π11
= δ˜i−1 · · · δ˜10
= 0$
Since, by assumption, η˜i ◦ θi (class of IdSi = 0, it is obvious that (4), (5),
and the above lemma establish the converse part of the theorem.
Corollary 1. Let A be a local ring of dimension n and let x be a non-
zero divisor. If A/xA satisﬁes CEC then η i A ∈ xHimSi for 1 ≤ i ≤ n − 1.
Conversely if x ∈ m−m2 and if ηn−1A ∈ xHn−1m Sn−1A/xA satisﬁes CEC.
The proof is obvious from the above theorem and the fact that
Hn−1m Sn−1/xHn−1m Sn−1 → Hn−1m Sn−1 is injective.
Corollary 2. Suppose that m−m2 ∩ annAHn−1m Sn−1 = φ. Let x ∈
m−m2 ∩ annAHn−1m Sn−1 be a non-zero divisor. ThenA/xA satisﬁes CEC.
The proof follows from the above theorem since η˜n−1 Hn−1m Sn−1 →
Hn−1m Sn−1 is injective.
1.9. In our next proposition we will establish that η i A , 1 ≤ i ≤ n − 2,
behaves well. We continue with our notations in the previous sections.
Proposition. Let A be a local ring of dimension n and x ∈ m be a non-
zero divisor. Then η˜iη i A  = 0 in HimSi for 1 ≤ i ≤ n− 2.
Proof. We prove it only for i = n− 2 since similar arguments work for
i < n− 2.
If possible let η˜n−2ηn−2 A  = 0. Consider the following commutative
diagram (diagram (2), 1.2)
0 →Wn−2
i→Atn−3 →· · · →At1 →A →A/mt → 0φn−2
φn−3
φ1
∥∥∥

0 → Sn−2
j→ Asn−3 →· · · →As1 →A → A/m → 0
(1)
Since η˜n−2ηn−2A  = 0, for t  0 there exists a map h¯n−3 Atn−3 → S¯n−2
such that φ¯n−2 = h¯n−3 · i. Lifting h¯n−3 by hn−3 Atn−3 → S¯n−2 we obtain
Imφn−2 − hn−3 · i ⊂ xSn−2. Without any loss of generality we can replace
φn−2 − hn−3 · i by φn−2 (changing φn−3 by φn−3 − j · hn−3) and thus
assume Imφn−2 ⊂ xSn−2. Since x is a non-zero divisor, there exists a map
fn−2 Wn−2 → Sn−2 such that
φn−2 = xfn−2$ (2)
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Applying Hom−A to (1), we obtain the following commutative
diagram
0 → A → As∗1 →· · · →As∗n−3 → Im → 0
id
φ∗1 φ∗n−3


0 → A → At∗1 →· · · →At∗n−3 → I˜m → 0
gn−3
gn−4
g0

An−2 → An−3 → An−4 →· · · → A0 →W ∗n−2 → 0
(3)
Here Im = ImageAs∗n−3 → As∗n−2 I˜m = Image(At∗n−3 → At∗n−2 ), the last row
is a minimal free resolution of W ∗n−2, and gi lifts the natural injection
I˜m ↪→ W ∗n−2. The composition of Im→ I˜m ↪→ W ∗n−2 is φ∗n−2Im.
By the claim in the proof of Theorem 1.2 we know that
Im gn−3 ⊂ mAn−3 $ (4)
The map fn−2 Wn−2 → Sn−2 gives rise to a map f ∗n−2 Im → W ∗n−2. Let
fi denote a lift of f ∗n−2. We then have the following commutative diagram:
0 →A → As∗ → · · · →As∗n−3 → Im → 0fn−3
fn−4
f0
f ∗n−2
→ An−3 → An−4 →· · · → A0 → W ∗n−2 → 0x
x
x
x
→An−3 → An−4 →· · · → A0 → W ∗n−2 → 0
(5)
It follows that xfj lifts xf ∗n−2 and Im xfn−3 ⊂ mAn−3 . Since xf ∗n−2 =
φ∗n−2 (from (2)), xfj must be homotopic to gj · φ∗n−3−j. However, this
leads to a contradiction since Im gn−3 ⊂ mAn−3 .
Thus η˜n−2ηn−2A  = 0.
Remark. The CEC will follow if we can show that for any x ∈ m−m2,
η˜n−2ηn−2A  is not in mHn−2m Sn−2/xSn−2.
2
In [4], we obtained the following special cases of CEC:
(1) Let A be a complete local normal domain. Suppose that the
canonical module  of A is S3. Then A satisﬁes CEC (Theorem 2.6).
(2) Let A be a complete local normal domain. We can assume A =
R/P , where R is a local Gorenstein ring: dimR = dimA. Then R/ satisﬁes
CEC (here  = HomRR/PR) (Theorem 2.5).
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(3) Let A be a complete local domain which is almost complete inter-
section. Then A satisﬁed CEC (Theorem 2.4).
The above theorems were actually derived as consequences of the fol-
lowing theorem [4, Theorem 1.4]: Let A be a complete local ring. Suppose
that p is a non-zero divisor on A and Ext1RAR = 0. Then A satisﬁes the
CEC (p = the characteristic of A/m).
The proof of the above theorem was obtained by making extensive use
of the dualizing complex. The approach attained in the beginning of this
note ((1.1) and Theorem 1.2) provides us with a much more elegant and
easier proof without requiring that p should be a non-zero divisor. We have
the following result.
2.1. Theorem. Let A be a local ring of dimension n. Suppose that
Hn−1m A = 0 (or Ext1RAR = 0, where A is complete, A = R/I R is
Gorenstein, and dim R = dim A). Then A satisﬁes CEC.
Proof. Consider the exact sequence
0→ Sn → Asn−1 → Sn−1 → 0$
We obtain the following commutative diagram
Extn−1A K Sn−1
δn−1→ExtnAK Snθn−1
θn
Hn−1m Asn−1 → Hn−1m Sn−1
δ˜n−1 → HnmSn
where the bottom row is exact. Since ηn−1A = 0 (Theorem 1.2), Hn−1m A =
0, and δn−1 (class of IdSn−1 ) = (class of IdSn) in Ext
n
AK Sn, the assertion
is proved.
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