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Resumo. Este trabalho objetiva contribuir para a melhoria das condições de bem-
estar animal durante o processo de transporte da propriedade para o frigorífico, 
bem como diminuir as perdas financeiras relacionadas às contusões desenvolvi-
das e ao estresse animal durante este processo. A metodologia usada busca iden-
tificar as variáveis relacionadas ao transporte de gado de corte que tenham maior 
impacto no índice de contusões associadas ao processo. Os dados foram coleta-
dos durante um período de quatro meses em um frigorífico da região sul do Bra-
sil. As conclusões do trabalho apontam que existem questões sobre organização 
das cargas que precisam ser levadas em consideração pelas empresas de trans-
porte.  
1   Introdução 
A evolução das exigências dos consumidores e as políticas de garantia de tratos ade-
quados dos animais têm motivado mudanças nos processos de produção do mercado da 
proteína animal e, especificamente, da carne bovina. A cadeia de abastecimento de 
carne tem sido bastante dinâmica em termos de melhorias na segurança alimentar, qua-
lidade e ajustes em sistemas de produção. Os consumidores estão interessados em ori-
gem animal, sistemas ecológicos e sustentáveis, tipo de alimentação e manuseio correto 
durante o transporte e o abate [1]. A motivação para essa questão engloba, mas vai além 
da questão ética, à qual se soma uma perspectiva econômica: parte das perdas na cadeia 
produtiva de carne bovina está relacionada com a falta de cuidado no transporte dos 
animais para abate. 
O processo de transporte tem início no embarque dos animais nas propriedades, 
passa pelo transporte em si e finaliza-se no frigorífico, com o abate dos animais. A falta 
de condições adequadas de embarque na propriedade, quantidade, peso e densidade de 
carga inadequados ao caminhão, temperatura, tempo de viagem, condições das estra-
das, tempos de descanso, etc. são variáveis que determinam as condições nas quais os 
animais chegam aos frigoríficos. Segundo [2], o manejo e transporte são estressantes 
para os animais e têm implicações para o seu bem-estar. Juntamente com os aspectos 
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 éticos, o tratamento humano dos animais em toda a cadeia de produção é um compo-
nente importante na qualidade e segurança da carne. Manejo e transporte inadequados 
são responsáveis por problemas de qualidade de carne induzidos pelo estresse, como o 
encolhimento da carcaça, pH elevado e danos à carcaça causados por contusões. A 
carne de animais contundidos não é apropriada para consumo humano e precisa ser 
descartada ou destinada a outros fins que geram menor retorno financeiro. De acordo 
com [3], em grande parte das fazendas e matadouros atualmente, observa-se o abuso de 
animais onde a falta de supervisão nos empregados ou métodos de manejo abusivos se 
tornaram uma prática normal da indústria. Problemas relacionados ao bem-estar ocor-
rem durante o transporte, tais como perdas por morte, lesões e contusões. Fatores esses 
que poderiam ser reduzidos por meio da supervisão dos transportadores, adequando a 
densidade de estocagem no veículo e treinando os funcionários para um manejo cons-
ciente e ético dos animais. 
O trabalho realizado em [4] utilizou modelos de análise estatística para buscar a 
identificação de fatores relacionados com o número de contusões em processos de pré-
abate. A partir dos resultados foi possível reduzir o número de contusões a partir do 
melhoramento nas instalações de embarque e de uma conscientização dos envolvidos 
com o manejo de bovinos, especialmente nas fêmeas, que apresentaram uma maior vul-
nerabilidade ao desenvolvimento de hematomas na carcaça. Em [5], foi investigado 
fatores de risco como possíveis causas de hematomas e pH muscular elevado sob con-
dições comerciais de operação na Colômbia. As carcaças foram analisadas em termos 
de pH muscular e hematomas (local, tamanho, severidade e forma). Resultados indica-
ram que a densidade de carga de caminhões, número e condições das paradas durante 
o transporte de gado e o tempo de espera na planta aumentaram o risco de hematomas. 
O tempo de descanso na planta de abate superior a 18 horas e interrupções intermitentes 
durante o trânsito são fatores de risco para o aumento da incidência de contusões. Outro 
aspecto importante foi que novilhos apresentaram menor risco de apresentar um alto 
pH muscular. 
A disponibilidade de dados de embarque, transporte, desembarque e espera introduz 
o desafio de analisar, entender e usar os dados para melhorias no processo. Diferente-
mente de técnicas que apontam relações lineares entre variáveis aleatórias, técnicas de 
inteligência artificial, incluindo mineração de dados, permitem que os dados possam 
ser classificados de forma a apresentar padrões interessantes ou servir como preditores 
de tendências. Diversas técnicas algorítmicas foram desenvolvidas para extrair infor-
mações e discernir padrões que podem ser úteis para o suporte a decisões [6]. Nessa 
linha, este trabalho pretende aplicar técnicas clássicas de Inteligência Artificial, nome-
adamente o algoritmo de classificação K-means, Redes Bayesianas e Árvores de Deci-
são, para identificar as variáveis críticas de produção de hematomas no processo de 
transporte de gado bovino. O trabalho foi feito sobre a mesma base de dados usados em 
[4] e comparações com os resultados atingidos nos dois trabalhos são efetuados. O texto 
a seguir encontra-se organizado da seguinte forma: na Seção 2 são apresentados os pro-
cedimentos metodológicos usados, as características da base de dados trabalhada e os 
algoritmos usados; na Seção 3 são discutidos os resultados obtidos; a Seção 4 apresenta 
as considerações finais e os potenciais trabalhos futuros. 
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 2   Materiais e Métodos 
2.1   Coleta de Dados 
O processo de coleta dos dados usados neste trabalho, oriundo de [4], foi organizado 
com a quantificação de contusões e hematomas, feita por um ser humano e registrada 
por avaliação da carcaça na linha de abate, após esfolamento animal e identificação da 
carcaça por meio de sua sequência de abate e numeração individual de lotes. Cada car-
caça foi classificada como machucada ou normal (não machucada). Em uma segunda 
etapa, o número total de contusões foi contado para cada carga, de modo que o gado 
com várias contusões recebeu uma pontuação correspondente ao número de contusões 
presentes em cada animal ou carcaça. Não houve diferenciação sobre a localização dos 
hematomas no corpo do animal. O conjunto de dados foi coletado entre os meses de 
agosto a novembro de 2013, no Frigorífico Silva Indústria e Comércio LTDA, Serviço 
de Inspeção Federal (SIF) nº 1733, localizado no município de Santa Maria, no estado 
do Rio Grande do Sul. Nas unidades experimentais foram utilizados dados de 142 car-
gas de gado de abate, com uma média de 31,25 animais por carga, variando de 18 a 50 
por carregamento e até 215 animais de um mesmo produtor, totalizando 4438 animais 
e 49,9% de fêmeas e 50,1% de carcaças de novilho, que foram transportadas separada-
mente.  
Os dados utilizados na avaliação ante mortem foram relacionados às instalações de 
embarque e manuseio, transporte de animais, desembarque e manejo no matadouro. 
Esses dados foram avaliados utilizando formulários de registro gerados pelo sistema de 
compra da indústria, que foram preenchidos e assinados pelo pessoal de transporte. A 
planta tinha uma capacidade de abate de 600 cabeças de gado/dia, processando aproxi-
madamente 100 animais por hora. 
2.2   Seleção de Algoritmos 
Neste trabalho foram escolhidos um algoritmo de agrupamento (K-means) e dois 
algoritmos de inferência probabilística, um baseado em probabilidades condicionais 
(redes Bayesianas) e outro baseado em Teoria da Informação (árvore de decisão). Estes 
algoritmos foram escolhidos por sua robustez na análise de diversos tipos de dados. 
Sendo este um trabalho aplicado e exploratório, entendeu-se pela busca de resultados 
que pudessem ser comparados com outros já estabelecidos. 
O problema de clustering (ou de agrupamento) é definido como o problema de en-
contrar grupos similares em um determinado conjunto de dados. Cada um desses grupos 
é chamado de cluster e pode ser definido como uma região na qual a densidade de 
objetos é localmente mais alta do que em outras regiões [7]. Os algoritmos de clustering 
são usualmente não supervisionados: eles são apresentados a um conjunto de instâncias 
de dados que devem ser agrupados de acordo com alguma métrica de similaridade. O 
algoritmo tem acesso apenas ao conjunto de recursos que descrevem cada objeto, não 
é dada qualquer informação (por exemplo, rótulos) sobre onde cada uma das instâncias 
deve ser colocada dentro da partição. K-means é um algoritmo de clustering popular 
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 que tem sido usado em uma variedade de domínios de aplicativos, como segmentação 
de imagem e recuperação de informações [8]. 
Uma rede bayesiana é um modelo gráfico que representa uma distribuição de proba-
bilidade conjunta e que captura propriedades de independência entre as variáveis de um 
modelo. Esses modelos são atraentes por sua capacidade de descrever processos esto-
cásticos complexos e porque fornecem uma metodologia clara para aprender com ob-
servações [9]. Os algoritmos de inferência da rede bayesiana mostraram-se particular-
mente promissores, pois, diferentemente da maioria dos frameworks de modelagem, 
podem capturar muitos tipos de relacionamentos entre variáveis. Devido à sua natureza 
probabilística, os algoritmos também são capazes de lidar com dados ruidosos, como 
encontrado em experimentos biológicos, podendo lidar com centenas de variáveis 
[10],[12]. O algoritmo Naïve Bayes é um classificador probabilístico que calcula um 
conjunto de probabilidades contando a frequência e as combinações de valores em um 
determinado conjunto de dados. O algoritmo assume que todos os atributos são inde-
pendentes entre si, dado o valor da variável de classe. Essa suposição de independência 
condicional raramente é verdadeira em aplicações no mundo real, daí a caracterização 
como naïve (ingênuo), embora o algoritmo tenha um bom desempenho e aprenda rapi-
damente em vários problemas de classificação supervisionada [11]. Essa "ingenuidade" 
permite que o algoritmo construa facilmente classificações a partir de grandes conjun-
tos de dados sem recorrer a esquemas complicados de estimativa de parâmetros iterati-
vos [6]. Para os fins desse trabalho, contudo, considerou-se inicialmente essa indepen-
dência. Investigações sobre esse aspecto das variáveis estão, presentemente, sendo con-
duzidas. 
Em um problema de classificação, todos os eventos possíveis caem exatamente em 
uma das classes pertencentes a um conjunto finito C, denominadas ci, ..., ck [13]. C é 
uma variável aleatória que toma os valores correspondentes a essas classes, enquanto 
X é uma variável aleatória de vetor cujos valores são relacionados ao domínio de ob-
servações do problema. P (C = ck | X) é a probabilidade condicional de um valor per-
tencer à classe ck, dado que sabemos que possui características do vetor X. O teorema 
de Bayes especifica como essa probabilidade condicional pode ser calculada a partir 
das probabilidades condicionais de observação de determinadas características dos va-
lores do vetor para documentos de cada classe e a probabilidade marginal de observação 
de um elemento de cada classe. 
A abordagem da árvore de decisão é mais poderosa para problemas de classificação. 
Há duas etapas nas técnicas: a construção da árvore a partir de um conjunto de dados 
de treinamento e aplicação da árvore ao conjunto de dados. Existem diversos algoritmos 
de árvore de decisão, tais como CART, ID3, C4.5, CHAID e J48 [14]. O classificador 
J48 é uma árvore de decisão baseada no algoritmo C4.5. Com essa técnica, uma árvore 
é construída para modelar o processo de classificação. Depois que a árvore é construída, 
ela é aplicada a cada tupla no banco de dados e resulta em uma classificação para essa 
tupla [11]. O algoritmo J48 é usado neste trabalho. De acordo com [14], o algoritmo 
J48 usa o método de remoção para construir uma árvore. A poda é uma técnica que 
reduz o tamanho da árvore, removendo dados com excesso de ajuste. O algoritmo J48 
recursivamente classifica os dados até que eles tenham sido categorizados da maneira 
mais perfeita possível. Essa técnica fornece máxima precisão nos dados. 
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 Para a análise dos dados foi utilizada a linguagem R, desenvolvida de forma colabo-
rativa para o uso em computação estatística, análise de dados e representações gráficas. 
A linguagem permite a utilização de extensões, as quais possuem um conjunto de fun-
ções para áreas específicas. Foi utilizada a ferramenta de interface gráfica RStudio, para 
criar e alterar o script de manipulação do conjunto de dados que executa as funções da 
linguagem R. 
3   Resultados e Discussões 
No banco de dados utilizado, o número de contusões por carregamento é uma vari-
ável discreta. Porém, como o número de animais por carregamento varia a cada registro, 
o número de contusões nos carregamentos com maior número de animais geralmente 
resulta em um número absoluto maior de contusões. Para gerar um coeficiente de con-
tusões por carregamento foi divido o número de contusões pelo número de animais, 
gerando um coeficiente, o qual foi adicionado no banco de dados com o nome “Contu-
sões”. 
Para a avaliação dos dados usando redes bayesianas, foi utilizado o pacote para a 
linguagem R chamado naivebayes, que possui funções para a construção de classifica-
dores probabilísticos baseados na aplicação do teorema de Bayes. As funções do pacote 
naivebayes obrigam que as classes tenham valores discretos. Com isso, a predição da 
variável “Contusões” não seria possível sem transformá-la para uma variável dis-
creta/categórica. Para atingir este fim foi utilizada a técnica de clustering por meio de 
outra extensão da linguagem R chamada Ckmeans.1d.dp que implementa funções do 
algoritmo K-Means. 
A imagem a seguir ilustra os três clusters criados a partir dos valores do coeficiente 
de contusões, agrupando os valores em três categorias as quais foram utilizadas poste-
riormente nas funções de predição e árvores de decisão como classes de contusões, 
sendo a classe 1 os coeficientes com menor número de contusões por animal, a classe 
2 número médio de contusões e a classe 3 com o maior coeficiente. 
 
Fig. 1. Cluster K-Means. 
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 O conjunto de dados após a classificação das contusões, foi submetido à função nai-
vebayes, onde os preditores métricos são tratados assumindo a distribuição Normal, 
dado o rótulo de cada coluna do conjunto de dados. Na sequência é criada uma tabela 
que armazena o retorno da função predict, a qual calcula as probabilidades condicionais 
posteriores para cada classe usando o teorema de Bayes. Ao final da execução do script 
é executada a função plot, responsável pela impressão dos objetos da classe naivebayes, 
projetado para análise das probabilidades condicionais de variáveis preditoras, dada a 
classe. 
A Fig. 2 apresenta a relação encontrada entre o número de animais do carregamento 
e as classes de contusões. É possível observar que a classe com maior número de con-
tusões está relacionada com carregamentos de até 46 animais e as classes com número 
de contusões intermediária e baixa com uma menor concentração para carregamentos 
de até 100 e 150 animais de mesmo produtor, respectivamente. Esta informação é um 
indicativo que carregamentos de produtores rurais que possuem um menor número de 
animais tendem a apresentar um maior número de contusões, de acordo com os dados 
coletados. Note-se que, nesse caso, temos duas situações possíveis: a densidade de 
carga é menor no caminhão, o que indica que muito espaço entre os animais no trans-
porte não é algo benéfico e existem carregamentos de produtores distintos, ocasionando 
que animais desconhecidos entre si viagem juntos. 
 
Fig. 2. Contusões por número de animais carregados de cada produtor. 
A Fig. 4 apresenta a relação encontrada entre o sexo e as classes de contusões. A 
classe 3 (contusões mais graves) possui uma maior concentração nas fêmeas, enquanto 
que as contusões dos machos concentram-se na classe 1 (contusões leves). A classe 
intermediária de contusões apresenta o mesmo tamanho em ambos os sexos. É possível 
identificar que os carregamentos compostos por fêmeas possuem um maior número de 
contusões se comparado com os machos. Essa questão está sendo investigada corren-
temente, para verificação das causas, junto a especialistas da área de Agrárias. 
O mesmo conjunto de dados utilizado na abordagem naivebayes foi submetido à 
função J48 da extensão RWeka, que utiliza aprendizado em árvores de regressão e 
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 classificação. Uma árvore de classificação é um modelo que prevê o rótulo de classe 
dos atributos. A árvore é construída dividindo repetidamente os dados em grupos com 
base em valores de atributos. O atributo dividido é selecionado pelo ganho de informa-
ções, uma técnica de Teoria da Informação, com objetivo de determinar qual divisão 
de atributos equilibrará melhor os dados. 
 
Fig. 3. Contusões por sexo. 
Após a execução da função J48, os dados de saída são passados para a função rpart 
plot, responsável pela impressão dos nós e das folhas da árvore de decisão. O resultado 
obtido é apresentado na Fig. 4. 
 
Fig. 4. Árvore de decisão 
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 4   Conclusão 
A análise efetuada das informações existentes no conjunto de dados coletado aponta 
a existência de variáveis com maior influência no número de contusões decorrentes do 
processo de transporte (que inclui o embarque na propriedade, o transporte propria-
mente dito, o desembarque e o período de espera no frigorífico). A partir dos resultados 
obtidos com as técnicas Naïve Bayes e Árvore de Decisão, observou-se que a densidade 
da carga e o sexo dos animais são os elementos mais determinantes. Não foram anali-
sados, neste trabalho, as condições de embarque e o período posterior à chegada ao 
frigorífico. Também não foram levadas em consideração a localização das lesões no 
corpo do animal. As fêmeas tiveram um número de contusões superior aos novilhos 
machos, e as razões para esse achado encontram-se sob investigação, sendo conside-
rado trabalho futuro. As baixas quantidades de animais embarcados resultam em um 
grande número de contusões, o que pode ser explicado tanto pela baixa densidade da 
carga (ocasionando quedas decorrentes da movimentação do caminhão) como pela mis-
tura de diferentes lotes/produtores no mesmo caminhão, fazendo com que haja disputas 
entre animais que não se conhecem, fazendo com que os animais dominantes acabem 
contundindo os outros. 
O trabalho mostra que é possível utilizar técnicas de Inteligência Artificial para de-
terminar variáveis relevantes referentes aos índices de contusões no transporte de gado 
de corte. Os resultados obtidos, contudo, devem passar pelo crivo de especialistas na 
área, para verificação das explicações possíveis para os eventos descobertos. A partir 
dos resultados pode-se também detalhar outras variáveis e/ou qualificar o processo de 
coleta de dados.  Este é um trabalho em andamento e um novo conjunto de dados cole-
tados passará a ser analisado, de forma a permitir que o processo possa ser melhorado, 
em atenção às descobertas trazidas pelas técnicas utilizadas, atendendo ao objetivo tra-
çado de auxiliar os produtores, empresas de transporte e matadouros a aprimorarem 
suas técnicas buscando um menor número de contusões e, consequentemente, uma 
maior qualidade e um maior rendimento de sua produção. 
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