The problem of asymptotic (i.e., low-distortion) behavior of the rate-distortion function of a random vector is investigated for a class of non-di erence distortion measures. The main result is an asymptotically tight expression which parallels the Shannon lower bound for di erence distortion measures. For example, for an inputweighted squared error distortion measure d(x; y) = kW(x)(y ? x)k 2 , y; x 2 R n , the asymptotic expression for the rate distortion function of X 2 R n at distortion level D equals h(X) ? n 2 log(2 eD=n) + Elog j det W (X)j where h(X) is the di erential entropy of X. An extension to stationary sources is also given. Applications include the study of the rate distortion function and the structure of the optimal encoder for high resolution remote source coding and the development of a high resolution quantization theory for non-di erence distortion measures.
1 Introduction and Summary of Results
Background
A fundamental component in the design and analysis of analog signal coding schemes is the choice of an appropriate delity criterion. The most commonly used delity criteria measure the distortion D of a coding scheme by the expected value of a nonnegative function of the di erence between the source X 2 R n and its reconstruction Y 2 R n , i.e., D = E (Y ? X): (1) Distortion measures of this type are called di erence distortion measures. The single most popular distortion measure, the mean squared error (MSE), is a di erence distortion measure for which (y ? x) = ky ? xk 2 , where k k denotes Euclidean norm. MSE and its variations, such as the frequency weighted squared error 1], are widely used in speech, picture and video compression. In general, di erence distortion measures are popular because of their intuitive nature, and also because they are often mathematically tractable and simple to compute. However, in many \real life" applications the true distortion measure is not a function of the di erence between the signal and its reconstruction. For example, a common perceptual criterion for quantizing the linear predictive coding (LPC) parameters in speech coding is the log spectral distortion (LSD) 2] d(x; y) = 
where X(!) and Y(!) are the frequency responses of the corresponding linear prediction lters, i.e., X(!) = 1 ? P n k=1 x k e ?j!k and Y(!) = 1 ?
P n k=1 y k e ?j!k . Remote (or \noisy") source coding provides another example where the e ective criterion for quantization may be a non-di erence distortion measure even if the original distortion measure for the \clean" source is a di erence distortion measure 3] . In contrast to the case of di erence distortion measures, for non-di erence distortion measures it is possible that the noisy source X and the reconstruction Y have di erent dimensions.
A large body of literature considers quantization under di erence distortion measures. High resolution quantization theory provides simple asymptotic expressions for the ratedistortion performance of xed and variable rate quantizers, relative to di erence distortion measures. For example, the minimum possible entropy of a scalar quantizer that encodes at MSE level D a source X 2 R 1 having a smooth density, is given for small D by 4] H(Q 1 (X)) h(X) ? 1 2 log(12D);
where H and h denote regular and di erential entropies, respectively, log denotes base 2 logarithm, and means that the di erence between the corresponding quantities goes to zero as D ! 0. More generally, the entropy of a lattice quantizer Q n that encodes a smooth source X 2 R n with MSE level D (so that the per dimension distortion is D=n) is given for small D by 5, 6, 7] H(Q n (X)) h(X) ? n 2 log(D=(nG n )); (4) where G n denotes the normalized second moment of the lattice. Also, Shannon's ratedistortion function 3], R(D) = inf fI(X; Y ) : E d(X; Y )] Dg ; (5) characterizing the minimum achievable rate at distortion level D by any (multi-dimensional) quantizer, can be lower bounded by the Shannon lower bound (SLB) 3] if d is a di erence distortion measure. For the MSE criterion this lower bound states that R(D) h(X) ? n 2 log(2 eD=n): (6) The SLB becomes tight in the limit as D goes to zero, i.e., R(D) h(X) ? n 2 log(2 eD=n); (7) provided h(X) is nite and EkXk 2 < 1 8] (see also 9]). Properties (4) and (7) imply that the asymptotic rate redundancy of an entropy coded lattice quantizer above the rate distortion function is 1 2 log(2 eG n ) bit per dimension. (Note that G 1 = 1=12). The importance of the asymptotic expressions and bounds in (3)- (7) is in providing simple explicit formulas for quantities which are in general hard (or impossible) to compute analytically. In fact, the SLB is the only known tool for relating the high resolution performance of entropy coded quantizers to the rate distortion function.
Although many other useful formulas and bounds for the high-resolution performance of xed and variable rate coding schemes relative to speci c di erence distortion measures exist 10, 5, 11, 12, 13] , there are signi cantly fewer results in the literature on the high resolution performance for source coding under non-di erence distortion measures. The rst results extending bounds in 5, 11] to locally quadratic non-di erence distortion measures were given in 2]. The log spectral distortion and the Itakura-Saito distortion are examples of such measures. A more formal treatment of these bounds is given in 14], where a new lower bound on the variable rate (i.e. entropy coded) vector quantizer performance is developed using optimal point densities. It is also pointed out in 14] that some important \perceptual distortion measures" in image coding are locally quadratic.
In this work we take a rigorous approach to generalize some of the fundamental concepts of high resolution source coding theory to locally quadratic non-di erence distortion measures. In Section 2 the small distortion behavior of the rate distortion function is studied for a large class of non-di erence distortion measures and sources. Theorem 1, the main result of the paper, gives an asymptotically tight formula for the rate distortion function relative to a \input weighted locally quadratic" distortion measure. In Section 3 an application of this result to remote source coding is given and examples are provided. In the rest of this introduction an informal description of the main results and its corollaries are given. Exact statements and proofs are deferred until Sections 2 and 3.
Main Result and Corollaries
Our main result is a generalization of the asymptotic formula for the rate distortion function (7) to a delity criterion of the form D = Ed(X; Y ); (8) where d is a non-di erence distortion measure satisfying certain regularity conditions. The basic requirement is that for a xed x, the nonnegative function d(x; y) is locally quadratic around y = r(x) = arg min y d(x; y), i.e., d(x; y) = d min (x) + (y ? r(x)) t M(x)(y ? r(x)) + O(ky ? r(x)k 3 ); where (by Taylor expansion) M(x) is half the n n matrix of second order partial derivatives of d(x; y) with respect to y at y = r(x), and d min (x) = d(x; r(x)). Note that M(x) must be nonnegative de nite. The fact that certain useful distortion measures can be expanded this way for the purpose of asymptotic analysis was rst pointed out by Gardner and Rao 2] , who considered the case r(x) = x.
The main result of this paper shows that under some regularity conditions (speci ed in detail in Section 2), the rate distortion function (5) (11) Note that for W(x) = I (the identity matrix), (11) coincides with the regular MSE case (7) as expected. For the log spectral distortion (2) Thus the asymptotic expression for R(D) can be calculated via (9) if the source distribution is known.
In Section 2 we also extend our asymptotic analysis to stationary sources and per-letter distortion measures. For example, if d(x; y) = w(x)(y?x)] 2 , then the rate distortion function of a real stationary source X 1 ; X 2 ; : : : is given asymptotically as D ! 0 by h ? 1 2 log(2 eD) + E log jw(X 1 )j;
where h = lim n (1=n)h(X 1 ; : : : ; X n ) denotes the di erential entropy rate of the source. Two interesting corollaries follow from (9) . Let R(Z; d; D) denote the rate distortion function of a vector source Z under the locally quadratic distortion measure d at distortion level D. Let M(x) be the matrix of second derivatives associated with the distortion measure d, and let r(x) = arg min y d(x; y). Suppose that there existsM(x) satisfying M(x) = M(r(x)) (this is possible, e.g., if r is invertible). LetW (x) denote any n n matrix for whichW t (x)W (x) =M(x). Then, from (9) and (11) 
Corollaries (12) and (14) Consider the following indirect source coding problem. An encoder observes a noisy version X of a \clean" source U. The encoder's objective is to encode X in such a way that the reconstruction Y satis es the delity criterion E (Y; U) D (15) with respect to U. Clearly it is only possible to achieve distortion levels that are not less than D min = E r(X); U]; (16) where r(x) = arg min y Ef (y; U)j X = xg (17) is an optimal estimation function of U from X. Typically, the coding rate must go to in nity as D ! D min . It is a classical result 16, 3] that indirect coding of the remote source U under the distortion measure is equivalent to direct coding of the \noisy" source X under the modi ed distortion measure d(x; y) = Ef (y; U)j X = xg : (18) In particular, the indirect rate distortion function of U under , characterizing the minimum possible rate in the remote coding scenario, is equal to the ordinary rate distortion function of X under d of (18) .
In the context of this paper, it is important to note that even if is a di erence distortion measure, the modi ed distortion measure d is in general not. Furthermore, the optimal reconstruction and the minimum distortion associated with d get here the \physical" meanings of optimal estimation function and minimum estimation error, respectively. Our formula (9) thus gives the asymptotic form of the indirect rate distortion function, using the modi ed distortion measure d, provided that d satis es the regularity conditions given in Section 2.
In the special case when (y; u) = ky?uk 2 is the squared error, Wolf and Ziv 17] showed that the optimal indirect encoder has the following intuitive structure; it rst estimates U optimally from X, i.e.,Û = r(X) = EfUjXg ; (19) and then it encodesÛ with MSE-distortion D ? D min (where now D min is the conditional covariance of U given X). However, this very e cient encoding structure does not apply to a general distortion measure . ( The separation theorem of 17] follows from the orthogonality principle, which applies speci cally to second order estimation.) Nevertheless, our results show that a \Wolf-Ziv type" encoder is always optimal at high resolution conditions provided that d satis es the regularity conditions and M(x) can be written as M(x) =M(r(x)), as discussed in (12) . This fact follows from the structure of the \test channel" which realizes This asymptotically optimal test channel has the form X ! Y = r(X) + W ?1 (X)N = r(X) +W ?1 (r(X))N; (20) where N is a white Gaussian vector (independent of X) with variance (D ? D min )=n per component, and W(x) is such that M(x) = W t (x)W (x) (see the proof of Proposition 1 in Section 2). We conclude that asymptotically optimal indirect encoding of X with d-distortion level D can be obtained by rst optimally estimatingÛ = r(X), and then encodingÛ with W-WMSE-distortion level D ? D min using the encoder induced by the test channel of (20) (e.g., via random coding). A more e cient scheme using companding is brie y discussed in the next subsection.
Section 3 discusses in detail under what conditions the asymptotic expression for the rate distortion function (9) applies to the remote coding problem. Speci c examples where these conditions are proven to be satis ed are also given.
A Variable-Rate Companding Model
In the case when d is a di erence distortion measure, the test channel of (20) where for the MSE case N is Gaussian with variance D. In this regard it was demonstrated in 6, 18] that entropy coded randomized (dithered) uniform/lattice quantization (ECDQ) simulates (in the rate distortion sense) an additive noise test channel. In 7] it was shown that at high resolution the randomization of ECDQ is not necessary, and its redundancy above the rate distortion function is asymptotically 1 2 log(2 eG n ) bit per dimension. For a non-di erence distortion measure, the additive noise N in the the asymptotically optimal test channel (20) is multiplied by the source dependent factor W(X). In light of the analogy above, this motivates the application of a companding model 5], i.e., a combination of non linear mapping and uniform quantization, for e cient nite dimensional variable rate coding, under the non-di erence distortion measure d.
To explain this idea, let us consider the scalar case, i.e., n = 1, and assume that D min = 0. In this case the test channel (20) 
Using the identity h(g(Z)) = h(Z) + E log jg 0 (Z)j, and comparing with (9), we obtain
Namely, the entropy of a uniform quantizer exceeds the rate distortion function of X relative to d by 1 2 log(2 e=12) 0:254 bit in the limit as D ! 0. Further derivation shows that the entropy coded companding quantization scheme of the form
has asymptotic distortion D (with respect to the distortion measure d), and thus by (22) its rate distortion performance is within 1 2 log(2 e=12) bit of the rate distortion function of X. A detailed treatment of high resolution variable rate companding for non-di erence distortion measures is given in 15], where it is shown that g above is the optimal companding function for a uniform scalar quantizer, and where the analysis above is made rigorous and is extended to sources with memory, to lattice quantizers, and to vector distortion measures. and that X has an absolutely continuous distribution with n-dimensional density f.
Although our analysis of R(D) will not rely on its operational meaning, we mention here that R(D) is the minimum achievable rate in coding with distortion D a memoryless vector source fX i ; i = 1; 2; : : : g, where the X i are distributed as X.
In some important applications D min > 0 is a natural assumption. However, the following If E is an n n matrix, kEk will denote its norm induced by the Euclidean norm: kEk = max kxk=1 kExk.
We assume that the distortion measure satis es the following regularity conditions. We assume that r : R n ! R n is piecewise invertible and continuously di erentiable (see the de nition above). Then M(x) is piecewise continuously di erentiable with respect to x.
Note that M(x) is symmetric for all x by condition (a). Since d(x; y) has a unique minimum at y = r(x), it follows that @d(x;y) @y j y=r(x) = 0, and thus M(x) is also nonnegative de nite for all x. Therefore we have det M(x) 0 for all x. Next we state the conditions d and the distribution of X are assumed to satisfy jointly.
Conditions on X and d(x; y):
Ej log det M(X)j < 1:
(f) The random vector r(X) has an n-dimensional density and a nite di erential entropy h(r(X)) and Ekr(X)k 2 < 1:
where trfM ?1 (X)g denotes the trace of the inverse of M(X) (which exists almost surely by (e).)
The following is the main result of the paper. 
The proofs of the two propositions are given in the next subsection. We now brie y discuss our hypotheses.
The rst set of conditions (a){(d) contain, for the most part, rather natural assumptions on the smoothness and regular behavior of the distortion measure. d is assumed to be regular in the sense that for a given input x there is a unique reproduction y = r(x) minimizing the distortion (condition (b)), and all other reproduction values y produce distortion which is bounded away from zero if y is bounded away from r(x) (condition (d)). As for smoothness, the assumption that r(x) be piecewise di erentiable is quite mild. Also note that if d(x; y) itself is three times continuously di erentiable (as a function d : R 2n ! R), then condition dominates the higher order terms for all y in a neighborhood of r(x). This follows since (e) implies that M(x) is positive de nite for all x except for a set of X-probability zero.
Again, we were forced to introduce two technical conditions. The niteness of Ekr(X)k 2 is required by our proof technique, while E h (trfM ?1 (X)g) 
where E log det M(X)] is nite by condition (e). Thus by the de nition of the rate-distortion function and by (26) , (27) , and (28) To prove (33) we will assume without loss of generality that P(X 2 A i ) = 1, i.e., we replace X by a random variable which is distributed as the conditional distribution of X given A i . This allows us to drop the conditioning on the event fC(X) = ig. Thus 3 High-Resolution Remote Source Coding
In the remote source coding problem (also called noisy source coding) 16], 3], 25] the source U is corrupted by noise before the encoding operation. Thus the encoder has access only to the output X of a noisy channel whose input is U. In this context, U and X are usually called the clean and the noisy source, respectively. We assume that the decoder operates on the noise-free output of the encoder and that U and X are both n-dimensional random vectors. The channel connecting U to X is characterized by the conditional probability distribution P XjU . For the memoryless case the operational rate-distortion function is de ned as follows. Let (U 1 ; X 1 ); (U 2 ; X 2 ); : : : be an i.i.d. sequence, each pair having the same joint distribution as (U; X). Let ( b U 1 ; : : : ; b U k ) = g(X 1 ; : : : ; X k ) be the output of the decoder for blocklength k. The delity of the reproduction is measured relative to the clean source as
where : R n R n ! 0; 1) is a distortion measure between n-vectors. 
The modi ed distortion measure d is in general not a di erence distortion measure even if is, so that our Theorem 1 is a natural tool to evaluate R(D; ; U; P XjU ) for high resolution.
Note provided the above quantities are well de ned and satisfy conditions (a){(g).
As it turns out, the condition that r is piecewise invertible and r(X) has a nite di erential entropy is the hardest to check. Indeed, if itself satis es conditions (a) and (c), then so does d, as one can see using standard arguments for exchanging the order of di erentiation and integration. If furthermore (u; y) is assumed to be strictly convex in y for all u, then d(x; y) has a unique minimum in y for all x by Lemma A of 26], and thus r(x) is well de ned. Also, if the conditional density f UjX (ujx) exists and satis es appropriate di erentiability and boundedness conditions, then r(x) and M(x) are easily seen to be continuously di erentiable. The integrability conditions (e), (f) and (g) can be taken care of by the convexity assumption and by assuming that the distribution of X has a light enough tail. Unfortunately, these quite natural conditions do not imply that r is piecewise invertible. In what follows we show a speci c class of original distortion measures and clean-noisy source pairs for which we can check exactly all conditions of Theorem 1. To keep the discussion simple, we consider the scalar case n = 1.
Let the scalar WMSE distortion measure (10) Thus r is invertible, and since r 0 is continuous, it is bounded and bounded away from zero.
Therefore Ej log r 0 (X)j is nite and thus h(r(X)) is nite. Since E r(X) 2 ] < 1 trivially follows, condition (f) holds and the proof is complete.
Concluding Remarks
We have studied the asymptotic (low distortion) behavior of the rate distortion function for a class of non di erence distortion measures. Our main result (Theorem 1) presents an asymptotically tight expression which can play the same very useful role in high resolution source coding theory for non di erence distortion measures as does the Shannon lower bound for di erence distortion measures. Some applications of this result are dealt with informally in Section 1. These include the study of structure of the optimal forward channel realizing the rate distortion function at high resolution, the computation of the (high resolution) rate distortion function in the remote source coding problem, and high-resolution quantization theory for non di erence distortion measures. Some aspects of these implications for remote source coding are explored rigorously in Section 3. A full and rigorous treatment of the application of the main result to high resolution vector quantization will be given in 15]. Further research can be done for relaxing the conditions on the class of distortion measures considered here. Namely, analogous expressions are likely to hold for distortion measures for which r(x) = arg min y d(x; y) is not piecewise invertible. Furthermore, the case when x and y have di erent dimensions (as can be the case for remote source coding) needs also study. Another nontrivial problem is to consider distortion measures for which the quadratic behavior d(x; y) d min (x) + (y ? r(x)) t M(x)(y ? r(x)) is not dominant for \almost all" x, almost surely, where the right-hand side has a nite expectation.
