New radiative parameterizations have been developed for the National Center for Atmospheric Research (NCAR) Community Atmospheric Model (CAM). The CAM is the next version of the NCAR Community Climate Model (CCM). This paper describes the generalized treatment of vertical cloud overlap in the radiative calculations. The new parameterizations compute the shortwave and longwave fluxes and heating rates for random overlap, maximum overlap, or an arbitrary combination of maximum and random overlap. The specification of the type of overlap is identical for the two bands, and it is completely separated from the radiative parameterizations. In the prototype of CAM (CAM 0.1), adjacent cloud layers are maximally overlapped and groups of clouds separated by cloud-free layers are randomly overlapped. The introduction of the generalized overlap assumptions permits more realistic treatments of cloud-radiative interactions. The parameterizations are based upon representations of the radiative transfer equations that are more accurate than previous approximations. These techniques increase the computational cost of the radiative calculations by approximately 30%. The methodology has been designed and validated against calculations based upon the independent pixel approximation (IPA). The solution techniques and validation procedure are described in detail. The hourly radiative fluxes and heating rates from the parameterizations and IPA have been compared for a 1-yr integration of CAM. The mean and rms errors in the hourly longwave top of the atmosphere (TOA) fluxes are Ϫ0.006 Ϯ 0.066 W m Ϫ2 , and the corresponding errors in the shortwave TOA fluxes are Ϫ0.20 Ϯ 1.58 W m Ϫ2 . Heating rate errors are O(10 Ϫ3 ) K day Ϫ1 . In switching from random to maximum/random overlap, the largest changes in TOA shortwave fluxes occur over tropical continental areas, and the largest changes in TOA longwave fluxes occur in tropical convective regions. The effects on global climate are determined largely by the instantaneous changes in the fluxes rather than feedbacks related to cloud overlap.
Introduction
One of the challenges in studying the effects of clouds on climate is the uncertainty in the vertical distribution of cloud amount. To date, satellite and surface observations have provided only limited information on the vertical profiles of cloud cover (Haskins et al. 1995; Wang et al. 2000) . The difficulties of treating complex cloud configurations in parameterizations of radiative transfer have been recognized for some time (Stephens 1984) . The sensitivity of cloud precipitation and microphysics to the assumptions regarding cloud overlap has been identified more recently with the introduction of detailed schemes for cloud condensate Klein 1999, 2000) . The focus of this paper is the treat-ment of vertical cloud overlap in the calculations of radiative fluxes and heating rates. The agreement between these calculations and observations depends on a number of factors, including the physical fidelity of the vertical cloud distributions and the accurate treatment of cloud and trace-gas optical properties. The common assumptions that clouds have plane-parallel geometry and internal homogeneity also limit the accuracy of simulated radiation fields (Barker 1996; Barker and Wielicki 1997) . The variability in subgrid cloud structure introduces additional degrees of freedom (Stubenrauch et al. 1997) , which are neglected in most climate models. The issues regarding the realism of the vertical cloud distributions, atmospheric optical properties, and simplified plane-parallel geometry have been discussed extensively and will not be examined further here. This study will address a more limited issue: Given a particular plane-parallel homogeneous cloud field and a specification of its vertical overlap, can the radiative effects of cloud overlap be calculated quickly and accurately in general circulation models (GCMs)?
In models with high spatial resolution, for example large-eddy simulations, individual cloud elements are fully resolved on the model grid. In these models the atmosphere is a binary mixture of completely clear and cloud-filled elements so that no overlap assumptions are necessary. In GCMs, the vertical correlations between clouds have to be prescribed because cloud elements are much smaller than a typical GCM grid cell and because there is no general theory for how different cloud systems should overlap. In a recent intercomparison of GCMs (Phillips 1994) , the most common overlap assumptions are random (Manabe and Strickler 1964) , hereafter denoted by R; and maximum/random (Geleyn and Hollingsworth 1979) , hereafter M/R. One type of M/R has maximum cloud overlap in each of three regions representing the lower, middle, and upper troposphere and random overlap between these regions (e.g., Chou et al. 1998) . A second type of M/R has maximum overlap between clouds in adjacent levels and random overlap between groups of clouds separated by one or more clear layers (e.g., Zdunkowski et al. 1982) . The latter form of M/R is the most consistent with a statistical analysis of observed cloud distributions (Tian and Curry 1989) . Analysis of radar profiles of cloud cover in central England support the assumption of random overlap between clouds separated by clear sky (Hogan and Illingworth 2000) . However, the maximum overlap between adjacent cloud-filled layers relaxes to random overlap with an e-folding distance of 1.5-3 km.
The climate simulated with GCMs can be quite sensitive to the assumptions regarding cloud overlap in the radiative calculations. The responses to variation in overlap can include significant changes in radiative heating rates, atmospheric temperature, hydrological processes, and daily variability (Liang and Wang 1997 ; 
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Upwelling clear-sky flux at layer i (Kiehl et al., 1996) Morcrette and Jakob 2000) . The surface fluxes are also quite sensitive to the type of cloud overlap (Morcrette and Jakob 2000) . Therefore the overlap assumption can affect the exchange of energy between the atmosphere and other components of a coupled climate model, but the sensitivity of coupled models to cloud overlap has not been systematically explored. Accurate treatment of cloud overlap can significantly increase the complexity and computational cost of radiative parameterizations. This is especially true in the shortwave since the interaction between upwelling and downwelling radiation is nonlinear due to multiple scattering. For these reasons, nearly all existing treatments of cloud overlap are approximate. In the method of Geleyn and Hollingsworth (1979) , the all-sky fluxes are estimated by weighting clear-sky and cloudy-sky fluxes with functions of cloud amount. This approach assumes that radiative processes in the clear and cloudy regions of a model layer produce horizontally uniform outgoing fluxes from horizontally inhomogeneous incoming fluxes. Variants of this approach have been widely adopted (Hense et al. 1982; Geleyn et al. 1982; Zdunkowski et al. 1982; Morcrette and Geleyn 1985) . In the model of Harshvardhan et al. (1987) , the all-sky longwave flux at each layer interface includes a weighted sum of the blackbody emissions from clouds. The weights are the fractional areas of each cloud that are not obstructed by other clouds closer to the given interface (Washington and Williamson 1977) . This method has been modified by Raisanen (1998) to remove a spurious dependence on vertical resolution, but the modified approach is still approximate. For shortwave calculations, Lacis and Hansen (1974) treat cloud overlap using an effective optical depth for each layer that depends on cloud amount. Similar techniques have been developed by Harshvardhan et al. (1987) , Briegleb (1992) , Stubenrauch et al. (1997) , and Chou et al. (1998) . Fouquart and Bonnel (1980) parameterize cloud overlap by deriving effective reflection and transmission functions for all-sky conditions. These functions are linear combinations of the corresponding functions for clear and overcast conditions with weights that depend on cloud amount. This method has been developed further by Morcrette and Fouquart (1986) , Bergman and Hendon (1998) , and Morcrette and Jakob (2000) . In general, the errors introduced by these approximations have been estimated using a rather limited set of benchmark calculations.
In this paper we describe a new set of parameterizations of cloud overlap for calculations of radiative transfer suitable for use in GCMs. The GCM [the National Center for Atmospheric Research (NCAR) prototype Community Atmospheric Model (CAM 0.1)] used to test the parameterizations is described in section 2. The methods used to implement the overlap, the options available to reduce the execution time of these methods, and the particular overlap assumption adopted in CAM are described in section 3. The parameterizations are designed to reproduce calculations using the independent pixel approximation (IPA). The evaluation of the new methods against IPA is discussed in section 4. The response of the climate simulated by CAM to changes in cloud overlap is examined in section 5. The computational cost of the new radiative transfer codes relative to the random-overlap codes used in NCAR's Community Climate Model 3 (CCM3) is presented in section 6, and conclusions and future work are outlined in section 7.
Description of the CAM
The atmospheric model is the NCAR Community Atmospheric Model (CAM), formerly known at the Community Climate Model (CCM). Two versions are compared in this study, the CCM3 (Kiehl et al. 1996 (Kiehl et al. , 1998a ) and a prototype of CAM. The characteristics of the climate simulated by CCM3 are described in Kiehl et al. (1998b) , Hack et al. (1998), and Hurrell et al. (1998) . There are several major differences in the model physics and structure between CCM3 and CAM aside from the generalization in cloud overlap. First, the distribution and evolution of cloud water is treated with a prognostic parameterization (Rasch and Kristjánsson 1998) in place of the diagnostic prescription used in CCM3 . Second, the default vertical discretization is set to 30 levels rather than 18 levels. The increased resolution will facilitate the development of new parameterizations of the planetary boundary layer and boundary layer clouds. Third, the model has been generalized to accommodate a variety of dynamical cores, including the standard spectral Eulerian method (Williamson et al. 1987) , semi-Lagrangian transport (Williamson and Rasch 1989) , reduced grid calculations (Williamson and Rosinski 2000) , and a flux-form semi-Lagrangian approach (Lin and Rood 1996, 1997) . Fourth, the physical parameterizations have been completely separated from the dynamical cores to facilitate the introduction of new physics packages and dynamics in the model (Williamson 1999) . Finally, the Zhang and McFarlane (1995) convective scheme in CCM3 (Zhang et al. 1998 ) will be modified in CAM. Although several convective parameterizations are under consideration, all the simulations discussed in this paper are based upon the scheme by Zhang and McFarlane (1995) . In addition, all the simulations with the prototype are executed with the spectral Eulerian dynamics.
Method for solution

a. Overview
The basic fields computed by the radiative parameterizations include the shortwave and longwave heating rates and the all-sky fluxes at the surface. The heating rates are used to compute the temperature tendencies in the atmosphere, and the surface fluxes are used to compute the exchange of energy with other components of the climate system. The symbols for these fields and other diagnostic quantities are defined in Table 1 . In CAM, the radiation time step is usually different from the time step for the dynamics. In the standard T42 configuration, the radiative heating rates and fluxes are computed once per hour at each grid point using the instantaneous atmospheric state at that time step. Although the CAM includes a provision to execute the radiation on a different vertical grid from that used in the dynamics, in the standard configuration the two vertical grids are identical.
Other than the generalization in cloud overlap, the radiative parameterizations in CAM are very similar to those in CCM3. The sets of optically active trace gases, the radiative properties of these gases, and the specification of cloud optical properties are identical to CCM3 (Kiehl et al. 1996) . The shortwave scheme is based upon the ␦-Eddington solution (Briegleb 1992) , and the longwave scheme is still based upon the absorptivity-emissivity formulation of the equations for infrared radiation (Ramanathan and Downey 1986) . In the standard configuration of CAM, the absorptivity and emissivity arrays are updated once every 12 h. This practice was first introduced in CCM in order to reduce the execution time, because the calculation of these arrays is the dominant computational cost for the entire longwave parameterization. The developers of CAM hope to implement a longwave scheme based upon the correlated-k technique (e.g., Lacis and Oinas 1991) in the next version of the model. However, careful study of several widely used versions of the correlated-k method has not identified a single implementation that is sufficiently robust, general, and efficient for use in CAM. Possible improvements in the treatment of infrared absorption by water vapor within the absorptivity-emissivity framework are discussed in section 7.
The new parameterizations can treat random, maximum, or an arbitrary combination of maximum and random overlap between clouds. The type of overlap is specified with the same two variables for the longwave and shortwave calculations. These variables are the number of random-overlap interfaces between adjacent groups of maximally overlapped layers and a vector of the pressures at each of the interfaces. To implement pure random overlap, the number of interfaces would equal the number of model levels, and the vector of pressures would equal the pressures at the bottom of each level. To implement pure maximum overlap, the number of interfaces would equal 1, and the pressure at that interface would be set to a value larger than the surface pressure. The version of M/R with maximum overlap in the lower, middle, and upper troposphere (e.g., Chou et al. 1998 ) is equivalent to setting the number of interfaces to 3 and the interface pressures to the pressures at the lower boundaries of the three regions. The specification of the overlap is completely separated from the radiative calculations, and if necessary the type of overlap can change at each grid cell or time step.
b. Longwave fluxes
If longwave scattering is omitted, the upwelling and downwelling longwave fluxes are solutions to uncoupled ordinary differential equations (Goody and Yung 1989) . The emission from clouds is calculated using the Stefan-Boltzmann law applied to the temperatures at the cloud boundaries. The cloud boundaries correspond to the interfaces of the model layers. This approximation greatly simplifies the mathematical form of the flux solutions since the clouds can be treated as boundary conditions for the differential equations. The approximation becomes more accurate as the clouds become more optically thick. The clouds in CAM are graybodies with emissivities that depend on cloud phase, condensed water path, and the effective radius of ice particles (Kiehl et al. 1996) . Many GCMs incorporate the same set of approximations in the context of the absorptivity-emissivity method. In virtually all these models, the longwave equations are solved using the cloud-overlap matrix method first proposed by Manabe and Strickler (1964) . This method is not exact, and several modifications have been suggested to improve its accuracy (Raisanen 1998; Li 2000) . However, it is possible to solve the set of radiative transfer equations exactly, and the method adopted in CAM is based upon the exact solution.
The algorithm for cloud overlap first converts the vertical profile of partial cloudiness into an equivalent collection of binary cloud configurations. Let C(i) be the fractional amount of cloud in layer i in a profile with N layers. The index i ϭ 1 corresponds to the top of the model atmosphere and i ϭ N corresponds to the layer adjacent to the surface. Let N m be the number of maximally overlapped regions in the column separated by random-overlap boundaries. If the entire column is maximally overlapped, then N m ϭ 1, and if the entire column is randomly overlapped, then N m ϭ N. Each region j includes all layers i between i j,min and i j,max . Within each region, identify the n j unique, nonzero cloud amounts and sort them into a descending list C with j,k j 1 Յ k j Յ n j . Note that in CAM, cloud amounts are not allowed to be identically equal to 1. It is convenient to define C j,0 ϭ 1 and
The binary cloud configurations are defined in terms of the sorted cloud amounts. The number of unique cloud binary configurations in region j is n j ϩ 1. The k j th binary cloud configuration C in region j is given by
with 1 Յ k j Յ n j ϩ 1. The fractional area of this configuration isÃ
The binary cloud configurations for each maximumoverlap region can be combined into cloud configurations for the entire column. Because of the randomoverlap boundaries between regions, the number of column configurations is
profile of binary cloud elements is given by
The area of this configuration is
First consider the flux boundary conditions for a maximum-overlap region j. The downward flux at the upper boundary of the region is spatially heterogeneous and has terms contributed by all the binary configurations above the region. Similarly, the upward flux at the lower boundary of the region has terms contributed by all the binary configurations below the region. The fluxes within the region are area-weighted sums of the fluxes calculated for all possible combinations of these boundary terms and the cloud configurations within the region. Fortunately, the arithmetic can be simplified because the solutions to the longwave equations are linear in the boundary conditions. Therefore the downward (upward) fluxes can be computed by summing the solutions for each configuration in the region for a single boundary condition given by
. This is explained in the appendix. F F In the absorptivity-emissivity method, the boundary conditions are included in the solution using the emissivity array. In the standard formulation (Manabe and Mö ller 1961; Ramanathan and Downey 1986) used in CAM, this array is only defined for boundary conditions at the top of the model domain for computational economy. It is not possible to treat arbitrary flux boundary conditions inside the domain [(e.g., ↓ (i j,min )] F using the emissivity array. However, the flux boundary conditions ↓ (i j,min ) and ↑ (i j,max ) are mathematically F F equivalent to the fluxes from a single ''pseudo'' cloud deck above and below the region, respectively. The pseudoclouds have unit area and occupy a single model layer. The vertical positions and emissivities of these clouds are chosen so that the net area-mean fluxes incident on the top and bottom of the region equal ↓ (i j,min ) and ↑ (i j,max ). With the introduction of the F F pseudoclouds, the fluxes inside each maximum-overlap region can be calculated using the standard absorptivity-emissivity formulation.
The total upward and downward mean fluxes at a C O L L I N S layer i within a maximum-overlap region j are given by
are the upward and down-F F welling fluxes for the cloud configuration C . The symj,k j bols required to write these fluxes are defined in Table  2 . The downward and upward fluxes for each configuration can be derived by iterating the longwave equations from TOA and the surface to the layer i. At each iteration, the solutions are advanced between successive cloud layers. The final form of the fluxes in configuration C is The clear-sky and cloudy-sky weights are
. Shortwave fluxes
The solution for the shortwave fluxes is calculated by determining all possible arrangements of binary clouds that are consistent with the vertical profile of partial cloudiness and the overlap assumption. This process is illustrated in Fig. 1 . The shortwave radiation within each of these configurations is calculated using the same ␦-Eddington solver introduced in CCM3 (Briegleb 1992) . The all-sky fluxes and heating rates for the original profile of partial cloudiness are calculated as weighted sums of the corresponding quantities from each configuration. The weights are equal to the horizontal fractional area occupied by each configuration. The number of configurations is given by Eq. (3), and the area of each configuration is given by Eq. (5). There are two steps in the calculations: first, the calculation of the cloud-free and overcast radiative properties for each layer, and second, the combination of these properties using the adding method to calculate fluxes. This method has long been recognized as the most accurate technique for treating overlap between planeparallel clouds in shortwave calculations, although it is frequently asserted to be the most computationally expensive (Fouquart 1988; Chou et al. 1998) . However, as shown in section 6, the computational cost for the present method applied to M/R overlap is quite competitive with existing less-accurate approximations. One reason for the computational efficiency of the new scheme is the elimination of duplicative calculations. To compute the fluxes at an interface, the scheme requires five bulk radiative properties (Briegleb 1992) :
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T dir ϭ transmission of direct beam from top of the atmosphere (TOA) to interface, T dn ϭ total transmission from TOA to interface, dn R ϭ reflectivity of atmosphere above interface to upwelling diffuse radiation, R up ϭ reflectivity of surface-atmosphere system below interface to downwelling direct radation, and up R ϭ reflectivity of surface-atmosphere system below interface to downwelling diffuse radation.
Here, T dir , T dn , and dn are calculated using the adding R method applied to the radiative properties of each layer starting at TOA and continuing down to the interface. If two or more configurations of binary clouds are identical between TOA and a particular interface, then T dir , T dn , and dn are also identical at that inter-R face. The adding method is applied once and the three radiative quantities are copied to all the identical configurations. This process is applied at each interface by constructing a binary tree of identical cloud configurations starting at TOA down to the surface. An illustration of this approach is shown in Fig. 1 . A similar method is used for R up and up , which are R calculated using the adding method starting at the surface and continuing up to a particular interface. The copying of identical radiative properties reduces the number of calculations of T dir , T dn , and dn by 62% R and the number of calculations of R up and up by 21% R in CAM with M/R overlap.
The correct formulation of the adding method involves additional terms that are analogous to the terms defined above but are calculated from the interface to the TOA and surface (Hunt 1971) . The new shortwave scheme retains the simplification introduced in CCM3 of approximating these additional terms with the corresponding terms calculated from the column boundaries to the interface. This simplification eliminates doubling the execution cost of the adding method. The relative errors in S(TOA) introduced by this approximation are Յ0.1%.
The computational cost of the shortwave code has two components: a fixed cost for computing the radiative properties of each layer under clear and overcast conditions, and a variable cost for applying the adding method for each column configuration C [k 1 , . . . ,
]. k N m The variable component can be reduced by omitting configurations that contribute small terms in the shortwave fluxes. Several mechanisms for selecting configurations for omission have been included in the parameterization. The parameters in CAM 0.1 that govern the selection process are described in Table 3 . Any combination of the selection conditions may be imposed. If the parameter C min Ͼ 0, cloud layers with C(i) Յ C min are identified as cloud-free layers. The configurations including these clouds are excluded from the flux calculations. If the parameter C eps Ͼ 0, the cloud amounts are discretized by * Ratio of the maximum-to-mean wall clock execution times on individual processors for old radiation code running in prototype CAM. Statistics are from a 2-day integration on 32 processors of an IBM SP2. ** Ratio of the maximum-to-mean wall clock execution times on individual processors for new radiation code. fluxes and heating rates are normalized by the area of these configurations: The cumulative probability distribution of Ã tot with the current set of shortwave acceleration parameters (Table 3) is plotted in Fig. 3 . Approximately 95% of the shortwave calculations have Ã tot Ն 0.95. The errors in the shortwave fluxes due to the omission of cloud configurations should increase with decreasing Ã tot . As Ã tot decreases, the fluxes are being estimated from a progressively smaller area of the cloud field that may not be representative of the clouds in the rest of the grid box. The variation of the instantaneous mean and rms errors in S(0) and S(TOA) with Ã tot is shown in Fig. 4 . The mean and rms errors do not exceed 5 and 30 W m Ϫ2 , respectively, for Ã tot տ 0.35. Although the statistical sample is not adequate to compute the flux errors for Ã tot Ͻ 0.35, Fig. 3 shows there is no significant trend in the errors at small values of Ã tot .
d. Overlap assumption for CAM
The cloud overlap for radiative calculations in CAM 0.1 is M/R. Clouds in adjacent layers are maximally overlapped, and groups of clouds separated by one or more clear layers are randomly overlapped. This type of M/R was first introduced by Geleyn and Hollingsworth (1979) and has been widely adopted (e.g., Zdunkowski et al. 1982; Stubenrauch et al. 1997) 
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Zonally averaged mean differences in instantaneous longwave heat rates Q LW from the IPA and CAM radiation codes; (b) zonally averaged rms differences in instantaneous longwave heat rates Q LW . The differences are accumulated from a 1-yr integration of CAM at T42 resolution. The heating rates are computed at each radiation time step (1 h Ϫ1 ) at each grid point.
overlap assumption has some observational support and is more consistent with estimates of total cloud cover (Tian and Curry 1989) , although radar data indicate that the maximum overlap between adjacent clouds may relax to random overlap over vertical distances of 1.5-3 km (Hogan and Illingworth 2000) . The vertical cloud amount in each grid cell is determined from the same cloud parameterizations used in earlier versions of CCM Kiehl et al. 1998a ). The clouds in adjacent layers are maximally overlapped, and groups of vertically contiguous clouds separated by clear layers are randomly overlapped. The two overlap parameters input to the radiative calculations are the number of random-overlap interfaces, which equals N m , and a vector of pressures p at each random-overlap interface. These parameters are determined for each grid cell at each radiation time step. of contiguous clouds, and let p s denote the surface pressure. Both j and p j increase from the top of the model downward. Then,
MϪ1 s
It should be emphasized that the overlap assumption may be different in the first public release of CAM and that CAM can readily be executed with other types of cloud overlap. It should also be noted that the prognostic cloud-condensate parameterization (Rasch and Kristjánsson 1998 ) is based upon the maximum-overlap assumption. In the present version of the cloud-condensate scheme, this overlap assumption cannot be varied, and it may therefore be inconsistent with the overlap adopted in the radiation calculations. The experiments in section 5 are similar to the experiments by Morcrette and Jakob (2000) in which the overlap for radiation is varied independently of the overlap for the cloud condensate.
Evaluation against the independent pixel approximation
The accuracy of the new codes has been evaluated by comparison against calculations based upon the independent pixel approximation (IPA). This test quantifies the accuracy of the cloud overlap schemes relative to exact calculations for plane-parallel homogeneous clouds. In the IPA code, the input vertical cloud profile is converted into an equivalent set of binary cloud profiles. This process is similar to that used in the new shortwave code (section 3c). The fluxes and heating rates for each binary profile are calculated using the CCM3 radiation codes. Although the CCM3 codes are based upon the assumption of random overlap, the fluxes are computed correctly for binary clouds. The fluxes and heating rates for the original cloud profile are derived as weighted sums of corresponding quantities for each binary cloud configuration. The weights are the fractional surface areas occupied by each configuration. The radiative properties for trace gases and the optical properties for clouds are identical in the new codes and the IPA. The approximate two-stream methods for solving the radiative transfer equations are also identical. The comparison of the new codes against IPA can only identify errors associated with the approximations used to treat cloud overlap for plane-parallel clouds. The error estimates do not include the omission of three-dimensional subgrid cloud geometry from the calculation of fluxes and heating rates. However, the IPA yields accurate area-mean fluxes for complex arrangements of broken clouds (Cahalan et al. 1994; Zuidema and Evans 1998) and should therefore be suitable as a benchmark for comparison.
In order to test the new codes for a wide range of atmospheric conditions, the IPA has been called in parallel with the new codes in the prototype CAM. The IPA and the new codes are applied to the same atmospheric conditions at each grid point and at each radiation time step. The IPA is executed in a diagnostic mode, and the shortwave and longwave heating rates computed with IPA do not interact with the rest of the model physics. The instantaneous heating rates, TOA fluxes, and surface fluxes from the IPA and new codes have been accumulated every hour during a 1-yr integration and analyzed.
The distribution of differences in the all-sky TOA and surface longwave fluxes are shown in Fig. 5 . The distribution is strongly peaked about 0 W m Ϫ2 , and the figure illustrates that instantaneous differences between IPA and the new code are generally much less than 1 W m Ϫ2 . At TOA, the instantaneous longwave fluxes differ by Ϫ0.006 Ϯ 0.066 W m Ϫ2 , and at the surface the instantaneous fluxes differ by Ϫ0.005 Ϯ 0.202 W m Ϫ2 . The errors in the fluxes from the new code are caused by tiny inaccuracies in the absorptivities for adjacent layers (Kiehl et al. 1996) and by the method used for the random-overlap boundary conditions between
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Zonally averaged mean differences in instantaneous shortwave heat rates Q SW from the IPA and CAM radiation codes; (b) zonally averaged rms differences in instantaneous shortwave heat rates Q SW . The differences are accumulated from a 1-yr integration of CAM at T42 resolution. The heating rates are computed at each radiation time step (1 h Ϫ1 ) at each grid point.
maximally overlapped blocks of clouds (section 3b). The greatest errors in the TOA and surface fluxes encountered during the 1-yr test are Ϫ1.5 and Ϫ4.1 W m Ϫ2 , respectively. The mean and rms errors in the instantaneous longwave heating rates are shown in Fig.  6 . The largest mean differences are located in the Tropics in two local maxima, one in the upper troposphere and the second in the stratosphere. The differences in the troposphere approach 0.01 K day Ϫ1 , and the differences in the stratosphere are as large as 0.016 K day Ϫ1 near the top of the model. Over most of the troposphere, however, the heating rates differ by less than 0.002 K day Ϫ1 . The errors in the troposphere are at least two orders of magnitude smaller than the annual-mean longwave heating rates at the same locations (section 5). The instantaneous rms differences reach peak values of 0.1 K day Ϫ1 in the lower troposphere and boundary layer. There is a secondary maximum in the tropical stratosphere where the rms differences are as large as 0.04 K day Ϫ1 . In the rest of the stratosphere and in the middle and upper troposphere, the instantaneous rms errors are less than 0.03 K day The distribution of differences in the all-sky TOA and surface shortwave fluxes are shown in Fig. 7 . The mean and rms differences between IPA and the new code are larger for the shortwave than the longwave, although the distributions are still strongly peaked about 0 W m Ϫ2 . The instantaneous shortwave errors at TOA are Ϫ0.202 Ϯ 1.577 W m Ϫ2 , and the corresponding errors at the surface are Ϫ0.229 Ϯ 1.765 W m Ϫ2 . Ninetynine percent of the shortwave fluxes from the new codes are within 10 W m Ϫ2 of the IPA calculations. The errors are introduced by the parameter settings used to accelerate the new shortwave scheme by reducing the number of binary cloud configurations analyzed at each grid point (Table 3) . When these parameters are chosen to reproduce the IPA solution as closely as possible, that is, Ã min ϭ 0 and N c,max k 1, the instantaneous differences in the fluxes range from zero to within the roundoff error of the computer hardware. The mean and rms errors in instantaneous shortwave heating rates are shown in Fig. 8 . The largest mean and rms errors are located in the Tropics where the zonally averaged annual-mean insolation reaches its peak values. The local maxima in the rms errors are collocated with the local maxima in the mean errors. The greatest mean errors in the tropical troposphere and stratosphere are less than 0.004 K day Ϫ1 . These errors are at least two orders of magnitude smaller than the annual-mean shortwave heating rates at the same locations in the atmosphere (section 5). The instantaneous rms errors are all less than 0.04 K day Ϫ1 .
Sensitivity of simulated climate to changes in cloud overlap
When the cloud overlap assumption is changed from R to M/R, the effects of clouds on the global annualmean radiative fluxes are reduced. The reductions in the cloud radiative effects, or ''forcings,'' result from two competing factors. First, the total fractional area of each cloud configuration is smaller under the M/R overlap assumption. Second, the relationships of shortwave albedo and longwave emissivity to condensed water path (CWP) are nonlinear. The cloud albedo and emissivity increase as CWP increases, but the increments in albedo and emissivity per unit change in CWP become smaller as CWP becomes larger (Liou 1992) . For plane-parallel clouds, CWP is the vertically integrated mass of con- densed cloud water per unit area. Rearranging randomly overlapped clouds into a maximally overlapped configuration while preserving the total mass of condensed water will generally yield higher cloud albedos and emissivities. The reason is that the CWP will increase in regions where the vertical overlap of clouds increases. However, in most cases the nonlinear increase in cloud radiative properties cannot offset the decrease in the areal coverage. The result is that on average the cloud radiative forcing is reduced as the overlap is changed from R to M/R.
The changes in radiative fluxes and cloud properties resulting from the change in overlap are shown in Table  4 . The differences in the first column are calculated from two 5-yr simulations with the prototype CAM running the old and new radiation codes. The only differences between the model configurations in the two simulations are related to the radiative overlap; no retuning has been performed. The global means of these fields from the integration with M/R overlap are shown for comparison in the second column. The differences in the fluxes when the two overlap assumptions interact with the rest of the model physics are denoted by ␦ i . The absorbed solar radiation and the net longwave emission increase at both the TOA and the surface. The change in overlap has reduced the planetary albedo by 0.5% and increased the transmission to the surface by 0.4%. The largest relative change is in the surface longwave flux F(0). The prototype of CAM with M/R overlap has a global annualmean TOA energy balance given by S(TOA) Ϫ F(TOA) ϭ Ϫ0.03 W m Ϫ2 . The changes in the radiative fluxes result partly from the instantaneous effects of changing cloud overlap and partly from the feedback of these instantaneous effects on the climate simulation. The relative importance of these factors can be determined by calculating the instantaneous radiative effects. Two estimates of the instantaneous changes are given in the third and fourth columns of Table 4 overlap is diagnostic. These estimates are derived from the same 5-yr integrations used to calculate ␦ i S and ␦ i F.
In the shortwave, the instantaneous effects are the dominant components of the flux differences when the overlap is changed from R to M/R. The values of ␦ d,1 S(TOA) and ␦ d,2 S(TOA) differ from ␦ i S(TOA) by only 7.7% and 12.8%, respectively. The values of ␦ d,1 S(0) and ␦ d,2 S(0) differ from ␦ i S(0) by 1.5% and 7.2%, respectively. If the flux differences are caused primarily by the change in overlap rather than feedbacks on the atmospheric state, then the cloud properties should be very similar in the two integrations. This inference is confirmed by the relatively small changes in cloud distributions and cloud condensate shown in Table 4 . The cloud amounts in the lower, middle, and upper troposphere (Table 1) are computed with the M/ R overlap assumption regardless of the assumption used in the radiation in order to simplify the comparison. The total cloud amount ␦ i C T , for example, changes by only Ϫ0.6% (relative), and the changes in the layer cloud amounts are comparable. The differences in the zonally averaged cloud cover are all less than 2.5% (absolute). The small changes in cloud amount are consistent with the results of similar experiments in the European Centre for Medium-Range Forecasts (ECMWF) model (Morcrette and Jakob 2000). The liquid water path decreases by Ϫ0.13% and the ice water path increases by 1.3% when the overlap is switched from R to M/R. In the longwave, the variation in surface flux is again dominated by instantaneous effects. The value of itudes due to the change in overlap assumption. The change ␦ d,1 S(0) plotted in Fig. 10 is very similar in its spatial pattern and magnitude. This is expected since the TOA and surface solar fluxes are strongly correlated. The zonal-mean surface insolation increases at all latitudes by as much as 3.5 W m Ϫ2 . The clear-sky solar fluxes also change, although the differences are not related to the switch in cloud overlap assumption. In the new parameterizations, the clear-sky fluxes are computed at the full vertical resolution of the model instead of the reduced resolution adopted in CCM3 for computational speed. The TOA clear-sky flux S c (TOA) increases at all latitudes by up to 0.4 W m Ϫ2 (Fig. 11) , and the surface clear-sky flux S c (0) decreases at all latitudes by up to 0.35 W m Ϫ2 (Fig. 12) . The zonally symmetric patterns and meridional gradients in ␦ d,1 S c (TOA) and ␦ d,1 S c (0) are related to the zonal symmetry and meridional gradient in TOA solar insolation. The largest changes in the all-sky solar heating rates (Fig. 13 ) occur in the lower troposphere with peak values of 0.014 K day Ϫ1 . The heating rates increase in this region of the atmosphere because more solar radiation can penetrate to lower layers with the new overlap assumption. The magnitude of the differences in Q SW in the middle and upper troposphere are generally less than 0.002 K day Ϫ1 . The fact that the instantaneous differences ␦ d,1 Q SW and ␦ d,1 Q LW (shown below) are roughly two orders of magnitude smaller than the annual-mean Q SW and Q LW explains why the climate feedbacks related to cloud overlap are not significant in CAM. In an uncoupled model, the response of the atmosphere to variation in cloud overlap is dictated entirely by the resulting changes in radiative heating rates. If the changes in the heating rates are relatively small, then the response of the simulated climate should also be relatively insignificant. In the integrations of CAM shown here, the atmosphere is coupled to an active land surface model. The response of the land model to the increase in tropical insolation (Fig.  10) is evidently not sufficiently large to change these conclusions.
The principal differences in the TOA longwave flux ␦ d,1 F(TOA) are associated with the ITCZ and the polar fronts at high latitudes (Fig. 14) . The differences in these regions of deep cloud systems reach peak values of 0.8 W m
Ϫ2 . The change in overlap from R to M/R increases the outgoing longwave radiation at all latitudes as ex-C O L L I N S pected. In contrast to the shortwave, the effects of clouds on the surface longwave flux are nearly decoupled from the effects at TOA because of the longwave opacity of the atmosphere (Harshvardhan et al. 1990 ). This decoupling is evident in the map of ␦ d,1 F(0) shown in Fig.  15 . Some of the largest changes in F(0) occur in the oceanic stratus cloud regions on the east coasts of North and South America, Africa, and Australia. There are also significant differences in the polar fronts for both hemispheres. The value of F(0) increases at all latitudes when the overlap is changed from R to M/R. The downward longwave radiation from clouds generally decreases F(0) because clouds are in local thermodynamic equilibrium with the surrounding atmosphere and the tropospheric lapse rate is usually negative. When the effective cloud area is decreased by switching from R to M/R overlap, the cloud radiative effects are reduced and therefore F(0) is increased. As in the shortwave, the largest changes in the longwave heating rate occur in the lower troposphere. The cooling of the lowest layers in the model is reduced by approximately 0.1 K day Ϫ1 (Fig. 16 ). The differences in the rest of the troposphere and the stratosphere are less than 0.02 K day Ϫ1 . The main effect from changing the overlap assumption is to reduce the divergence of longwave flux in the lowest 200 mb of the atmosphere.
The results in Table 4 show that the CAM is relatively insensitive to changes in cloud overlap in the calculation of radiative fluxes. However, this finding does not necessarily apply to other general circulation models (e.g., Morcrette and Jakob 2000) .
Computational performance of the new parameterizations
The additional flexibility of the new radiative parameterizations increases the computational cost of the CAM. The effects of the new codes on the storage requirements and execution time have been evaluated on distributed-memory scalar-arithmetic machines. These have replaced vector-arithmetic computers as the main platforms for executing CAM. The amount of computer memory has been evaluated for the CAM running at T42 spectral truncation with 30 vertical levels and the old and new radiative parameterizations. The introduction of the new overlap treatment requires 1.2% more memory than the model including the previous randomoverlap codes. The increase in the physical, or ''wall clock,'' time required to run CAM on a multiprocessing computer is given in Table 5 . The time required to run the model grows by up to 22%, although this increase is probably an upper bound. The additional execution time is smaller when the model is run with a reduced grid (Williamson and Rosinski 2000) , and it is expected to be smaller with finer-grained decompositions of the computational grid.
As shown in Table 6 , most of the increased execution time is associated with the shortwave calculation. The cost of the new shortwave code (on a multiprocessing system) is approximately double that of the original scheme. The actual number of operations increases by 45%-50% relative to the old code. The new code solves the ␦-Eddington equations at full vertical resolution for clear-sky and all-sky conditions. In the previous code, the all-sky calculation is performed at full resolution while the clear-sky calculation is based upon a two-layer representation of the atmosphere. This difference alone suggests that the new code should be at least twice as computationally expensive as the old code. The fact that the execution time increases by a factor slightly greater than 2 indicates that the additional complexity of the all-sky calculation has little impact on the computational cost. The most commonly used methods for treating cloud overlap in shortwave calculations (e.g., Morcrette and Fouquart 1986, and Chou et al. 1998 ) also require a separate calculation of clear-sky and cloudy-sky radiative properties. Compared to the present method, these schemes would incur similar computational costs but provide considerably lower accuracy in instantaneous fluxes and heating rates. The cost of the longwave code is nearly identical to that of the original randomoverlap version. The reason is that over 99% of the computational cost of the original code is related to the calculation of clear-sky radiative properties. Even though the cost of the new cloudy-sky calculation is approximately 8 times larger than the previous cloudysky calculation, the cost of the complete longwave calculation (both in the number of operations and in wall clock time) increases by only 3%. This is comparable to the cost for the approximation to longwave overlap in the current version of the ECMWF model (Raisanen 1998) . The combined cost of the radiation calculations increases by 31%.
The new codes also increase the load imbalance between processors as shown in Table 7 . The variability can be characterized by the ratio of the maximum execution time on any processor to the mean execution time calculated across all processors. On a multiprocessing system, the CAM has several synchronization points for data communication between processors. When a synchronization point is encountered, all calculations up to that point must be complete before proceeding. Processors with a lighter workload that reach the synchronization point first have to wait until all the other processors reach the same point. Therefore, the rate of execution is determined by the rate of the slowest components. In the current version of the CAM, the calculations are divided among the processors by latitude. The variability is only 5% for the longwave because similar calculations have to be performed regardless of latitude, season, or hour of day. In addition, since the cost of the longwave is dominated by the clear-sky calculations, regional variations in cloud distributions have little effect on the variability. However, the variability for the shortwave calculations is significant even for the original code. The greater variability for the shortwave is related to the seasonal differences in solar insolation between the two hemispheres. The reasons are that the shortwave calculation is performed only when a grid box is illuminated and the length of day has a large seasonal variation. This measure of variability is quite sensitive to the partitioning of the CAM among processors and to the machine architecture, and therefore the performance of CAM on other machines may vary.
Conclusions and future work
New parameterizations of vertical cloud overlap have been developed for radiative calculations in GCMs. These methods have been implemented in the NCAR Community Atmospheric Model, the successor to the NCAR CCM. The parameterizations can calculate the all-sky shortwave and longwave fluxes for random overlap, maximum overlap, or an arbitrary combination of maximum and random overlap. While in many existing methods the overlap assumptions are implemented directly in the code, in the present approach the overlap is specified by two quantities input to the radiative calculations. These quantities fix the number of maximumoverlap regions and the locations of the random-overlap boundaries separating them at each grid point. If necessary, the type of cloud overlap could change from one grid point or time step to the next. In CAM, the vertical cloud overlap is maximum/random with maximum overlap between adjacent clouds and random overlap between blocks of clouds separated by clear sky. This type of maximum/random overlap is consistent with observational analyses of cloud distributions.
The shortwave fluxes are calculated by converting a vertical profile of cloud amount into a set of equivalent binary cloud configurations. The radiative transfer equations are solved explicitly for each binary configuration. It has long been assumed that this explicit approach would be too computationally expensive for GCMs, and a variety of approximate techniques have been developed in its place. However, the computational performance of the new parameterizations is comparable to that of several widely used approximations. The performance is achieved in part by eliminating redundant calculations and by omitting cloud configurations with small surface areas from the calculations. It should be noted that the computational cost of the new methods can change as the overlap assumption is changed, and in fact the cost of the shortwave calculations would increase significantly for random overlap. This is one disadvantage of the explicit technique relative to the earlier approximations, which were designed to have nearly constant performance regardless of the type of overlap.
The principal advantage of the new techniques is the very accurate treatment of overlap between plane-parallel homogeneous clouds. The accuracy has been determined by comparing the fluxes and heating rates from the new methods against the same quantities calculated with the IPA. The errors in the new parameterizations relative to IPA have been examined over a wide range of atmospheric conditions. The errors are calculated using hourly instantaneous fluxes and heating rates from a 1-yr integration of CAM. The mean errors in the fluxes are much less than 1 W m Ϫ2 , and the errors in the tropospheric heating rates are less than 0.01 K day Ϫ1 . These error estimates do not include systematic biases related to the treatment of radiatively active constituents, the two-stream approximations to the radiative transfer equations, or the omission of cloud inhomogeneities and three-dimensional geometry.
The new parameterizations are one of several improvements in the physical parameterizations planned for CAM. The generalization of cloud overlap may be extended to other cloud processes, in particular the treatment of cloud precipitation and evaporation. This would ensure that the assumptions regarding overlap are consistent among all the parameterizations of cloud physics. The treatment of infrared absorption by water vapor may also be improved by updating the absorptivity-emissivity formulation using line-by-line calculations or by replacing the absorptivity-emissivity calculations with the correlated-k method. Once these improvements have been implemented, the model cloud fields and fluxes should be compared against the latest satellite observations and field data. The evaluation of CAM using the new generation of satellites devoted to cloud measurements will be used to guide further development of the model. 
