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Capítulo  1
Introducción
§ 1.1  Aproximantes  de  Padé
Sea
f(z)=az                       (1.1)
i=O’
una  función  analítica  en un  entorno  de  z  =  O. Para  cada  n  y  m,  n, m  E N u {O}, es
conocido  que existen  polinomios  p  y  qm  que  cumplen
•  gr(pn)<_n  gr(q)_<m,  qmO.
•  q(z)f(z)_p(z)=Q(zm+l),  z—O.
Para  hallar  q  debemos  considerar  el  desarrollo  en  serie  de  potencias  de  q  f  e
igualar  a cero  los coeficientes de  Zk,  k  =  1,.  , m.  Se tiene  entonces  un  sistema
homogéneo  dem  ecuaciones y m+1  incógnitas  por lo que siempre  existe una  solución
no  trivial.  Una vez hallado  q,  el polinomio p  es el polinomio  de grado  menor  o igual
que  n  formado  por  los n +  1 primeros  términos  del  desarrollo  en  serie  de  potencias
de  q  f.  Esta construcción  define una  iinica  función racional  (después  de simplificar
posibles  factores  comunes)  Rn,m(f)  =  p/q,  llamada  el  APROXIMANTE  DE  PADÉ
de  tipo  (n, m)  de la  función  f.  El conjunto  de fracciones  {Rn,m(f)}nm0  constituye
la  TABLA  DE  PADÉ de  la  función  f.  La  ifia  m-ésima  de  la  tabla  de  Padé  está
1
Capítulo  1.  Introducción
formada  por  {Rn,m(f)}0  y  la  diagonal  principal  por  las  funciones  {R,(f)}0
usualmente,  en este  caso,  se suelen  denotar  por  R(f).
Estos  aproximantes  racionales  deben  su  nombre  al  matemático  francés  Henri
Padé  (1863 —  1953)  en  cuya  tesis  [86] aparecen  estos conceptos  en  relación  con las
fracciones  continuas.  Entre  otros  resultados,  Padé  encuentra  una  fórmula  explícita
de  los  aproximantes  Rn,m  de  la  función  exponencial  y  prueba  que  convergen  uni
formemente  en  compactos  del  plano  complejo  C  a  CZ  (cf.  [87]), además  demuestra
que  la  tabla  de Padé  de  ez es normal,  es decir,  que  cada  fracción  Rn,m  aparece  una
sola  vez  en  dicha  tabla.  No  fue,  sin  embargo,  H.  Padé  el  primer  matemático  que
estudió  este  tipo  de  funciones  racionales.  Por  ejemplo,  Hermite  (1873) ya  conocía
las  expresiones  explícitas  de  Rn,m  para  la  función  exponencial  que le  sirvieron  para
probar  la  trascendencia  del número  e.  Jacobi  (1845) dio la  fórmula del  denominador
qm(x)  como  un  determinante  cuyas  entradas  son  los coeficientes  a  además  de  las
potencias  de la  variable  x  y  Frobenius  (1881) encontró  relaciones  (las  así  llamadas
identidades  de  Frobenius)  entre  los denominadores  de fracciones Rnm  “cercanas”  en
la  tabla  de  Padé.
Si  se define R-n,m  como la clase de todas  las funciones racionales  cuyos numerador
y  denominador  tienen  grado  a  lo sumo  u  y m  respectivamente,  es también  posible
definir  el  aproximante  R.n,m(f)  como  el  elemento  perteneciente  a  1n,m  que  tiene
mayor  orden  de  contacto  (dentro  de  la  clase  de  dichas  funciones)  con  la  función
f  en el  punto  z  =  O.  Desde  este  punto  de  vista,  los  aproximantes  de  Padé  son
una  extensión  de  los polinomios  de  Taylor  pero,  a  diferencia  de  éstos,  no  es cierto,
en  general,  que  converjan  a  f  en  un  entorno  de  z  =  O.  En  realidad,  hay  grandes
diferencias  en el  comportamiento  de los dos  tipos  de aproximantes.
Por  un  lado,  la  presencia  de  polos  permite  aproximar  de  manera  más  eficaz
una  amplia  variedad  de  funciones:  consideremos,  a  modo  de  ejemplo,  la  función
f  (z)  =  log(1  +  z);  el  radio  de  convergencia  de  su  serie  de  Taylor  en  z  O es  1
como  es bien  sabido.  De resultados  que se citan  más  adelante  puede  deducirse  que
los  aproximantes  de  Padé   de  log(1  +  z),  log 1  =  O, convergen  a  log(1  +  z)
uniformemente  en  compactos  del  dominio  C   {x  E  IR  :  x  <  O}.  Debido  a  este
hecho,  que ocurre  en muchos otros  casos, se entendió  que  los aproximantes  de Padé
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proporcionaban  un  método  para  reconstruir  la  función  a  partir  de  sus  coeficientes
de  Taylor.
Por  otro  lado,  la  misma  presencia  de polos  puede  resultar  ser un  obstáculo  para
la  convergencia:  se  conocen  ejemplos  de  funciones  enteras  cuyos  aproximantes  de
Padé  divergen  en  todo  los  puntos  del  plano  complejo  C  menos  en  z  =  O (véase
[119]).  A. A.  Gonchar  [45] ha  probado  que, en circunstancias  bastante  generales,  los
aproximantes  diagonales  de  Padé  convergen en  aquellas  regiones  que  no  contienen
polos  de  los aproximantes,  por  lo  que  el  “mal”  comportamiento  es  causado  por  la
presencia  no  deseada  de  polos  lejos de  los puntos  singulares  de  la  función  f.  Estos
polos  son  llamados  espurios  (para  más  detalles  y  una  definición  más  precisa,  véase
[107])  y  están  siendo  objeto  de  estudio  en  la  actualidad.  Por  regla  general  van
emparejados  con ceros  cercanos  del  propio  aproximante  de Padé.
Como  consecuencia  de  lo  anterior,  no  es  sencillo  obtener  resultados  sobre  la
convergencia  de  los aproximantes  de  Padé.  Hablaremos  a continuación  de  tres  teo
remas  clásicos  sobre  convergencia  y  su  desarrollo  posterior  hasta  la  actualidad,  lo
que  servirá  para  mostrar  una  breve  panorámica  de los problemas  viejos y  nuevos en
este  campo  de  la  matemática.  A finales  del siglo XIX,  R.  F  Bernard,  vizconde  de
Montessus  de  Ballore,  demuestra  [76] el siguiente
Teorema  (de  Montessus  de  Ballore)  Sea f  una función  analz’tica en un  entorno
de  z  =  O y  meromorfa  con  exactamente  m  polos  (contando  la multiplicidad)  en  el
disco  U  =  {z  E C  :  zI < r}.  Entonces,  se  cumple
•  Para  todo nu’mero natural  n  suficientemente  grande,  Rn,m(f) tiene m  pOlOS.
•  Los polos  de R,j,m(f) tiendn,  cuandó  n  tiende  a infinito,  a los polos  de f  en
Ur.
•  Rn,m(f)  converge,  cuando n  tiende  a infinito,  a f  uniformemente  en  compactos
de  la región Ur    {polosdef}.
A  partir de la  década de los  años setenta  se  realizaron nuevos progresos en la
convergencia  de las  filas de  los aproximantes  de  Padé.  E.  B. Saif  [99] demostró  una
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generalización  del  teorema  anterior  usando  aproximantes  multipuntuales.  Resulta
dos  análogos  para  las  funciones  racionales  de  mejor  aproximación  se encuentran  en
[98] y  [41]. Pero,  quizás,  los resultados  modernos  más  interesantes  en este  tema  se
encuadran  dentro  del  llamado tipo  inverso.  El  teorema  de Montessus  es un  ejemplo
de  problema  de  tipo  directo,  es decir,  dada  la función f  en (1.1) y conocidas  algunas
propiedades  globales de su extensión  analítica  tales como su dominio de meromorfía,
número  de  polos  en  esta  región,  etc...,  se trata  de  averiguar  si los  aproximantes  de
Padé  convergen  a  la  función  f.  Un problema  de  tipo  inverso  puede  ser  planteado
del  siguiente  modo:  supongamos  conocido el comportamiento  de los polos de alguna
sucesión  de  aproximantes  de Padé,  ¿qué  puede  decirse  acerca  de  las  singularidades
de  f?,  ¿se corresponden  los  polos  de  f  con  los  puntos  límite  de  los  polos  de  los
aproximantes?.  Desde luego,  la  respuesta  a estas  preguntas  tiene  gran  importancia
práctica.  En  el  trabajo  [44] Gonchar  prueba  que  los  polos  de  f  en el  disco  de  m
meromorfía  (el mayor  disco  en  el  cual  f  admite  extensión  meromorfa  con  m  polos
a  lo  sumo,  Dm  en  lo  que  sigue)  son  los  puntos  límite,  cuando  n  tiende  a  infinito,
de  los polos  de  los aproximantes  Rn,m(f)  que  convergen  con velocidad  geométrica.
Además  caracteriza  la  multiplicidad  de  los polos  de  f  y el radio  de  Dm  utilizando
los  polos  de  los  aproximantes.  Pocos  años  más  tarde,  S.  P.  Suetin  demuestra  que
los  puntos  límite  de  los polos  de  Rn,m(f)  que  están  en  el interior  de  Dm  son  polos
de  f  (independientemente  de la  velocidad  de  convergencia)  y que  sobre  la  frontera
de  Dm  corresponden  a puntos  singulares  de la  función  f  (cf.  [111] y  [112]).
El  siguiente  teorema  tiene  que ver  con la  aproximación  de  funciones  del  tipo
[d1i(x)
donde  p  es una  medida  de  Borel  finita  positiva  cuyo  soporte,  denotado  por  S(i),
es  un  subconjunto  compacto  de  la  recta  real  R  La  función  A recibe  el  nombre  de
FUNCIÓN  DE  MARKOV y  está  definida  y  es holomorfa  en    S(,a). Puesto  que  es
posible  que  j  no  sea  analítica  en  un  entorno  de  z  =  O, resulta  más  conveniente
considerar  aproximantes  de  Padé  que  tengan  orden  de  contacto  con  f  en  z  =  oc,
los  cuales  no  difieren,  en  lo  esencial,  de  los  definidos  anteriormente.  Para  ello,
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consideramos  el  desarrollo  de  j2 en potencias  de  1/z,  es decir,
=      «  donde  Ck =  fxkdi(x).           (1.2)
Dado  un  entero  n  no  negativo  existen  polinomios  p,-,  y  qn,  de  grado  a  lo  sumo  n,
tales  que  qO  y
(q/Ti—p)(z)=O(1/f1),  z—oo.              (1.3)
El  cociente  p/q,  de  cualquier  par  de  estos  polinomios  define  una  única  función
racional  R(/i)  llamada  el n-ésimo  APROXIMANTE  DE  PADú  (diagonal)  de ¡Ii. Como
antes,  hallar  q  es equivalente  a  encontrar  una  solución  no  trivial  de  un  sistema
homogéneo  con  ri + 1 incógnitas  y n  ecuaciones,  donde  la  matriz  de  los coeficientes
es  la  matriz  de  Hankel  correspondiente  a  los  números  Ck,  k  =  O, 1,••  ,  2n  —  1.
El  polinomio  p  se  obtiene  tomando  la  parte  polinomial  del  desarrollo  de  q, ft  en
potencias  de  1/z.
En  1895 A.  A.  Markov  [67] demuestra  (véase  también  [81], capítulo  3,  teorema
61)
Teorema  (Markov)  La sucesión  {Rfl(fi)}flEN converge uniformemente  a  en  sub
conjuntos  compactos  de    Co(S(i)),  donde  Co(S())  es  la  envoltura  convexa  de
S().
Desde  entonces  se han  probado  varias  generalizaciones  de  este  teorema.  En  [46]
se  demuestra  un  teorema  del  mismo  tipo  utilizando  aproximantes  multipuntuales,
en.  [4], [21] y  [22] aparecen  varios  resultados  relacionados  donde  parte  de  los polos de
los  aproximantes  se fijai  de  antemano.  Gonchar  [42] y  Rakhmanov  [91] extendieron
el  teorema  de  Markov al  caso  en  que  se añada  a la  función  de  Markov una  función
racional,  con  lo  que  la  función  resultante  tiene  polos  fuera  de  S(p).  Para  más
detalles,  puede  verse el capítulo  V donde  se comentan  estos resultados  y se prueban
algunos  teoremas  similares.
Si  se  analiza  la  construcción  de  los  aproximantes  de  Padé  de  las  funciones  del
tipo  anterior,  se observa  que  la  existencia  de  los  aproximantes  no  depende  de  que
el  desarrollo  (1.2)  defina realmente  una  función  analitica  en  un  entorno  de  z  =
5
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lo  que  nos  permite  definir  los  aproximantes  de  Padé  para  cualquier  serie  formal
en  potencias  de  l/z.  En  particular,  para  las  FUNCIONES  DE  STIELTJES,  es  decir,
funciones  del tipo
fd(x)
donde  r  una  medida de  Borel  positiva  con  soporte  contenido  en  [0, +oo]  y  cuyos
momentos  dk,  dk  =  f  xk dr(x),  son  todos  finitos.  Evidentemente,  una  condición
necesaria  para  la  convergencia  de  R,2(?) a ,  para  cualquier  medida  r  del  tipo  con
siderado,  es que la  sucesión de momentos  {dk}keN  determine  r,  es decir,  que no haya
dos  medidas  distintas  con la  misma  sucesión  de momentos  {dk}kE.  Se dice en  este
caso  que  el  problema  de  momentos  para  la  sucesión  {dk}kEN  es  determinado.  Del
trabajo  [109] de  T.  J.  Stieltjes  se  deduce  que  esta  condición  es  también  suficiente
para  la  convergencia  de R()  a
Teorema  (Stieltjes)  Si  el problema  de momentos  para  la sucesión  {dk}kEN  es  de
terminado,  entonces  la sucesión  {Rfl(f)}flEN  converge a la función   uniformemente
en  subconjuntos  compactos  de C   [0, +oo].
Más  tarde,  T.  Carleman  [26] probó  que  si
entonces  el  problema  de  momentos  es  determinado.  G.  López  [58] generalizó  el
teorema  de  Stieljes  para  aproximantes  multipuntuales  imponiendo  una  condición
tipo  Carleman  a  los  momentos.  En  [59] y  [62] se  resuelve  un  problema  análogo
al  planteado  por  Gonchar  [42] en  el  caso  de  las  funciones  de  Markov:  estudiar  la
convergencia  de  los  aproximarites  de  Padé  a  funciones  del  tipo   +  r,  donde  r  es
una  función  racional.  El  trabajo  originario  de  Stieltjes  versa,  en  realidad,  sobre  la
convergencia  de fracciones  continuas  y  el teorema  citado  aquí  es un  caso  particular.
Dentro  de  ese contexto  más  general,  puede  verse una  extensión  que  permite  que los
momentos  sean  complejos  en  [12].
Hay  resultados  modernos  (iiltimos treinta  años)  en la  teoría  de los aproximantes
de  Padé  que  se  apartan  de  los resultados  clásicos, tanto  por  su  mayor  generalidad
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como  por la  naturaleza  del tipo  de convergencia que obtienen.  Comentaremos  breve
mente  estos trabajos  (véase la sección § 111.3 para  las definiciones) cuyo denominador
común  es el uso  de la  teoría  del  potencial  logarítmico.  Uno de  los más  importantes
es  el siguiente  teorema  (cf.  [83] y  [90])
Teorema  (Nuttall-Pommerenke)  Sea  f  analítica  y  univaluada  en  el  dominio
   E  donde  F  es  conjunto  compacto  tal  que  cap  (F)  =  0.  Entonces  la  sucesión
diagonal  de aproximantes  de Padé  de f  converge a f  en capacidad en  subconjuntos
compactos  de C.
Como  ya  se  dijo  al  comienzo  de  esta  sección existen  ejemplos  de  funciones  en
teras  cuyos  aproximantes  de  Padé  divergen  en  todo  punto  lo  cual  no  contradice
el  resultado  anterior  pues  la  convergencia  en  capacidad  es  lo suficientemente  débil
como  para  permitir  que  los poios  de  los aproximantes  tengan  puntos  límite  dentro
del  dominio  de  convergencia.  Así,  desde  el  punto  de  vista  de  la  aproximación  uni
forme,  el teorema  de Nuttall-Pommerenke  puede  parecer  algo pobre,  sin embargo,  la
convergencia  en  capacidad  permite  entender  el  comportamiento  global  de  los apro
ximantes  de  Padé  y, en  ciertas  ocasiones,  si se tiene  información  adicional  sobre  los
polos  de los aproximantes,  convergencia en capacidad  implica convergencia uniforme
(véase  el  lema  de  Gonchar  enunciado  en  la  sección  § V.5).  Se  ha  demostrado  que
la  condición  cap (F)  =  O no  se puede  eliminar:  Rakhmanov  [92] probó  que  si para
toda  función  analítica  f  en un  dominio  D, oc  D,  la  sucesión diagonal  de  sus  apro
ximantes  de  Padé  converge  a  f  en  capacidad  (en  subconj untos  compactos  de  D),
entonces  cap  (    D)  =  0.  Quizás  la  contribución  más  importante  al  teorema  de
Nuttall-Pommerenke  la  realizó  Gonchar  [40] al  extender  el  resultado  a  la  clase  R0
forrnada  por las funciones  quese  aproximan  rápidamente  en capacidad  por funciones
racionales  en  el  entorno  de  un  punto.  La  clase  R0  contiene  todas  las  funciones  a
las  que  se aplica  el  teorema  de  Nuttall-Pommerenke  y  otras  cualitativamente  muy
diferentes,  pues  pueden  tener  regiones  de singularidad  con capacidad  positiva.  Pre
viamente,  Gonchar  [39] había  probado,  en el espíritu  de obtener  información  global
a  partir  de  datos  locales,  que  las  funciones  de  la  clase  R  son  necesariamente  uni
valuadas.
En  el  teorema  de  Nuttall-Pomerenke  (y  en  la  generalización  de  Gonchar)  es
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esencial  que  la  función  f  sea imivaluada.  Si la  función  es multivaluada  no  puede
esperarse  convergencia  en  capacidad  en  todo  C  pues  los propios  aproximantes  de
Padé  son funciones  univaluadas.  En  esta  situación  más  compleja puede  demostrarse
convergencia  en capacidad  salvo en  un conjunto  de  capacidad  mínima  determinado
por  la  función  f  (cf. [85] y  [105]).
Por  otro  lado,  Baker  [9] ha  mostrado  en muchos  ejemplos relevantes  (el ejemplo
de  Wallin  [119], entre  otros)  que,  si  bien  la  sucesión  diagonal  de  aproximantes  de
Padé  puede  diverger,  existen  subsucesiones  uniformemente  convergentes.  De  esta
observación  surge  la  famosa  conjetura  Baker-Gammel-Wills  también  llamada
Conjetura  de  Padé  Si  la función  f  es analz’tica en  el  disco unidad  U,  entonces
existe  una subsucesión A c N tal  que {Rfl,fl(f)}flEA  converge a f  uniformemente  en
subconjuntos  compactos  de U.
Poco  se sabe  sobre  esta  conjetura  aunque  la  opinión  mayoritaria  es que  es falsa,
por  lo que  existen  versiones  debilitadas  de ella,  por  ejemplo,  exigiendo  sólo conver
gencia  en capacidad  o limitándose  al caso en  que f  es algebraica  (para  más detalles,
véase  [106]).
A  lo largo  de  esta  sección nos  hemos  centrado  en las  propiedades  de  convergen
cia  de  los  aproximantes  de  Padé  por  ser  uno  de  los principales  temas  de  estudio
de  la  presente  memoria.  Para  más  información,  puede  consultarse  la  monografía
[101 donde,  además  de las  propiedades  asintóticas,  se analizan  las  propiedades  alge
braicas,  el problema  del cómputo  efectivo  y las  aplicaciones  al cálculo  numérico  y a
la  física de dichos  aproximantes.
Veamos,  para  finalizar,  cómo surge  la  relación  entre  los aproximantes  de  Padé
y  los  polinomios  ortogonales.  Por  comodidad  (si  bien  es posible  razonar  con  más
generalidad),  supongamos  que la función  que se aproxima  es una  función  de Markov.
De  la  ecuación  (1.3) se deduce  que
z”(qfi—p)(z)—_O(1/z2),  z—* co;  k=0,1,...  ,n  1.
Sea  ‘y una  curva  de  Jordan  analítica  orientada  positivamente  que  rodee  el  soporte
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de  la  medida  t.  Si  aplicamos  el teorema  de  Cauchy  “hacia  afuera”  obtenemos
o=fzk(qn_pn)(z)dz=fzkqn(z)(z)dz,  k=O,1,  ,fl_  1
y,  por el teorema  de  Fubini  y  la fórmula integral de Cauchy, se tiene
o=fxkqn(x)d(x),  kO,1,  ,n—l.            (1.4)
De  modo  que  el  polinomio  q,,  denominador  del  aproximante  de  Padé  R,  satisface
relaciones  de  ortogonalidad  con  respecto  a  la  medida  ji.  Más  aún,  de  la  ecuación
(1.3)  también  se deduce,  utilizando  la fórmula  integral  de  Cauchy,  que
(qn  /  —  Pn)(Z)  =      q(C)—  d( =  lf  qn(Ç)  d(,2iri -,     z—C         2iri 
donde z pertenece a   Co(S(ji)) y ‘y está suficientemente cercana a Co(S(ji)) para
dejar “fuera” el punto z. Nuevamente utilizando el teorema de Fubini llegamos a la
conocida fórmula de Hermite
(z)-    )(z)= qnz) f  d(x)  z    Co(S(ji)).    (1.5)
De  donde el comportamiento asintótico, cuando n tiende a infinito, de los poli
nomios ortogonales q adquiere vital importancia en el estudio de la convergencia
de los aproximantes d Padé. En la próxima sección repasaremos los resultados má
sobresalientes al respecto.
§  1.2  Propiedades asintóticas de los polinomios ortogonales
Sea ,a una medida de Borel finita y positiva en R cuyo soporte compacto S(ji)
contiene infinitos puntos. Sea ji’ = dji/dx la derivada e Radon-Nykodym de ji con
respecto a la medida de Lebesgue dx.
Sea {Pn}nEN la sucesión de polinomios ortonormales con respecto a la medida ji;
es decir, Pn(Z) = kn Z’ +•• ,  > O T
rl
/  pm(X)pk(X)ji(X)dkm.               (1.6)
J—l
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Una  clase importante  de  medidas  es la  de  las  medidas  regulares.  Esta  clase  de
medidas  ha  sido  introducida  recientemente  y  estudiada  en  detalle.  La  excelente
monografía  [108] de  H.  Stahl  y V.  Totik  está  dedicada  al  estudio  de  estas  medidas
y  sus  polinomios  ortogonales.  Se  dice  que  la  medida  a  es  REGULAR y  se  escribe
L  E Reg  si se verifica  una  cualquiera  de  las siguientes  dos relaciones  equivalentes
hm   =         ,                    (1.7)
cap  (S(i))
hm  p(z)I’  =  exp{9ç2(z,oo)},                 (1.8)
n—oo
uniformemente  en subconjuntos  compactos  de CCo(S(z)),  donde cap (S(/L)) denota
la  capacidad  logarítmica  de S(j.)  y gç2(z, oo) es la  función de  Green con singularidad
en  el infinito  relativa  a la región   =    S(jt)  (cf. la sección § 111.3 para  la definición
de  estos  conceptos).  Por  ejemplo,  si  S(.t)  =  [—1, 1] entonces las  fórmulas  anteriores
se  escriben  del  siguiente  modo
hm  i’c/  =  2,
n-.00
hm  pn(z)J1’ =  z  + /z2  —
n—*oo
Para  la definición detallada  de medida  regular  (en un contexto  más general)  y formas
equivalentes  de su  expresión  véase  el teorema  3.1.1 de  [108].
La  CLASE DE NEVAI-BLUMENTHAL es  también  de  importancia  en  la  teoría  de
polinomios  ortogonales  y temas  relacionados.  Sea
XPn(X)  =  an÷lpn+1  + bp(x) + anpn_i(x), fl   1,
la  relación  de  recurrencia  a  tres  términos  satisfecha  por  la  sucesión  de  polinomios
ortonormales  {Pn}n€N.  Se  dice que  ,i  E  M(a, b) si lim.  b  =  b y him.  a  =
a/2.  En  este  caso  es conocido  el hecho  de  que  8(p)  =  [b —  a, b + a] U e, donde e
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es  un  conjunto,  de  cardinal  a  lo  más  numerable,  cuyos  únicos posibles puntos de
acumulación  son  b ± a.  Supondremos  que  a   O para  que  el intervalo  [b —  a,  b + a]
no  quede  reducido  a  un  punto.  Con estas  condiciones  se cumple
hm  pni(z) =  (z —  (1.9) Pn(Z)        a j
uniformemente  en subconjuntos  compactos  de C   Sea), donde W(z) =  z + /z2 —  1.
La  raíz se escoge de modo  que sea  positiva  en  {z>  1}. La  clase de  medidas  M(a, b)
también  está  relacionada  con  la  convergencia  débil  de  cierta  sucesión  de  medidas.
Concretamente,  si g es una  función  acotada  y continua  en  S(p),  para  cada  k  E N se
verifica  la  siguiente  relación  asintótica
1  Tk(x)lim  ¡ g(x)p(x)p+k(x)da(x)=— /    g(x)                   dx,
flOOj                     Jb—a     /(b + a —  x)(x — b + a)
(1.10)
donde  Tk  es  el  polinomio  de  Chebychev  de  primera  especie  y  grado  k,  es  decir,
Tk(cos O) =  cos  kO.  Para  conocer  unís  detalles  sobre  este  tipo  de  medidas  y  sus
propiedades,  puede  consultarse  [77].  Una  condición  suficiente  bien  conocida  para
que  /1 E M(a,  b), debida  a  E.  A.  Rakhmanov,  es que  S(p)  =  [b —  a,  b + a] y  a’  > 0
en  casi  todo  punto  del  intervalo  [b —  a,  b +  a].  El  teorema  de  Rakhmanov  ha  sido
objeto  de  gran  atención  desde su  aparición  como lo  prueba  el  hecho  de  que  se han
proporcionado  varias  demostraciones  distintas  en un corto  espacio de tiempo.  Aparte
de  la  demostración  original  [93], podemos  citar  las  que aparecen  en  [70], [95] y  [78].
Finalmente,  consideremos  la  CLASE  DE  MEDIDAS  DE  SZEGÓ.  A  fin de  no  com
plicar  la  not ación,  nos  limitamos  a  medidas  cuyo  soporte  es  [—1, 1].  Se dice  que
E  S  si S(íi)  =  [—1,1] y 1ogil(x)/V1  —  E  L1[—1, 1]. En  este  caso  se tiene
lim  Pn(Z)  =   1  S(p’(cosoflsin(O)I;W(z)),  (1.11)n—+oo’JJ(z     
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uniformemente  en  subconjuntos  compactos  de     [—1, 1], donde  (siempre  que  h
cumpla  log h E L’ [O, 2ir])
(      2r
1  1   f       _____S(h;z)_—exp1-—jlogh(O)9dO  ,  Iz>1
es  la  función  de Szeg6.
Dentro  de  esta  clase de  medidas  se ha  demostrado  uno  de  los  pocos  resultados
sobre  convergencia  de los polinomios  ortogonales  en casi  todo  punto  del  soporte  de
la  medida  (cf.  [73]).
Estos  tres  tipos  de comportamiento  asintótico  (raíz n-ésima,  cociente,  de SzegS)
están  ordenados  jerárquicamente:  la  convergencia de la  raíz n-ésima  es la más  débil,
pero  para  muchas  aplicaciones  es  suficiente.  Por  ejemplo,  determina  las  curvas
en  las  que  los ceros  de  los  polinomios  ortogonales  son  densos  y  la  densidad  de  la
distribución  de  los  mismos.  Así  mismo,  permite  demostrar  convergencia  de  los
aproximantes  de  Padé  correspondientes,  al  menos  en  capacidad.  La  convergencia
del  cociente proporciona  una  descripción más  precisa del comportamiento  asintótico;
problemas  como la  aproximación  de  funciones  meromorfas  de  Markov y  de  Stieljes
se  han  resuelto  con su  ayuda  (cf.  [42] y  [62]). Está  relacionada,  como hemos  visto,
con  la  existencia  del  límite  de  los coeficientes  de  la  relación  de  recurrencia.  Esta
conexión  se ha  utilizado  en  la  teoría  espectral  de operadores  diferenciales.  Por  otro
lado,  el  teorema  de  Rakhmanov  muestra  que  una  clase  muy  amplia  de  polinomios
ortogonales  verifica este  tipo  de comportamiento  límite.  La  convergencia fuerte  o de
Szeg6  corresponde  a la  situación  donde  se posée un  conocimiento  más  exacto  de los
valores  de  los polinomios  ortogonales  cuando  n tiende  a  infinito.  Por  ejemplo,  en el
caso  de  polinomios  ortogonales  sobre la  circunferencia  la  clase de medidas  regulares
no  aporta  información  sobre la  distribución  asintótica  de los ceros;  el conocimiento
de  la  extensión  analítica  de  la  función  de  Szegt5 puede  suplir  en parte  esta  carencia
(véase  [79] y [68]).  Si S(i)  c IR es posible dar  estimaciones  precisas  de la  localización
de  los ceros sobre el soporte  de la  medida  añadiendo  alguna  condición tipo  Lipschitz
sobre  la  medida.
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En  las  referencias  [361, [52], [77], [81], [108], [113], [115] y  [116] se pueden  encon
trar  estos  resultados  junto  con más  información  sobre los polinomios  ortogonales  y
su  relación  con otros  temas.  Si bien  pueden  considerarse  referencias  generales,  cada
una  tiene  su  carácter  propio  al destacar  aspectos  diferentes  de  esta  materia.
§ 1.3  Medidas  variantes
Al  final de  la  sección  § 1.1 se mostró  cómo el  denominador  del  aproximante  de
Padé  de una  función  de Markov es un polinomio  ortogonal  con respecto  a la  medida
que  define dicha función.  Ésta  es la  situación  más  sencilla.  En  la  práctica,  aparecen
otros  tipos  de  situaciones  si  bien  todas  ellas  tienen  la  ortogonalidad  como  rasgo
común.  La  clase  de  ortogonalidad  que  surge  depende  del  problema  que  se plantee.
A  lo  largo  de  los próximos  capítulos  se  verá  con  detalle  qué  ocurre  en  el  caso  de
problemas  de aproximación  simultánea  de un conjunto  de funciones,  de aproximación
multipuntual  y  de  aproximación  en  la  que  se fija  de  antemano  parte  de  los polos.
Con  el  propósito  de  motivar  el  objeto  de  estudio  de  gran  parte  de  este  trabajo,
daremos  aquí  un  ejemplo  significativo  de  los  diversos  tipos  de  ortogonalidad  que
pueden  aparecer.  Hemos escogido un  problema  de  aproximación  ya  resuelto  (véase
[62]) y diferente  (aunque  con puntos  de contacto  con la  última  parte  del capítulo  V)
de  los que  se  tratan  en  esta  memoria  para  mostrar  la  gran  riqueza  de  situaciones
posibles  y con  el fin de  no reiterar  argumentos.
Consideremos  el problema  de  estudiar  la  convergencia  de  los aproximantes  dia
gonales  de  Padé  de  la  función  (z)  + r(z),  donde  f  es  una  función  de  Stieltjes  y
r  es  una  función  racional  (con  coeficientes  complejos)  con  polos fuera  del  intervalo
[0, +oo].  Haciendo  un  cambio  en  la  variable  por  medio  de  una  transformación  de
Mibius  podemos  trasladar  el problema  al  estudio  de la  convergencia  de  los aproxi
mantes  de Padé  R.1,(f)  (construídos  para  que  tengan  orden  de contacto  con f  en
z  =  1,  que es el punto  transformado  de  z  =  oc  por  la  homografía)  de  la  función
f(z)=(z)+s(z),
donde  t  es una  medida  positiva  cuyo soporte  está  contenido  en el intervalo  [—1, 1] y s
es  una función racional  con poios fuera  de [—1, 1]. Ahora el intervalo  de integración  es
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acotado  pero nótese  que no es un problema  de aproximación  de funciones  de Markov
(con  independencia  de  s)  pues  la  interpolación  se realiza  en  z  =  1.  Puede  probarse
que  el  denominador  de  Rn_i,n(f),  que denotamos  por  qn,  satisface  las  relaciones  de
ortogonalidad  siguientes
o=f’xiqn(x)t(x) (12n’  i  =0,1,... ,n— 1 —d,       (1.12)
donde  t,  gr t  =  d,  es  el  denominador  de  s.  Es interesante  observar  que  qn es  orto
gonal  con  respecto  a  una  medida   d(x)  =  t(x)  c4L(x) (1 —  X)_2n,  que  depende
de  n; a  este  tipo  de medidas  las  llamaremos  VARIANTES.  Además,  las  relaciones  de
ortogonalidad  no son  completas  a causa  del término  —d y la medida  no es necesaria
mente  positiva.  Para  superar  estos inconvenientes,  comparamos  q  con el polinomio
1n,m determinado  por  las  condiciones
d  
O =  /  X  ln,rn(X)    2   =  O, 1,...  , m  —  1.(1  —x)
Debido  a  las  ecuaciones  (1.12)  el  polinomio  qn t  se  representa  como  combinación
lineal  de  los polinomios  {lfl,fl+k}L_d.  Si  ¡i’  >  O en  casi  todo  punto  de  [—1, 1] y  la
medida  variante  djt(x)  (1 —  x)2’  verifica  cierta  condición  tipo  Carleman  entonces
los  polinomios  ortogonales  variantes  tn,m cumplen  (éste  es el paso  clave)  la  relación
asintótica
hm  1n,n+k+1  =  z  + z2  —  1,  k  E Z,              (1.13)
  1n,n+k
uniformemente  en subconjuntos  compactos  de C   [—1, 1]. De aquí  es posible  deducir
que  los polinomios  qn tienen  como mucho d ceros fuera  del intervalo  [—1, 1] y probar
que  R1,(f)  converge a f  en capacidad.  En  estas  condiciones  se obtiene  de  modo
inmediato  la  convergencia  uniforme  aplicando  un  conocido lema  de  Gonchar  (véase
la  sección § V.5).
En  resumen,  el  hecho  de  que  ciertos  polinomios  ortogonales  variantes  tengan
un  comportamiento  asintótico  determinado  (convergencia  del  cociente  en  (1.13))
ha  permitido  resolver  un  problema  de  aproximación  Padé  de  funciones  de  Stieltjes
meromorfas.  Veremos que este  principio  funciona en una  clase amplia  de problemas.
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§ 1.4  Contenido  y  estructura  de  este  trabajo
El  objetivo  de esta  memoria  es extender  los resultados  conocidos  sobre  compor
tamiento  asintótico  de  polinomios  ortogonales  con  respecto  a  medidas  variantes  y
utilizarlos  para  resolver  diversos problemas  de la  teoría  de la  aproximación  racional
de  funciones  analíticas.
Cada  capítulo  (incluso  alguna  sección)  contiene  una  introducción  donde  se ex
plican  con  detalle  los  contenidos  correspondientes.  De modo  que  nos  limitaremos
aquí  a hacer un breve sumario  de los temas  tratados.  En  el capítulo  II se estudian  las
propiedades  asintóticas  de los polinomios ortogonales con respecto  a medidas  varian
tes  positivas.  El  principal  rasgo  diferenciador  con  respecto  a  resultados  anteriores
es  su generalidad  para  el tipo  de convergencia  estudiado.  Todo  el capítulo  descansa
sobre  el teorema  2.1 de  la  sección  § 11.3, para  cuya  demostración  es necesario  deli
mitar  con cuidado  las hipótesis  que  se exigen;  estas  hipótesis  son  las  condiciones  de
admisibilidad  que se introducen  en la sección § 11.2. Las secciones § 11.4 y § 11.5 están
dedicadas  a  probar  un  teorema  del  tipo  Rakhmanov,  primero  en  la  circunferencia
unidad  y luego  en  la  recta  real,  para  llegar  a  la  fórmula  asintótica  que  se presenta
en  el teorema  2.9, objetivo  final de la  primera  parte  del capítulo.  La  secciones § 11.6
y  § 11.8 contienen  resultados  sobre  otros  tipos  de relaciones  asintóticas  como son  la
de  Szegb y su  extensión:  la  convergencia  comparativa.  Por  último,  la sección  § 11.7
discute,  a  través  de  algunos  ejemplos,  las  hipótesis  pedidas  en  algunos  resultados
anteriores.
El  capítulo  III  está  dedicado  al  estudio  de  los polinomios  de  Stieltjes  y su  com
portamiento  asintótico.  Tras  una  breve  introducción,  el  capítulo  comienza  con una
sección  donde  se definen  los  polinomios  de  Stieltjes  variantes  y  se  demuestran  sus
propiedades  más importantes;  entre  ellas, la  más destacada  es una  expresión  integral
que  relaciona  los polinomios  de  Stieltjes  y  las funciones  de segunda  clase, que  resul
tará  ser un  elemento  clave en  las  demostraciones  posteriores.  En  § 111.3 se repasan
los  conceptos  y  resultados  más  importantes  de  la  teoría  del  potencial  logarítmico
que  serán  utilizados  con frecuencia  en  adelante.  El  teorema  3.15 de  § 111.4 muestra
cuál  es el comportamiénto  asintótico  de la raíz  n-ésima de los polinomios  de Stieltjes
y  constituye  el resultado  principal  del  capítulo,  tras  el que  se obtienen  algunos  otros
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teoremas  y  resultados  relacionados.  La  última  sección proporciona  un  ejemplo  de
que  el teorema  3.15 no se puede  mejorar.
Los  resultados  de las  secciones § 11.5 y  § 11.6 se aplican,  en  el  capítulo  IV, para
obtener  información  sobre  los  denominadores  de  los  aproximantes  Hermite-Padé
de  un  sistema  de  Nikishin  de  funciones;  el  resultado  principal  es  el  teorema  4.19.
Previamente,  en la  sección § IV.2 se definen estos  aproximantes  y se detallan  alguna
relaciones  de  ortogonalidad  que satisfacen  tomadas  de  [51].
El  último  capítulo  se puede  dividir  en  dos  partes  diferenciadas.  En  la  primera,
secciones  § V.2 y § V.3, se aplican  los teoremas  obtenidos  en el capítulo  III,  relativos
a  la  convergencia  de  los polinomios  de  Stieltjes,  a  la  resolución  de  un  problema  de
aproximación  muiltipuntual  tipo  Padé  de funciones  de Markov y la  deducción  de  un
resultado  sobre la convergencia de la  fórmula de cuadratura  de Gauss-Kronrod  para
funciones  analíticas.  En  las tres  últimas  secciones se aborda  un  problema  similar  al
anterior  en el caso de funciones de Markov meromorfas en cuya resolución se utilizan
los  resultados  auxiliares  de  la  sección  § V.5 y  elementos  de  la  teoría  del  potencial
‘logarítmico.
Los  resultados  principales  del  capítulo  II,  salvo las  tres  últimas  secciones, junto
con  casi  todo  el  capítulo  IV  se  pueden  encontrar  en  [24].  El  resto  de  estos  dos
capítulos  constituye  [23]. Todo el capítulo  III,  dedicado  a los polinomios de  Stieltjes,
junto  con  sus, aplicaciones  (las  tres  primeras  secciones del  capítulo  V)  aparece  en
‘[14].  Por  último,  la  parte  del  capítulo  V que  trata  sobre  las  funciones  de  Markov
meromorfas  puede  verse  en  [25].
Como  principio  general  las aportaciones  originales  de la  tesis van  numeradas.  El
primer  número  corresponde  al  capítulo  en que se encuentra  el resultado  y el segundo
es  el número  de orden  dentro  de la misma  categoría.  Así el teorema  2.3 se encuentra
en  el capítulo  II y  es el tercer  teorema  original del  presente  trabajo.  Los resultados
conocidos  y  que  se  pueden  encontrar  en  la  bibliografía  no  irán  numerados.  Las
definiciones  ya  utilizadas  comúnmente  en la  literatura  aparecerán  RESALTADAS.
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§ 11.1  Introducción.
Sea  {Pn}nEN,  una  sucesión  de  polinomios  mónicos,  grpn  =  n,  y  sea  {n}n€N
una  sucesión  de  medidas  de  Borel  finitas  y  positivas,  cuyos  soportes  S(íi)  son
conjuntos  compactosde  C.  Se  dice que  la  sucesión  de  polinomios  es ORTOGONAL
CON  RESPECTO  A  LA  SUCESIÓN  DE  MEDIDAS  VARIANTES  si
O=f’Pn(Z)dn(Z)  ,  v=O,...  ,n—1.
Obsérvese  que  el  n-ésimo  polinomio  p,-  sólo satisface  relaciones  de  ortogonalidad
con  respecto  a  la  n-ésima  medida  variante  ¡i,.  Como  se  dijo  en  el  capítulo  intro
ductorio,  la  necesidad  de encontrar  relaciones  asintóticas  en  este  tipo  de  polinomios
surge  de modo  inmediato  en  el estudio  de multitud  de problemas  en la  teoría  de  la
aproximación  racional.
Hasta  ahora,  la  mayor  parte  de las  aplicaciones  están  relacionadas  con medidas
variantes  del  tipo  dp  =  dji/w,  donde  ji  es una  medida  fija y  w,  es un  polinomio.
Los  problemas  de interpolación  racional  son  un  ejemplo  significativo,  aunque  no  el
único.  Los  ceros  de  w  son  los  puntos  de  interpolación  a  partir  de  los cuales  se
construye  la  función  racional.  Véase,  por  ejemplo,  [19], [46], [60] y  [63].  También
surgen  estos  tipos  de  medidas  variantes  al  tratar  problemas  donde  el  soporte  de
las  medidas  no está  acotado  (aproximación  de funciones  de  Stieltjes).  El  problema
se  reduce  a  uno  con soporte  acotado  mediante  un  cambio  de  variable,  apareciendo
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así  dichas medidas  variantes,  véase  [62]. Este  método  se puede  aplicar  a otros  tipos
de  soporte,  como en  [15].  Además,  en  la  teoría  de  aproximación,  hay  planteadas
otras  cuestiones  donde  la  parte  variante  toma  una  expresión  distinta,  como en  [18],
[21] y  [51].
Los  resultados  más  generales  que  se han  obtenido  para  polinomios  ortogonales
con  respecto  a  medidas  variantes  tienen  que  ver  con  la  convergencia  de  la  raíz  n
ésima  y las medidas  son del tipo  d(x)  =  f(x)dji(x).  Pueden  verse estos resultados
en  [108], donde  sólo se exige, básicamente,  que la medida  jt  sea  regular  (   Reg)  y
que  exista  1im.  f  ‘(x)  uniformemente  en  S(u).  En  [48] se prueba  un  resultado
similar  exigiendo  que  il  >  O en  casi  todo  punto  de  S(p),  lo  cual  es una  condición
más  fuerte  que   E Reg,  pero  debilitando  el tipo  de  convergencia de  la  sucesión  de
funciones  {f}.  En todos  estos  casos,  los resultados  de  convergencia  de  la  raíz  n
ésima  son análogos  a los conocidos en el caso que la  medida permanece  fija, (f,  1).
Muy  distinta  es la  situación  a  la  hora  de  considerar  otras  clases  de  relaciones
asintóticas,  como la  convergencia  del  cociente de  polinomios  ortogonales,  donde  no
se  han  obtenido  resultados  tan  generales.  El  principal  objetivo  de  este  capítulo  es
extender  la  clase  de  ortogonalidad  variante  para  la  cual  se  cumplen  resultados  de
convergencia  débil sobre  el  soporte  de  las  medidas  y,  a  partir  de  ahí,  derivar  otras
fórmulas  asintóticas.  En  el capítulo  IV  se aplicarán  estos  resultados  al  estudio  del
comportamiento  asintótico  de los denominadores  de los aproximantes  Hermite-Padé
de  un sistema  de  Nikishin  de funciones.
 11.2  Condiciones  de  admisibilidad
Es  necesario  considerar  primero  polinomios  ortogonales  con  respecto  a medidas
cuyo  soporte  esté  contenido  en la  circunferencia  unidad  para,  más  adelante,  obtener
resultados  análogos  en la  recta  real.  Veamos algunas  definiciones previas.
Sean  p  y  p medidas de Borel, finitas y positivas  en [0, 2ir].  Por p,  p, n  —  oc,
denotamos  la  CONVERGENCIA DBIL*  de p,  a  p cuando  n tiende  a infinito.  Es decir,
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para  toda  función  27r-periódica f,  continua  en  [O, 2ir], se cumple
r2lr                   p2r
hm  /  f(9)dp(O)  =  /  f(8)dp(O).
n—oo  J0         Jo
Sea  p una  medida  de Borel compleja y regular en [O, 2ir] (en un sentido  diferente  al
definido  en la sección § 1.2; aquí regular  significa que la medida  de cualquier  conjunto
de  Borel  B  c  [O, 2ir] es el  supremo  de  las  medidas  de  los conjuntos  compactos  de
[O, 2ir] contenidos  en B  y el ínfimo de  las medidas  de los conjuntos  abiertos  de [O, 27v]
que  contienen  a  B).  La  NORMA de  p se define como
=
donde  p  denota  la medida  positiva  dada  por la variación  total  de p.  Esta  aplicación
define  una  norma  en  el espacio  de todas  las medidas  de  Borel complejas  y regulares.
Una  sucesión  de medidas  de Borel  complejas  regulares  {p}  se  dice que  converge en
norma  a  p si
hm  p—p=O.
n—*oo
Es  bien  sabido  que  todas  las  medidas  de  Borel  finitas  y  positivas  son  regulares,
por  lo  que  este  tipo  de  convergencia  se  aplica  también  a  las  medidas  que  estamos
manejando  (pueden  verse estos  conceptos  y  resultados  en  [97], por  ejemplo).
Sea  {,ofl}flEN una  sucesión  de medidas  de  Borel finitas  y positivas  en  el intervalo
[O, 2ir] tal  que  para  cada  n  E  N  el  soporte  de  p  contiene  un  número  infinito  de
puntos.  Siempre  que  lo estimemos  conveniente  utilizaremos  la  notación  diferencial
para  las  medidas.  Por  dO/2ir  denotamos  la  medida  de  Lebesgue  en  [O, 27r], y  por
=  27r dp/dO  la  derivada  de  Radon-Nykódym  de  dp  con  respecto  a  dO/2ir. Por
N  (respectivamente  Z, R, C)  denotamos  el  conjunto  de  números  naturales  (resp.
enteros,  reales,  complejos).
Sea  {Wfl}flEN una  sucesión  de  polinomios  tal  que,  para  cada  n  E  N,  W,-, tiene
grado  n  y  todos  sus  ceros   1    i   n,  pertenecen  al  disco  unidad  cerrado.
Suponemos  que  los índices  se toman  de  tal  manera  que  si w  =  O es un  cero  de W,-,
de  multiplicidad  m  entonces   =  Wn,2  =  ...  =  Wn,rn  =  O.  Consideramos
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pn()        jedcr(O)  =              Z=  e
Es  necesario,  para  llegar  a  algún  resultado  concreto,  establecer  cierto  tipo  de
conexión  entre  las  medidas  p  y,  a  su  vez,  entre  éstas  y  los  polinomios  W,.  A
estas  relaciones  las  llamaremos  condiciones de  admisibilidad.
Definición  2.1  Fijemos  un  número  entero  k  e Z.  Se  dice que la terna
({dp},  {W},  k)  es admisible  en  [0, 2ir] si:
(i)  Existe  una  medida  de  Borel  p finita  y positiva  en  el  intervalo  [0, 2ir]
tal  que p  p ,n  —  oc.
(u)   JdH =  f  da,(O) <+oc,  Vn e N.
2ir  —k
(iii)  f   II z —  w,j2  dp(9)  <  M  <  +00  ,  z  =  e0  ,  n  e N  (esta
i=1
condición  sólo se  aplica en el caso que k  sea un  número  entero  negativo).
(iv)  hm
n—oo
i=1
Una  conexión más  fuerte  se establece  en la  siguiente  definición.
Definición  2.2  Fijemos  un  número  entero  k   Z.  Se  dice que la terna
({dp},  {W},  k)  es fuertemente  admisible  en  [0, 2ir] si  es admisible  y,  además
(i)
p2ir
hm  /  p(O)—p’(9)dO  =0.
n—oc  J0
(u) p’ >  O en  casi todo punto  de [0, 2ir].
En  [63] la  definición  de  admisibilidad  se  presenta  de  manera  análoga  pero  la
parte  dp  de  las medidas  variantes  no depende  de n.  Es claro  que, en  esa situación,
las  condiciones  (i)  en  am1as  definiciones dejan  de  tener  relevancia  alguna.
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No  es  difícil  probar  que  1im   —  =  O implica  (i)  de  las  definiciones
2.1  y  2.2.  La  condición  (ji)  de  admisibilidad  garantiza  que  para  cada  par  (u, m)
de  números  naturales  se  puede  contruir  un  POLINOMIO  ORTONORMAL  VARIANTE
Ç0n,rn(Z)  =  an,mzm   que  está  unívocamente  determinado  por las  siguientes  rela
ciones  de ortogonalidad
1  r2lr
—  J  ço,(z)  du(O)  =  O,  j  =  0,  1,...  ,  m  —  1,  z  e9ir  o
1  f2 ynm(z)I2dan(0)  =  1,  grn,m  =  m,  an,m  >  0.
Sea  n,m(Z)  =       = (an,m)1çon,m(z)  y  consideremos el POLINOMIO  RECÍPROCO
m(z)  =  zmn,m(1/z).  Para  cualquier  sucesión  de  medidas  de  Borel  positivas
{ o}  tal  que  f  don(O) <+00,  n   N,  se cumplen  las  siguientes  relaciones,  que no
son  más  que  simples  reformulaciones  de  resultados  bien  conocidos  (obsérvese que  n
permanece  fijo en  cada  fórmula).
4n,m+i(w)  =  W4’n,m(W)  +  n,m+i(0),m(W)  ,            (2.1)
4,m+i(W)  =  tIjm(W)  +  ‘I)n,m+i(0)WtIn,rn(W)  ,            (2.2)
(cnm+i)2  =  (cnm)2  +  çOn,m+i(0)2,               (2.3)
I,m+i(0)I   C f          m2 —  1  d9,  z  =  e9,         (2.4)
o  kpn,m+1CZ)I
donde  C  es  una  constante  independiente  de  n  y  m.  Puede  consultarse  la  de
mostración  de  (2.1)-(2.3)  en el  capítulo  1 de  [116], para  la de  (2.4) véase  el teorema
2  en  [70].
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§ 11.3  Convergencia  débil*
El  siguiente  teorema  es la base  de todos  los razonamientos  posteriores.
Teorema  2.1  Sea  ({dp},  {W},  k)  admisible  en  [0, 2ir],  entonces
IWn(z)122 d9  dp(9),  z  =  eiG.               (2.5)
ÇOn,n+k(Z)
DEMOSTRACIÓN.  En  todo  lo  que  sigue  consideraremos  que  z  =  e0,  6  E  [0, 2ir].
Haremos  uso  de  las siguientes  relaciones conocidas  (fórmula de  Geronimus)
1       1         1 
—  /  Z        2 dO =  —  /  z’ dan(O),  j   m2ir  j0     ç°n,rn(z)j      2ir Jo
(véase  el  teorema  2.2  en  el  capítulo  V  de  [36]).  Por  tanto,  para  cada  polinomio
trigonométrico  Tm de grado  menor  o igual  que  m,  tenemos
1  f27  Tm(6)2dO  =   fTm(O)dn(O).           (2.6)
27r   Ç0n,m(Z)      2ir 
Sea  A(z)  =  fl(z  —  si  k  =  —1, —2,...;  para  k  =  0,1,2,...,  tomamos
A(z)  1.  De  (2.6) y  del  apartado  (iii) de la definición de  admisibilidad  se deduce
f2       2 ‘‘22  dO  f2  dp(6)    M1  <  +,      (2.7)
o   An(z)J  kpn,n+k(z)I  o  IA(z)I
donde  M1  =  max(M,  o[0, 2ir]).  Utilizando  (2.7)  se  llega  a  que  las  sucesiones  de
medidas
(    1      T1TT(     “       ( d  (9J    .1.      EVZ)    dO                  EN
lIAn(z)12  !,n,n+k(Z)I2  5  Y  lI4n(z)I2  ‘  u
están  acotadas  en norma.  Por tanto,  para probar  que
dh(9)=    12  (W(z)I2  2dO_dP(O))  
A(z)    I’,+k(Z)J
es  suficiente  demostrar  que  cualquier subsucesión  convergente  {dh},  n  E r,  F c  N,
de  tales  medidas  tiende  a cero.
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Consideremos  la  función
2ir
en(w)=f   dha(O),  w  <1.
Para  cada  u  E N, e(w)  pertenece  a la  clase de Nevanlinna.  En  efecto,  denotemos
Z  1  __________
Jo  z_w  lA(z)I2  ,+k(z)2
ç2r  z    dp(8)
Jo  Z  —  W  IAn(z)12
Es  fácil ver  que ir             ir
—  <argn(w)  <
ir             ir
—.  <arg(w)  <
para  todo  n  E N.  Pero
ln  a    i:t!. <  Re(a6)
—  6cos(ir6/2)’
siempre  que  —ir/2  <  arga  <  ir/2,  a  E  C,  donde  ln+ x  =  max(lnx,  O),  x  >
0,  6 E  (0, 1).  Así que fijados  r, 6 E  (0, 1),  se tiene
2,r[  1n  (re°’)I  dO’ <  f  Re(In(rei0’)5’         Re(,&(0)6)
 6cos(ir6/2)  dO’  =  6cos(ir6/2)
5                    (2.8)1                   Iw(z)I2do)    ________
(LA(z),+k(z)           ______
6cos(ir6/2)           — 6cos(ir6/2)
Análogamente  se prueba  que
<  Re(j5(0)6)  <   (1)            (2.9)f  ln  (re9’)l  de’  —  6cos(ir6/2)  —
De  (2.8) y  (2.9) se deduce
sup limJ   ln  I(  —  n)(re°’)I  dO’ <  2(M1)6
nEN  ri                      — 6cos(ir6/2)  <  +OO•       (2.10)
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Por  tanto,  las  funciones  e(w)  pertenecen  a  la  clase de  Nevanlinna  (uniformemente
con  respecto  a n).  Así  (véase p.  16 de  [27]),
B(w)
e(w)  =       ,  neN,C(w)
donde
hm  maxB(w)I < 1,     hmmaxIC(w)  <  1,          (2.11)
r—*1  IwI=r                      r—.1IwI=r
y  C(w)   0,  w  <  1. También
C(w)  =  limexp  {--  fin+  (  -  n)(re’)I  o’  ± W  do’}.  (2.12)
Sea  F’ c F c N tal  que
lirnB(w)  =  B(w)  y  1irnC(w)  =  C(w),
nEF                          nCF
uniformemente  en  subconjuntos  compactos  del  disco  unidad  abierto.  Como,  para
cada  n  E  N,  C(w)  nunca  es cero  en  U  =  {w  E  C  :  Iwi <  1},  entonces,  o  bien
C(w)  O o bien  C(w)  nunca  es cero  en ese conjunto.  Pero  (véase  (2.10) y  (2.12))
mf I(0)I  =  exp  {—  sup  hm  f2ln+  (  — n)(re°’)l  dO’}
nEN                           7nN “  O
(M1)6
>  exp—            >0.
—         ir6cos(ir5/2)J
Por  tanto  C(w) nunca  vale cero  en el  disco unidad.
Probemos  ahora  que  B(w)  O en  U.  Primero  demostremos  que ¡  interpola  a
en  todos  los ceros de  W/A  dentro  de  U según su multiplicidad.  Sea w’ un cero
cualquiera  de  W/A  en U de  multiplicidad  m  >  0.  Supongamos  que  w’  0.  De
(2.6)  se deduce
ç2lr    1       z     W(z)I2         (21v   z  dp(6)
Jo  IA(z)I2 (z —  W)i  In,n÷k(z)I2 d9 =  Jo  (z — w)i  A(z)2   =  1,...  m.
Como
1  —  (w — w’)3’  +  (w — W)m  1
z—w  —  (z—W’)i      (Z_W)m  z—w
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es  obvio  que  e(w)  tiene  un  cero  de multiplicidad  m  en w  =  w’.  Por  otra  parte,  si
=  O es un  cero  de  W/A  de  multiplicidad  m,  entonces
[21r  1     1    ________  d8  —  ç21r1  dp(O)      —01
Jo   A(z)l2  ln,n+k(z)l2  Jo  zi  A(z)l2  ‘       ‘  ‘..‘
Como
m             m1         w3     w    1
z—w        z       ZmZ_W’
e(w)  tiene  un cero  de  multiplicidad  m  en w  =  0.
Consideremos  la  sucesión  de funciones
H(w)  =  B(w)  j  1—Wfl,jW.    E F’,
w  —
donde  fi denota  el producto  de los factores  cuyo índice i  verifica que w,,  es un  cero
de  W/A  de  módulo  menor  que  1.  Para  todo  n  e  F’, H(w)  es analítica  en  U,
y,  usando  el  principio  del  máximo  de  las funciones  analíticas  al  mismo  tiempo  que
(2.11),  llegamos  a  que  lH(w)l  <  1, n  E r’, en U.  De este  modo
lBYl  <fi Wwnl    n E F’,  lwl <1.
n,2
El  segundo miembro  de  esta  desigualdad  tiende  a  cero  a causa  del  apartado  (iv)  de
la  condición  de  admisibilidad  (véase  p.  281 en  [120]).  Como  A  no  contiene  más
que  kl  ceros de  W,  éstos  no tienen  ninguna  influencia  en  la  divergencia  del  límite
en  (iv).  Hemos  probado  que  B(w)  O y  C(w)  nunca  es  cero  en  U,  de  donde,
hm  e(w)  =  O uniformemente  en subconjuntos  compactos  de  U.
ner’
Ahora  bien,
e(w).  =  f27r    dha(O) =  00  (f27r   dh(o))  .
Así  que, fijado  i =  0, 1,...,
p2ir  1
hm  /  —  dh(O)=0,
nEF’  Jo    Z
ya  que  lim e(w)  =  0.  Se ha demostrado  que  dh  —-+  0,  n  E F.  Luego
nEr
dh—-*0,  nEN.
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Si  k  E  N,  entonces  A,-,  1 y  la  demostración  estaría  terminada.  Supongamos
que  k  es un  entero  negativo.  En  este  caso, como los ceros de  A  (z)  están  en  U y A
es mónico, los coeficientes del  polinomio  trigonométrico
IA(z)I2  =
están  uniformemente  acotados,
c,4   C0,  hl  lkh,  n  E N.
Para  cualquier  m  E Z  tenemos
fzm  lAn(z)h2 dha(O) =  c  fzm  dha(O)  — O  cuando  n  oc.
Usando  este  hecho  y la  convergencia débil* de p.  a  p obtenemos
r27r     T,r/(                   p2ir           p2ir
hm  J  zm              2 dO =  hm  J  zm dp(O)  =  /  zm dp(O)
-  o      I(Pn,n+k(z)h      “-4°°  o             Jo
para  todo  m  E Z.  Así
lWn(z)I2dodP(O)    nEN,
kpn,n+k(z) 1
como  queríamos  demostrar.
o
En  consecuencia,  si todos  los ceros  de  W  se mantienen  alejados  de  la  frontera
del  disco unidad  se cumple
Corolario  2.1  SiIw,J    C1 <1,  j  =  1,2,...  ,n  ,paratodon  EN,  ydp  —-*  dp,
entonces
lW(z)I2
2  dO —  dp(O).
hwn,n+k(z)l
El  apartado  (iv)  de  la  condición  de  admisibilidad  impide  que  los  ceros  de  la
sucesión  de  polinomios  {W},  n  E  N,  puedan  tender  globalmente  muy  rápido  a  1
en  módulo.  Si esto  ocurre,  todavía  se puede  demostrar  (2.5) a  condición  de  que  la
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medida  p no concentre  excesiva carga  en los puntos  de  acumulación  de los ceros de
{ W,},  u   N,  en  U.  Para  probar  el teorema  2.1 en  esta  situación  más  compleja  se
debe  seguir  el  esquema  que  aparece  en  [62] en  lugar  del  esquema  de  [63], que  es  el
que  se ha  empleado  en este  trabajo.
 11.4  Convergencia  débil  y  del  cociente  en  la  circunferencia
En  esta  sección usaremos  el resultado  anterior  para  fortalecer  el tipo  de conver
gencia  que  verifican  los polinomios  cpn,nk.  En  el teorema  2.2 se realiza  casi  todo  el
trabajo  necesario  para  demostrar  un  resultado  análogo  al  teorema  de  Rakhmanov
para  medidas  variantes.
Teorema  2.2  Si  ({dp},  {W},  k)  es fuertemente  admisible  en  [O, 2u],  entonces
hm     ,+k(z)l2  _1  d9=O  ,             (2.13)
o     Çnn+k+rn(Z)I
uniformemente  en  m  E N.
DEMosTRACIÓN.  Probaremos,  en  realidad,  un  enunciado  más  fuerte:
p2ir  /           /        
hm  J  (  —  1)  dO =  0.             (2.14)
O    (Pn,n+k+rn(Z)    J
Los  argumentos  que  seguiremos  son  parecidos  a  los empleados  en  la  demostración
del  teorema  2.1 y del  corolario  2.2 en  [71]. Se cumple  (véase  (2.6))
2ir                       2             2ir                 2
o <  [       ÇL2n,n+k(Z)  —  1  dO  =   [      ,+k(z)    dO
JO     ÇOn,n+k+m(Z)             Jo   (Pn,n+k+m(Z)
p2ir           í                          /‘t
+2ir  —  2  /      ÇOn,n+k(Z)  dO     = 47r —  2  /      Ç0n,n+kZ)  dO.
Jo    (Pn,n+k+m(Z)               Jo   (Pn,n+k+m(Z)
Lo  cual implica  que,  para  obtener  (2.14), es suficiente  probar
himinf—--  [21r  ,+k(z)  dO   1.              (2.15)
fl-400  2ir  J0    ÇOn,n+k+m(Z)
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Sea  f  una  función  no  negativa,  2ir-periódica  y  continua,  y  sea  m  un  entero  no
negativo.  Aplicando  la  desigualdad  de  Cauchy-Schwarz dos  veces, se obtiene
1                   12ir                   p2irl
I  (f(0)p))  dO =  ¡  1,+k(z)  IÇOn,n+k+m(Z)   /
1n,n+k+m  1       W(z)  1
1                                       1
1  Wn(z)  I              /r2lr’
f(8)4  dO  <  (1    11      
do)XI 1  n,n+k()                JO   1n,n+k+m(Z)  1
1                              11’  2rx  (  f    Pn,n+m(7)  2            2    w(z)  2
Jo   1    w(z)      P(O)  dO)  (L                f(O)do)
12ir    W(z)  2<  (2  (   1-      -  /                   dO f    ,+k(z)  f(O)  de)jo    l(Pn,n+k+m(Z)I    )
Así
(if2  (f(O)p(o))  dO)  <
(2.16)
1   r2  1,fl+k(z)    dO  (  f2    W(z)J2()  dO
(i    n,n+k+m(Z)l    )   2Jo   Ifl,fl+k(Z)l          )
Por  otra  parte,
i    2ir                       4
(J  (fP_(f’)d0)
/       2ir                  4      (__f2lf_
(f  IfP’_f,o’ldO)    —   2ir             fIildO)
Esta  desigualdad  y  el  apartado  (i)  de  la  condición  de  admisibilidad  fuerte  implican
1’ 
hm  —--  f  (f(O)p(O  1            1   2ir                  4
))  do)  =  (  f  (f(O)p’(O))  dO)  .       (2.17)
Si  se  toman  límites  en  (2.16),  gracias  a  (2.5)  y  (2.17)  se  obtiene  que
/   2,r                  4            / 2,r                    2 2,r
 f  (f(O)p’(O))  dO  <liminf  (  [  1ÇOn,nk(Z)1  dO’  27r  [  f(O)
o                  )     °°  JO    n,n+k+m(Z)  1    )     Jo
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Debido  al  corolario  3.3 en  [71], de esta  última  desigualdad  se obtiene  (2.15) y, por
tanto,  (2.14).  Obsérvese que  el límite  es uniforme en  m    O, la  razón  es que rn  sólo
aparece  en  la  primera  integral  del  segundo  miembro  de  (2.16).
Finalmente,  se tiene  que
2( [21r   çOn,n+k(Z)  2   1  dO”I
 Jo    CPn,n+k+rn(Z)      )
    p2ir/             /          (Çn,n+kZ)   —  1)  dO /          (ÇOnn+kZ)   + 1   dO.
Jo     Ç0n,n+k+m(Z)     1    Jo     n,n+k+m(Z)     J
La  primera  integral  del  segundo miembro  tiende  a cero  debido  a  (2.14) y la segunda
permanece  acotada,  lo  cual completa  la  demostracióh.
E
Combinando  (2.1)-(2.4)  y usando  el teorema  2.2, obtenemos
Teorema  2.3  Si  ({dp},  {W},  k)  es fuertemente  admisible  en  [O, 2ir],  entonces
hm  ,+k÷1(O)  =  O ,                    (2.18)
fl—400
hm  &nn+k+1  =  1,                     (2.19)
2OO  an,n+k
hm  fl,fl+k+1(w)  =  hm  ÇOn,n+k+1(W)  w,  Iwi   1,        (2.20)
CPn,n+k(W)
hm           = lim  Wn+k+1(W)  =    Iw <1.        (2.21)
‘fl,fl+k(w)     °°  Pn,n+k(°)
En  (2.2O)-(2.1)  la  convergencia es  uniforme  en  los subconjuntos  compactos  de  las
regiones  indicadas.
Siguiendo  el  esquema  del  lema  5 en  [60] podemos  probar
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Teorema  2.4  Si  la terna  ({dp},  {W},j)  es fuertemente  admisible  en  [O, 2ir] para
todo  j  E Z,  entonces
fl,fl+k(w)    .  ÇOflfl(W)lim         = lim         =O,  Iw >  1,          (2.22)
Ç0,,n+k(W)
para  cada k  E Z,  uniformemente  en  compactos  de {w  E C  :  w  >  1}.
DEMOSTRACIÓN.  Sea  k  E Z  arbitrario.  Consideramos  la  sucesión de  funciones
n,n+k  (w)F,+k(w)  =     ,.   w  <  1,
‘‘n,n+k  IW)
que  son analíticas  en  el disco imidad.  Probaremos  que
lim  Ffl,fl+k(w)  =  O,
n—*oo
uniformemente  en  U,  lo  cual  es equivalente  a  demostrar  el  enunciado  del  teorema
debido  a  la  identidad
fl,fl+k(w)  —  (,+k(1/)  
—  fl,fl+k(h/w)))  jw>
Como  Ffl,fl+k(w)l    1, w  E  U,  dicha  familia  de funciones  es normal  y  es suficiente
probar  la  convergencia para  wJ  1/4.
Para  wI <  1/4,  se deduce  de  (2.1) y  de  (2.2) que
IFn,m(    wFn,m_i(w)+ n,,n(O)   IFn,m_i(w)I +  n,rn(0)L     (2.23)1  +  ‘W ‘In,m(0)  Fn,m_i (w)
Fijemos  e  >  O y  un  número  natural  m  tal  que  1/2m    e/2.  Entonces,  existe  N  =
N(c)  tal  que para  todo  n   Ny  para  i  =  0,   ,  m  se tiene que  NIn,n+k_i(O)  
de  acuerdo  con  (2.18).  Por  tanto,  utilizando  la  acotación  (2.23) obtenemos
  F,fl+k_j_l(w)I  +
Aplicando  esta  desigualdad  repetidamente  para  i  =  0,  1,...  , m  llegamos  a  que
1                   E E          E       E     EIP’n,n+k(’w)I  2m+1 IFn,n+k_m_1(V41 +  4 +  8 +  +  2m+2  2--’  +  2  
donde  Iwi   1/4  y n    N,  lo cual  completa  la  demostración.
E
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Teorema  2.5  Si  ({dp},  {W},  k)  es fuertemente  admisible  en  [0, 27r], entonces
hm  f2      ;+()pF(9)  -  1  dO.             (2.24)
o       z)
Más  aún, para  cada m  E N,  se  cumple
2ir                           m
hm  f     n,n+k(Z)Yn,n+k+m         — 1  dO =  0.       (2.25)o
DEMOSTRACIÓN.  El  esquema  de la  prueba  es el mismo  que  en el  teorema  2.2.  En
este  caso  el paso principal  es probar  que
liminf  —--  f2 Çn,n+k(Z)   dO   1,2ir  o    W(z)
lo  cual  se hace  de  manera  parecida  a  como se demuestra  (2.15).  La  fórmula  (2.25)
se  deduce  de  (2.24) y  (2.20).  Para  más  detalles,  véase  el teorema  4 en  [63].
Del  teorema  2.5 se deduce
Teorema  2.6  Si  ({dp},  {W},  k)  es  fuertemente  admisible  en  [0, 2ir],  entonces
para  toda función  f  medible Borel  y  acotada  en  [0, 2n]  y para  cada número  natural
rn  E  N,  se tiene
2,r                                                  2,r
hm  f  f(9)  ,n+kn,n+k+mZZ  ‘(O)  dO =  f  f(O) dO       (2.26)
O           W(z)J
y
2,r  2,r
hm  f   f(O) n,n+kZn,n+k±mZZ   dp(9)  =  f   f(0) dO.      (2.27)
O           W(z)I
DEMOSTRACIÓN.  La  ecuación  (2.26)  se deduce  de  (2.25)  de  manera  inmediata.
Para  probar  (2.27) obsérvese  que
2,r
hm  f     Ç0n,n+kZÇ0n,n+k±rnZZ   (dp)(O)  =  0,         (2.28)
°°  o        IW(z)I
31
Capítulo  II.  Medidas  variantes positivas
donde  (dp)3  denota  la  parte  singular  de  dp  con  respecto  a la  medida  de Lebesgue;
es  decir,  (dp)8  =  dp  —  p’  dO/(27r). Para  ello, tómese  f  1 en  (2.26)  con m  =  O y
úsese  que
f2  (z)  2  d9  f2 (z)  2  d(e)  =  2.
Por  lo que  se llega a
hm  12  n,+k(z)  (dp)8(O)  =0.
o      (z)
Por  la  desigualdad  de  Cauchy-Schwarz
p2ir      (        f  in¡          
2            Pn)sJo                                IW(z)I
1                                             1
<(j2  z)  2  (d)(o))   (j2 nn+k+m(Z)  m2  (dPfl)5(O)  
y  ambas  integrales  del  segundo miembro  tienden  a cero, por  lo que se cumple  (2.28).
De  las  ecuaciones  (2.28) y  (2.26) se deduce  (2.27).
§ 11.5  Convergencia  débil  y  del  cociente  en  la  recta  real
En  esta  sección  se probarán  resultados  similares  a  los  de  la  sección  § 11.4 para
sucesiones  {kufl}flEN de medidas  de  Borel finitas  y positivas  en  [—1, 1] cuyos soportes
contienen  infinitos  puntos.
Sea  {w2fl}EN  una  sucesión  de  polinomios  con  coeficientes  reales  tal  que,  para
cada  n  E N: grw2n  i,  O  i    2n; 3T W2n    O en  [—1, 1]. Si i,, <  2n,  consideramos
que  X2n,j  =  oo  para  1   i    2n —  i  si además,  i  >  0,  entonces  {x2fl,j}2flj+1<j<2fl,
denota  el conjunto  de ceros de  W2n.  Cuando  i,, =  2n,  {x2fl,}1<<2fl es el conjunto  de
ceros  de  W2n.
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d,u
Consideremos   =  .  Si,  para  cada  ri e
W2n
çl  d(x)
/       <+00,
j1  w(x)
puede  construirse  una  tabla  de polinomios  {ln,rn}n,mEN, tal  que   =  ¡3n,mXm  +•
13n,m  >  O, es  el  m-ésimo  POLINOMIO  ORTONORMAL  con  respecto  a  T  es  decir,
estos  polinomios  están  unívocamente  determinados  por  el hecho  de tener  coeficiente
conductor  positivo  y verificar  las  siguientes  relaciones:
rlJ  1n,k 1n,rn d(x)  =  5k,m
—1
De  acuerdo  con las  condiciones anteriores,  w2(cos  O) es no negativo  para  9 E  R
y,  de  este  modo,  (véase  p.  3  de  [113]) existe  un  polinomio  algebraico  W(w),  de
grado  i,  cuyos  ceros están  en U tal  que
w2(cos8)  =  lW(eia)2 ,  0  e [O,2ir]
Es  fácil ver que  los ceros de  W  son los puntos
fil
‘1 ‘I’(x2fl,) J2_÷1<<2
donde  ‘1’ denota  la  aplicación  conforme de   [—1, 1] en  {Iw  >  1},  tal  que  W(oc) =
oc  y  ‘IJ’(oc) >  O (en  [—1, 1] W se extiende  de  manera  que  su  función  inversa  sea
continua  en  {lw  =  1}).  Tómese  W2  =  w2’’W2’  entonces,  el  grado  de  W2  es
igual  a  2n y
w2(cos9)  =  W2(e°)l2 ,  O E  [O,27r]
Los  polinomios  1n,m están  estrechamente  relacionados  con los polinomios  Ç02n,2rn,
polinomios  ortonormales’ con respecto  a  la medida  a2n  definida por
dp(cos  O)da2(O)  =  dr(cosO) =  W()j2      Z=  e
Esto es, o2(E)  =  T({cosO;  O E E})  siempre queE c [O,ir] óE c [7r,27r]. De modo
que  escribiendo  o2(O)  =  o2(t  : {O   t   0}),  tenemos
í  G,(1) —  G(cos9)  si  O <  O <
a2(O)  =
 C(1)  +  G(cos O)  si ir < O <2ir
33
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donde  G(x)  =  f  dr(t),  x  E  [—1, 1], en  todo  punto  0 donde a2 sea continua  o
equivalentemente,  en casi  todo  punto  de  [0, 2ir].  Luego
=  sen OlG( cosO) =  sen  O  W2n(e8)I2 =  sen  Ol(cos0),
en casi todo punto de [0, 2ir]. Obsérvese que se cumple que u’ >  O en casi todo
punto  si 1’  >  O en  casi todo  punto,  donde
íT(1)—T(C0SO)  Si  0<0<ir
u(O)  =
1 r(1)+r(cos0)  si  ir<O<2ir
y  r  es  cualquier  medida  del  mismo  tipo  que  r.  Para  cada  n  fijo,  usaremos  la
conocida  fórmula  (véase el teorema  V.1.4  de  [36])
f  i  *    f
/       P2n,2mW)1ÇO,2W                /
1nmIX)  =     _______________  ,              2.29
wm/27r(1  +  ¶I)2n,2m(0))
Ç02n2rn                 .        nm
donde  2n,2m  =      y  x  =  jw  +  1/w).  Si  Ln,m  =  ,  ,  la  relacion  anterior  se
a2n,2m      ¿                 Pn,m
escribe
2n,2m(W)+(In,2m(w)
Ln,m()  =  (2w)m(1  +  2n,2m(0))               (2.30)
De  este  modo,  usando  (2.29)  y  (2.30),  para  cada  k  e  Z  fijo  y  n  +  k    0,  tenemos
1  (P2fl,2fl+2k+2(w)
l,fl+k+1(X)  =  1  1+2fl,2fl+2k(0)  2fl,2fl+2k+2(w)  +22+2k+2(W)  (2  31)
mn,n+k(x)    w  /iI  +  4)2n,2+2k+2(0)  (P2n,2n+2k(W)  1  +
Ç02n,2n+2k  (w)
1    2n,2n+2k+2
Lfl,fl+k+1(x)  —  1  1+2n,2n+2k(O)  2fl,2fl+2k--2(w)     ‘2fl,2fl+2k+2(w)  (2  32)
Lfl,fl+k(x)  —  2w  1  +  2n2n+2k+2(0)  2,2÷2k(w)  1  +  2fl,2fl+2k(w)
2n,2n+2k  (w)
Denotaremos  dp(O)  =  dji(cos  0)  como  en  la  sección   11.4.  Establecemos  ahora
una  condición  de  admisibilidad  en  la  recta  real.
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Definición  2.3  Sea k  e Z fijo,  se  dice que ({ji,},  {w2},  k)  es fuertemente  admisi
ble  en  [—1, 1] si ({p,},  {W2},  k)  es fuertemente  admisible  en  [O, 2ir].
No  es  difícil  comprobar,  debido  a  la  relación  existente  entre  las  medidas  en  la
circunferencia  y  en  la  recta  real,  que  la  definición  anterior  equivale  a  que  la  terna
({,u,},  {w2},  k)  satisfaga  las siguientes  condiciones:
(1)  Existe  una  medida  de  Borel  finita  y positiva  ji  en  el  intervalo  [—1, 1  tal
*que  p  —  ji,  u  —*  oo,  y
rl
hm  ¡  j  —  p’  dx  =  O.
n—o
(II)  ji’  >  O en  casi  todo  punto  de  [—1, 1].
(III)  ldI—f11d7n(x)<+o0,  nEN.
(IV)  f   —  ___  l  dji,(x)   M  <  +oo  ,  n  E  N  ,  donde  X      o
2n,z                                                2n,i
S  X2n,j  =  00  (esta  condición  sólo se  aplica  en  el  caso  en  que  k  sea  un
número  entero  negativo).
(V)  lim   (i_  W(’)l)  =  +00.
Imponiendo  estas  condiciones  se prueba  el  siguiente  teorema.
Teoréma  27  Si  ({p},  {w2},  2k)  es fuertemente  admisible  en  el intervalo  [—1, 1]
para  todo k  E Z,  entonces
hm  L,+k+l(x)  =  hm  lfl,fl+k+1(x) =  W(x),  x  E  C   [—1, 1],  (2.33)
Lfl,fl+k(x)  2  n—*oo  lfl,fl+k(x)  2
donde  el límite  es uniforme  en  subeorijuntos compactos  de C   [—1, 1], y
hm  /3n,n+k+1  =  2.                   (2.34)
‘°°                 -
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Demostración.  La  prueba  de (2.33) es inmediata  a partir  de  (2.31),  (2.32),  (2.18),
(2.20)  y  (2.22), mientras  que  (2.34) es consecuencia  directa  de  (2.33).
Dado  k  e Z y  n  E  N tal  que  n  + k —  1    0, del  mismo modo  que  en  la  teoría
general  de  polinomios  ortogonales,  se  prueba  que  el  polinomio  1n,n+k  satisface  la
relación  de  recurrencia  a  tres  términos
xl,+k(x)  =  a,k,1  lfl,fl+k+1(x) + afl,k,olflfl+k(x)  + afl,k,_llfl,fl+k_1(x)  .  (2.35)
Para  seguir  adelante  necesitamos  primero  el siguiente
Lema  2.1  Sea  ({p},  {w2},2k  —  1)  fuertemente  admisible  en  [—1,1]. Entonces
lfl,fl+k(x)  =  Re  [2n2n±2k(z)]  +  o(2fl,2fl+2k(z)j),        (2.36)
donde  o(.)  es uniforme  en O, (z  e°)  cuando n  tiende  a co.
DErvI0sTRACIÓN.  Como  ({i,},  {w2fl},  2k  —  1)  es fuertemente  admisible  en  el  in
tervalo  [—1, 1] entonces  lim_+  2n,2fl+2k(0)  =  0.  Por  otro  lado  la  fórmula  (2.29) se
puede  reescribir
ln,m(X)  =  [(i  + 2n,2m(0))]    Re [2:],   =   + .       (2.37)
Por  tanto,  se tiene
[1+  o(1)} l,+k(x)  =  Re  [2n2n±2k(z)]
ln,fl+k(X)  =  O(2fl,2fl+2k(z)j),
donde  O(.)  es uniforme  en O cuando  n  tiende  a infinito.  Estas  dos últimas  relaciones
juntas  dan  (2.36).
D
Podemos  ahora  probar
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Teorema  2.8  Si  ({p},  {w2},  2k  —  3)  es  fuertemente  admisible  en  el  intervalo
[—1, 1], entonces
hm  a,k,1  =  hm  a,k,_1  =    y  hm  a,k,o  =  O .         (2.38)
n—         n—*oo        2       n—oc
DEMOSTRACIÓN.  Como  ({,a,-}, {w2},  2k —  3)  es fuertemente  admisible  en  el inter
valo  [—1, 1] también  lo  es  {w2},  2k  +  2); luego,  usando  (2.36), obtenemos
l,+k+1(x)l,fl+k_1(x)  =  Re  [2n2n+2k+2(z)  +
(2.39)
+  O(ÇO2,2n+2k+2(Z))  + O(ÇD2n,2n+2k_2(Z))
Además,  ({,},  {w},  2k)  es  también  fuertemente  admisible  por  lo  que,  usando
(2.20)  para  k  y  k —  1,  se tiene
í    ±2
(P2n,2n+2k±2Z)  =  Z    ÇO2n,2n2k%Z)  + O(I,o2fl,2n+2kZ))  .        (2.40)
Sustituyendo  (2.40) en  (2.39) y utilizando  (2.36) se obtiene
l,+k+1(x)  l,+k_1(x)  =  2x Re  [2n2n±2k(Z)]
(2.41)
+oftp2fl,2fl+2k(z)j)     =  2xlfl,fl+k(x)  + o(2,2+2k(z))
Para  llegar  a  probar  (2.38)  multiplicamos  ambos  lados  de  (2.41) por
ln,rn(X) d,a(x)  =  ln,m(cos O) da2(O)
e  integramos  en O E [0, 2ir].  Observando  que
(f2  Imn,m(C0S O) 2n,2n+2k  (z) 1 d2  (O))2
 2 f  Imn,m()I2dpn()  f2  I2n,2n+2kzI2  d2n(O)  4r
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obtenemos
rlJ 2Xln,n+ic(X) ln,m(X)  dp(x)  =
—1
(2.42)
plJ (ln,n++i(X)  +  lfl,fl+k_l(x))  ln,rn(X)  djt(x)  + o(1).
—1
Como  se ve fácilmente,  gracias  a  (2.35), para  m  =  n  + k  + i  la  integral  del  primer
miembro  de  (2.42)  es igual  a   Por  tanto,  los límites  (2.38)  se  deducen  de
(2.42)  tomando  valores  adecuados  de m,  con  lo cual se completa  la  prueba.
Teorema  2.9  Si  ({p,},  {w2},  2k)  es fuertemente  admisible  en  el intervalo  [—1, 1]
para  todo  k  E  Z  y T  denota  el n-ésimo  polinomio  de  Chebyshev,  i.e.,  T(cos9)
cos nO.  Entonces,  para  todo m  E  N  y  toda función  f  medible Borel  y  acotada  en
[—1, 1], se  cumple
hm  f  f(x) lfl,+k(x)  ln,n+k+m(X)  (x)  dx  =   f  f(x) Tm(X)    dx     (2.43)
 -1               W2fl(X)        7t               —
y
hm    f(x) ln,+k(X)  ln,n+k+m(X) d(x)  =   f  f(x) Tm(X)    dx      (2.44)
 —1               W2(x)         —1        vi. —
DEMOSTRACIÓN.  Primero  veamos que las fórmulas (2.43) y (2.44) son equivalentes.
Para  ello,  obsérvese  que
hm  f  f(x) mfl,fl+k(x) (d)8(x)  =  0,               (2.45)
 —1        W(X)
donde  (dt)8(x)  =  dp  —  ¡t  dx  es  la  parte  singular  de  d1.  De hecho,  de  (2.37)  se
deduce  que
Imn,n+k(x)I <  CI2fl,2fl+2k(z)l                  (2.46)
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para  todo  n  suficientemente  grande,  donde  C  es  una  constante  independiente  de  O
y  n.  De este  modo,  teniendo  en  cuenta  que  (d1i)8(x)  =  (da)3(9),  la  relación  (2.45)
se  deduce  de  (2.26)  y  de  (2.27)  tomando  f  1 y  m  O.  Por  la  desigualdad  de
Schwarz,  el límite  (2.45)  implica
hm  J f(x) 1,+k(x)  ln,n+k+m(X) (d)8(x)  =  O.
—1         W2fl(X)
De  donde  se tiene  la  equivalencia  de  (2.43) y  d  (2.44).
Para  demostrar  (2.44) observemos  que se cumple  cuando  f  es un  polinomio.  En
efecto,  para  cada  j  E N fijo, llegamos,  usando  (2.35) j  veces, a  que
x3 1,fl+k(x)  =            a,k+k1,k2a,k÷k1+...+k_1,k  1n,n+k+ki++kj
—1<k(1,  i=1j
(2.47)
Por  tanto,  para  f(x)  =   la  integral  del  primer  miembro  de  (2.44),  en  virtud  de
las  relaciones  de  ortogonalidad,  tiene  como límite  un  número  que  sólo depende  de
lós1ímites  de  los coeficientes  que  aparecenen  er segundo miembro  de  (2.47).  Pero,
debido  a  (2.38),  estos  límites  no  dependen  de  la  elección de   {w2})  siempre
que  ({j},  {w2fl},  2k —  2j)  sea  fuertemente  admisible.  De modo  que,  para  calcular
el  límite,  podemos  elegir  dp  =  (1 —  x2)1/2  dx  y  w2(x)  1,  n  e N y  entonces
hm    x ln,n+k(x) l,n+k+m(X)    dx1  2
—1                   (1—x)/
1  
=  —  /  cosO[cosm9+cos(2n+2k+m)O]dO,
Ii.  J0
lo  cual  es igual  a
iT’.         dx
JX3Tm(X)  (1 —x2)1/2
si  2n +2k  + m  >  j.
De  modo  que  (2.44)  se cumple  cuando  f  es un  polinomio.  Para  demostrar  que
también  es cierto  cuando  f  es una  función  acotada  medible  Borel  arbitraria,  supon
gamos  que  1! 1 < M/3  para  algún  M;  sea  >  O y  escribamos  f  como P  + g,  donde
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P  es un polinomio  y g  es una función con  ll  <M  y verificando
f  Igl (1 —  x2)_h/2  dx  <  €.                  (2.48)
Así
g(x)  Tm()  (1 —  x2)-’/2  dx   Emax{jT(x)  : —1  X   lf}  E.  (2.49)
Por  otra  parte,  utilizando  la  desigualdad  de  Schwarz y  (2.46),  tenemos
2J g(x) l,+k(x)  mn,n+k+m(X)  dt(x)    J g2(x) 1fl+k(x)  dji(x)
—1                —1
p2ir
<  C2 J g2(cos 6)  ÇO2,2n+2k (z)  2 da2  (6)
o
para  todo  ri suficientemente  grande.  El  límite  de la  derecha,  cuando  n  tiende  a  00,
es  igual a
p2r                      pi
c2J  g2(cosO)dO= c2J  g2(x)(1 —x2)’12dx,
0         —1
según  (2.27).  Esta  cantidad  es menor  que C2 M,  debido  a (2.48), ya que  1921 <M  gj.
Entonces
2
hm  sup  J g(x) l,+k(x)  ln,n+k+m(X)  du(x)    C2 ME.
fl—OO   —
Como  E >  O es  arbitrario,  esta  última  desigualdad  y  (2.49), junto  con  el  hecho  que
(2.44)  se  cumple  para  el  polinomio  P  =  f  —  g,  implican  que  (2.44)  es  cierto  para
cualquier  función  f  acotada  medible  Borel,  lo que  completa  la  demostración.
E
Señalemos,  por  último,  que  la  única condición  de  admisibilidad  fuerte  en  la  cual
aparece  k es en el apartado  (IV)  y esta  condición se cumple  para  todo  2k si los ceros
de  w2,-, se mantienen  alejados  de  [—1, 1].
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§ 11.6  Convergencia  fuerte  o  de  Szeg6
El  contexto  natural  para  el estudio  de la  convergencia fuerte  de polinomios  orto
gonales  lo  constituye  los espacios  de  Hardy.  Nosotros  nos  limitaremos  a  definir los
espacios  1HI, comentar  cuál es su  relación  con la  función  de  Szegá y  enunciar  algún
resultado  que será  utilizado  en las demostraciones.  Para  una  consulta  más detallada
véase  [97], donde  aparecen  estos  temas  de  modo  suficiente.  Para  más  información
pueden  consultarse  las  monografías  [27] y  [57].
Sea  f  una  función  analítica  en  el  disco  unidad  abierto.  Sea p  un  número  real
positivo.  Llamamos
M(f;r)=  {f2  f(reiO)PdO}P    r< 1.
Se  dice que  la  función  f,  analítica  en el  disco unidad  abierto,  pertenece  al  ESPACIO
DE  HARDY  1Hl si verifica
hm  M(f;r)  <  oo.
r—1  —
Si  p   1, el espacib  1HI tiene  estructura  de  espacio normado  definiendo  la  norma  de
f  como   =  lim,1-  M(f;  r).  Claramente,  1H13 c  1HI si r  <  s.
El  resultado  que  utilizaremos  más  adelante  es el siguiente:
Teorema  Toda función  que pertenezca  al espacio 1llI admite  límites  radiales finitos
en  casi todo punto.  Es  decir,  si f  E IH[1, entonces,  para  casi todo punto  O E [O, 27r],
existe
hm  f(re°).
Este  límite  define  un  función  f*(9) =  1im..1-  f(re°)  que  pertenece  al  espacio
L1[O,2ir]. Más  aún,  f  es la  INTEGRAL  DE  PoIssON  de  f*, esto  es
1  f(z)  =  —  J  f*(eit)P(z  e”) dt,  Izl <  1,            (2.50)
r  o
1—  z2
donde  P(z,  w)  =        es el NÚCLEO DE  PolssoN.
w_z2
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Si  la  medida  p  cumple  logp’  E  L1[O, 27r] se  dice  que  p  pertenece  a  la  CLASE
DE  SZEGÓ y  se  define  la  FUNCIÓN  DE  SZEGÓ asociada  a  p,  S(p”; .), mediante  la
expresión
S(p’; z)  =  exp  {  f2 W+Z logp’(O) dO},  w = e9,  Izi  1.
La  clase de  Szeg6 aparece en la resolución del así llamado problema extremal de
Szegó,  tema  que  queda fuera de  los márgenes de  este  trabajo  (para información
sobre  el mismo pueden consultarse, por ejemplo, [36], [81] y  [113]). Si   es el n
ésimo  polinomio ortonormal respecto a la medida p se cumple el conocido teorema
de  Szeg6 (véase [36], capítulo V)
hm  (z)  = S(p’; z),                   (2.51)
n—oo  z’
uniformemente  en subconjuntos compactos de {z:  z  > 1}.
La  función S(p’;.)  pertenece a 1H12. Es más, en cierto sentido, las funciones de
Szegó  determinan todas las funciones de 1H12, ya que se cumple el siguiente teorema
de  factorización: si la función f  pertenece a 1H12 entonces f  se puede escribir de la
forma  f  = Mf Q,  donde M  es una función analítica acotada y
Qf(z)  = exp {  f2  W + Z log If*(w)  dO}  w = e0,  IzI <1.
A  las funciones Mf  y  Qf  se les llama factores interior y  exterior de f,  respectiva
mente.
Estamos  ahora en condiciones de usar la hipótesis de admisibilidad para probar
un  teorema de convergencia fuerte tipo Szegó, en la misma dirección que el teorema
2  de [61].
Teorema  2.10  Sea la terna ({dp},  {W},  k)  admisible en [O, 2r].  Supongamos que2ir             r2,r
se  cumple que log p’ E  L’ [O, 2r]  y hm mf  /  log p(O) dG   /  log p’(O) dG.  EnJo             Jo
tonces
i.   ‘Pn,n+kZ —    ,im  k TI7 /    — Lp  , z,Z  VVn!Z)
uniformemente  en subconjuntos compactos de {z:  jzj > 1}.
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DEMOSTRACIÓN.  Obsérvese  que  si se multiplica  W  por  una  constante  los corres
pondientes  polinomios  ortonormales  quedan  multiplicados  por  la  misma  constante
y  el  cociente  que  aparece  en  el  primer  miembro  de  (2.52) permanece  sin  cambios.
Así,  sin  pérdida  de  generalidad,  podemos  suponer  en  todo  lo que  sigue  que   es
un  polinomio  mónico.  Si  P,-, es  un  polinomio  de  grado  exactamente  n,  denotamos
P(z)  =  z’P(—),  como es habitual.  Será  más  cómodo probar  el límite  equivalente
W’(z)       /lim  *       =S(p;z),
(Pfl,fl+k(Z)
uniformemente  en  subconjuntos  compactos  de  U.
En  primer  lugar,  demostremos  que
5W(z)
1 fl,fl+k(z)  JflENestá  uniformemente  acotada  en  subconjuntos  compactos  de  U.  De  hecho,  como
no  tiene  ceros  en  U,  usando  la  fórmula  de  Cauchy  y  la  desigualdad  de
Cauchy-Sehwarz,  se obtiene,  paraz  E U
W(z)    <  1  f21r    wW,(w)     dO     /1  [27r   2  dO
fl,fl+kCz)     27r j  (w —  z),fl+k(w)                        V2ir J w —  z
xf2())2do  iwf2Z2do.
IwI=1
Del  teorema  2.1 se deduce  que la 1tima  integral  tiende  a   cuando  n tiende
a  oo, ya  que
W(w)        W(w)
*  =          , IwI=1.Pfl,fl+k(u)    Ç’n,n+k(W)
De  modo  que si K  es un  subconjunto  compacto  de  U, para  todo  € >  O y todo  n  E N
suficientemente  grande  se  tiene
W,(z)    <  1        /p[O,2ir]
sup  *       —  +e,
zEK  Pfl,fl+k(z)       mf   z —   y   27r
wI=1,ZCK
43
CapítuloII.Medidasvariantespositivas
que  era  lo  que necesitábamos  probar.
Escojamos  { W/çofl},  n e IT, 1’ c N, una  subsucesión  convergente  cualquiera,
cuyo  límite  denotamos  por  S.  Probaremos  que  S  E 1H12, 8r   O y
Sr(O)  exP{flogP’(O)dO}.               (2.53)
Por  un  lado,
2
W(z)  2
hm   *       = ISr(z)I
nEF  (Pfl,fl+k(z)
uniformemente  en subconjuntos  compactos  de  U. Por  otra  parte,  para  cada  €>  O y
número  natural  n  suficientemente  grande,  si O <r  <  1,f     W(w) d9 <f             dO
wI=r  fl,fl+k(w)        IwI=1 (Pn,n+k(w)
utilizando  el teorema  2.1.  Por  lo que  tomando  límites se concluye
Sç(w)12d9   p[O,2ir]+€.
Como  esta  desigualdad  es válida  para  cualquier  r entre  O y 1 deducimos  que Sr  E 1H12.
Es  obvio que  W   O en  U. De aquí,  o bien  S’  O, o bien  S(z)   O para  todo
z  e U. Pero,  denotando  n,n+k  =  ar  n+k  Ç0n,n+k  y  usando  la  desigualdad  de  Jensen,
obtenemos
/(  W,(O)        1
1  *    (r  1  —  2
  n,n+k   J      ann+k
=   f21r  +,(w)  2  dp(G)    1  f27r  1’7,(w)  2  ,o(O) dO
  exp  {_f2niog   dO + —  1 loP(O)dO}
=  exp {-  jlog  P(O)dO}.
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Por  tanto
S(0)  =  liminf  W(0)   liminfS(p  0)
nET  (Pfl,fl+k(0)
  S(p’;O) =  exp{f  logP’(9)dO} >0,
donde  la  segunda  desigualdad  se cumple  por  hipótesis.
Ya  que  la  familia  de  funciones  está  uniformemente  acotada  en  subconjuntos
compactos  es  suficiente  demostrar  que  cualquier  subsucesión  convergente  tiende  a
S(p,  z).  Para  ello, basta  probar  que
Re(logSr(z))  =  logSç(z)  =  Re(logS(p’;z))  =
1  p2ir
—  J  P(z, w) log p’(O) dO =  Re(log  S(p’; z)).4ir  
En  efecto,  usando  una  vez  más  la  desigualdad  de  Jensen  y  el  teorema  2.1  se
deduce
=          2  =iim  exp f f2 Pz,  w) 1og  W(w)  2 d9}
<         P(z,w)  2  dO =   f  P(z,w) dp(8).
Si  ahora  tomamos  límites  en  la  anterior  desigualdad  cuando  r  tiende  a  1, r  <  1,
z  =  re°’,  usando  el  teorema  de  Fatou  (véanse  los capítulos  11 y  17 en  [97]) y  el
hecho  de que  Sr  E 1H12 deducimos
en  casi  todo  punto  (con respecto  a la. medida  de Lebésgue)  de  [0, 2r].
Entonces
1    r21Re(logSr(z))  =  1ogSr(z)  =       P(z,w)logSr(w)2d9ir01  ¡.2ir
  —J P(z,w)logp’(O)dO =  Re(logS(p’;z)).4ir  
45
CapítuloII.Medidasvariantes  positivas
Pero,  según  (2.53), tenemos  que
Re(log  S(0)) =  log  Sr(O)    j2 log p’(O) dO =   f2 P(0, w) log p’(O) dG.
Por  tanto,  usando  el  principio  del  máximo  de  las  funciones  armónicas,  se  cumple
que
1    p2ir
ReÇlog Sr(z))  =  —  J  P(z, w) log p’(O) dG.4ir  
como  queríamos  probar.  De  aquí  se  deduce  que  Im(log  S(z))  y  Irn(log S(p’; z))
se  diferencian  en  una  constante.  Como  Im(log Sr(O))  =  O =  Im(log  S(p’; 0))  esta
constante  es igual  a  cero.  Con  esto  concluimos la  demostración  del  teorema  2.10.
LI
Podemos  ahora  deducir  mi  teorema  análogo para  medidas  variantes  cuyo  soporte
es  un  intervalo  real.  Denotamos  dp(0)  =  d(cos  O) y  dp(0)  =  d(cos  0) como en
la  sección § 11.5. Obsérvese que,  como log  sen  OJ  V[0,  27r], log(p’(G)) pertenece  a
V[0,2ir]  siempre  que   a L’[—l, 11.
—
Teorema  2.11  Sea ({/in},  {w2},  2k —  1)  fuertemente  admisible  en  [—1, 1].  Supon
gamos  que ji  E S  y
liminf  [‘  logji(x)  dx>  [‘  logji’(x)  dx.
‘°°  J—i V’l —  x2  —  J_1 v”l —
Entonces
B2(x)  =  -[S(ít’(cos0)Jsen  01; (x))]2,        (2.54)
donde  el  límite  es uniforme  en subeonjuntos  compactos de C   [—1, 1] y
B2(x)  =  f! P(x)—
i=1  —  X2n,j  X
DEMOSTRACIÓN. Tenemos la igualdad w2(x)  =  W2(z)  W2(z),  donde  x  =  cosO
and  z  =  e0.  Esto  es equivalente  a w2(x)  =  W2(z)  W(—). Por tanto,  z2’ w2(x)  =
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W2(z)  W(z),  z  =  1,  x =  +  ).  Por continuación  analítica,  se tiene  que
z2”w2(x)  =  W2(z)  W(z),  x  =  (z+  1/z)/2,  z  E C.
Usando  esta  relación  y  (2.29), obtenemos
2(      ço2fl2fl+2k(z)
2                 2lfl,fl+k(x)  —     (P2fl,2fl+2k(z).Ç02n,2n+2k(Z)           >1
w2(x)  —  z2k  W2(z)  W(z)  2(1  +  2fl,2n+2k(0))’    Z
que,  reescrita  de  modo  más  conveniente,  queda
lflfl+k(x)     W(’T!(x))
[W(x)]2k  W2fl(X)  W2(W(x))
*             2                       (2.55)
(    P2fl,2fl+2k(z)
/              11+
—  (  Ç02n,2n+2k(Z)  ‘     .Ç02n,2n+2k(Z)
—    2kz  W(z)  j    2r(1  +  2Tj,2fl+2k(0))
Obsérvese  que
W2(W(x))  =  fi  (wx  -  ____
Por  tanto,                         *
2n((x))
W2(’I’(x))  =  2n  X
1
donde         _______                   siX2n  =  oc.  Tomando  limites  en  (2.55)
1  — W(x2,)W(x)     11(x)
cuando  ri  tiende  a  oc,  usando  (2.52),  (2.18)  y  (2.22)  llegamos  a  probar  (2.54).
E
§  11.7    Algunos  ejemplos
El  propósito  de  esta  sección  es  discutir  las  condiciones  que  se  exigen  en  la
definición  de  admisibilidad  fuerte.  El  hecho  de  que  el  teorema  2.10  no  requiera
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la  condición  de  admisibilidad  fuerte  puede  hacernos  pensar  que  el  apartado  (i)  de
esta  definición impone  una  condición demasiado  restrictiva  sobre las medidas  {dp}
y  que el teorema  2.2 podría  demostrarse  sin ella o debilitada  de algún  modo.  Veamos,
en  primer  lugar,  mediante  un  ejemplo,  que  el  teorema  2.2 es falso  si  prescindimos
de  la  condición
hm      /  p’(9)—p’(8)Jd9  =0.
n—,oo J0
Pongamos
dp(O)  =  (cbs(nO) +  2)!,  n   1.
y  tomemos  W(z) =  z,  n  E N.  Por  el teoréma  de  Riemann-Lebesgue  se cumple
*  dOdp——,  n—*oc.27r
Por  tanto,  la terna  ({dp},  {W},  k) es admisible en [0, 2ir] para  todo  k  E Z.  Además,
todas  las  medidas  son  absolutamente  continuas  y se tiene
=  cos(nO) +  1   1/2,   E N;  p’(O)  1.
Llamamos
1  
cn,mJ  eim9dp(O),  mEZ,nEN.
‘ilr  o
Un  cálculo  fácil  muestra  que  c,o  =  1,  cn,_m  =  cn,m,  n  E  N, m  E  Z;  si  m  >  O se
tiene  Cm,m =  1/4,  m  E N,  y  en  el resto  de  los casos los momentos  Cn,m  son  cero.  A
partir  de los momentos  (véase, por  ejemplo,  el capítulo  1 de  [116]) se construyen  los
polinomios  ortonormales  mediante  la  fórmula
Cn,O     Cn,i       Cn,r_1  Cn,m
C,4       Cn,O          Cn,m_2 Cn,m_i
çn,m(Z)  =       1                      ..              ,    (2.56)
/kn,m—1  Ln,mI
Cn,_m+1  Cn,.m+2     cn,o     C,1
1           ...   Zm_l      Zm
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donde
Cn,O       Cn,1       Cn,in_i    Cri,rn
Cn,_1       Cn,O           Cn,m_2 Cn,rrj_1
Ln,m
Cn,_m+1  Cn,_m+2       cn,o      Cn,i
Cn,_m    Cn,_m+1          Cn,_i      Cn,O
En  nuestro  ejemplo,  n,m  es  la matriz  identidad  si m  <n  y
1  O  •.  0  1/4
01•••  00
=         ..         =  1   1/4  =       (2.57)1/4   1      16
00•••  1  0
1/4  0      0 1
desarrollando  poLeL segundo-elemento  de ladiagna1  n —  1  veces.  Silos  polinomios
ÇOn,n  cumplieran  la  tesis  del  teorema  2.2 igualmente  verificarían  las fórmulas  (2.18)
y  (2.20), por  ejemplo.  Sin embargo,  teniendo  en  cuenta  (2.16) y  (2.57) obtenemos
j2  o —  —  ______  —  —  n,n—2n,n  —    15 —  1
 ) —      2  —        A2      —  —    —
n,n—1        a-’-’   LJ
que  contradice  (2.18).  De hecho,  podemos  calcular,  con ayuda  de la  fórmula  (2.56),
los  polinomios  ortonormales  
1  0.  •..    0  1/4
01•••    0    0
4
00•••    1    0
1  z        fi
El  coeficiente  de  fi  es 4 ILn,n1  l//  =  4/v”i,  los coeficientes  de  z,..  .  ,  z  son
cero,  pues  al  desarrollar  el determinante  por  el  elemento  z,  i  =  1,.  ..  ,  n  —  1  queda
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un  determinante  con  una  fila de ceros.  Por  último,  el término  independiente  es
f(9)l+fl  siOE[—l/n,+l/n]
1      en otro  caso
Como  antes,  tomamos  W(z) = z’.  Es fácil ver que
 n—*oo.
Además,  ya  que  p’  1, tenemos
p2r                           p2ir
hm  /  logp(9)  d9  =  hm  /  logf(9)  d8
n_ooJo              n_.00Jo
ç7r+  
=   hm!
 J7t—i
log(1  +  nir)  dO
=   hm  log(1 +  nir)  =  O  =
n—+oo fl
Luego  ({jon},  {W},  k)  cumple las hipótesis  del teorema
tanto,  los polinomios  Pn,n+k  verifican
•  (Pn,n+k(2)hm         = 1,
n*oo   zc
p2irJ  logp’(O)dO.
o
2.10  para  todo  k  E Z y, por
(2.58)
uniformemente  en subconjuntos  compactos  de  {z:  Izi >  1}.  De aquí  es fácil probar
que  los  polinomios  n,n+k  satisfacen  una  relación  asintótica  del  tipo  (2.20).  En
efecto,  a  partir  de  (2.58) tenemos
1=lim    1  =lim     1
fl°°        ‘°°  n,n+k(°)
4(1)72
o  •..  0  1/4
1••  00
0...  1  0
—  f_1
  (_1
_1  1  —  —1
‘  Vf  v
Así  Wn,n(z) =  (4z’  —  i)//f.  Análogamente  se  puede  ver  que  çOn,m(z) =  Zm  S
171  <fl.
Veamos  ahora,  con otro  ejemplo,  que  las hipótesis  del teorema  2.10 no implican
las  del  2.2.  Consideramos  dp(O)  =  fa(O) dO/2ir, donde
nEN.
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Teniendo  en  cuenta  este  límite  y  (2.16), llegamos a  que
a22             .       nn+khm  fl,fl+k+1(0)  =  1 —  lim  2      =
fl••-CO                     
De  aquí  se prueba  (2.20),  usando  el principio  del  módulo  máximo  y  la  relación  de
recurrencia  (2.14).  Sin embargo,  por otro  lado
p2ir
hm  /  p(8)  —  p’(O) dO=  hm  /    n7rdü =  27r  0.
JO                          n’J7r1
Este  segundo  ejemplo  muestra  que las  condiciones  que  aparecen  en  la  definición
de  admisibilidad  fuerte,  si  bien  no  es  posible  eliminarlas  del  todo,  deben  poder
debilitarse  o,  al  menos,  ser  sustituidas  por  otras  diferentes  con  las  que  no  guarden
relaciones  de  implicación.  Tema  aparte  es encontrar  condiciones  adicionales  para
que  las  hipótesis  del  teorema  2.10 impliquen  las  del  teorema  2.2.  Al no disponer  de
resultados  analíticos  concluyentes  dejamos  estas  cuestiones  abiertas.
§ 11.8  Convergencia  relativa
Plantearemos  el problema  de la  convergencia relativa  para  medidas  cuyo soporte
esté  contenido  en  la  circunferencia  unidad,  si  bien  es posible  describirlo  sin  dificul
tad  en  una  situación  más  general.  Sea  p una  medida  de  Borel  finita  y  positiva  en
[0, 2’r}.  Sea  h  una  funcion  no  negativa  en  [0, 2ir] tal  que  h  E  L1(dp).  Denotamos
por  (dp)  al n-ésimo  polinomio  ortonormal  respecto  a la  medida  dp y por  ço(hdp)
al  correspondiente  polinomio  de  la  medida  hdp.  El  problema  de  la  convergencia
relativa  (o comparativa)  consiste  en  encontrar  condiciones para  que  exista  el  límite
him.  (hdp)/(dp)  y  calcular  su  expresión.  Esto  puede  considerarse  una  ex
tensión  de la  teoría  de Szeg6 ya que si dp =  dO/(2ir)  se tiene  ço(dp)  =  z’.  En  el caso
de  que  las  medidas  hdp  y  dp pertenezcan  ambas  a  la  clase  de  Szeg6, la  aplicación
directa  de  la  fórmula  (2.51) implica
hm  (hdp)(z)  =  S(hp’; z)  =  S(h;  z),  z  >  1.  (2.59)
n—+oo  ‘(dp)(z)   S(,1;z)
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Este  resultado  no es completamente  satisfactorio,  pues para  la existencia  del segundo
miembro  de la  igualdad  anterior  sólo es necesario  que log h E L1[O, 2ir]. Por  ello, las
investigaciones  se han  centrado  en  buscar  las condiciones más  débiles  posibles  para
que  se verifique  (2.59),  cuestión  que  permanece  todavía  abierta.  Sin  embargo,  es
sabido  que  la  condición necesaria  log h E  L1 [O, 2ir] no  es suficiente.  Véase  [95] para
más  comentarios  al  respecto.
El  primer  problema  de convergencia  comparativa  fue  planteado  por  A.  A.  Gon
char  en  [42], al  estudiar  la  convergencia de los aproximantes  Padé  a funciones  mero
morfas  tipo  Markov.  En  su  trabajo  obtuvo  una  fórmula  del tipo  (2.59) (la  medida  p
soportada  en un intervalo  real) bajo  las hipótesis  de que h fuera una  fracción racional
con  polos fuera  del  soporte  de  p  y  p’ >  O en  casi  todo  punto.  Véase  también,  en
relación  con este  tema,  [62].
En  toda  su  generalidad,  el  problema  de  la  convergencia  relativa  fue  planteado
primero  por P. Nevai en  [77]; más  tarde,  fue estudiado  por  Rakhmanov,  [95], y Máté,
Nevai  y  Totik,  [69] y  [72]. En  estos  trabajos,  aparte  de  otros  resultados,  se encuen
tran  teoremas  que garantizan  la  existencia  del límite  (2.59) imponiendo  a la fuición
h  condiciones no demasiado restrictivas.  Asímismo hay  fórmulas comparativas  sobre
el  soporte  de la  medida  con  hipótesis  tipo  Lipschitz  sobre h.  En  [64] se demuestran
resultados  análogos  para  polinomios ortogonales  respecto  a  medidas  variantes,  a  fin
de  trasladar  los teoremas  a medidas  con  soporte  en  el eje real.  El  propósito  de  esta
sección  es demostrar  alguna  de  las fórmulas  que  aparecen  en los trabajos  anteriores
para  una  clase  general  de  medidas  variantes,  aquellas  que  verifican  la  condición  de
admisibilidad  fuerte,  que  son  el objeto  de  estudio  del presente  capítulo.
En  toda  la  sección  se entenderá  que  z  =  e9,  O E  [O, 2ir] Además  mantenemos
las  notaciones  anteriores  con  la  añadidura  que  utilizaremos  çn,m(d0n)  para  denotar
al  polinomio  de  grado  m  ortonormal  con  respecto  a  la  medida   Necesitamos
primero  el  siguiente  lema.
Lema  2.2  Sea h  una función  medible Borel  no  negativa  en  [O, 2ir].
a)  Si  existe  un polinomio  Q tal  que  Q(z)h’  esta’ acotada  en  [O, 2ir]  y  la terna
({hdp},  {W},  k)  es fuertemente  admisible  en  [O, 2ir]  para  todo  k  E  Z,  en
tonces,  para  cualquier funcion  f  Riemann  integrable  en  [O, 2ir]  y  para  cada
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k  E  Z  fijo,  se  cumple
hm        Q(z) nn+k(hdan)H  d8 =  f  f(9) Q(z)12h1(O)dO.
°°  O                   n,n+k(n)           o
(2.60)
b)  Si  existe  un  polinomio  Q tal  que  Q(z)h  está  acotada  en  [0, 2ir]  y  la  terna
({dp},  {W},  k)  es fuertemente  admisible en [0, 2ir] para todo k  E  Z,  entonces,
para  cualquier funcion  f  Riemann  integrable en  [O, 2ir] y para  cada k  E Z fijo,
se  cumple
Ij     2           2ir
hm  J  f(O) Q(z)2  n,n+kUUn)  (z)  dO =  [  f(O) Q(z)2  h(9) dO.
-  O                  n,n+k(hdUn)
(2.61)
DEMOSTRACIÓN.  Los  enunciados  a)  y b)  se prueban  usando  los mismos  argumen
tos;  llevaremos  a  cabo  la  demostración  del  apartado  a).  Ms  aún,  para  simplificar
la  notación,  sólo  consideraremos  el  caso  k  =  O (la  prueba  es  análoga  para  un  k
arbitrario)  y usaremos  los siguientes  convenios en la  notación
‘Pn,m    ç0n,m (dan),    =  çon,m (hda),    çn =    ‘Çt =  L’n,n.
Sea  Tm un  polinomio  trigonométrico  arbitrario  de  grado  m   n;  entonces  (véase
[36], capítulo  V,  teorema  2.2)
f27r  (z)I2  dO =     Tm(O) dan(O).
Escojamos  Q de grado j  y m   n --j; entonces el grado  del polinomio  trigonométrico
Tm(O)IQ?,/)n,n_j_m(Z)l2 es igual  a n  y de  la  igualdad  anterior  se deduce  que
f21f  Tm(O)Qbn,n_j_ni(Z)I2  dO =  f  Tm(9)h’  Qbn,nj_m(z)I2hdn(O).  (2.62)
o      .kon(z)I          o
Como  ({hdp},  {W},  k)  es  fuertemente  admisible  en  [0, 2n]  para  todo  k  E  Z  y
Q(z)1h’  está acotada  en [0, 2ir], las fórmulas  (2.27) y  (2.62) implican
hm  f21r Tm(O)QPn,n_j_rn(Z)I2  dO =  f27  Tm(O) h1  Q(z)2dO.      (2.63)
—°°  o           ço(z)          o
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Por  otra  parte,f2 Tm(9)              dO- f2 Tm(9) (z)  dO
SU  1      (z)  f  ITm(O                dO
IzI=1      ‘I-n,n—j—m      o           çon(z)
Según  (2.63), (2.19) y (2.20) (aplicado  a h dan) el segundo miembro  de esta  desigual
dad  tiende  a  cero y, por  tanto
hm  Tm(O)  Q(z)j2  dO =  f2  Tm(O)  Q(z)12 h’dO.
o        IP(z)        o
En  este  punto  pueden  usarse  argumentos  de  aproximación  (como  los  del  teorema
1.5.4  de  [113]) y  demostrar  que  el  polinomio  trigonométrico  Tm  puede  sustituirse
por  una  función  Riemann  integrable  arbitraria.  Esto  prueba  (2.60);  (2.61),  como
dijimos  anteriormente,  se obtiene  de modo  análogo.
Podemos  ahora  demostrar  convergencia relativa  de  los polinomios ortonormales  con
respecto  a  hdcr  y du.
Teorema  2.12  Sea ({dp},  {W},  k)  fuertemente  admisible  en [0, 2ir] para  todo k  e
Z.  Sea h  una función  medible Borel  en  [0, 2ir] verzficando:
1.  Existe  un polinomio  Q tal que  Q(z)Ih1(O) estó acotada  en  [0, 2ir].
2.  hOon[0,2ir].
3.  ({hdp},  {W},  k)  es fuertemente  admisible  en  [0, 2ir] para  todo k  e Z.
Entonces
hm   (z)  =  S(h;  z),                (2.64)
donde  el límite  es ‘uniforme en subconjuntos  compactos  de {z  : Izi >  1}.
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DEMOSTRACIÓN.  En  primer  lugar,  observemos  que  las  hipótesis  1 y  2  implican
logh  E  L1([0,2ir]) (por  lo  que  existe  la  función  de  Szeg6 S(h;z)).  Nos  será  más
cómodo  probar  la  relación  equivalente
hm     n+k(fl)  (z)  =  3*(h  z)  =  S(h,  1/),           (2.65)n—+oo
donde  el límite  es uniforme  en  subconjuntos  compactos  de  U  (la  fórmula  (2.65) se
obtiene  de  (2.64) haciendo  el  cambio de variable  z  —  y  conjugando).
Teniendo  en  cuenta  (2.21),  vemos  que  es  suficiente  probar  (2.65)  para  k  =
0.  Como  antes,  para  simplificar  la  flotación,  ponemos   =  p(do),  
=   (hdo),   =  hdcr).
Podemos  suponer  que  el  polinomio  Q de las  hipótesis  del  teorema  no  vale cero
en  U pues tales  ceros no influyen en la  acotación  de  Qh±l  en  [0, 2’r].  Por  tanto,  las
funciones  Q/ço  son  analiticas  y nunca  se  anulan  en  U.  Por  lo que,  utilizando  la
fórmula  de Poisson,
log   (z)  =  —  f  log (eit)  P(z,  eit) dt,
donde  P(z,  eit)  =   denota  el núcleo  de Poisson.  Usando  la  desigualdad  de
Jensen,  se obtiene
2  1      2
<  —  í     ‘‘‘(e)  P(z,eit)dt.
27rJ0    ‘PL
Como ço(et)  =  (eit)l  y kUjn(eit)l =  k(eit)l,  gracias a (2.60), obtenemos
   2    1    p2ir
hm  sup   (z)    r  j  h’(et)  Q(et)j2  P(z,  et)  dt,       (2.66)
12-400     Pn             o
lo  que,  a  su  vez,  implica  que  {I’/Ç}nEN’  está  uniformemente  acotada  en  subcon
juntos  compactos  de U (recordemos que Q no tiene  ceros en U).  Consideremos  ahora
una  subsucesión  arbitraria  A c  N  tal  que
lim-(z)  =SA(z),
nEA
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uniformemente  en  subconjuntos  compactos  de  U.  En  virtud  de  lo  que  fue  dicho
anteriormente  es  suficiente  probar  que  para  cualquier  tal  subsucesión  A  se  tiene
CY*  —  CV
Q
Sea  r  E (0, 1) arbitrario.  Usando  (2.60) una  vez más,  obtenemos1f2 (QSA)(ret)J2 dt=lim_f  (reit)  dt  <
27r    *      2              2ir
ljm-i-  f  Q(eit)  dt=—  [  h(t)Q(et)2dt.
nEA  2ir Jo    ço           27rJ0
Así,  QSA E ‘Hl2 y  el límite  1im(QSA)(ret)  existe  en  casi  todo  punto  t  E [0, 27r]. Por
r—# 1
otra  parte,  de acuerdo  con  (2.66), para  cada  z  e0,  O e [0, 2ir} fijo, tenemos
i   (QSA)(rz)2      J h(t)  Q(et)J2 P(rz,  eit) dt.27r  
Es  bien sabido  que el límite del segundo  miembro de esta  desigualdad  existe,  cuando
r  —*  1, para  casi todo  z  =  e0,  O E [0, 2ir]. Por  tanto,  tomando  dicho límite  en ambos
miembros  y  aplicando  el  teorema  de  Fatou  (véase,  por  ejemplo,  el  capítulo  11 de
[97]),  se obtiene  que  SA(z)12   h’(9)  en  casi todo  punto  de  [0, 27r].
Probemos  ahora  que  la  desigualdad  contraria  también  se  verifica  en  casi  todo
punto.  De hecho,  razonando  de la  misma  manera  que  antes,  obtenemos
log  °(z)  =  —  f  log      eit) P(z,  et)dt,
lo  cual,  con la  ayuda  de la  desigualdad  de  Jensen  y  (2.61) implica
I(QS’)(rz)I2  =  lim   (rz)  <  f2 h(t) Q(et)J2 P(rz,  eit) dt,
donde  z  es arbitrario.  Tomando  límites  cuando  r  —  1,  obtenemos  IS’(z)2    h(O)
en  casi todo  O E  [0, 2ir]. Esto, junto  con la desigualdad  anterior,  da  SA(z)12 =  h(O)
en  casi  todo  O E  [0, 2ir].  Más  aún,  S’  además  de  SA pertenecen  a  1H12 por  lo  que
log  SA pertenece  a 1B11 y se tiene,  utilizando  (2.50)
1    p2logSA(z)  =  —j   dt27r  
1    r2lr=  —j  logh(t)P(z,et)  dt=1ogS*(z),4ir  
56
§11.8.Convergenciarelativa
lo  cual implica  que SA y S* son iguales salvo una  constante  imaginaria,  pero  S’ (O) >
Oy
SA(O) =  hm            >O.
nEA  a,(do)  —
Por  tanto  SA(z)  S*(z).
Como  consecuencia  casi  directa  de  todos  los  resultados  acumulados  anterior
mente,  se  puede  demostrar  un  teorema  de  convergencia  relativa  para  polinomios
ortogonales  con respecto  a medidas  cuyo soporte  sea  un  intervalo  real.  Usaremos  la
misma,  notación  que en  la  sección § 11.5.
Teorema  2.13  Sea  ({di},  {w2},  2k)  fuertemente  admisible  en  [—1, 1] para  todo
k  E Z.  Sea h  una función  medible Borel  en  [—1, 1] que verifica
1.  Existe  un polinomio  Q tal que  Q(x)jh’(x)  está  acotada  en [—1, 1].
2.  h   O on  [—1,1].
3.  ({hdp,},  {w2},  2k)  es fuertemente  admisible  en  [—1, 1] para todo  k  E Z.
Entonces
hm  l,+k(hdrfl)  (x)  =  S(h*(9)lsen  01; (x)),           (2.67)
fl400  lfl,fl+k(drn)
donde  el  límite  es  uniforme  en  subconjuntos  compactos  de  C    [—1, 1]  y  h*(0)  =
h(cos0).
DEMOSTRACIÓN.  Consideramos 4a función  h* definida  en  [O, 2ir] mediante  h* (0)  =
h(cos  0).  Las  medidas-da2  y  los polinomios  ç02n,m(dC2n) y  çn,(h*d0fl)  tienen  el
mismo  significado  que  en  la  sección  § 11.5. Como en  el  teorema  anterior,  hagamos
k  =  O (el caso  k  arbitrario  es análogo)  y pongamos
=  2,2(do2),   =  ‘2fl,2fl(  7272),  V.’ =  W2n,2n(h*do2n),   =
Denotemos,  por  último,  a los polinomios  mónicos  asociados  a   y ,  por  4,  y
respectivamente.
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Debido  a la  relación  (2.29) (aplicada  a l,(hdr)  y  l,(dr))  y  siendo  z  =
tenemos
1,(hdr)     -  (z)  + (z)  /i  +  (O)
—  (z)  + (z)  i  +
(z)  ______
=  (z)  (z)  1+(O)   x[-i,i].
1  +  (z)   +
çc’n(z)
Y  ahora  el  resultado  se  deduce  directamente  del  teorema  2.12,  teniendo  en  cuenta
(2.18)  y  (2.22).
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Medidas  variantes  reales  asociadas
con  polinomios  de  Stieltjes
§ 111.1  Introducción.
Sea  w  una  función  no  negativa  en  el  intervalo  [—1, 1] tal  que    L’ [—1, 1].
Denotamos  la  medida  de  Lebesgue  en  [—1, 1] por  dx.  Sea  {Pfl}nEN  la  sucesión  de
polinomios  ortonormales  con  respecto  al  peso  w;  es  decir,  pn(X)  =  x’  +
¿ç  >  0,  y
rl/  pm(X)Pk(X)-(X)d5krn                 (3.1)
J—l
Es  bien  conocido y  fácil  de  comprobar  que  exite  un  único  polinomio  mónico  S,1
de  grado  n +  1 que verifica  las  siguientes relaciones  de  ortogonalidad
rlJ xlcSn+i(x)pn(x)w(x)dxO,  k=0,1,...  ,n.          (3.2)
—1
El  polinomio  SM1  se  llama  el  (n  +  1)-ésimo polinomio  de  Stieltjes  con  respecto  al
peso  w.  En  1894, en una  de  sus cartas  a Hermite  [110], Stieltjes  considera  la función
de  Legendre  de segunda  clase, es decir,
gn(z)=fdx
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donde  P  es el  n-ésimo  polinomio  de  Legendre  (n-ésimo  polinomio  ortogonal  con
respecto  a  la  medida  de  Lebesgue  en  [—1, 1]) y  observa  que  se cumple  el  siguiente
desarrollo  para  z  —  oc
1           a12
=S+1+—++...,  n2.
Yn(Z)           ZZ
Con  ayuda  del teorema  de Cauchy  comprueba  que S1  cumple  las relaciones  de or
togonalidad  (3.2) y, por  tanto,  queda  determinado  por ellas.  En este  punto,  Stieltjes
conjetura  que  todos  los  ceros  de  S+  son  reales,  que  están  en  (—1, 1)  y  que  se
entrelazan  con  los  ceros  de  P.  Dichas  propiedades  no  son  en  absoluto  evidentes
ya  que  el  polinomio  S+1  es ortogonal  con respecto  a  la  medida  variante  P(x)  dx,
que  no  es positiva  sino  real.  Años más  tarde  (1934), Szeg6 examina  los polinomios
S1,  prueba  la  conjetura  de  Stieltjes  y  extiende  el  resultado  para  todos  los  poli
nomios  asociados  con  pesos  ultraesféricos  w,  w(x)  =  (1 —  x2)4/2,  O <  ).  <  2,
[1131.  Aparentemente,  los  polinomios  de  Stieltjes  permanecieron  semiolvidados
varias  décadas  hasta  que el interés  resurgió y se ha  mantenido  en los últimos  veinte
años  motivado  por  la  relación  de estos  polinomios  con la  fórmula  de cuadratura  de
Gauss-Kronrod  (para  más detalles  a este  respecto,  véase la  sección § V.3).  Debido  a
esta  conexión, el  estudio  moderno  de los polinomios de  Stieltjes  ha  estado  marcado
hasta  ahora  por  su  uso en  la  cuadratura  de Gauss-Kronrod.  Esto  ha causado  que  la
investigación  se haya  centrado  en pesos  para  los cuales la  fórmula  de cuadratura  es
significativa  para  funciones  de ima  clase tan  amplia  como sea  posible,  es decir  para
aquellos  pesos  que  verifican  las  propiedades  que  Stieltjes  conjeturó  en  el  caso  Le
gendre.  Nosotros  hemos  trasladado  la  atención  a los propios polinomios  de  Stieltjes
y  al  estudio  de sus  propiedades  asintóticas  sin considerar  su  aplicación  inmediata  a
fórmulas  de cuadratura.  El  objetivo  de este  capítulo  es describir  clases  generales  de
pesos  para  los  cuales  los  correspondientes  polinomios  de  Stieltjes  tengan  compor
tamiento  asintótico  relativo  a  la  raíz  n-ésima,  del  cociente  o  tipo  Szeg6.  También
daremos  información  sobre el comportamiento  asintótico  de los ceros.  En  el capítulo
V  aplicaremos  estos  resultados  a  la  aproximación  de  funciones  tipo  Markov  por
medio  de  aproximantes  racionales  con  poios  parcialmente  prefijados  (aproximantes
tipo  Padé,  segi.in la  terminología  empleada  en los últimos  años).  Como consecuencia
de  los  resultados  obtenidos  en  aproximación  racional,  daremos  estimaciones  de  la
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razón  de convergencia de la fórmula de cuadratura  de Gauss-Kronrod  para  funciones
que  son  analíticas  en un  entorno  del  conjunto  de integración.
Sea  ,a  una  medida  de  Borel  finita  positiva  en  la  recta  real  IR cuyo  soporte
compacto  S(íi)  contiene  infinitos  puntos.  Sea  i’  =  d/dx  la  derivada  de  Radon
Nykodym  de  p  con respecto  a la  medida  de  Lebesgue  dx.
El  n-ésimo  POLINOMIO  DE  STIELTJES  con  respecto  a  j.  se  define  por  medio
de  las  ecuaciones  (3.1)  y  (3.2)  sustituyendo  w(x)  dx  por  dp(x).  Nos  referiremos
a  s  =   S  como  el n-ésimo  POLINOMIO  DE  STIELTJES  NORMALIZADO,  donde
kn_1  es el coeficiente conductor  de Pn—1•  Esta  notación  nos permite  dar  a las fórmulas
una  expresión  más  cerrada,  pero,  desde  luego,  nada  tiene  que  ver  con la  pretensión
de  ortonormalizar  los polinomios  de Stieltjes.
En  lo  sucesivo,  cap  (A)  representará  la  capacidad  logarítmica  del  conjunto  A
(véase  la  sección  § 111.3 para  la  definición).  Manteniendo  la  notación  empleada  en
la  sección § 1.2, definimos el conjunto
E={zEC  : g(z,oo)maxg)}.
En  el  caso  que  S(.t)  sea  un  intervalo  entonces  el  conjunto  E  coincide  con  S(p,
mientras  que  si,  por  ejemplo,  S()  =  [0, 1] u  [2, 3] entonces  E  es  la  región  limitada
por  una  curva  del  tipo  lemniscata  que  rodea  ambos  intervalos.  Los  principales
resultados  de  este  capítulo,  en  una  versión  simplificada,  se  pueden  resumir  en  el
siguiente  teorema.
Teorema  3.14  Se  verifican  los siguientes  resultados
1.  Sea jt  E  Reg  y cap  (S(íi))  >  0,  entonces
limis÷i(z)I1”  =  exp{g(z,oo)},
n-_*oo
uniformemente  en  subconjuntos  compactos de C   E.
2.  Si  E  M(a,  b) con a  0,  entonces
•  s÷i(z)     (z—b’ 
lim        =‘I’i
n—oo  s(z)         a j
uniformemente  en  subconjuntos  compactos  de C   S(p).
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3.  Si ji  e S,  entonces
s÷i(z)     1z2 —  1    /
hm       =        S(ji (cosO) 1 sin(O)l; W(z)),W(z)        27r
uniformemente  en subconjuntos  compactos de C   [—1, 1].
Observemos  que los polinomios de  Stieltjes  en estas  importantes  clases  de  medi
das,  desde  el  punto  de  vista  asintótico,  se  comportan  esencialmente  como los poli
nomios  ortonormales  fuera  del  soporte  de  la  medida;  especialmente  si el  soporte  de
la  medida  es un intervalo.  Cuando  el soporte  de la medida  no es un  intervalo  surgen
algunas  diferencias  como veremos en la última  sección de este  capítulo.  Allí daremos
un  ejemplo  que  ilustra  estas  diferencias  y muestra  que  la  parte  1 del  teorema  3.14,
en  cierto  sentido,  no se puede  mejorar.
Queremos  destacar  el  carácter  singular  de este  teorema.  Por  un  lado,  la  mayor
parte  de los métodos  conocidos  y utilizados  para  probar  comportamiento  asintótico
de  los polinomios  ortogonales  (variantes),  como los  señalados  en  la  sección  §  11.1,
usan  de un modo  esencial que la medida  es positiva  ya que se apoyan  en la propiedad
de  extremalidad  de  dichos  polinomios.  H.  Stahl  [103] ha  probado  resultados  rele
vantes  en  el  caso  de  ortogonalidad  compleja  no hermitiana  pero  que  no  se aplican
en  esta  situación  pues  exige que  el  peso  analítico  tenga  sus  puntos  singulares  con
tenidos  en  un conjunto  de capacidad  cero.  Por  otro  lado,  es sabido  (cf.  [102]) que los
polinomios  ortogonales  con respecto  a medidas  reales pueden  tener  comportamiento
asintótico  arbitrario.  Como  ejemplo,  tomado  de  [102], consideremos  un  peso  tan
sencillo  como
w(O)  =  (cosO — cos(ira1))(cosO  — cos(irc2)),
donde  a1, a2  son  números  algebraicos  con  O <  a1  <  a2  <  1 y a1, a2  racionalmente
independientes.  Entonces  puede  probarse  que  los ceros de los polinomios  ortogona
les  correspondientes  son  densos  en  C.  Más  aún,  el hecho  de  que  el peso  w(O)  tenga
dos  ceros es el responsable,  en  esté  caso, del  “mal” comportamiento  asintótico  de los
polinomios.  Entre  otras  consecuencias,  estos  hechos indican  la  dificultad  de  encon
trar  métodos  generales  para  probar  convergencia  en  el caso  de  medidas  reales.  De
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hecho,  en la demostración  del teorema  3.14 se hace uso esencial de las características
propias  de los polinomios de  Stieltjes.
No  queremos  terminar  esta  sección  sin  citar  resultados  positivos  referentes  al
comportamiento  asintótico  de  polinomios ortogonales  con  respecto  a  medidas  com
plejas;  además  de los ya comentados  [103] donde se estudia  la distribución  asintótica
de  ceros,  se pueden  encontrar  fórmulas  sobre convergencia  del  cociente  en  [62] y  en
[11]; en este  último  trabajo  se extiende  la  clase de Nevai-Blumenthal  al  caso en  que
los  límites  de  los coeficientes de  recurrencia  tomen  valores complejos.
§ 111.2  Polinomios  de  Stieltjes  variantes
Todos  los resultados  que  aparecen  en  el resto  del  capítulo  se darán  para  el  caso
más  general  de polinomios  de Stieltjes  variantes,  concepto  que  presentamos  en  esta
sección  junto  con sus  propiedades  más  importantes.  Establezcamos  primero  la  no
tación  necesaria.  Como antes,  t  denota  una  medida  de  Borel  finita  y positiva  en  la
rectareai  R  con:. oportecompacto  S(i)  que contiene  infinitos  puntos.
Sea  {wfl}EN  una  sucesión de polinomios  mónicos con  coeficientes reales tal  que,
para  todo  n  E  N,  grwn  =  i,0   i   2n +  1; y  w  >  O en  Co(S())  (la  envoltura
convexa  de  S(ji)).  Si i,,  <  2ri  +  1,  sea  =  oc  para  1   i   2n +  1 —  i  si,
i,,  >  0,  entonces  {wfl,i}2fl+1_i+1<j<2fl+1,  denota  el  conjunto  de  ceros  de  w.  Por
L  denotamos  el  conjunto  de puntos  limite  de  los ceros de  {w,}1<<2+1  cuando  n
tiende  a  infinito.  En  lo  sucesivo,  supondremos  que  L,  que  es un  conjunto  cerrado,
está  contenido  en     Co(S()).  De  hecho,  cuando  el  soporte  de  la  medida  no  es
un  intervalo,  es necesario  que  L  esté  contenido  en  un  conjunto  más  pequeño  como
veremos  más  adelante.  La  positividad  de  w,., en  Co(S(i))  se  supone  para  mayor
comodidad  en el  proceso  de  normalización,  pero  sería  suficiente  que  para  todo  n  el
polinomio  w,  tuviera  signo constante  en dicho  conjunto.
Pongamos  da  =  dj.t/w.  Obviamente,  para  cada  n  E N,
f  dji(x)
<+00,
Js(,)  w(x)
de  esta  manera,  se  puede  construir  la  tabla  de  polinomios  {Pn,m}n,mEN,  tal  que
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Pn,m(Z)  =  ,nnzm  +  ,   >  0,  es el m-ésimo polinomio  ortonormal  con respecto
a   Estos  polinomios  están  unívocamente  determinados  por  tener  coeficiente  con
ductor  positivo  y satisfacer  las relacionesf  Pn,k(X) Pn,m(X)  d(x)  =
siguiendo  la  misma  construcción  que  hicimos en la  sección   11.2.
Las  FUNCIONES  DE SEGUNDA  CLASE con respecto  a [Ir,  juegan  un papel  relevante
en  nuestros  razonamientos.  Se definen  como
gn,m(z)  =  f P;rn(X) d[Ir,(x),  z  E  =     S().
Estas  funciones  son  analíticas  en  2  y  gr,,(oc)  =  0.  Debido  a  las  relaciones  de
ortogonalidad  satisfechas  por  Pn,m  con  respecto  a  la  medida  [Lr,,  z  =  oc  es un  cero
de  gr,,r, de  multiplicidad  m + 1.
Los  siguientes  dos  lemas  son  bien  conocidos  y fáciles  de  comprobar  (véase,  por
ejemplo,  la  demostración  del  teorema  6.1.8 en  [108]).
Lema  Se  cumple
gn,m(Z)Pn,m(Z)  =  f mdPfl(X),  z  E ft           (3.3)
Lema  Sea K  un subconjunto  compacto de CCo(S(,a)),  entonces  existen  constantes
positivas  M1, M2,  independientes  de n  y m,  que verifican
M1    gn,m(Z)Pn,m(Z)l  <M2,  Z  E  K.              (3.4)
En  particular,   no  tiene  ceros en C   Co(S([I)).
Sea  {vn}fl€N una  sucesión de polinomios mónicos con coeficientes reales tales  que
gr  vs,-, =  j   n + 1 y vr, >  O en Co(S([I)).  Sea vr,,, =  oc  para  1  j  Ç n + 1 —  j  así,
{ vr,,j}r,÷i_j+i<jr,+i  denota  el conjunto  de  ceros de  v,.  También  supondremos  que
el  conjunto  de puntos  límite  de los ceros de  {vr,,j}i<<r,+i cuando  n  tiende  a infinito
está  contenido  en  L.
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Sea  {Sn,m}n,mEN  una  sucesión  de  polinomios  tal  que  para  cada  n  e N,  S,m  se
define  como el polinomio  mónico de  menor  grado  que  cumple
fXkSn,m(X)Pn,m_i(X)(  =0,  k=0,1,...  ,m—  1.
Hallar  Sn,m  se reduce  a resolver  un sistema  de  m  ecuaciones homogéneas  con  m + 1
incógnitas.  Así,  siempre  existe una  solución  no trivial.
Definición  3.4  Llamamos  a Sn,m el m-e’simo polinomio  de Stieltjes  ortogonal con
respecto a la medida variante dbt/v.  El polinomio  de Stieltjes  normalizado  Sn,m  se
define como Sn,m =  Kn,m_1  Sn,m.
En  el caso que w  v  1 para  todo  n E N, se recuperan  los polinomios de Stieltjes
clásicos.
Lema  3.3  Si m    gr v,  entonces gr Sn,m =  m.
DEMOSTRACIÓN. De la  definición  de  Sn,m es inmediato  que  gr Sn,m  Ç  m.  Supon
gamos  que  gr Sn,m  Ç  m  —  1.  Debido a las  relaciones  de  ortogonalidad  satisfechas
por  Pn,rn—1 con  respecto  a la  medida  ,a,  se tiene
[Snm(Z)—Sn,m(X)
1      z—       pn,_1(x) dp(x) = 0.Por  tanto
[v(x)Sn,m(X)        di(x)
Sn,m(z)gn,m_i(z)1        Pn,rn_i(X) v x
ÇSnra(X)        dp(x)
=v(z)  ¡       Pn,m_i(X)j  z—x         v(x)
La  segunda igualdad es consecuencia de las relaciones de ortogonalidad que S,,7,
verifica con respecto a du/v  y de la condición m   gr v. Como gn,m—i no tiene
ceros en C  Co(S(ji)), cada cero de v con multiplicidad k es un cero de 5fl,m con
multiplicidad l menos k. Por tanto, gr Sn,m   gr v. Por otra parte, sabemos que
d1i(x)
f  T()Sn,m(X)pn,m_i(X) v(x) =0,
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para  cualquier  polinomio  T  de  grado  menor  que  m.  Si  ahora  escogemos  T(x)  =
v(x)  Xm_l_9,m  en  la  relación  anterior,  obtenemosf m_1grS  Sn,m(X)  Pn,mi(X)  d(x)  =  O.
Obsérvese  que  gr (Xm_l_9r.n  Sn,m(X))  =  m  -  1  y Pn,m—1  es  ortogonal  a  cualquier
polinomio  de  grado  menor  o igual  que  m —  1  con  respecto  a   Por  tanto,  Pn,m-i
sería  ortogonal  a sí mismo.  Esta  contradicción  indica  que  gr Sn,m =  m.
Seguidamente  obtenemos  una  expresión  integral  que relaciona  los polinomios  de
Stieltjes  con las  funciones  de segunda  clase.
Lema  3.4  Si  m    gr Vn,  entonces
Sn,m(Z)—1/gn,m_i(Z)  =      1      f  Sn,m(X)  P                   ze    Co(S())
v(z)             gn,m_i(z)      z—x             v(x)
(3.5)
y
sn,m(z)  9n,mi(Z)  =1  +  v(z)  gi(z)  L  v(C)  g,-i()  (C  -  z)’        (3.6)
donde  ‘y  es  una  curva  cerrada  simple  orientada  positivamente  que  rodea  Co(S(1i))
tal  que  L  y  z  están  contenidos  en  la  componente  conexa  no  acotada  de     ‘y.
DEMOSTRACIÓN.  De  las  relaciones  de  ortogonalidad  de  p,m—i  con  respecto  a  la
medida  p,  se  deduce
ro    f    O                              rn
¡  nrntZ)—Jn,mX/                        ¡Z   X
.1         z—x        pn,m_i(X)ditn(2)j    z—x  Pn,m_i(X)d/in(X)
fxm_lpn,m_i(Z)  dn(X)  =     1
kn,ml
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Reescribiendo  esta  igualdad  y  usando  la  ortogonalidad  de  Sn,m  con respecto  a
dji/v,  se  tiene  que
gn,m_i(Z)  8n,m(Z)   i +  f s(x)  Pn,rn_i(X)  d(x)  —
1  +  f v(x)8m(X)  pnm_i(X)  d(x)  =  1 +v(z)  f s,(x)  Pn,m_i(X)  d(x)
z—x              v(x)                z—x          v(x)
La  primera  fórmula  del  lema  es  equivalente  a  esta  expresión.  De  (3.5)  y  de  las
relaciones  de  ortogonaildad  de Pn,m—i Y Sn,m  se deduce
Sn,m(Z)—1/gn,m_i(z)  —  (f  P2n,m_i(X)  d          XSn,m(X)  2        d/L(x)
v(z)       — J  1—x/z  ))  j  z—x  pn,m-i(X)  v(x)
Por  tanto,  esta  función  es  analítica  en     Co(S(j))  y  tiene  un  cero  de  orden  al
menos  1  en  infinito.  Usando  la  fórmula  inte6ral  de  Cauchy  con  una  curva  -y  como
se  indica  en  el enunciado  del  lema,  se obtiene
Sn,m(Z)—1/gn,m_i(Z)  —  1  f  sn,m()—1/gn,m_i(()
v(z)         27rz       v()(z—)
if        dÇ
—   J  v(()  g,-1(()  ((-  z)
Reescribiendo  esta  fórmula  de  manera  adecuada,  se  llega  a  (3.6).
Obsérvese  que  gn,mi(z)  puede  tener  ceros  en  Co(S(p))    S(ji);  por  tanto,  la
función  1/gn,m_(z)  puede  tener  polos  en  dicho  conjunto.  Ésta  es  la  única  razón
por  la  que  no  podemos,  en  general,  escoger  una  curva  ‘y  más  cercana  a  S(ji)  que  la
indicada  en  el  lema  3.4.  Hecho  que  tendrá  consecuencias  interesantes,  como  veremos
más  adelante.
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§  111.3  Teoría  del  potencial  logarítmico
En  el estudio  de la  convergencia de  la raíz n-ésima  de los polinomios  ortogonales
la  teoría  del  potencial  logarítmico  juega  un  papel  fundamental.  Esto  es  debido  a
que  el  módulo  de  un  polinomio  básicamente  no  es  más  que  la  exponencial  de  un
potencial  discreto.  En  esta  sección recogemos algunos  resultados  importantes  de la
teoría  del  potencial  que  serán  usados  con  posterioridad.  Para  evitar  el  exceso  de
referencias  en  el  texto  diremos  que,  salvo  alguna  excepción,  la  totalidad  de  lo  que
aparece  en  la  presente  sección se puede  encontrar  en  [100], [108] y  [96].
Los  resultados  los enunciaremos  para  un conjunto  compacto  cualquiera  contenido
en  C, que denotaremos  por  K,  si bien  a la hora  de aplicarlos  K  será S(ji)  la mayoría
de  las  veces.  Sea M2(K)  el conjunto  de  todas  las  medidas  positivas  de  Borel,  con
soporte  contenido  en  K  y  medida  de K  igual  a  1  (medidas  de  probabilidad  en  K).
Se  llama  POTENCIAL  LOGARÍTMICO  asociado  a la  medida  o• € Mp(K)  a la  función
P(o-;z)=flog  
La  ENERGÍA  asociada  a  o- E  M(K)  se define como
=1K 1K log Iz  11do-(()  do-(z) =1K P(a; z) do-(z).
Se  denomina  CONSTANTE  DE  R0BIN  de  K,  o ENERGÍA  DE  EQUILIBRIO  para  K  a
1(K)  =  mf  I(o-)
aEMp  (K)
Dado  el compacto  K,  el nñmero  cap (K)  =  exp(—I(K))  se dice que es la  CAPACIDAD
LOGARÍTMICA  de  K.  Si F es un  conjunto  arbitrario  su  CAPACIDAD  LOGARÍTMICA
se  define como
cap  (F)  =     sup     cap (K).
KCF,  Kcompacto
Diremos  que  una  propiedad  se satisface  CASI  DONDEQUIERA  (abreviadamente  c.d.
en  lo sucesivo) en el conjunto  F si dicha  propiedad  se satisface  en  un conjunto  A de
modo  que  se cumple  cap (F   A) =  0.  Una sucesión  de funciones  {ffl}flEN  se dice que
CONVERGE  EN  CAPACIDAD  a  la función  f  en subconjuntos  compactos  del  dominio
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D  c  C si para  todo  E>  O y todo  subconjunto  compacto  K  se cumple
limcap{zEK  :  f(z)—f(z)I>e}=0.
fl—4O  -
La  convergencia  débil* de  medidas  produce  el  siguiente  efecto  sobre  los poten
ciales  logarítmicos:
Principio  del  descenso  Supongamos  que K  es un  subconjunto  compacto  de O  y
que  la sucesión  de  medidas  {cr}0,  {o-}o=  c  M(K),  converge de’bilmente  a la
medida  o- E  M(K),  entonces  para  toda  sucesión  {z}0  c  C tal  que z,.  —  z  se
tiene  que
P(o-;z)  <liminf  P(o-z),  z  E O
n—.00
y  además,
P(o-;z)  =liminf  P(o-z)
n—,
en  todo K  salvo  en  un  conjunto  de  capacidad logarítmica  cero, es  decir  c. d.  en K -
Un  resultado  fundamental  en  la  teoría  del  potencial  afirma  que  si K  es un  com
pacto  de  C,  existe  una  única  medida  de  probabilidad  /2 en  K,  tal  que  su  energía
coincide  con la energía de equilibrio de K.  Dicha medida /2 se llama entonces  MEDIDA
DE  EQUILIBRIO  DE  K.
Teorema  de  Frostman  Supongamos  que K  es  un  compacto,  K  c  C,  tal  que
cap  (K)  >  O.  Entonces  existe  una  medida  /2  E  M2(K)  tal  que I(/2)  =  1(K)  y  su
potencial  P(/2;.)  cumple  las siguientes  propiedades:
1.  Para todo z  E  C,  P(/2; z)   1(K).
2.  P(/2; z)  =  1(K)  c.d.  en  K.
3.  Para toda  medida o- E M(K)  se tiene  que
mf P(o-; z)  <1(K)  <sup  P(a;  z).
zEK                     zEK
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Sea  a un  punto  cualquiera  de  í,  la  componente  conexa no acotada  de    K.  La
FUNCIÓN  DE  CREEN  con polo  logarítmico  en el punto  a asociada  a la  región  2,  que
denotaremos  por  gç(z, a) es la  única  función  que cumple  las siguientes  propiedades:
1.  gç2(z, a)  es  una  función  no  negativa,  subarmónica  en  C   {a} y  armónica  en
2.  gç(z, a) +  log lz —  al permanece acotado  cuando  z  —÷  a.
3.  gç(z,  a) =  O c.d.  en C   a
Si  la  capacidad  de  K  es  cero  entonces  gç(z,  a)  oc.  Las  tres  propiedades
anteriores  con el principio  del máximo  garantizan  la  unicidad  de la  función  de Green
para  todo  compacto  K  E  C.  La  función  de  Green  es simétrica  en  sus  argumentos.
En  el caso  que  a =  oc  la  condición  2 toma  la  forma
gç(z,  a) —  log  IzI  permanece  acotado  cuando  z  —  oc.
Si  cap (K)  >  O por  el  Teorema  de  Frostman  sabemos  que  existe  una  medida  fi  E
M  (K)  de equilibrio  en K,  que  está  relacionada  con la  función  de  Green  mediante
la  expresión
gç(z,  oc)  —P(/2; z)  —  log(cap  (K)),  z  E  ft
Sea  u una  medida  cuyo soporte  esté  contenido  en ,  se  dice que la medida  & con
soporte  en  es el BARRIDO (balayage)  de u  si se verifica
1.      IdI =  ll&l.
2.  P(a;  z)  + c =  P(&; z)  c.d.   en   C   ,
donde  c es una  constante.  Dada  la  medida  u  siempre  existe  su  medida  barrido  & y
la  constante  c resulta  ser
/  gç2(z, oc) dcr(z).
Por  otro  lado,  a  cada  polinomio  p  de  grado  exactamente  n,  se  le  puede  asociar
la  MEDIDA  CONTADORA NORMALIZADA DE  SUS CEROS,  A,  que  se define  como
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donde  z1,...  ,  z,-, son  los ceros de p  repetidos  de  acuerdo  a  su  multiplicidad  y   es
la  medida  de Dirac  con masa  uno en el  punto  z3.  Se dice entonces  que una  sucesión
de  polinomios  {pn}0  (gr p,  =  n)  tiene  DISTRIBUCIÓN  ASINTÓTICA  DE  CEROS  V
(u  E  M(C)),  si  la  sucesión  de  medidas  contadoras  normalizadas  correspondiente
{A}0  converge en sentido  débil* a  la  medida  u.
Consideramos  ahora  un compacto  K  c C tal  que cap (K)  >  O. Sea g una  función
acotada  definida  sobre  la  frontera  9íi  de  ,  continua  c.d.  en  aa  El PROBLEMA
DE  DIRICHLET  GENERALIZADO  en  íl  consiste  en  encontrar  una  función  u  que  sea
armónica  y  acotada  en  ,  tal  que  lim  u(z)  =  g()  c.d.  en  OÇ.  Es  conocido  que
siempre  existe tal  función u y es única.  Se dice que un punto  o  E ¿% es REGULAR  si
se  cumple lim_+0  u(z)  =  g(o).  Como el problema  de Dirichiet  generalizado  siempre
tiene  solución  se deduce  que  el  conjunto  de  puntos  no  regulares  (o singulares)  de
5  tiene  capacidad  cero.  Se dice que K  (o, equivalentemente,  2)  es REGULAR  CON
RESPECTO  AL  PROBLEMA  DE  DIRICHLET  si  todos  los puntos  de  9  son  regulares.
Cuando  utilicemos  esta  condición  en  lo  sucesivo,  diremos,  por  comodidad,  que  el
conjunto  K  es regular.
Otro  resultado  de interés es que si P  es un polinomio mónico de grado  n se tiene
IIPiI    cap (K),  n   1. Ademés  (para  la  última  afirmación  del  siguiente  teorema
consúltese  el teorema  2.1 de  [16])
Teorema  Sea K  C  C  un  compacto  de interior  vacío y  con  complemento  conexo tal
que  cap (K)  >  O.  Si  {P}0  es una  sucesión  de polinomios  mónicos,  gr P  n,
que  verifica
lim  sup lIPI   cap (K),                   (3.7)
n—+oo
entonces
  n—oc,                   (3.8)
donde  ji  es  la  medida  de  equilibrio de  K.  Si,  además,  K  es  un  conjunto  regular
y  los ceros  de  {Pn}nEN  están  uniformemente  acotados,  entonces  las  dos fórmulas
anteriores  son  equivalentes.
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Dado  un conjunto  compacto K  siempre existen  familias  de polinomios  que veri
fican  la  condición  (3.7).  En  concreto,  se dice que  el  polinomio  mónico  de  grado  n,
T,  es el n-ésimo  POLINOMIO DE CHEBYCHEV de K  si minimiza  la  norma  uniforme
en  K,  es decir,  si verifica
ITnIK =  min{IqIlK  q(z)  =  z  +
Por  un  argumento  de  compacidad  puede  demostrarse  que  el n-ésimo  polinomio  de
Chebychev  existe y, si K  consta  de al menos n puntos,  es único.  Además,  la sucesión
{T}  verifica  (3.7).  Un  POLINOMIO DE FEKETE de  K  de  grado  n,  n  >  2,  es  un
polinomio  de la  forma
F(z)  =  fl(z  —  z),
donde  la  ri-upla  (z1,...  , z,-)  es un  punto  de máximo  de las  cantidades
fi  ICi—(kl’,   (i,
i,k:i<k
Los  polinomios  de  Fekete  no  son  necesariamente  únicos  y  también  cumplen  (3.7).
Tienen  algunas  ventajas  sobre  los  polinomios  de  Chebychev:  son  más  fácilmente
computables  y  sus  ceros  pertenecen  a  K,  mientras  que  los  ceros  de  los polinomios
de  Chebychev  están  en Co(K).
Para  ver  que,  en  general,  las  condiciones  (3.7) y  (3.8) no  son  equivalentes  con
sideremos  el conjunto  [—2, 2] U {3} y los polinomios de  Chebyshev  T(z)  =  z’1 +...
para  [—2,2]. Sea  /2 la medida  definida  en  [—2,2] u {3} cuya  restricción  a  [—2,2] es
igual  a  la  medida  de  Lebesgue  en  [—2,2] y tiene  masa  1 en  z  =  3.  Los polinomios
de  Chebyshev  1’,-, cumplen
limsupITnIí,21    cap([—2,2]) =  1.               (3.9)
fl—400
Este  hecho  es equivalente  (véase  [3], teorema  1) a que
AT—-,  n—*oo,                   (3.10)
donde  j? es la  medida  de equilibrio  de [—2,2], que es la misma  medida  que la medida
de  equilibrio de  [—2,2]U{3}, ya que ambos conjuntos  se diferencian  en un conjunto  de,
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capacidad  cero.  A su  vez, cualquiera  de las condiciones  (3.9) y  (3.10) es equivalente
a
hm  iTn(z)I” =  exp(gc [_2,21(z; oo)),
fl—400
uniformemente  en subconjuntos  compactos  de  C   [—2, 2].  En  particular
hm  T(3)i’  =  exp(gc [_2,2](3; oc))  >  1.            (3.11)
n—*oo
Por  otra  parte,  la  condición  (3.7), para  los polinomios  T,  se escribe  como
limsupiiTflhJL2]U{S}   cap ([—2, 2] U {3})  1,
lo  cual  contradice  (3.11).  Sin embargo,  es fácil, en  este  caso,  construir  una  familia
de  polinomios que  satisfagan  (3.7).  Basta  tomar  P(z)  =  T(z)  (z  —  3).
En  el caso de medidas  regulares,  el comportamiento  asintótico  de la  raíz n-ésima
de  polinomios ortogonales  con respecto  a medidas  variantes  está  caracterizado  por  la
medida  de equilibrio en presencia  del campo externo  inducido por la parte  variante  de
la  medida.  Por  ello nos  vemos en la  necesidad  de presentar  los resultados  anteriores
con  algo más  de generalidad  si bien  todo  es análogo.
Sea  w  una  función  continua  positiva  en  K.  Pongamos  g(z)  =  —  log w(z).  Entre
todas  las  medidas  de  probabilidad  a  con  soporte  K  existe  una  única  medida  de
probabilidad  ,u,  con soporte  incluído  en  K,  llamada  la  MEDIDA  DE  EQUILIBRIO O
EXTREMAL  ASOCIADA  CON  LA  FUNCIÓN  w,  de  modo  que  ,u  minimiza  la  ENEGÍA
PONDERADA
I(a)  =  ff  (og iz’  + g(z)  + (t))  da(z)  da(t).
Sea  S,,  c  K  el  soporte  de esta  medida  extremal,  existe  una  constante  F,  llamada
CONSTANTE  DE  EQUILIBRIO O  CONSTANTE  DE  ROBIN  MODIFICADA,  tal  que
P(z)  +g(z)    F,1,,  c.d.  enK,
(3.12)
P(pz)+g(z)    F,,,,  z  E  S,.
Debido  a  (3.12),  p  es  también  llamada  MEDIDA  DE  EQUILIBRIO  EN  PRESENCIA
DEL  CAMPO  EXTERNO  g.  La constante  F  está  determinada  por
F  =  I()  —  f9(t) d(t).
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Análogamente  al caso clásico se tiene que  si P,-, es un  polinomio  mónico  de  grado
n,  entonces  lw  PII    exp(—F),  n    1 y  se verifica  el  siguiente  teorema  (para
la  última  afirmación del  teorema  sobre la equivalencia  de las  dos condiciones  véanse
los  lemas  3 y  4 en  [22], allí se exige que los ceros de  {Pfl}flEN  estén  en  Co(K),  pero
no  hay  inconveniente  en sólo pedir  que estén  uniformemente  acotados  ya  que  así lo
permite  el  principio  del  descenso)
Teorema  Sea K  c C  un  conjunto  compacto de interior  vacío  y  con comp lememto
conexo  tal  que  cap  (K)  >  O.  Si  {P}0  es  una  sucesión  de  polinomios  mónicos,
gr  P  =  n,  que verifica
limsupIw’’Pnft.    exp(—F,,)  ,               (3.13)
n—oo
entonces
 —--  1Lw,  fl —  00.
Si,  además,  K  es un  conjunto  regular y  los ceros de {P}€N  están  uniformemente
acotados,  entonces  las dos fórmulas  anteriores  son  equivalentes.
En  esta  situación  más general  se pueden  definir los polinomios de Chebychev y de
Fekete  asociados  al  peso w  con  propiedades  análogas  a  los definidos  anteriormente.
El  POLINOMIO DE  CHEBYCHEV ASOCIADO A w, T,  cumple
IWTnIK  =   :  q(z)  =  f  + ..  .  }
y  la  sucesión  {T}  satisface  (3.13).  Un  POLINOMIO DE  FEKETE  ASOCIADO A w  es
un  polinomio  de  la  forma
F(z)  =  JJ(z  —  z),
donde  la  n-upla  (zi,...  , z,)  es un  punto  de  máximo  de  las  cantidades
II  (Ki-kIw(Ci)w(k))’),  ci,...  ,(EK.i,k:i<k
Cualquier  sucesión  de polinomios de  Fekete asociados  a w  también  satisface  (3.13).
Sea  ahora  {w}nN  la  sucesión  de  polinomios  mónicos  definida  en  la  sección
anterior  y  supongamos  que  tiene  distribución  asintótica  de  ceros  u,  es  fácil  ver  que
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(w)_l/r1  converge uniformemente  a e”  en S().  Si escogemos g(z)  =  —P(v; .),
como  el soporte  de  u está  contenido  en L  c     (1 U ‘P), se tiene  que j.t,,  es el barrido
de  u  en S(p)  y S  S(i)  excepto  en  un  conjunto  de capacidad  cero.  Por  tanto,
P(pz)  —  P(v;z)  =  F,  c.d.  enS(,u).            (3.14)
Es  conocido  también  que
Gç2(v; z)  =  F  —  P(p  z)  + P(v;  z),  z  E  =     S(p.),       (3.15)
donde  G0(v;.)  es el  POTENCIAL  DE  GREEN  de la  medida  u  en  es decir,
G(v;z)  =  fg(z,C)dv),  z  e
En  el  caso  que  S(,a) sea regular  las  fórmulas  3.12 y  3.14 se  cumplen  sin excepción,
ya  que el  conjunto  de capacidad  cero  que  aparece  en  ellas está  formado  por  puntos
singulares  (respecto  al  problema  de  Dirichiet)  de S(ji).
El  siguiente  lema,  qjie será utilizado  en el capítulo  V, nos  dice que  los potenciales
de  Green  se comportan  adecuadamente  respecto  a una  unión  creciente  de  dominios.
Lema  3.5  Sea {Kfl}flEN una  sucesión  de  conjuntos  compactos  contenidos  en  R  tal
que  K1  c  K,  para  todo n  E N  y  cap (fl1K))  >  O. Sea u  una  medida  positiva
cuyo  soporte  está  en C   K1.  Entonces
hm  GD,(u;z)  =
fl—400
uniformemente  en subconjuntos compactos de D,  donde D  =  CK  y D =  u1D.
DEMOSTRACIÓN  Como  D  c  D1  para  todo  n  E  N,  sabemos  que  gD  (z;  ()  <
gD+1(z;  ),  z,  E  D,  por  el principio  de  subordinación  de  las  funciones  de  Green
(véase  [96], teorema  4.4.4).  Ademés,  las funciones de Green  {gD(z;  ()} son positivas
y,  en  las  condiciones  del  lema,  se  cumple  la  siguiente  fórmula  (véase  [96], teorema
4.4.6):
hm  gD0(z; )  =  gD(z;  ,  z,  E  D.
n—Ioo
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Por  tanto,  podemos  usar  el teorema  de la  convergencia monótona  de Lebesgue  para
obtener
hm  GD(v;z)  =  hm  f gD(z;)dv()  =  f  hm gD(z;dv()
n—oo              n—#oo                        n_-*
=  f gD(z;)dV()  =  GD(v;z),  z  e  D.
A  causa  de  (3.15), dado  un  subconjunto  compacto  K  de  D,  para  todo  n  suficiente
mente  grande,  GD(v;.)  es armónica  en un entorno  de K.  Entonces,  {CD(v;  )}nEN
constituye  una  sucesión  creciente  de  funciones  armónicas  positivas  que  converge
puntualmente  a  la  función  armónica  GD  (y;.)  en  un  entorno  de  K.  Así  pues  la
convergencia  es uniforme.
El  siguiente  teorema  ha  sido probado,  con  diferentes  grados  de  generalidad,  por
diversos  autores.  Lo  enunciamos  aquí  como  aparece  en  el  teorema  6.5.1  de  [108],
donde  se puede  encontrar  la  demostración  junto  con  ms  referencias.
Teorema  Sea  S(jt)  un  conjunto  regular.  Sea  ,a E  Reg  y sea  la sucesión  de poli
nomios  {wfl}flEN definida  en  § 111.2. Supongamos  que (w)—’/’  converge uniforme
mente  a w2  en S(1i),  donde  w  es una función  continua  positiva  en S().  Entonces
hm  (K,)’  =  e,                     (3.16)
fl—400
y
hm  p,(z)’  =                  (3.17)
n—+oo
uniformemente  en subconjuntos  compactos  de C   Co(S(.t)).
Finalmente,  definimos un  conjunto  que juega  un papel importante  en la siguiente
sección.  Llamamos
E4zEC:  d(v;z)  max  G(v;C)
(ECo(S(L))
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§ 111.4  Convergencia  de  los  polinomios  de  Stieltjes
En  lo sucesivo, supondremos  que L  c E.  Sin pérdida  de generalidad,  podemos
suponer  que L es un subconjunto  compacto  de CE.  La reducción  a este caso se lleva
a  cabo  por  medio  de  una  transformación  de  M5bius  de  la  variable  en  el  problema
inicial  que  transforma  S(p)  en  otro  subconjunto  compacto  de  IR y  L  c     E en
un  conjunto  compacto  contenido  en  C    ,  donde   es  la  imagen  de  E  por  la
transformación  de  Móbius.  Esta  suposición  implica,  en  particular,  que  para  todo
n  los grados  de  v,  y  w,  son  realmente  n +  1 y  2n +  1 respectivamente,  y  libera  a
nuestros  razonamientos  del tratamiento  especial  que, de  otro  modo,  tendríamos  que
dar  a  los entornos  del  infinito.  Utilizaremos  esta  suposición  en  las  demostraciones
pero  enunciaremos  los resultados  para  conjuntos  L  arbitrarios  contenidos  en    E.
Teorema  3.15  Supongamos  que  las sucesiones  de polinomios  {wfl}flEN y  {vfl}flEN
tienen  la medidav  como su  distribución  asintótica  de ceros. Sea k  un  nu’mero entero
fijo,  k    O. Si  S(u)  es regular y  E Reg  entonces
hm  sup  Jj 5n,n+k+1  9n,n+k  —   <  exp{—Gç(u; z)} MK  exp{Gç(v;  z)}  ICo(S(j)),
n—oo
(3.18)
siendo  K  cualquier subconjunto  compacto  de    E.
DEM0sTRAcIóÑ.  Fijemos  un  conjunto  compactó  K  c  C   E.  Sea  V  un  entorno
abierto  de  L tal  que  V c  C   E.  Tómese  n0 suficientemente  grande  tal  que  para
todo  ii    no los  ceros  de  v  estén  en  V.  Fijemos  r  >  JGç(v; )IICo(S(L)) de  modo
que  V u K  esté  contenido  en  la  componente  conexa  no  acotada  de  C    ‘Yr,  donde
=  {(  E C:  Gn(v; () =  r}.  Aplicando  (3.6),  donde  ahora  la  curva  es  -y,  tenemos
que
1 Vn 9n,n+kIK
Sn,n+k+1  gn,n+k  —  1  K  —  C   :  ít     (r 
un  Vnt)  gn,n+ky.,)
CEi’r
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donde  C es una  constante  positiva  que depende de la longitud  de Yr  y  de la distancia
de   a  K,  pero  no  de n    no.  Por  tanto,
1/nhmsup  vflgfl,fl÷k
Vn         n—oohmsup  II Sn,n+k+1  9n,n+k  —  1lK   .                       1/n       (3.19)
lim  mf  lv(()  gn,n+k(()l
fl°O.  E7r
De  las  desigualdades  (3.4) y de  (3.17), se deduce que
hm  9n,n+k(’  =                 (3.20)
n—*oc
uniformemente  en  subconjuntos  compactos  de  C   Co(S(ji)).  Como  y  es  la  dis
tribución  asintótica  de ceros  de  {vfl}flEN, se tiene
hm  v(z)l1  =  e’                   (3.21)
n—*oo
uniformemente  sobre  subconj untos  compactos  de  C    L y  usando  el  principio  del
descenso  llegamos  a que
hm  sup  Ivn(z)I’  <  e”’                  (3.22)
uniformemente  en subconjuntos  compactos  de C.  De (3.20), (3.21) y (3.22), teniendo
en  cuenta  (3.15), se deduce  que
limsup  lIv    exp{—Gç(v; z)}IIK           (3.23)
n—+oo
y
hm  mf vn(()gn,nk(()’  =  exp—r.              (3.24)
n—Oo  (Ey,.
Las  relaciones  (3.23) y  (3.24) junto  con  (3.19) dan
unhmsup  sfl,fl+k+1gfl,fl+k—1IK    expr  Iexp{—C(v;z)}IK.
n—*oo
El  primer  miembro  de  esta  desigualdad  no  depende  de r; por  tanto,  podemos  hacer
que  r  tienda  a  IIG(v; )jlc(s(,))  obteniendo  (3.18) para  subconjuntos  compactos  de
C    E.  La función  dentro  del signo  de la  norma  en  el  primer  miembro  de  (3.18) es
analítica  en    S()  y, en  particular,  en     E; por  tanto,  usando  el principio  del
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máximo,  se  extiende  fácilmente  el  resultado  a  subconjuntos  compactos  de     E.
Con  esto  se concluye  la  demostración.
E
Corolario  3.2  Bajo  las hipótesis  del teorema  3.15,  se tiene  que
hm  sn,n+k+1(z)gn,n+k(z)  =  1,                 (3.25)
n—*OO
uniformemente  en  subconjuntos  compactos  de     E.  El  conjunto  de  puntos  de
acumulación  de los  ceros de {Sfl,fl+k+1}flEN está  contenido  en E.  Además
hm  Isn,n+k+1I1(z)  =                 (3.26)
n—oo
uniformemente  en  subconjuntos  compactos  de C   E.
DEMOSTRACIÓN.  Como  exp{—Gç(v;z)}K  exp{Gç(u;z)}McO(s(,L))  <  1 debido  a
que  la  fúnción  —Gç(v; z)  es  subarmónica  en     E,  la  relación  (3.25)  se  deduce
inmediatamente  de  (3.18).  La  afirmación  relativa  a  los  ceros  de  {Sn,n+k+1}nCN  es
consecuencia  directa  de  (3.25) y del teorema  de Hurwitz  ya  que la función  1 no tiene
ceros  en    E.  Finalmente,  (3.25) y  (3.20) implican  (3.26).
E
En  el  caso  que  w        1para  todo  n  E  N,   p  para  todo  n  E  N.
Para  probar  la  parte  1 del  teorema  3.14, podemos  seguir  los mismos  razonamientos
que  al  probar  el teorema  3.15  reemplazando  las  fórmulas  (3.16)  y  (3.17) por  (1.7)
y  (1.8) las  cuales  se cumplen  incluso  si  S()  no  es  regular.  En  este  caso  espacial,
las  relaciones  (3.25) y  (3.26)  son  también  válidas  (sin la  hipótesis  de  que  S()  sea
regular)  sustituyendo  en  (3.26) F  —  P(p  z)  por  gç2(z, oc).
Digamos  ahora  algunas  palabras  acerca  del  caso  cuando  S()  es  un  intervalo.
Sabemos,  gracias  a  (3.14),  que  Gç(v;  z)    O en  S().  Por  tanto,  en  este  caso
particular,  E  S(p).  Como  exp —Gç(v; z)  <  1 en     S(),  el  teorema  3.15 y  el
‘79
CapítuloIII.MedidasvariantesrealesasociadasconpolinomiosdeStieltjes
corolario  3.2 son  ciertos  en  todo     S(i).  Más  aún,  se  puede  probar  el  siguiente
teorema  acerca  del  comportamiento  asintótico  de  los  ceros  de  los  polinomios  de
Stieltj  es.
Teorema  3.16  Sea  S(p)  un  intervalo.  Supongamos  que  las  sucesiones  de  poli
nomios  {w}cN  and  {v}fl€N  tienen  y  como  su  distribución  asintótica  de  ceros y
que  i  e  Reg.  Entonces
Asflfl+k+j       /Lw,  n  —  oc.
DEMOSTRACIÓN.  Pongamos  Asflfl+k+l  A  y  denotemos  el  potencial  de  A  por
U,.  Todas  las medidas A  son medidas de probabilidad.  Sea  c  N una  subsucesión
de  índices tal  que
A  —-*  A,  n  E L,  n —  oc.                 (3.27)
Es  suficiente  demostrar  que  A   para  cualquier  sucesión   de índices  que  veri
fique  (3.27).  El  corolario 3.2 indica  que el soporte  de A está  contenido  en el conjunto
S(it).  Además,  sabemos,  gracias  al lema  3.3, que gr 8n,n+k+1  =   + k  + 1.
Teniendo  en cuenta  (3.26) y  (3.16), llegamos  a que
limU(z)  =   +1+1  1ogS,+k+1I  =  P(,z),  z E C  S().
Por  otra parte, de (3.27) se deduce
limU(z)=UA(z),  zECS(ÍL),
nC
donde  UA es el  potencial de la medida A.  De este modo, UA(Z) =  P(/i,  z)  salvo
en  un conjunto de medida de Lebesgue cero en el plano complejo; por  tanto,  del
teorema 3.7.4 en [96], obtenemos que A   como queríamos demostrar.
Para  medidas cuyo soporte no es un intervalo, usando básicamente los mismos
argumentos, se puede probar que el barrido en t9E de cualquier subsucesión conver
gente de {Afl}flEN es el barrido en OE de la correspondiente medida de equilibrio ji,.
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Veamos  ahora  otro  tipo  de relaciones  asintóticas.  En  lo que  resta  de sección,  a
menos  que  se  indique  lo  contrario,  consideraremos,  para  no  complicar  la  notación,
que  el soporte  de la medida  ji  es el intervalo  [—1, 1], pero  todos  los resultados  pueden
ser  enunciados  para  cualquier  intervalo  compacto  1 de IR. La reducción  al intervalo
[—1, 1] se lleva a cabo,  como es habitual,  por  medio de un  cambio afín  de la variable.
Es  bien  sabido  que  si ji’  >  O en  casi  todo  punto  de  [—1, 1] y  L  fl [—1, 1] =  O,
entonces  para  cada  número  natural  fijo k  E N se tiene
hm  k+1(Z)  =  z  +  z2  —  1,                     (3.28)
fl—*OO  Pn,n+k()
uniformemente  en  subconjuntos  compactos  de  C [—1,  1].  Más  aún,  para  todo  m  E  N
y  toda  función  f  medible  Borel,  acotada  en  [—1,  1],  se  verifica
hm  f  f(X)Pn,n+k(X)Pn,n+k+m(X)djin(X)  =        f(X)Tm(X)    dx2
-1                                         -i         V’l—x
donde  Tm  denota  the  m-ésimo  polinomio  de  Chebyshev,  es  decir,  Tm(cos  9)  =  cos  m8.
En  particular
hm  9n,n+k(Z)Pn,n+k(Z)  =   f         dx2  =     2               (3.29)
ir    1 (z  —  x)/1  —  x          —1
uniformemente  en  subconjuntos  compactos  de     [—1,  1],  donde  la  raíz  cuadrada
se  escoge  de  modo  que  Vz2  —  1>  0  si  z  >  i.  La  demostración  de  estos  resultados
puede  verse  en  [63].  Con  hipótesis  ms  generales  han  sido  probados  en  la  sección  §
11.5.
Con  ayuda  de  los  teoremas  anteriores  acerca  de  la  convergencia  de  la  raíz  n
ésima  de  los  polinomios  de  Stieltjes,  podemos  ahora  deducir  relaciones  asintóticas
del  cociente  de  estos  mismos  polinomios.
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Teorema  3.17  Supongamos  que  las sucesiones  de polinomios  {wfl}flEN y  {vfl}flEN
tengan  la  misma  distribución  asintótica  de  ceros.  Sea  k  un  numero  entero  fijo,
k    O. Si  S(i)  =  [—1, 1] y p’ >  O en  casi todo punto  de  [—1, 11, entonces
hm  n,n+k+1  =  z  + z2  —  1               (3.30)
°°  5n,n+k(Z)
y
hm  Pfl,fl+k(z)       1                       31) 3n,n+k+1  (z)  z2 —  ’
uniformemente  en  subconjuntos  compactos de C   [—1,1].
DEMOSTRACIÓN.  En  primer  lugar,  obsérvese  que  i’  >  O en  casi todo  punto  de
[—1, 1] implica  que   E  Reg  (véase  [108], teorema  4.1.1).  Utilizando  (3.25),  (3.29)
y  (3.28), se obtiene
hm  sfl,fl+k+1(Z)  =  hm  Sfl,fl+k+1(Z)gr,n+k(z)><
sn,fl+k(Z)     n—oo Sfl,fl+k(Z)  gn,nk_1(z)
hm  Pn,n+k_1(Z)gn,n+k_1(z)  >< iim  Pn,n+kZ  =   +  ‘/z  —  1
 Pn,n+k(Z)  9n,n+k(Z)  -4°°  Pn,n+k1(z)
y  todos  los  limites  son  uniformes  en  subconjuntos  compactos  de  C   [—1, 1].  Esto
demuestra  (3.30).  De  (3.29) y  (3.25),  se obtiene  inmediatamente  (3.31).
Si  w  v  1  para  todo  n  E  N,  la  parte  2 del  teorema  3.14  se prueba  de
modo  parecido.  Primero,  obsérvese  que  si  la  medida  está  en  ha clase  M(1,  0)  de
Nevai-Blumenthal  y  permanece  fija  para  todo  n  E  N,  entonces  se  cumple  (3.29)
y  (3.28)  tiene  lugar  uniformemente  en  subconjuntos  compactos  de  S(p)    [—1, 1].
Por  otra parte,  todo punto  de  S(p)    [—1, 1] es un  punto  límite  de  los ceros  de  los
polinomios  ortogonales  (cf.  el  teorema  6.1.1 en  [113]). Por  tanto,  podemos  escoger
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(véase  la observación hecha  al final de la siguiente  sección) curvas  de integración  tan
cercanas  como queramos  al  intervalo  [—1, 1] ya que se puede  asegurar  que  entre  dos
puntos  de masa  consecutivos  de i  en el exterior  de dicha  curva  (sólo puede  haber  un
numero  finito  de  tales  puntos  de  masa)  las  funciones  de  segunda  clase  no  tendrán
ceros  para  n suficientemente  grande.  El  resto  de los razonamientos  que se necesitan
no  se diferencian  de los dados  en  la  demostración  del  teorema  3.17.
Como  antes,  W(z)=z  +  V’z2 —  1.  Esta  función  es la  aplicación  conforme  de   
[—1,1]  en  {wI  >  1}  tal  que  W(oo) =  oc  y  W’(oo) >  O.  Sea  k  un  número  entero
fijo.  Del teorema  2.11 (nótese  que los ceros de  w  están  uniformemente  alejados  de
Co(S(JL)))  se deduce  que  si u  E  S,  entonces
B(z)  =  [S(’(cos8)  sin(O)I; W(z))]2,       (332)
uniformemente  en conjuntos  compactos  de C   [— 1, 1], donde
2n+1
B(z)  =   W(z)—W(w,)                  (3.33)
1  —
Si   =  oc  el  correspondiente  factor  en  B  se sustituye  por  1/W(z).  Por  tanto,
como  caso  particular,  cuando  w  1  para  todo  n  E  N  se  obtiene  la  conocida
fórmula  (1.11).
Utilizando  estas  relaciones y los resultados  anteriores  se obtiene  un teorema  sobre
convergencia  fuerte  de los polinomios  de Stieltjes.
Teorema  3.18  Supongamos  que las  sucesiones  de  polinomios  {wfl}flEN y  {vfl}flcN
tienen  la  misma distribución  asintótica  de ceros.  Sea k un número  entero fijo,  k   O.
Si  u  E S  entonces
flfl              B(z)=  Z  1 [S(p’(cosü)  sin(O)I;W(z))]2,      (3.34)
uniformemente  én  subconjuntos  compactos  de C   [—1, 1],  donde  B(z)  viene  dado
por  (3.33).
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DEMOSTRACIÓN. De  (3.25), (3.32) y  (3.29), se deduce  que
2
8nn+k+1’J        2     2
[W(z)]2k_]wn(z)  B(z)    llmsfl,fl+k+1(z)gfl,fl+k(z)x
P,+k(Z)           .          ihm       2k 1      B(z)  x  hm  2    2[W(z)]     w(z)           n—gfl,flk(z)pfl,flk(z)
21
=       [S(’(cosO) 1 sin(O) W(z))]2,
donde  la  convergencia es uniforme  en subconj untos  compactos  de C   [—1, 1], lo cual
prueba  (3.34).
E
 111.5  Un  ejemplo
El  siguiente ejemplo  ilustra  las dificultades  que  se encuentran  al intentar  mejorar
los  resultados  de  la  sección  anterior  cuando  S(jt)  no  es  un  intervalo.  De  hecho,
muestra  que,  en  general,  en  la  clase  de las  medidas  regulares  no  se puede  obtener
convergencia  en un  conjunto  mayor  que O   E, o conseguir  estimaciones  de la  razón
de  convergencia mejores  que  la  que  aparecen  en  el segundo  miembro  de  (3.18).
Para  mayor  simplicidad,  escojamos  w  =  y,-,  1  para  todo  n  E N.  Gracias  a la
fórmula  3.3,  tenemos  que
(Pngn)’(Z)  =  -f ()2d(x)  <O,  rE  RS().        (3.35)
Por  tanto,  p,-, gn  es  estrictamente  decreciente  en  los intervalos  abiertos  que  consti
tuyen  las  componentes  conexas  de  IR   S().  En  particular,  en  cada  uno  de  esos
intervalos  la  función  p,, g  tiene  como mucho un  cero  simple.
Consideremos  d,a(x)  =  x(x)  dx,  donde  x(x)  =  1/2  si  x  E  [—2, —1] U [1,2] y  es
igual  a  cero  en  el  resto.  Esta  médida  es  simétrica  respecto  al  origen.  Por  tanto,
P2n+1  es  una  función  impar  y  debe  tener  un  cero  en  z  =  O; de  esta  manera,  de
acuerdo  con  lo  que  dijimos  anteriormente,  g2n+1  no  tiene  ningún  cero  en  (—1, 1).
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Por  otro  lado,  P2n  es  par  y  así  P2n/X  es  impar,  de  lo  cual  se  deduce  que  g2fl(O) =
—fp2(x)/xd(x)  =  O.
Como  todos  los  “ceros” de  ‘W2n+1 están  en infinito,  y es la  medida  de Dirac  con
carga  1 en  infinito  y  Cç(v; z)  gç(z, oo).  Sea  r  >  O y  pongamos  ‘y,. =  {(  E  C
gç(z,  oc)  =  r}. Como g+1  es  analítica  en  C    S(t),  podemos  probar  (3.6)  con
‘y =  ‘yr  (véase  la  demostración  del  lema 3.4).  Con ayuda  de  esta  fórmula  para  ‘y,- es
fácil  obtener,  siguiendo  la misma  demostración  que  en  el teorema  3.15, que
limsup  Is2+2g2+i  —  1II2n   Jexp{—gç(z,oo)}K,
n—oo
para  cada  subconjunto  compacto  K  c    S(ji).
Por  simetría,  se tiene  que gç(O, oc)  =  maxçE[_2,2]  gç(Ç, oc).  Tómese a  E  CS(p,
con  gç2(a, oc)  <  gç(O, oc).  Sea  O <  r  <  gç2(a, oc)  y  -y una  circunferencia  positiva
mente  orientada  centrada  en  z  =  O tal  que  a  y  ‘y  pertenezcan  a  la  componente
conexa  no  acotada  de  ‘y.  Como  g’  tiene  un  poio  simple  en  z  =  O, siguiendo  los
mismos  argumentos  utilizados  al probar  (3.6) y usando  el teorema  de los residuos se
obtiene
-‘   í  —     f      d(        g2n(a) [     d(s21a1  g2naj —  +  27ri  J  gfl() ((— a) + 27ri J  gfl ) ((—  a)
—  1 +   [      dç    +—g2n(dL)
—     2iri  Jrg2n()(CL)   ag(O)
En  cuanto  a  la  integral  del  último  miembro  de la  fórmula  anterior  es fácil  deducir
que
lim  sup  g2n(a) f      d(     1/n  exp{r — g(a, oc)} <1.2irz   g()  ((— a)
Por  lo que respecta  al  tercer  sumando  (véase  (3.35) y téngase  en cuenta  que g2fl(O) =
O),  tenemos
--g2n(a) —    g2(a)p2(O)
ag(O)  a
Como
1  <  f p(x) dp(x) <1
4J  x2        —
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y  1im_÷  pn(z)hI2fl  =  exp{gç(z,  oo)}  uniformemente  en  subconjuntos  compactos
de  C    S(i)  (debido  a  que  P2n  no  tiene  ceros  en  (—1, 1))  se  verifica
/   1/2n
g2nIa)hm    ,    = exp{gç(O,  oo)  —  gç1(a, oo)}  >  1.
n—  ag2u)
Por  tanto,
hm  IS2nf 1 (a) g2n(a)  —  lIhI2n  =  exp{gç(O,  oo)  —  gç(a,  oo)}.
n—,j
Luego  en  el  punto  a,  la  función  s2+i(a)  g2n(a)  no  converge  a  1.  Es  más,  diverge
geométricamente.
——                                1
Figura  111.1: Ceros  de  S20 y  S21.
Los  ceros  de  los  polinomios  de  Stieltjes  para  esta  medida  tienen  un  compor
tamiento  interesante;  mientras  que  los  de  S2  están  en  [—2, —1] U [1, 2],  los  de  S2÷1
dibujan  la  curva  de  nivel  {(   C  :  gç1(Ç, oc)  =  gçl(O, oo)}.  La  figura  111.1 muestra
los  ceros  de  S  for  n  =  20, 21  (las  circunferencias  pequeñas  son  los  ceros  de  S20 y
las  cruces  los  ceros  de  S21).
Como  muestra  este  ejemplo,  el  único  inconveniente  para  extender  los  resultados
de  la  sección  anterior  a  subconjuntos  compactos  más  cercanos  a  S(t)  es  la  existencia
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de  ceros de g,,  en  Co(S(ji))    S(p).  Si, por  alguna  razón,  sabemos  que  las  funciones
de  segunda  clase  (o  alguna  subsucesión  suya)  no  tiene  ceros  en  Co(S(p))    S(ji),
entonces  podemos  extender  (3.18)  a  subconjuntos  compactos  de     S(íi)  (para  la
correspondiente  subsucesión).
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Capítulo  IV
Aproximantes  de  Padé  simultáneos
§ IV.1  Introducción
Sea m  un  número  entero  positivo  y  {fi,.  .  .  ,  fm}  un  conjunto  de funciones
fk(z)=!,  k=1,...,m;
cada  una  de  ellas analítica  en  un entorno  de z =  oc.  Sea n  un  multiíndice,  es decir,
n  (ni,...  ,nm)  con  k  E  N,  k =  1,...  ,m.  En  estas  condiciones  es fácil  ver  que
existen  polinomios  Q,  P,i,...  ,   que  verifican
•  grQn    Ii  =  7i1  +  +  m  Qn   O.
•(Qnfk_Pnk)(z)=O(Zflk’+l),  zoo,  k=1,...,m.
Las  funciones  racionales
Rn,k  =     ,  k  =  1.,...  ,  m
son  los APROXIMANTES  HERMITE-PADÉ  (o  aproximantes  de Padé  simultáneos)  del
sistema  (fi,...  ,  fm)  con  respecto  al  multiíndice  n.  Se dice que  el  multiíndice  n  es
NORMAL  para  el  sistema  de funciones  {fi,.  .  .  ,  fm}  si  grQ  =  nl.  Esta  propiedad
garantiza  la  unicidad  de  los  aproximantes.  Si todos  los multiíndices  n  E  Nm son
normales  para  (fi,...  , fm),  se dice que el sistema  de funciones  (fi,...  , fm)  es  PER
FECTO.  Los  aproximantes  de  Padé  simultáneos  surgieron  en  las  investigaciones  de
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Hermite  [53], relacionadas  con la trascendencia  del número  e, lo cual fue demostrado
por  Hermite  utilizando  el hecho de que el sistema  de funciones  ealz,  ..  ,  e°’  es per
fecto  (suponiendo  que a   a  cuando  i   j).  Desde entonces,  uno de los principales
campos  de  aplicación  de  los  aproximantes  Hermite-Padé  ha  sido  la  teoría  de  los
números  (véase,  por  ejemplo,  [101]). Para  más  detalles  a este  respecto  pueden  con
sultarse  los trabajos  [117] y  [118] donde  se hace una  introducción  a este  tema  y  se
encuentran  referencias  adicionales.
Obsérvese  que si rn =  1 los aproximantes  Hermite-Padé  coinciden con los clásicos
aproximantes  de  Padé.  Sin embargo,  a pesar  de  esta  analogía,  la  situación  Hermite
Padé  en general  es más  compleja.  Para  dar  una  idea  de ello digamos  que  ni siquiera
la  unicidad  de los aproximantes  está  asegurada,  por  lo que la investigación se ha  cen
trado  en aquellos sistemas  para  los que puede  probarse  la normalidad  del multiíndice
n.  Entre  otros,  destacamos  dos  de  ellos:  los  sistemas  de  Angelesco  y  de  Nikishin,
Ambos  están  formados  por  funciones  de  Markov,  es decir funciones  del  tipo
f(z)=(z)=f),
donde  ji  es  una  medida  de Borel  finita  y positiva  cuyo  soporte  S(ji)  es un  subcon
junto  compacto  de  la  recta  real IR. Un  SISTEMA DE  ANGELESCO (véase  [1]) es un
conjunto  de  funciones  de  Markov   .  .  ,  fim}  donde  los  soportes  de  las  medidas
están  contenidos  en intervalos  disjuntos.  En  este  caso el denominador  común  Q  de
los  aproximantes  satisface  las  relaciones  de  ortogonalidadf X”Qn(X)djik(X)  =  0,    = 0,1,...  ,nk  —1,   k =  1,...  ,m.
De  donde  se  sigue  que  el  sistema  es  perfecto.  A  diferencia  del  caso  Padé  no  se
tiene  en  general  convergencia  de  los aproximantes  Hermite-Padé  a  las  funciones  de
Markov.  El  primer  resultado  positivo  fue obtenido  por  y.  A.  Kalyagin  en  [54] para
un  caso particular.  En  [5] se prueban  resultados  de convergencia  fuerte  imponiendo
condiciones  tipo  Szegó.  El  resultado  más  completo  aparece  en  [49] donde  se obtiene
el  comportamiento  asintótico  de la raíz n-ésima  de los denominadores  Q  y  se prueba
la  existencia  en  general  de regiones  en las  cuales los aproximantes  divergen.
Otro  sistema  relevante  es el  introducido  por  E.  M.  Nikishin  en  [80].  Dada  su
mayor  complejidad  nos  limitamos  en  esta  introducción  al  caso  m  =  2  y remitimos
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al  lector  a  la  siguiente  sección para  una  definición  más  completa.  Consideramos
dos  medidas  de  Borel  finitas  y  positivas   y o  tales  que  Co(S())  fl Co(S(a))  =  0.
Pongamos
fi(z)=ft  ,  f2(z)=ft)
El  conjunto  {fi,  f2}  forma  un SISTEMA  DE NIKISHIN.  A diferencia de los sistemas  de
Angelesco  las dos  funciones  están  ahora  definidas sobre  el mismo conjunto.  Nikishin
probó  convergencia  de  los  aproximantes  en  el  mayor  dominio  posible  para  el  caso
diagonal  (ni  =  n2)  y  rn  =  2;  en  [19] se generalizó  el  resultado  para  m  arbitrario.
Posteriores  trabajos  ([28]-[30], [18], entre  otros)  extendieron  los  resultados  sobre
convergencia  y/o  normalidad.  Todos  estos  esfuerzos  cristalizaron  en  [51] donde  se
encontró  el formalismo  adecuado  para  tratar  de modo  eficaz sistemas  generales mix
tos  Angelesco-Nikishin.  En este  último  trabajo,  usando  resultados  sobre potenciales
vectoriales  de  [47], [48] y  [50], se encuentra  el comportamiento  asintótico  de la  raíz
n-ésima  del  denominador  Q, bajo la  condición  /4 >  O en  casi  todo  punto.
Volviendo  al caso m =  2, puede  probarse  sin dificultad  que el denominador  común
Q,, comparté  relaciones  de ortogonalidad  con las dos medidas  dcr(t) y 12(t) da(t).  Con
más  precisión,  se cumple
O  ft’Qn(t)da(t)  u =  0,...  ,n1  —1
O =  f t Q(t)  (t)  d(t),  u =  0,...  , n2 —  1.
Supongamos  que  n2   n1 +  1.  Un  hecho  no  trivial  es  que  Qn también  satisface
relaciones  de  ortogonalidad  completa  con  respecto  a  una  medida  variante.  Existe
un  polinomio  w,  gr w  =  n2,  cuyos ceros están  en Co(S(i))  tal  que
0=  [tuQ(t)t)  ,U—O,...  ,n—1.j        w(t)
Es  también  sabido  que los polinomios w  verifican relaciones  de  ortogonalidad  com
pleta  con  respecto  a una  medida  variante  bastante  complicada,  concretamente
o =Jx  f  v=0,...  ,Ti2  —1
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(para  más  detalles,  véase [19] y  [51]).  El  objetivo  de  este  capítulo  es el  estudio  del
comportamiento  asintótico  de  las  sucesiones  {Q}  y  {w}  además  de  las  medidas
variantes  respecto  de  las  cuales  estos  polinomios  son  ortogonales.  Las  hipótesis
principales  serán  n1  =  n2  —*  oo  y  ii’,  a’  >  O en  casi  todo  punto  de  los  soportes
respectivos.  El  resultado  principal  es  una  fórmula  del  tipo  (1.10) que  completa  el
cuadro  de  las  relaciones  asintóticas  asociadas  con los sistemas  de  Nikishin,  la  cual
ha  sido utilizada  para  probar  convergencia  fuerte  de  los denominadores  Q  (véase
[7]).
Para  terminar  esta  sección introductoria  mencionemos  algunos trabajos  generales
o  recopilatorios  donde  se  puede  encontrar  más  información  sobre  los aproximantes
Hermite-Padé:  [6], [8], [81] y  [84], entre  otros.
§  IV.2  Sistemas  de  Nikishin
En  esta  sección y la siguiente  adoptamos  la  notación  introducida  en  [51] y hace
mos  uso de las nuevas relaciones  de ortogonalidad  que los autores  de  ese trabajo  han
descubierto.  Sin embargo,  restringimos  nuestra  atención  a  los sistemas  de  Nikishin
porque  nuestros  métodos  no cubren  el caso general  que  allí se trata.
Sean  F1 y F2 dos segmentos  disjuntos  de  la  recta  real;  sean  a  y  dos  medidas
de  Borel  finitas  y positivas  tales  que  S(ai)  c  F1 ,  S(a2) C  F2. En esta  situación
puede  definirse una  nueva  medida  (o,  a2) como
fda2(t)
d(ai,a2)(x) =da1(x) j  x—t  =a2(x)dcr1(x)
La  medida (o, a2) tiene, obviamente, siguo constante en el intervalo F1.
Dada  ahora una familia finita  de segmentos F1, F2,...  , F,  tales  que FkflFk+l  =
0,  k  =  1,2,...  , m  —  1; y un conjunto de medidas de Borel finitas y  positivas
a1,a2,...  ,am,  S(ak)  C  F,  k =  1,2,... ,m,  puede  definirse, de  manera  inductiva,
las  siguientes  medidas
(a1,a2,...  ,ak+1) =  (ai,(a2,...  ,ak+1))  ,  k—2,... ,m— 1.
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De  esta  forma,  en  el  intervalo  F1 se  han  definido  m  medidas  de  Borel  finitas  y
positivas,  cada  una  de las  cuales tiene  signo constante.  Denotemos
S1=  (1) =  O,   =  (ai,02)  ...  ,   =  (ai,o2,...  ,Om)
La  familia  de  funciones  (fi,  f2,...  ,  fm),  donde
fdsk(x)
fk(Z)=Sk(Z)=J   ,  k=1,... ,m
define  lo que  se llama  un  SISTEMA  DE  NIKISHIN.
Consideremos  un  multiíndice  n  =  (n1, 722,...  ,  flm)  E  Nm. Entonces, existe un
polinomio  Q,, que satisface  las siguientes  condiciones
  degQnn=n1+...+nm
(Qnfk_Pn,k)(z)=O(fl+l)  ,  zoo,  k=1,...  ,m,      (4.1)
donde  Pn,k  es  un  polinomio.  Las  funciones racionales
Pn,k
Rn,k  =  —,--—  ,  k  =  1,..  .  ,  m
k*’fl
son  los APROXIMANTES  HERMITE-PADÉ  (o  aproximantes  de  Padé  simultáneos)  del
sistema  (fi,...  ,  fin)  con  respecto  al  multiíndice  n,  que  es la  misma  definición  que
se  dio  en la  sección  § IV.1 para  un  sistema  de funciones  arbitrario.
De  (4.1) se deduce
O=ffQn(x)dsk(x)  V=O,...,flk—l,  k=1,...,m.  (4.2)
Las  así llamadas  FUNCIONES  DE  SEGUNDO  ORDEN  se  definen como
fl,k(z)fUdsk(X),  k=1,...,m.
De  (4.2) se deduce  que
—  ——  f   dsk(x)  ,  k  =  1,...  ,  m,  (4.3)
donde  q es un  polinomio  arbitrario  de grado menor o igual que 72krn Por  tanto,
,k(Z)  =   (+i)     z.  00.                (4.4)
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Usando  (4.4)  (véase  (4.1)) y la  identidad
Q(z)  f ds(x)  -  f Q(z)Q(x)  dsk(x)  =  f 
se  obtienen  fórmulas  para  los numeradores  de  los aproximantes  Hermite-Padé
P,k(z)  =  f 1  dsk(x),  k =  1,...  ,  m,  (4.5)
y  para  el resto
fk(Z)  -  R,k(z)  (Qq)(z)  f   ds(x)  k  =  1,...  ,m.      (4.6)
En  lo  sucesivo  supondremos  que  el  multiíndice  n  =  (n1,...  , flm)  verifica  la  si
guiente  condición:
jk   flkflj+l.                        (4.7)
Dado  un  multiíndice  n  (que  satisfaga  (4.7)),  se  definen  de  manera  inductiva  las
funciones
W,o(z)  =  Q(z),  ,k(z)  =  f  k1(X)  dak(x),  k =  1,...  ,  m.  (4.8)
Para  cada  j  =  O,...  ,m  —  1  y k  =  j  +  1,...  ,m,  se define la  medida
=  @j+i,•  ,0k)
En  estas  condiciones  se obtiene
Lema  Para cada j  =  O,...  ,  m  —  1,  las funciones  IJj  verifican
v=O,...  ,k—’,  k=j+1,...  ,m.     (4.9)
Para  j  =  0,  (4.9)  coincide  con  (4.2).  La  demostración  se lleva  a  cabo  por  in
ducción,  probando  que  si el  enunciado  es  cierto  para  j  e {O,...  ,  ni  —  2}  entonces
también  se cumple  para  j  + 1 (para  más  detalles,  véase  la  proposición  1 en  [51]).
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Tomando  k  =  j  + 1 y s  =  o÷1,  el resultado  (4.9) implica  que
0=fXLWn,i(X)di+i(X),  u =  0,...  ,j+1  —1,  j  =  0,...  ,m—  1.  (4.10)
De  (4.10)  se  deduce  que  l’,(z)  tiene  al  menos  n.+i  cambios  de  signo  en  F3+1.
Denotemos  por  Q,k  al  polinomio  mónico  cuyos  ceros  son  los  ceros  de  Wn,k_1  en
Fk  (contando  la  multiplicidad).  De acuerdo  con  (4.10),  gr Q,k    nk  .  Denotemos
Qn,m+i   1 y
Nfl,k=>rij,  k=1,...,m.
j=k
Lema  Parak—1,...  ,m
O =  fXvWn,k_l(X)duk(x)  ,   =  a,...  ,N  1.       (4.11)
Qn,k+1  (x)
Para  k  =  m,  (4.11)  se  reduce  a  (4.10)  con  j  =  m  —  1.  Para  el  resto  de  los  valores
indicados  de  k,  la  fórmula  se  prueba  por  inducción  en  los  valores  decrecientes  del
índice  k  (para  más  detalles,  véase  la  proposición  2  en  [51]).
Usando  (411),  se  tiene  que  grQ,k     Utilizando  (4.8),  (4.11)  y  la  fórmula
integral  de  Cauchy,  se  deduce  fácilmente  que  si  para  algún  k,  gr  Q,j,  >  Nn,k,  en
tonces  grQfl,k_1  >   Como  Wn,O  =  Qe-,  y  grQ    nl  =  N,1,  se  tiene  (para
más  detalles,  véase  la  proposición  3  en  [51])  que
Lema  Para  cada  k  =  1,...  ,  ni,  el  polinomio  Q.n,k  tiene  exactamente  N,k  ceros
simples  n  el  intervalo  Fk  y  gr  Qn,k  =  N,k.  En  particular,  Q,1  =  Qn.
Pongamos  Q,o  1.  Para  cada  k  =  1,...  ,  m,  la  fórmula  (4.11)  puede  reescribirse
del  siguiente  modo
f        Qfl,k_1(x)Wfl,k_1(x)       dak(x)
O  =  j  x  Q,k(x)      ,-‘  ,             f ‘f-      ,  u  0,...  ,  N  —  1
J              (‘n,kX)       n,k_flX)In,k+flX)
(4.12)
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Por  otra  parte,  para  k  =  1,...  , m,      esholomorfa  en    F,  y  (recuérdese  que
Qn,m+i   1)
Wk(2)       /1 
Z  —4  00.
Qfl,k+1(z)       zNk+lJ
Esto  último  se deduce  de  (4.10) para  j  k —  1,  de  las  fórmulas  (4.8) y  del  hecho
que  grQn,k+1  =  Nk+l  (Nm+i  =  0).  En  particular,
Q,k(z)W,k(z)     (1
=  0  i —  1  ,  Z  —4  00.
Q,k+1(z)       zJ
Sea  1’ una  curva  de  Jordan  analítica  que  rodee  el  intervalo  Fk tal  que  Fk+1 y z
estén  en  la  componente  conexa  no  acotada  de  C   F. Para  k  =  m,  r rodea  Fk y  z
está  en  el  exterior  de  esta  curva.  De la  fórmula  integral  de  Cauchy  y  de  (4.8)  se
deduce  que
Qn,k(z)4’n,kCz)  —  1  [Qn,k(()Wn,k(C)dç
Qfl,k+1(z)  —  2rri ir  Q,k+1()  z  —
—  1  [    Q,k(ç)dc     [W,kl(t)
—   i   -  ()  j   -  du(t)
—  f  W,k_l(t)dok(t)  [      Qn,ic(C)dC
—J      2iri     JrQn,k+l()(zC)Ht
—  f  Q,k(t)Wfl,k_1(t)dak(t)
—  1    Q+i(t)    z —  t
Se  puede  reescribir  la  igualdad  anterior  de  una  forma más  simétrica
Q,k(z)W,k(z)  —
Q,k÷1(z)   —
(4.13)f  Q(t)Q,k1(t)Wfl,k_1(t)dak(t)      ,   k  =  1,...
z  —  t      Q,k(t)     Q,k_l(t)Qfl,k+1(t)
Para  cada  k  =  1,...  ,  m,  pongamos
(  f  2     Qfl,k_1(x)’I’fl,k_l(x)       do-k(x)
K,k      Qfl,k(x)      Q,k(x)      IQfl,k_l(x)Qfl,k÷l(x)j
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Tómese
K  k
K,0  =  1 ,    Kn,k  =       ,   k =  1,  .  .  ,  m
-  n,k—1
Definimos
q,k  =  kn,kQn,k  ,   F,k(z)  =  K,k_l  Qfl,k_1(z)W,k_1(z)  ,   k  =  1,...  , m
Qn,k  (z)
Con  esta  notación,  el polinomio  qn,k  es  ortonormal  con respecto  a la  medida  variante
F,k(x)dak(x)                       (4 14)
1 Qn,ic—i (x)Q,k+1  (x)
Este  hecho  nos  permite  aplicar  a  los polinomios  qn,k  los  teoremas  obtenidos  en  el
capítulo  II,  lo cual  será  aprovechado  en  la  sección siguiente  para  obtener  resultados
acerca  del comportamiento  asintótico  de  dichos polinomios.
§ IV.3  Propiedades  asintóticas
Del  enunciado  de  nuestro  siguiente  resultado  se  ve  fácilmente  que  la  principal
herramienta  en su  demostración  es el teorema  2.9.  A causa  del  cambio  de  notación
en  este ‘capítulo, para  evitar  confusiones,  es conveniente  poner  de manifiesto  lo que
los  índices en el teorema  2.9 significan en relación  con su uso en el presente  contexto.
En  el  teorema  2.9, n  E  N no  es un  multiíndice,  sino  que  controla  la  relación  entre
los  polinomios  ortonormales,  la  medida  respecto  de  la  cual  satisfacen  relaciones  de
ortogonalidad  y, junto  con  k,  la  conexión entre  el  grado  de  1n,n+k  y  w2  (al  aplicar
el  teorema  2.9 escogemos m  O, lo cual nada  tiene  que  ver  con las  m  funciones  del
sistema  de  Nikishin).
La  primera  observación importante  es que  en el teorema  2.9 no hay  necesidad  de
que  el índice  n  recorra  la  sucesión  completa  de  los números  naturales.  Si las  condi
ciones  de  admisibilidad  fuerte  se  cumplen  para  n  E  A c  N entonces  el  enunciado
sigue  siendo  válido  tomando  limites  cuando  n  —  oo  con n  E A.  Además  obsérvese
que  gr W2n    2n.  Con lo que el  grado  de los polinomios ortogonales  puede  acercarse
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a  infinito  mucho más  rápidamente  que  gr W2n.  Más  aún,  se puede  escoger  W2n  1,
para  todo  n,  por  lo  que el grado  de W2  puede  no tender  a  infinito.  Por  otra  parte,
gr  W2  —  2 gr tn,n+k   2n  —  2(n  +  k)    2kI
donde  k es un  número  entero  fijado de  antemano,  así que cuando  n tiende  a infinito
la  diferencia  entre  los grados  permanece  acotada  superiormente.  Esta  restricción  es
esencial  en  el  método  utilizado  para  llegar  a  probar  el  teorema  2.9.  Al  demostrar
el  teorema  2.1, que  es la  base  de todos  los resultados  posteriores,  se pasa  al  primer
miembro  de (2.7) toda  la parte  de W,-, que permita  la fórmula  (2.6).  Después,  al final
de  la  demostración,  es posible  manejar  dicha parte  de  W  gracias  a que  el grado  de
A  permanece  acotado  cuando  n  tiende  a  infinito.
Finalmente,  es fácil ver que el teorema  2.9 sigue siendo válido si para  cada  n  e A,
el  signo de  W2n  en  el  intervalo  de  ortogonalidad  F  =  [a, b] es constante  (positivo  o
negativo  dependiendo  de n).  Los únicos cambios que hay  que hacer en las expresiones
(2.43)  y  (2.44)  es  que  en  el  primer  miembro  se debe  colocar  w2(x)  en  lugar  de
w2fl(x),  y en  el segundo  miembro  se sustituye  /i  —  x2  por  (b  —  x)(x  —  a).
Hechas  estas  aclaraciones,  enunciamos  el siguiente
Teorema  4.19  Sea A una  sucesión  de multi(ndices  tal que se cumpla  (4.7),  k1  —
  C, k  =  2,...  ,  m,  donde C  es una constante  independiente  de n  E A,  y n1 —  
cuando  n  pertenece  a A.  Supongamos  que para  cada k  =  1,...  , m,  o  >  O en  casi
todo  punto  de Fk.  Entonces,  para cada k  1,...  , rn,  y toda función  acotada medible
Borel  f  definida en Fk  =  [ak, bk], se  cumple
f          q,(x)               /        1 f           dxf(x)  IQn,kl(X)Qn,k+1(X)I      =  ir Jak   /(bk  -  x)(x  -  ak)
(4.15)
y
f          q(x)                 1 fbk.          dxf(x)  IQn,k1(x)Qn,k+1(x)I  =   Ja   (bk  -  x)(x  -  ak)
(4.16)
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DEMOSTRACIÓN. La prueba se llevará  a cabo  por inducción  sobre el índice  k  (según
su  significado en el teorema  4.19) y usando  el teorema  2.9.  Para  cada  k E  {1,...  ,  m}
el  papel  de ,a  es representado  por  F,kdo-k,  el  de W2n  lo  toma  Qn,k—lQn,k+1  Y 1n,n+k
es  q.  Los multiíndices  n pertenecen  a  la  sucesión  A.
Teniendo  en  cuenta  que  los ceros de Q,k1Q,k  permanecen  uniformemente  aco
tados  lejos  de  Fk (están  dentro  de Fk_1 U F+  que  no  interseca  a  Fk)  es  fácil com
probar  que  se verifican  todas  las  condiciones  de  admisibilidad  fuerte  desde  (III)  a
(y).  Más  aún,  (Nm+i  =  O), para  k =  2,...  ,m
grQ,k_1Q,k+1  —  2 grQ,k   + N,k+1  —  2N,k  =  k—1  —  k    C,
mientras  que
grQ,oQ,2  —  2grQ,i  =  N,2  —  2N,1  =  —n1 —  N,1   O.
De  modo  que  la  diferencia  entre  los grados  del  denominador  y  del  numerador  de
la  función  racional  en  (4.15)-(4.16)  permanece  uniformemente  acotada
Qn,k—lQn,k+1
como  era  necesario.
Las  condiciones  (I)-(II)  las  comprobaremos  paso  a paso dentro  del  proceso de in
ducción.  Para  k  1, F,1(x)  1 y  las  condiciones  (I)-(II)  se  cumplen  de  modo
inmediato  tomando  como  limite  la  medida  cr1, ya  que  F,1(x)do1(x)  =  doi(x)
permanece  fija.  Como   es  ortonormal  con  respecto  a  doi(x)/IQ,o(x)Q,2(x)I
(recuérdese  que  Q,o  1)  entonces  (4.15)  y  (4.16)  se  deducen  directamente  de
(2.43)  y  (2.44) respectivamente  (teniendo  en  cuenta  las  observaciones  hechas  antes
del  enunciado  de  este  teorema).  Supongamos  que  (4.15)  y  (4.16) se cumplen  para
algún  k  —  1,  donde  k  E  {2,... , m},  probemos,  entonces,  que  también  se  cumplen
para k.
Para  ello,  es  suficiente  probar  que  se  verifican  las  condiciones  (I)-(II)  de  la
definición  de la admisibilidad  fuerte.  Es decir,  hay que probar  que existe una  medida
de  Borel o  en  Fk finita  y positiva  tal  que  F,k(x)dak(x)  —---*  du(x)  cuando  n recorre
la sucesión de multiíndices A y
iimf  IF,k(x)(x) — ci’(x)Idx.
nEA
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Tal  medida  es  fácil  de  encontrar  si  probamos  que  la  sucesión  de  funciones  {F,k}
converge  uniformemente  en Fk a una  función continua  estrictamente  positiva  cuando
n  varía en  A.
Sustituímos  en  (4.13)  k  por  k  —  1,  multiplicamos  ambos  lados  por  K,k_l  ‘
tomamos  módulo.  Se obtiene  (obsérvese que  K,k_1  =  k,k_1K,k_2)
F,k(z)  =     1q_1(t)F,k_l(t)dk_l(t)  .      (4.17)
z  —  t  Qfl,k_2(t)Q,k(t)
Usando  (4.16)  para  k—1  y  tomando  f(t)  =  (z—t)’,  se  obtiene  para  cada  z  E
el  límite  puntual
2
1      q_1
lim  J                  F,k_l  (t)dak_l  (t)
nCA  z  —  t  Q,k_2(t)Qfl,k(t)
(4.18)
_1  [bk_l  1dt
Jak_1  z—t(bk_l_t)(t_ak_l)
Las  integrales  del  primer  miembro  de  la  fórmula  (4.18)  definen  una  sucesión  de
funciones  analíticas  en  que  está  uniformemente  acotada  en  cada  subconjunto
compacto  K  perteneciente  a     Fk_1  por         donde  d(K,  Fk_1)  denota  la
d(K,  Fk_1)
distancia  entre  los  conjuntos  compactos  disjuntos  K  y  Fk_1.  Por  tanto,  el  límite  de
(4.18)  es  uniforme  en  K.  En  particular,  es  uniforme  en  Fk.  Es  bien  conocido  y  fácil
de  comprobar,  usando  la  fórmula  integral  de  Cauchy,  que
1  fbk_l   1dt                  1
—1          ___________  =   ___________  ,      (4.19)
     Z  —  t       — t)(t  —  ak_1)  /(z  —  bk_l)(z  —  ak_1)
donde  la  raíz  cuadrada  se  toma  de  modo  que  ,/(z  —  bk_l)(z  —  ak_1)  >  O  para  z  =
x>  bk_1.
De  (4.17),  (4.18)  y  (4.19)  se  deduce  que
1
l1mFk(x)  =  __________________
nA  ‘      ./Rx—bk_1)(x—ak_1)I
uniformemente  en  Fk,  que  es  lo  que  queríamos  probar.  Las  condiciones  (I)-(II)  se  de
ducen  tomando  dcr(x)  =                  duk(x).  Con  lo  cual  la  demostación
—  bk_l)(x  —  ak_1)I
del  teorema  4.19  está  completa.                                    E
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Como  todos  los ceros del polinomio Qn,k  pertenecen  al intervalo  Fk y  Fk_1 fl  F,, =
O =  F  fl Fk+1, para  cada  n  E A y  k  E  {1,...  , m},  podemos  deducir  que  la  función
Qfl,k_1W,k—1  tiene  signo  constante  en  Fk.  Si  el  signo  es  positivo,  de  (4.13)
Qn,k—1  Qn,kQn,k+1
deducimos
Qn,k(z)!fl,k(z)  —  [  Q,(t)Qfl,kl(t)Wfl,k_l(t)dcrk(t)
Q,k+1(z)  —  1  z —  t  Q,k(t)  Qfl,k_1(t)Q,k+1(t)
—  f  Q,,(t)  Q,k_l(t)W,k_l(t)  dcrk(t)
—  1  z —  t       Q,k(t)       Q,k_1(t)Qfl,k+l(t)I
Si  el signo es negativo,
Q,k(z)W,k(z)  —  f  Q,(t)—Q,k_1(t)Wfl,k_l(t)dak(t)
Q,k+1(z)  —  1  z —  t       Q,k(t)      Qfl,k_1(t)Q,k+l(t)
—  f  Q,,(t)  Qn,k_l(t)1T!fl,k_l(t)  dak(t)
—  1  Z —  t       Qk(t)       IQfl,k_1(t)Qn,k+l(t)I
Normalizamos  ahora  la  función  Wn,k  según  la regla siguiente.  En  el primer  caso,
signo  positivo,  tomamos  ‘l.’n,k  =  y  en  e1segundo  n,k  =  K,k1J!fl,k.  En
los  dos  casos,  multiplicando  ambos  lados  de  las  dos  fórmulas  anteriores  por  Kk,
obtenemos
Qn,k(z)b,k(Z)  =  f dcrk(t)             (4.20)
Q,k+1(z)     j  z — t       IQn,k_1(t)Qn,k+1(t)I
Corolario  4.3  Supongamos que se verifican las hipótesis  del teorema 4.19,  entonces
para  cada k E {1,...  , m}  se  cumple
m         m
limQfl,k(z)fJfl,j(z)  =  ‘Jk  /(z  — b)(z  — a)           (4.21)
donde  el límite  es uniforme  en subconjuntos  compactos  de    (u7LkFj)  y para  todo
k  la  raíz  cuadrada  se  escoge de modo que /(z  — bk)(z — ak)  >  O para  z  x>  bk.
DEMOSTRACIÓN. De  (4.20) se deduce
Qn,k(z)fJn,j(z)  =  fi   =  II!   
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Utilizando  el teorema  4.19, para  f(t)  =  (z  —  t)’,  se obtiene  convergencia  puntual
para  todo  z  E   (ukFj)  .  En  la  demostración  del  teorema  4.19, se demostró  que
para  cada  j  E  {1,...  , m  —  1}  fijo,  este  límite  es uniforme  en     F3. Los mismos
argumentos  son  válidos  para  j  =  m  (no hubo  necesidad  de  considerar  este  caso  en
la  demostración  del teorema).  Por  tanto,  (4.21) se obtiene  de  manera  inmediata,  lo
que  concluye la  demostración.
E
Para  finalizar  este  capítulo,  utilizaremos  los resultados  de  la  sección  § 11.6 para
demostrar  una  fórmula de convergencia fuerte  de los polinomios  Qn,k,  k  =  1,.  ..  ,  m.
Para  ello, hacemos  las mismas  consideraciones  que  se hicieron  antes  de  enunciar  el
teorema  4.19  además  de  añadir  alguna  notación.  En  vez  de  tomar  módulo  sobre
Qn,k—lQn,k+1,  definimos  los números  ‘
,k  como  +1  si el  polinomio  Q,k—1Qn,k+1  es
positivo  en  Fk =  [ak, bk]  y  —1 si es negativo.  Denotamos
 fk(x)=         1,  k=2,...  ,m.
— bk_l)(x  — ak_1)
Para  k  =  1,...  ,rn,  llamamos  ‘1!k ala  aplicación conforme  deFk  en  {zI  > 1} tal
que  Wk(oo) =  oc y  W(oc)  > O. Por último,  M,k  denota  gr (Q,k_1Qn,k+1) y
M,k
Q,k_1(x)  Qn,k+1(x) =    (x — xfl,k,)
Con  estas  definiciones  se tiene  el  siguiente  teorema.
Teorema  4.20  Sea  A  ‘ana sucesión  de  multiíndices  tal  que se  verifica  la  condición
(4.7),  nk_1  — nk   C, k  =  2,...  , m,  donde  C  es una  constante  independiente  de
n  E A,  y  ni  — oc  cuando n  recorre A.  Supongamos  que para  todo  k  =  1,...  , m  se
cumple
1ogo(x)       rlfr’
___________  E i..’
— x)(x  — ak)
Entonces,  para todo k  =  1,...  , m.
           =Jk  [8U,  W(x))]2,
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donde  el límite  es uniforme  en subconjuntos  compactos  de C   (u7tkFj)  y
M,k
A,k(x)  =  Xn,k  k(x)’’  fJ W(x)—Wk(x,k,)
 1 —  Wk(x,k,)Wk(X)
DEMOSTRACIÓN.  Ya se  vio  en  la  prueba  del  resultado  anterior  que  las  medidas
variantes  (4.14) satisfacen  las  condiciones  de  admisibilidad  fuerte  debido  a  que  las
funciones  F,k  convergen  uniformemente  a  fk  en el  conjunto  Fk.  Por  otra  parte,
log(fk(x)cr(x))     L’(Fk)
—  x)(x  —  ak)
ya  que  fk  es  una  función  continua  estrictamente  positiva  en  el  intervalo  Fk.  De
aquí  y de la  convergencia uniforme de F,k  a fk,  se tiene  que todas  las funciones F,k
están  acotadas  inferiormente  por  una  constante  positiva  independiente  de  n  E  A.
Por  tanto,
log(F,k(x)a(x))    L’ F
(bk—x)(x—ak)  E     k
y  log(F,k)  tiende  a log(fk) uniformemente enFk  para  n E A. Entonces,  la  condición
liminf  [  1og(F,k(x)cr(x))  dx>  f  log(fk(x)o(x))  dx
TLEA  iF,  /(bk — x)(x  —  ak)  —  JFk  /(bk  —  x)(x  —  ak)
también  se cumple.
Obsérvese  que
gr  (Q,k)  —  gr  Qn,k—1  gr Qn,k+1  =
—  N,k_1  N+i  =      7’k—1, 0  =  O.
Los  números  k  —  k—1  dependen  de n pero  permanecen  acotados,  así que no juegan
ningún  papel  a  la  hora  de  calcular  el  limite.  Por  tanto,  usando  (2.54)  para  j  =
1,...  ,rn,  se tiene
Q2()       K2                        1
 Q,_1(x)Q,÷1(x)    W(x)fi_1iB,(x)  =  —[S(fa,  W(x))]2
(4.22)
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donde  el límite  es uniforme  en  subconjuntos  compactos  de C   F  y
B  .(x)  =  Ej  ‘11(x)—
‘       1  —
Si  ahora  multiplicamos  entre  sí las expresiones  (4.22) para  j  =  k,...  ,  rn,  obtenemos
el  resultado  enunciado.
E
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Capítulo  V
Aproximantes  multipuntuales  de
Padé  con  polos  fijos
§ V.1  Introducción
En  los últimos  veinte  años han  surgido  varias  generalizaciones  y modificaciones
de  lós aproximantes  de  Padé  conforme lo démandaba  el  planteamiento  y resolución
de  nuevos problemas  en  la  teoría  de  la  aproximación  racional.  Hablaremos  en  este
capítulo  de  dos  de  estas  construcciones  recientes.
Consideramos  una  función  arbitraria  f  del tipo  (1.2) analítica  en  un  dominio  D
que  contenga  al  infinito  y  una  familia  de  polinomios  {wfl}flEN con  gr w,  <  2n.  En
estas  condiciones existen polinomios n,  q  de grado  a lo más  n, q   0, que verifican
las  condiciones
qn  —   E  7-í(D), donde  7-í(D) denota  el  conjunto  de  todas  las  funciones
wn
hólomorfas  definidas  en  D  c  C.
•  nf_Pfl()Q(i)  zoc.
La  función  racional  R  =  p/q  es  el  n-ésimo  APROXIMANTE  MULTIPUNTUAL  DE
PAD  de f  que interpola  a dicha función en los ceros del polinomio  w.  A veces se les
ha  llamado  también  aproximantes  generalizados  de Padé.  Obsérvese  que  si w,-,  1
la  definición coincide  con  la  de  aproximante  de Padé.  En  general  es posible  que  los
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ceros  de  w  no  correspondan  realmente  a puntos  de  interpolación  debido  a que  q,
se  anule  también  en  estos  pimtos,  pero  bajo  hipótesis  adecuadas  puede  asegurarse
el  carácter  interpolatorio  de  las  funciones  14-, y  su  unicidad.  En  la  mayor  parte
de  los casos los aproximantes  multipuntuales  se comportan  de  modo  parecido  a los
aproximantes  de  Padé.  Puede  decirse  que  los primeros  trabajos  que  utilizan  estas
funciones  racionales  en  problemas  de  aproximación  son  [46] y  [58] (si bien  ya  hay
alguna  referencia  en  [43]) donde  se  demuestran  resultados  análogos  a  los clásicos
teoremas  de  Markov  y  Stieltjes,  respectivamente.  Además,  entre  otros  trabajos,
podemos  citar  [60], relacionado  con  el teorema  que se demuestra  en la  sección § V.6
y  [104] donde  f  es una  función  analítica  cuya región de  singularidad  tiene  capacidad
cero.  Una  característica  interesante  de  estos  aproximantes  es que  pueden  aparecer
en  situaciones  no propiamente  multipuntuales  en  su formulación  inicial,  es decir,  en
dependencia  del  problema  que  se plantee  aparecen  condiciones  de  interpolación  de
carácter  multipuntual  a  posteriori,  no  pedidas  de  antemano,  como  en  los  sistemas
de  Nikishin  [19] o en  aproximación  de  funciones  del  tipo  Stieltjes  [62].
Hay  determinados  problemas  en la  teoría  de aproximación  racional  en los que se
dispone  de  alguna  información  sobre  la  región  de  singularidad  de la  función  que  se
quiere  aproximar.  Por  ejemplo,  consideremos  el caso de  la  función  de  Markov
(z)  =  f 
Como  el conjunto  de puntos  singulares  de la función  de Markov está  contenido  en el
soporte  de  la  medida  ¡Si,  podemos  aprovecharnos  de este  hecho fijando  todos  o parte
de  los polos del  aproximante  precisamente  en el conjunto  S(ji).  A esta  construcción
se  le viene llamando recientemente  aproximación  tipo  Padé.  En concreto,  sea f  como
en  el  caso  anterior  y  fijemos una  familia  de  polinomios  {tfl}flEN,  grt  =  k(n)   n.
Entonces  existen  polinomios  Pn,  qn,  que  verifican  las  condiciones
•  grqn—k(n),  grnn,  q,,0.
1
•  (qtf  Pn)(Z)  O(fl_k(fl)+1)  Z   00.
La  función  racional  14, =  pn/(qn  t)  es  el  n-ésimo APROXIMANTE  TIPO  PADÉ  de  f
con  polos prefijados  en los ceros del  polinomio t,.  Como t,  está  dado  de  antemano,
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un  número  k(n)  de  polos  de  R  han  sido  prefijados  en  los  ceros  de  t,  mientras
que  n —  k(n)  polos  quedan  determinados  por  las  condiciones  de  interpolación.  En
general,  la  construcción  de  estos  aproximantes  tiene  menor  coste  computacional
que  los aproximantes  de  Padé  pues  el número  de  incógnitas  a  resolver  para  hallar
el  denominador  es  menor.  A  cambio,  si  se  quiere  conseguir  el  mismo  orden  de
aproximación  que  en  el  caso  Padé,  necesita  mayor  número  de  datos,  es  decir,  el
conocimiento  de mayor  número  de términos  en el desarrollo  en serie  de potencias  de
la  función  f.
Estos  aproximantes  fueron  estudiados  en  los  trabajos  de  A.  A.  Gonchar  [42] y
[43].  En el primero de ellos se prueba  una  generalización del teorema  de Montessus  de
Ballore  cuando  f  es una función meromorfa  en C  [—1, 1]; para  ello se fijan de manera
adecuada  todos  los poios  en el intervalo  [—1, 1] salvo un número  constante.  En  [43]
la  función  f  es meromorfa  (posiblemente  con infinitos  polos)  en un  dominio  regular
y  se prueba  convergencia  en  capacidad  de  los aproximantes  tipo  Padé  siempre  que
los  poios libres  sean  o(n).  En los últimos  diez años se ha  incrementado  el número  de
trabajos.  sobreiqs  aptoxirnantes  tipoPadé,  sobre todo. para  el caso  de las  funciones
de  Markov.  Entre  otros  autores  que  han  contribuido  a  su  estudio  podemos  citar  a
L.  Karlberg,  II.  Wailin,  A.  Ambroladze,  F.  Cala  y  G.  López  (véanse  las referencias
[55],  [2]-[4] y  {20]-[22]).  Para  más  datos  sobre  esta  clase  de  aproximantes  puede
consultarse  la  monografía  [17].
Finalmente,  ambos  tipos  de aproximación  (multipuntual  y tipo  Padé)  se pueden
combinar  para  dar  lugar  a  los  aproximantes  multipuntuales  tipo  Padé  (véase  la
definición  más  adelante).  Referencias  para  este  tipo  de  aproximación  pueden  ser los
trabajos[21]  y  [22]. Queremos destacar  que en todas  estas  nuevas  construcciones  los
denominadores  de  los  aproximantes  están  relacionados  con  polinomios  ortogonales
con  respecto  a medidas  variantes  cuya  estructura  es distinta  dependiendo  de la clase
de  aproximación  elegida, como quedará  claro en la próxima  sección.  A este  respecto,
señalemos  la principal  característica  novedosa del resultado  que aparece  en la sección
§ V.2.  Hasta  ahora,  en la  aproximación  tipo  Padé  de funciones  de Markov  los polos
fijos  se han  elegido  con multiplicidad  par  a  fin de  asegurar  que  la  medida  variante
resultante  fuese positiva.  Se plantea  la pregunta  de  si esta  restricción,  impuesta  por
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los  métodos  utilizados,  es o no esencial.  Aprovechando  los resultados  de convergencia
de  los polinomios  de Stieltjes  podemos  aclarar  en parte  esta  cuestión:  resulta  que si
el  soporte  de la  medida  ji  es  un conjunto  convexo y los polos se fijan  en los ceros  de
los  polinomios  ortogonales  con  respecto  a  ji,  entonces  no hay  diferencia  alguna;  en
el  caso que  S(ji)  no es convexo sí es importante  que la  medida  variante  sea  positiva
para  garantizar  en general  la  convergencia de los aproximantes  en el mayor  dominio
posible.
En  la  secci6n  § V.3 utilizamos  este  resultado  para  probar  la  convergencia  de  la
fórmula  de cuadratura  de Gauss-Kronrod  para  funciones analíticas  en un entorno  del
conjunto  de integración.  En la  última  parte  del capítulo,  resolvemos un  problema  de
aproximación  de  funciones  de  Markov  meromorfas  utilizando  aproximantes  multi
puntuales  tipo  Padé.  Esta  situación  es especialmente  interesante  ya  que  el  carácter
de  la  función  impide  que  se  fijen  todos  los  polos  del  aproximante.  A  lo  largo  de
todo  el capítulo,  ji  denotará  una  medida  positiva  finita  de  Borel  con  soporte,  S (ji),
compacto  y  contenido  en la  recta  real  11.
§ V..2  Aproximación  de  funciones  de  Markov
Consideremos  la  función  de  Markov
-.         fdji(x)      —
zECS(ji),  cER.
Sean  las sucesiones  de polinomios  {wfl}eN y  {v}EN  definidas  en la  sección  § 111.2.
Es  fácil  comprobar  que  para  cada  n  E N  existe  una  única  función  racional  R  =
L/(Qp,),  donde  L  y Q  verifican:
•  grQ   n+  1,grL  <2n+  1 y Q   O.
 ji  —  L,,  E 7-í(C   S(ji)).
wn  vn
Qnpn,nphmn         1
•             (z)=O(  )  z—+oo.
WflUfl
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La  función  racional  R  se  llama  el  n-ésimo  APROXIMANTE  MULTIPUNTUAL  TIPO
PAD  de  la función  f.  Se puede  probar  (véase,  por  ejemplo,  el lema  1 de  [21]) que
ofxkQ(x)p,(x)  d(x),  k=O,1,•••  ,n,
w(x)  v(x)
de  donde  se  deduce  que  Q  5n,n+1, el  polinomio  de  Stieltjes  variante  de  grado
n  +  1. También  se cumple
R      —    w(z)v(z)      [ (s,+ip,h)(x)  dji(x)         —  (z) —               LI           f     /         ZE  (t),
tSn,n+i n,n  tt)IZ) J      W(X) VX)     Z— X
(5.1)
donde  h es cualquier  polinomio  de  grado  menor  o igual  que n +  1.
Remitimos  al lector  a la sección § 111.3 para  los conceptos  y notaciones  utilizados
y  recordamos  aquí  que  el conjunto  E  se define como
E={zEC:  G(v;z)<maxG(v;)}.
Podemos  probar  ahora
Teorema  5.21  Supongamos  que las  sucesiones  de polinomios  {wfl}flEN y  {vfl}flEN
tienen  y  como su  distribución  asintótica  de  ceros  .  Sea  S(.t)  regular  y  u   Reg.
Entonces,  para  cada subconjunto  compacto K  c     E,  se cumple
limsup  fi i(z)  — Rn(z)Il3?2  fi exp{—Gç(v; z)}fiK  fi exp{Gç(v;  z)}fico(s()).
n—,oo
(5.2)
DEMOSTRACIÓN. Fijemos  un.conjunto  compacto  K  c  C   E.  Sea  y  un  entorno  de
L  tal  que  c  t  E.  Tómese  no suficientemente  grande  para  que si n   ii0 todos  los
ceros  de v  pertenezcan  a V.  Fijemos  r  >  fiGç(v; )IlCo(S(í)) tal  que VuK  esté  en la
componente  conexa  no acotada  de C   ‘y,  donde   =  {   C:  Gç2(  ()  =  r}.  Para
mayor  comodidad,  denotemos  w(z)   por  h(z).  Escogiendo
h   en  (5.1), tenemos  que
(z)_Rn(z)=hn(z)fh)            EK
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Como  1/((z  —  x)  h(x))  es analítica  en un  entorno  abierto  de la  componente  conexa
acotada  de  C   Yr, podemos  usar  la  fórmula  integral  de  Cauchy  y  el  teorema  de
Fubini  para  obtener
(z)  -  R(z)  =  h(z)  f  h()   dÇ,  z  E K.
Así
1 (z)  -  R(z)IlK  <C  •fihV
(Eyr
donde  C es una  constante  positiva  que depende  de la  longitud  de Yr  y  de la  distancia
entre  Yr y  K,  pero  no de  ri   n0.  Por  tanto,
1/3nhm  sup  IIhnIK
limsup  I(z)—R(z)II3  n-                     (53)hm  mf  h(()
n—O°  (EyT
De  (3.26),  (3.17) y de  la  convergencia uniforme  de  Iw  v11n  se deduce
hm                 (5.4)
fl—400
uniformemente  en  subconjuntos  compactos  de C   {L U E}.  Usando  (3.26),  (3.17) y
el  principio  del  descenso,  tenemos
hm  sup  Ih(z)I”3  S exp{—Gç(v, z)},               (5.5)
fl—400
uniformemente  en  subconjuntos  compactos  de  C   E.  Gracias  a  (5.4) y  (5.5), obte
nemos
1/3n                       ..     1/3nllmsupIIhfllIK    lIexp{—GO’;z)}IIK  y  lim  mf  h)l  =exp—r.  (5.6)
flOO  CEYr
Las  relaciones  (5.6) junto  con  (5.3)  dan
limsup  Il(z)—R(z)IIk3   expr  IIexp{—G(v;z)}IK.
n—*oo
El  primer  miembro  de esta  desigualdad  no depende  de r;  por  tanto,  podemos  hacer
tender  r  a  IGn(v; )lIco(s()) llegando  a  probar  (5.2) para  subconjuntos  compactos
de  C   E.  Como la  función  dentro  del signo de norma  en el primer  miembro  de  (5.2)
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es  analítica  en  un  entorno  del  infinito,  utilizando  el  principio  del  máximo  es obvio
que  (5.2) es también  válido para  cualquier  K  c    E.
E
En  caso  de  que  w,       1,n  E  N,  podemos  apoyarnos  en  el  teorema  3.14
(véase  el comentario  después  del  corolario  3.2) para  obtener  el siguiente
Corolario  5.4  Sea  p  E  Reg  y  cap (S())  >  O.  Entonces,  en  todo  subconjunto
compacto  K  de    E,  se cumple
limsup  Ti(z) —  R(z)3    JI exp{—gç(z, OO)}IJK II exp{gç(z,  00)}cO(S()).
n—oo
 V.3  Fórmula  de  cuadratura  de  Gauss-Kronrod
Como  dijimos en la  introducción  del capítulo  III,  los polinomios  de  Stieltjes  han
sido  objeto  de  gran  atención  recientemente  a  causa  de  su  relación  con  la  llamada
fórmula  de  cuadratura  de  Gauss-Kronrod
f(x)w(x)  dx  =  k,f(Xk,)  + 7k,nf(yk,)  +  E(f),      (5.7)
donde  {xk,}  son  los  ceros  del  polinomio  Pn  ortogonal  con  respecto  a  la  medida
du  =  w dx.  Los nodos  {Yk,n}  y  los pesos  {ak,},  {‘y,fl}  son  elegidos  de  tal  manera
que  el  grado  de  exactitud  de  la  fórmula  sea  el mayor  posible.  Es  fácil  ver  que  si,
fijado  un  peso,  E(f)  =  O para todos  los  polinomios  de  grado  menor  o  igual  que
3n  +  1, entonces  los nodos  Yk,n  deben  ser los ceros  del polinomio  de  Stieltjes  S,1.
El  enunciado  recíproco  también  resulta  ser  cierto  si los ceros  de  los  polinomios  de
Stieltjes  S,1  son  simples  y  distintos  de  los ceros  del  polinomio  n.  De  hecho,  hay
una  equivalencia  entre  la  construcción  de los polinomios  de  Stieltjes  y la  fórmula de
cuadratura  de  Gauss-Kronrod  si se consideran  nodos  de multiplicidad  mayor  que  1.
Kronrod  (véase  [56]) fue  el  primero  en  considerar  esta  clase  de  fórmulas  tomando
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como  nodos  los ceros de los polinomios  de  Legendre y  de los correspondientes  poli
nomios  de Stieltjes.  Pueden  verse resultados  relacionados  con este  tema  en  [37], [38],
[74],  [75] y  [88].
Desde  el  punto  de  vista  de  los procesos  de  cuadratura  es  importante  saber  si
los  nodos  son  simples,  sus  propiedades  de  entrelazamiento  y,  sobre  todo,  si  están
contenidos  en  el  conjunto  donde  la  función  que  va  a  ser  integrada  está  definida.
Como  S,. es ortogonal  respecto  a  un peso  que  cambia  de signo, las  ecuaciones  (3.2)
no  garantizan  en  general  que  los ceros  de  S,,  estén  en  [—1, 1], que  sean  simples  y
que  sean  distintos  de los  ceros de Pn—1,  y  ni  siquiera  que sean  reales.  Sin embargo,
para  el  caso  del  peso ultraesférico,  ya  dijimos  que  Szeg6  [114] demostró  que  estas
propiedades  se  verifican  para  todo  ri.  Las  propiedades  de  entrelazamiento  de  los
ceros  y la  positividad  de los coeficientes  que  aparecen  en la  fórmula  de  cuadratura
también  han  sido estudiados,  en el  caso de pesos  que incluyen  el caso  ultraesférico,
en  los trabajos  [31], [32], [88] y  [89].  Hay varias  estimaciones  para  la  fórmula  del
error  en la  fórmula  de  cuadratura  de  Gauss-Kronrod  para  funciones  con  diferentes
propiedades  de derivabilidad.  Para  el  caso de funciones  analíticas,  véase  [33] y  [82].
En  relación  con  la  interpolación  de  Lagrange,  véase también  [34] y  [35].
Consideremos  la descomposición  en fracciones  simples  del  aproximante  R
NM
R(z)  =       (zz4i+1
El  símbolo  N  denota  el  número  total  de  polos  distintos  de  la  función  R.  Los
puntos   son los ceros  de   pn,.  Si bien  los ceros  de  son simples  pueden
coincidir  con  los  ceros  de  sn,n+1;  por  tanto,  dados   cualquier  valor  de  M  es
posible.  Obviamente,  N  =  N(n)  y M  =  M(n),  pero, a fin de simplificar la notación,
omitiremos  hacer  referencia  de modo  explícito  a esta  dependencia..
Sea  f una función analítica  en un entorno  V  del conjunto  compacto  E.  Pongamos
NM
1(f)  =  f f(x)dp(x),  I(f)  =   E(f)  =  1(f)  -  I(f).
i=1  j=O
(5.8)
Bajo  las condiciones del teorema  3.15, se deduce del corolario 3.2 que para  n  >  no(V)
todos  los ceros  de  8n,n+1 están  contenidos  en  V  y las  expresiones  anteriores  tienen
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sentido.  En  lo  sucesivo,  sólo  consideraremos  números  naturales  n  suficientemente
grandes.  Obsérvese  que  si  todos  los  ceros  z,  son  simples  (lo  cual  no  se  sabe  en
general)  y  w,.,  y,-,  1, n   N,  entonces  1,-, es la  fórmula  de  cuadratura  de  Gauss
Kronrod.  Este  hecho  se pone  de manifiesto  en  el siguiente  lema.
Lema  5.6  Existe  N0 E N  tal  que para  todo n    N0  se  cumple
,-(h                  (h
II        l-_In        1
WnVnJ        WnVnJ
donde  h  es  cualquier polinomio  de grado menor  o igual  que 3n +  1.
DEMOSTRACIÓN.  Sea  V  un  entorno  de  E  tal  que  V  fl  L  =  O.  Sea  ‘y una  curva  de
Jordan  analítica  tal  que  V  está  en  la  componente  conexa  acotada  de  C   ‘y y L  en
la  no  acotada.  Para  n    N0,  todos  los ceros  de  S,-,,,1  pertenecen  a  V  y  todos  los
de  w  v  a la  componente  conexa no  acotada  de  C   ‘y. Gracias  a  (5.1) sabemos  que
(  —  R,)/(w,  v)  es holomorfa  en     V y
____         1(z)-=O(.                )z —+  oc
W,-  V,            Z3’
Entonces,  si  h  es  cualquier  polinomio  de  grado  menor  o  igual  que  3n +  1,  h(  —
R,-)/(w  v)  tiene  un  cero  en  infinito  de  multiplicidad  al  menos  dos.  Por  tanto
podemos  usar  el teorema  de  Cauchy,  el  de  Fubini  y la  fórmula  integral  de  Cauchy
para  obtener
ofh(_Rfl)(ç)dfh(dC_f  hR)d(
_(   wn  vn          -y n  n           -yWfl  Vn
h                 NM        h    
=  2i  [1  (x) d(x)  —        (     )(zi ]
=2iri      h)_i(h)],  nN0.
wnvn        wnvn
o
Probemos  ahora
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Teorema  5.22  Sea  f  una función  analítica  definida  en  un  entorno  simplemente
conexo  V  de E.  Entonces,  bajo las condiciones  del teorema  5.21, se  cumple
limsup  1(f)  —  I(f)I”3    exp{—C(v; z)}Iov  exp{C(v;  z)}Mco(S()).  (5.9)
n—,oo
DEMOSTRACIÓN. Sea W  un entorno  de E  de modo  que W c  V.  Existe  un número
natural  no(W)  tal  que  para  todo  n  e  N con  n    no(W)  el  polinomio  5n,n+1  tiene
todos  sus  ceros contenidos  en el  conjunto  W.
Sea  ‘y  una  curva  de  Jordan  analítica  contenida  en  V  tal  que  W  pertenece  a  la
componente  conexa  acotada  de  C    ‘y.  Utilizando  razonamientos  parecidos  a  los
usados  en la  demostración  del  lema  5.6, es fácil comprobar  que
1(f)  -  I(f)  =   f f(C)( -  R)(()  d.
De  esta  igualdad  y  de  (5.2),  se obtiene
limsup  1(f)  —  I(f)’13’    exp{—Gç(v; z)}  1 exp{Gç2(v; z)}Ico(s()).
n—oo
Podemos ahora  elegir la  curva  ‘y tan  cercana  al conjunto  5V  como queramos,  por  lo
que  (5.9) se deduce  inmediatamente.
LI
En  particular,  tenemos
hm  I(f)  =  1(f)
n—,oo
y  la  razón  de  convergencia  es,  al  menos,  geométrica  de  orden  3n.  Obsérvese  que
cuanto  més  cercano  se  encuentre  5V  al  conjunto  E,  ms  despacio  I(f)  tiende  a
1(f).
En  el  caso en  que  w,  v,  1  para  todo  n   N, se obtiene
Corolario  5.5  Sea  f  una  función  analítica  definida  en  un  entorno  simplemente
conexo  V  de E.  Sea /.L E Reg  y cap (S(t))  >  O. Entonces,  se  cumple
limsup  IE(f)I’”3   1 exp{—gç(z,  oo)}lIav 1 exp{gç(z,  oc)}Ico(Sc)).
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Recuérdese  que en esta  situación  la regularidad  de S(u)  no se necesita  para  tener
las  fórmulas  (3.17) y  (3.26).
§ V.4  Funciones  meromorfas  tipo  Markov
El  problema  siguiente  fue planteado  por by A. A. Gonchar  en  [42]. Consideremos
la  función
f(z)  =  f d(x)  + r(z),
donde  r  es  una  función  racional  cuyos  polos  están  en  C    Co(S(1i))  y  ‘r(oo) =  0.
En  esta  situación,  f  es una  función  meromorfa  en  C    Co(S(j));  los  polos  de  f
y  su  multiplicidad  son  desconocidos  y  deberían  ser  encontrados  por  medio  de  los
aproximantes  por  lo  que  funciones  racionales  con  todos  los  polos  fijos  no  sirven
y  es necesario  usar  aproximantes  con  todos  o  parte  de  los  polos  libres.  En  [42],
Gonchar  probó  la  convergencia  de  la  sucesión  de  aproximantes  de  Padé  a  f  uni
formemente  en subcónjuntos  compactos  de la  región  obtenida  quitando  los polos de
r  a C   Co(S(1i)), bajo  la  condición  que  la  parte  absolutamente  continua  de  la  me
dida  t  es  positiva  en casi todo  punto  de S(,u).  En la  demostración  se usa  de manera
esencial  el comportamiento  asintótico  del  cociente  de polinomios  ortogonales.  Más
tarde,  E.A. Rakhmanov  demostró  que la  convergencia no puede  ser válida  en general
para  medidas  positivas  p  arbitrarias  y cualquiera  función  racional  r  (cf.  [91]); esto
es  debido  al  posible  mal  comportamiento  de los polos  de los aproximantes.  Muchos
resultados  en aproximación  racional  (por  ejemplo,  véase  [40], lema  1 y  [42]) señalan
que  el  ingrediente  clave  para  probar  convergencia  es  conseguir  mantener  los polos
de  los aproximantes  bajo  control.  Si los coeficientes de  r  son reales  entonces  todos
los  polos de  los aproximantes  racionales,  excepto,  quizás,  un número  independiente
de  n,  están  en  Co(S(i)).  Este  hecho  fue  utilizado  por  Rakhmanov  para  probar  la
convergencia  de  la  sucesión  de los aproximantes  de  Padé  a la  función  f  sin ninguna
restricción  sobre  la  medida  i  (véase  [91]) si los  coeficientes de  r  son  reales.  Nues
tro  objetivo  en  lo  que  resta  de  capítulo  es  generalizar  el  trabajo  de  Rakhmanov
utilizando  aproximantes  multipuntuales  tipo  Padé.
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Sea  r  una  función  racional  con  coeficientes  reales  cuyos  polos  pertenezcan  al
conjunto  C   Co(S(4i)) y r(oo)  =  O. El  conjunto  de polos de  r  será  denotado  por?.
Pongamos
f(z)  =  z)  + r(z),  z      (S(1i) U?)
y
Sd(Z)
r(z)  =
d(Z)
donde  gr Sd    d —  1,  gr td  =  d.  También  supondremos  que Sd  y  td  no  tienen  factores
comunes.
Sea  {L},  n  E  N,  una  sucesión  de  polinomios  mónicos  cuyos  ceros  estén  en
Co(S(ji)).  Se puede  sustituir  esta  condición  por la  de que todos  los puntos  límite  de
los  ceros  de L  estén  en Co(S(jt)),  que  es una  condición ligeramente  más  débil.  Su
pongamos  que gr L  =  k(n)    n y n—k(n)  >  2d.  Fijemos  otra  familia de polinomios
mónicos
w(z)  =  [J(z  —  
cuyos  ceros  estén  contenidos  en  el  conjunto  compacto  L  C     (Co(S(ii))  U?)  y
sean  simétricos  con respecto  a  la  recta  real,  contando  la  multiplicidad.  En  el  caso
que  para  algún  i,   =  oc,  se  elimina  el  factor  correspondiente.  Sin  pérdida  de
generalidad  podemos  suponer  que w,  y  td  son  positivos  en  S(p).
Es  fácil  verificar,  recordando  todas  las  definiciones  anteriores,  que  para  cada
n  E N existe una única función racional  R(f)  =  pn/(qn  L),  donde p,  y q  satisfacen
las  siguientes  condiciones:
•  grq  <n—k(n),grp  n+k(n)—1yqO.
•  qLf—p
r2  t
  pn,  ‘  /
•                 ),z—oo.
n_k(n)+1
R(f)  es el APROXIMANTE MULTIPUNTUAL TIPO PADÉ  de f  con polos prefijados
en  los ceros  de  L,  que  interpola  a  la  función  f  en los ceros  del polinomio  w.
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Presentemos  la  principal  condición  suficiente  que  será  necesaria  para  probar  el
teorema  5.23.  Consideramos  w(z)  =  exp(— f log Iz —  t  dv(t)).  Pediremos  que  se
verifique
limsup  IJw’ LJJ   exp(—F),              (5.10)
n—oo
donde  F  es la  constante  de  Robin  modificada  asociada  a  w.  Esta  condición  no  es
más  que  la  fórmula  (3.13) escrita  para  los polinomios  L  y, por  tanto,  sabemos  que
está  relacionada  con el  comportamiento  asintótico  de los ceros  del  polinomio  L  en
S(p).
§ V.5  Resultados  auxiliares
De  la  definición de aproximante  multipuntual  tipo  Padé  se deduce  fácilmente  (cf.
[21], lema  1 6 [39], §2.3)
Lema  Se  cumple
fxiqn(x)td)d(x)=O,  j=0,1,...,n—k(n)—d—1      (5.11)
y
f(z)  -  R(f)(z)  (tdqLh)(z)  f d(x),      (5.12)
donde  h  es cualquier polinomio  de grado menor  o igual que n —  k(n)  —  d  y z  pertenece
a     (S(p)  U P).
A  partir  de  ahora,  representaremos  los  polinomios  w  de  la  siguiente  manera.
Para  cada  n  E N,  pongamos  w  =  u,-,  y,,,  donde
2k(n)+4d                            2n—2k(n)—4d
u,,(z)  =  J]  (z —  u,,,),      v,,(z) =    fJ   (z —  v,,,),
i=1                            j=1
de  modo  que  los ceros  sean  (en  cada  familia)  simétricos  con  respecto  al  eje  real,
contando  la  multiplicidad.  En  el  caso  que,  para  algún  i  ó j,  u,-,  =  oc  ó v,,,  =  oc,
se  debe  eliminar  el  factor  correspondiente.  Sin  pérdida  de  generalidad,  podemos
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suponer  que  u  y  v,  son  positivos  en  S(ii).  Deseamos  recalcar  que  los lemas  5.7 a
5.9,  que  demostraremos  a  continuación,  son válidos  para  cualquier  descomposición
de  w  del  tipo  anterior.  En  la  demostración  del  teorema  5.23 selecionaremos  u,-, y
v  de modo  adecuado  conforme  al lema  5.10.
Como  consecuencia de (5.11), el polinomio qn tiene  al menos n— k(n)  —d cambios
de  signo en  Co(S(ji))  (cf.  [113], §3.3). Entonces,  q,-, se puede  representar  de  la forma
q  =  qn,i  q,2,  donde  gr qn,,   n —  k(n) — d  y los ceros  i =  1,.  .  .  ,n’  de q,i  son
simples  y pertenecen  a  Co(S(i)).  El polinomio  q,,,  no  cambia  de signo en  Co(S());
y  gr   d.  Consideremos
f  q,,i(z)vn(x)—qn,i(x)vn(z)
Pn,i(Z)  J                     dii(x),
()Vn()
r2
  djt(x)  =        (x) d(x).
un
Lema  5.7  Se  cumple
(td q,2 L)(f  -  R(f))(z)  =  Un(Z)  ((z)  -  (z))  z  E    Co(S()).  (5.13)
qn,’
Pn,1  ‘ç-’          —[   q,-,,i(x)v(x,)   d,LLn(X)
—(z)  —          ,    —  ¡  ,                  .      (5.14)
q,,,        Z — Xn,i        j q,,,(x)  (x  —  v(x)
DEMOSTRACIÓN  De  la  definición  de  Pn,i,  se  obtiene
f  q,,i(x)
Pn,i(Z)  =  qn,i(z)  /ln(Z)  — v(z)  1  (z  — x)  Vn(X)  diin(X),
o,  equivalentemente,
-  z)  =  v(z)  fqn,1(x)d(x).  (5.15)
q,,(z)  (z—x)v(x)
Usando  la  fórmula  de  Hermite  (5.12)  con  h  1,  tenemos
v(z)  f  qn,,(x)  d   —  v(z)  [  (tdqnLj(x)d  “
¡            /1,X)                        /1X
qn,,(z)  j  (z  — x)v(x)        qn,,(z) j  (uv)(x)  (z  — x)
(5.16)
=  (td  q,2  L)(z)   -  Rn(f))(z).
u(z)
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Ahora,  las  fórmulas  (5.15) y  (5.16) juntas  dan (5.13). Más aún
v(z)  f(tdqL)(x)díL(x)=O(),
q,,i               qn,j(z)   (uv)(x)(z—x)          z
debido  a  las  relaciones  de  ortogonalidad  (5.11)  y  teniendo  en  cuenta  los  posibles
grados  de los polinomios  v,,  y  Así,  grpn,i  <gr  qn,  y, por  tanto
(z)          donde  =  lim  (z  —   1(z).
qn,i         z.—                       z—+x          
Si,  en este  punto,  utilizamos  la fórmula  integral  que define Pn,i,  obtenemos  (5.14) y
la  demostración  del  lema  está  completa.
E
Consideremos  el  siguiente  funcional  lineal  A.  Sea   una  función  definida  en
Co(S()), entonces
n,
it  f  V    ÇC(Xn,j)2nÇ0)  —   y
i=1       
El  siguiente  lema  es un  análogo  de la  fórmula de  cuadratura  de  Gauss-Jacobi.
Lema  5.8  Para  todo polinomio  P  con gr P  <  2n  —  2k(n)  —  2d,  se  c’umple
fP(x)’  =  A(P).                   (5.17)
DEMOSTRACIÓN  Sea  L,  gr L  <  n’,  el  polinomio  de  Lagrange  que  interpola  al
polinomio  dado  P,  grP < 2n—2k(n)  —2d, en los puntos  xj,  i  =  1,...  ,n’.  Tenemos
P  =  L+q,1  T,  donde T es un polinomio  de grado  menor  que n—k(n)—d.  Integrando
la  ecuación P  =  L  + q,1 T  y usando  (5.11) y (5.14), obtenemos
f P(x)       qn,i(x)     d(x)  =  A(P),j        v,(x)            q1(x,) (x  —   v(x)
con lo que la prueba está completa.
E
De  este  último  resultado  se deduce  inmediatamente
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Lema  5.9  El  nu’mero de coeficientes positivos   en (5.14) es al menos  n—k(n)—d.
DEMOSTRACIÓN  Sea  N  el  iulrnero  de  )-  positivos  (para  un  n  fijo).  Póngase
P(z)  =  fl+(z  —   donde  fJ+ denota  el producto  en los índices i  para  los cuales
 >  O. Si grP  =  2N  <  2n —  2k(n)  —  2d,  la  fórmula  (5.17) se puede  aplicar  a  P,
y  llegamos  a  una  contradicción  (el  primer  miembro  de  la  fórmula  es  positivo  y  el
segundo  no).  Así N  >  n  —  k(n)  —  d,  lo que prueba  el  lema.
E
El  siguiente  lema  muestra  que  se pueden  elegir los polinomios  u,-, y  v  de  modo
que  las  sucesiones  hereden  la  distribución  asintótica  de  ceros  de  {wfl}flEN.  Si  bien
es  cierto  en  una  situación  ms  general,  nos  limitamos  a  enunciarlo  con las  hipótesis
adecuadas  para  utilizarlo  en  la  demostración  del teorema  5.23.
Lema  5.10  Supongamos  que  la  sucesión  de  polinomios  {wfl}flEN con  grwn  fl,
tiene  la medida u  como su  distmbución  asintótica  de ceros y S(u)  c C.  Sea k(n)  E  N
tal  que k(ri)    n.  Si  lim  k(n)  =  oc  y  lim  n —  k(n)  =  oc  entonces,  para
todo  n  EN,  existen polinomios  u,- y  v,- tales  que w  =   grun  k(n),  y
 —-  u,  n  —  oc,   —-  u,  n  —*  oc.
DEMOSTRACIÓN  Fijemos  un cuadrado  cerrado  Q tal que  el soporte  de  u está  con
tenido  en Q. Podemos suponer,  sin pérdida  de generalidad,  que todos los ceros de los
polinomios  w,-  pertenecen  a  Q Para cada  entero  positivo  n,  dividimos  el  cuadrado
Q en m(n)  cuadrados disjuntos  (no  necesariamente cerrados):  Q =  uQ7.  De
modo  que  m(n)  =  o(k(n)),  m(n)  =  o(n  —  k(n))  y lim  m(n)  =  oc  cumpliéndose
hm  max  IQI  =  O,  donde  IAl =  max  la —  bl.
n—oo    j=1,...,m(n)     J                          {a,bCA}
Construímos  ahora  el  polinomio  u  de la  siguiente  manera.  En cada cuadrado
elegimos  [k(n) Aw  (Q)J ceros de w,-,  donde [.]  denota la parte  entera.  Estos  ceros
constituyen  los  ceros de u,  el resto define v,-.  Los polinomios  u  y v  así  definidos
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no  tienen  el  grado  que dice el  enunciado  del  lema.  Corregiremos  esto  más  adelante.
Obsérvese  que la  diferencia de los grados es, a lo sumo,  m(ri)  para  cada  uno  de ellos.
El  polinomio  Ur,  satisface
k(n)A(Q)  -1  <T(Q)  <  k(n)A(Q),  j  =  1,...  ,m(n),      (5.18)
donde   representa  la  medida  que  tiene  en  cada  cero  de u,-, una  masa  igual  a la
multiplicidad  del cero.  De  (5.18) se deduce
A(Q)  -  k(n)  <T(Q)    A(Q).
Análogamente
A(Q)      ko  A(Q)  +
Sea h una función continua en C. Podemos suponer que h es real y positiva. De
notemos  por  M  el  máximo  de  h  en  Q y por  MJ y  m  el  máximo  y  el  mínimo,
respectivamente,  de  h en la  clausura  de  Q. Podemos también  suponer,  debido  a la
continuidad,  uniforme,  que  M  —  m    6v,,  donde  6,  =  O. Gracias  a  (5.18),
tenemos
fhdAw  —  f  hdAu  <  MA(Q)  —  mA(Q)
  (MJ  -  m)  Awft (Qq) + k
Por tanto,
m(n)f  h dA  — f  h dA    f h dA  —  f  h dA
m(n)
<>   6fl+Mk(
donde el último miembro tiende a cero cuando n tiende a infinito. La convergencia
débil*  de   se prueba de modo análogo.
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Para  corregir  ahora  el  grado de  u  y  v  conforme  al  enunciado  del  lema,  sólo
tenemos  que pasar  de  uno  de  estos  polinomios  al  otro  a  lo más  m(n)  ceros.  Como
m(n)  =  o(k(n))  y  m(n)  =  o(n  —  k(n))  los nuevos  polinomios  preservan  el  límite
débil*  de los  anteriores.  La prueba  está  terminada.
LI
El  siguiente  lema fue  probado  por  Gonchar  en  [40].
Lema  Supongamos  que la sucesión  de funciones  {f}  definidas en  el  dominio  D  c
O  converge a una función  f  en capacidad en subconjuntos  compactos de D.  Entonces
son  ciertos  los siguientes  enunciados:
.1.  Si  las funciones  f,,  n  E  N  son  holomorfas  en  D,  entonces  la  sucesión  {f,}
converge  uniformemente  en subconjuntos  compactos  de D  y f  es holomorfa  en
D  (con  más  precisión,  es igual  a una función  holomorfa  en D  excepto  en  un
conjunto  de capacidad cero).
2.  Si  cada una  de  las funciones  f,  es meromorfa  en D  y  tiene  como  mucho  k  <
+oo  polos en este  dominio,  entonces la función  límite  f  es también  meromorfa
y  tiene  como mucho  k  polos en  D.
3.  Si  cada una  de  las funciones  f  es meromorfa  y  tiene  como mucho  k  <  +
polos  en  D  y  la función  f  es meromorfa  y  tiene  exactamente  k  polos  en  D,
entonces  todas las funciones  f,  n   N,  tienen  también  k  polos en D;  los polos
de  f  tienden  a los polos z1,,..  .  ,  Zk  de f  (teniendo  en cuenta  su  multiplicidad)
y  la  sucesión  {f}  tiende  a f  uniformemente  en  subconjuntos  compactos  del
dominio  D’ =  D    {zi,,..  .  ,  zk}.
§ V.6  Aproximación  de  funciones  de  Markov  meromorfas
Teorema  5.23  Supongamos  que’ la  sucesión  de polinomios  {wfl}flEN tiene  u  como
su  distribución  asintótica  de ceros y  que cap (S(i))  >  0.  Si  k(n)  =  o(n)  o se  cumple
(5.10),  entonces
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1.  Para todo ii  suficientemente  grande, gr q  =  n  —  k(ri)  y  el wúmero  de polos  de
R(f)  en    Co(S(jt))  es  igual  al nu’mero de polos  de r.  Los  polos de  R(f)
en     Co(S(t))  tienden,  cuando  n  —  oo,  a los polos de r  (de  tal  manera  que
cada  polo de r  “atrae” exactamente  tantos  polos  como su  multiplicidad).
2.  En  cada subconjunto  compacto K  de    (Co(S(i))  U P),  tenemos
1/2nhmsup  If—Rfl(f)MK    exp{—Gç(v;.)}K.
n—oo
DEMOSTRACIÓN.  En  lo  sucesivo,  podemos  suponer,  sin  pérdida  de  generalidad,
que  L  es un  subconjunto  compacto  de C   Co(S(ji))  por  el mismo razonamiento  que
empleamos  al  comienzo  de  la  sección § 111.4.
Dividimos  la  demostración  en  tres  partes.  En  la  primera  obtenemos  una  esti
mación  general del tamaño  de f—R(f)  en subconjuntos  compactos  de CCo(S(i)).
En  este  punto  debemos  manejar  dos  problemas;  concretamente,  los  poios de  R(f)
(que  son  los ceros  de  q)  los cuales  pueden  estar  en  C   Co(S())  (y,  de  hecho,
algunos  sí están),  y los ceros de qn,i que tienen  coeficiente  negativo.  Afortunada
mente,  el número  de puntos  con estas  “malas”  propiedades  no depende  de n cuando
n  tiende  a infinito.  Para  tratar  estos problemas  seguimos argumentos  utilizados  en
la  demostración  del  teorema  que  aparece  en  [59]. El  estimado  general  obtenido  en
la  primera  parte  nos  permite  dar  cotas  adecuadas  en  la  segunda  utilizando  técnicas
de  la  teoría  del potencial.  Las  cotas  de la parte  segunda  proporcionan  convergencia
en  capacidad  de  R,,(f)  a  f  en subconjuntos  compactos  de  C   Co(S(jt))  y,  con  la
ayuda  del  lema  de  Gonchar,  se concluye la  demostración  en  la  tercera  parte.
1.   Sea w  u,  v,-  cualquier  descomposición  de  w,  tal  como  fue  definida  al
comienzo  de  lit  sección  § V.5.  Sea  pn(Z)  =  fl(z  —   dondé  fl  denota  el
producto  tomado  sobre  los índices  i  para  los que  )  <  O.  Del  lema  5.9 se deduce
que  gr p,-,   2d.  Consideremos  las funciones
=  PnntdL  (z) (f-  R(f))(z),  z
Para  todo  z  E    Co(S()),  utilizando  (5.13) y  (5.14), se tiene
=  Pn(Z)  [(z) -  (z)]  =  Pn(Z)  [(z)  -  A  (vn(x))]
q                      z—x
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Denótese
L’     — Pn(Z)—Pn(X)
— (z  X)pn(Z)
K  es un polinomio (en x) de grado  menor  que  2d.  Se cumple
1             pn(X) 1
—K(x;z)=
ZX                 Pn(Z)ZX
De  la  anterior  representación  de  I,  y  del  lema  5.8,  se  deduce  (recordemos  que
n—k(n)>2d)
=  Pn(Z)  f (1  —  K(x;  z))  d(x)
Pn(Z)  A  (v  —  v(x)  K(x;  z))
=  fn()  d(x)  -A  (Pn(X)   ECo(S()).
Sea  K  un  subconjunto  compacto  arbitrario  de     Co(S(p)).  Por  un  lado
fPn()  dbt(x)   M(K)          qfl,2tdIs(),  z  E  K,  (5.19)
ZX            S(p)
donde  M(K)  denota  una  constante  que  puede  depender  de  K  pero  no  de  n.  En  lo
que  sigue,  en  cada  aparición,  M(K)  puede  denotar  una  constante  diferente  con  las
mismas  características.
Por  otra  parte,  usando  el  lema  5.8,  obtenemos  (obsérvese  que  p(Xnj)  =  O  cuando
 <O)
A,.  (Pn(x)  Vn(X))  =     Pn(Xn,z)
  1n,i  ‘“   M(K)              (5.20)
L2
=  M(K)  j  p,.(x)d,.(x)   M(K)  —  Iq,.,2tdlIs(,),  Z  E  K.
 S(i)
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Por  tanto,  con  la  ayuda  de  (5.19) y  (5.20), obtenemos
L2(z)I    M(K)  —a      Iq,2tdIs(),  Z E K,         (5.21)U-  S(ji)
donde  K  es un subconjanto  compacto  arbitrario  de     Co(S(jt)).
2.  Sea  {Km}mEN  una  sucesión  de  conjuntos  compactos  regulares  contenidos  en
Co(S(íi))  tal  que  Km+i  C  Km  y  S(i)  =  fl.iKm.  Podemos  suponer  que  cada
Km  es  una  unión  finita  de  intervalos..  Denotemos  por  /-tw,m  y  Fw,m  la  medid  d
equilibrio  en  Km  y  la  constante  de  Robin  modificada,  respectivamente,  asociadas
con  el campo  externo  w(z)  =  exp P(v;  z).  Pongamos  ím  =     Km  y  sea  Cçm(v; C)
el  correspondiente  potencial  de Green.  Sea m  un número  natural  arbitrario  y fijo.  A
la  vista  de (5.11), q,j,  n  E N, tiene,  a lo más, d+1  ceros simples en cada componente
conexa  de  Co(S())    S().  De  esta  manera,  se puede  representar  qn,i  de  la  forma
=  ,i  h,,  donde  grh  =  a   A(m),  n    N,  y  n,1  tiene  todos  sus ceros en  Km.
Consideremos  ahora  las  funciones
             I(z)h(z)
.L.LflkZ)  —    1  2                                ,  Z E ‘L’ Ltm.
u;;  LflIIS(J) qn,2 tdIlS(,2)  v(z)  Pn(Z)
De  la  definición de  aproximante  multipuntual  tipo  Padé  se ve fácilmente  que
H  E7Km)
(5.22)
1H    °(2n2k(n)2da+1)’   z  —÷  oc.
Sabemos  también,  debido  a  (5.21),  que
JH(z)v(z)J   M(.K),  z  E K,                 (5.23)
donde  K  es un conjunto  compacto  cualquiera  de CCo(S(i)),  ya  que h  tiene  todos
sus  ceros en  Co(S())  y su  grado  está  acotado  por  A(m).
Obsérvese  que
h(z)[f(z)  -R(f)(z)]  =  L9     u(z)  H(z)v(z)       (5.24)
Ufl  5(,)  L(z)          qn,2(z) td(Z)
125
CapítuloV.AproximantesmultipuntualesdePadéconpolosfijos
donde  z pertenece  a CCo(S(i)).  Nuestro  próximo objetivo  es probar  que la sucesión{  u(z)  Hfl(z)v(z)}                  (5.25)
S()  (z)                nCN
converge  a cero  geométricamente  uniformemente  en subconjuntos  compactos  de C  
Co(S(i)).  Para  ello, estimamos  por separado  los factores
u(z)H(z)v(z)  ‘   —     L2
11  S(j)  nZ
Empezamos  con  los  factores  del  primer  tipo.  Sea  K  un  subconjunto  compacto
arbitrario  de  C   Co(S()).  Pongamos  ‘y =  {( e C : expGç2(v;  )  =  1 +  €}, donde
E  es  una  constante  positiva  suficientemente  pequeña  para  que  K  y  L  estén  en  la
componente  conexa  no  acotada  de  C    -ye. En  virtud  de  (5.22),  para  cada  n,  la
función
H(z)j  [exp(Fw,m —  P(,LLw,m; Z))]2_2k(n)_2d_an
es  subarmónica  en    Km.  Teniendo  en  cuenta  (5.23), obtenemos  que
lH(z)  v(z)I  [exp(Fw,m —  P(iiw,m;  Z))12n_2k(n)_2d_an
 M(-y)  [exp(Fw,rn —  P(/iw,m;  Z))]2n_2k_2d_a
  M(-y)  [exp(Fw,m —  P(pw,m;  z))]2n_2_4d,  z  E  ‘ya,
donde  M(y)  tiene  las  mismas  características  que  M(K).  O, de  modo  equivalente,
usando  (3.15)
H  (z) 1 [exp(Fw,m —  P(iiw,m;  Z))}2fl_2k(fl)_4d_an
(5.26)
<  M(7)  [exp(Gn  (u;Z))]2fl_2C(fl)_4(
Ivn(z)l  [exp(P(v;  z))]2n_2(n)_4d    Z E Y6•
Supongamos  ahora  que 1im÷  n—k(n) =  coy  1im  k(ri)  =  oc  (los casos acotados
son  más  sencillos y  serán  tratadas  al  final  de  la  demostración).  Elegimos  u,, y  v,,
grv  =  2n  —  2k(n)  —  4d,  con la  propiedad  adicional  de  tener  la  medida  u  como su
distribución  asintótica  de ceros, elección posible  gracias al lema  5.10.  Como el grado
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de  todos los polinomios  que aparecen  es par  la  elección puede  ser hecha  de tal  modo
que  los ceros  de  u  y  v  sean  simétricos  con  respecto  al  eje real.  Del  hecho  de  que
u  es la  distribución  asintótica  de ceros  de  {vfl}flEN  se  deduce
lim  v(z)”  =  e’                  (5.27)
n—*oo
uniformemente  en subconjuntos  compactos  de  C   L,  y usando  el principio  del  des
censo,  tenemos  que
limsup  v(z)/  Ç                  (5.28)
fl-400
uniformemente  en  subconjuntos  compactos  de  C.  Para  n  E  N  suficientemente
grande,  la  desigualdad  (5.26), junto  con  (5.27), implica
H  (z)  [exp(Fw,m  —  P(I.iw,m; z) )]2n_2k(n)_4c1_an
1  +    2n—2k(n)--4d
M()          , 
Se  deduce  de1 principio  del  máximo  para  funciónes  subarmónicas  qie  la  misma
desigualdad  es cierta  para  cualquier  z  en  K.  Por  tanto,  usando  (5.28),  obtenemos
que
H(z)  v(z)I  =  H(z)  [exp(Fw,m —  P(pw,rn;  z))]2n_2n)_4d_c  x
Jv(z)l  [exp(—Fw,m +  P(iiw,m  Z))]2n_2)_4d_an  <  M()  Iv(z)x
1       2n—2k(n)—4d  (5.29)
(i  )         [exp(—Gç(u; z))  exp(P(u;  z))]2n_2)_4d
1   2  2n—2k(n)—4d  M()  (+)         [exp(_G(u;z))]2fl_2)_4d,  z  E K;
para  n E N  suficientemente  grande.
Por  otra  parte,  (recuérdese que w(z)=  exp(P(u;  z)))
—  LW2C(fl)+4              I!Lw21 IISCu)
Ufl  S(p) —  u  w2k(n)+4ti     — rmnçEs(LL){un() w2k(7)+4d(()}’
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donde  C  es una  constante  que puede  ser diferente  cada  vez que  aparece.
Por  tanto,  teniendo  en  cuenta  (5.10) y  (5.27) para  u,  tenemos  que
2                     2k(n)ILIJ    C
 tS(t)       —  )      [exp(F)]2I»4i,          (5.30)
para  todo  n  E N suficientemente  grande.
La  condición  (5.10) implica  que
*
  Ti  —  00,
lo  que, a  su  vez, implica  que
hm  L(Z)l  rL7  =  ePw;
n—Oo
uniformemente  en  subconjuntos  compactos  de  C    S(i).  Utilizando  este  hecho  y
(5.28)  con u,  en vez de  con v,  se  tiene  que
u(z)I  <  M(K)  Iu(z){exp(P(v;z))]21)4”
z)[exp(P(  z))]2k(n) X—
{exp(P(z)  —  P(v;z))]2»4d  <  M(K)  (1+    2k(n)  (5.31)x
EJ
[exp(P(ji  z)  —  P(v;  z))]2»4’,  z  E  K,
para  todo  n  E N  suficientemente  grande.  De  (5.30) y  (5.31), se deduce
“L2     u(z)          (1+ 4k(n)ILali    __          __<  M(K)   —  )     [exp(—Cç2(v; z))]2»4d
Ufl  IS(z) L(z)
(5.32)
4k(n)
<  M(K)  (1+E)     [exp(_Gm(v;z))]2»4d,  z  E K,
— E
para  todo  n  E N  suficientemente  grande.
Usando  (5.29) y  (5.32),  tomando  límites,  y  haciendo  tender  E a cero  se deduce
que
1/2n
limsup     u(z)  H  (z)v(z)      Iexp(—Gm(v;))IK,      (5.33)fl    Ufl     L(z)        IIK
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para  todo  subconjunto  compacto  K  de  C   Co(S(i)).  De  aquí  se  sigue  inmediata
mente  que  la  sucesión  (5.25) converge uniformemente  a  cero,  con tasa  geométrica,
en  subconjuntos  compactos  de C   Co(S()).
Si  n —  k(n)   B,  B  E R,  para  todo  n  E  es obvio que {ufl}flEN tiene  y  como  su
distribución  asintótica  de ceros.  Entonces,  se llega a  (5.33) gracias a  (5.23) y (5.32).
Finalmente,  obtenemos  (5.33) en  el caso general  (por lo  que  respecta  al  tamaño  de
n  —  k(n)) pasando a subsucesiones.
3.  No es difícil deducir,  utilizando  (5.24) y  (5.33), convergencia en  capacidad  de
la  sucesión R(f)  a  f  en subconjuntos  compactos  de CCo(S(jt)).  Para  ello, fijemos
un  conjunto  compacto  K  c C  Co(S(ii))  y elijamos  un  número  R>  O tal  que  K  y
S(t)  estén  contenidos  en el disco cerrado DR =  {z  E C  :  Izl <R}.  Ahora  dividimos
los  ceros Zn,i,”  ,   del  polinomio  qn,2 td  en  dos clases:  {zfl,i}jEI  denota  los ceros
de  q,2td  que  pertenecen  al  disco  D2ft =  {z  E C  :   2R}  y   denota  el
resto.  Por  otro  lado,  llamemos  t  E  Co(S())  al  punto  donde  el  polinomio  q  td
alcanza  el  máximo  en  Co(S()).
SijeJyzEKsetiene
>  Izn,iI—IzI >  1
It — zJ  t1  +   —  2   4’
por  tanto
 r   ,                    (5.34)
jEJ  
donde  J  denota  el  cardinal  del  conjunto  J.
Por  otra  parte,  si i  E 1 y z  E K  entonces  Itn —  z,,4    4R  por  lo que
11 it  —  z,4   (4R)’,                    (5.35)
iEI
dondeI  denota  el  cardinal  del  conjunto  1.  La capacidad  del  conjunto
e={zEC  :  HIz—zn,jI-i}
iEI
es  igual a  1/n  (véase el  teorema  5.2.5 en  [96]).  De este  hecho,  de  (5.34) y de  (5.35)
se  deduce  que
ZEKe  If(z)  —  R(f)(z)l  <  (16Rn)2’     {    V()  ho  v(z)}
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El  segundo miembro  de  esta  desigualdad  tiende  a  cero pues  el segundo  factor  tiende
a  cero con velocidad  geométrica  debido  a  (5.33)  (el factor  h  es irrelevante  pues sus
ceros  estan  en  Co(S(z))).  Entonces,  para  cualquier  €  >  O y para  todo  ri  suficiente
mente  grande,  se cumple
{zEK  : f(z)—R(f)(z)l >E}Ce,
donde  cap (ea) =  1/n. Esto prueba  la  convergencia  en  capacidad  de  R(f)  a f  en
subconjuntos  compactos  de  C   Co(S(i)).
De  modo  que podemos  utilizar  ahora  el lema de Gonchar  enunciado  en la  sección
anterior.  Los  polos de  la  función  R(f)  en C   Co(S(/L)) son  los  ceros  de   y  su
número  no  excede  el  número  d.  El  número  de  los  polos  de  f  en  C   Co(S(t))  es
exactamente  igual  a  d,  de  modo  que  la  parte  1 del  enunciado  del  teorema  5.23
se  deduce  ahora  del  lema  de  Gonchar.  Por  tanto,  en  todo  conjunto  compacto
K  c C   (Co(S(1i)) u ‘P) la función  q,  td  está  inferiormente  acotada  para  todo
n  suficientemente  grande.  Así,  de  (5.24) y  de  (5.33) se deduce  que
1/2nlim  sup  Mf —  Rfl(f)IIK    M exp(—Gç(i.’;  ))IIK,          (5.36)
donde  K es cualquier  subconjunto  compacto  de      1t))UP)  y mes  un  número
natural  arbitrario.  Por  tanto,  con  la  ayuda  del  lema  3.5,  demostramos  la  parte  2
del  enunciado  del teorema  5.23 para  subconjuntos  compactos  de C   (Co(S())  U 2).
Como  f—R(f)  es holomorfa en un entorno  de z =  00  y allí toma  el valor  O, tenemos,
por  el  principio  del  máximo,  que  (5.36)  es  válido  para  subconjuntos  compactos
arbitrarios  de     (Co(S(u))  U 2),  lo cual  completa  la  demostración  si se  cumplen
(5.10)  y lim  k(n) =  00.
Supongamos  ahora  que  k(n) = o(n).  Sea K  un  conjunto  compacto  arbitrario  de
C    Co(S()).  Sea  a  =  miri%EK,CEJ z —   y /3  maxZ€K,ÇEI  Iz —  (.  Si escogemos
z  €  K  y utilizamos  (5.27) y  (5.28) con u  en vez de  v,  tenemos  que
Iu(z)I  L     < IILIIs      u(z)I
IL(z)I  u,  5(iz)  —  L(z)I  rflifl(Es(P) Iu(()
,   2k(n)  ,                      ‘ 2k(n)+4d/3           exp(—.P(u;))IIK+€
—         miri(Es(,)1exp(—P(v;)I—
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para  todo  u  E N suficientemente  grande.  Por  tanto,  si  k(n)  =  o(n),  llegamos  a que
limsup’  u(z)  1/2n  1,
  Ufl  S(z)  (z)  K
donde  K  es cualquier  subconjunto  compacto  de  C   Co(S(i)).  A partir  de  aquí,  la
demostración  es análoga  a  la  anterior  usando  esta  última  fórmula  en  vez de  (5.32).
Finalmente,  si sólo se cumple la condición  (5.10), obtenemos  el resultado  deseado
razonando  por  reducción  al  absurdo  y pasando  a subsucesiones.
E
Como  se sabe  que  II exp{—Gç(v;  •)}IIK <  1,  el  teorema  establece  que  los  apro
ximantes  multipuntuales  tipo  Padé  convergen,  al  menos  con  razón  de  convergencia
geométrica,  a  la  función  f.  La combinación  de  1. y 2. en  el teorema  anterior  indica
que  142(f) converge a f  uniformemente  en subconjuntos  compactos  de   Co(S(1i))
en  la  métrica  cordal  de  la  esfera  de  Riemann.
En  particular,  si  f  =  se  obtiene
Corolario  5.6  Supongamos  que  la  sucesión  de polinomios  {wfl}fl€N tiene  y  como
su  distribución  asintótica  de  ceros y  que cap (S())  >  0.  Si  k(n)  =  o(n)  o se cumple
(5.10)  entonces,  para  todo subconjunto  compacto  K  de    1, se  tiene
hm  sup    — OI2n   exp{—Gç(v;  )}IIK.
fl-400
Este  corolario  y  el  teorema  2  en  [22] están  muy  relacionados,  sin  embargo,
ninguno  de  los  resultados  está  contenido  en  el  otro.  A diferencia  de  [22], nosotros
no  pedimos  que  S(ji)  sea  regular  o  que  la  medida  /i  sea  regular.  Por  otro  lado,
nuestra  condición sobre  los polinomios L0 es más  fuerte  y no obtenemos  tasa  exacta
de  convergencia.
Si,  en el corolario 5.6, se escogen los polinomios w  iguales a 1, podemos  comparar
este  resultado  y el teorema  2’ en [4]. En  el caso en que S(i)  es un conjunto  compacto
regular,  ambos  resultados  son  equivalentes;  en otro caso,  la condición  (5.10) es más
fuerte  que  la  que  aparece  en  [4], pero  nosotros  permitimos  que   k(n)/n  sea
igual  a  1, lo que  no  se considera  en  [4]. El  caso  lim  k(n)/n  =  1 se corresponde
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con  el  caso  donde  “casi”  todos  los  polos  de  R()  están  fijos.  En  esta  situación,
la  construcción  de  los  aproximantes  tipo  Padé  tiene  el  menor  coste  computacional
posible  ya  que los ceros de  L  son un  dato  conocido.
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Para  finalizar  esta  memoria,  queremos  mencionar  algunas  posibles  líneas  de in
vestigación  que  pueden  continuar  o  complementar  el  trabajo  realizado,  así  como
dejar  constancia  de varios problemas  que surgieron  durante  la  realización  del mismo
y  que no se han logrado  resolver o cuya resolución se ha  pospuesto  para  más adelante.
En  términos  generales,  existen  dos tipos  de problemas  que,  tras  el trabajo  desa
rrollado  en la  memoria,  se pueden  abordar  como una  consecuencia  natural.  Uno de
ellos  es la extensión  de los resultados  aquí  obtenidos  para  medidas  variantes  del tipo
du/w  al  caso en que los ceros del polinomio  w,, tienden  rápidamente  al  soporte  de
la  medida,  como se comentó  tras  el  corolario  2.1.  Creemos  que  el  tratamiento  que
se  ha  seguido junto  con los resultados  obtenidos  por  G.  López en  [62] hace plausible
esta  propuesta.  Es interesante  señalar  que este  tipo  más  general  de medida  variante
se  corresponde  con  problemas  de  aproximación  de  funciones  analíticas  con  región
de  singularidad  no  acotada.  En  relación  con  esto,  otro  problema  pendiente  es  la
demostración  del  teorema  5.23 cuando  f  es una  función  de  Stieltjes  meromorfa.
Por  otro  lado,  varios  de  los resultados  sobre  convergencia  de  polinomios  orto
gonales  variantes  probados  en  la  memoria  se  pueden  complementar  con  fórmulas
asintóticas  sobre el soporte  de la medida.  Tal es el caso, por  ejemplo., de los teoremas
de  la  sección  11.8; las técnicas  que  se deben  emplear  aparecen  en  [64]. Otro  tanto
puede  decirse de los resultados  de  convergencia tipo  Szeg6 de  la  sección  § 11.6; para
demostrar  los teoremas  correspondientes  se añaden  condiciones  tipo  Dini-Lipschitz.
Desde  un  punto  de vista  más  específico,  quisiéramos  también  mencionar  los si
guientes  problemas  que han  surgido  en el  contexto  de la  memoria:
1)  Demostrar  los  teoremas  2.2  y  2.10  con  hipótesis  adecuadas  de  manera  que
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las  del  teorema  2.10 impliquen  las  del  2.2.  Encontrar  una  relación  entre  las
hipótesis  respectivas  tal  como aparecen  en el presente  trabajo.  Véase la sección
§ 11.7 a este  respecto.
2)  Probar  el lema 2.2 debilitando  la condición  IQIh1 acotada.  Quizés sea  posible
exigir  únicamente  que  IQlh’  E L,  para  algún  p  >  1.  Este  problema  no  es
exclusivo  de  la  memoria,  la  condición  QIh-’  E L°°  aparece  habitualmente  en
los  teoremas  sobre  convergencia relativa  (cf.  [72] y  [95]). La resolución  de este
problema  puede  catalogarse  de  difícil.
3)  Una  de  las  herramientas  utilizadas  en  la  memoria  es  el  teorema  de  Stahl  y
Totik  sobre el  comportamiento  asintótico  de polinomios  ortogonales  variantes
(véase  p.  76).  Parece  razonable  disponer  de  un  resultado  análogo  prescindi
endo  de  la  regularidad  del  soporte  de  la  medida.  Demostrar  este  resultado
es  un  problema  interesante  que,  además  y en  lo que  a  la  memoria  se  refiere,
permitiría  prescindir  a su  vez  de esa hipótesis  en  el teorema  3.15 que trata  de
la  convergencia  de la  raíz n-ésima  de  los polinomios  de  Stieltjes  variantes.
4)  Existe  alguna  evidencia numérica  que  ayala  la  certeza  de la  fórmula
2             /1—X2s(x)dt(x)—        dx, n—+oo,
donde  s,  es el  n-ésimo  polinomio  de  Stieltjes  normalizado  y  S(i)  =  [—1, 1].
Esta  fórmula  es del  tipo  (1.10) y  mostraría  cuál  es el  comportamiento,  en  un
sentido  débil,  de los polinomios de  Stieltjes  sobre el soporte  de  la  medida.  La
enunciamos  como conjetura.
5)  Permanece  sin  resolver  la  aproximación  de  funciones  de  Markov  meromorfas
mediante  aproximantes  tipo  Padé  cuando  la función  racional  tiene  coeficientes
complejos.  En  su  resultado  original  [42], Gonchar  utiliza  de  modo  esencial
la  convergencia  del  cociente  de  los  polinomios  ortogonales.  No  se  dispone
del  resultado  análogo  para  polinomios  ortogonales  con  respecto  a  la  medida
variante  que aparece  en el caso tipo  Padé;  más  aún,  existen  indicios de que tal
resultado  es falso.  No obstante  lo anterior,  creemos que  debería  de ser  posible
obtener  un  resultado  de convergencia  utilizando  aproximantes  tipo  Padé.
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Estas  y otras  cuestiones  relacionadas  con la  aproximación  racional  de  funciones
analíticas  y  el  comportamiento  asintótico  de  polinomios  ortogonales  constituyen
parte  del  trabajo  que  el  autor,  en  colaboración  con  varias  personas  vinculadas  al
grupo  de  investigación  existente  en la  Universidad  Carlos  III  de  Madrid,  tiene  pre
visto  desarrollar  en el futuro.
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