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Direct and inverse problems for a periodic problem with non-local
potential
V. A. Zolotarev
Abstract. Sum of a second derivative operator with periodic boundary conditions and an integral operator of
rank one (non-local potential) is studied in this manuscript. Not only spectral analysis is conducted for this operator
but the inverse problem is solved, viz., a method of the reconstruction of non-local potential by the spectral data is
presented. Class of spectral data that give the solution to the inverse problem is described.
Key words: non-local potential, direct problem, inverse problem, periodic
boundary problem.
Spectral analysis of the Sturm – Liouville operator on a finite interval is
well-studied and has multiple applications [1] – [3]. Operators with non-local
potential emerged for the first time in the study of behavior of particles on a
crystalline surface [4]. Such operators are sums of a second derivative operator
and an integral operator. In the case when the differential operator has simple
spectrum, direct and inverse spectral problems are solved in the papers [5], [6].
This manuscript deals with the direct and inverse problems for the operator
(Ly)(x) = −y′′(x) + α
pi∫
0
y(t)v(t)dtv(x), x ∈ (0, pi),
where α ∈ R, v ∈ L2(0, pi), with the domain y ∈ W 22 (0, pi) and
y(0) = y(pi), y′(0) = y′(pi).
Initial second derivative operator in L2(0, pi) with the domain defined by these
boundary conditions has discrete spectrum of multiplicity two. In the manuscript
description of the spectrum of operator L is presented and it is shown that
spectral multiplicity of the eigenvalues of operator L can be equal to 1, 2, 3.
It is shown that the number α and the real function v(x) are unambiguously
defined by the three spectra.
1 Characteristic function. Eigenfunctions
1.1. Let us denote by L0 a self-adjoint non-negative operator in L
2(0, pi),
(L0y) (x)
def
= − d
2
dx2
y(x), (1.1)
domain of which is defined by the boundary conditions
D (L0) =
{
y ∈ W 22 (0, pi) : y(0) = y(pi), y′(0) = y′(pi)
}
. (1.2)
Eigenfunctions of the operator L0 satisfy the equation
−y′′(λ, x) = zy(λ, x) (z = λ2) ,
general solution to which is given by
y(λ, x) = A cosλx +B
sinλx
λ
.
Boundary conditions for y(λ, x) imply the system of equations{
A(cosλpi − 1) +B sinλpi
λ
= 0;
−Aλ sinλpi + B(cosλpi − 1) = 0,
for A and B, solutions to which are non-trivial only when its determinant
∆(0, λ) vanishes, ∆(0, λ) = 0,
∆(0, λ) = (cosλpi − 1)2 + sin2 λpi = 2(1− cosλpi) = 0.
The function
∆(0, λ)
def
= 2(1− cosλpi) = 2− eiλpi − e−iλpi (1.3)
is said to be the characteristic function of the operator L0 (1.1), (1.2). It has
the properties
∆(0,−λ) = ∆(0, λ); ∆∗(λ) = ∆(λ) (1.4)
where
f ∗ def= f
(
λ¯
)
. (1.5)
Zeroes λk(0) = 2k (k ∈ Z+) of the function∆(0, λ) have the algebraic multiplicity
2 (∆(0, λk(0)) = ∆
′ (0, λk(0)) = 0) and define spectrum of the operator L0,
σ (L0) =
{
zk(0) = λ
2
k(0) = 4k
2 : k ∈ Z+
}
. (1.6)
To the eigenvalue z0(0) = 0 (k = 0) there corresponds the one-dimensional
eigenspace, it is defined by the normalized eigenfunction u(0, x) =
1√
pi
. To the
eigenvalue zk(0) = 4k
2 (to the root λk(0) = 2k, k ∈ N) there corresponds the
two-dimensional eigenspace
Gk = span
{√
2
pi
cos 2kx,
√
2
pi
sin 2kx
}
. (1.7)
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Thus all the eigenvalues zk(0) (k ∈ N) have spectral multiplicity 2, except for
the number z0(0) which has spectral multiplicity 1. The totality
1√
pi
,
{√
2
pi
cos 2kx,
√
2
pi
sin 2kx
}
k∈N
(1.8)
is an orthonormal basis in L2(0, pi).
1.2. Consider the self-adjoint operator
L = L(α, v)
def
= L0 + α〈·, v〉v (1.9)
which is a one-dimensional perturbation of the operator L0 (1.1), (1.2) where
α ∈ R and v ∈ L2(0, pi). Domains of the operator L and L0 coincide, D(L) =
D (L0) (1.2).
Remark 1 On account of renormalization, we assume that either α = ±1
(v →√|α|v) or ‖v‖ = 1 (α→ α‖v‖2).
Solving the equation
− y′′(x)− λ2y(x) = f(x) (1.10)
by the method of variation of arbitrary constants, we obtain that the function
y(λ, x) = a(λ)
{
sinλx
λ
+
sinλ(pi − x)
λ
}
− 2
∆(0, λ)

x∫
0
sinλ(x− t)
λ
f(t)dt
+
sinλ(pi − x)
λ
x∫
0
cosλtf(t)dt+ cosλx
pi∫
x
sinλ(pi − t)
λ
f(t)dt
 .
(1.11)
is the solution to equation (1.10) and satisfies the first boundary condition
y(λ, 0) = y(λ, pi). Hence it follows that the eigenfunction u(λ, x) of the operator
L (1.9),
−u′′(λ, x) + α〈u, v〉v(x) = λ2u(λ, x),
is the solution to the integral equation
u(λ, x) = a(λ)
{
sinλx
λ
+
sinλ(pi − x)
λ
}
+
2b(λ)
∆(0, λ)

x∫
0
sinλ(x− t)
λ
v(t)dt
+
sinλ(pi − x)
λ
x∫
0
cosλtv(t)dt+ cosλx
pi∫
x
sinλ(pi − t)
λ
v(t)dt

(1.12)
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and satisfies the boundary condition u(λ, 0) = u(λ, pi) where b(λ) = α〈u, v〉.
Scalarly multiplying equality (1.12) by αv(x), we obtain
αa(λ)W (λ) +
2b(λ)
∆(0, λ)
{
αF (λ) + αF ∗(λ) + αG(λ)− ∆(0, λ)
2
}
= 0 (1.13)
where
W (λ) =
pi∫
0
sinλx
λ
v¯(x)dx+
pi∫
0
sinλ(pi − x)
λ
v¯(x)dx;
F (λ) =
pi∫
0
sinλ(pi − x)
λ
x∫
0
cosλtv(t)dtv¯(x)dx; (1.14)
G(x) =
pi∫
0
x∫
0
sinλ(x− t)
λ
v(t)dtv¯(x)dx.
Formula (1.12) yields
u′(λ, x) = a(λ){cosλx− cosλ(pi − x)}+ 2b(λ)
∆(0, λ)

x∫
0
cosλ(x− t)v(t)dt
− cosλ(pi − x)
x∫
0
cosλtv(t)dt− sinλx
pi∫
x
sinλ(pi − t)v(t)dt

and according to the second boundary condition, u′(λ, 0) = u′(λ, pi),
a(λ)∆(0, λ) +
2b(λ)
∆(0, λ)
N(λ) = 0 (1.15)
where
N(λ) =
pi∫
0
(cosλt− cosλ(pi − t))v(t)dt. (1.16)
From the relations (1.13), (1.15) we obtain the system of linear equations
relative to a(λ), b(λ)
αa(λ)W (λ) +
2b(λ)
∆(0, λ)
{
αF (λ) + αF ∗(λ) + αG(λ)− ∆(0, λ)
2
}
= 0;
a(λ)∆(0, λ) +
2b(λ)
∆(0, λ)
N(λ) = 0;
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non-trivial solution to which exists if the determinant ∆(α, λ) of this system
vanishes, ∆(α, λ) = 0, where
∆(α, λ)
def
= ∆(0, λ) + 2α
{
W (λ)N(λ)
∆(0, λ)
− F (λ)− F ∗(λ)−G(λ)
}
. (1.17)
The function ∆(α, λ) (1.17) is said to be the characteristic function of the
operator L (1.9) which coincides with ∆(0, λ) (1.3) when α = 0. Its zeroes
λk(α) define the eigenvalues zk(α) = λ
2
k(α) of the operator L (1.9), i. e.,
σ(L) =
{
zk(α) = λ
2
k(α); ∆ (α, λk(α)) = 0
}
. (1.18)
1.3. Let us simplify the formula for the character function ∆(α, λ) (1.17).
Let
v˜(λ) =
pi∫
0
e−iλxv(x)dx (1.19)
be the Fourier transform of the function v(x). Then the function W (λ) (1.14)
equals
W (λ) =
1
2iλ

pi∫
0
eiλxv(x)dx−
pi∫
0
e−iλxv(x)dx+ eiλpi
pi∫
0
e−iλxv(x)dx
−e−iλpi
pi∫
0
eiλxv(x)dx

or, in terms of v˜(λ) (1.19),
W (λ) =
1
2iλ
{
v˜∗(λ)
(
1− e−iλpi)− v˜∗(−λ) (1− eiλpi)} .
Similarly, N(λ) (1.16) equals
N(λ) =
1
2
{
v˜(λ)
(
1− eiλpi)+ v˜(−λ) (1− e−iλpi)} .
Using these expressions for W (λ) and N(λ), we obtain
W (λ)N(λ)
∆(0, λ)
=
1
4iλ∆(0, λ)
{
v˜(λ)v˜∗(λ)
(
1− eiλpi) (1− e−iλpi)
+v˜(λ)v˜∗(−λ) (1− eiλpi) (1− e−iλpi) eiλpi − v˜(−λ)v˜∗(λ) (1− eiλpi) (1− e−iλpi)
×e−iλpi − v˜(−λ)v˜∗(−λ) (1− eiλpi) (1− e−iλpi)} = 1
4iλ
{v˜(λ)v˜∗(λ)
(1.20)
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−v˜(−λ)v˜∗(−λ) + v˜(λ)v˜∗(−λ)eiλpi − v˜(−λ)v˜∗(λ)e−iλpi} .
The function G(λ) (1.14) equals
G(λ =
1
2iλ
(Φ∗(λ)− Φ(−λ)) (1.21)
where
Φ(λ)
def
=
pi∫
0
x∫
0
e−iλ(x−t)v(t)dtv(x)dx =
pi∫
0
x∫
0
e−iλξv(x− ξ)dξv(x)dx
=
pi∫
0
e−iλξ
pi∫
ξ
v(x− ξ)v(x)dx.
(1.22)
Consequently, Φ(λ) is the Fourier transform,
Φ(λ) =
pi∫
0
e−iλxg(x)dx, (1.23)
of the convolution
g(x)
def
=
pi∫
x
v(t− x)v(t)dt. (1.24)
Lemma 1 The entire function Φ(λ) (1.22) of exponential type (≤ pi) satisfies
the relation
Φ(λ) + Φ∗(λ) = v˜(λ)v˜∗(λ) (1.25)
where v˜(λ) is given by (1.19). Any entire function with indicator diagram [0, ipi]
that satisfies equality (1.25) coincides with Φ(λ) where g(x) is given by (1.24).
P r o o f. Equality (1.25) follows from the formula for integration by parts,
Φ(λ) =
pi∫
0
x∫
0
eiλtv(t)dtdx
x∫
0
e−iλsv(s)ds = v˜(λ)v˜∗(λ)−
−
pi∫
0
x∫
0
e−iλsv(s)ds · eiλxv(x)dx = v˜(λ)v˜∗(λ)− Φ∗(λ).
Let F (λ) be an entire function of exponential type with indicator diagram
[0, 2pi], then the Paley – Wiener theorem implies that
F (λ) =
pi∫
0
e−iλtf(t)dt (f ∈ L2(0, pi)).
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If F (λ) satisfies relation (1.25), then the difference G(λ) = F (λ)−Φ(λ) (Φ(λ)
is given by (1.23)) has the property G(λ) = G∗(λ) which implies
0 =
pi∫
0
e−iλt(f(t)− g(t))dt−
pi∫
0
eiλt
(
f(t)− g(t)
)
dt
=
pi∫
−pi
e−iλt
{
(f(t)− g(t))χ+(t)−
(
f(−t)− g(−t)
)
χ−(t)
}
dt
(χ±(t) are characteristic functions of the sets R±). This and Parseval’s identity
yield that f(t) = g(t). 
Lemma 2 The identity
F (λ) + F ∗(λ) =
1
4iλ
{
(Φ(λ)− Φ(−λ)) (eiλpi + e−iλpi)
+ (v˜(λ) + v˜(−λ)) (eiλpiv˜∗(−λ)− e−iλpiv˜∗(λ))} (1.26)
is true for F (λ) (1.14) where v˜(λ) and Φ(λ) are given by (1.19) and (1.22).
P r o o f. Formula (1.14) implies
F (λ) =
1
4iλ
pi∫
0
(
eiλ(pi−x) − e−iλ(pi−x)
) x∫
0
(
eiλt + e−iλt
)
v(t)dtv(x)dx
=
1
4iλ
eiλpi
pi∫
0
x∫
0
eiλtv(t)dte−iλxv(x)dx+ eiλpi
pi∫
0
x∫
0
e−iλtv(t)dte−iλxv(x)dx
−e−iλpi
pi∫
0
x∫
0
eiλtv(t)dteiλxv(x)dx− e−iλpi
pi∫
0
x∫
0
e−iλtv(t)dteiλxv(x)dx

=
1
4iλ
{
eiλpiΦ∗(−λ)− e−iλpiΦ∗(λ) + eiλpiψ(λ)− e−iλpiψ(−λ)}
where
ψ(λ) =
pi∫
0
x∫
0
e−iλtv(t)dte−iλxv(x)dx.
Similarly to (1.25), the identity
ψ(λ) + ψ∗(λ) = v˜(λ)v˜∗(−λ)
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is true for ψ(λ). This identity and (1.25) implies
F (λ) + F ∗(λ) =
1
4iλ
{
eiλpiΦ∗(−λ)− e−iλpiΦ∗(λ) + eiλpiψ(λ)− e−iλpiψ(−λ)
−e−iλpiΦ(−λ) + eiλpiΦ(λ)− e−iλpiψ∗(λ) + eiλpiψ∗(−λ)}
=
1
4iλ
{
eiλpiΦ(λ)− e−iλpiΦ(−λ) + eiλpi (v˜(−λ)v˜∗(−λ)− Φ(−λ))
−e−iλpi (v˜(λ)v˜∗(λ)− Φ(λ)) + eiλpiv˜(λ)v˜∗(−λ)− e−iλpiv˜(−λ)v˜∗(λ)}
=
1
4iλ
{
Φ(λ)
(
eiλpi + e−iλpi
)− Φ(−λ) (eiλpi + e−iλpi)+ v˜(λ) (eiλpiv˜∗(−λ)
−e−iλpiv∗(λ))+ v˜(−λ) (eiλpiv˜∗(−λ)− e−iλpiv˜∗(λ))}
which proves (1.26). 
As a result, we arrive at the following statement.
Theorem 1 The representation
∆(α, λ) = ∆(0, λ) +
α
2iλ
(R(λ)− R(−λ)) (1.27)
is true for the characteristic function (1.17), where R(λ) is expressed via v˜(λ)
(1.19) and Φ(λ) (1.22) by the formula
R(λ)
def
=
(
1− e−iλpi) {Φ(λ) (1− eiλpi)− v˜(λ)v˜∗(λ)} . (1.28)
P r o o f. The relations (1.17), (1.20), (1.21), (1.26) imply
∆(α, λ) = ∆(0, λ) +
α
2iλ
{
v˜(λ)v˜∗(λ)− v˜(−λ)v˜∗(−λ) + eiλpiv˜(λ)v˜∗(−λ)
−e−iλpiv˜(−λ)v˜∗(λ)− (Φ(λ)− Φ(−λ)) (eiλpi + e−iλpi)− v˜(λ)eiλpiv˜∗(−λ)
+v˜(λ)e−iλpiv˜∗(λ)− v˜(−λ)eiλpiv˜∗(−λ) + v˜(−λ)e−iλpiv˜∗(λ)
−2 [v˜(λ)v˜∗(λ)− Φ(λ)− v˜(−λ)v˜∗(−λ) + Φ(−λ)]} = ∆(0, λ)
+
α
2iλ
{
v˜(λ)v˜∗(λ)
(−1 + e−iλpi)− v˜(−λ)v˜∗(−λ) (−1 + eiλpi)
+(Φ(λ)− Φ(−λ)) (1− eiλpi) (1− e−iλpi)} .
Similarly to (1.4), the function ∆(α, λ) satisfies the relations
∆(α, λ) = ∆(α,−λ); ∆∗(α, λ) = ∆(α, λ). (1.29)
The first equality is a corollary of formula (1.27). To prove the second equality,
we calculate
R∗(λ) =
(
1− eiλpi) (1− e−iλpi)Φ∗(λ)− (1− eiλpi) v∗(λ)v(λ)
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=
(
1− eiλpi) (1− e−iλpi) (v∗(λ)v(λ)− Φ(λ))− (1− eiλpi) v∗(λ)v(λ)
= − (1− eiλpi) (1− e−iλpi)Φ(λ) + (1− e−iλpi) v∗(λ)v(λ)
= − (1− e−iλpi) {(1− eiλpi)Φ(λ)− v∗(λ)v(λ)} = −R(λ),
hence it follows that ∆∗(α, λ) = ∆(α, λ).
1.4. Let us find the eigenfunctions of the operator L (1.9). We find a(λ)
from formula (1.15),
a(λ) = − 2b(λ)
∆(0, λ)
N(λ)
∆(0, λ)
,
then from (1.12) we obtain
u(λ, x) =
2b(λ)
∆(0, λ)
− N(λ)λ ·∆(0, λ)2 sin λpi2 cosλ(pi2 − x)+
x∫
0
sinλ(x− t)
λ
v(t)dt
+
sinλ(pi − x)
λ
x∫
0
cosλtv(t)dt+ cosλx
pi∫
x
sinλ(pi − t)
λ
v(t)dt
 .
(1.30)
Since
N(λ) =
1
i
sin
λpi
2
[
v˜(λ)e
iλpi
2 − v(−λ)e− iλpi2
]
= 2 sin
λpi
2
pi∫
0
sinλ
(pi
2
− t
)
v(t)dt,
then
− N(λ)
λ ·∆(0, λ)2 sin
λpi
2
cosλ
(pi
2
− x
)
= − cosλ
(pi
2
− x
) pi∫
0
sinλ
(
pi
2 − t
)
λ
v(t)dt,
and after elementary transformations from (1.30) we find the form of eigenfunctions
of the operator L (1.9).
Theorem 2 To each zero λ = λk(α) 6∈ σ (L0) (1.6) of the characteristic
function ∆(α, λ) (1.27) there corresponds an eigenfunction of the operator L
(1.9),
u(λ, x) =
x∫
0
cosλ
(pi
2
− x+ t
)
v(t)dt+
pi∫
x
cosλ
(pi
2
− t+ x
)
v(t)dt. (1.31)
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2 Abstract formulation of the problem. Spectrum of the operator
L
2.1. Consider in a Hilbert spaceH a self-adjoint operator L0 with dense domain
D (L0), spectrum of which consists of the eigenvalues zk of spectral multiplicity
σ (L0) = {zk ∈ R; k ∈ Z+} (2.1)
assuming that numbers zk are numbered in increasing order and do not have
finite limit points, i. e., zk →∞ (k →∞). To an eigenvalue zk there corresponds
an eigenspace Gk of finite dimension, dimGk = mk < ∞. Further, we assume
that mk ≤ m <∞ (∀k). Spectral decomposition of the operator L0 is
L0 =
∞∑
k=0
zkEk, (2.2)
where Ek are the orthoprojectors onto Gk and EkEs = δk,sEk. Resolvent
RL0(z) = (L0 − zI)−1 of the operator L0 (2.2) equals
RL0(z) =
∑
k
Ek
zk − z . (2.3)
Similarly to (1.9), we define the self-adjoint operator
L = Lα
def
= L0 + α〈·, v〉v, (2.4)
where α ∈ R, v ∈ H, and domains of the operators L and L0 coincide. Resolvent
RL(z) = (L− zI)−1 of the operator L is expressed via the resolvent RL0(z) by
the formula
RL(z)f = RL0(z)f − α
〈RL0(z)f, v〉
1 + α 〈RL0(z)v, v〉
·RL0(z)f (2.5)
(f ∈ H), and taking (2.3) into account we obtain
RL(z)f =
∑
k
fk
zk − z −
α
∑
s
〈fs, vs〉
zs − z
1 + α
∑
s
‖vs‖2
zs − z
·
∑
k
vk
zk − z , (2.6)
where fk = Ekf , vk = Ekv are projections of f and v onto the subspace Gk.
Residue of the function RL(z)f in the point z = zp equals
res
zp
RL(z) = fp − 〈f, vp〉 vp‖vp‖2
def
= f 1p .
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Hence it follows: 1) if vp = 0, then the totality f
1
p (= fp) runs through all the
subspace Gp, when f ∈ H, and consequently spectral multiplicity of zp equals
mp; 2) for vp 6= 0, the vectors f 1p belong to Gp and are orthogonal to vp, and thus
the totality of f 1p forms the subspace G
1
p in Gp of dimension mp − 1. Therefore
it is natural to distinguish two not-intersecting subsets in σ (L0) (2.1):
σ0
def
= {zk ∈ σ (L0) : vk = 0} ;
σ1
def
= {zk ∈ σ (L0) : vk 6= 0, mk > 1} .
(2.7)
It is obvious that σ0 and σ1 belong to the spectrum of the operator L (2.4), σ0,
σ1 ⊂ σ(L), besides, spectral multiplicities of the points zk ∈ σ0 do not change
and equal mk, and for zk ∈ σ1 spectral multiplicities decrease by 1 and equal
mk − 1. Formula (2.6) implies that zeroes of the function
Q(z)
def
= 1 + α 〈RL0(z)v, v〉 = 1 + α
∑
k
‖vk‖2
zk − z (2.8)
belong to the spectrum σ(L) of the operator L, besides, summation in (2.8) is
carried out by such k that zk ∈ (σ (L0) \σ0). Function Q(z) has simple zeroes
µk ∈ R interchanging with points from the set σ (L0) \σ0. This set of zeroes
{µk} we denote by σ2,
σ2
def
= {µk : Q (µk) = 0} . (2.9)
A number µk may coincide with some zs from σ0, i. e., σ2 ∩ σ0 6= ∅, and in this
case spectral multiplicity of zs increases by 1 and equals ms + 1.
Theorem 3 If spectrum σ (L0) (1.1) of a self-adjoint operator L0 is discrete,
besides, spectral multiplicities of the eigenvalues zk equal mk < m < ∞ (∀k)
and σ (L0) does not have finite limit points, then spectrum σ(L) of the operator
L (2.4) is the union of four non-intersecting sets,
σ(L) = {σ0\ (σ0 ∩ σ2)} ∪ {σ2\ (σ0 ∩ σ3)} ∪ {σ0 ∩ σ2} ∪ σ1, (2.10)
besides, (i) spectral multiplicity mk of the points zk from σ0\ (σ0 ∩ σ2) remains
unchanged and σ0 is given by (2.7);
(ii) the points µk from σ2\ (σ0 ∩ σ2) have spectral multiplicity 1 and σ2 is
given by (2.9);
(iii) the points zk from σ0∩σ2, which coincide with zeroes µs of the function
Q(z) (2.8), have spectral multiplicity mk + 1;
(iv) the points zk ∈ σ1 have spectral multiplicity mk − 1;
(v) points of the sets σ2 and σ (L0) \σ0 alternate.
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Remark 2 If points of the specrum zk ∈ σ (L0) (2.1) of the operator L0 satisfy
the separability property
inf
k
(zk+1 − zk) = d > 0, (2.11)
then the set σ0 ∩ σ2 is finite.
If the set σ0 ∩ σ2 is infinite, then there exists the infinite sequence of roots
µkp of the function Q(z) (Q
(
µkp
)
= 0) coinciding with zp from σ0. Formula
(2.8) implies
1 + α
∑
k
‖vk‖2
zk − zp = 0 (∀zp ∈ σ0 ∩ σ2).
Series in this sum converges uniformly by p since |zk − zp| > d and
∑
k
‖vk‖2 <
∞ (v ∈ H). Proceeding to the limit as p →∞ and considering that zp → ∞,
we obtain 0 = 1, which is impossible.
Remark 3 Spectrum σ (L0) (1.6) of the operator L0 (1.1), (1.2) has separability
property (2.11) and every eigenvalue zk(0) (1.6) has finite spectral multiplicity
mk = 2 (k ≥ 1), m0 = 1. Therefore Theorem 3 is true for L (1.9). For the
convenience sake, we formulate it separately.
Theorem 4 Spectrum σ(L) of the operator L (1.9) is the union of four non-
intersecting sets,
σ(L) = {σ0\ (σ0 ∩ σ2)} ∪ {σ2\ (σ0 ∩ σ2)} ∪ {σ0 ∩ σ2} ∪ σ1. (2.12)
Besides,
(i) spectral multiplicity (m0 = 0, mk = 2, k ≥ 1) of the points zk(α) =
zk(0) from σ0\ (σ0 ∩ σ2) remains unchanged;
(ii) the points zk(α) = µk ∈ σ2\(σ0 ∩ σ2) have multiplicity 1;
(iii) the set σ0 ∩ σ2 is finite and its points zk(α) = zk(0) = µp ∈ σ0 ∩ σ2
have multiplicity mk = 3 (k ≥ 1) and m0 = 2 (k = 0);
(iv) the points zk(α) = zk(0) ∈ σ1 (2.7) have multiplicity 1;
(v) the points µk from σ2 (2.9) alternate with the points zk(0) from σ (L0) \σ0.
This theorem implies the description of eigenfunctions of the operator L
(1.9).
Theorem 5 In accordance with decomposition (2.12) of the spectrum σ(L),
eigenfunctions of the operator L (1.9) are as follows:
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(i) to the points zk(α) = zk(0) ∈ σ0\ (σ0 ∩ σ2) there correspond the two-
dimensional eigenspaces Gk (1.7), for zk(0) = 4k
2 (k ≥ 1), and the one-
dimensional eigenspace
{
ξ
1√
pi
}
, for zk(0) = 0;
(ii) to the eigenvalues zk(α) = µk ∈ σ2\ (σ0 ∩ σ2) there correspond the
eigenfunctions u
(√
µk, x
)
(1.31), where µk are zeroes (2.9) of the function
Q(z) (2.8);
(iii) to the points zk(α) = zk(0) = µp ∈ σ0 ∩ σ2 there corresponds the
eigenspace span
{
Ek + u
(√
µp, x
)}
;
(iv) to the eigenvalues zk(0) ∈ σ1 there correspond the eigenfunctions(
c2k + s
2
k
)−1/2 (
sk
√
2
pi
cos 2kx− sk
√
2
pi
sin 2kx
)
, where sk =
〈
v,
√
2
pi
sin 2kx
〉
,
ck =
〈
v,
√
2
pi
cos 2kx
〉
.
2.2. Let us study in detail the function Q(z) (2.8) characterizing change of
the spectrum of the operator L0 under the one-dimensional perturbation (2.4).
We express the function Q
(
λ2
)
via the characteristic functions ∆(α, λ) and
∆(0, λ).
If RL0
(
λ2
)
f = y, then L0y− λ2y = f , this coincides with equation (1.10),
the solution to which is given by (1.11). We find a(λ) from the second boundary
condition for y(λ, x) and after some elementary transformations we obtain that
y(λ, x) =
(
RL0
(
λ2
)
f
)
(x) = − 1
2λ sin
piλ
2

x∫
0
cosλ
(pi
2
− x+ t
)
f(t)dt
+
pi∫
x
cosλ
(pi
2
− t+ x
)
f(t)dt
 .
(2.13)
Hence
〈
RL0
(
λ2
)
v, v
〉
= − 1
2λ sin
piλ
2

pi∫
0
x∫
0
cosλ
(pi
2
− x+ t
)
v(t)dtv(x)dx
+
pi∫
0
pi∫
x
cosλ
(pi
2
− t+ x
)
v(t)dtv(x)dx
 = − 1
4λ sin
piλ
2
eiλpi2
pi∫
0
x∫
0
eiλtv(t)dt
13
×e−iλxv(x)dx+ e−iλpi2
pi∫
0
x∫
0
e−iλtv(t)dteiλxv(x)dx+ eiλ
pi
2
pi∫
0
pi∫
x
e−iλtv(t)dt
×eiλxv(x)dx+ e−iλpi2
pi∫
0
pi∫
x
eiλtv(t)dte−iλxv(x)dx
 =
= − 1
4λ sin
piλ
2
{
eiλ
pi
2Φ∗(−λ) + e− iλpi2 Φ∗(λ) + eiλpi2Φ(λ) + e− iλpi2 Φ(−λ)
}
in view of definition (1.21) of the function Φ(λ). Relation (1.25) yields〈
RL0
(
λ2
)
v, v
〉
= − 1
4λ sin
λpi
2
{
eiλ
pi
2 (v˜(−λ)v˜∗(−λ)− Φ(−λ))
+e−
iλpi
2 (v˜(λ)v˜∗(λ)− Φ(λ)) + eiλpi2Φ(λ) + e− iλpi2 Φ(−λ)
}
= − 1
4λ sin
λpi
2
{
e
iλpi
2
[
v˜(−λ)v˜∗(−λ)− (1− e−iλpi)Φ(−λ)]
+e−
iλpi
2
[
v˜(λ)v˜∗(λ)− (1− eiλpi)Φ(λ)]} .
Taking (1.28) into account, we obtain
1 + α
〈
RL0
(
λ2
)
v, v
〉
= 1− α
4λ sin
λpi
2
{
− e
− iλpi
2
1− e−iλpiR(λ)−
e
iλpi
2
1− eiλpiR(−λ)
}
= 1 +
α
4λ sin
λpi
2
 12i sin λpi
2
R(λ)− 1
2i sin
λpi
2
R(−λ)

= 1 +
α
2iλ∆(0, λ)
{R(λ)−R(−λ)} = ∆(α, λ)
∆(0, λ)
,
in view of (1.27).
Theorem 6 The function Q
(
λ2
)
(2.8) is expressed via the characteristic function
∆(α, λ) (1.27) of the operator L (1.9) by the formula
Q
(
λ2
)
=
∆(α, λ)
∆(0, λ)
(2.14)
where ∆(0, λ) is the characteristic function (1.3) of the operator L0 (1.1), (1.2).
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3 Structure of the function Q(z)
3.1. In order to obtain the multiplicative expansion of the characteristic function
∆(α, λ) (1.27), we use the well-known statements. Let us recall [9] that a
function f(λ) is of class C (Cartwright) if
(a) f(λ) is an entire function of exponential type;
(b) the integral ∫
R
ln+ |f(x)|
1 + x2
dx <∞ (3.1)
converges. The function ∆(α, λ) (1.27) is of class C. So the Paley – Wiener
theorem for v˜(λ) (1.19) and Φ(λ) (1.22) implies that ∆(α, λ) satisfies condition
(a). Convergence of integral (3.1) follows from analyticity and boundedness of
the function R(λ) (1.28).
Indicator diagram [9] of the function ∆(α, λ) coincides with the segment of
imaginary axis
[
−ih∆
(
−pi
2
)
, ih∆
(pi
2
)]
, besides, h∆
(
−pi
2
)
= h∆
(pi
2
)
in view
of |∆(α, iy)| = |∆(α,−iy)| (1.29). The next statement follows from the more
general Cartwright – Levinson theorem [9].
Theorem 7 [9]. For any function f(λ) of class C such that f(0) 6= 0 and
h∆
(
−pi
2
)
= h∆
(pi
2
)
,
f(λ) = f(0) lim
R→∞
∏
|ak|<R
(
1− λ
ak
)
,
where {ak}∞1 are roots of the function f(λ).
Relations (1.27), (1.28) imply that ∆(α, 0) = −αpi |v˜(0)|2 6= 0. Applying
Theorem 7 and taking (1.29) into account, we obtain
∆(α, λ) = A
∏
k
(
1− λ
2
zk(α)
)
(3.2)
where zk(α) = λ
2
k(α) and λk(α) are zeroes of ∆(α, λ). Equalities (2.8), (2.14)
yield
1 + α
∑
k
‖vk‖2
zk(0)− z =
A
∏
k
(
1− z
zk(α)
)
4 sin2
√
z
pi
2
,
and since [9]
sin ξ = ξ
∏
k
(
1− ξ
2
pi2k2
)
; 4 sin2
√
z
pi
2
= pi2z
∏
k
(
1− z
zk(0)
)
,
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then
1 + α
∑
k
‖vk‖2
zk(0)− z =
A
∏
k
(
1− z
zk(α)
)
pi2z
∏
k
(
1− z
zk(0)
)2 .
Using Theorem 4, we obtain
1 + α
∑
k
‖vk‖2
zk(0)− z =
A
∏
k
(
1− z
µk
)
pi2z
∏
k
(
1− z
zk(0)
) (3.3)
where summation in the left-hand side of this equality and product in the
denominator in the right-hand side is carried out only by zk(0) belonging to
σ (L0) \σ0. We obtain the number A from (3.3),
1
A
= lim
y→∞
∏
k
(
1− iy
µk
)
pi2iy
∏
k
(
1− iy
zk(0)
). (3.4)
Calculating the residue at the point zp in equality (3.3), we obtain
α ‖vp‖2 = Aµp − zp(0)
pi2µp
∏
k 6=p
zk(0)
µk
(
1− zk(0)− µk
zk(0)− zp(0)
)
(p 6= 0);
α ‖v0‖2 = −A
pi2
(p = 0).
(3.5)
Theorem 8 The numbers α ‖vp‖2 (p ∈ Z+), where vp = Epv is the projection
of the function v onto the subspace Gp (1.7), are obtained unambiguously from
the spectrum σ(L) (2.12) of the operator L (1.9) using the formulas (3.5).
Remark 4 The number α is calculated from the equalities (3.5) unambiguously
if we initially consider ‖v‖ = 1, i. e.,∑ ‖vp‖2 = 1 (cf. Remark 1). Consequently,
the numbers α and ‖vp‖2 are defined from σ(L) unambiguously.
In the abstract formulation of the problem, when L0 is not necessarily
defined by (1.1), to obtain α and ‖vp‖2 we must know the two spectra σ (L0)
and σ(L).
3.2. Let us present another method of calculation of numbers α ‖vp‖2. To
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do this, we write equality (2.14) as
1 + α
∑
k
‖vk‖2
zk(0)− z =
∆(α, λ)
∆(0, λ)
(
z = λ2
)
, (3.6)
where summation in (3.6) is carried out by those k for which zk(0) ∈ σ (L0) \σ0,
then
α ‖vp‖2 = lim
λ→λp(0)
(
λ2p(0)− λ2
)
∆(α, λ)
∆(0, λ)
. (3.7)
Since λp(0) 6= 0 is the second order zero of ∆(0, λ) and the first order zero of
∆(α, λ), then taking into account that
(
λ2p(0)− λ2
)
∆(α, λ)
∆(0, λ)
= − (λp(0) + λ)
∆(α, λ)−∆(α, λp(0))
λ− λp(0)
∆(0, λ)−∆(α, λp(0))
(λ− λp(0))2
,
from (3.7) we obtain
α ‖vp‖2 = −4λp(0)∆
′ (0, λp(0))
∆′′ (0, λp(0))
.
Hence from ∆′′(0, λ) = 2pi2 cosλpi we find
α ‖vp‖2 = − 2
pi2
λp(0)
∆′ (0, λp(0))
cosλp(0)pi
(λp = 0)
or
α ‖vp‖2 = −4p
pi2
∆′(α, 2p) (p 6= 0). (3.8)
Similarly,
α |v0|2 = − 1
pi2
∆(α, 0) (p = 0). (3.9)
Theorem 9 The numbers α ‖vp‖2 are calculated via the characteristic function
∆(α, λ) (1.27) by the formulas (3.8), (3.9).
4 Inverse problem. Description of inverse problem data
4.1. Theorem 8 and Remark 4 imply that the number α and squares of the
norms ‖vk‖2 of the projections vk = Ekv of the function v onto the spaces Gk
(1.7) are unambiguously found from the spectrum σ(L) of the operator L (1.9).
Due to arbitrariness of an orthonormal basis in Gk, this means that v(x) is
recovered from ‖vk‖2 with a large degree of uncertainty.
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Since
vk = ck(v)
√
2
pi
cos 2kx+ sk(v)
√
2
pi
sin 2kx (4.1)
where
ck(v) =
〈
v(x),
√
2
pi
cos 2kx
〉
, sk(v) =
〈
v(x),
√
2pi sin 2kx
〉
(4.2)
are Fourier coefficients of the function v(x), then
‖vk‖2 = |ck(v)|2 + |sk(v)|2 . (4.3)
We represent L2(0, pi) as an orthogonal sum of subspaces,
L2(0, pi) = L+ ⊕ L− (4.4)
where
L± =
{
f±(x) =
1
2
(f(x)± f(pi − x)) : f ∈ L2(0, pi)
}
. (4.5)
Orthogonality L+ ⊥ L− is a corollary of equalities
f+(pi − x) = f+(x), f−(pi − x) = −f−(x).
Remark 5 Since cos 2kx ∈ L+ and sin 2kx ∈ L−, the Fourier coefficients
(4.2) of the function f± are
ck(f+) = ck(f), sk(f+) = 0;
ck(f−) = 0, sk(f−) = sk(f).
(4.6)
Theorem 8 and Remark 5 implies the following statement.
Theorem 10 The numbers αck(v)|2 and α|sk(v)|2 are unambiguously found
from the two spectra σ (L±) of operators L± = L (α, v±) (1.9) where v± = P±v,
P± are the orthoprojectors onto the subspaces L± (4.5).
Number α and coefficients |ck(v)| and |sk(v)| are calculated from α|ck(v)|2
and α|sk(v)|2 under the condition ‖v‖ = 1 (cf. Remark 4). This allows one to
(ambiguously) recover v. Formula (4.3) implies that instead of spectra σ (L±)
we can take spectra σ(L) and σ (L+) (or σ(L) and σ (L−)).
4.2. In the case of real v, one can unambiguously recover v(x). Formula
(4.2) for a real function v implies
‖vk‖2 = c2k(v) + s2k(v). (4.7)
Consider the function
w(x) = v(x) + x− pi
2
, (4.8)
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and since x− pi
2
∈ L− (4.5), then
ck
(
x− pi
2
)
= 0, sk
(
x− pi
2
)
= −
√
pi
2
1
k
,
therefore
ck(w) = ck(v), sk(w) = sk(v)−
√
pi
2
1
k
,
and thus
‖wk‖2 = c2k(v) + s2k(v)−
√
2pi
k
sk(v) +
pi
2k2
.
Hence from (4.7) we find
sk(v) =
k√
2pi
{
‖vk‖2 − ‖wk‖2 + pi
2k2
}
. (4.9)
Similarly, consider
ŵ(x) = v(x) +
(
x− pi
2
)2
, (4.10)
and taking
(
x− pi
2
)2
∈ L+ (4.5) we obtain
sk
((
x− pi
2
)2)
= 0; ck
((
x− pi
2
)2)
=
√
pi
2
1
k2
(k ≥ 1);
c0
((
x− pi
2
)2)
=
pi5/2
12
,
and thus
sk(ŵ) = sk(v); ck(ŵ) = ck(v) +
√
pi
2
1
k2
(k ≥ 1);
c0(ŵ) = c0(v) +
pi5/2
12
;
therefore
‖ŵk‖2 = c2k(v) +
√
2pi
k2
ck(v) +
pi
2k4
+ s2k(v) (k ≥ 1);
‖ŵ0‖2 = c20(v) +
pi5/2
6
c0(v) +
pi5
144
(k = 0),
and according to (4.7)
ck(v) =
k2√
2pi
{
‖ŵk‖2 − ‖vk‖2 − pi
2k4
}
(k ≥ 1);
c0(v) =
6
pi5/2
{
‖ŵ0‖2 − ‖v0‖2 − pi
5
144
}
(k = 0).
(4.11)
Using Theorem 11, we arrive at the statement.
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Theorem 11 If v(x) is real, then from the three spectra:
(i) spectrum σ(L) (2.12) of the operator L = L(α, v) (1.9);
(ii) spectrum σ (Lw) of the operator Lw = L(α, w) (1.9) where w is given
by (4.8);
(iii) spectrum σ (Lŵ) of the operator Lŵ = L(α, ŵ) (1.9) where ŵ is given
by (4.10);
the numbers αsk(v) and αck(v) are unambiguously found via the formulas (3.5)
and (4.9), (4.11).
Remark 6 Due to the normalization condition ‖v‖ = 1, α2 is determined
by the numbers αsk(v), αck(v), and thus the number α is determined up to
sign which is found from the pattern of intermittency of the numbers µk and
zk(0) ∈ σ(L0)\σ0 (Theorem 4, (v)). Thus, the number α and the real function
v(x) are unambiguously recovered from the three spectra σ(L), σ(Lw), σ(Lŵ).
Instead of the functions
(
x− pi
2
)
∈ L− and
(
x− pi
2
)2
∈ L+, one can take
any other functions f and g from the subspaces L− and L+ (4.5) with non-zero
Fourier coefficients sk(f) and ck(g) correspondingly.
3.4. Let us proceed to the definition of spectral data of the operator L
(1.9). First, we give the formal definition of the set σ(L) (2.12).
Definition 1 Let σ (L0) be a countable set (1.6) with each point of multiplicity
2. We chose a discrete subset A from σ(L0) and no more then countable set of
points B which intermit with the elements of σ(L0)\A. We match every such
pair A, B with the countable set
σ (L0, A, B)
def
= {A\(A ∩B)} ∪ {B\(A ∩B)} ∪ {A ∩B}+ σ1 (4.12)
where σ1 = σ(L0)\{A ∪ {z(0)}}. Becides,
(i) points zk(0) ∈ A\{A ∩B} are of multiplicity 2;
(ii) points µk ∈ B\{A ∩ B} are of multiplicity 1;
(iii) the set A ∩B is countable and its elements are of multiplicity 3;
(iv) points zk(0) ∈ σ1 are of multiplicity 1.
It is more convenient to define the numerical sequences zk(α) which make
up the spectrum σ(L) of the operator L (1.9) in terms of characteristic functions
∆(α, λ) (1.26). Let us proceed to definition of the class of functions which are
characteristic for the operators of the type L (1.9).
Definition 2 Function ∆(λ) is of class JP{zk(0)}, where zk(0) = 4k2 (k ∈
Z+) if
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(i) ∆(λ) is an entire function of exponential type σ (≤ 2pi) such that
|∆(λ)| <∞ as λ ∈ R and ∆(−λ) = ∆(λ), ∆∗(λ) = ∆(λ);
(ii) zeroes {±ak} of the function ∆(λ) (ak 6= 0 ∀k) have the property that
a2k ∈ σ(L0, A, B) (4.12) for some A and B;
(iii) the function
F (z) =
∆(λ)
∆(0, λ)
(λ2 = z) (4.13)
(∆(0, λ) = 2(1− cosλpi) (1.3)) has the property
lim
y→∞F (iy) = 1; (4.14)
(iv) the limit
lim
y→∞ y|F (iy)− 1| <∞ (4.15)
exists.
The function∆(α, λ) (1.26) is of class JP{zk(0)} due to (1.8) and Theorem
4. Condition (4.15) in view of (3.6) provides convergence of the series α
∑
‖vk‖2 <∞,
i. e., the fact that v(x) belongs to the space L2(0, pi).
Theorem 12 If ∆(λ) ∈ JP{zk(0)}, then there exists the operator L (1.9),
characteristic function ∆(α, λ) (1.26) of which coincides with ∆(λ).
P r o o f. Boundedness of ∆(λ) as λ ∈ R implies that the function ∆(λ) is
of Cartwright class C. Using Theorem 7 and structure of the set σ(L0, A, B),
we obtain that
F (z) =
A
∏
k
(
1− z
µk
)
pi2z
∏
k
(
1− z
zk(0)
) , (4.16)
where number A we find from condition (4.14), and µk and zk(0) alternate. We
will use the theorem by M. G. Krein [9].
Theorem 13 (M. G. Krein) In order that a real meromorphic function f(z)
map C+ → C−, it is necessary and sufficient that it is given by
f(z) = c
z − a0
z − b0
∏
k 6=0
(
1− z
ak
)(
1− z
bk
)−1
(4.17)
where bk < ak < bk+1 (k ∈ Z+); a−1 < 0 < b1; c > 0.
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Representation (4.17), with ak < bk < ak+1 (∀k ∈ Z) and b−1 < 0 < a1,
is also true for a real meromorphic function f(z): C+ → C−. Along with the
multiplicative representation (4.17), there exists the additive decomposition [9]
for this class of meromorphic functions.
Theorem 14 (N. G. Chebotarev) Any real meromorphic function f(z): C+ →
C+ has the decomposition
f(z) = az + b− A0
z
+
ω2∑
ω1
Ak
(
1
bk − z −
1
bk
)
(4.18)
where −∞ ≤ ω1 ≤ ω2 ≤ ∞; Ak ≥ 0 (∀k ∈ Z); a ≥ 0, b ∈ R, bk < bk+1
(bk 6= 0, ∀k ∈ Z); the series
ω2∑
ω1
Ak
b2k
<∞
converges.
For real meromorphic functions f(z):C+ → C− there also exists decomposition
(4.18) where a ≤ 0 and Ak ≤ 0 (k ∈ Z+).
Due to the Krein theorem, the function F (z) (4.16) maps C+ → C+ (or
C+ → C−). Using the Chebotarev theorem for F (z), we obtain decomposition
(4.18) where signAk = signA0. Relation (4.14) implies that a = 0 and
b−
∑ Ak
zk(0)
= 1,
therefore
F (z) = 1 +
∑
k
Ak
zk(0)− z ;
∑ |Ak|
zk(0)
<∞.
Using (4.15), we obtain ∑
k
|Ak| <∞.
Designating
α =
∑
k
Ak, ‖vk‖2 = Ak∑
s
As
;
we have
F (z) = 1 + α
∑ ‖vk‖2
zk(0)− z .
It is left to set the function v(x) such that ‖Ekv‖2 = ‖vk‖2 and to define
the operator L = L(α, v) (1.9). Its characteristic function ∆(α, λ), in view of
(2.14), equals ∆(α, λ) = F (λ2)∆(0, λ) = ∆(λ). 
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