Abstract. In this paper, a three-dimensional adaptive finite element method is developed for a variational phase field bending elasticity model of vesicle membrane deformations. Using a mixed finite element formulation, residual type a posteriori error estimates are derived for the associated nonlinear system of equations and, they are used to introduce the mesh refinement and coarsening. The resulting mesh adaptivity significantly improves the efficiency of the phase field simulation of vesicle membranes and enhances its capability in handling complex shape and topological changes. The effectiveness of the adaptive method is further demonstrated through numerical examples.
1. Introduction. This paper presents an adaptive finite element method for the numerical simulation of vesicle membrane deformation based on a phase field bending elasticity model. The vesicle membranes, formed by bilayers of lipid molecules, are simple forms of biological membranes which exist everywhere in life and compartmentalize living matter into cells and subcellular structures, and are essential for many biological functions [38] . The equilibrium shapes of bilayer vesicle membranes have been successfully modeled via the minimization of certain shape energy; see, for instance, [14, 36, 41, 48] , and the references cited therein.
In the isotropic case, the most relevant energetic contribution to the equilibrium membrane geometry is usually the elastic bending energy of the form [11, 12, 41] :
where H is the mean curvature of the membrane surface. The parameter k is the bending rigidity, which can depend on the local heterogeneous concentration of the species (such as protein and cholesterol molecules), but it is mostly assumed to be a constant in this manuscript. Taking a simplified description of the effect of density change and osmotic pressure, it is assumed that the variation of the bending energy is subject to the constraints of specified volume and surface area. More general forms of the bending elastic energy, attributed to Canham and Helfrich, also incorporate effects of surface tension, the Gaussian curvature, and the spontaneous curvature [36, 41] . For the sake of simplicity in our presentation, we only focus on the energy (1.1), though much of our studies can be naturally extended to more general cases including the effect of the spontaneous curvature [20] , the Gaussian curvature [21, 24] , and the vesicle fluid interactions [17, 18] .
Computationally, there are many simulation methods developed for studying various deforming interface problems, such as the boundary integral and boundary element methods, immersed boundary and interface methods, front-tracking methods, and level-set methods (see, for instance, [34, 40, 43, 46, 49] , and the references given in [22, 23] ). For bending elasticity models, applications of these types of methods can also be found in [6, 28, 32, 53] . The phase field model can be viewed as a physically motivated level-set method; this is by virtue of its energy-based variational formalism. One of the main attractions to use the phase field method is its capability of easily incorporating the complex morphological changes of the interface, in particular, the changes in both topological and geometrical structures. For more detailed discussions, we refer to [22, 23] , and the references given there.
In [22] , a finite difference method was used to study the energy-minimizing vesicle membrane in the three-dimensional axis-symmetric case. In [23] , a Fourier spectral method was used to study the full three-dimensional case. Parallel implementation of such a spectral approach was also carried out to improve the computational efficiency. The various simulation examples given in the earlier studies demonstrated the effectiveness of the phase field approach. However, in the three-dimensional case, the high computational cost remains a formidable challenge in making the phase field simulation efficient. Indeed, the phase field function is defined on the whole physical domain, and it changes rapidly only near the transition layer around the membrane surface (the zero level set of the phase field function). Hence, uniform computational grids are generally not optimal, and it is natural to consider the application of adaptive finite element methods based on a posteriori error estimators [2, 3, 50] . We anticipate that adaptivity based on effective error estimations could make the phase field simulation much more efficient computationally and yet retain the advantage of being able to avoid the explicit tracking of the interfaces. This is indeed confirmed by the present work.
In the adaptive method presented in this paper, a mixed finite element method (FEM) is used to discretize the phase field bending elasticity model. A residualtype a posteriori error estimator is derived for the development of the adaptive FEM algorithm. Effectively, the nodes of the adaptive mesh are concentrated near the interface (the membrane surface) so that the number of nodes is significantly reduced compared with the number of nodes in the uniform mesh cases, while the resolution of the numerical resolution of the adaptive FEM remains at the same level. These numerical results reveal the great potential of using the adaptive FEM to significantly reduce the computational cost of phase field approaches.
Detailed descriptions, analysis, and numerical examples of our adaptive FEM approach are presented in the rest of the paper as follows: in section 2, a brief introduction is given to the phase field bending elasticity model for the vesicle membrane problem. In section 3, we set up a finite element discretization for the model based on a mixed formulation. In section 4, we derive some a posteriori error estimators. In section 5, an adaptive algorithm is outlined along with discussions on other implementation issues involved. In section 6, numerical examples are presented, and finally, in section 7, some concluding remarks are given.
consists of minimizing (1.1) among all surfaces with specified surface area and enclosed volume.
Define the following modified elastic energy:
where is a transition parameter which is taken to be very small compared to the size of the vesicle. In our numerical examples, varies in the same range of that in [23] , that is, taking values generally about 1/40 to 1/200 of the size of Ω to ensure a sufficient level of resolution of the interface and the phase field solution profile.
For a minimizer φ of E(φ), it has been shown that
is the phase field approximation of the mean curvature H of the interface, which behaves like a measure concentrated in the diffuse interfacial layer of the zero level set of φ as goes to zero [23, 25] . Notice that the definition of E(φ) is
with the normalizing factor 1/ accounting for the contribution due to the diffuse interfacial layer. The phase field bending elasticity model is then given by minimizing the above energy E(φ) subject to prescribed values of
Intuitively, it is insightful to consider a special phase field function of the form φ(x) = tanh(
), where d(x, Γ) is the signed distance from a point x ∈ Ω to the surface Γ; the geometric meanings of the energy E and the constraints (2.2) would then become clear. More rigorously, the existence of the minimizer to E(φ) subject to prescribed A(φ) and B(φ) has been established in [25] . Moreover, it has been shown in [19, 51] that under some general ansatz assumptions, as → 0, the minimum of the phase field energy E(φ) with the specified constraints approaches to the minimum of the original energy (1.1), with A(φ) approaching the difference of the outside volume and the inside volume of the membrane surface and B(φ) approaching to 2 √ 2/3 times the surface area of Γ. The previously developed finite difference, finite element, and spectral methods in [22, 23, 25, 26] are based on the above phase field bending elasticity model. Some convergence analysis and a priori error estimates have been given in [25, 26] .
3. The finite element discretization. The variational phase field bending elasticity model described in the previous section is conveniently stated as:
where α and β are given constants, and Ω = [−1, 1] 3 . The well-posedness of the above problem can be found in [19, 25] . The consistency to the original bending elasticity model when → 0 has also been examined in [19, 51] .
To deal with the nonlinear constraints, a penalty formulation can be used. Let
where M 1 and M 2 are penalty constants, and let us introduce
As the penalty constants M 1 and M 2 go to infinity, the minimizer of G goes to the solution of the constrained problem, and λ M and μ M converge to the Lagrange multipliers [22, 25] . For the sake of simplicity, we denote them by λ and μ in the analysis. In the simulations, M 1 and M 2 are taken to be fixed large numbers that assure the convergence of the Lagrange multipliers to within the given numerical accuracy.
To derive the mixed weak formulation [26] , we introduce a function f as
We note that f is a scaled phase field approximation of the mean curvature, and for small other boundary conditions such as the homogeneous Neumann boundary condition on φ may also be used.
Multiplying the equation for f by a test function w ∈ H 1 0 (Ω) and integrating over Ω, after integration by parts, we get
Note that the boundary condition φ = 1 is imposed. Taking the variational derivative of the energy functional, we get
denote the standard L 2 inner product and the L 2 norm on D, respectively, and
Let us define
The weak form of our problem (3.1) is to find (f, φ) with (f, φ − 1) ∈ H 0 such that, for all (v, w) ∈ H 0 , we have
The above weak form leads naturally to a mixed FEM for its numerical solution [26] .
where W is a weight constant to be determined in simulations. Now the problem becomes that of solving
in an abstract form, together with the boundary conditions.
To construct the finite element approximation to the mixed formulation, we take the discrete function space as
where J h is a triangulation of Ω consisting of tetrahedra K, whose diameters h K are bounded above by h = max K∈J h h K , and P 1 (K) denotes the linear function space on element K. The mesh is assumed to be regular so that the standard minimum angle condition is satisfied and the number of adjacent elements to any given element is bounded independently of h. We also assume that the family J h is uniformly regular so that for any K ∈ J h the ratio of the diameter of K and the diameter of the largest ball enclosed in K is uniformly bounded from above by a constant independent of h. The detailed adaptive construction of J h will be described later in the paper. Now, let
h satisfying the boundary conditions and the test function (v h , w h ) ∈ X 0 h , we define the discrete version of F :
Hence the discrete problem is to solve
The solutions of (3.3) and (3.4) depend on the parameters α and β. By normalization, we may always take β = 1(some constant surface area); then the solution of (3.3) may be viewed as a solution branch of
The basic mathematical analysis of the discretized system (such as the existence of solutions and an a priori error estimate, specialized to a piecewise linear element) has been made in [26] . In particular, if there exists a C 1 branch {α, x(α)} of nonsingular solutions of the nonlinear variational problem (3.3) for α ∈ Λ which is a compact interval in R, then for small h there is a unique branch {α, x h (α)} of solutions of (3.4) converging to {α,
, we have the optimal order a priori error estimate
where C is a constant independent of h. While the a priori error analysis can offer theoretical assurance on the convergence of the finite element methods as the mesh size gets smaller and smaller, to implement an adaptive strategy for the finite element approximations, we need a posteriori error estimators. We choose to work with residual-type estimators which are derived in the next section.
A posteriori error estimate.
Adaptive methods often lead to efficient discretization to problems with solutions that are singular or have large variations in small scales. In phase field models, the sharp interface of physical quantities is replaced by regularized phase field functions. However, for a small interfacial width constant , the phase field solutions may display large gradients within the diffusive interfacial region. Thus, adaptivity in the form of mesh refinement and coarsening as well as mesh transformation can greatly improve the efficiency of the numerical approximations of phase field models [10, 27, 37, 44] . A posteriori error estimators are key ingredients in the design of adaptive methods [3] . There have been many existing studies on deriving such estimators for the finite element approximation of linear and nonlinear variational problems and for standard Galerkin and mixed finite element formulations; see, for example, [1, 8, 45, 50] , and the references cited therein.
Let x 0 = (f 0 , φ 0 ) be a solution of a nonlinear operator equation F (x 0 ) = 0. We call x 0 a regular solution if the Frechet derivative DF (x 0 ) is well defined and is a linear homeomorphism; that is, DF (x 0 ) and its inverse are bijective and continuous linear operators. First, using the abstract approximation results from [50] (see also [7] , and particular applications to Ginzburg-Landau-type models [16] , and the phase field bending elasticity model of vesicle membranes presented in [26] ), we immediately get the following.
Proposition 4.1 (see [50] )
To apply the above framework to our problem, one relevant issue is how the various constants γ, Z,Ẑ, and M depend on . We note that obtaining a very precise dependence in general is very difficult, and it remains largely as an open problem due to the nonlinear nature of the problem (see [29, 39, 42] for related discussion). Some crude estimates can be obtained, for example, by noticing that for given f 0 , φ 0 the components of the vector-valued operator DF (f 0 , φ 0 ) contain typical terms like
It is then reasonable to take a typical tanh profile for φ 0 based on the earlier sharp interface limit analysis in [19] and to get estimates on the spectra of such operators. Similarly, one can estimate the Lipschitz constant γ. These estimates, however, are not sharp in general, and future studies are obviously needed to examine such dependence more carefully.
We now continue to derive a posteriori error estimators. Let x h = (f h , φ h ) be a solution of F h (x h ) = 0 and R h be a restriction or projection operator from H to the finite element space. For y ∈ H 0 , by Galerkin orthogonality
, where I h denotes the Clement interpolation [13] . We first note that, for a given element K and a given edge e defined by the triangulation J h , the operator I h has the following properties:
where N (K) denotes the union of K and its neighbor elements and N (e) denotes the union of elements that have e as a face.
Next, we have
where C 1 , C 2 , and C 3 are weights depending on constants in the interpolation inequalities. Without loss of generality, we simply take them to be 1, and the choice of the weight W used in the simulations is described later. We have
We would like to point out that the constant C depends on throughẐ.
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Let us now derive the following estimate.
Proof. Let x h = (f h , φ h ) denote a solution to the discrete problem, and let F 1 and F 2 denote the components of F , that is,
For an element K, let v K denote the element-bubble function given by
where
are the nodal basis functions on K. Since g is a polynomial of degree 3 in K,
Notice that gv K is a polynomial of degree 7 and v K has maximum value 1, so we have
Multiplying (4.4) and (4.5), we get
and denote the face-bubble function by
where {ψ i } 3 1 are the nodal basis functions of K corresponding to the 3 nodes on the face e; then
Hence,
Let |e| be the area of e. The face-bubble function v e has the following properties:
Notice that F 1 (f, φ)(·) is a linear operator; we can choose the sign of v e such that |F 1 (x h )v e | = F 1 (x h )v e . Together with (4.6) and the fact that the size of adjacent elements does not change rapidly, these give us
.
We have
Estimation of the other two terms of η K can be obtained similarly. Hence for every element K, we can find
Since the support of y K 's only overlaps with that of the adjacent ones, we get
This completes the proof of Lemma 4.1.
Combining Proposition 4.1 and Lemma 4.1, we get the following theorem. 
where η K 's are defined as in (4.2).
The above theoretical analysis is used to guide us in the design of effective adaptive algorithms based on the a posteriori error estimator. A few comments are in order: as mentioned earlier, notice that the constants M , γ, C upper , and C lower depend on since the constants γ, Z = ||DF (x 0 )||, andẐ = ||DF (x 0 ) −1 || have such a dependence. Some of these constants rely on a priori information and may not be easily computable; we thus cannot completely assure the reliability and efficiency of the a posteriori error bounds theoretically, though such an issue is typical for many nonlinear variational problems [9] except in some limited cases [54] . Also, the condition ||x h − x 0 || < M is satisfied only when h is small enough which may again, theoretically speaking, require a prohibitively small h, especially in comparison to . In addition, with possibly different constants for the lower and upper bounds in (4.7), the error estimator
may not be asymptotically exact in theory [50] . Nevertheless, our numerical experiments demonstrate that a very effective adaptive algorithm can be implemented for the phase field simulation based on the a posteriori error estimator { K η 2 K } 1 2 as defined by (4.2). The details are to be described in the rest of the paper.
Adaptive algorithm.
From a practical point of view the most interesting objects of the phase field models are related to a narrow transition region near the zero level set of the phase field function, which in our case provides information on the deformed membranes (as well as information on the interactions with external fields where they are present). It is thus easily concluded that some adaptive algorithms may lead to more efficient numerical schemes. We now discuss an adaptive FEM for the phase field bending elasticity model.
The common objective of an adaptive FEM is to generate a mesh which is adapted to the problem such that the error between the finite element solution and the exact solution is within the given error tolerance. Using {M j } j≥0 to represent the various level of meshes generated from the refinement and coarsening procedure, a description of the general adaptive algorithm is outlined below. Naturally, the objective of the marking strategy to be implemented in the above algorithm is to produce an efficient mesh. This is understood generally in the sense that one should provide more degrees of freedom where the error is big and less where the error is small. For linear elliptic problems, adaptive FEM often generates a quasioptimal mesh with nearly equidistributed local errors, but, for nonlinear problems, the lack of resolution of the solution on coarse meshes may lead to some local refinement which is not needed for the final solution, and the mesh could be coarsened again. In the numerical implementation, we use the following marking strategy (where N denotes the number of elements of the current mesh and η is the total error).
Algorithm 5.2. (Marking strategy).

Start with given parameters ref ine f actor > 1 and coarsen f actor < 1 for all element
In our simulations ref ine f actor = 1.4 and coarsen f actor = 0.7. We would like to mention that, during the mesh-updating procedure, elements marked for coarsening are actually coarsened only when the resulting mesh is still conforming. Since the variational problem considered here involves very complex nonlinearities, we next discuss some practical issues encountered in the implementation.
On a given mesh, the minimization of G is carried out using a gradient flow approach [22, 25] . Given φ n and a step size Δt n , the minimizer φ n+1 of 1 2
which is the backward Euler scheme of the gradient flow equation
Given an initial guess, as t → ∞, the dynamic solutions {φ(t)} converge to a steady state which is a critical point of the energy G [4, 15, 35] . The solution of (5.1) at each step is obtained using the nonlinear conjugate gradient (NCG) method. We adjust the time step Δt n so that the NCG method converges in 8-15 steps. This allows efficient computation at each time step without the assembly of Hessian matrices. Several other nonlinear solvers can also be considered, such as the built-in Newton solver in ALBERTA [31] , BFGS-type methods and augmented Lagrange multipliers [28] , multigrid methods [30, 33] , and other time-stepping schemes like the second order scheme in [25] and operator splitting schemes [4] .
Numerical examples.
We now present some numerical examples. Our objectives here are mainly to illustrate the effectiveness of the adaptive methods; thus, most of the computed vesicle shapes are ones which have also been computed by other methods as well [14, 22, 23, 28, 32, 41, 47, 53] . We let the computational domain be [−1, 1] 3 and for simplicity, let the elastic bending rigidity be k = 1. The mesh refinement and coarsening procedure is implemented with the help of the adaptive FEM toolbox ALBERT A [31] .
In the experiments, the weight W in (4.2) is set to be W = 100. To illustrate how this weight is chosen, we first calculate the error estimators for a sphere using a tanh profile. That is, let φ = tanh(
), and start from its finite element approximation (interpolation) on a uniform initial mesh, we refine several times according to the error estimators and then calculate the percentage of the two terms in (4.2). We conduct several experiments with the radius R = 0.8, 0.5, 0.2 and = 0.03, 0.02, 0.01, respectively. It is found that, when W = 1, the first term contributes to about 98% of the total error estimate for all nine cases. Thus, a choice of W = 100 leads to a balance of the two error components. Of course, the tanh function only gives a typical asymptotic profile [19] that provides us some hints on the possible scales of the terms in the error estimator. To validate this choice of weight W in our numerical simulations, a series of tests on numerical solutions are performed for = 0.048 with W ranging from 0.01 to 10, 000. The solution is taken to be an axis-symmetric disc, and the mesh density over the cross section x 2 = 0 is shown in Figure 6 .1, from left to right, for W = 0.01, W = 100, and W = 10, 000, respectively. The case of W = 100 tends to give a more reasonable mesh distribution. Moreover, the simulation results again show that the choice of W = 100 makes the corresponding two terms in the error estimator have comparable magnitude. It turns out that the same can be verified for the other simulations presented in this paper.
The transition width parameter is often assigned several different values in the range of 0.01 to 0.05 so that the results can be compared to ensure the fidelity of the phase field approximation to the sharp surface model [19, 23] . However, to save space, most of the results shown here are for the case of = 0.03. Making further reduction in would not affect the results of the numerically simulated vesicle membrane shapes, although the level of adaptivity will certainly be influenced. Such dependence will be examined in more detail later, and the related analysis also serves to quantitatively measure the effectiveness of the adaptivity algorithm.
Simulating a solution branch with changing excess area. In the membrane simulation community, the excess area of a compact surface Γ is defined as the difference between its area and the area of the sphere having the same volume as that enclosed by Γ, motivated by the fact that the surface with minimum surface area with a given volume is necessarily a sphere. It is known that, for a range of the excess area, a continuous solution branch of energy-minimizing shapes exists, and it undergoes the deformation from a more elliptical shape to that of the discocytes (biconcave shape). We first used our adaptive algorithms to calculate such a solution branch.
Let us take a three-dimensional ellipsoid
as the initial membrane surface, which in general is not energy-minimizing. The initial value of the phase field function φ is assigned according to the formula
where d(x) is the distance from x = (x 1 , x 2 , x 3 ) to the membrane surface.
Since we are mostly interested in the shape of the energy-minimizing surface, the initial value of φ does not have to accurately fit the constraints nor have a good tanh profile. Thus, in our experiments, d(x) is calculated approximately using
We let a = 0.6; the constraints on volume and surface area are chosen by setting α = A(φ 0 ), and β = B(φ 0 ) for different values of b. Beginning with an uniform mesh with 17 3 nodes, we refine the mesh several times according to the error estimator calculated using φ 0 to get the initial mesh, so that α and β provide accurate values of the volume and surface area for the associated level surface.
We have also made various selections of the penalty constants M 1 and M 2 . Based on the experiments, we find that it is adequate to choose the penalty constants M 1 = 100 and M 2 = 10, 000, respectively. With this choice, the volume and surface area constraints are satisfied with less than 0.5% error, and the convergence of the Lagrange multipliers can also be observed. Table 6 .1 provides the numerical estimates to the constraints and the energy values corresponding to the minimizing shapes for different values of b. We can scale the volume of the membrane to be of unit volume since the bending energy is scale invariant. With such a scaling, the rescaled surface areas (denoted by Area 1 ) are calculated, and they are naturally linked to the so-called excess areas described earlier, so that for larger values of b, we have larger excess areas. The results of Table 6 .1 illustrate quantitatively the dependence of the minimum energy with respect to the excess area.
In Figures 6.2-6 .4, the energy-minimizing membrane shapes (obtained by the zero level sets of the phase field functions) are shown, along with some density plots of QIANG DU AND JIAN ZHANG the cross sections of the phase field functions (the red color symbolizes φ = 1 in the exterior of the membrane, while the blue color shows φ = −1 inside the membrane). The three-dimensional sliced views of the densities of the corresponding adaptive meshes are provided (with the red color showing the most refined, or densely packed, meshing region and the blue color for the coarsest meshes; note the difference in the color coding for the solution profile and the mesh density distribution). The deformation to the discocytes for larger values of b is clearly seen from these figures. To get some ideas on what the actual phase field functions look like (not only their zero level set), Figure 6 .5 shows the profile of φ and mesh density on cross sections z = 0 and y = 0 when b = 2.6. For a better view, the profiles of −φ are plotted instead. Figure 6 .6 shows the profile of φ and mesh density for the same solution but with = 0.01. It is clear that the profile is well resolved by the adaptive scheme. We would like to comment on the dependence of the mesh on the curvature of the solution. First, on a heuristic ground, the membrane curvature should play a role in dictating the local mesh refinement, and the impact of the curvature with respect to the resolution of the phase field is affected by the choice of W , as we see in Figure 6 .1. When W = 100, the magnitude of the two terms are comparable (in this case about 2:3 for both = 0.03 and = 0.01). In both Figures 6.5 and 6.6, the mesh density at the two ends is a little higher than that in the middle. To get a better view of the local mesh refinement we zoomed in the upper left of the mesh density and plotted it in Figure 6 .7. The effect of curvature can also be seen clearly in another simulation. Figure 6 .8 shows a stomacytes-shaped energy-minimizing surface and the corresponding mesh density over a cross section where there is a bigger concentration of mesh points in the large curvature region near the axis. Quantitative measures for the efficiency of the adaptive scheme. In many simple contexts, the efficiency of the adaptive method is often illustrated by testing against a known exact solution, and the number of the total degrees of freedom used in the simulation against a certain error tolerance level are compared as a measure for the effectiveness of adaptivity. For our problem, however, the exact solutions in general are not easy to obtain.
We designed two series of simulations to address this issue. First, we take the solution shown in Figure 6 .8, fix , and solve for the same energyminimizing surface using more and more nodes. Instead of studying the relation between the error and the mesh size, we studied the relation between the total number of nodes and the error for the reason that the sizes of the elements vary in an adaptive mesh. Table 6 .2 shows the number of nodes and the estimated errors.
We speculate that, for the estimated error E, a relation to the number of nodes like log(E) ∼ C + δ log(N ) may be expected. A linear regression can then be used to estimate C and δ. The estimated error and the fitted line are shown in Figure 6 .9.
This result shows that the estimated error is on the order of N −0.4723 , which is close to the N −1/2 as projected by theory: since we are using isotropic elements, an almost uniformly structured fine mesh may be expected near the membrane; in this case we should expect the estimated error to be on the order of N −1/2 so that the complexity of the three-dimensional (3D) adaptive FEM is comparable with a 2D uniform mesh. Of course, in the numerical simulations, as shown earlier, the curvature of the membrane still plays a role in dictating the mesh refinement, so that the adaptive mesh in general does not always have the same structure over the whole membrane, thus leading to small variations to the projected order.
Next, the relation between the actual H 1 error and N is provided. The difficulty in getting such a relation is that the actual H 1 error is unknown since no exact solution is available. We first decide to use the solution on the finest mesh as an approximation to the exact solution and compute the differences of the other solutions with it. Table  6 .3 shows the H 1 norm of the differences. In Table 6 .3, f 0 and φ 0 denote the solution of the mesh with 302,107 nodes. Since the error of the solution at the finest level cannot really be ignored, we check to see if asymptotically we have the following dependence:
where N 0 = 302,107 is the number of nodes of the finest mesh. The ratios of the left- hand side and the right-hand side of (6.2) are shown in Table 6 .4, which indicates that (6.2) is a good match of the simulation results with the predicted behavior. Notice that, if we take N 0 to infinity so that (f 0 , φ 0 ) approaches the exact solution, we then get an asymptotic convergence of the H 1 error like ∼ N −1/2 as demonstrated for the estimated error.
Combining the above discussions of the estimated error and the differences between numerical solutions, we see that for a given interfacial width parameter, as we increase the level of numerical resolution, the a posteriori error estimators provided good predictions of the quantitative behavior of the actual numerical error.
To demonstrate the efficiency of adaptive methods more quantitatively as gets smaller and smaller, we borrow ideas from the asymptotic sharp interface limit of the phase field model. By the analysis in [19] and the simulations presented earlier in [22, 23] , we see that a solution to the phase field model typically has a tanh profile and the width of the transition layer is proportional to for small . Suppose we would like to keep the same level of resolution within the transition layer; we expect the size of the elements near the transition layer to be on the order of (we refer to [29, 39, 42] for more detailed analysis on various numerical approximations of similar phase field models and the dependence of the mesh size on the interfacial width for quasi-uniform meshes). In such a case, if uniform meshes are used, the number of nodes would grow at a rate proportional to at least −3 in order to maintain asymptotically the same level of numerical resolution. For an isotropic adaptive mesh with nodes being concentrated near the transition layer, we naturally expect the number of nodes to be proportional to at least −2 . Based on the above observation, we conduct another series of tests to check the theoretical prediction. As the errors cannot be controlled exactly as desired, we scale the number of nodes according to the estimated error under the assumption that the estimated error of the solution is proportional to N −1/2 . We now present the results of a series of ten simulations with different , for the case b = 1.6 and b = 2.4, respectively. Figure 6 .10 shows the number of nodes needed in order to achieve the same accuracy (estimated error) for different values of . The blue "*" symbols are the experimental data, and the blue dashed line is the estimated number of nodes using the formula N = C −2 for the case b = 1.6, while the red "•" symbols are experimental data, and the red solid line is the estimated N corresponding to the case b = 2.4. The plots are in log-log scale, so that a negative slope of −2 (for the dashed and solid lines) is expected and the actual numerical data largely follow the same trend.
These simulation results support the theoretical prediction based on the asymptotic analysis and also serve as a quantitative measurement on the efficiency of the adaptive method.
High genus energy-minimizing vesicles. We also conducted experiments with other values of the parameters and obtained other solutions as shown in [22, 23] . Those results are omitted here. Instead, let us briefly describe a new simulation result computed with the adaptive method. Figure 6 .11 shows the result of one experiment which followed the path of four merging spheres. The transition width parameter is taken to be = 0.04, the volume is constrained to be the same as the initial value, but the area is set to be 90% of the initial value. The initial profile showing the four small spheres appears to be less smooth, and this is due to the coarser meshes implemented in the beginning of the simulation. The reason to fix a slightly reduced surface area is to allow bigger perturbations to the initial profile and to allow the adaptive mesh to make self-adjustment based on the resolution need. As the deformation begins, meshes are adaptively refined and coarsened so that, in the end, there is very good resolution near the equilibrium membrane surface. Topological transformation takes place during the deformation as the spheres merge together. We note, however, that the change of topology may lead to contributions due to the Gaussian curvature energy whose effect has been ignored in the simulation reported here.
The simulated result not only gives evidence to the capability of the phase field method in handling naturally the topological changes in the membranes, but it again confirms the rich variety of the bending energy-minimizing membrane subject to the volume and surface area constraints. We refer to [41, 47] for more discussions on this type of non-axis-symmetric and high topological genus energy-minimizing surfaces.
The experimental findings reported in this section are mostly designed to provide evidence to the effectiveness of the adaptive FEM discussed in this paper. We leave other computational results and their biological relevance to be reported in future works.
7.
Conclusion. The study of vesicle membrane deformation is receiving more and more attention due to its fundamental importance and its close connection with many biological functions. The variational phase field bending elasticity model of vesicle membrane deformations has been demonstrated as an effective approach to study the vesicle membrane deformations [22, 23] . The phase field model requires the simulation of the phase field function in a computational domain enclosing the vesicle membrane. Since the objects of central interest are the membranes themselves and the phase field function also undergoes more significant variations around the membrane surfaces, it is highly desirable to design adaptive numerical algorithms for the phase field bending elasticity model. The three-dimensional adaptive finite element method developed in this paper meets this need. In our adaptive method, the mesh adaptivity is based on a residual-type a posteriori error estimator which is rigorously derived for the associated nonlinear system of partial differential equations. The effectiveness of the method is demonstrated through numerical simulation examples presented here that include the simulations of known solution branches and new high genus vesicles as well as quantitative experimental investigation on the adaptivity efficiency. This constitutes another step forward in making the phased field modeling approach a valuable tool for biophysicists and biologists to study interesting problems related to lipid bilayer membranes.
The phase field bending elasticity models and simulation tools have the potential to be very helpful in the study of the geometry, mechanics, and function of complex lipid membrane systems. Recent extensions have been made to the study of multicomponent vesicles, vesicles with free edges [52] , and membranes interacting with background fluid flows [5, 18] . The extension of the adaptive algorithms to more general cases and other types of error estimators as well as their applications in multiscale modeling of bilayer vesicles and other more biologically realistic membrane models are currently under investigation.
