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1. Introduction
We consider the Liénard differential equations of the form
x¨+ f (x)x˙+ g(x) = 0, (1)
where f , g : R → R are real Ck-functions and the dot denotes, as usual, derivative with respect to the independent vari-
able t . Here k runs over 1,2, . . . ,∞,ω. Of course Cω denotes the class of analytic functions. In what follows we denote
by F and G the two functions such that F ′(x) = f (x), G ′(x) = g(x), F (0) = 0 and G(0) = 0. We can write the differential
equation (1), taking coordinates x and Y = x˙, as the differential system
x˙ = Y , Y˙ = − f (x)Y − g(x), (2)
and in the coordinates x and y = x˙+ F (x), it becomes
x˙ = y − F (x), y˙ = −g(x). (3)
The application of these differential equations to the natural sciences and technology is enormous, and well justiﬁes their
continued study. Moreover as we will see many other systems have transformations which bring them to the form (1)
or to the related systems (2) and (3). The most important recent lines of research in the Liénard differential systems are
the study of the center problem and of their limit cycles, see [6,7,12,20,21] and references therein. In the present paper we
study the integrability problem for such systems.
For the moment a universal deﬁnition of integrability for a dynamical system seems elusive. There exist several deﬁ-
nitions of integrability and it is still an open problem to clarify completely the relationships between them, see [16]. For
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dY
dx
= − f (x) − g(x)
Y
, (4)
and by Proposition 1 given in [10] the Vessiot–Guldbert–Lie algebra associated to the Liénard differential equation (4) has
inﬁnite dimension, and consequently this equation cannot be written as a Riccati differential equation using a change
of variables of the form (x, y) → (x, z = φ(Y )). Hence in the sense of the Lie group analysis (see [1,26,17]) the Lié-
nard differential equation (4) is not integrable. In [10] special coordinate changes of the form (x, y) → (x,Φ(x, Y )) are
used to enlarge a bit the class of Liénard differential equations which can be transformed into a Riccati differential equa-
tion.
From now on we concentrate our attention in the Liénard differential system of the form (3). Let U be the domain
of deﬁnition of system (3). Let ϕ be the Ck ﬂow deﬁned by the differential system (3). We denote by Σ the union of all
separatrices of ϕ , for a deﬁnition of separatrix, see [3,23]. It is known that Σ is a closed invariant subset of U . A component
Ci of U \Σ with the restricted ﬂow ϕ|Ci , is called a canonical region of ϕ . Then the local ﬂow ϕ|Ci has a Ck ﬁrst integral Hi
on every canonical region Ci of ϕ , see [3,19]; i.e. there exists a non-constant Ck function Hi : Ci → R which is constant on
the orbits of the ﬂow contained in Ci , or equivalently (y − F (x))(Hi)x − g(x)(Hi)y |Ci = 0.
Let Σ ′  Σ , where as usual Σ is the set of all separatrices of the differential system (3). Then if system (3) has a
non-constant function H : U \ Σ ′ → R which is constant on the orbits of the ﬂow contained in U \ Σ ′ (or equivalently
(y − F (x))Hx − g(x)Hy = 0 on U \Σ ′), we say that we have a ﬁrst integral of system (3). A planar differential system having
a ﬁrst integral is called integrable.
The objective of the present paper is to study the integrability problem of the Liénard differential equation (1) or of the
equivalent systems (2) and (3). Since for such systems the notion of integrability is based on the existence of a ﬁrst integral
the following natural question arises: Given a differential system (3) how to recognize if this differential system has a ﬁrst integral?,
and how to compute it when it exists?
Currently we cannot yet give an answer to that question and we focus our studies in investigate when the differential
system (3) has a Weierstrass ﬁrst integral or a Weierstrass inverse integrating factor (see the deﬁnitions below).
As usual we deﬁne C[[x]] the set of the formal power series in the variable x with coeﬃcients in C and C[y] the set of
the polynomials in the variable y with coeﬃcients in C. A polynomial of the form
n∑
i=0
ai(x)y
i ∈ C[[x]][y],
is called a formal Weierstrass polynomial in y of degree n if and only if an(x) = 1 and ai(0) = 0 for i < n. A formal Weierstrass
polynomial whose coeﬃcients are convergent is called Weierstrass polynomial, see [2]. We say that a differential system (3) is
Weierstrass integrable if system (3) admits a ﬁrst integral or an inverse integrating factor which is a Weierstrass polynomial.
In [15] is given this deﬁnition in a more general context.
The main objective of this paper is to obtain Liénard differential systems that have Weierstrass ﬁrst integral or a Weier-
strass inverse integrating factor. More precisely: How to recognize the functions f (x) and g(x) for which the second-order ordinary
Liénard differential equation (1) or the equivalent differential system (3) is Weierstrass integrable? This is also a diﬃcult problem,
and we only will be able to provide a partial answer.
The main results on the existence of Weierstrass ﬁrst integrals are stated in Section 3, see Theorem 4 and Proposition 5;
the ones for the existence of Weierstrass inverse integrating factors are given in Section 4, see Theorem 8 and Proposition 9.
In Section 5 there are extensions of Theorems 4 and 8 to a generalized class of Liénard differential systems, see Theorems 10
and 11. Finally two examples of how use our result for ﬁnding Weierstrass integrable Liénard differential systems are given
in Section 6. In Section 2 we see that there exist many differential systems that can be transformed to Liénard differential
systems.
2. Differential systems that can be transformed to Liénard systems
In this section we will see that several kind of planar differential systems can be reduced to study Liénard differential
equations.
Proposition 1. (See [5] and [27, pp. 356–357].) A planar differential system of the form
x˙ = f0(x) − f1(x)y,
y˙ = g0(x) + g1(x)y + g2(x)y2,
with f1(x) = 0, can be transformed into a Liénard differential system (2) doing the change of variables Y = ( f0(x) − f1(x)y)×
exp(
∫ x
(g2(τ ) − f ′ (τ ))/ f1(τ )dτ ).0 1
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to study the limit cycles of a Liénard differential equation, see for instance [11]. Proposition 1 can be generalized to the
following differential systems.
Proposition 2. (See [11].) A planar differential system of the form
x˙ = f0(x) − f1(x)yn,
y˙ = g1(x)y + g2(x)yn+1,
with f1(x) = 0, can be transformed into the Liénard system (2) doing the change of variables Y = ( f0(x)− f1(x)yn)exp(
∫ x
0 (ng2(τ )−
f ′1(τ ))/ f1(τ )dτ ).
Finally the following proposition gives some differential systems (which contain the previous ones) that can be trans-
formed to a generalized Liénard system its proof is straightforward.
Proposition 3. A planar differential system of the form
x˙ = f0(x) − f1(x)yn,
y˙ = g0(x) + g1(x)y + g2(x)yn+1, (5)
with f1(x) = 0, can be transformed into the generalized Liénard system
x˙ = f0(x)h(x) + Yn,
Y˙ = − f (x)Y − g(x),
doing the change of variables Y = y exp(∫ x0 g2(τ )/ f1(τ )dτ ).
In Proposition 3 if we take n = 1 and f0(x) = 0 in system (5), then it is transformed to the Liénard differential system (2).
For this particular case the authors of [7] studied the center problem.
3. Liénard systems with Weierstrass ﬁrst integral
In this section we study the Liénard differential system (3) having a Weierstrass ﬁrst integral.
Theorem 4. The Liénard differential system (3) admits a Weierstrass ﬁrst integral of the form
H = Hs(x)ys + Hs−1(x)ys−1 + · · · + H1(x)y + H0(x), (6)
if the functions Hi(x) for i = 0,1, . . . , s satisfy
H ′s(x) = 0,
H ′s−1(x) = 0,
H ′s−i(x) − F (x)H ′s−i+1(x) − (s − i + 2)g(x)Hs−i+2(x) = 0, for i = 2, . . . , s − 1,
F (x)H ′0(x) + g(x)H1(x) = 0.
Moreover a solution of the previous ﬁrst four differential equations is
Hs(x) = 1,
Hs−1(x) = cs−1,
Hs−2(x) = sG(x) + cs−2,
Hs−3(x) =
x∫
0
[
(s − 1)cs−1g(τ ) + sF (τ )g(τ )
]
dτ + cs−3,
where cs−1 , cs−2 and cs−3 are arbitrary constants.
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Hence, we obtain a recursive differential system to determine the functions Hi(x) for i = 0, . . . , s. The highest power is
ys+1 and its coeﬃcient is H ′s(x) = 0, therefore we can take Hs(x) = 1. The next power of y is ys and its coeﬃcient is
H ′s−1(x) = 0, hence we take Hs−1(x) = cs−1 an arbitrary constant. Substituting these values in the next equation we obtain
H ′s−2(x) − sg(x) = 0 which implies Hs−2(x) = sG(x) + cs−2, where cs−2 is an arbitrary constant. Finally, the next equation is
H ′s−3(x) − (s − 1)cs−1g(x) − sF (x)g(x) = 0 whose solution is given in the statement of the theorem. 
Proposition 5. The Liénard differential system (3) admits a Weierstrass ﬁrst integral of the form (6):
(a) with s = 1 if and only if g(x) = 0,
(b) with s = 2 if and only if g(x) = 0 or c1 + 2F (x) = 0 where c1 is an arbitrary constant,
(c) with s = 3 if and only if g(x) = 0 or c1 + 2c2 + 3F (x)2 + 3G(x) = 0, where c1 and c2 are arbitrary constants,
(d) with s = 4 if and only if g(x) = 0 or
c1 + 2c2F (x) + 3c3F (x)2 + 4F (x)3 + 8F (x)G(x) + 3c3G(x) + 4
x∫
0
F (τ )g(τ )dτ = 0,
where c1 , c2 , c3 are arbitrary constants.
Proof. Following the same arguments as in the proof of Theorem 4 the last equation in each case gives the compatibility
condition given in each statement of the proposition. The arbitrary constants ci are the arbitrary constants of integration of
each function Hi . 
Now we compare the results obtained on the integrability of the Liénard differential systems in Proposition 5 with the
results on integrability of the Liénard differential systems having a center. A center is nondegenerate if their eigenvalues are
purely imaginary.
The next result is due to Poincaré [24,25] and Liapunov [18], see also Moussu [22].
Theorem 6 (Analytic nondegenerate center theorem). The analytic differential system (3) has a nondegenerate center at the origin if
and only if there exists an analytic ﬁrst integral deﬁned in a neighborhood of the origin.
We have the following nice characterization of the nondegenerate centers at the origin for the Liénard differential sys-
tems (3), see for instance [5,6].
Theorem 7 (Center Theorem for analytic Liénard differential systems). Let f (x) and g(x) be analytic functions deﬁned in a neighbor-
hood of zero. Then the Liénard differential system (3) has a nondegenerate center at the origin if and only if f (0) = 0, g′(0) > 0 and
F (x) = Φ(G(x)) for some analytic function Φ(x) such that Φ(0) = 0.
Putting together Theorems 6 and 7 we see that a Liénard differential system (3) with f (x) and g(x) analytic functions,
f (0) = 0 and g′(0) > 0 has a local analytic ﬁrst integral at the origin if and only if F (x) = Φ(G(x)) for some analytic function
Φ(x) such that Φ(0) = 0.
We note that when we have a Weierstrass ﬁrst integral for the Liénard differential systems (3) (see Proposition 5) we
also have relations between the functions f (x) and g(x), but note that in the relationships of Proposition 5 the functions
that appear there do not need to be analytic.
4. Liénard systems with Weierstrass inverse integrating factor
In this section we study the Liénard differential system (3) having a Weierstrass inverse integrating factor.
Theorem 8. The Liénard differential system (3) admits a Weierstrass inverse integrating factor of the form
V = Vs(x)ys + Vs−1(x)ys−1 + · · · + V1(x)y + V0(x), (7)
if the functions V i(x) for i = 0,1, . . . , s satisfy
V ′s(x) = 0,
V ′s−1(x) + Vs(x)F ′(x) − F (x)V ′s(x) = 0,
V ′s−i(x) + Vs−i+1(x)F ′(x) − F (x)V ′s−i+1(x) − (s − i + 2)g(x)Vs−i+2(x) = 0, for i = 2, . . . , s − 1,
V0(x)F
′(x) − F (x)V ′ (x) − g(x)V1(x) = 0.0
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V s(x) = 1,
Vs−1(x) = −F (x) + cs−1,
Vs−2(x) = sG(x) − cs−1F (x) + cs−2,
Vs−3(x) =
x∫
0
F (τ )g(τ )dτ − s
x∫
0
F ′(τ )G(τ )dτ + (s − 1)cs−1G(x) − cs−2F (x) + cs−3,
where cs−1 , cs−2 and cs−3 are arbitrary constants.
Proof. Imposing that system (3) has the inverse integrating factor of the form (6), as in the proof of Theorem 4, we obtain a
polynomial in y whose coeﬃcients must be null. Hence, we obtain a recursive differential system to determine the functions
Vi(x) for i = 0, . . . , s. The highest degree in y is given by ys+1 its coeﬃcient is V ′s(x) = 0. Therefore we also can take
Vs(x) = 1. Substituting this value in the next equation we obtain V ′s−1(x)+ F ′(x) = 0, hence we take Vs−1(x) = −F (x)+cs−1,
where cs−1 is an arbitrary constant. Substituting these values in the next equation we obtain V ′s−2(x)− sg(x)+ cs−1 F ′(x) = 0
which implies Vs−2(x) = sG(x) − cs−1F (x) + cs−2, where cs−2 is another arbitrary constant. Finally, the next equation is
V ′s−3(x)− F (x)g(x)+sF ′(x)G(x)−(s−1)cs−1g(x)+cs−2F ′(x) = 0 whose solution is given in the statement of the theorem. 
Proposition 9. The Liénard differential system (3) admits a Weierstrass inverse integrating factor of the form (7):
(a) with s = 1 if and only if g(x) + c0F ′(x) = 0 where c0 is an arbitrary constant,
(b) with s = 2 if and only if c1g(x) − F (x)g(x) + c0F ′(x) + 2G(x)F ′(x) = 0 where c0 and c1 are arbitrary constants,
(c) with s = 3 if and only if
F (x)2g(x) + 3g(x)G(x) − 4F ′(x)
x∫
0
F (τ )g(τ )dτ + c1g(x) + c2F (x)g(x) − c0F ′(x) − 2c2G(x)F ′(x) = 0,
where c0 , c1 and c2 are arbitrary constants,
(d) with s = 4 if and only if
F (x)3g(x) + 4F (x)g(x)G(x) − 4G(x)F ′(x) + 5(F (x)F ′(x) − g(x))
x∫
0
F (τ )g(τ )dτ + F ′(x)
x∫
0
F (τ )2g(τ )dτ
− 5F ′(x)
x∫
0
F ′(τ )
( x∫
0
F (τ )g(τ )dτ
)
dτ + c1g(x) + c2F (x)g(x) + c3F (x)2g(x) + 3c3g(x)G(x) − c0F ′(x)
− 2c2G(x)F ′(x) − 3c3F (x)G(x)F ′(x) − c3F ′(x)
x∫
0
F (τ )G(τ )dτ + 3c3F ′(x)
x∫
0
G(τ )F ′(τ )dτ = 0,
where c0 , c1 , c2 and c3 are arbitrary constants.
Proof. Using the same arguments as in the proof of Theorem 8 the last equation in each case gives the compatibility
condition given in each statement of the proposition. The arbitrary constants ci are the arbitrary constants of integration of
each function Vi . 
5. Generalized Liénard systems with Weierstrass integrability
In this section we study the generalization of the Liénard differential system (3) given by
x˙ = ϕ(y) − F (x), y˙ = −g(x), (8)
where ϕ(y) is a polynomial of degree k, i.e. ϕ(y) = yk + pk−1 yk−1 + · · · + p0. For system (8) we are going to study the
existence of a Weierstrass ﬁrst integral and the existence of a Weierstrass inverse integrating factor.
Theorem 10. The generalized Liénard differential system (8) with g(x) = 0 admits a Weierstrass ﬁrst integral of the form (6) if and
only if s > k. The case g(x) = 0 is trivial because system (8) has H = y as a ﬁrst integral.
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Hence, we obtain a recursive system of differential equations for determining the functions Hi(x) for i = 0, . . . , s. The highest
power in y is yk+s and its coeﬃcient is H ′s(x) = 0. Therefore Hs(x) = constant that we can take equal 1, i.e. Hs(x) = 1.
The next power of y is yk+s−1 and its coeﬃcient is H ′s−1(x) = 0. The number of equations is k + s + 1 and the number
of functions to be determined is s + 1 with s arbitrary constants of integration. Hence we have k + s + 1 equations with
2s + 1 unknowns. Therefore the system will be compatible if k + s + 1 = 2s + 1 that is k  s. Now we assume that k = s.
The highest power of y is now y2s . With the ﬁrst s + 1 equations we determine Hs, Hs−1, . . . , H0 which take the values
Hs = 1 and Hs−i = cs−i for i = 1, . . . , s, where cs−i are arbitrary constants. The next power of y is ys−1 which has the
following coeﬃcient
F (x)H ′s−1(x) − sg(x)Hs(x) = 0. (9)
Taking into account that H ′s−1(x) = 0 and Hs(x) = 0, expression (9) implies g(x) = 0. 
Theorem 11. The generalized Liénard differential system (8) with g(x) = 0 admits a Weierstrass inverse integrating factor of
the form (7) if and only if s  k. Moreover if k = s the existence of the mentioned inverse integrating factor needs that g(x) =
(ps−1 − cs−1)F ′(x)/s, where cs−1 is an arbitrary constant.
Proof. Imposing that system (8) has the inverse integrating factor (7) we obtain, as in the proof of Theorem 10, a polynomial
in y whose coeﬃcients must be null. Hence we get a recursive system of differential equations for determining the functions
Vi(x) for i = 0, . . . , s. The highest power in y is yk+s and its coeﬃcient is V ′s(x) = 0. Therefore we can take Vs(x) = 1.
The next power of y is yk+s−1 and its coeﬃcient is V ′s−1(x) = 0. The number of equations is k + s + 1 and the number
of functions to be determined is s + 1 with s arbitrary constants of integration. Hence we have k + s + 1 equations with
2s + 1 unknowns. Therefore the system will be compatible if k + s + 1 = 2s + 1 that is k  s. Now we assume that k = s.
The highest power of y is now y2s . With the ﬁrst s equations we determine Vs, Vs−1, . . . , V1 which take the values Vs = 1
and Vs−i = cs−i for i = 1, . . . , s− 1, where cs−i are arbitrary constants. The power ys gives the differential equation V ′0(x) =
F ′(x). The next power of y is ys−1 which has the following coeﬃcient
F (x)V ′s−1(x) − sg(x)Vs(x) − Vs−1F ′(x) + pk−1V ′0(x) = 0. (10)
Taking into account that V ′s−1(x) = 0, Vs(x) = 1 and V ′0(x) = F ′(x), from Eq. (10) we can isolated g(x) =
(ps−1 − cs−1)F ′(x)/s where we have take Vs−1 = cs−1 an arbitrary constant. 
The following proposition shows the type of results that one can obtain using Theorem 11.
Proposition 12. The Liénard differential system
x˙ = yk − F (x), y˙ = −g(x), (11)
with F (x) = cG(x) kk+1 admits a Weierstrass inverse integrating factor of the form
V = yk+1 − cG(x) kk+1 y + kG(x), (12)
where c is an arbitrary constant.
Proof. From the recursive system of differential equations for the functions V i with i = 0, . . . ,k + 1. We obtain Vk = 1,
Vi = 0 for i = 2, . . . ,k, V1 = −F (x) and V0 = kG(x). The last equation gives the compatibility condition F (x) = cG(x) kk+1 ,
where c is an arbitrary constant. Hence straightforward computations show that the inverse integrating factor (12) satisﬁes
the equation
∂V
∂x
x˙+ ∂V
∂ y
y˙ − V
(
∂ x˙
∂x
+ ∂ y˙
∂ y
)
= 0. 
Generalized Liénard systems of the form (11) have been studied in [12] when ϕ , F and g are analytic functions. For
these systems it is studied the center problem and the following result is established.
Theorem 13 (Center Theorem for generalized Liénard differential systems). Consider system (11) where all the involved functions
ϕ , F and g are analytic functions satisfying ϕ(y) = y2m−1 +O(y2m), F (x) = akxk +O(xk+1) and G(x) =
∫ x
0 g(τ )dτ = x2	/2	 +
O(x2	+1), with m, k and 	 being positive integers. Assume that k > 	(2m − 1)/m. Then system (11) has a center at the origin if and
only if there exists an analytic function Φ(x), such that Φ(0) = 0 and satisfying F (x) = Φ(G1/	(x)).
We note that when we have a Weierstrass integrable generalized Liénard differential systems (8) (see Theorems 10
and 11) we also have a relation between the functions f (x) and g(x), but note that in the relationships of Proposition 5 the
functions that appear there do not need to be analytic.
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Example 1. We consider the following system
x˙ = y + x2, y˙ = −x3. (13)
System (13) has a nilpotent center at the origin because the origin is a monodromic singular point and the system is
time-reversible due to it is invariant by the symmetry (x, y, t) → (−x, y,−t). However it has neither a local analytic ﬁrst
integral deﬁned at the origin, nor a formal ﬁrst integral, see the proof in [4]. System (13) was also studied in [8] from
the classical Lie theory point of view showing that it has a generalized nonlinear superposition principle, see also [9]. In
[13,14] using that this nilpotent center is limit of linear type centers, an analytic ﬁrst integral for this system deﬁned in
R2 \ {(0,0)} is computed. System (13) is a Liénard system written in the form (3) where F (x) = x2 and g(x) = x3. Moreover
we are going to see that system (13) veriﬁes the statement (b) of Proposition 9. The resolution of the differential equation
given in the statement (b) of Proposition 9 is F (x) = −c1 + c√c0 + 2G(x) where c0, c1 and c are arbitrary constants.
Hence system (13) veriﬁes the statement (b) of Proposition 9 with c0 = c1 = 0 and c = −
√
2 because G(x) = x4/4 and
F (x) = −2√x4/4 = −2√G(x). Therefore, system (13) has a Weierstrass inverse integrating factor of the form (7) with s = 2.
Straightforward computations give that this inverse integrating factor, up to a constant factor, is V = y2 + x2 y + x4/2.
Example 2. We consider the polynomial differential system
x˙ = y − a
(
−x+ x
3
3
)
, y˙ = −x− a
2x3(x2 − 4)
16
, (14)
with a = 0. System (14) was studied by Wilson in 1964 and is the ﬁrst example of a Liénard system with an algebraic limit
cycle. More precisely system (14) has the invariant algebraic curve
f0(x, y,a) := −4+ x2 + a
2x6
144
− ax
3 y
6
+ y2 = 0
as a limit cycle when 0< |a| < 2. For |a| 2, the invariant algebraic curve f turns out to contain a singular point, and so it
cannot be a limit cycle. Moreover system (14) has two additional invariant algebraic curves
f1, f2 := y − ax
(
x2 − 6
12
)
±
√
a2 − 4
2
x,
which allow to construct a Darboux ﬁrst integral, see [8]. System (14) is also a Liénard system written in the form (3) where
F (x) = a(−x + x3/3) and g(x) = x + a2x3(x2 − 4)/16. Moreover it is easy to see that system (14) veriﬁes the statement (c)
of Proposition 9 with c0 = c1 = c3 = 0 and c2 = −4. Therefore, system (13) has a Weierstrass inverse integrating factor of
the form (7) with s = 3. Straightforward computations give that this inverse integrating factor, up to a constant factor, is
V = f0 f1 f2.
References
[1] J.F. Cariñena, J. Grabowski, G. Marmo, Lie–Scheffers Systems: A Geometric Approach, Napoli Series on Physics and Astrophysics, Bibliopolis, Naples,
2000.
[2] E. Casas-Alvero, Singularities of Plane Curves, London Math. Soc. Lecture Note Ser., vol. 276, Cambridge University Press, Cambridge, 2000.
[3] J. Chavarriga, H. Giacomini, J. Giné, J. Llibre, On the integrability of two-dimensional ﬂows, J. Differential Equations 157 (1999) 163–182.
[4] J. Chavarriga, H. Giacomini, J. Giné, J. Llibre, Local analytic integrability for nilpotent centers, Ergodic Theory Dynam. Systems 23 (2003) 417–428.
[5] L.A. Cherkas, Conditions for the center for certain equations of the form yy′ = P (x) + Q (x)y + R(x)y2, Differ. Equ. 8 (1972) 1104–1107.
[6] C. Christopher, An algebraic approach to the classiﬁcation of centers in polynomial Liénard systems, J. Math. Anal. Appl. 229 (1) (1999) 319–329.
[7] C. Christopher, D. Schlomiuk, On general algebraic mechanisms for producing centers in polynomial differential systems, J. Fixed Point Theory
Appl. 3 (2) (2008) 331–351.
[8] I.A. García, H. Giacomini, J. Giné, Generalized nonlinear superposition principles for polynomial planar vector ﬁelds, J. Lie Theory 15 (2005) 89–104.
[9] I.A. García, J. Giné, Generalized cofactors and nonlinear superposition principles, Appl. Math. Lett. 16 (2003) 1137–1141.
[10] I.A. García, J. Giné, J. Llibre, Liénard and Riccati differential equations related via Lie algebras, Discrete Contin. Dyn. Syst. Ser. B 10 (2–3) (2008) 485–494.
[11] A. Gasull, Differential Equations that can be Transformed into Equations of Liénard Type, Actas del XVLL Colloquio Brasileiro de Matematica, 1989.
[12] A. Gasull, J. Torregrosa, Center problem for several differential equations via Cherkas’ method, J. Math. Anal. Appl. 228 (2) (1998) 322–343.
[13] H. Giacomini, J. Giné, J. Llibre, The problem of distinguishing between a center an a focus for nilpotent and degenerate analytic systems, J. Differential
Equations 227 (2006) 406–426.
[14] H. Giacomini, J. Giné, J. Llibre, Corrigendum to: “The problem of distinguishing between a center and a focus for nilpotent and degenerate analytic
systems”, J. Differential Equations 232 (2) (2007) 702.
[15] J. Giné, M. Grau, Weierstrass integrability of differential equations, Appl. Math. Lett. 23 (2010) 523–526.
[16] A. Goriely, Integrability and Nonintegrability of Dynamical Systems, Adv. Ser. Nonlinear Dynam., vol. 19, World Scientiﬁc Publishing Co., Inc., River
Edge, NJ, 2001.
[17] N.H. Ibragimov, Elementary Lie Group Analysis and Ordinary Differential Equations, Wiley Ser. Math. Methods Practice, John Wiley and Sons, 1999.
[18] M.A. Liapunov, Problème général de la stabilité du mouvement, Ann. of Math. Stud., vol. 17, Princeton University Press, 1947.
[19] W. Li, J. Llibre, M. Nicolau, X. Zhang, On the differentiability of ﬁrst integrals of two-dimensional ﬂows, Proc. Amer. Math. Soc. 130 (7) (2002) 2079–
2088.
J. Giné, J. Llibre / J. Math. Anal. Appl. 377 (2011) 362–369 369[20] J. Llibre, A.C. Mereu, M.A. Teixeira, Limit cycles of the generalized polynomial Liénard differential equations, Math. Proc. Cambridge Philos. Soc. 148
(2009) 363–383.
[21] J. Llibre, C. Valls, On the local analytic integrability at the singular point of a class of Liénard analytic differential systems, Proc. Amer. Math. Soc. 138
(2010) 253–261.
[22] R. Moussu, Une démonstration d’un théorème de Lyapunov–Poincaré, Astérisque 98–99 (1982) 216–223.
[23] D.A. Neumann, Classiﬁcation of continuous ﬂows on 2-manifolds, Proc. Amer. Math. Soc. 48 (1975) 73–81.
[24] H. Poincaré, Mémoire sur les courbes déﬁnies par les équations différentielles, J. Math. 37 (1881) 375–422; Oeuvres de Henri Poincaré, vol. I, Gauthier–
Villars, Paris, 1951, pp. 3–84.
[25] H. Poincaré, Sur l’intégration des équations différentielles du premier order et du premier degré I and II, Rend. Circ. Mat. Palermo 5 (1891) 161–191,
Rend. Circ. Mat. Palermo 11 (1897) 193–239.
[26] P.J. Olver, Applications of Lie Groups to Differential Equations, Grad. Texts in Math., vol. 107, Springer-Verlag, 1986.
[27] Ye Yanqian, et al., Theory of Limit Cycles, Transl. Math. Monogr., vol. 66, Amer. Math. Soc., Providence, RI, 1984.
