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I. INTRODUCTION
Narayanan et al. introduces the concept of a deanonymization attack [1] . A deanonymization attack occurs when a hacker gains access to "seemingly" anonymous text of an author and by using an author identification system (AIS) is able to identify the author based on their writing characteristics [1] - [4] . Narayanan et al. ' s work was only a proof of concept; however, the authors state that they anticipated that hackers would have and be in the process of developing more sophisticated, stronger AISs that would be able to identify authors with greater accuracy. Bowers et al. presented an approach for preserving the anonymity of an author by iteratively applying language translation [5] .
Bowers et al. demonstrates the effectiveness of using iterative language translation (ILT) as a means of concealing one's writing style [5] . The authors applied ILT whereby they translated English text into a foreign language (e.g. Spanish, Chinese, and Arabic) and then back into English iteratively for one, two, and three iterations. Bowers et al. then compared the effectiveness of the ability of ILT to conceal authorship through the use of two well-known AISs [6] , [7] .
Although ILT was shown to be successful at reducing the identification accuracy of the two AISs, the AISs themselves were relatively weak. In this paper, we develop four 'stronger' AISs in an effort to observe the impact that ILT has on preserving author anonymity. Our rationale is that the best way to develop a strong defense (in terms of anonymity preservation) is to develop a strong offense (in the form of an AIS). The remainder of this paper is as follows. Section II describes the two AISs used in Bowers et al. as well as two additional baseline AISs. In Section III, the concept Genetic & Evolutionary Feature Selection (GEFeS) is introduced. GEFeS is applied to the four AISs introduced in Section II in an effort to produce four 'stronger' AISs. Section IV presents our experiments and Section V presents our results. In Section VI, we present our conclusions and future work.
II. FOUR BASELINE AISS
In this section, we introduce four baseline AISs. These AISs are as follows: Uni-Gram, O. de Vel et al., a hybrid which combines the feature sets of Uni-Gram and O. de Vel et al., which we refer to as Hybrid-I, and an AIS that is very similar to the one proposed by Narayanan et al., which combines a large number of author identification features including the features used in Hybrid-I [1] , [2] , [6] , [7] . We referred to this baseline AIS as Hybrid-II.
A. The Uni-Gram AIS
The Uni-Gram AIS presented in this paper was also used by Forsyth [6] . This AIS utilizes 95 features that include letters, numbers, special characters, spaces, etc. The Uni-Gram AIS is based on character frequency. It counts the number of occurrences of each of the 95 features within an author sample. The number of occurrences is then divided by the total number of characters within the sample. This normalized set of character frequencies forms a feature vector (FV) representing an author's writing style. FVs can then be compared with other FVs through the use of a wide variety of distance metrics. The closer two FVs are to one another the more likely their associated text samples are from the same author. Fig. 1 provides a [7] . These features can be described as the characteristics associated with the writing style of a particular author, such as, vocabulary richness and average word length. The 170 stylometric features are shown in Fig. 2 . As with the Uni-Gram AIS, the closer two FVs are to one another the more likely their associated text samples are from the same author.
C. The Hybrid-I AIS
The Hybrid-I AIS is simply the combination of the features from the Uni-Gram AIS and O. de Vel et al. AIS [6] , [7] . This AIS uses a total of 265 features. Nathan Mack, Jasmine Bowers, Henry Williams, Gerry Dozier, and Joseph Shelton
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D. The Hybrid-II AIS
The Hybrid-II AIS is similar to the AIS proposed by Narayanan [1] . This AIS includes the 265 features from the Uni-Gram, O. de Vel et al. AISs (Hybrid-I AIS) as well as 256 extra features in the form of function words and an additional 761 features that come from part-of-speech (POS) parent-child pairs of parse trees created by the Stanford Parser [6] - [8] . An example of a Stanford Parser parse tree is shown in Fig. 3 . Using the parse tree, the Hybrid-II AIS calculates the frequency of each part-of-speech (POS) parent-child pair in a sample text. In total, the Hybrid-II AIS uses 1282 features.
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III. GEFES
Genetic and Evolutionary Feature Selection (GEFeS) is feature selection technique that is based on simulated evolution [9] - [18] . GEFeS is used to evolve feature masks (FMs) in an effort to discover high-performing sub-feature sets. The FMs are used to 'mask out' non-salient features of the FVs that are extracted by the four baseline AISs.
The evolutionary process of GEFeS is as follows. Initially, To classify FVs, a dataset is split into a probe set and a gallery set. The probe set consists of one FV from each subject and the gallery set consists of the remaining FVs. After a FM has been applied on all FVs, each probe FV is compared to the gallery FVs using the Manhattan distance metric (shown in Equation 1 ). The equation takes two FVs, f i and f j , and determines the sum of the absolute value of the difference of feature, y, of each FV. The feature y iterates from 0 to the length of the FM, l.
Once an initial population is generated, two parent FMs are selected from the population via binary tournament selection [16] . Binary tournament selection works by randomly selecting two FMs from the population and the better fit FM is selected to be a parent. This process is repeated to select the second parent. After the two parents have been selected, they are used to create an offspring FM. The offspring FM is created via Uniform Crossover [16] . Gaussian mutation is then applied to the offspring FM [16] . Next, the worst fit FM in the population is replaced with the offspring FM. This process of selecting parent FMs, creating offspring FMs and replacement the worst fit FM in the population is repeated until a user-specified stopping condition has been met. Fig. 4 provides an example of the GEFeS evolutionary process.
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IV. EXPERIMENTS
In our experiments, we used a dataset that consisted of blog text from 1000 respective authors. The samples collected were from a wide variety of online blog sites. Each of the 1000 samples was partitioned into 4 sub-samples with each sub-sample containing 2 paragraphs. Each paragraph contained between 8 and 10 sentences. For each author, the first sub-sample was placed in a probe set while the last three sub-samples of that particular author were placed in a gallery set. 
A. Experiment I: English to English
In this experiment, the dataset described above was further split into three subsets: a training set consisting of the text associated with the first 334 authors, a validation set consisting of the text associated the next 333 authors, and a test set consisting of the text associated with the final 333 authors. This experiment is referred to as 'English to English' (denoted by E-E) because for each author the associated probe and gallery instances are the original text of the author. This experiment will be used to determine the relative strength of the eight AISs based on their author identification accuracy.
B. Experiment II: Iterative Language Translation
In this experiment, all of the gallery instances were translated into Spanish, Chinese, or Arabic and then translated back into English. The process was repeated from 1 to 3 iterations and resulted in the following datasets: E-ESE, E-ECE, E-EAE, E-ESESE, E-ECECE, E-EAEAE, E-ESESESE, E-ECECECE, and E-EAEAEAE. These datasets were used to determine the effectiveness of ILT in concealing an author's identity.
V. RESULTS

A. Results of Experiment I: English to English
Each of the four baseline AISs were applied to the test set. Each of the four GEFeS-based AISs (denoted as Baseline+GEFeS) trained on the training set for a total of 2000 function evaluations (FEs). This was repeated for a total 5 runs. The validation set was used for cross-validation in an effort to reduce overfitting [16] . GEFeS was an instance of a Steady-State Genetic Algorithm implemented in X-TOOLSS [15] , [19] . GEFeS evolved a population of 20 FMs. The initial population was biased so that 70% of the features for each candidate FM were turned on. Table I provides the performance results of the eight AISs. The first column represents the type of AIS, Baseline or Baseline+GEFeS. The last four columns represent the four variants of AIS. The performances across the Baseline row of Table I are the baseline performances for each of the AISs. For each cell of the Baseline+GEFeS row, the top number represents the performance of the best FM evolved over the 30 runs of GEFeS while the number in the parentheses represents the average performance of the best FM evolved on each run.
In Table I , one can see that the baseline performances are weak in terms of identification accuracy. The best performing baseline AIS is the Uni-Gram AIS. This result is interesting because the AIS proposed by Narayanan et al. had an accuracy of approximately 20% on their dataset. This could be due to the fact that, in Narayanan et al. each sample consisted of at least 8 paragraphs (at least 7,500 characters) while each sample in our dataset consisted of just 2 paragraphs (of 8 to 10 sentences) [1] . Also our dataset consisted of one blog post per author while the dataset in Narayanan et al. used an average of 24 blog posts [1] .
In Table I , one can see that the application of feature selection via GEFeS dramatically increases author recognition accuracy across all baseline AIS variants. Hybrid-II+GEFeS has the best overall performance. Fig. 5 and Fig. 6 provide a ROC curve and Log-Log curve for the performances of Hybrid-II baseline and Hybrid-II+GEFeS. For both curves, one can see that Hybrid-II+GEFeS has better performance. 
B. Results of Experiment II: The Application of ILT
For the results presented in this section, the best feature masks of the Baseline+GEFeS variants were taken and applied to the test sets whose gallery samples were iteratively translated into a foreign language and then back into English. Fig. 7-Fig. 10 show the effect that ILT has on the four stronger AISs namely: Uni-Gram+GEFeS, O. de Vel+GEFeS, Hybrid-I+GEFeS, and Hybrid-II+GEFeS. In each of the Figs., the y-axis represents author identification rate while the x-axis represents the number iterations of language translation that was applied. Fig. 6 . The log-log curve of the performances of the hybrid-II AIS and the hybrid-II+GEFeS AIS on the English-to-English experiment. In Fig. 7-Fig. 10 , one can see that ILT dramatically reduces author identification accuracy. The results in the Figs also show that iteratively translating into Arabic and then back into English is the most effective means of concealing an author's identity. Spanish-based and Chinese-based ILT have very similar performances with Chinese-based ILT having a slightly better performance. Across Fig. 7-Fig. 10 , one can see that a single iteration of ILT seems to be associated with the largest drop in author identification rate.
VI. CONCLUSION AND FUTURE WORK
In this paper, we developed four 'stronger' AISs that incorporated GEFeS-based feature selection. The results show that GEFeS-based AISs outperforms their associated baseline AISs with Hybrid-II+GEFeS being the best performer. The results show that ILT is quite effective in concealing the identity of an author, despite using an AIS (in the form of Hybrid-II+GEFeS) that is at least 4 times stronger than the AIS (the Uni-Gram AIS). Our future work will be devoted towards: 1) developing stronger AISs and 2) developing better methods for protect the anonymity of an author.
