Abstract. The Gilman-Maskit algorithm for determining the discreteness or non-discreteness of a two-generator subgroup of PSL 2 R terminates with a pair of generators that are Farey words [1] . The Farey words are primitive words that are indexed by rational numbers and infinity. The so called E-words [6] , primitive words with palindromic or palindromic product forms, are also indexed by rational numbers and infinity. We produce a modification of the Gilman-Maskit algorithm so that the stopping generators are Ewords.
Introduction
Every primitive word in a rank-2 free group is conjugate either to a unique palindrome or to a product of two palindromes. An E-word is either the unique palindrome in the conjugacy class of the word or a product of two palindromes that have appeared earlier in what is known as the E-enumeration scheme. Here we present two alternative ways of producing and studying the E-words defined in [6] first by defining rational numbers which we call orphans and second by defining a new string of integers which we call an E-sequence that comes from modifying the Gilman-Maskit algorithm in [1] . Applications of the Esequence mainly give comparisons of the Keen-Series Farey words with E-words.
By studying the mapping classes of a punctured torus, one concludes that the primitive elements of a rank-2 free group can be indexed, up to conjugacy, by rational numbers and infinity. Gilman and Keen [6] derived an iteration method that takes a rational number and gives back a primitive element of the rank-2 free group F 2 with the option of providing its primitive associate. This iteration terminates on two conditions: when the argument or input is either 0 or ∞.
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In Section 2, an alternative but equivalent conditions for terminating the recursive iteration is shown. Particularly, the enumeration scheme can be terminated on two other conditions: when the input is either an integer or the reciprocal of an integer. This result helps in implementing the E-enumeration in a program one would call an E-word Calculator. A sample source code can be found on https://github.com/andrewsilverio/EwordsEnumeration.
Our next result is to construct an alternative definition of an E-word by deriving a new iteration scheme from the Gilman-Maskit algorithm [1] . The Gilman-Maskit algorithm for determining the non-discreteness or discreteness of a two-generator subgroup of PSL 2 R stops with a pair of generators that are Farey words unless it encounters a non-primitive elliptic generator, in which case the group is not free. The Farey words are primitive words that are indexed by rational numbers and infinity. The E-words, which are primitive words with either a palindromic form or a palindromic product form, are also indexed by rational numbers and infinity. In Section 3, the Gilman-Maskit algorithm is modified so that the stopping generators are E-words.
The Gilman-Keen enumeration scheme begins with a pair of primitive generators and indexes any other primitive word by splitting a given rational number into the Farey sum of two other rational numbers. It keeps on splitting the other rational numbers until it encounters an E-word that correspond to either 0 or ∞, the rationals that correspond to the initial primitive pair. Both the modification in Section 2 and the original definition of the enumeration scheme in [6] take a continued fraction expansion [a 0 ; a 1 , a 2 , . . . , a k ], starts with a k , decrements it until a k = 0, then decrements a k−1 , and runs down to a 0 . The difference between these two is that the alternative procedure, using the new orphans, terminates the recursion at [a 0 ; 1] whereas the original definition keeps on with the recursion. On the other hand, our modified Gilman-Maskit algorithm equipped with E-sequence takes the same continued fraction expansion [a 0 ; a 1 , a 2 , . . . , a k ] but starts with a 0 and ends with a k .
Finally, we apply the investigations of the modified algorithm to obtain a theorem, Theorem 3.6 about the number of E-words of a given length.
Equivalent Conditions for Terminating Palindromic Primitives
As indicated above, it is well known that the conjugacy classes of the primitive elements of a rank-2 free group F 2 can be indexed by the rational numbers and infinity up to taking inverses. Moreover, it is also known that for each conjugacy class of primitive elements, there is a representative that is either a palindrome or product of two palindromes. The Gilman and Keen [6] scheme proves the palindrome and product palindrome result. It enumerates all primitive words by defining a function E : Q ∪ {∞} → F 2 = A, B . This function is recursive and terminates on conditions 0 → A −1 and ∞ → B. In this section, we give non-recursive formulas for this function E in cases where the rational number is an integer or reciprocal of an integer. These formulas serve as an alternative terminating conditions applied to the original enumerating scheme derived by Gilman and Keen [6] .
The original definition of the enumeration scheme can be implemented and run in a machine without any modification. However every time a recursion calls itself, the state of the previous caller is stored until the recursion stops calling itself. It is often efficient for a recursion to minimize calling itself in order to avoid wasted resources such as time and storage space. The non-recursive formulas for special cases reduce the self-calling of the recursion. If p/q and r/s are Farey neighbors, the Farey sum of p/q and r/s is
Both p/q and r/s are Farey neighbors of their Farey sum. The Farey neighbors do not have the transitive property. A rational number may have infinitely many Farey neighbors but the set of other rational numbers of lower Farey level for which it is a Farey neighbor is certainly bounded. We give a name for its minimum and maximum such neighbor. The details of the Gilman-Keen enumeration scheme can be found in [6] . The following is a brief overview. Set E 0/1 = A −1 and E 1/0 = B. For the rest of Q, take the parents m/n and r/s of p/q such that . Define E p/q recursively by The Farey level of a rational number is the number of steps in the iteration scheme at which the rational first appears.
2.2. Non-recursive Formulas for Special Cases. In this section, formulas are given for E n/1 and E 1/n for all n ∈ Z. Since the enumeration scheme is a recursive definition, the corresponding words of non-orphans are cumbersome to compute. However, formulas can be derived on some cases. The following are facts about parents of integers. must be finite. Suppose p/q is a finite Farey neighbor of n. We may assume q ≥ 1; otherwise, pass the negative sign to p. Then, p q < n ⇒ p < qn. Since p/q is a Farey neighbor of n, |p − qn| = 1. Hence, qn − p = 1, and
Since n − 1 is a Farey neighbor of n, n − 1 must be the lower parent of n.
Next, we show the parents of > 0 so we assume p ≥ 1 and q ≥ 1. Then |pn − q| = 1 and pn > q ⇒ pn − q = 1. Hence,
is a Farey neighbor of 1 n , it is the greater parent of
Since n > 1 and we may assume that q ≥ 1, it implies p ≥ 0. Hence for n < −1.
Proof. If n < 0, then n + 1 is the greatest Farey neighbor of n other than ∞. Using similar methods, ∞ is the lowest possible parent of a negative rational number. On the other hand, if n < −1, then −n > 1, so the parents of 1 −n are 0 and
. Hence, the minimum and maximum Farey neighbors of
and 0 respectively.
In computing a primitive word in the image of the enumerating scheme, the recursion eventually runs through the decreasing entries of a continued fraction [a 0 ; a 1 , . . . , a k ]. The fraction n 1 has the form [n; ] and 1 n has the form [0; n]. Thus, a formula for these cases saves the iteration several steps. To construct more unified formulas, a function s : R → {−1, 1} is defined by
The formula works for n = −2, −1, 0, 1 and 2. The rest of the integers can be verified using inductive steps n + 2 and n − 2.
2.3. Alternative Termination Conditions. Since using Theorem 2.1 allows the enumeration scheme to terminate the recursion earlier, we conclude this section with the alternative but equivalent terminating conditions. Theorem 2.2. The Gilman-Keen enumeration scheme can have its recursion terminated using the conditions
for n ∈ Z ∩ [0, ∞) ; and
and [a 0 ; a 1 , . . . , a k − 1] from [6] . The splitting process of the enumeration scheme eventually queries the E-word corresponding to either [a 0 ; ] or [0; a 1 ]. Both of these correspond to E a 0 and E 1/a 0 respectively.
The Modified Gilman-Maskit Algorithm
A linear step in the Gilman-Maskit algorithm sends the ordered pair (g, h) to (g, gh). A Fibonacci step sends the pair (g, h) to (gh, g) [1, 9, 10] . Which step is used or picked depends on the traces of the new generators; the one with lower trace should occupy the left spot. It comes from the assumption that the old pair has tr 2 (g) < tr 2 (h). The main idea of a step is to replace one of the two generators with their product. By keeping one of the generators, this procedure ensures that the groups generated by the old and new pairs are the same. The algorithm retains the generator with lower trace. The following is the proposed new step in picking new generators from a given ordered pair (a, b).
conditions for a and b preserve a preserve b both a and b are palindromes (a, ba)
Note that there are no assumptions about the traces of a and b, but it assumes a takes the left spot and both generators are either a palindrome or a product of palindromes.
3.1. Summary of Gilman-Maskit Algorithm. The Gilman-Maskit algorithm takes two elements A and B of PSL 2 R and gives a definite output: either A, B is discrete; or not. The algorithm uses conditions, e.g. Poincaré polygon theorem or Jørgensen's inequality, to decide whether the group is discrete or not using the generators A and B. If it cannot decide using A and B, the generators are combined to construct new generators to use for testing discreteness. One such combination is the pair (A, AB) and the traces of their matrices are reduced after the iteration. Eventually the process of changing the generators stop and the algorithm makes a decision [1] .
Other combinations and conditions are also used but the step that changes (A, B) into (A, AB) called Nielsen step is the main modification of this section.
New Linear and Fibonacci
Steps. The original linear step seems to preserve the left generator and change the other. The original Fibonacci step turns the left generator into the right generator, and hence seems to change both generators. The F-sequence in [4] records the consecutive linear steps before a Fibonacci step or the algorithm stops. Thus, it defines an ordered set of positive integers (n 0 , n 1 , . . . , n k ) where each n i correspond to the consecutive linear steps.
The proposed new steps here always preserve one generator including its position whether left or right. Instead of classifying the steps, we define a new sequence [n 0 ; n 1 , n 2 , . . . , n k ] called E-sequence. Let n 0 be the number of steps in preserving the initial right generator before changing it. Let n 1 be the number of steps in preserving the initial left generator before changing it. Let n 2 be the number of steps the next right generator is preserved. The rest of the n i s alternates between left and right generators. So for even i, n i steps preserve the right generator; for odd i, n i steps preserve the left generator. If the algorithm preserves the left generator first, we let n 0 = 0. All n i s take positive integers except n 0 which can take a zero value. Hence, an E-sequence can take continued fraction expansion values of any positive rational number p/q.
3.3.
Reversing the Enumeration Scheme. In this section reversing the process of the Gilman-Keen enumeration scheme is shown. The definition of the enumeration scheme requires taking the parents of a given rational number. While the parents exist and are well-defined for most rational numbers, their computations and ordering are cumbersome. In addition, the parents are broken further into grandparents until orphans are encountered. Every time a parent is not an orphan, another splitting into two parents must occur; the manual computations get worse.
In theory, one can start with the greatest grandparents of all other elements which exactly are the orphans 0 and ∞. This section explains in detail how this process can be done. A typical pair of parents are noticeably Farey neighbors. Furthermore, their Farey sum is equal to their only child. The properties of Farey neighbors are also properties of parents. In the process of reversing the enumeration scheme, the modification of the Gilman-Maskit algorithm is also proven to stop with E-words.
The following are facts about Farey neighbors. are not in lowest terms since gcd(p, q) ≥ 2. Same is true with r and s. Suppose all integers p, q, r and s are odd. Then ps and rq are also odd, but ps − qr is even. In particular |ps − rq| is not 1. (1) pq is odd; rs is even.
(2) pq and rs are even. (3) pq is even rs is odd.
Proof. If pq is odd, both p and q are odd. By the lemma above, r and s cannot be both odd so one of them must be even. Hence rs is even.
When it comes to listing possibilities, whether even or odd, of the integers p, q, r and s, two more combinations can be eliminated. (1) p and r are even; q and s are odd.
(2) p and r are odd; q and s are even.
Proof. If the fractions are Farey neighbors, |ps − rq| = 1. If any combinations above hold, both ps and rq are even. Hence, the difference of even numbers is even. In particular |ps − rq| cannot equal to 1.
Initially, odd-even combinations of four integers p, q, r and s add up to 16. However the preceding lemmas imply that there can be only 6 possibilities. The lemma above and Lemma 3.1 allow one to guess the parents of a given rational number p/q. This is done by breaking p and q into sums p = m+ r and q = n+ s, so that |ms −rn| = 1. On large numerators or denominators, the combinations of sums can be cumbersome, but the goal is to reverse the process of the recursion defined in the enumeration scheme. More precisely, the goal is to determine E p/q starting from A and B instead of starting from computing the parents of p/q.
From , the residue class mod 2 of (p + r)(q + s) can be determined by the residue class mod 2 of p, q, r, and s. The possible combinations are fully listed. Since p q < r s , the E-word corresponding to p+r q+s is determined in terms of the words corresponding to E p/q and E r/s .
The image of the enumeration scheme is a set of palindromes or product of palindromes. Gilman and Keen [6] proved that E p/q is a palindrome if and only if pq is even. Hence, E p/q is not a palindrome if and only if pq is odd. Using the table in the theorem above, E (p+r)/(q+s) is a palindrome if either pq or rs is not a palindrome; and E (p+r)/(q+s) is not a palindrome if both pq and rs are palindromes.
Let a = A −1 and b = B, where A and B are generators of rank-2 free group. Then a, b = A, B and (a, b) = E 0/1 , E 1/0 . This initial pair has the rational number corresponding to the left generator less than that of the right generator. . Hence,
If either a 0 or b 0 is not a palindrome, then either pq or rs is odd, respectively. The same table shows (p+r)(q+s) is even so E (p+r)/(q+s) = E r/s E p/q = a 0 b 0 .
The only thing left to show is that
. This is an application of Lemma 3.1 that says , provides a pair of E-words that generate the same group E p/q , E r/s = A, B .
Consecutive Steps.
In the theory of F-sequence, n consecutive linear steps have an simple formula (a, b) → (a, a n b). Equivalently, a is preserved in n consecutive steps. In the modified algorithm, there are more than one formula and not all of them are simple. The formulas depend on palindromic conditions of the current generators and which generator is preserved. There are six formulas shown in the following. preserve a preserve b both a and b are palindromes a, E 1
. From E-sequence to E-words. The main purpose of the modification is to end the algorithm with E-words. Since tr 2 (ab) = tr 2 (ba) and the modification uses only Nielsen automorphisms, the proposed method stops the algorithm with the same number of steps and complexity as the original one. In this section, we prove that this modification produces E-words in the end. More precisely and more strongly, Theorem 3.4. Let [n 0 ; n 1 , n 2 , . . . , n k ] be the continued fraction expansion of the nonnegative rational number p/q. Then the last changed generator of the modified Gilman-Maskit algorithm using the E-sequence [n 0 ; n 1 , n 2 , . . . , n k ] is the E-word corresponding the rational number −p/q.
Proof. Let [n 0 ; n 1 , n 2 , . . . , n k ] be an E-sequence. Then the modified algorithm has outputs of E-words corresponding to the rational numbers p i /q i and r i /s i for i = 0, 1, 2, . . . , k in the following recursive formulas.
Next thing to show is that
There are formulas in [6] where approximants are defined as follows.
It was claimed in [6] that . In particular,
We show it as follows.
The assertions work for i = 1. To show that the formulas work for all other i, we show that they work for i + 1. That is,
The following are the computations.
Now that p i , q i , r i and s i are consolidated to two formulas, g i and h i , except p 0 , q 0 , r 0 and s 0 , it follows that
Examples of the Modified Algorithm.
The following shows the modified algorithm using the E-sequence [5; 4, 3] . One can observe that the sum of the exponents of a is 13, and that of b is 68. Moreover, the continued fraction expansion of 68 13
is [5; 4, 3] .
The following shows the algorithm using the E-sequence [4; 3, 2] . The case when p/q < 1 is similar but n 0 = 0 and the index shifts by 1. For example, the E-sequence [0; n 1 , n 2 , n 3 ] is similar to [n 1 ; n 2 , n 3 ] which is greater than 1 as a rational number.
Summary of cases for n 0 = 0 and k ≤ 3:
E Likewise, the table works for n 2 of n 3 possibly equal to 1. where k 1 , k p+1 ∈ {m 1 , M 1 } and {k 2 , k 3 , . . . , k p } = {n 1 , n 1 + 1}.
Proof. The E-word corresponding to [0; n 1 , n 2 , . . . , n k ] is a word in the stopping pair of the E-sequence [0; n 1 , n 2 , n 3 ]. By induction, E [0;n 1 ,...,n k ] is a word in the stopping pair of [0; n 1 , n 2 ]. Looking at the table above, any word in a given stopping pair has either a M 1 +M 1 , a m 1 +m 1 , a m 1 +1+m 1 or a m 1 +M 1 in its substring which is equal to either a n 1 or a n 1 +1 . Hence, E [0;n 1 ,··· ,n k ] is of the form a k 1 ba k 2 b · · · a kp ba k p+1 where k 1 , k p+1 ∈ {m 1 , M 1 } and k 2 , k 3 , . . . , k p ∈ {n 1 , n 1 + 1}. Using similar arguments in Corollary 3.2, there is k i = n i if k ≥ 4.
Theorem 3.5. The length of E m/n in the generators {a, b} is |m|+|n|. Moreover E m/n has |m| b-factors and |n| a-factors.
Proof. Suppose g, h ∈ F 2 ; g has p b-factors and q a-factors. Suppose h has r b-factors and s a-factors. The modified algorithm applied to (g, h) replaces one of the generators with either gh or hg. Both gh and hg have p + r b-factors and q + s a-factors. More seriously, the algorithm starts with (a, b) and ends with E p/q , E r/s . The fraction 1/1 correspond to ba which is the very first new E-word of the algorithm. For E 1/1 = ba, the assertion is true. Suppose this assertion is still true after the algorithm stops at the pair E p/q , E r/s . Then E p/q has p bfactors and q a-factors; E r/s has r b-factors and s a-factors. Continuing the algorithm just one step further yields a new E-word E (p+r)/(q+s) . It is either E p/q E r/s or E r/s E p/q . In any case, E (p+r)/(q+s) has p + r b-factors and q + s a-factors.
