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ABSTRACT 
A survey of modeling and analysis techniques in common use for mod-
eling and analyzing concurrent systems. The models surveyed are 
CSP (Communicating Sequential Processes), Path Expressions, CCS 
(Calculus of Communicating Systems), CIRCAL, Petri Nets, Coloured 
Petri Nets, Predicate-Action Nets, Numerical Petri Nets, Contour-
Transition Nets, and several varieties of Timed Petri Nets. The analysis 
techniques are state-space analysis, temporal logic, structural analysis, 
and inductive analysis. 
This work was supported in part by NSF grant DCR 84-06756 
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Modeling and lysis of ncurrent Systems 
Introduction 
As the field of computer science progresses, more and more computer systems 
are designed which contain more than one processor. Having more than one pro-
cessor increases the power of a system since the processing tasks may be shared by 
the different processors as they run concurrently. At the same time, the complexity 
of the system is also increased since the processors must usually communicate and 
synchronize with each other in order to work together as a system. The complexity 
is further increased by the fact that the separate processors do not generally run at 
exactly the same speed-the exact .order of computation differs from one run of the 
system to the next, even with exactly the same input data. The net result of this 
is that methods for analyzing and validating systems with only one processor will 
generally not work for concurrent syst_ems; different· analysis methods are needed. 
The complexity of concurrent systems can be reduced to make analysis feasible 
by making a model of the system. In this paper, some of the techniques used for 
modeling and analyzing concurrent systems will be described. 
Before describing modeling and analysis techniques for concurrent systems, 
however, it will be useful to define some of these terms. A concurrent system 
is a system in which several parts may be executing in parallel. Such systems 
are generally implemented with several processors, but this is not required-many 
such systems may be implemented on a single-processor system using time-sharing 
techniques. The implementation of concurrent systems will not be addressed in 
this paper; what will be described is a number of techniques which may he used 
to model and analyze concurrent systems independently of how the concurrency is 
implemented. 
A model of a system is an abstraction of that system. It accurately reflects the 
parts of the system which are important, but omits the fine details which complicate 
the analysis. Of course, if the omitted details were completely unimportant, there 
would be no reason to implement the full system-the model would work just as 
well. So the question in modeling a system is to decide which details are important 
for the analysis and which are not. The answer depends on what properties are to 
be analyzed. As a non-computer example, consider the design of a new airplane. If 
the designer wants to analyze its air-fl.ow properties, he might build a small replica 
of the exterior of the airplane, with adjustable control surfaces, and use a wind 
tunnel to perform his analysis. However, such a model would not be very useful 
for analyzing how well the plane would survive a crash-a model to study this 
property would have to include internal structural details and how the passengers 
would be seated, but the control surfaces would probably not need to be modeled 
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very accurately. Similarly, a model of a concurrent system used to analyze safety 
and liveness properties may not be the best model to analyze the performance of 
the system. 
System analysis can be defined as determining what properties the system has. 
There are several types of properties that we are interested in. One type includes 
general properties, such as boundedness and liveness. Another type includes system 
specific properties, such as whether a communication protocol delivers messages in 
the order in which they were sent. These are the main types of properties we will 
discuss here. There are many other types, such as performance properties, which 
are not within the scope of this paper; we will mention them briefly when they seem 
appropriate, but will not discuss them in detail. 
Of the many different considerations which must be made when comparing 
modeling techniques, there are two important ones which we will discuss here: mod-
eling capability and modeling power. Modeling capability is a way of comparing the 
systems which different modeling techniques are capable of modeling. For example, 
in the realm of non-concurrent models, a Turing machine has more capability than 
a finite-state automaton, since anything which can. be modeled by a finite-state 
automaton may also be modeled by a· Turing ma.chine, but a. Turing machine is 
capable of modeling many systems which a finite-state automaton can not. Many 
authors use the term modeling power when making this kind of comparison; we wish 
to use that term for something else, so we use modeling capability when comparing 
what modeling techniques can do when pushed to their limits. Modeling power 
is a. way of comparing how efficient modeling techniques are at modeling systems. 
Given a. system to model, a more powerful modeling technique can model it using 
a. smaller model than a less powerful one. For example, a. non-deterministic finite-
state automaton is more powerful than a. deterministic one, since in general, smaller 
models can be used ~f non-determinism is allowed. However, a. deterministic finite-
state automaton can simulate a non-deterministic one if required, so the two models 
have the same modeling capability. 
The modeling techniques in common use for modeling concurrent systems can 
be divided into two categories. The first category contains models which consist of 
a number of concurrently executing sequential processes which use synchronization 
and/ or communication operations to communicate with ea.ch other; these models 
will be discussed in section 2. The other category contains models which are 
based on net theory, exemplified by Petri nets; these models will be discussed in 
section 3. Although analysis techniques for the models are generally developed at 
the same time as the models, we will discuss them separately here, in section 4. 
The modeling and analysis techniques will be described only informally and with 
examples-references will be given to formal and detailed descriptions for those 
readers who need them. There are many modeling and analysis techniques which 
are not described here-the ones chosen for inclusion in this paper are those which 
seem most important, useful, and/ or interesting. The intent of this paper is to 
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give the reader an overview of the important modeling and analysis techniques for 
concurrent systems so that he can choose which might be the most useful for his 
needs and consult the literature for details on how to use them. 
Models on or Communicating Processes 
Since many concurrent systems are implemented as a set of processes which 
execute in parallel, pausing occasionally to synchronize and/or communicate with 
each other, it is natural to use modeling techniques which do the same. Models, 
of course, can often omit needless details such as what a modeled process does 
between the times it interacts with other processes. There are many ways of 
expressing synchronization and communication; the models described in this section 
will illustrate the variety possible. However, all of these models have one trait in 
common: they are composed of several processes executing at the same time, and 
which synchronize or communicate with each other in order to model a complete 
system. 
In order to express more clearly the relationships and differences between 
these models, we will use a meta.model based on that by Milne and Milner in 
[MILNE79]. Although this meta.model is used for some of the modeling techniques 
we will discuss, it is not used by all of them, and the notation will be a little bit 
different. After the description using this meta.model, the standard notation will 
be described. In our meta.model, processes are represented by agents, which are 
drawn graphically as boxes. Each agent has a number of ports, which are drawn 
graphically as dots on the boxes. Each agent and port may be labeled. For each 
modeling technique, we need to specify two things: how to describe the behavior 
of each agent, and how the agents interact. 
As a common example for all of these modeling techniques, we will use an 
example from [MILNER80] of a scheduler. A set of agents {Pi I 1 ~ i ~ n} desire 
to perform a certain task repeatedly; the scheduler must ensure that they perform 
it in rotation, starting with Pl. Although the Pi are to start their performance in 
rotation, their performances do not need to be mutually exclusive--more than one 
process may be performing the task at a given time. We also enforce the restriction 
that no Pi may initiate the task twice without completing the first initiation. A 
diagram of the structure of the scheduler system using our meta.model is shown in 
Figure 1. Note that the examples we will give include only the scheduler, not the 
processes Pi which it controls. 
Although some of the modeling techniques use greek letters for labels, we will 
use roman letters here for their mnemonic value. Each task Pi requests initiation 
at label Si and signals termination at label ti. The s·cheduler must impose two 
constraints on any signal sequence (Si U ti )w: 
1) When all occurrences of ti are deleted, it becomes (s1s2 ... sn)"'; 
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r------------------1 
I I 
I I 
I I 
Scheduler 
L---- - - ____ _J 
P1 Pn 
Figure 1 
The Structure of the Example Scheduler 
2) For each i, when all occurrences of Sj, tj(j =f:. i) are deleted, it becomes 
( Siti)w • 
Communicating Sequential Processes 
Communicating Sequential Processes (CSP) were first described by Hoare 
in (HOAR. 78] as a concurrent programming method based on communication be-
tween concurrently executing sequential processes. The behavior of each process is 
specified as a program in a simple programming language which has the standard 
programming constructs of assignments (z := z + 1), conditional statements (e.g., 
[z < 0--+- z := -z oz ~ 0--+- z := z]), and loops ( *[r ~ y--+- r := r - y; q := q + 1]). 
The conditional and loop statements differ slightly from standard programming 
languages; they use the notation of guarded commands. Each alternative consists 
of a guard and a statement list. The alternatives are seperated by a o. Any al-
ternative whose guard is true may be selected, and its statement list executed. If 
more than guard is true, one of the alternatives is selected non-deterministically. 
For loop statements, the statement is executed repeatedly until none of the guards 
are true; execution then proceeds to the next statement. In addition, each process 
has a. name, and can communicate with other processes by referring to them by 
their name. Two types of communication are possible: input and output. The 
statement A?z inputs a value from the process named A and assigns it to z. The 
statement A!z sends the value of z to the process named A. If process A executes 
the statement B!(z + y,z), process B must execute a statement such as A?(w,z) 
in order for the communication to take place; processing is suspended until B does 
(or, if B happens to execute its input statement first, B will be suspended until A 
executes its output statement). The input statement may also be used as a guard 
in a conditional or loop statement; it is true if input is available (and is executed if 
that guard is selected) and false if not. 
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B .. 
b: (0 .. 9) data. 
.i, o : integer; i := O; o := 0 
*[i < o + 10; P?b(i mod 10)-+ i := i + 1 
o o < i; C? more()-+ C!b(o mod 10); o := o + 1 
p .. 
d : data. 
*[true-+ produced; B!d] 
c .. 
d: data. 
*(true-+ B!more(); B?d; consumed] 
Figure 2 
A Bounded Buffer System in CSP . 
To illustrate a simple CSP program, we show here an example of a bounded 
buffer system from [HoAR. 78). The problem is to construct a buffering process B 
which smooths variations in the speed of output by a. producer process a.nd input 
by a consumer process. The consumer C executes the statement B!more() when it 
is ready to accept data from the buffer, followed by B_?d to get it. The producer 
executes the statement B!d to send data to the buffer. The system is shown in 
Figure 2. 
As another example, the scheduler described above is shown modeled in CSP 
in Figure 3. 
For comparison with the other models described in this section, we now show 
how CSP works in terms of our metamodel. Each process is an agent with a label. 
Each agent has two ports for each process with which it communicates: one for 
input, labeled with the name of the process, and one for output, labeled w~th the 
name of the process with a bar over it. The interactions between the agents 
are fixed -each port is connected to the appropriate port on another agent such 
that the label of the port corresponds to the label of the agent connected to it and 
barred ports are connected to unbarred ports, as shown in Figure 4. When an agent 
activates a. port, the other agent must activate the port connected to it in order for 
both to proceed. 
Path Expressions 
In path expressions, proposed by Campbell and Habermann in [CAMPB74], 
the behavior of each agent is described by ~ expression which essentially a regular 
S1 :: 
*(true -9p1!s(); 
S2 :: 
(p1?t() -9 S2!e() 
o true -9 S2 le(); P1 ?t()]; 
Sn?e() 
*[true -9S1 ?e{); 
p2!s(); 
[p2 ?t() -9 S3!e() 
otrue -9 S3!e();p2?t()]; 
Sn:: 
*[true -+Sn-1 ?e(); 
Pn!s(); 
lPn ?t() -+ 81 !e() 
o true-+ S1!e();pn?t()]; 
Figure 3 
A CSP Model of a Scheduler 
a 
a b 
.___ _ ____. b a ____ ____. 
c c 
c 
a '--------' b 
Figure 4 
Interactions Between Agents in CSP 
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expression, except that the operators are not the standard ones. An identifier 
indicates that the port with that label may be active. A semi-colon is. used to 
specify that two things happen in sequential order and a comma is used to specify 
that either of two things may happen. A star ( *) is used to indicate repetition-
something can occur zero or more times. Some examples will make this more clear. 
Suppose ·we wish to model a process which implements a simple buffer. It accepts 
a request to deposit data into it, then a request to remove data :from it, then 
another deposit request, then another remove request, and so forth. If d represents 
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r--------------------------------------1 
I 
Path 1 
a 
a 
Path 2 
Process 1 
Figure 5 
a 
Path 3 
I 
I 
I 
I 
I 
I 
I 
I 
C I 
_________ _J 
c 
Process 2 
Agent Interactions in Path Expressions 
the deposit request and r represents the remove request, a path expression which 
models the buffer would be ( d; r )*. If, instead of a buffer, we wish to model a 
process which controls a shared memory location, the expression would be slightly 
different-a shared memory location may be read many times after one write. The 
first operation must be a write, but reads and writes may be done in any order 
thereafter. Using w and r (write and read) instead of d and r, the path expression 
is w; (r, w )*. Finally, let us model a process which accepts an input i and sends it to 
one of two buffers, a. orb, then accepts another input, and repeats this indefinitely. 
The path expression would be ( i; (a, b) )* or, since the comma has precedence over 
the semi-colon, ( i; a, b )*. . 
The interaction between agents is handled by dividing the agents into t.wo 
groups: paths and processes. For paths, all ports with identical labels are connected 
together, and no port is active unless all ports on all of the path agents are active. 
For processes, the ports are connected to the path ports with the identical label, 
but not to each other, so a port is active only if all of the ports on the path 
agents are active, but only one process agent will be activated. It may be easier to 
think of all of the paths together forming a new agent, with which the processes 
interact, as shown in Figure 5. The paths are intended to model resources and their 
access restrictions, and the processes are intended to model processes which use the 
resources. 
As an example of how paths and processes combine to form a model of a 
concurrent system, consider Figure 6, which is a path expression model of a system 
path (d1 ; ri)* (buffers) 
path (d2; r2)* 
process (p; d11 d2)* (producers) 
process (p; di, d2)* 
process (r 11 r2 ; c)* (consumers) 
process (r1,r2;c)* 
process (r1, r2; c)* 
Figure 6 
Producers and Consumers with Path Expressions 
pa.th (s1; ((ti; e2), (e2; t1)); el)"' 
path (e2;s2;((t2;e3),(e3;t2)))* 
Figure 1 
A Scheduler Modeled Using Path Expressions 
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with two buffers, two producers, and three consumers. As described above, the 
buffers simply accept deposit and remove requests; always waiting for a deposit 
before a remove is allowed. The producers repeatedly produce a data item (p), and 
then deposit it in either of the buffers. The consumers repeatedly remove a data 
i tern from either of the buffers and then consume it ( c). 
As final example, let us model the scheduler described previously using path 
expressions. We must introduce another set of labels to control the interactions 
between the paths. We call it ei because it is used to enable the path which is used 
to control the initiation and termination of Pi· The model is shown in Figure 7. 
The path for process Pl is a little different since it is enabled when the scheduler 
begins. For a process Pi, we first wait for the path to be enabled, then allow the 
task to be initiated. Finally we allow the task to be terminated and enable the 
next path, in either order. The processes Pi themselves are not shown, but would 
be represented as processes in the path expression model. 
An interesting extension to Path Expressions is Predicate Path Expressions. 
In this model, an expression can be conditioned by a predicate; the expression can 
only be executed if the predicate is true. For example, a path expression model of 
the readers/writers problem would be: 
path ((w 8 ;we)[#(re) - #(rs)= O],((r.,;re)[#(we)- #(ws) =OJ)*. 
c = es(fn + nl)c 
ci = c[s.if s, tift, eif e, eiei/n] 
u = e1NIL 
sch= (g I C1 I · · · I Cn)\e1 ···\en 
Figure 8 
A Scheduler Modeled Using COS 
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In this model, W 8 indicates a writer starting, We indicates a writer ending, r 8 and 
re indicate a reader starting or ending, and #( x) is the number of times x has 
occurred. The predicates are given in square brackets after the expression each 
conditions. 
Calculus of Communicating Systems 
The Calculus of Communicating Systems (COS) was developed by Milner, 
and is described in [MILNER80]. In terms of our metamodel, each port is labeled 
with either a name (a label without a bar over it) or a co-name (a label with a bar 
over it). There are two operations which may be used to describe the behavior of an 
agent: concatenation (represented by juxtaposition), indicating that the operands 
are performed sequentially, and summation ( + ), indicating that a choice is made 
as to which operand is performed. The primitives are the port labels and NIL, 
indicating termination. There is no explicit looping operation, but expressions may 
be given names, which may appear in the expressions, allowing recursion. There 
are three operations which describe the interaction between agents: composition 
(I), restriction (\a) and renaming ([SJ). Composition of two agents is done by 
connecting all ports with complementary labels (connecting names to co-names). 
Composed agents have the same behavior as the component agents (including 
activation of connected ports), but in addition, connected ports may activate each 
other, causing a change of state without an external stimulus. Restriction is done by 
simply removing the specified label from the agent, preventing further connections 
to that port, although existing connections remain intact. Renaming is done by 
changing the names of the ports according to the renaming scheme S. The renaming 
scheme S is usu~ly of the form Al/ 0:1, ••• , An/ an which means to rename each label 
ai to Ai and each label O:i to Xi. 
As an example of COS, we show a model for the scheduler described above in 
Figure 8. This example was originally written for COS, and we adapt it here. For 
consistency between the example models, we use roman letters instead of the greek 
letters which are normally used in COS. Since names are connected with co-names 
in COS, the scheduler uses the co-names. We define the scheduler in four steps. 
First, we build a 'cycler' c which simply cycles between enabling ( e ), initiating ( s), 
and terminating (l) and enabling the next one (n) in either order. We then build 
customized cyders Ci for a process Pi by doing a rename operation on c ( i EB 1 is 
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like i + 1, except that n EB 1 is 1 ). This adds the subscript i to s, t, and e, and 
changes n to eiEBl (enable the next one). Next, we build a 'start button' g, which 
simply enables the first cycler and terminates. Finally, we build the scheduler by 
combining the start button and the customized cyders, and removing the enable 
labels ( ei and ei) using the restriction operator. 
CIRCAL 
The CIRCAL calculus was developed by Milne ([MILNE85]) to allow modeling 
of simultaneously occurring events directly. Unlike the other models, in CIRCAL 
multiple ports may be activated at once (if the ports were physical buttons, this 
would be like pushing several buttons at the same time). The set of labels which 
label these ports are written between parentheses. For example, a typical label set 
is (a./3;) repres~nting the simultaneous occurrence of the a., /3, and; actions. 
The CIRCAL operators which-describe the behavior of the agents are guarding 
(represented by juxtaposition), choice ( + ), nondeterminism (EB), and termination 
( S). Guarding represents sequential operation. For example, (a /3); means that 
the actions a and /3 must occur simultaneously, followed ; . The choice operator 
allows the agent to take different actions, the environment choosing which action 
will be performed. For example, the terms (a /3)e and ;S. are composed to give 
(a /3)E + ;S, and the environment will choose whether action (a /3) or ;· (or neither) 
will take place. Non determinism is similar to choice, except that the environment 
has no control which of the operands will be chosen. The difference is apparent 
given a term such as (a /3)e EB ;S where only ; is actually available. With the 
nondeterminism operator, ; choice may be taken, and deadlock would occur. If 
the choice operator were used instead, then the environment would simply choose 
the other alternative, and execution could continue. The termination operator ~ is 
used to terminate a program. For example, an agent which only performs action a 
and then terminates is represented by a~. As in CCS, there is no looping operator 
in CIRCAL, but recursion is allowed. 
The operators which describe the interactions between agents are composition 
( • ), abstraction (-a.), hiding (\a.), and relabeling ([S]). Intuitively, composition of 
two CIRCAL agents allows them to proceed independently either sequentially or 
concurrently, or allows them to interact with each other. For the composition A•B, 
there are four possibilities: an action of A can be performed, an action of B can be 
performed, an action of A can be performed simultaneously with an independent 
action of B (one with no labels in common), or common labels of A and B can 
stimulate each other. For example, consider ( (a /3) +;) • (a+ E ). The result can be 
rewritten without using the • operator (think of this as a new agent resulting from 
the composition of two agents) as 
N =;(a+ e) + E((a/3) +;) + (;E) + (a/3) 
c ¢: es(tn + nt)c 
Ci <¢:: c[si/ s, tift, e,if e, ei$i/n] 
·g ¢: s 1A 
sch <¢:: (g • c1 • · · · Cn) - e1 - · · · - en 
Figure 9 
A Scheduler Modeled in CIRCAL 
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The abstraction (-a) and hiding (\a) are similar in that they remove labels 
from ports, but they are slightly different in their operation. The abstraction 
operator allows the port to still be used for communicating with other agents, 
while the hiding operator does not. The abstraction operator removes a from all 
of the terms. The hiding operator removes all terms containing a. For example, 
using the result of the composition example N above, 
N -... a = IE + e((3 + 1) + ( 1 E) + (3 
~nd 
N\a=1e+E1+(1e). 
Relabeling simply changes the names of the labels in the expression, just as rela-
beling in COS does. 
Since CIRCAL and CCS have a. common origin, the scheduler example works 
the same way in both models, although the opera.tors have a. different appearance. 
The CIRCAL version is shown in Figure 9. We again use roman letters, but co-
names are not used in CIRCAL, so none of the labels need bars. 
Net Based Models 
The concurrent process based models described in the previous section are 
natural abstractions of the way concurrent systems are generally implemented. 
Another common method of modeling concurrent systems is to use a model based 
on net theory. Net-based models model concurrency and synchronization naturally, 
without having to arbitrarily divide the model into processes. For comparison with 
the parallel-process based models already described, a Coloured Petri net mo.de! (to 
be described shortly) of the scheduler used as an example in the previous section is 
shown in Figure 10. 
The relationships between the net based models described here are illustrated 
in Figure 11. The starting point is Condition-Event systems, originally described by 
Petri in [PETR62]. However the model commonly referred to as 'Petri nets' today 
are not Condition-Event systems, but Place-Transition nets. Applying different 
variations to the Petri net theme, we arrive at the other models shown. The models 
are described individually below, but it is important to note that there are still many 
interesting combinations which have not been explored yet. The only models which 
12 
i EB 1 
i EB 1 
i 
Figure 10 
A Coloured Petri Net Model of a Scheduler 
involve a combination of two variations are Numerical Petri nets, which combine 
the external memory of Predicate-Action nets and the distinguishable tokens of 
Coloured Petri Nets, and Razouk's Timed Petri nets, which combine the transition 
firing times of Ramchandani's timed Petri nets with the transition enable times of 
Merlin's Time Petri nets (in a. limited way). Many other combinations are possible, 
and could be very interesting and useful, such as colored Timed Petri nets. 
All of the net based models have elements in common. Nets, in general, 
consist of three types of components: places, transitions, and directed arcs which 
connect places to transitions and vice versa. Places can hold items called tokens; the 
amount and kind of tokens a place can hold are determined by the particular model. 
Transitions fire by removing tokens from some places and putting tokens on other 
places according to a firing rule. The exact details of when and how transitions 
fire depend, of course, on the particular model. When drawn graphically, places 
are drawn as circles, transitions as boxes or lines, and arcs as arrows between the 
circles and lines. 
Condition-Event Systems 
Condition-Event systems were designed to represent systems in which an event 
can occur if its preconditions are true; when it occurs, its preconditions are no 
longer true, but its postconditions are true. Conditions are modeled as places, 
which can either be marked with a .token (if the condition is true) or be unmarked 
Con tour-Tr ansi ti on 
Numerical Super Razouk 
Predicate-Transition 
I 
Predicate-Action Coloured Inhibitor Ramchandani 
Place-Transition 
I 
Condition-Event 
Figure 11 
Relationships of Net Based Models 
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Merlin 
(if the condition is false). Events are modeled as transitions which fire when the 
event occurs. Preconditions for an event are modeled by arcs from the places 
representing the preconditions to the transition modeling the event. Post conditions 
are similarly modeled by arcs from transitions to places. A transition is enabled 
and may fire (an event may occur) if all of its input places are marked (all of the 
event's preconditions are true) and all of its output places are unmarked (all of 
the event's postconditions are false). An enabled transition fires by removing the 
token from each input place and placing a token on each output place. If multiple 
transitions are enabled simultaneously, the selection of which transition to fire is 
made non-deterministically. 
An example of a Condition-Event system is shown in Figure 12. This system 
represents a computer system in which two deVices which gather data from the 
outside world are serviced by a single processor. Transition ti models the event of 
the first device gathering the data, and transitions t2 models the event of processing 
it. Transitions t3 and t4 model the same events for the other device. Places Pl and 
p3 model the conditions that the previous data gathered has been processed, places 
P2 and p4 model the conditions that new data has been obtained and is ready to 
process, and place p5 models the condition that the processor is free. The arcs in 
the system model the constraints on the system, namely that new data can not be 
gathered until the previous data has been processed (Pl (p3) is an input place for 
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Figure 12 
An Example Condition-Event System 
ti ( t3) ), and data can not be processed until both it and the processor are available 
(both P2 and p5 are input places for t2, a.nd p4 and p5 a.re input places for t4)· 
Although this system is simple, it illustrates some of the basic properties of 
Condition-Event systems. Concurrency is modeled since ti and t3 a.re independent 
of each other, and can be fired in either order (they can conceptually be fired at the 
same time, although the formal model prohibits this). The model also accurately 
reflects the conflict present in the modeled system; the processor must be shared 
by the two devices, but may not be used by both devices at the same time. If both 
ti and t3 were to fire, leaving places P2 and p4 marked (modeling the fact' that both 
devices have data. ready to process), then both t2 and t4 are enabled and may fire. 
But firing either of these transitions disables the other one--the processor can only 
be used by one device at a. time. 
Place-Transition Nets 
Condition-Event systems a.re useful, but limited in their modeling ability. 
Place-Transition nets (often referred to as Petri nets) extend this model by allowing 
a place to hold more than just one token-in fact, no limit is imposed on the 
number of tokens which can be in one place. A transition is enabled if each of its 
input places contains at least one token (regardless of whether its output places are 
empty or not), and fires by removing one token from each input place and placing 
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Figure 13 
An Example Place-Transition net 
an additional token on each output place. The model is often further extended by 
allowing multiple arcs between a single place and transition. The enabling and firing 
rules are extended accordingly-one token is moved for each arc. This extension 
can easily be modeled by the more basic model, so we make no distinction between 
them here. 
The Condition-Event system in Figure 12 is also a Place-Transition net (this 
is not always the case due to the more restrictive enabling rule for Condition-
Event systems). Suppose, however, that the devices being modeled each contain 
five buffers to hold the data until it can be processed. The same mo.de! can be 
used (considered as a Place-Transition net) by simply starting the model with five 
tokens each in Pl and p3, as shown in Figure 13. To model the five buffer system 
with a Condition-Event system would require additional places to represent each 
buffer-the Place-Transition net is much simpler. 
Condition-Event systems and Place-Transition nets are equivalent in modeling 
capability (any system which can be modeled by one can be modeled by the other) 
if the Place-Transition net is bounded (no place can contain more than n tokens for 
some positive integer n ), although Condition-Event systems may require a. lot more 
places and transitions, and are harder to extend (consider, for example, extending 
the model to a ten buffer system), so Place-Transition nets are more powerful than 
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Figure 14 
A Coloured Petri Net 
Condition-Event systems. If the boundedness restriction is lifted, Place-Transition 
nets can model systems which Condition-Event systems can not, so general Place 
Transition nets have more modeling capability. However, this will not happen very 
often in attempting to model a finite real-world system, so the extra capability is 
mostly of theoretical ·interest. 
Coloured Petri Nets 
The tokens in Place-Transition nets are indistinguishable from each other. A 
way to make a more powerful model is to paint the tokens different colors to allow 
different tokens to be distinguished. In practice, the 'colors' are really numbers or 
some characteristic of the system being modeled, but the idea is the same. The 
transition enabling and firing rules for Coloured Petri nets are the same as for Place-
Transition nets, except that each arc has an expression of one variable associated 
with it; when a transition is fired, each variable takes the color of the token which 
traverses the arc with which is it associated as its value. In order for a transition 
to be enabled, the expressions on the input arcs must be able to be consistently 
satisfied. When a transition fires, the expressions on the output arcs specify which 
color of token is to be placed in the output places. 
To illustrate the extra power of colored tokens, consider once again the com-
puter system of the previous examples. We extended the system before by adding 
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buffers to each of the devices; let us now add more devices. To extend the Place-
Transition net in this way would require adding two places and two transitions for 
each device. This not only gets more complex, but makes the drawing hard to read 
since arcs are then required to cross over each other to and from the processor. This 
can be done easily in a coloured Petri net by combining the devices into one set of 
places and transitions, and distinguishing the different devices by the color of the 
tokens (the 'colors' are actually numbers in this example), as shown in Figure 14. 
Note that the token representing a free processor (in p3) is colorless, represented 
along the arcs by a ¢ sign. The colored tokens are represented by numbers in the 
places. 
Although this net is illustrative of the ability of coloured Petri nets to represent 
systems more compactly than place-transition nets, it is not really a very good 
example of the capabilities of coloured Petri nets. A better example is shown in 
Figure 15. It is an implementation of a sliding window communication protocol 
which uses sequence numbers between 0 and 7 to verify that all of the messages 
are received and given to the destination host in the correct order. The operator EB 
represents modular arithmetic: i EB j = i + j mod 8. 
Predicate-Transition Nets 
Predicate-Transition nets extend coloured Petri nets in two ways. First, tokens 
can be multi-colored (i.e., they can have stripes of different colors rather than a. 
being a single solid color). Each token is represented by an n-tuple, n being the 
number of colors the token has. A 0-tuple would be a. colorless token (the kind used 
in standard colorless Petri nets), and a 1-tuple is a standard colored token (as used 
in coloured Petri nets). Second, a. predicate may be associated with each transition 
which uses the variables that label the input arcs, and must be true in order for 
the transition to fire. 
To illustrate the power of predicate-transition nets, consider extending the 
protocol modeled above to include several communication lines between the sender 
and receiver. Using a coloured Petri net, the part of the net representing the 
medium would have to be· duplicated, with one copy for each communication line. 
With predicate-transition nets, all we need to do is add a second color to the tokens 
in the medium to represent which medium is being used. The resulting net is shown 
in Figure 16. 
Predicate-Action Nets 
Petri nets are very useful for modeling the control aspects of a system, but 
the data aspects are difficult to model using standard Petri nets. Although a 
number can ,be represented as the number of tokens in a place, or by the color 
of a token, many researchers have found it convenient to add a memory to the 
basic Petri net model. Predicate-Action nets are essentially Place-Transition nets 
which can access a memory. Associated with each transition is a predicate, which 
can read the memory; the transition is enabled only if the predicate is true. Note 
next frame 
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Figure 15 
Another Coloured Petri Net 
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that predicates are slightly different in Predicate-Transition nets and in Predicate-
Action nets. Although both models require the predicate to be true, the variables 
19 
ne-:vt frame 
i EB 1 
i 
< i,~ > 
Figure 16 
A Predicate-Transition Net 
in Predicate-Transition nets depend only on the colors of the tokens used to enable 
the transition while the variables in Predicate-Action nets reference a memory. Also 
doa a· t 
whent # (n k) 
t +- t 
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Figure 17 
An Example Predicate-Action Net 
associated with each transition is an action, which can both read and modify the 
memory; the action is performed when the transition is fired. 
21 
An example of a Predicate-Action net is shown in Figure 17. This net cal-
culates the binomial coefficient G). When the net halts with a token in p7, the 
variable a will contain the answer. Transitions t3 and t4 calculate the numerator 
by cajculating n · · · · · ( n - k + 1 ). At the same time, transitions ~5 and t6 calculate 
the denominator by dividing a by 1 · · · · · k. Place p4 is used to implement mutual 
exclusion-transitions t3 and t6 both modify a, and so should not execute at the 
same time. 
When an external memory is added to any model, it is relatively easy to 
simulate a RAM, so it increases the modeling capability to that of a Turing machine. 
Predicate-Action nets also have more modeling power than Place-Transition nets, 
since it adds the capability to model data easily. In fact, a Place-Transition net 
is simply the special case of a Predicate-Action net where all of the predicates are 
true and all of the actions are null. 
Contour-Transition Nets 
Note that all of the variables in Predicate-Action nets are global-each vari-
able can be used by each transition. The use of global variables has the E?ame 
disadvantages for Petri nets as it does for program.ming languages: Variable names 
have to be ~hecked to ensure that another part of the net does not use the~, and 
if a·net is divided into subnets (a relatively easy thing to do), the variables used 
by one subnet are not safe from the effects of another. Perhaps most importantly, 
recursion is not possible, since the different invocations of a net would interfere with 
each other. Contour-Transition nets were developed to allow the use of recursion in 
Petri nets. Like Predicate-Transition nets, the basic Petri net model is augmented 
by a memory, but the variables in Contour-Transition nets are local to the subnet 
in which they appear. In addition, the tokens are colored to prevent different 
invocations of a. subll;et from interfering with each other. Colors may not interact 
with each other in Contour-Transition nets-in order for a transition to be enabled, 
all of the enabling tokens must have the same color. This is in sharp contrast to 
Coloured Petri nets, where the token colors may interact with each other to achieve 
the desired result. 
Contour-Transition nets have the same capability as Predicate-Action nets-
Turing machine capability. However, the modeling power is increased since mod-
eling recursion with a Predicate-Action net is difficult, and because a Predicate-
Action net is a special case of a Contour-Transition net. 
Numerical Petri Nets 
Two different methods of extending Place-Transition nets have been described 
so far: distinguishing the tokens and adding an external memory. Numerical Petri 
nets use· both of these methods, resulting in a model with the advantages of both: 
data operations can be represented easily, and the control structure can be expressed 
concisely. 
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Compared to Predicate-Action nets, Numerical Petri nets have the same 
capability (that of a Turing machine), and are more powerful-the increase in 
power is the same as moving from a Place-Transition net to a Coloured Petri net. 
Comp?-red to Coloured Petri nets, Numerical Petri nets have more capability (in 
the unbounded case) and are more powerful (since data can be modeled easily). It 
is difficult to compare the power of Numerical Petri nets and Contour-Transition 
nets since the colors are used differently. Numerical Petri net models in which the 
colors interact are difficult to model using Contour-Transition nets, and Contour-
Transition net models which use recursion are difficult to model using Numerical 
Petri nets. The relative power depends upon the system being modeled. 
Extended Petri Nets 
Petri nets are very useful for modeling many systems. However, they do have 
some limitations which make it difficult to use them for modeling some systems. 
For example, there is no easy way using Place-Transition nets to model a system 
in which some processes have a higher priority than others; the choice of which 
of several enabled transitions to fire is non-deterministic-priorities are a detail 
which has been abstracted away. Another limitation i~ the inability of the presence 
of a token in a place to inhibit a transition from firing; this limitation preyents 
modeling the unbounded readers-writers problem. Allowing tokens to be distin-
guishable results in nets which are more compact, but which otherwise have the 
same limitations of Place-Transition nets. Most of the limitations can be easily 
removed by adding an external memory, but the external memory requires very 
different analysis techniques. A third method of extending Place-Transition nets 
addresses the limitations directly by adding special arcs which behave differently 
from the normal arcs. 
A number of extensions of this type are described in [PETE81, pp 195-200]; 
only two of them will be mentioned here. Most of these extensions are equivalent 
in modeling capability-unbounded extended nets have the capability of Turing 
machines. Bounded extended nets, however, still have the same modeling capability 
(equivalent to a finite-state automaton), and the extensions could make building 
many models much easier. However, many analysis techniques for regular Petri nets 
will not work for extended ones, especially if the analysis is assisted by computer 
programs. 
The earliest extension of this type to Petri nets was the addition of inhibitor 
arcs [FLYN73]; an inhibitor arc prevents a transition from firing if a. place contains 
any tokens. They are represented by an arc with a small circle instead of an arrow 
on the transition end. 
Another useful extension is made by assigning priorities to transitions (first 
proposed in [HAcK76]); when multiple transitions are enabled, the one with the 
highest priority fires. As expected, if several transitions have the same high priority, 
the choice is made non-deterministically. 
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Super Nets 
Super nets were introduced by Etzion ( [ETZI83]) to study the effects of different 
types of arcs on the languages of Petri nets. In addition to the inhibitor arcs 
described above, super nets can contain emptying arcs and OR-logic arcs. Emptying 
arcs help enable the transition if the input place contains at least one token just 
like an ordinary arc, but when the transition fires, the emptying arc removes all 
of the tokens from the place rather than just one. This simulates a counter with 
a reset-to-zero feature. An OR-logic arc helps enable the transition if any of the 
OR-logic arc connected input places are marked (rather than all of them, as an 
ordinary (AND-logic) arc does). When the transition fires, one token is removed 
from each marked OR-logic place. This feature does not increase the capability 
of Petri nets by itself, although it does increase the power-to model an OR-logic 
place in a regular Petri net requires a duplicate of the transition for each OR-logic 
arc. 
Ramchandani's Timed Petri Nets 
There is one important item which is not included in any of the above net-
based models: time. For many purposes, it is not needed for analysis, and is simply 
abstracted out. Indeed, for these purposes, it might be dangerous to leave time in 
the model since its inclusion could make the system depend on timing constraints 
which may change if the system being modeled were implemented in a different 
way. For example, a model of a communication protocol which incorporated time 
may accurately reflect a system in which the medium is an Ethernet, but fail 
to accurately model a satellite-based system. This is not meant to imply that 
representing time is bad-most people would not expect an Ethernet protocol to 
be the same as a satellite protocol-only that care must be taken when time is 
included in the model. 
There are basically two ma.in reasons for including time in a model. First, 
some things, such as timeouts, can not be conveniently modeled without time. 
Consider, for example, the communication protocol model in Figure 15. Since the 
coloured Petri net model does not include time, the loss of a message must be one 
of the enabling conditions for the transition which represents the timeout to fire. 
This is not a very realistic model; if the sender could detect that a message was 
lost in this manner, there would be no need for the receiver to acknowledge the 
message! A more realistic model for the protocoi would omit place messages lost 
and the arcs connected to it. However, without a way to regulate the firing of the 
timeout transition, multiple copies of a message could :flood the system and ruin 
the protocol. Timeouts are also essential in the design and analysis of fault-tolerant 
systems. 
The other reason for including time in a model is to allow analyzing the 
performance of the system. Although some rudimentary performance statistics may 
be obtained for time-less models in the form of relative transition firing frequencies, 
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they are not very meaningful. The events modeled by some transitions take longer 
than others, and there is no way of specifying this except by adding time. 
There are many ways of adding time to a Place-Transition net (or any of 
its variations); we will consider two of them here: specifying the time it takes 
for a transition to fire, and specifying how much time must elapse before an 
otherwise enabled transition may fire. The first approach is generally the one taken 
by researchers interested in performance analysis. Ramchandani was the first to 
associate a firing time with each transition ([RAMC74]). Other researchers who used 
essentially the same method were Ramamoorthy and Ho ([RAMAM080]), Zuberek ( 
[ZuBE80]), Godbersen ([GoDB80]), and Magott ([MAG084]). 
Petri nets in which transitions take time to fire are called Timed Petri Nets 
by most researchers. This is in contrast to Petri nets in which transitions fire 
instantaneously after being enabled for some time, which are generally called Time 
Petri nets. The one letter difference has not been noticed by all researchers, 
however, and there are other ways of adding time to Petri nets (see, for example, 
[SIFA 77]), so beware when interpreting a reference to timed or time Petri nets as a 
reference to a particular model. 
-
Timed Petri nets differ from regular Petri nets. in the way transitions fire. 
Rather than removing tokens from the input places and adding tokens to the 
output places instantaneously, these two operations are separated, the the firing 
time associated with the transition elapses between them, when the transition is 
said to be firing. While a transition is firing, other transitions may also begin to 
fire (and finish firing). This tends to complicate the analysis slightly since a state 
of the Timed Petri net must then include not only the Petri net marking, but also 
which transitions are currently firing, and how much time remains before they finish 
firing. 
Merlin's Time Petri Nets 
A slightly different way of adding time to Petri nets was used by Merlin. In 
Time Petri nets, transitions fire instantaneously, as in regular Petri nets. However, 
there are two timing constraints associated with each transition: tmin ·and tma.x· 
Before the transition can fire, it must be enabled for at least tmin time. If the 
transition remains enabled for tmax time, then the transition must fire. 
Note that time Petri nets include untimed Petri nets as a special case. When 
tmin is 0 and tma.x is oo, the behavior is exactly the same as for untimed Petri nets. 
It is also quite easy to simulate a timed Petri net with a time Petri net. Each 
transition must be replaced by two transitions and a place, essentially dividing 
the timed Petri net transition into three stages: the transition starts firing (the 
first replacement transition fires), the transition is firing (the replacement place is 
marked), and the transition finishes firing (the second replacement transition fires). 
Time Petri nets can also simulate a Petri net with inhibitor arcs, and thus have the 
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same capability as a Turing machine. Time Petri nets have thus more capability 
and more power than either regular Petri ·nets or timed Petri nets. 
Razouk's Timed Petri Nets 
One of the major disadvantages of using Ramchandani 's Timed Petri nets 
for modeling concurrent systems, especially communication protocols, is the lack 
of an easy way to model timeouts. Merlin's Time Petri nets can model timeouts 
easily, but their non-determinism makes it difficult to analyze their performance. 
Razouk proposed a Timed Petri net model which combines the analyzability of 
Ramchandani's Timed Petri nets with a timeout modeling capability. 
In Razouk's Timed Petri nets, each transition has two times associated with it: 
an enable time and a firing time. The firing time is just as in Ramchandani 's model: 
when a transition_ is fired, it begins firing, waits for the firing time, and then finishes 
firing. The enable time is like the min and max times of Merlin's model: a transition 
fires after it has been enabled for the enable time. Note that the non-determinism 
inherent with Merlin's range of times has been removed by using a single time; a 
transition will fire after that time has elapsed unless a conflicting transition fires 
ins~ead. The remaining non-determinism has been removed by associating a relative 
firing probability wit~ each transition. This firing probability is used to determine 
which of several conflicting transitions will fire; non-determinism is replaced by 
randomness. The lack of non-determinism makes it impossible for Razouk's timed 
Petri nets to model an untimed net, but for the systems it can model, it makes 
analysis easy. 
Analysis Techniques 
Having described several modeling techniques, we now discuss some methods 
used for analyzing the models. One purpose of analyzing a model of a concurrent 
system is to determine whether or not the modeled system has certain properties. 
These properties can be general properties (applicable to all concurrent systems, 
e.g., deadlock and starvation freedom), model-specific properties (applicable to cer-
tain models, e.g., Petri net conservatism), or system-specific (applicable to specific 
systems, e.g., distributed data base consistency). The ultimate goal of analyzing a 
model of a concurrent system is of course to show that the system will work correctly, 
or to determine why it will not work in order to make appropriate modifica~ions. 
As the correct operation of a system is determined by its specification, it seems 
appropriate to discuss specification techniques briefly. 
There are a number of ways to specify the behavior a system should exhibit. 
One way, of course, is to use natural language, but formal analysis requires a formal 
specification. Another method is to use a modeling technique and actually build a 
prototype of the system, for example, a Petri net; any other implementation of the 
system should have the same behavior as this model. In order to show that a model 
of a new implementation meets its specification, the analyst shows that this model is 
equivalent to the specification model. Another very common specification technique 
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is to base the specification on an analysis technique, for example, temporal logic. 
To verify a model against a specification of this type generally involves using the 
analysis technique on which the specification is based in a natural manner. 
The details of analyzing a particular model depend, of course, on the details 
of the model. However, the most common analysis techniques can be classified 
into general categories. This section will describe these categories, and how the 
techniques in each category are used in general. Some specific examples will be 
given, but we do not discuss the application of every analysis technique to every 
modeling technique for several reasons. First, there are just too many combinations, 
and there is not enough room to do it. Second, the application of an analysis 
technique to a different model is often a straightforward modification. Third, every 
analysis technique has not been applied to every modeling technique-either it can 
not be done easily or no one has bothered doing it (or no one has bothered writing 
a paper on the application). Table 1 gives references for the applications of analysis 
to modeling techniques which have -been described in the literature. Blank spaces 
represent possible topics of future research. 
State-Space Analysis 
Also known as reachability analysis, state space analysis is done by enumer-
ati~g all of the states which a model can reach from its initial state, and examining 
them for desired properties. For example, if a system to be free from deadlock, 
each state should have a successor. For some models this is easy-the abstraction 
present in the model makes the number of states manageably small. However, 
for many models there are too many states (perhaps even an infinite number) to 
enumerate. State space analysis can often still be used in this case; the number of 
states is simply reduced by combining many states with common properties into 
one state. For example, an unbounded Petri net has an infinite reachability graph, 
but its coverability gi'aph is finite and may be used to help analyze the net .. 
One advantage to this technique is that the state enumeration can usually be 
automated. This has been done for many models, including Petri nets ( [MoRG85]) 
and Time Petri nets ([BERTH083]). Taylor also shows how to use build a reachability 
graph (which he calls a Concurrency State Graph) for Ada programs in [TAYL83]. 
This technique should also work for CSP models. 
As an example of state space analysis, consider the Petri net in Figure 18. 
Several facts are obvious from an examination of the reachability graph, which is 
also shown. First, it is possible for this system to deadlock: the reachability graph 
has two nodes which have no successors: (0, 2, 0) and (O, O, 2). If the system ever 
reaches one of these states, it must halt. The paths which lead to these states can 
also be obtained from the graph: firing either ti or t2 twice in a row will do it. It 
is also apparent that the system is bounded-no place ever contains more than two 
tokens. This is important, as it is difficult to implement an unbounded system in the 
real world. Another property which this system has is that it is conservative-the 
sum of the number of tokens in each place is always two. · 
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Figure 18 
A Petri Net and its Reachability Graph 
Temporal Logic 
Temporal logic was first introduced in [PNUE 77] and has many proponents 
today. It is an extension of formal logic, adding such operators as c x, meaning that 
xis true from now on, and <>x, meaning that x will be true sometime in the future. 
As an example of how temporal logic is used to analyze concurrent sys-
tems, consider the Predicate-Action net which computes a binomial coefficient in 
Figure 1 7. There are a number of assertions we can make about this system using 
temporal logic. For example, partial correctness1 would be expressed using the 
statement c marked (p1) :) a = (~). We expect this particular concurrent system 
to terminate--thls is expressed as <> marked(p7 ). We could also express that the 
computation is clean by the statement ca = la J. These statements can be proven 
using the same techniques as used in normal logic. As an example, we will prove 
the cleanness condition that a will always be an integer. The condition is true to 
begin with (a ~ 1 ), and the only way it can be made false is if the division in 
the action of t6 does not yield an integral result. When t6 fires, a will contain the 
partial result: 
n·(n-1)· ··· ·t 
a=~~~~~~~ 
1·2· ... ·(b-1) 
1 Partial correctness means that if the program terminates, the correct result will be produced, but 
does not imply that the program will terminate 
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or 
n·(n-1)· ... ·(t+l) 
a=~~~~~~~~~-
1 ·2· ... ·(b-1) 
depen.ding upon whether t4 has fired or not. In the first case, the numerator is the 
product of n - t + 1 consecutive integers; in the other case, the numerator is the 
product of n - t consecutive integers. In either case, we know that the product of i 
consecutive integers is always divisible by i!, so the numerator is divisible by n - t. 
Because of the condition on t6, we also know that b + t ::::; n, so b ::=:; n - t, so the 
numerator is divisible by b!. Since after the division, we will have divided it by b!, 
the result will always be an integer, so a is always equal to la J . 
Structural Analysis 
A very common method of analyzing a model is to use information on the 
structure of the model. Naturally, the exact details of how this is done depend 
upon the model itself. For example, the firing rule of a Petri net can be expressed 
as a matrix (called the incidence matrix) whose rows represent the transitions and 
whose columns represent the places. For example, the incidence matrix of the Petri 
net in Figure 18is: 
P2 
+1 
0 
-1 
If y is a solution to the system of equations C · y = O, then y is an invariant. For 
example, the system of equations is: 
-y1 + Y2 = 0 
-y1 + Y3 = 0 
2y1 - Y2 - Y3 = 0. 
Although there are an infinite number of solutions, they are all equivalent to (1, 1, 1 ), 
the only invariant for this net (most nets will have more). This invariant means that 
the sum of the number of tokens in each of the places will remain constant, or that 
the Petri net is conservative. These invariants can be determined automatically 
(see [MART81]), and can be used to prove useful properties about the system (it 
is hard to show useful properties about this system since the system is not very 
useful). 
As another example of structural analysis of a model, we choose a very 
different model, CIRCAL, and show an example taken from [MILNE85]. Suppose two 
agents A and B wish to access a shared resource using a and (3 labels, respectively. 
The constructed system is to send a sequence of two a or two (3 signals to the 
resource. The specification of the behavior of our system is: 
SPEC -<:= aaSPEC E9 {3{3SPEC. 
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Figure 19 
A CIRCAL System 
The system can interact with either of the two agents, but the environment has 
no control over which, so the nondeterminism operator is used. Agent A has the 
behavior: 
and B is similar: 
B ¢: p2/3/3v2B. 
The Pi and Vi labels interact with a semaphore to guard the critical sections aa 
and /3/3, as these sections must interact mutually exclusively with the resource. The 
semaphore is defined by 
S {= p1v1S + p2v2S. 
The system is constructed by composing the three agents, 
and is shown in Figure 19. 
We first derive an equation for the system as a single agent by removing the 
dot operators: 
C = p1aav1 C + p2/3/3v2C. 
We then remove the Pl label by abstraction (the rule used to do so is given in 
(MILNE85]): 
By similarly removing the p2, v1, and v2 labels, we get: 
C - Pl - P2 - v1 - v2 = aaC - Pl - P2 - v1 - v2 EB /3/30 - Pl - P2 - v1 - v2, 
which matches our specification. 
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Inductive Analysis 
A method which is often very useful for analyzing a concurrent system is 
to use induction. This is done by determining an invariant of the system, an 
equation which is always true during system execution, and using induction to 
prove that the invariant always holds, no matter what the system does. As an 
example, consider once again the Predicate-Action net of Figure 17 which computes 
the binomial coefficient G). We wish to prove partial correctness, i.e., that the 
equation marked (p1) :) a = G) is always true. We wish to do this by showing that 
if it is true before firing any transition, that it is still true after the transition has 
been fired. We immediately encounter a problem-it can not be done because the 
equation is too strong. It is a true invariant of the system, but it is not an inductive 
invariant, and thus can not be proven by induction. The solution is to weaken the 
invariant so that it becomes an inductive invariant whose truth implies the truth 
of the original equation. Doing this_, we get the equation: 
(marked(P7) A a= (~)) V 
( 
· n·(n-1)· ··· ·(t+l)) 
·marked (p2) /\ marked (ps) /\ a = 1 . 2 . . ... b V 
( n·(n-1)· ··· ·(t+l)) marked(p2) /\ marked(ps) /\a= 1 . 2 .... (b _ l) V 
( marked(p3) A marked(p5) A a= n · (n - l} · · ·~ 't) v 1·2 ..... 
( marked(p3) A marked(p6) A a= n' (n - l} (~ .. ';) V marked(p1). 1·2. ... . -1 . 
Notice that if this weak invariant is true that the strong invariant is also true. To 
prove that is it always true, observe first that it is true for the initial marking of 
the net. The initial marking has a token in pi, and this is one of the terms of 
the invariant. Now consider what happens when t1 is fired. The last term is no 
longer true, but now both p2 and ps are marked, making the second term the only 
one which can possibly be true. The last factor in the term is true by the initial 
conditions set up by firing ti; since neither the numerator nor the denominator have 
any factors for the product, the product is 1, which is the initial value for a. Next, 
consider firing transition t2. It can only fire when places p2 and p5 are marked, so 
we know that a= (n · · · · · (t + 1))/(1 · · · · · b). We also know that t = n - k and 
b = k because of the predicate on t2. Putting these together, we have: 
n · (n - 1) · · · · · (n - k + 1) 
a=~~~~~~--~~~~-
1· 2 ..... k 
which is exactly the definition of (~). We can continue by doing the same thing 
for the other transitions, and prove that the invariant is true, and thus that the 
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Place-Action net is partially correct; proving that the other transition preserve the 
truth of the invariant is left as an exercise for the reader. 
Language Theory 
Most models can be made to either generate or recognize a formal language, 
which characterizes the modeled system. If the specification can be specified as 
a language (this is one approach to communication protocol specification, see for 
example [HAAS85]), then the analyst can try to show that the two languages are 
equivalent. Even if the specification is not a language, the language of the modeled 
system can be checked for certain properties. For example, in the language of a 
model of a communication protocol, if s represents a message being sent and r 
represents a message being received, the language could be checked to make sure 
that in every string of the language, the occurrence of an s is followed by an r. 
Reductions 
Analysis by reduction involves changing the model of the system to an equiv-
alent but simpler model by replacing parts of it by simpler but equivalent ones. 
Information is often lost when doing so, so the analyst must make sure that the 
information is not important for the ai;ialysis. Reduction is essentially a w~y of 
increasing the level of abstraction of the model, and is often combined with other 
analysis techniques to make the model more manageable. 
Simulation 
Analysis by simulation of the model is generally not as powerful as the other 
techniques, since it generally does not check all possible paths through the model. 
Like testing a computer program, it can only show the presence of errors, not the 
lack thereof. However, like testing, simulation has its uses. It is often faster and 
easier than other techniques, so it can be used as a first approach to give the analyst 
confidence that the :model is working properly, or to find obvious errors quickly. 
When simulation shows that the model seems to be correct, then other methods 
can be used to prove this. Simulation is also useful for performance analysis since 
performance statistics can be kept during the simulation. 
Other Analysis Techniques 
Occasionally, a researcher develops a technique which does not fit any of the 
above categories. For example, [HERZ80] describes a technique for analyzing Petri 
nets using graph theory. We will not describe any of them in detail here, but a few 
references a.re listed in Table 1. 
Summary 
We have presented several modeling and analysis techniques in this paper; to 
finish, we now review some of the advantages and disadvantages of each method. 
Communicating Sequential Processes were developed as a concurrent program-
ming language, and not primarily as. a modeling technique. It has been presented. 
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here because it can be used for modeling, and because many analysis techniques 
have been developed for it. A few of these are explained in [APT80], [LAMP84], and 
[LEVI81]. One of the main advantages of CSP is that many concurrent programming 
lang~ages are based on it, and systems which have been modeled in CSP will prob-
ably be quite easy to implement in software. A disadvantage is that a process must 
know the name of each process with which it communicates-it is impossible, for 
example, to have a generic process which performs a service for whatever processes 
need it. For this reason, it is the least powerful of the communicating/synchronizing 
process models we have discussed. 
Path expression models are also quite easy to implement in software-several 
programming languages exist which use path expressions as a synchronization tech-
nique, among them Path Pascal, described in [CAMPB79]. Although server processes 
in the path expression model do not need to know the name of every process who 
uses them, thus making them more powerful than CSP, they do have a disadvantage 
which makes them inappropriate for modeling some systems: it is difficult to express 
synchronization conditions which depend on the current state of a resource rather 
than the history of operations on it. For example, consider the readers/writers 
problem in which a number of processes need to access a resource such as a data-
base, some to read only and some to write to it. Several readers may access the 
resource concurrently, but writers must have exclusive access. Suppose we wish 
to implement a readers/writers system in which the writers have precedence over 
the readers-no readers must be allowed access unless no writers wish access. This 
system is difficult to model using pa.th expressions since the question of whether a 
reader will be granted access depends on the state of the system at that moment, 
not on the past history. 
The Calculus of Communicating Systems was developed by Milner for the 
purpose of modeling and analyzing concurrent systems consisting of processes which 
communicate with ea.ch other. It is a powerful technique-the most powerful we 
have described-and works well for this purpose. Its main disadvantage is that it 
is sometimes hard to read and understand a COS model. 
CIRCAL and COS have a common origin, concurrent processes, described 
in [MILNE79]. The main differences are that CIRCAL does not allow processes 
to communicate values to each other, while COS does, and that CIRCAL allows 
several ports to be activated at once, representing true concurrency rather than the 
arbitrary interleaving of activations which simulates concurrency in a sequential 
way. For many systems, true concurrency does not happen; for the ones in which 
it does, such as hardware systems (like VLSI design), CIRCAL seems to be a good 
model. 
Condition-Event systems do not appear in the literature as much as Place-
Transition nets (Petri nets), but there is a good reason: Analysis techniques for 
Petri nets will work just fine on Condition-Event systems, so most researchers 
have concentrated their work on the more general case. Many Petri net models 
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of real systems are safe (no place ever contains more than one token at a time), 
and are therefore Condition-Event systems, even if the analyst calls them Petri 
nets. The main advantage of Petri nets (and other net-based models) over the 
synchronizing/ communicating process models is that concurrency is inherent in the 
Petri net model-the person modeling a system does not need to determine in 
advance how many processes will be needed or how to distribute the tasks among 
them. Petri nets also represent the conflict present in systems very nicely. Perhaps 
their main disadvantage is that it may be difficult to convert a Petri net model 
to an efficient real implementation using multiple processors which communicate 
with each other. Another advantage which should not be overlooked is the fact that 
Petri nets are currently quite popular, and many researchers are developing tools to 
help automate the analysis of Petri net based models. With the availability of these 
tools, using Petri nets to model a system may decrease the total effort needed to 
analyze· a system, even if a different modeling technique would be more appropriate 
for the particular system. 
The various Petri net extensions increase the power of Petri nets to make it 
easier to create models. The problem with making the modeling process easier is 
that this often makes the analysis more difficult. For example, several automated 
tools exist which generate the reachability graph of a Place-Transition net. If the 
person modeling a system uses a coloured Petri net to make the model smaller, he 
may not be able to use these tools to generate a reachability graph for it. One 
solution to this problem is to use a pre-processor to convert the coloured Petri 
net to a Place-Transition net, for which a reachability graph may be generated. 
However, then the interface to the tools which he uses to analyze the reachability 
graph will use the terminology (place names, etc.) of the Place-Transition net, not 
the original coloured Petri net-in fact the whole idea of coloured tokens will not 
be available during the analysis. 
The only Petri net variations described here which do not increase their power 
are the Timed Petri net models. These models actually decrease the modeling power 
by removing non-determinism. The advantage of doing so is that a type of analysis 
not possible on regular or extended Petri nets may be done on them: performance 
analysis. That, of course, is the reason for which they were designed. 
There are many other modeling techniques for concurrent systems which have 
not been discussed here. Many of these techniques are simply variations on the 
techniques which have been discussed; for example, Milner describes a synchronous 
version of his COS in [MILNER83]. Many other techniques have not been widely 
published, for example Milne's dot calculus, a forerunner of CIRCAL, described in 
[MILNE78]. The fact that researchers continue to develop new modeling techniques 
indicates that there is no ideal modeling technique for all concurrent systems. The 
techniques which we have described seem to be the most popular and interesting 
ones at the present time. Meanwhile, the search for new and better techniques goes 
on. 
[APT80) 
[BAUM85) 
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