Abstract Quasi-Monte Carlo integration rules, which are equal-weight sample averages of function values, have been popular for approximating multivariate integrals due to their superior convergence rate of order close to 1/N or better, compared to the order 1/ √ N of simple Monte Carlo algorithms. For practical applications, it is desirable to be able to increase the total number of sampling points N one or several at a time until a desired accuracy is met, while keeping all existing evaluations. We show that although a convergence rate of order close to 1/N can be achieved for all values of N (e.g., by using a good lattice sequence), it is impossible to get better than order 1/N convergence for all values of N by adding equally-weighted sampling points in this manner. We then prove that a convergence of order N −α for α > 1 can be achieved by weighting the sampling points, that is, by using a weighted compound integration rule. We apply our theory to lattice sequences and present some numerical results. The same theory also applies to digital sequences.
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Introduction
Quasi-Monte Carlo (QMC) integration rules,
which are equally-weighted sample averages of function values, have been popular for approximating multivariate integrals I( f ) = [0,1] s f (x) dx over the s-dimensional unit cube [0, 1] s . Their popularity is due to their simple form and their convergence rates that are superior to simple Monte Carlo algorithms, i.e., close to order 1/N versus 1/ √ N. The key to superior convergence rates is the clever choice of the sampling points x 0 , . . . , x N−1 . For integrands with higher smoothness, it is possible to obtain higher orders of convergence, however, there is a drawback that the choice of the points depends on knowing N in advance. As we shall explain in Section 2, it is impossible to have higher convergence than order 1/N for all values of N with a QMC rule that draws the sampling points from a single infinite sequence x 0 , x 1 , x 2 , . . . .
For high orders of convergence one must either: (i) change sampling points when incrementing N, (ii) restrict oneself to a geometric progression of N, or (iii) weight the function values unequally in the integration rule. This article explores the third option. More precisely, we partition the N sampling points into M sets, with N = We consider a weighted compound rule of the form
with weights w i satisfying M i=1 w i = 1. In Section 3 we prove that the special choice of weights
can yield O(N −α ) convergence rate for all values of N, provided that the convergence rates for the Q i are O(N −α i ), M is small, and a ≥ α. We also derive the optimal choice of weights w * i for a given set of rules Q i .
In Section 4 we apply the result of Section 3 to lattice sequences. More precisely, we introduce an algorithm which partitions the first N points of a lattice sequence into blocks based on the base b representation of N; these blocks then form the rules Q i . This strategy allows us to use a lattice sequence with a higher order of convergence by adding one point at a time in practice, updating the weights as we go, until we achieve a desired numerical accuracy. The same strategy also applies to digital sequences.
The effectiveness of our approach is demonstrated by numerical experiments in Section 5 where we take a simple test function as integrand as well as a function arising from option pricing. One focus of the experiments is on the choice of a in (2) with respect to the smoothness of the integrands. Another focus is on comparing the weights (2) with the optimal weights w * i . Our numerical results are encouraging and support our theory.
Worst case error for simple QMC sequences
In the following, we always assume that H The worst case error of any (equal-or unequal-weight) integration rule Q in H is defined by
where · H denotes the norm in H. In this article, we are mainly concerned with the question of how the worst case error behaves when we combine QMC rules based on different point sets. When a QMC rule (1) is based on a point set P, we sometimes write
and we also write e(Q qmc , K) = e(P, K) for the worst case error. Note that by "point set" we mean a multi-set, i.e., points may occur multiple times. It is well known in the QMC literature (see, e.g., [20] ) that there exist uniformly distributed sequences for which certain subsets with N points have a worst case error close to O(N −α ), where α > 1 is a smoothness parameter of the function space under consideration. However, such a result generally does not hold for arbitrary values of N, but is usually limited to N of a very specific form, for example, for N being powers of a fixed prime. The next proposition formalizes this assertion, and is based on an argument similar to the one in [24] . First we make an assumption about the function space H.
Assumption 1 For the Hilbert space H(K)
and any fixed number A, an Apoint QMC rule using any point set P has a positive worst case error, and this error is bounded below away from zero no matter how well one chooses the set P, i.e.,
where c K,A may naturally depend on K and A.
This assumption is not very restrictive. If it is violated then one can get an arbitrarily accurate approximation of the integral by evaluating the integrand at a finite number of points. 
Proof The proof for A = 1 and arbitrary A are the same. For any f in the unit ball of H and N ≥ 1, the signed error of the QMC rule using the point set S N is
Thus, for any positive integers N 0 , n and A, and N = N 0 + nA, we have
Suppose there exist constants C > 0 and β > 0 such that
for all N = N 0 + nA with n = 0, 1, . . . .
Then Assumption 1 implies that
Since the left-hand side of the above inequality cannot converge to 0 as N increases, it is necessary that β ≤ 1.
Proposition 1 shows that, for any sequence of points S = (x k ) k≥0 , the sequence of worst case errors (e(S N , K)) N≥1 cannot have a better convergence rate than O(N −1 ). Moreover, subsequences indexed by arithmetic progressions also have no better convergence rate than O(N −1 ). To obtain better convergence rates without indexing by geometric progression, it is necessary to relax the condition that every function value be weighted equally. This leads us to consider weighted compound rules.
Worst case error for weighted compound rules
Suppose we are given M integration rules Q i , 1 ≤ i ≤ M, where each Q i uses N i function evaluations. We define the weighted compound rule Q by
The total number of function evaluations in Q is N := M i=1 N i . In particular, if each rule Q i is a QMC rule and w i = N i /N, then Q is a QMC rule with N points. Given the result from the previous section, we are especially interested in choosing w i such that Q is not a QMC rule, although the Q i may well be.
It is well known (see, e.g., [12] ) that the worst case error of an integration rule Q in a reproducing kernel Hilbert space H(K) equals the H-norm of the error representer, which is the difference between the integral of the kernel and the approximation to this integral using Q. That is, e(Q, , y) ). Thus for the compound rule (3) we have
where ξ Q i ,K is the representer for the error of rule Q i , and hence 
The minimum of w T Aw subject to the constraint on the weights that 1 T w = 1 is attained by
that is, w * i is the sum of the entries in the ith row of A −1 divided by the sum of all entries of A −1 . The corresponding optimal compound rule Q * using these weights w * i has the worst case error
This serves as a lower bound on the worst case error for a compound rule (3) with any choice of weights w i . We note that (6) and (7) are the deterministic counterparts of the unbiased minimum-variance linear estimator employed in statistical analysis, see, e.g., [10] . The optimal choice of weights and the sharp lower bound on the worst case error require us to solve an M × M system whenever there is a change in the rules Q i : we need to compute the matrix A, solve Au = 1 for u, and then set w * = u/ i u i . Solving Au = 1 may be feasible if M = O(log N). However, evaluating each element ξ Q i ,K , ξ Q j ,K H of the matrix A may require as much as O(N i N j ) operations (except for some special circumstances which we shall discuss later). Thus using the optimal choice of weights w * i might not be a practical approach to obtain a compound rule.
A simple upper bound for arbitrary weights
Using the triangle inequality, we can bound (4) from above by
This provides a simple, albeit loose, error bound for the compound rule Q when we already have error estimates for the rules Q i . It follows immediately from (8) i ) convergence, then the compound rule Q achieves close to O(N −1 ) convergence, provided that M is small compared to N, e.g., M = O(log N). In particular, this applies to the special case where the compound rule Q is a QMC sequence and the rules Q i are obtained by partitioning Q in a certain way (we will discuss this in Section 4). This is similar to the classical result [16, Theorem 2.6, p. 115] which is expressed in terms of "discrepancy".
Minimizing the right-hand side of (8) corresponds to choosing w k = 1 for the rule Q k with the smallest worst case error and choosing w i = 0 for all i = k. This would seem to suggest that a compound rule consisting of just one (best) rule Q k is better than a compound rule which combines all of Q i . This is not the right conclusion. One needs to bear in mind that (8) is merely an upper bound, a crude one indeed, to the true worst case error for the compound rule Q. There could be many cancelations in the worst case errors when the rules Q i are combined, but such cancelation effect is lost in the estimate (8).
A special choice of weights
Here we propose a special choice of weights and derive the corresponding worst case error bound by making use of the simple error estimate (8) .
Theorem 1 Consider the weighted compound rule (3) with weights
for some a > 0.
Suppose there exist constants C > 0 and α > 0 such that
Then we have
Proof It follows from (8) that
To obtain further estimates on (9) we shall make use of two inequalities. The first one is often (incorrectly) referred to as Jensen's inequality (see [11, 15] ):
The second one is a generalized mean inequality (see [1] ):
In both inequalities we assume that all y i are non-negative. Note that Jensen's inequality is tight when all but one of the y i are zero, and the generalized mean inequality is tight when all the y i are equal. Therefore our estimate will not be sharp, unless M = 1.
Consider first the denominator in (9) .
On the other hand, if a ≥ 1 then the generalized mean inequality yields (
Next, consider the numerator in (9) . For a ≤ α it follows that N a−α i ≤ 1 for all N i , and so this numerator is bounded by M. Substituting this and (10) into (9) yields
For the case of a > α the generalized mean inequality is applied with
Substituting this into (9) and then applying the estimate (10) yields
Combining this result with (11) completes the proof of the theorem.
Note that as a → ∞ the special choice of weights in Theorem 1 approaches the weights that minimize the right hand side of (8) . 
Weighted compound rules built from lattice sequences

Background on lattice rules and lattice sequences
An s-dimensional N-point lattice rule (of rank 1) is uniquely specified by its generating vector z ∈ Z s : the lattice points are given by
where the braces around a vector indicate that we take the fractional part of each component in the vector. Traditionally lattice rules are defined with a fixed number of points N and a fixed dimension s, see [20, 26] . By now it is well known that good generating vectors can be constructed componentby-component (CBC), that is, the components of z = (z 1 , z 2 , . . .) are chosen one at a time, while holding previously chosen components fixed, see [27] . The criterion used in the CBC construction is the worst case error in some reproducing kernel Hilbert space. In particular, it is shown that the resulting lattice rules can achieve the optimal rate of convergence O(N −α+δ ), δ > 0, in the periodic weighted Korobov spaces with smoothness parameter α > 1/2, where α is roughly the number of derivatives available, see [5, 17] . (Note that the smoothness parameter α for the Korobov space is often also taken as α = 2α, to denote the decay of the Fourier coefficients.) The fast CBC algorithm introduced in [21, 22] has a cost of only O(s N log N), which means that in practice we may obtain generating vectors with a huge number of points in very high dimensions. Moreover, the nature of the CBC construction means that the dimension s can be "extended" at a later time as we wish. We remark that to be able to use lattice rules in a non-periodic setting, e.g., in weighted Sobolev spaces, we need to use shifted lattice points, which means that we add the same vector ∈ [0, 1) s to every lattice point, and if any point falls outside of the unit cube then it is "wrapped" in from the other side, i.e., the shifted lattice points are given by
We shall not go into further details here. See [18] for a story of recent developments on the construction of lattice rules. For practical reasons it would be nice to have a lattice point set that is "extensible" in N as well as in s (the latter is already achieved by the CBC construction). In [14] the existence of infinite lattice sequences is shown, however no constructive approach is presented there. To obtain a lattice sequence we must change the way the points are indexed in (12) so that N is no longer part of the definition. Following [14] , we define the points of a lattice sequence in base b by
where the index k of the point is first mapped into [0, 1) by the function ϕ b , which, for any non-negative integers m and q, satisfies the condition
for some ∈ [0, 1) dependent on b , m and q. This condition enforces that each block of the point set of size b m , which is aligned at a multiple of b m , is a shifted version of the equally spaced points {k b
Typically, we have = 0 for q = 0, and this means that x 0 = 0 and that the definition (14) yields the full lattice rule as defined by (12) . We see from (14) that, in theory, the number of points could now be infinite. We denote this infinite lattice sequence by S = (x k ) k≥0 and the initial portion of N points by S N . Moreover, we use the notation S N + for the point set obtained by applying a shift to every point in S N , see (13) .
The theoretical guarantee of a good lattice sequence is that the worst case for some constants C and δ > 0, see [14] . This is what we referred to earlier as "indexing by geometric progression". We do not know the rate of convergence for the values of N in between powers of b . In fact, Proposition 1 indicates that it is impossible to have a convergence rate better than order 1/N if we weight the points equally. In the next subsection we will make use of Theorem 1 to get a good rate of convergence when N is not of the form b m . Note that contrary to the existence results in [14] , a practical algorithm for obtaining a lattice sequence might not construct an infinite sequence, but an embedded sequence having a maximum number of points b m 2 , in some base b , where all initial portions of size b m are optimal for m 1 ≤ m ≤ m 2 , or for an even more restricted set. Some practical algorithms can be found in [4, 7, 9, 13] . The paper [7] contains a proof on the optimality of the construction presented there, and in the same paper [7, Theorem 13] this is also shown to hold for the algorithm in [4] . Both papers [4, 7] make use of the fast CBC algorithm [21, 22] .
To proceed we need to make one further simplifying assumption that the reproducing kernel K of the Hilbert space H(K) is shift-invariant, i.e.,
It then follows that the worst case error of a shifted point set equals the worst case error of the original point set. In particular, we have
Note that this shift-invariant assumption on the kernel is not really a limitation. When a given reproducing kernel is not shift-invariant, one can obtain an associated shift-invariant kernel by "averaging" over all shifts. For the full details, see, e.g., [12] .
Partitioning a lattice sequence
Before we present the main theorem of this section, we first consider a simple example. Suppose we want to make use of the first N = 22 points of a lattice sequence S = (x k ) k≥0 in base b = 3. We now partition S 22 into smaller sets each with cardinality 3 for some . Expressing 22 in base 3, we have 22 = (211) 3 = 2 × 3 2 + 1 × 3 1 + 1 × 3 0 , indicating that we get 2 sets with 9 points each in level 2, plus 1 set with 3 points in level 1, plus 1 set with just 1 point in level 0. This can be illustrated as follows:
Thus we have partitioned S 22 into P 2,1 , P 2,2 , P 1,1 , P 0,1 , and we may form the compound rule as in Theorem 1 with M = 4 using these four point sets as four QMC rules.
More generally, if N =
L−1
=0 n b in base b representation, then there are L levels in total, indexed from 0, and there are n sets in level , with each set containing b points. For each set P , j , the first subscript represents the level it is in, and the second subscript j enumerates the sets within the same level. Two key observations are needed before we can apply Theorem 1:
1. Due to the condition (15) and how the lattice sequence is defined, see (14) , the point set P , j is a shifted version of S b , i.e.,
2. Since K is shift-invariant, the worst case error of P , j is the same as the worst case error of S b , i.e.,
In our example above, the point set P 2,2 is a shifted version of S 9 , P 1,1 is a shifted version of S 3 , and P 0,1 is a shifted version of S 1 . Moreover, we have e(P 2,2 , K) = e(S 9 , K), e(P 1,1 , K) = e(S 3 , K), and e(P 0,1 , K) = e(S 1 , K).
We are now ready to formalize the main result of this section. 
Theorem 2 Let S = (x k
we def ine, for each = L − 1, . . . , 0 and j = 1, . . . , n , the QMC rule
Then for any a > 0, the compound rule def ined by
with weights (which are the same for rules in the same level)
has the worst case error satisfying
Proof We see from (17) that Q is made up of M QMC rules Q , j , with
Moreover, the weights of these M rules Q , j are defined as in Theorem 1 with a parameter a. To invoke Theorem 1, it suffices that we determine an error bound for e(Q , j , K) for each rule Q , j . For each = L − 1, . . . , 0 and j = 1, . . . , n , let P , j := {x k ∈ S : T , j ≤ k < T , j + b } denote the point set of the QMC rule Q , j . We observe that P , j = S b + , j for some shift , j ∈ [0, 1) s . Since the reproducing kernel is shiftinvariant, we conclude that
We may now invoke Theorem 1 and obtain the desired result.
The essence of Theorem 2 is that by using the special choice of weights for the lattice sequence, one can get nearly the O(N −α ) convergence rate for all values of N, and not just for those values of N being powers of the base b .
The weighted compound rule (17) , with subrules (16) built from the lattice sequence, might look rather complicated but can be implemented without too much effort. Indeed, it is sufficient to use a table which contains the weights for each level in terms of the digit expansion of N, as well as the accumulated sum of function values Q , j ( f ) using b points. When N increases, some accumulated sums might have to be changed to the correct level, but there is no need to redo any calculation. This table only has a memory requirement of O(log N) and can be fixed beforehand for the maximal value of N. Moreover, 
{draw next point and evaluate} 6: mask := N AND (N XOR (N + 1) ) {work out which sums to carry} 7: for := 0 to maxlevels − 2 do 8: if bit set in mask then 9: Q +1 := Q +1 + Q /2, and Q := 0 {carry the sums through} 10: end if 11: end for 12: N := N + 1 13:
where n is the th bit of N {calculate approximation} 14: end while 15 : return Q we can handle multiple values of the parameter a at the same time with a very small additional cost.
A pseudocode for base b = 2 (presumably the most interesting case in practice) is given as Algorithm 1. In base 2, there is at most one point set in level , and whether or not this point set is present can be trivially determined by testing if the th bit n of N = L−1 =0 n 2 is set, see line 13. Furthermore, one can use bit instructions to determine which accumulated sums have to be updated and carried through as is done in line 6. The input parameter maxlevels corresponds to the maximal value of L = log 2 N + 1. This is only included to simplify the presentation of the pseudocode, and is not a constraint on the algorithm. It should be easy to see that maxlevels can be dynamically adjusted in the while loop as N increases. The code for base b ≥ 3 can be derived by extending this pseudocode, however, we then loose the advantage of fast bit operations.
Theorem 2 is formulated based on a lattice sequence for which the worst case error of the first b m points is optimal for all m ≥ 0. In a practical construction of a lattice sequence one might choose to only satisfy this criterion for a limited set of values of m. For example, m is restricted to 0 ≤ m 1 ≤ m ≤ m 2 for the constructions in [4, 7] . When m 1 = 0, we need to adjust Theorem 2 and Algorithm 1 to consider only N which are multiples of b m 1 . (However, since the construction can be done very quickly, there is no reason not to choose m 1 = 0.)
As a corollary to Theorem 2, in the special case of a = 1 we obtain an error bound which holds for all values of N for the "plain" lattice sequence (i.e., all the points in a sequence of length N have equal weights 1/N). The same result can also be obtained directly from the inequality (8). The result indicates that when α is close to 1, we can obtain close to O(1/N) convergence rate for all values of N using just equal weights. We recall from Proposition 1 that a convergence rate of order 1/N is the best rate possible using equal weights. If α > 1 and one desires to have close to O(N −α ) convergence then it is necessary to use special weights such as the choice in Theorem 2.
Corollary 1 Let S = (x k
)
Compound lattice rules with optimal weights
We can partition a lattice sequence as described in the previous subsection and use the optimal weights (6) to obtain the optimal compound lattice rule Q * . Then we have e(Q * , K) ≤ e(Q, K), and the error bound in Theorem 2 also applies to Q * . Since Q * has a smaller worst case error but Q has much simpler weights, it would be interesting to see how Q * compares to Q in practice.
Recall that obtaining the optimal weights (6) requires solving a linear system with the M × M matrix A given by (5), but evaluating the elements of A may require O (N i N j ) operations. For shift-invariant kernels together with lattice sequences, the latter can be done in O(max(N i , N j ) ) operations, which we explain below. 
where i, j is the dif ference between the f irst point of P i and the f irst point of P j . Therefore, assuming that the integral over K(x, 0) is known explicitly, the element a i, j can be calculated in O(max (N i , N j ) ) operations.
Proof Using properties of the reproducing kernel, the (i, j)th element of A reduces to
where we invoked the shift-invariant property of the kernel. Next we use the fact that the point sets P i are obtained from a partition of the lattice sequence as described in Section 4.2, with x 0 = 0. (Note that in Section 4.2 we used the notation P , j to describe the jth point set in level . Here we do not follow that notation.) Due to the structure of the lattice sequence, see (14) and (15), given P i and P j we can find q, m, q , and m such that N i = b m , N j = b m , and
where the shifts are given explicitly by
Thus the double sum can be written as
where we used the fact that {x k − x k } is a lattice point if both x k and x k are, and (18) was used in both directions. This last expression is of order b m = max(N i , N j ) as claimed.
Some straightforward modifications in Algorithm 1 allow one to use the optimal weights with respect to the worst case error, but one has to solve the linear system for each new function evaluation (or each new addition of points). The code to calculate these optimal weights can then be inserted just before line 13. The rest of the algorithm can stay the same. A similar modification can be made for any other choice of weights to be used with compound rules based on the partitioning from Section 4.2.
Remarks
We remark that the same technique as outlined for lattice sequences may also be used to obtain results for higher order digital (t, s)-sequences, see, e.g., [2, 6] . In this case, the assumption that the kernel of the function space be shiftinvariant needs to be replaced by the assumption that the kernel be digitally shift-invariant. If the space does not have this property then one can obtain an associated digitally shift-invariant kernel, as in the case of lattice sequences. Under these conditions, all the theory presented in this paper is applicable.
Further, there are known algorithms which achieve higher order convergence based on the so-called Kronecker sequences. For example, Niederreiter [19] proposed some rather complicated weights in terms of sums over binomial coefficients, and Sugihara and Murota [28] proposed a slightly easier form of weights; see [29, 30] for efficient implementations of these algorithms. The strategy proposed in this article complements these known algorithms for lattice sequences and digital sequences and is relatively easy to implement.
Numerical experiments
We construct a lattice sequence using the fast component-by-component algorithm from [4] (Note that this rule was constructed in multiple precision since, e.g., the squared worst case error for the 4-dimensional rule is approximately 5.914 × 10 −20 .) We now carry out three experiments using Algorithm 1, with the weights from Theorem 2, and employing the aforementioned lattice sequence.
A simple test integrand
We use the weighted compound rule with optimal weights and with parameters a = 1, 2, . . . , 6 for the simple test function
whose integral is I( f 3 ) = 1. Here x 3 − 3 2
x is the Bernoulli polynomial of degree 3. For this test function we expect an order of convergence close to N − min(a,3) .
In Fig. 1 we plot the absolute errors for the six different values of a and for the optimal weights. The top graph shows the errors as N increases from 3 to . Furthermore, as a increases it takes longer to enter the asymptotic regime. This confirms the presence of the (log N) min(a,3) factor in our error bound.
An integrand arising from option pricing
Next we consider an option pricing problem where the financial product is a look-back option. This is a product where the payoff is determined by the maximum value of the underlying asset (e.g., a stock) as follows:
where S i denotes the price of the asset at the discrete monitoring time t i , and K is the strike price. Without going into the details, we simply say here that we choose the following parameters: initial asset price S 0 = 100, strike price K = 120, risk-free interest rate r = 0.1, volatility σ = 0.4, time T = 5, and s = 5 equally-spaced time steps (i.e., yearly monitoring). For this payoff one can obtain an "analytic" expression for the value of the option in terms of a sum over cumulative multivariate normal distributions, see [3] . These multivariate integrals then have to be approximated numerically. One of the integrals appearing in this expression is 
We use an approach by Genz [8] to calculate this 5-dimensional integral (the dimensionality is reduced to s = 4 due to the method in [8] ), in combination with the Sidi sin-3 periodizing transform [25] . This integrand is also featured in a comparison of different higher order QMC methods in [23] . The results are presented in Fig. 2 . The top graph shows the standard error after 10 random shifts for four different methods: Monte Carlo, the lattice sequence from above (up to s = 4), the same lattice sequence after sin-3 periodization (to achieve order N −3 convergence), and finally the new weighted compound rule with a = 3 using the same lattice sequence and periodization. The bottom four graphs show the errors for the four methods separately, with the dashed lines indi-
, respectively. These graphs show the advantage of using the new weighted compound rules compared to using plain QMC. For example, comparing the final two graphs (using the lattice sequence with periodization for a = 1 and a = 3), one can clearly note the wide band of the error between O(N −1 ) and O(N −3 ) when using the unweighted sequence (a = 1), while the weighted sequence (a = 3) exhibits the convergence rate O(N −3 ) for all N. The improvement can also be seen clearly in the top graph (i.e., a = 3 is almost always better than a = 1, except at the powers of 2 when they are equal).
The effect of different choices of weights
The numerical results in the previous two subsections are encouraging in the sense that higher order convergence is observed as our theory predicted. However, one cannot help noticing some "staircases" in the graphs. Natural questions that may come to mind are: Is the staircase a side ef fect of our special choice of weights? Would the optimal choice of weights w * i give "smoother" convergence? Unfortunately, it is not easy to make a meaningful comparison since the result depends very much on the criterion. (To compare worst case errors we need to select the function space. To compare actual or estimated errors we need to select the test integrand. There is also the choice of dimension and the QMC sequence.) Our general observation is that even the optimal weights could yield staircases. As an illustration we include in Fig. 3 a comparison of worst case errors for different weighted compound rules built from the same lattice sequence presented at the beginning of this section. (Here we have an unweighted Korobov space with α = 3, dimension s = 4 in the top graph and s = 8 in the bottom two graphs, and base b = 2.) The "true" staircase in the graphs correspond to taking just the largest power of 2 no greater than N, i.e., assign the weight 1 for the subrule with the smallest worst case error and the weight 0 for all other subrules; this is the same as taking a = ∞. On the other hand, the case of equal weights is the same as taking a = 1. (Note that with the exception of the optimal weights being more costly, it is easy to run our algorithm concurrently for a number of choices of the parameter a.) It can be seen from the graphs that our special choice of weights a = 2 or 3 generally performs better than the true staircase, but occasionally it can be worse. Since even the optimal choice of weights yield staircases there, our intuition is that the problem lies in the construction of the lattice sequence rather than in the choice of weights. It is plausible that a lattice sequence which is specifically designed to be used with weights may avoid or alleviate the staircase problem. Further work is needed in this direction and it falls outside the scope and aim of the present paper.
