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Remarks on the Homological Mirror Symmetry
for Tori
Kazushi Kobayashi∗
Abstract
Let us consider an n-dimensional complex torus T 2nJ=T := C
n/2pi(Zn⊕
TZn). Here, T is a complex matrix of order n whose imaginary part is
positive definite. In particular, when we consider the case n = 1, the com-
plexified symplectic form of a mirror partner of T 2J=T is defined by using
− 1
T
or T . However, if we assume n ≥ 2 and that T is a singular matrix,
we can not define a mirror partner of T 2nJ=T as a natural generalization of
the case n = 1 to the higher dimensional case. In this paper, we propose a
way to avoid this problem, and discuss the homological mirror symmetry.
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1 Introduction
Mirror symmetry is a duality between a complex manifold M and a symplectic
manifold Mˇ . In 1994, as a categorical formulation of it, Kontsevich proposed
a conjecture called the homological mirror symmetry [16]. For a given mirror
pair (M, Mˇ), this conjecture states that there exists an equivalence
Db(Coh(M)) ∼= Tr(Fuk(Mˇ))
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as triangulated categories. Here, Db(Coh(M)) is the bounded derived category
of coherent sheaves on M , and Tr(Fuk(Mˇ)) is the derived category of the
Fukaya category Fuk(M) on Mˇ [6] which is obtained by the Bondal-Kapranov-
Kontsevich construction [5], [16]. In particular, a pair of tori is a typical example
of a mirror pair, so there are various studies of the homological mirror symmetry
for tori ([20], [7], [1] etc.).
When we discuss the mirror symmetry, of course, we consider a suitable pair
consisting of a complex manifold and a symplectic manifold, which is called a
mirror pair. For a given complex or symplectic manifold, to define a mirror
partner of it is a fundamental, and difficult problem. In this paper, in order
to address this problem, we focus on a framework called the generalized ge-
ometry (generalized complex structures, generalized complex manifolds) which
is introduced by Hitchin [10]. Roughly speaking, generalized complex struc-
tures provide a way of treating complex structures and symplectic structures
uniformly. In this sense, we can naturally regard both complex manifolds and
symplectic manifolds as generalized complex manifolds. In particular, we can
also apply this framework to the study of the mirror symmetry as follows (see
[8], [3], [4] etc.). Generally, the group O(n, n;Z) is defined by
O(n, n;Z) :=
{
g ∈M(2n;Z) | gtJg = J, J :=
(
O In
In O
)}
,
where In is the identity matrix of order n. Here, as a fundamental example,
let us consider a 2n-dimensional real torus T 2n equipped with a generalized
complex structure I : Γ(TT 2n ⊕ T ∗T 2n)→ Γ(TT 2n ⊕ T ∗T 2n), and set
g :=


In O O O
O O O In
O O In O
O In O O

 ∈ O(2n, 2n;Z),
where TT 2n, T ∗T 2n and Γ(TT 2n ⊕ T ∗T 2n) denote the tangent bundle of T 2n,
the cotangent bundle of T 2n and the space of smooth sections of TT 2n⊕T ∗T 2n,
respectively. Then,
g−1Ig
again defines a generalized complex structure, and we can treat (T 2n, g−1Ig) as
a mirror partner of (T 2n, I). From the viewpoint of the SYZ construction [21],
we can interpret this transformation as follows. Based on the SYZ construction,
we regard (T 2n, I) and (T 2n, g−1Ig) as the trivial special Lagrangian torus
fibrations on the same base space T n, namely, each fiber of these fibrations is
also T n. In this situation, the above transformation means that we fix the base
space T n corresponding to the (1, 1)-block In of g and take the T-duality along
the remaining T n regarded as a fiber on the base space T n. In this sense, the
group O(n, n;Z) is also called the T-duality group.
Now, we explain the purpose of this paper. Let T be a complex matrix of
order n such that ImT is positive definite. By using this complex matrix T , we
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can define the n-dimensional complex torus
T 2nJ=T := C
n/2pi(Zn ⊕ TZn).
We would like to define a mirror partner Tˇ 2nJ=T of this complex torus T
2n
J=T
according to the framework of the generalized geometry. First, for simplicity,
we assume n = 1, namely, consider the case of elliptic curves. Of course, for
the complex torus T 2J=T , if we try to define a mirror partner Tˇ
2
J=T of T
2
J=T , we
may define the corresponding complexified symplectic form. In this case, there
are actually two ways
− 1
T
dx ∧ dy or Tdx ∧ dy
as the definition of the corresponding complexified symplectic form, where (x, y)
is the local coordinates of Tˇ 2J=T . However, if we assume n ≥ 2, the complex
matrix T does not necessarily become a non-singular matrix. Hence, although
we can define the complexified symplectic form of Tˇ 2nJ=T by using the matrix
(−T−1)t as a natural generalization of the case n = 1 (− 1
T
dx ∧ dy) to the
higher dimensional case if detT 6= 0, we can not define a mirror partner Tˇ 2nJ=T
of T 2nJ=T by using the similar way if detT = 0. On the other hand, we can define
the complexified symplectic form of Tˇ 2nJ=T by using the matrix T as a natural
generalization of the case n = 1 (Tdx∧dy) to the higher dimensional case, even
if detT = 0. However, when we discuss the homological mirror symmetry on
this mirror pair (T 2nJ=T , Tˇ
2n
J=T ), we need to use the inverse of T in the definition
of complex geometric objects of the category which should be defined on T 2nJ=T .
Concerning these facts, in this paper, we propose a way to avoid this problem,
and discuss the homological mirror symmetry.
This paper is organized as follows. In section 2, we recall the definition of
generalized complex manifolds and give several examples of them. Moreover,
we also mention the definition of mirror pairs of tori in the framework of the
generalized geometry. In sections 3, 4, 5, we only consider the case detT = 0.
In section 3, we propose a way to construct a mirror partner Tˇ 2nJ=T of T
2n
J=T . In
section 4, we consider the homological mirror symmetry setting for the mirror
pair (T 2nJ=T , Tˇ
2n
J=T ) which is obtained in section 3. We also provide an analogue
of Theorem 5.1 in [14] on (T 2nJ=T , Tˇ
2n
J=T ), and this result is given in Theorem
4.9. In section 5, we investigate holomorphic vector bundles on T 2nJ=T which
are employed in the homological mirror symmetry setting for (T 2nJ=T , Tˇ
2n
J=T ). In
particular, since those holomorphic vector bundles are simple projectively flat
bundles, we also provide an interpretation of them in the language of factors
of automorphy. This result is given in Theorem 5.6, and it is an analogue of
Theorem 3.6 in [13].
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2 Generalized geometry and mirror symmetry
for tori
In this section, we recall the definition of generalized (almost) complex struc-
tures briefly, and interpret the mirror symmetry for tori in this framework ([8],
[3], [4] etc.). Throughout this section, for a manifold M and a vector bundle E,
TM , T ∗M and Γ(E) denote the tangent bundle of M , the cotangent bundle of
M and the space of smooth sections of E, respectively.
Now, letM be a 2n-dimensional real smooth manifold. We define a quadratic
form
〈 · , · 〉 : Γ(TM ⊕ T ∗M)⊗ Γ(TM ⊕ T ∗M) −→ C∞(M) (1)
by 〈X +α, Y + β〉 := α(Y )+ β(X), where X , Y ∈ Γ(TM) and α, β ∈ Γ(T ∗M).
Then, we can give the definition of generalized almost complex structures (man-
ifolds) as follows.
Definition 2.1 (Generalized almost complex structures (manifolds)). A gen-
eralized almost complex structure I on a smooth manifold M is a linear map
I : Γ(TM ⊕T ∗M)→ Γ(TM ⊕T ∗M) which satisfies I2 = −1 and preserves the
quadratic form (1), i.e., 〈I(X+α), I(Y +β)〉 = 〈X+α, Y +β〉 (X, Y ∈ Γ(TM),
α, β ∈ Γ(T ∗M)). In particular, a pair (M, I) of a smooth manifold M and a
generalized almost complex structure I is called a generalized almost complex
manifold.
We give several examples of generalized almost complex manifolds.
Example 2.2. Let (M,J) be an almost complex manifold, i.e., J : Γ(TM) →
Γ(TM) is a linear map such that J2 = −1, and we consider the adjoint map
J∗ : Γ(T ∗M)→ Γ(T ∗M), (J∗(α))(X) := α(J(X)) (X ∈ Γ(TM), α ∈ Γ(T ∗M))
of J : Γ(TM)→ Γ(TM). Then, the map IJ := J ⊕ (−J∗) : Γ(TM ⊕ T ∗M)→
Γ(TM ⊕ T ∗M) satisfies I2J = −1 by J2 = −1, and preserves the quadratic
form (1). Hence, almost complex manifolds are examples of generalized almost
complex manifolds.
Example 2.3. Let ω be a nondegenerate 2-form on M . For the linear map
ω : Γ(TM)→ Γ(T ∗M), X 7→ ω(X, ·) (X ∈ Γ(TM)) associated to the nondegen-
erate 2-form ω, we can express the representation matrix ωrep of ω : Γ(TM)→
Γ(T ∗M) by
ωrep =
(
O −ω
ωt O
)
.
Here, note that ωrep is an alternating matrix. By using this matrix ωrep, we can
express the representation matrix of the adjoint map ω∗ : Γ(T ∗M) → Γ(TM),
(ω(X))(ω∗(α)) = α(X) (X ∈ Γ(TM), α ∈ Γ(T ∗M)) of ω : Γ(TM) → Γ(T ∗M)
by −ω−1rep. Then, the map
Iω :=
(
O −ω−1rep
ωrep O
)
: Γ(TM ⊕ T ∗M)→ Γ(TM ⊕ T ∗M)
satisfies I2ω = −1 by alternativity of ωrep, and preserves the quadratic form (1).
Hence, (M,ω) forms a generalized almost complex manifold.
Example 2.4. Let (M, I) be a generalized almost complex manifold. In local
matrix expression, we consider the transformation on Γ(TM ⊕ T ∗M) which is
defined by (
I2n O
B I2n
)
.
Here, B is a matrix of order 2n and I2n denotes the identity matrix of order
2n. This means that the matrix B defines a 2-form B ∈ Γ(∧2T ∗M). Here, we
define the linear map I(B) : Γ(TM ⊕ T ∗M)→ Γ(TM ⊕ T ∗M) by
I(B) :=
(
I2n O
B I2n
)
I
(
I2n O
B I2n
)−1
=
(
I2n O
B I2n
)
I
(
I2n O
−B I2n
)
.
Then, (M, I(B)) also forms a generalized almost complex manifold. In this
case, I(B) is called a B-field transform of I.
Strictly speaking, in order to define generalized complex structures (mani-
folds), we need to discuss integrability of generalized almost complex structures
(manifolds). Although we omit the details of discussions of integrability condi-
tions here, we remark some facts below.
Remark 2.5. In Example 2.2, the condition that J is integrable is equivalent
to that IJ is integrable. Thus, complex manifolds are examples of generalized
complex manifolds.
Remark 2.6. In example 2.3, ω is a closed 2-form if and only if Iω is integrable.
Thus, symplectic manifolds are examples of generalized complex manifolds.
Remark 2.7. In example 2.4, the 2-form B is a closed 2-form if and only if
I(B) is integrable.
Hereafter, for a given complex torus Cn/2pi(Zn⊕TZn), sometimes we denote
T 2nJ=T instead of C
n/2pi(Zn ⊕ TZn) :
T 2nJ=T := C
n/2pi(Zn ⊕ TZn).
Similarly, for a given complexified symplectic torus (T 2n, ω˜ = dptτdq), where
p := (p1, · · · , pn)t, q := (q1, · · · , qn)t are the local coordinates of T 2n and dp :=
(dp1, · · · , dpn)t, dq := (dq1, · · · , dqn)t, sometimes we denote T 2nω˜=τ instead of
(T 2n, ω˜ = dptτdq) :
T 2nω˜=τ := (T
2n, ω˜ = dptτdq).
We give an interpretation of the mirror symmetry for tori in terms of the
generalized geometry. In general, there are two ways how to define a mirror
partner of a 2n-dimensional real torus T 2n equipped with a generalized complex
structure I.
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Definition 2.8. For a 2n-dimensional real torus (T 2n, I), where I is a gener-
alized complex structure on T 2n, its mirror transform (T 2n, Iˇ) is defined by
Iˇ :=


In O O O
O O O In
O O In O
O In O O

I


In O O O
O O O In
O O In O
O In O O

 .
Definition 2.9. For a 2n-dimensional real torus (T 2n, I), where I is a gener-
alized complex structure on T 2n, its mirror transform (T 2n, Iˇ) is defined by
Iˇ :=


O O In O
O In O O
In O O O
O O O In

I


O O In O
O In O O
In O O O
O O O In

 .
We first observe a mirror partner of a given complex torus T 2nJ=T by using
Definition 2.8. When we denote T = TR + iTI with TR :=ReT , TI :=ImT and
i =
√−1, the corresponding generalized complex structure IJ is expressed as

−TRT−1I −TI − TRT−1I TR O O
T−1I T
−1
I TR O O
O O (T−1I )
tT tR −(T−1I )t
O O T tI + T
t
R(T
−1
I )
tT tR −T tR(T−1I )t

 . (2)
On the other hand, for a complexified symplectic torus T 2nω˜=B+iω and two ma-
trices
ωrep :=
(
O −ω
ωt O
)
, B˜ :=
(
O −B
Bt O
)
,
the corresponding generalized complex structure
Iω(B) =
(
I2n O
B˜ I2n
)(
O −ω−1rep
ωrep O
)(
I2n O
−B˜ I2n
)
is expressed as

(ω−1)tBt O O −(ω−1)t
O ω−1B ω−1 O
O −ω −Bω−1B −Bω−1 O
ωt +Bt(ω−1)tBt O O −Bt(ω−1)t

 ,
so by Definition 2.8, its mirror dual Iˇω(B) is

(ω−1)tBt −(ω−1)t O O
ωt +Bt(ω−1)tBt −Bt(ω−1)t O O
O O −Bω−1 −ω −Bω−1B
O O ω−1 ω−1B

 . (3)
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Hence, by comparing the expression (2) of IJ and the expression (3) of Iˇω(B),
we obtain the following equalities.
− TRT−1I = (ω−1)tBt, (4)
− TI − TRT−1I TR = −(ω−1)t, (5)
T−1I = ω
t +Bt(ω−1)tBt, (6)
T−1I TR = −Bt(ω−1)t. (7)
We obtain the following two equalities by deforming the equality (4).
− T tRω − T tIB = O, (8)
T tRB = −T tR(T−1I )tT tRω. (9)
In particular, by using the equality (9), one has
T tIω − T tRB = T tIω + T tR(T−1I )tT tRω
= (T tI + T
t
R(T
−1
I )
tT tR)ω.
On the other hand, the equality (5) is equivalent to the equality
T tI + T
t
R(T
−1
I )
tT tR = ω
−1,
so we obtain the following equality.
T tIω − T tRB = In. (10)
Thus, by using the equalities (8), (10), we see
−T t(B + iω) = −(TR + iTI)t(B + iω)
= T tIω − T tRB + i(−T tRω − T tIB)
= In. (11)
Similarly, by using the equalities (5), (7), the following relation also holds.
(B + iω)(−T t) = In. (12)
Clearly, the two relations (11), (12) state B + iω = −(T−1)t, and this fact
indicates that the matrix T is invertible. Furthermore, when we set
B = Re(−(T−1)t), ω = Im(−(T−1)t),
the equality (6) is also satisfied automatically. However, if we assume n ≥ 2,
the matrix T can be degenerate. For example,
T :=
(
i 1
−1 i
)
=
(
0 1
−1 0
)
+ i · I2.
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Therefore, if the matrix T is a singular matrix, we can not define a mirror
partner of the complex torus T 2nJ=T according to Definition 2.8.
We also mention the construction of mirror partners of complex tori by
using Definition 2.9. In this case, for a complex torus T 2nJ=T , we can give the
complexified symplectic structure of the mirror partner of the complex torus
T 2nJ=T by using the matrix T , namely, Tˇ
2n
J=T := T
2n
ω˜=T . Therefore, we can define
a mirror partner of the complex torus T 2nJ=T even if T is a singular matrix.
However, when we discuss the homological mirror symmetry on this mirror pair
(Tˇ 2nJ=T , T
2n
J=T ), we need to use the inverse of T in the definition of objects of the
category which should be defined on T 2nJ=T (we also mention the details of this
fact in Remark 4.2).
Thus, in any case, we need to use the inverse of T . We propose a way to
avoid this problem in sections 3, 4.
3 On mirror partners of complex tori
As discussed in section 2, for a complex torus T 2nJ=T , we should consider the case
such that the matrix T is a singular matrix. Therefore, we choose an arbitrary
singular matrix T ∈ M(n;C) whose imaginary part is positive definite, and fix
it. Note that we use the same matrix T in sections 4, 5. The purpose of this
section is to construct a mirror partner of the complex torus T 2nJ=T which is
defined by the fixed singular matrix T .
First, as the preparation of the main discussions, we prove the following
lemma.
Lemma 3.1. For the singular matrix T ∈ M(n;C), there exists a matrix δ ∈
M(n;Z) such that T − δ is a non-singular matrix.
Proof. Now, although T is a singular matrix, since ImT is positive definite,
rankT 6= 0. Therefore, we may assume
rankT = m, m = 1, · · · , n− 1,
and it is enough to consider the case
T =


t11 . . . t1i1 . . . t1im . . . t1n
...
. . .
...
. . .
...
. . .
...
tm1 . . . tmi1 . . . tmim . . . tmn
cm+1tjm+11 . . . cm+1tjm+1i1 . . . cm+1tjm+1im . . . cm+1tjm+1n
...
. . .
...
. . .
...
. . .
...
cntjn1 . . . cntjni1 . . . cntjnim . . . cntjnn


,
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where
1 ≤ i1 < · · · < im ≤ n,
jk = 1, · · · ,m (k = m+ 1, · · · , n),
ck ∈ C× (k = m+ 1, · · · , n),
det


t1i1 . . . t1im
...
. . .
...
tmi1 . . . tmim

 6= 0.
For this T , for example, we may define δ = (δij) ∈M(n;Z) by
δ(m+1)(im+1) = · · · = δ(m+n−im)(n) = 1,
δ(m+n−im+1)(1) = · · · = δ(m+n−im+i1−1)(i1−1) = 1,
δ(m+n−im+i1)(i1+1) = · · · = δ(m+n−im+i2−2)(i2−1) = 1,
...
δ(n−im+im−1+2)(im−1+1) = · · · = δ(n)(im−1) = 1,
and all other components are 0. Namely, in the definition of this δ ∈M(n;Z),
(n− im) + (i1 − 1) + (i2 − i1 − 1) + · · ·+ (im − im−1 − 1) = n−m
components are 1. Then, by the multilinearity of determinants, we see
det(T − δ) = ±det


t1i1 . . . t1im
...
. . .
...
tmi1 . . . tmim

 6= 0.
Although this completes the proof itself, finally, we give an example. Let us
consider the case such that n = 5, m = 2, i1 = 1, i2 = 3, j3 = 1, j4 = 1, j5 = 2,
i.e.,
T =


t11 t12 t13 t14 t15
t21 t22 t23 t24 t25
c1t11 c1t12 c1t13 c1t14 c1t15
c2t11 c2t12 c2t13 c2t14 c2t15
c3t21 c3t22 c3t23 c3t24 c3t25

 ,
where c1, c2, c3 ∈ C× and
det
(
t11 t13
t21 t23
)
6= 0.
Then, according to the above definition, we can give δ ∈M(5;Z) by
δ34 = δ45 = 1, δ52 = 1,
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and all other components are 0, i.e.,
δ =


0 0 0 0 0
0 0 0 0 0
0 0 0 1 0
0 0 0 0 1
0 1 0 0 0

 .
In this situation, by a direct calculation, we see
det(T − δ) = detT + det


t11 t12 t13 t14 t15
t21 t22 t23 t24 t25
c1t11 c1t12 c1t13 c1t14 c1t15
c2t11 c2t12 c2t13 c2t14 c2t15
0 −1 0 0 0


+ det


t11 t12 t13 t14 t15
t21 t22 t23 t24 t25
c1t11 c1t12 c1t13 c1t14 c1t15
0 0 0 0 −1
c3t21 c3t22 c3t23 c3t24 c3t25


+ det


t11 t12 t13 t14 t15
t21 t22 t23 t24 t25
c1t11 c1t12 c1t13 c1t14 c1t15
0 0 0 0 −1
0 −1 0 0 0


+ det


t11 t12 t13 t14 t15
t21 t22 t23 t24 t25
0 0 0 −1 0
c2t11 c2t12 c2t13 c2t14 c2t15
c3t21 c3t22 c3t23 c3t24 c3t25


+ det


t11 t12 t13 t14 t15
t21 t22 t23 t24 t25
0 0 0 −1 0
c2t11 c2t12 c2t13 c2t14 c2t15
0 −1 0 0 0


+ det


t11 t12 t13 t14 t15
t21 t22 t23 t24 t25
0 0 0 −1 0
0 0 0 0 −1
c3t21 c3t22 c3t23 c3t24 c3t25


+ det


t11 t12 t13 t14 t15
t21 t22 t23 t24 t25
0 0 0 −1 0
0 0 0 0 −1
0 −1 0 0 0


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= det


t11 t12 t13 t14 t15
t21 t22 t23 t24 t25
0 0 0 −1 0
0 0 0 0 −1
0 −1 0 0 0


= det
(
t11 t13
t21 t23
)
6= 0.
In general, how to choose a matrix δ in Lemma 3.1 is not unique. We
explain the nonuniqueness of the choice of a matrix δ in Lemma 3.1 and related
discussions in section 4 (cf. Proposition 4.7).
Now, we consider how to define a mirror partner of the complex torus T 2nJ=T .
As described in section 2, we can consider the complexified symplectic torus
T 2nω˜=T as a mirror partner of the complex torus T
2n
J=T (see also Definition 2.9).
On the other hand, since we can choose a matrix δ ∈ M(n;Z) such that T − δ
is a non-singular matrix by Lemma 3.1, we fix such a matrix δ. By using this
matrix δ, we define the matrix
D :=
(
O δ
−δt O
)
∈M(2n;Z),
and transform the generalized complex structure Iω˜=T = IImT (ReT ) of the
complexified symplectic torus T 2nω˜=T as follows.(
I2n O
D I2n
)
Iω˜=T
(
I2n O
−D I2n
)
=
(
I2n O
D I2n
){(
I2n O
B˜ I2n
)
IImT
(
I2n O
−B˜ I2n
)}(
I2n O
−D I2n
)
. (13)
Here,
B˜ =
(
O −ReT
(ReT )t O
)
.
In particular, we can regard the formula (13) as(
I2n O
B˜ +D I2n
)
IImT
(
I2n O
−(B˜ +D) I2n
)
,
so by this transform, the symplectic structure ImT of T 2nω˜=T is preserved and the
B-field ReT of T 2nω˜=T is only transformed. In fact, the complexified symplectic
form corresponding to the formula (13) is given by the non-singular matrix
T − δ = (ReT − δ) + iImT.
Concerning the above discussions, we propose treating the complexfied
symplectic torus
T 2nω˜=T−δ
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as a mirror partner of the complex torus
T 2nJ=T .
Actually, we discuss the homological mirror symmetry on this mirror pair (Tˇ 2nJ=T :=
T 2nω˜=T−δ, T
2n
J=T ) in section 4.
4 The homological mirror symmetry setting for
(Tˇ 2nJ=T , T
2n
J=T )
In this section, we define a class of holomorphic vector bundles on T 2nJ=T and their
mirror dual objects on Tˇ 2nJ=T . More precisely, first, we construct a biholomorphic
map ϕ : T 2nJ=T
∼→ T 2nJ=T ′ , where T ′ is a non-singular matrix, and consider a class
of holomorphic vector bundles E → T 2nJ=T ′ based on the SYZ construction. In
this situation, we employ holomorphic vector bundles ϕ∗E → T 2nJ=T as objects
in the complex geometry side, and define their mirror dual objects on Tˇ 2nJ=T .
(Theorem 4.9).
Let us denote the local complex coordinates of T 2nJ=T = C
n/2pi(Zn ⊕ TZn)
by z = x+ Ty, where
z := (z1, · · · , zn)t, x := (x1, · · · , xn)t, y := (y1, · · · , yn)t.
In general, for two complex tori T 2nJ=T , T
2n
J=T ′ , T
2n
J=T and T
2n
J=T ′ are biholomor-
phic if and only if T ′ = (TC +A )−1(TD +B), where A , B, C , D ∈M(n;Z)
and (
A B
C D
)
∈ GL(2n;Z).
Here, we set(
A B
C D
)
=
(
δ In
−In O
)
∈ SL(2n;Z) ⊂ GL(2n;Z),
namely,
T ′ = (−T + δ)−1.
Let us denote the local complex coordinates of T 2nJ=T ′ = T
2n
J=(−T+δ)−1 = C
n/2pi(Zn⊕
(−T + δ)−1Zn) by Z = X + T ′Y = X + (−T + δ)−1Y , where
Z := (Z1, · · · , Zn)t, X := (X1, · · · , Xn)t, Y := (Y1, · · · , Yn)t.
Then, a biholomorphic map ϕ : T 2nJ=T
∼→ T 2nJ=T ′ is given by
ϕ(z) = (−T + δ)−1z.
When we regard complex manifolds T 2nJ=T and T
2n
J=T ′ as real differentiable man-
ifolds R2n/2piZ2n, the biholomorphic map ϕ is regarded as the diffeomorphism
ϕ : R2n/2piZ2n
∼→ R2n/2piZ2n such that
ϕ
(
x
y
)
=
(
O −In
In δ
)(
x
y
)
.
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We consider the complexified symplectic torus T 2nω˜=−(T ′−1)t as a mirror part-
ner of the complex torus T 2nJ=T ′ , i.e., Tˇ
2n
J=T ′ := T
2n
ω˜=−(T ′−1)t (see also Definition
2.8). We denote the local coordinates of Tˇ 2nJ=T ′ by (X
1, · · ·Xn, Y 1, · · · , Y n)t,
and define
Xˇ := (X1, · · · , Xn)t, Yˇ := (Y 1, · · · , Y n).
Now, we explain the homological mirror symmetry setting for (Tˇ 2nJ=T ′ , T
2n
J=T ′)
following [14]. Note that this construction is also based on the SYZ con-
struction [21] (cf. [17], [2]). We assume r ∈ N, A = (aij) ∈ M(n;Z) and
µ := (µ1, · · · , µn)t ∈ Cn. Sometimes we denote µ = p + T ′tq with p :=
(p1, · · · , pn)t ∈ Rn, q := (q1, · · · , qn)t ∈ Rn.
First, we explain the complex geometry side, namely, define a class of holo-
morphic vector bundles E(r,A,µ,U) → T 2nJ=T ′ . We first construct it as a com-
plex vector bundle, and then discuss when it becomes a holomorphic vector
bundle later in Proposition 4.3. We define r′ ∈ N by using a given pair
(r, A) ∈ N ×M(n;Z) as follows. By the theory of elementary divisors, there
exist two matrices A, B ∈ GL(n;Z) such that
AAB =


a˜1
. . .
a˜s
0
. . .
0


, (14)
where a˜i ∈ N (i = 1, · · · , s, 1 ≤ s ≤ n) and a˜i| ˜ai+1 (i = 1, · · · , s− 1). Then, we
define r′i ∈ N and a′i ∈ Z (i = 1, · · · , s) by
a˜i
r
=
a′i
r′i
, gcd(r′i, a
′
i) = 1,
where gcd(m,n) > 0 denotes the greatest common divisor of m, n ∈ Z. By
using these, we set
r′ := r′1 · · · r′s ∈ N. (15)
This r′ ∈ N is uniquely defined by a given pair (r, A) ∈ N ×M(n;Z), and it is
actually the rank of E(r,A,µ,U) (in this sense, although we should also emphasize
r′ ∈ N when we denote E(r,A,µ,U), for simplicity, we use the notation E(r,A,µ,U) in
this paper). In order to define holomorphic vector bundles E(r,A,µ,U), of course,
we must define transition functions of them. However, since the notations of
transition functions of E(r,A,µ,U) are complicated, we only give the rough defi-
nition of transition functions of E(r,A,µ,U), here (details of these discussions are
described in subsection 3.1 of [14]). Let
s(X1, · · · , Xn, Y1, · · · , Yn)
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be a smooth section of E(r,A,µ,U). Then, we define the transition functions
of E(r,A,µ,U) as follows, where Vj ∈ U(r′), Uk ∈ U(r′) (j, k = 1, · · · , n) and
aj := (a1j , · · · , anj).
s(X1, · · · , Xj + 2pi, · · · , Xn, Y1, · · · , Yn) = e ir ajY Vj · s(X1, · · · , Xn, Y1, · · · , Yn),
s(X1, · · · , Xn, Y1, · · · , Yk + 2pi, · · · , Yn) = Uk · s(X1, · · · , Xn, Y1, · · · , Yn).
In particular, the cocycle condition is expressed as
VjVk = VkVj , UjUk = UkUj , ζ
−akjUkVj = VjUk,
where ζ is the r-th root of 1. We define the set U of unitary matrices by
U :=
{
Vj , Uk ∈ U(r′) | VjVk = VkVj , UjUk = UkUj , ζ−akjUkVj = VjUk,
j, k = 1, · · · , n
}
.
Of course, how to define the set U relates closely to (in)decomposability of
E(r,A,µ,U). Here, although we only treat the set U such that E(r,A,µ,U) is simple,
actually, it is known that the following proposition holds (see Proposition 3.2 in
[14]).
Proposition 4.1. For each quadruple (r, A, p, q) ∈ N×M(n;Z)×Rn×Rn, we
can take a set U 6= ∅ such that E(r,A,µ,U) is simple.
Furthermore, we define a connection ∇(r,A,µ,U) on E(r,A,µ,U) locally as
∇(r,A,µ,U) = d+ ω(r,A,µ,U) := d− i
2pi
(
1
r
XtAt +
1
r
µt
)
dY · Ir′ ,
where dY := (dY1, · · · , dYn)t and d denotes the exterior derivative. In fact,
∇(r,A,µ,U) is compatible with the transition functions and so defines a global
connection.
Remark 4.2. As described above, in the local expression of the connection 1-
form
ω(r,A,µ,U) = − i
2pi
(
1
r
XtAt +
1
r
pt
)
dY · Ir′ − i
2pi
1
r
qt(−T + δ)−1dY · Ir′ ,
the second term of the right hand side includes the non-singular matrix T ′ =
(−T + δ)−1. Actually, this part is associated to the unitary holonomy of the
unitary local system which is defined as the corresponding mirror dual object. If
we try to discuss the homological mirror symmetry on the mirror pair (Tˇ 2nJ=T :=
T 2nω˜=T , T
2n
J=T ) which is obtained by using Definition 2.9, for each object in the
complex geometry side, the corresponding “unitary holonomy part” includes
T−1.
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The curvature form Ω(r,A,µ,U) of the connection∇(r,A,µ,U) is expressed locally
as
Ω(r,A,µ,U) = − i
2pir
dXtAtdY · Ir′ , (16)
where dX := (dX1, · · · , dXn)t. Here, we consider the condition such that
E(r,A,µ,U) is holomorphic. We see that the following proposition holds.
Proposition 4.3. For a given quadruple (r, A, p, q) ∈ N×M(n;Z)×Rn ×Rn,
the complex vector bundle E(r,A,µ,U) → T 2nJ=T ′ is holomorphic if and only if
AT ′ = (AT ′)t holds.
Proof. In general, a complex vector bundle is holomorphic if and only if the
(0,2)-part of its curvature form vanishes, so we calculate the (0,2)-part of Ω(r,A,µ,U).
It turns out to be
Ω
(0,2)
(r,A,µ,U) =
i
2pir
dZ¯t{T ′(T ′ − T¯ ′)−1}tAt(T ′ − T¯ ′)−1dZ¯ · Ir′ ,
where dZ¯ := (dZ¯1, · · · , dZ¯n)t. Thus, Ω(0,2)(r,A,µ,U) = 0 is equivalent to that
{T ′(T ′ − T¯ ′)−1}tAt(T ′ − T¯ ′)−1 is a symmetric matrix, i.e., AT ′ = (AT ′)t.
Although we omit the expression here, these holomorphic vector bundles
(E(r,A,µ,U),∇(r,A,µ,U)) form a DG-category DGT 2n
J=T ′
. The details of this DG-
category DGT 2n
J=T ′
are described in subsection 3.1 of [14] (see also section 4 of
[11]). In general, for any A∞-category C , we can construct a triangulated cat-
egory Tr(C ) by using the Bondal-Kapranov-Kontsevich construction [5], [16].
We expect that this DGT 2n
J=T ′
generates the bounded derived category of coher-
ent sheaves Db(Coh(T 2nJ=T ′)) on T
2n
J=T ′ in the sense of the Bondal-Kapranov-
Kontsevich construction, i.e.,
Tr(DGT 2n
J=T ′
) ∼= Db(Coh(T 2nJ=T ′)).
At least, it is known that it split generates Db(Coh(T 2nJ=T ′)) when T
2n
J=T ′ is an
abelian variety (cf. [19], [1]).
Next, we explain the symplectic geometry side, namely, define mirror dual
objects corresponding to holomorphic vector bundles E(r,A,µ,U) → T 2nJ=T ′ . Let
us consider the following n-dimensional submanifold L(r,A,p) in Tˇ
2n
J=T ′ .
L(r,A,p) :=
{(
Xˇ
Yˇ
)
∈ Tˇ 2nJ=T ′ | Yˇ =
1
r
AXˇ +
1
r
p
}
.
This n-dimensional submanifold L(r,A,p) becomes a Lagrangian submanifold in
Tˇ 2nJ=T ′ if and only if Im(−(T ′−1)t)A = (Im(−(T ′−1)t)A)t holds. Furthermore,
we consider the trivial complex line bundle L(r,A,p,q) → L(r,A,p) with the flat
connection
∇L(r,A,p,q) := d−
i
2pi
1
r
qtdXˇ.
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Note that q ∈ Rn is the unitary holonomy of L(r,A,p,q) along L(r,A,p) ≈ T n. In
particular, we would like to treat these pairs (L(r,A,p),L(r,A,p,q)) as objects of
the Fukaya category on Tˇ 2nJ=T ′ , so we also consider the condition
ΩL(r,A,p,q) = dXˇ
tRe(−(T ′−1)t)dYˇ |L(r,A,p) ,
where ΩL(r,A,µ,U) is the curvature form of the flat connection ∇L(r,A,p,q) on
L(r,A,p,q), i.e., ΩL(r,A,p,q) = 0. Hence, we see
dXˇtRe(−(T ′−1)t)dYˇ |L(r,A,p)=
1
r
dXˇtRe(−(T ′−1)t)AdXˇ = 0,
so one has Re(−(T ′−1)t)A = (Re(−(T ′−1)t)A)t. Note that Im(−(T ′−1)t)A =
(Im(−(T ′−1)t)A)t and Re(−(T ′−1)t)A = (Re(−(T ′−1)t)A)t hold if and only if
AT ′ = (AT ′)t holds. Thus, we obtain the following proposition.
Proposition 4.4. For a given quadruple (r, A, p, q) ∈ N×M(n;Z)×Rn ×Rn,
(L(r,A,p),L(r,A,p,q)) is an object of the Fukaya category on Tˇ 2nJ=T ′ if and only if
AT ′ = (AT ′)t holds.
Hereafter, we denote the full subcategory of the Fukaya category on Tˇ 2nJ=T ′
consisting of objects (L(r,A,p),L(r,A,p,q)) which satisfy the condition AT ′ =
(AT ′)t by Fukaff (Tˇ
2n
J=T ′).
Concerning the above discussions (in particular, Proposition 4.3 and Propo-
sition 4.4), we can expect that two A∞-categories DGT 2n
J=T ′
and Fukaff (Tˇ
2n
J=T ′)
play an important role in the proof of the homological mirror symmetry conjec-
ture on (T 2nJ=T ′ , Tˇ
2n
J=T ′). Actually, it is known that the following theorem holds
(Theorem 5.1 in [14]). Note that two notations p(θ) and q(ξ) in the following
theorem are defined as follows. For elements Vj , Uk ∈ U (j, k = 1, · · · , n), we
define ξj , θk ∈ R by
eiξj = detVj , e
iθk = detUk,
and set
ξ := (ξ1, · · · , ξn)t, θ := (θ1, · · · , θn)t.
Then, we define
p(θ) := p− r
r′
θ, q(ξ) := q +
r
r′
ξ.
Theorem 4.5. A map Ob(DGT 2n
J=T ′
)→ Ob(Fukaff (Tˇ 2nJ=T ′)) is defined by
E(r,A,µ,U) 7→ (L(r,A,p(θ)),L(r,A,p(θ),q(ξ))),
and it induces a bijection between Obisom(DGT 2n
J=T ′
) and Obisom(Fukaff (Tˇ
2n
J=T ′)),
where Obisom(DGT 2n
J=T ′
) and Obisom(Fukaff (Tˇ
2n
J=T ′)) denote the set of the iso-
morphism classes of objects of DGT 2n
J=T ′
and the set of the isomorphism classes
of objects of Fukaff (Tˇ
2n
J=T ′), respectively.
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Now, we explain the homological mirror symmetry setting for (Tˇ 2nJ=T , T
2n
J=T ).
By using the biholomorphic map ϕ : T 2nJ=T
∼→ T 2nJ=T ′ and complex vector bundles
E(r,A,µ,U) → T 2nJ=T ′ , we can consider pullback bundles ϕ∗E(r,A,µ,U) → T 2nJ=T of
rank r′. Then, the connection ϕ∗∇(r,A,µ,U) on ϕ∗E(r,A,µ,U) is expressed locally
as
ϕ∗∇(r,A,µ,U) = d− i
2pi
(
−1
r
ytAt +
1
r
µt
)
(dx + δdy) · Ir′ .
In particular, by Proposition 4.3 and biholomorphicity of the map ϕ : T 2nJ=T
∼→
T 2nJ=T ′ , we see that the following proposition holds.
Proposition 4.6. For a given quadruple (r, A, p, q) ∈ N×M(n;Z)×Rn ×Rn,
the complex vector bundle ϕ∗E(r,A,µ,U) → T 2nJ=T is holomorphic if and only if
AT ′ = (AT ′)t holds.
These holomorphic vector bundles (ϕ∗E(r,A,µ,U), ϕ
∗∇(r,A,µ,U)) again form
a DG-category DGϕ
T 2n
J=T
. In particular, DGT 2n
J=T ′
is equivalent to DGϕ
T 2n
J=T
as
DG-categories.
Here, we explain the nonuniqueness of the choice of a matrix δ in Lemma 3.1
and related discussions. We assume that δ1, δ2 ∈M(n;Z) satisfy det(T − δ1) 6=
0, det(T − δ2) 6= 0, respectively, and set
T ′1 := (−T + δ1)−1, T ′2 := (−T + δ2)−1.
Then, biholomorphic maps
ϕ1 : T
2n
J=T
∼→ T 2nJ=T ′1 , ϕ2 : T
2n
J=T
∼→ T 2nJ=T ′2
are defined by
ϕ1(z) = (−T + δ1)−1z, ϕ2(z) = (−T + δ2)−1z,
respectively. Furthermore, we can also define four DG-categories DGT 2n
J=T ′
1
,
DGT 2n
J=T ′2
, DGϕ1
T 2n
J=T
and DGϕ2
T 2n
J=T
. In this situation, we can prove the following
proposition.
Proposition 4.7. For i = 1, 2, if Db(Coh(T 2nJ=T ′i
)) is generated by DGT 2n
J=T ′
i
,
there exists an equivalence Tr(DGϕ1
T 2n
J=T
) ∼= Tr(DGϕ2T 2n
J=T
) as triangulated cate-
gories.
Proof. First, for given A∞-categories C1, C2 which are equivalent to each other,
note that there exists an equivalence Tr(C1) ∼= Tr(C2) as triangulated cate-
gories. Since DGϕ1
T 2n
J=T
∼= DGT 2n
J=T ′
1
, we see
Tr(DGϕ1
T 2nJ=T
) ∼= Tr(DGT 2n
J=T ′
1
).
Furthermore, by assumption, we have
Tr(DGT 2n
J=T ′
1
) ∼= Db(Coh(T 2nJ=T ′1)).
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On the other hand, since T 2nJ=T ′1
is biholomorphic to T 2nJ=T , one obtains
Db(Coh(T 2nJ=T ′1))
∼= Db(Coh(T 2nJ=T )).
Hence,
Tr(DGϕ1
T 2nJ=T
) ∼= Db(Coh(T 2nJ=T )) (17)
holds. Similarly, we can prove
Tr(DGϕ2
T 2nJ=T
) ∼= Db(Coh(T 2nJ=T )), (18)
and by using two relations (17), (18), we see that
Tr(DGϕ1
T 2nJ=T
) ∼= Tr(DGϕ2
T 2nJ=T
)
holds.
We define mirror dual objects corresponding to holomorphic vector bun-
dles ϕ∗E(r,A,µ,U) → T 2nJ=T . Let us denote the local coordinates of Tˇ 2nJ=T by
(x1, · · · , xn, y1, · · · , yn)t, and we define
xˇ := (x1, · · · , xn)t, yˇ := (y1, · · · , yn)t.
We consider the following n-dimensional submanifold L˜(r,A,p) in Tˇ
2n
J=T .
L˜(r,A,p) :=
{(
xˇ
yˇ
)
∈ Tˇ 2nJ=T | xˇ = −
1
r
Ayˇ +
1
r
p
}
.
By a direct calculation, we see that this n-dimensional submanifold L˜(r,A,p) be-
comes a Lagrangian submanifold in Tˇ 2nJ=T if and only if (Im(T − δ))t(−A) =
((Im(T − δ))t(−A))t, i.e., (ImT )tA = ((ImT )tA)t holds. Furthermore, we con-
sider the trivial complex line bundle L˜(r,A,p,q) → L˜(r,A,p) with the flat connection
∇
L˜(r,A,p,q)
:= d+
i
2pi
1
r
qtdyˇ.
Note that q ∈ Rn is the unitary holonomy of L˜(r,A,p,q) along L˜(r,A,p) ≈ T n.
Also in this case, since we would like to treat these pairs (L˜(r,A,p), L˜(r,A,p,q)) as
objects of the Fukaya category on Tˇ 2nJ=T , we consider the condition
Ω
L˜(r,A,p,q)
= dxˇtRe(T − δ)dyˇ |L˜(r,A,p) ,
where Ω
L˜(r,A,p,q)
is the curvature form of the flat connection ∇
L˜(r,A,p,q)
on
L˜(r,A,p,q), i.e., ΩL˜(r,A,p,q) = 0. Hence, we see
dxˇtRe(T − δ)dyˇ |L˜(r,A,p)= −
1
r
dyˇtAtRe(T − δ)dyˇ = 0,
so one has AtRe(T − δ) = (AtRe(T − δ))t. Note that (ImT )tA = ((ImT )tA)t
and AtRe(T − δ) = (AtRe(T − δ))t hold if and only if AT ′ = (AT ′)t holds.
Thus, we obtain the following proposition.
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Proposition 4.8. For a given quadruple (r, A, p, q) ∈ N×M(n;Z)×Rn ×Rn,
(L˜(r,A,p), L˜(r,A,p,q)) is an object of the Fukaya category on Tˇ 2nJ=T if and only if
AT ′ = (AT ′)t holds.
Hereafter, we denote the full subcategory of the Fukaya category on Tˇ 2nJ=T
consisting of objects (L˜(r,A,p), L˜(r,A,p,q)) which satisfy the condition AT ′ =
(AT ′)t by Fukaff (Tˇ
2n
J=T ).
As expected from the statements of Proposition 4.6 and Proposition 4.8,
for two A∞-categories DGϕT 2n
J=T
and Fukaff(Tˇ
2n
J=T ), we can obtain the following
analogue result of Theorem 4.5. Here, we omit the proof of the following theorem
because it is proved in a similar way as in the proof of Theorem 4.5.
Theorem 4.9. A map Ob(DGϕ
T 2n
J=T
)→ Ob(Fukaff (Tˇ 2nJ=T )) is defined by
ϕ∗E(r,A,µ,U) 7→ (L˜(r,A,p(θ)), L˜(r,A,p(θ),q(ξ))),
and it induces a bijection between Obisom(DGϕ
T 2n
J=T
) and Obisom(Fukaff (Tˇ
2n
J=T )),
where Obisom(DGϕ
T 2n
J=T
) and Obisom(Fukaff (Tˇ
2n
J=T )) denote the set of the iso-
morphism classes of objects of DGϕ
T 2n
J=T
and the set of the isomorphism classes
of objects of Fukaff (Tˇ
2n
J=T ), respectively.
By summarizing the above discussions, we obtain the following diagrams.
The left hand side of the following diagrams is the our construction which is
proposed in sections 3, 4, and the right hand side of the following diagrams is
based on the SYZ construction.
ϕ∗E(r,A,µ,U) −−−−→ E(r,A,µ,U)y y
T 2nJ=T = C
n/2pi(Zn ⊕ TZn) ∼−−−−→
ϕ
T 2nJ=T ′ = C
n/2pi(Zn ⊕ T ′Zn)
mirror dual
y yDefinition 2.8
Tˇ 2nJ=T = (T
2n, ω˜ = dxˇt(T − δ)dyˇ) Tˇ 2nJ=T ′ = (T 2n, ω˜ = dXˇt(−(T ′−1)t)dYˇ ),
ϕ∗E(r,A,µ,U)
AT ′=(AT ′)t−−−−−−−−→ E(r,A,µ,U)
mirror dual
yAT ′=(AT ′)t AT ′=(AT ′)tymirror dual
(L˜(r,A,p(θ)), L˜(r,A,p(θ),q(ξ))) (L(r,A,p(θ)),L(r,A,p(θ),q(ξ))).
5 On the class of holomorphic vector bundles
ϕ∗ET
′
(r,A,µ,U)
Throughout this section, we denote E(r,A,µ,U) → T 2nJ=T ′ by
ET
′
(r,A,µ,U) → T 2nJ=T ′
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in order to specify that the definition of E(r,A,µ,U) depends on the complex
structure T ′ of T 2nJ=T ′ . In this section, we investigate holomorphic vector bun-
dles ϕ∗ET
′
(r,A,µ,U) → T 2nJ=T . These holomorphic vector bundles ϕ∗ET
′
(r,A,µ,U) are
examples of projectively flat bundles, and in general, the factors of automorphy
of projectively flat bundles on complex tori are classified concretely [9], [18], [15],
[22]. Hence, by using this classification result, we first interpret holomorphic
vector bundles ϕ∗ET
′
(r,A,µ,U) in the language of factors of automorphy (Theo-
rem 5.6). On the other hand, as an analogue of holomorphic vector bundles
ET
′
(r,A,µ,U), we can also consider holomorphic vector bundles
ET(r,A,µ,U) → T 2nJ=T
by regarding T ′ as T . Thus, finally, we check that the set consisting of pro-
jectively flat bundles ϕ∗ET
′
(r,A,µ,U) differs from the set consisting of holomorphic
vector bundles ET(r,A,µ,U), and consider the mieaning of this result.
Let us define L := 2pi(Zn ⊕ TZn), i.e., T 2nJ=T = Cn/L. Then, this lattice L
in Cn is generated by
γ1 := (2pi, 0, · · · , 0)t, · · · , γn := (0, · · · , 0, 2pi)t,
γ′1 := (2pit11, · · · , 2pitn1)t, · · · , γ′n := (2pit1n, · · · , 2pitnn)t,
where tij denotes the (i, j) component of T .
Now, we discuss the relations between holomorphic vector bundles ϕ∗ET
′
(r,A,µ,U)
and projectively flat bundles. By a direct calculation, we see that the curva-
ture form ϕ∗Ω(r,A,µ,U) of a holomorphic vector bundle ϕ
∗ET
′
(r,A,µ,U) is expressed
locally as
ϕ∗Ω(r,A,µ,U) =
i
2pir′
r′
r
dzt{(T − T¯ )−1}tAtdz¯ · Ir′ . (19)
In general, for a compact Ka¨hler manifold M and a holomorphic vector bundle
E → M of rank r with a curvature form ΩE , E is projectively flat if and only
if there exists a complex 2-form α on M such that ΩE = α · Ir (see [18], [15],
[22]). Therefore, by the local expression (19), it is clear that ϕ∗ET
′
(r,A,µ,U) is
projectively flat. Here, we set
R :=
i
2pi
r′
r
{(T − T¯ )−1}tAt,
namely,
ϕ∗Ω(r,A,µ,U) =
1
r′
dztRdz¯ · Ir′ .
Then, the following lemma holds.
Lemma 5.1. The matrix R is a real symmetric matrix of order n.
Proof. By a direct calculation,
R =
i
2pi
r′
r
{(T − T¯ )−1}tAt(T − T¯ )(T − T¯ )−1
=
i
2pi
r′
r
{(T − T¯ )−1}tAt(T − δ)(T − T¯ )−1 − i
2pi
r′
r
{(T − T¯ )−1}tAt(T¯ − δ)(T − T¯ )−1,
20
and since AT ′ = (AT ′)t, i.e., (T − δ)tA = At(T − δ), it is clear that the two
matrices
i
2pi
r′
r
{(T − T¯ )−1}tAt(T − δ)(T − T¯ )−1, i
2pi
r′
r
{(T − T¯ )−1}tAt(T¯ − δ)(T − T¯ )−1
are symmetric. Hence, R is a symmetric matrix. Furthermore, when we denote
T = TR + iTI with TR := ReT , TI := ImT , one has
R =
1
4pi
r′
r
(T−1I )
tAt.
This relation indicates R ∈M(n;R).
Remark 5.2. Although the matrix R is defined by using the matrix r
′
r
A, each
component of the matrix r
′
r
A is an integer.
By using this real symmetric matrix R = (Rij) of order n, we define an
Hermitian bilinear form R : Cn × Cn → C by
R(z, w) :=
n∑
i,j=1
Rijziw¯j ,
where z = (z1, · · · , zn)t, w = (w1, · · · , wn)t. Then, the following propositions
hold.
Proposition 5.3. For γ1, · · · , γn, ImR(γj , γk) = 0, where j, k = 1, · · · , n.
Proof. By definition, R(γj , γk) = 4pi2Rjk, where Rjk ∈ R, so ImR(γj , γk) =
0.
Proposition 5.4. For γ′1, · · · , γ′n, ImR(γ′j , γ′k) = (pi r
′
r
(Atδ − δtA))jk , where
j, k = 1, · · · , n.
Proof. By definition, R(γ′j , γ′k) = (4pi2T tRT¯ )jk, so for T = TR + iTI , it turns
out to be
4pi2T tRT¯ = 4pi2(T tR + iT
t
I ) ·
1
4pi
r′
r
(T−1I )
tAt · (TR − iTI)
= pi
r′
r
{T tR(T−1I )tAtTR +AtTI + i(AtTR − T tR(T−1I )tAtTI)}.
Thus,
ImR(γ′j , γ′k) =
(
pi
r′
r
(AtTR − T tR(T−1I )tAtTI)
)
jk
=
(
pi
r′
r
(AtTR − T tRA)
)
jk
=
(
pi
r′
r
(Atδ − δtA)
)
jk
.
Here, the second equality and the third equality follow from AT ′ = (AT ′)t.
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Proposition 5.5. For γ1, · · · , γn and γ′1, · · · , γ′n, ImR(γj , γ′k) = −pi r
′
r
ajk,
ImR(γ′k, γj) = pi r
′
r
ajk, where j, k = 1, · · · , n.
Proof. First, we prove ImRT¯ = − 14pi r
′
r
A. For T = TR + iTI ,
RT¯ =
1
4pi
r′
r
(T−1I )
tAtTR − i
4pi
r′
r
(T−1I )
tAtTI ,
so we see
ImRT¯ = − 1
4pi
r′
r
(T−1I )
tAtTI
= − 1
4pi
r′
r
A.
Here, we used AT ′ = (AT ′)t. Similarly, we can also prove
ImR¯T =
1
4pi
r′
r
A.
On the other hand, the following relations hold.
R(γj , γ′k) = (4pi2RT¯ )jk, R(γ′k, γj) = (4pi2R¯T )jk.
Thus, by using ImRT¯ = − 14pi r
′
r
A and ImR¯T = 14pi
r′
r
A, we obtain
ImR(γj , γ′k) = −pi
r′
r
ajk, ImR(γ′k, γj) = pi
r′
r
ajk.
Now, we consider a projectively flat bundle E(r,A,µ,U) → T 2nJ=T of rank r′
whose factor of automorphy j : L×Cn → GL(r′;C) and connection ∇˜(r,A,µ,U) =
d+ ω˜(r,A,µ,U) are expressed locally as follows.
j(γ, z) = U(γ)exp
{
1
r′
R(z, γ) + 1
2r′
R(γ, γ)
}
,
ω˜(r,A,µ,U) = − 1
r′
dztRz¯ · Ir′ − i
2pir
µt(δ − T¯ )(T − T¯ )−1dz · Ir′
+
i
2pir
µ¯t(δ − T¯ )(T − T¯ )−1dz · Ir′ .
Here, U(γj), U(γ
′
k) ∈ U(r′) (j, k = 1, · · · , n) satisfy the relations
U(γj)U(γk) = U(γk)U(γj), (20)
U(γ′j)U(γ
′
k) = ζ
(Atδ)jk−(A
tδ)kjU(γ′k)U(γ
′
j), (21)
ζ−ajkU(γ′k)U(γj) = U(γj)U(γ
′
k), (22)
22
and
U :=
{
U(γj), U(γ
′
k) ∈ U(r′) | (20), (21), (22), j, k = 1, · · · , n
}
.
In order to compare the definition of ϕ∗ET
′
(r,A,µ,U) with the definition of E(r,A,µ,U),
we recall the definition of transition functions of ϕ∗ET
′
(r,A,µ,U). Let
s(x1, · · · , xn, y1, · · · , yn)
be a smooth section of ϕ∗ET
′
(r,A,µ,U). Then, the transition functions of ϕ
∗ET
′
(r,A,µ,U)
are given by
s(x1, · · · , xj + 2pi, · · · , xn, y1, · · · , yn) = V ′j · s(x1, · · · , xn, y1, · · · , yn),
s(x1, · · · , xn, y1, · · · , yk + 2pi, · · · , yn) = e− ir ak(x+δy)U ′k · s(x1, · · · , xn, y1, · · · , yn),
where V ′j , U
′
k ∈ U(r′) (j, k = 1, · · · , n) and ak := (a1k, · · · , ank). In particular,
the cocycle condition is expressed as
V ′j V
′
k = V
′
kV
′
j , U
′
jU
′
k = ζ
(Atδ)jk−(A
tδ)kjU ′kU
′
j , ζ
−ajkU ′kV
′
j = V
′
jU
′
k.
Clearly, the relations (20), (21) and (22) are equivalent to the cocycle condi-
tion of ϕ∗ET
′
(r,A,µ,U) (in fact, one of the purposes of this section is to prove
ϕ∗E(r,A,µ,U) ∼= ET ′(r,A,µ,U), and this result is given in Theorem 5.6). Furthermore,
the curvature form Ω˜(r,A,µ,U) of E(r,A,µ,U) is expressed locally as
Ω˜(r,A,µ,U) =
1
r′
dztRdz¯ · Ir′ .
Hence, we fix r, A, µ (note that r′ is uniquely defined by using r and A), and
by comparing the definition of ϕ∗ET
′
(r,A,µ,U) with the definition of E(r,A,µ,U), we
see that the cardinality of the set {(ϕ∗ET ′(r,A,µ,U), ϕ∗∇(r,A,µ,U))} is equal to the
cardinality of the set {(E(r,A,µ,U), ∇˜(r,A,µ,U))}. Thus, we expect that there exists
an isomorphism Ψ : ϕ∗ET
′
(r,A,µ,U)
∼→ E(r,A,µ,U) which gives a correspondence
between {(ϕ∗ET ′(r,A,µ,U), ϕ∗∇(r,A,µ,U))} and {(E(r,A,µ,U), ∇˜(r,A,µ,U))}. Actually,
the following theorem holds.
Theorem 5.6. One has ϕ∗E(r,A,µ,U) ∼= ET ′(r,A,µ,U), where an isomorphism Ψ :
ϕ∗ET
′
(r,A,µ,U)
∼→ E(r,A,µ,U) is expressed locally as
Ψ(z, z¯) = exp
{
i
4pir′
ztA¯z + i
4pir′
z¯tAz¯ − i
2pir′
ztAz¯
+
i
2pir
z¯t{(T − T¯ )−1}t(δ − T )tµ− i
2pir
zt{(T − T¯ )−1}t(δ − T¯ )tµ¯
}
· Ir′ ,
A := r′
r
{(T − T¯ )−1}tAt(δ − T )(T − T¯ )−1.
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Proof. Note that A is a symmetric matrix because AT ′ = (AT ′)t. We construct
an isomorphism Ψ : ϕ∗ET
′
(r,A,µ,U)
∼→ E(r,A,µ,U) explicitly such that its local ex-
pression is
Ψ(z, z¯) = ψ(z, z¯) · Ir′ ,
where ψ(z, z¯) is a function defined locally. By solving the differential equation
∇˜(r,A,µ,U)Ψ(z, z¯) = Ψ(z, z¯)ϕ∗∇(r,A,µ,U),
we obtain the solution
ψ(z, z¯) = c · exp
{
i
4pir′
ztA¯z + i
4pir′
z¯tAz¯ − i
2pir′
ztAz¯
+
i
2pir
z¯t{(T − T¯ )−1}t(δ − T )tµ− i
2pir
zt{(T − T¯ )−1}t(δ − T¯ )tµ¯
}
,
where c is an arbitrary constant, so by setting c = 1, one has
Ψ(z, z¯) = exp
{
i
4pir′
ztA¯z + i
4pir′
z¯tAz¯ − i
2pir′
ztAz¯
+
i
2pir
z¯t{(T − T¯ )−1}t(δ − T )tµ− i
2pir
zt{(T − T¯ )−1}t(δ − T¯ )tµ¯
}
· Ir′ .
By using this Ψ : ϕ∗ET
′
(r,A,µ,U)
∼→ E(r,A,µ,U), we transform the transition func-
tions of ϕ∗ET
′
(r,A,µ,U). First, we prove the relation
A¯ − A = 2pi
i
R. (23)
We see
A¯ − A = r
′
r
{(T − T¯ )−1}tAt(δ − T¯ )(T − T¯ )−1 − {(T − T¯ )−1}tAt(δ − T )(T − T¯ )−1
=
r′
r
{(T − T¯ )−1}tAt{(δ − T¯ )− (δ − T )}(T − T¯ )−1
=
r′
r
{(T − T¯ )−1}tAt(T − T¯ )(T − T¯ )−1
=
r′
r
{(T − T¯ )−1}tAt. (24)
On the other hand, by definition,
R =
i
2pi
r′
r
{(T − T¯ )−1}tAt,
namely,
r′
r
{(T − T¯ )−1}tAt = 2pi
i
R. (25)
24
Therefore, by comparing the relation (24) with the relation (25), one obtains
the relation (23). Now, we calculate the formula(
Ψ(z + γj , z¯ + γj)
)(
V ′j
)(
Ψ−1(z, z¯)
)
, (26)
where j, k = 1, · · · , n. By using the relation (23), the formula (26) turns out to
be
exp
{
i
r′
((A¯ − A)z)j + pii
r′
(A¯ − A)jj + i
r
({(T − T¯ )−1}t(δ − T )tµ)j
− i
r
({(T − T¯ )−1}t(δ − T¯ )tµ¯)j
}
V ′j
= exp
{
2pi
r′
(Rz)j +
2pi2
r′
Rjj +
i
r
({(T − T¯ )−1}t(δ − T )tµ)j
− i
r
({(T − T¯ )−1}t(δ − T¯ )tµ¯)j
}
V ′j
= exp
{
i
r
({(T − T¯ )−1}t(δ − T )tµ)j − i
r
({(T − T¯ )−1}t(δ − T¯ )tµ¯)j
}
V ′j
× exp
{
1
r′
R(z, γj) + 1
2r′
R(γj , γj)
}
.
In particular,
i
r
({(T − T¯ )−1}t(δ − T )tµ)j − i
r
({(T − T¯ )−1}t(δ − T¯ )tµ¯)j
in this formula is a purely imaginary number, and this fact indicates
exp
{
i
r
({(T − T¯ )−1}t(δ − T )tµ)j − i
r
({(T − T¯ )−1}t(δ − T¯ )tµ¯)j
}
V ′j ∈ U(r′).
Moreover, for simplicity, we set
U(γj) := exp
{
i
r
({(T − T¯ )−1}t(δ − T )tµ)j − i
r
({(T − T¯ )−1}t(δ − T¯ )tµ¯)j
}
V ′j .
Similarly, we also calculate the formula(
Ψ(z+γ′k, z¯+ γ¯
′
k)
)(
e−
i
r
ak(δ−T¯ )(T−T¯ )
−1z+ i
r
ak(δ−T )(T−T¯ )
−1z¯
)(
Ψ−1(z, z¯)
)
, (27)
where j, k = 1, · · · , n. By a direct calculation, we see that the formula (27)
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turns out to be
exp
{
2pi
r′
(T¯ tRz)k +
pii
r′
(T tA¯T )kk + pii
r′
(T¯ tAT¯ )kk − 2pii
r′
(T tAT¯ )kk
+
i
r
(T¯ t{(T − T¯ )−1}t(δ − T )tµ)k − i
r
(T t{(T − T¯ )−1}t(δ − T¯ )tµ¯)k
}
U ′k
= exp
{
2pi
r′
(T¯ tRz)k +
pii
r′
(T t(A¯ − A)T¯ )kk + pii
r′
(T tA¯(T − T¯ ))kk − pii
r′
((T − T¯ )tAT¯ )kk
+
i
r
(T¯ t{(T − T¯ )−1}t(δ − T )tµ)k − i
r
(T t{(T − T¯ )−1}t(δ − T¯ )tµ¯)k
}
U ′k
= exp
{
2pi
r′
(T¯ tRz)k +
2pi2
r′
(T tRT¯ )kk +
pii
r′
(T tA¯(T − T¯ ))kk − pii
r′
((T − T¯ )tAT¯ )kk
+
i
r
(T¯ t{(T − T¯ )−1}t(δ − T )tµ)k − i
r
(T t{(T − T¯ )−1}t(δ − T¯ )tµ¯)k
}
U ′k
= exp
{
pii
r′
(T tA¯(T − T¯ ))kk − pii
r′
((T − T¯ )tAT¯ )kk
+
i
r
(T¯ t{(T − T¯ )−1}t(δ − T )tµ)k − i
r
(T t{(T − T¯ )−1}t(δ − T¯ )tµ¯)k
}
U ′k
× exp
{
1
r′
R(z, γ′k) +
1
2r′
R(γ′k, γ′k)
}
.
Note that the second equality follows from the relation (23). In particular,
pii
r′
(T tA¯(T − T¯ ))kk − pii
r′
((T − T¯ )tAT¯ )kk
+
i
r
(T¯ t{(T − T¯ )−1}t(δ − T )tµ)k − i
r
(T t{(T − T¯ )−1}t(δ − T¯ )tµ¯)k
is a purely imaginary number, and this fact indicates
exp
{
pii
r′
(T tA¯(T − T¯ ))kk − pii
r′
((T − T¯ )tAT¯ )kk
+
i
r
(T¯ t{(T − T¯ )−1}t(δ − T )tµ)k − i
r
(T t{(T − T¯ )−1}t(δ − T¯ )tµ¯)k
}
U ′k ∈ U(r′).
Moreover, for simplicity, we set
U(γ′k) :=exp
{
pii
r′
(T tA¯(T − T¯ ))kk − pii
r′
((T − T¯ )tAT¯ )kk
+
i
r
(T¯ t{(T − T¯ )−1}t(δ − T )tµ)k − i
r
(T t{(T − T¯ )−1}t(δ − T¯ )tµ¯)k
}
U ′k.
Here, we remark that the matrices U(γj), U(γ
′
k) (j, k = 1, · · · , n) satisfy the
relations (20), (21) and (22) if and only if the matrices V ′j , U
′
k (j, k = 1, · · · , n)
satisfy the cocycle condition
V ′j V
′
k = V
′
kV
′
j , U
′
jU
′
k = ζ
(Atδ)jk−(A
tδ)kjU ′kU
′
j, ζ
−ajkU ′kV
′
j = V
′
jU
′
k
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of ϕ∗ET
′
(r,A,µ,U). This completes the proof.
Finally, we check that the set consisting of projectively flat bundles ϕ∗ET
′
(r,A,µ,U)
differs from the set consisting of holomorphic vector bundles ET(r,A,µ,U). Now,
we define a set Eδ by
Eδ :=
{
ϕ∗ET
′
(r,A,µ,U) | AT ′ = (AT ′)t ⇔ At(−T + δ) = (At(−T + δ))t
}
.
Also, we define a set ESYZ
1 by
ESYZ :=
{
ET(r,A,µ,U) | AT = (AT )t
}
.
Then, in general,
Eδ 6= ESYZ
holds as sets. For example, we consider the case
T =
(
i 1
−1 i
)
, δ :=
(
0 0
0 1
)
,
namely,
T ′ = (−T + δ)−1 =
(
i+ 1 i
−i 1
)
,
and define
A1 :=
(
0 1
1 1
)
, A2 :=
(
1 1
1 −1
)
.
In this setting, although A1 satisfies the relation A1T
′ = (A1T
′)t, it does not
satisfy the relation A1T = (A1T )
t, i.e., A1T 6= (A1T )t. Similarly, although A2
satisfies the relation A2T = (A2T )
t, it does not satisfy the relation A2T
′ =
(A2T
′)t, i.e., A2T
′ 6= (A2T ′)t. This fact indicates
ϕ∗ET
′
(1,A1,0,U1)
6∈ ESYZ, ET(1,A2,0,U2) 6∈ Eδ.
Here, note that U1 and U2 are defined by using the data (1, A1) and (1, A2),
respectively. Hence, we can conclude that
Eδ 6= ESYZ
holds in this case. Generally, when we discuss the homological mirror symmetry
on a mirror pair obtained by using the SYZ construction, we employ holomorphic
vector bundles which is obtained by using the SYZ transform in the complex
geometry side. Thus, the above result Eδ 6= ESYZ implies that we can discuss the
homological mirror symmetry, also by using a class of projectively flat bundles
which is different from the class of such holomorphic vector bundles.
1As stated in section 4, the definition of holomorphic vector bundles ET
′
(r,A,µ,U)
is based
on the SYZ construction (SYZ transform), and holomorphic vector bundles ET
(r,A,µ,U)
are
defined as an analogue of those holomorphic vector bundles ET
′
(r,A,µ,U)
. Hence, we denoted
the set
{
E
T
(r,A,µ,U)
| AT = (AT )t
}
by ESYZ in the above.
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