Evidence in a multi-biometrics system can be integrated in several different levels as described below: This paper proposes a robust feature level based fusion 1. Sensor level: The raw data acquired from multiple classifier for face and fingerprint biometrics. The proposed sensors can be processed and integrated to generate new system fuses the two traits at feature extraction level by first data from which features can be extracted. For example, in making the feature sets compatible for concatenation and the case of fingerprint biometrics, the fingerprint image then reducing the feature sets to handle the 'problem of acquired from both optical and solid state sensors may be Curse of Dimensionality'; finally the concatenated feature fused to generate a single image which could then be vectors are matched. The system is tested on the database of subjected to feature extraction and matching. 50 chimeric users with five samples per trait per person. The 2. Feature level: Information extracted from the different results are compared with the monomodal ones and with the sources is concatenated into a joint feature vector, which is fusion at matching score level using the most popular sum then compared to an enrollment template (which itself is a rule technique. The system reports an accuracy of 97.41% joint feature vector stored in a database) and assigned a with a FAR and FRR of 1.98% and 3.18% respectively, matching score as in a single biometric system outperforming single modalities and score-level fusion.
. INTRODUCTION vector and template, each subsystem computes its own matching score. These individual scores are finally In recent years, biometrics authentication has seen combined into a total score, which is passed to the decision considerable improvements in reliability and accuracy, with module. some of the traits offering good performance. However, 4. Rank level: This type of fusion is relevant in even the best biometric traits to date are facing numerous identification systems where each classifier associates a problems, some of them inherent to the technology itself.
rank with every enrolled identity. Thus, fusion entails Thus a single biometric is not sufficient to meet the variety consolidating the multiple ranks associated with an identity of requirements including matching performance imposed and determining a new rank that would aid in establishing by several large-scale authentication systems. the final decision. Multibiometric systems [1] remove some of the 5. Decision level: A separate authentication decision is drawbacks of the uni-biometric systems by grouping the made for each biometric trait. These decisions are then multiple sources of information. They address the problem combined into a final vote. Fusion at the decision level is of non-universality, since multiple traits provide sufficient considered to be rigid due to the availability of limited population coverage. They also limit spoofing since it would information be difficult for an impostor to spoof multiple biometric The Biometric system that integrates information at an traits/ information of a genuine user simultaneously [2] .
earlier stage of processing is expected to provide more Ross and Jain [3] have presented an overview of promising results than the systems that integrate information
Multimodal
at later stage because of availability of more/ richer
Biometrics and have proposed various levels of fusion, information.
Since the feature set contains richer various possible scenarios, different modes of operation, information about the input biometric data than the integration strategies and design issues. matching score or the output decision of a matcher, fusion at the feature level is expected to provide better recognition performance.
Fusion at the match score, rank and decision levels have projection. Features are efficiently detected through a staged been extensively studied in the literature. As [8] is reported in the literature for the fusion of hand and assigned to each keypoint location based on local image face biometrics at feature extraction level. Fusion at this gradient directions. All future operations are performed on level is difficult to achieve in practice because multiple image data that has been transformed relative to the modalities may have incompatible feature set or the feature assigned orientation, scale, and location for each feature, space may be unknown, concatenated feature vector may thereby providing invariance to these transformations. lead to the problem of curse of dimensionality, a more 4. Keypoint descriptor: The local image gradients are complex matcher may be required for concatenated feature measured at the selected scale in the region around each vector and concatenated feature vector may contain noisy or keypoint. These are transformed into a representation that redundant data thus leading to decrease in the performance allows for significant required levels of local shape of the classifier [8] .
distortion and change in illumination [10] . This paper proposes a robust feature level based fusion Due to the stability and robustness of these features, classifier which integrates face based on SIFT features and they have been recently applied to face recognition problem fingerprint based on minutiae matching at feature extraction [ 1] (Figure 1 ). Thus the input to the system is the face level. First the feature set extracted from two traits are made image and the output is the set of extracted SIFT features compatible for concatenation then feature reduction is done S=(SJ, S2. .... Sm) where each feature si=(x ,y ,O, Keydesc) to handle the 'problem of curse of dimensionality' [9]; consist of x, y spatial location, 0 as local orientation and finally the matching of the concatenated feature vector is keydescriptor of size lx128. determined. The results are compared with the fusion at Previous work [11] only considered the local keypoint matching score level using the most popular sum rule descriptor extracted at SIFT locations for verifying the technique. This work reports high increase in the proximity between the database and query image. The performance of the system as compared to fusion at current implementation of the system employs spatial matching score level.
coordinates and local orientation along with the The rest of this paper is as follows: section 2 briefly keydescriptor for the authentication purposes. The system describes the face and fingerprint algorithms together with has been tested on a part of the BANCA database [11, 12] the modifications made to enable the concatenation at (see Section 4 for details) giving us the accuracy of 88.9% feature extraction level. Section 3 describes the proposed (for the definition of accuracy refer to section 4). fusion strategy. Experimental results are given in section 4 and in the last section the conclusions are drawn. Fingerprints are the most widely used biometric feature for field [14] . Textured regions possessing different spatial person identification and verification. Fingerprints frequency, orientation, or phase can be easily discriminated encompass two main types of features that are used for by decomposing the texture in several spatial frequency and automatic fingerprint identification and verification: (i) orientation channels. The local region around each minutiae global ridge and furrow structure that forms a special pattern point is convolved with the bank of gabor filters to analyze in the central region of the fingerprint and (ii) minutiae local texture information for eight different degrees of details associated with the local ridge and furrow structure. orientation (0, 22.5, 45, 67.5, 90, 112.5,135, and 157.5), The fingerprint recognition module has been developed eight different scales and two phases thus giving lx128 using minutiae based technique [13] as shown in Figure 2 .
keydescriptor. The rotation invariance is handled during the preprocessing step and the translation invariance is handled 2.2.1. Image Segmentation and Rotation Invariance by registering the database image with the query images The input image is segmented to remove noise and extract using reference point location [14] . Scale invariance is not a the inked region (the foreground part) from the background significant problem since most fingerprint images can be region. The image is also transformed in order to obtain scaled as per the dpi specification ofthe sensors. This makes rotation invariance, by detecting the left, top and right edges the feature set of SIFT of the classifier. The redundant features in the proposed system are removed using "K-means" clustering techniques [16] and choosing the most proximate feature to the mean of The Database used for testing consists of 50 chimeric the cluster as the representative of the set of similar features. individuals composed of 5 face and fingerprint images for
The optimal features are matched using the point pattern each individual keeping in mind the independence of face matching algorithm where the pair of points is considered and fingerprint traits. The face images are taken from the matching only if the spatial distance, direction distance and controlled session of BANCA Database and fingerprint the euclidean distance between the corresponding key images are collected by the authors for this experimental descriptors are within some threshold where each point in purpose. The fingerprint images are acquired using an query concatf, and database feature set concat, contain (x, y, optical sensor at 500 dpi. 0, keydesc). Thus a point concatf, in input set is considered
The following trainig and testing procedure has been matching with the template set concat, if the spatial distance established for mono-modals and multimodal system: (sd) between them is smaller than a given tolerance ro, the Training: one image per person is used for enrollment in direction difference (dd) between them is smaller than an the face and fingerprint verification system; for each angular tolerance 00 and euclidean distance(euc) (equation 1 individual, one pair face-fingerprint is used for training the and 2) between the keydescriptor is between some fusion classifier. threshold:
Testing: four samples per person are used for testing and generating client scores. Impostor scores are generated by testing the client against the first sample of the rest of the sd(concat,, concat1) = (x, -x1 )2 + (YJ _ y, )2 < rO individuals, in the case of monomodal systems. In case of 1 multimodal testing the client is tested against the first face and fingerprint samples ofthe rest of the chimeric users thus dd(concat>, concatt) min( 9' -0 S,3600 -0$--0) < 0 in total 50x4=200 client scores and 50x49=2450 imposters J y 2 scores for each of uni-modal and multimodal system are generated. The final matching score is computed on the basis of Experiments were conducted in two sessions. In the number of matched pairs found in the two sets. Figure 3 first experiment, the unimodal systems were modified to represents the fusion classifier, enable the feature level fusion. The matching module of the face recognition based on SIFT Features was modified to include the spatial and orientation features along with the keydescriptor as the part of the extracted features. The system has been tested using part of the BANCA Database. 
