INTRODUCTION
The next generation of large-scale scientific applications involve expensive and powerful resources such as supercomputers, experimental facilities, and massive storage systems [1] . Often these resources are created with a mission to support the scientific community that may span across several countries (e.g., Earth Simulator or Spallation Neutron Source). In these applications scientific progress may depend on adequate network access to these facilities to move data across wide area networks, and steer computations and experiments from remote sites.
The high-performance networking requirements for these large-scale applications belong to two broad classes:
• High bandwidths, typically multiples of 10 Gb/s, to support bulk data transfers • Stable bandwidths, typically at much lower bandwidths such as hundreds of megabits per second, to support interactive, steering, and control operations Currently, Internet technologies are severely limited in meeting these demands. First, such bulk bandwidths are available only in the backbone, typically shared among a number of connections. Second, due to the shared nature of packet switched networks, typical Internet connections often exhibit complicated dynamics, thereby lacking the stability needed for steering and control operations [2] . In both cases the problem of transport becomes particularly difficult due to challenges in adapting TCP: it is extremely hard to sustain tens of gigabits per second throughputs over wide-area links or to stabilize its dynamics even at lower bandwidths. It is generally believed that the above networking demands can be effectively addressed by providing on-demand dedicated channels of the required bandwidths directly to end users or applications. However, networks with such capabilities cannot be readily deployed now using only the existing networking technologies, most of which have been developed for the Internet. Note that the Internet is based on a packet-switched paradigm, which is in stark contrast with the dedicated channels that share the network across time. Indeed, a number of diverse component technologies are needed to realize such a capability to support infrastructure, provisioning, transport, and application access. There is a need for a testbed that can provide adequate environments for developing these technologies with an objective of providing these capabilities on demand to end users or applications.
The UltraScience Net (USN) is commissioned by the U. S. Department of Energy (DOE) to facilitate the development of these constituent technologies, specifically targeting the large-scale science applications carried out at national laboratories and collaborating institutions. There are a number of testbeds such as UCLP [3] , CHEETAH [4] , and DRAGON [5] that provide dedicated channels. Compared to them, USN has a much larger backbone bandwidth (20-40 Gb/s) and larger footprint (several thousands of miles), and close proximity to several DOE facilities.
USN provides on-demand dedicated channels: • 10 Gb/s channels for large data transfers • High-precision channels for fine control operations User sites can be connected to USN through its edge switches, and can utilize the provisioned dedicated channels Nageswara S. V. Rao, William R. Wing, Steven M. Carter, and Qishi Wu Oak Ridge National Laboratory
ABSTRACT
UltraScienceNet is an experimental wide area network testbed to enable the development of networking technologies required for next-generation large-scale scientific applications. It provides on-demand dedicated high-bandwidth channels for large data transfers, and also high-resolution high-precision channels for fine control operations. In the initial deployment its data plane consists of several thousand miles of dual 10 Gb/s lambdas. The channels are provisioned on demand using layer 1 and 2 switches in the backbone and multiple service provisioning platforms at the edges in a flexible configuration using a secure control plane. A centralized scheduler is employed to compute future channel allocations, and a signaling daemon is used to generate the configuration signals to switches at appropriate times. The control plane is implemented using an out-of-band virtual private network, which encrypts the switching signals, and also provides authenticated user and application access. Transport experiments are conducted on a smaller test connection that provides us useful information about the basic properties and issues of utilizing dedicated channels in applications. during the allocated time slots. In this article we briefly describe the design considerations and deployment details of USN. In the initial deployment its data plane consists of dual 10 Gb/s lambdas, both OC192 synchronous optical network (SONET) and 10GigE WAN physical layer (PHY), of several thousand miles. The control plane employs a centralized scheduler to compute the channel allocations and a signaling daemon to generate configuration signals to switches. Due to access to users and applications, the control plane raised a number of security issues that are not addressed in conventional IP networks. This control plane is implemented using a hardware-based virtual private network (VPN) that encrypts all signals on the control plane, and provides authenticated and authorized access.
ULTRASCIENCE NET: NETWORK TESTBED FOR LARGE-SCALE SCIENCE APPLICATIONS
The dedicated channels are quite appealing in addressing the above network demands, but our current operational knowledge of utilizing them is quite limited, particularly for large-bandwidth connections over long distances. While USN is being rolled out, we conducted preliminary experiments to understand the properties of dedicated channels using a smaller-scale connection from Oak Ridge to Atlanta. Despite the limited nature of this connection, several important performance considerations have been revealed by these experiments. We briefly describe these results here due to their relevance in utilizing the channels that will be provided by USN.
This article is organized as follows. The overall configuration and footprint of USN are described in the following section. The details of USN's data plane are then described. The basic modes of utilizing USN's data paths and hosts are described; next, details of the control plane are discussed. The transport experiment results on the Oak Ridge-Atlanta connection are described in the final section.
ULTRASCIENCE NET BACKBONE
UltraScience Net links Atlanta, Georgia, Chicago, Illinois, Seattle, Washington, and Sunnyvale, California, as shown in Fig. 1 , where each connection is supported by two and four 10 Gb/s long-haul links in the first and second phases, respectively. These sites are chosen for their close proximity to various DOE science national laboratories and collaborating universities. Atlanta and Chicago sites facilitate peering with ESnet, Internet2, and connectivity to CERN. USN provides the connectivity only between the above four sites, and the individual institutions provide their own connections to these sites.
USN utilizes the ORNL network infrastructure to provide two OC192 SONET connections from Atlanta to Chicago in phase one; this connection is approximately 1000 mi in network length. Also, the lambdas from National Lambda Rail (NLR) are utilized from Chicago to Seattle to Sunnyvale; this connection is about 2000 mi in network length. In phase one initial deployment consisted of 10GigE WAN-PHY connections from NLR, which were later replaced with OC192 SONET connections. The complete network, including the bandwidth supplied by ESnet and the backup capacity provided by NLR, is shown in Fig. 1 . First phase deployment of data plane with two 10 Gb/s backbone connections took place in August 2005, and the second phase with a 40 Gb/s backbone is expected to be completed in 2006.
DATA PLANE
The data plane of USN ( Fig. 2 ) consists of two dedicated OC192 SONET (10 Gb/s) connections between Atlanta and Chicago in phase one. These two lambdas are terminated on OC192 linecards of core switches at both sites. These switches can house additional OC192 and 10/1 GigE linecards that terminate connections from the user sites or peered networks. These switches can dynamically cross connect the linecards to realize SONET-SONET or GigE-SONET connectivity to USN from user sites or peered networks.
The OC192 and 10 GigE WAN-PHY connections between Chicago and Seattle terminate at the core switches at respective sites. In Chicago the core switches are capable of "connecting through" or terminating the connections from Atlanta or Seattle. The terminating connections may be cross-connected to the linecards that carry connections to user sites or ESnet or CERN. While SONET connections can be carried through the core switches, for some connections SONET10GigE media conversion may be needed in Chicago since connections to Atlanta are solely SONET-based. The Seattle- Sunnyvale connections are both 10GigE and OC192 SONET, and terminate at the core switches at the respective sites. The core switches in Seattle can realize SONET-SONET and 10GigE-10GigE through connections between Chicago and Sunnyvale, and can also terminate connections from Chicago and Sunnyvale. Multiservice provisioning platforms (MSPPs) are located at USN edges, as shown in Fig. 2 , which provide SONET and Ethernet channels at finer resolutions. In general, USN provides on-demand dedicated channels at multi-, single-, and sub-lambda resolutions between its core switches and MSPPs, which are generically referred to as USN switches. The schematic in Fig. 2 is generic in that core switching and MSPP functions may be supported by a single device or two devices. The SONET channels can be provisioned at OC1 granularity depending on the core switches and MSPPs that constitute the channel. Similarly, channels provisioned entirely through GigE connections can be rate limited at the resolutions supported by the switches. For hybrid channels, the resolutions will be appropriately translated and aligned.
USER AND APPLICATION SUPPORT
UltraScienceNet is based on the concept of giving users and applications direct access to layer 1 light paths with zero packet reordering, zero jitter, and zero congestion. In addition, it also provides dedicated layer 2 paths with low reordering rate, low jitter, and no congestion. Users can provision USN dedicated channels through a bandwidth scheduler as needed by their tasks. The channels might be utilized for tasks as varied as file transfers, computations scheduled on supercomputers, testing new protocols or middleware, or developing techniques for remote visualization. User sites connect their hosts or subnets to USN channels through their own specialized connections to core switches or MSPPs. They may need to support the underlying layer 3 capability if IP services need to be executed transparently. In the simplest case, GigE network interface cards (NICs) of two hosts may be connected to the endpoints of a dedicated USN channel. Then IP connectivity between the two hosts may be ensured simply by forwarding the destination packets to the NICs and appropriately making the arp entries.
By utilizing Ethernet switches that are VLANenabled it is possible to utilize multiple USN channels and also realize multiple subchannels over a single USN channel by VLAN tagging.
On the other hand, when subnets are connected to the endpoints of a USN channel, the connected routers must be suitably configured to appropriately forward the IP packets. Once such layer 3 configurations are made, various types of protocols, middleware, and application modules can make use of the provisioned dedicated circuits. However, strict USN cyber policies and guidelines are to be followed by user sites before they are allowed to connect to USN and request channels. Users can utilize USN hosts located at edges to test protocols, middleware, and other application-level technologies (without data plane connections to USN).
CONTROL PLANE
A control plane is needed for facilitating a number of USN functions: (a) Monitoring, configuration, and recovery of its core switches, MSPPs, and hosts (b) Providing user access to USN hosts, and user/application access for requesting channel setup and obtaining state information about hosts and channels (c) Signaling for on-demand setup and teardown of the dedicated channels (d) Facilitating peering with other networks, particularly those that support user/application controlled paths In conventional IP networks, a control plane is employed for function (a), which is typically implemented out of band using proprietary vendor technologies. Such a control plane provides access only to network operators and typically supports (infrequent) manual configuration of various switches and routers, all of which are typically produced by the same vendor. Functions (b)-(d) distinguish USN from the current production IP networks to a large extent.
USN accepts user requests for scheduling dedicated channels in future time slots, and grants them based on the bandwidth availability and feasibility constraints. This task involves scheduling the bandwidth on various connections to compose the requested channel, and also deriving the crossconnections at the core switches and MSPPs. Various allocations and crossconnection information is stored on a central server located at ORNL. A signaling daemon on this server constantly monitors the allocations and sends configuration signals to the constituent switches to set up and tear down the channels. The ability of the applications to actively access the control plane of USN has posed unique challenges not faced by the Internet nor directly addressed by existing methods. Recall that the endpoints of the data plane are connected to user sites as per USN cyber security guidelines, and the data channels are accessed by only such "physically" connected sites. On the other hand, users that request the channels must be able to access the control plane to acquire information needed to generate channel requests. Such users/applications can be located anywhere on the Internet. The ability to affect the channels and switch configurations potentially opens the whole infrastructure to cyber attacks. USN switches accept only clear text TL1/CLI or generalized multiprotocol label switching (GMPLS) commands through their management interfaces, which can easily be sniffed, and crafted packets can be injected by anyone having access to their ports. Most of these devices do not support IPSec or ssh services because traditionally these interfaces are accessible only through a proprietary control plane. Thus, the configuration and other commands from the central signaling daemon need to be encrypted so that they cannot be sniffed or altered; furthermore, access to these signaling paths must be protected against the injection of crafted packets.
We have designed a control plane using a VPN, shown in Fig. 3 , which serves the purposes listed above. The VPN is implemented in hardware using a main unit (Netscreen NS-50) at ORNL and secondary units (Netscreen NS-5) at each of the remote sites. A VPN tunnel is configured between the main unit and each of the secondary units so that only authenticated and authorized traffic is allowed on each of the tunnels, and the traffic is encrypted. Each VPN tunnel carries three types of encrypted traffic flows:
• User access to hosts • Management access to hosts and switches • Signaling messages to switches Users are provided authenticated access to the VPN through the main unit; in addition, hosts require ssh logins. The management host at ORNL is authenticated and located in the secure domain of NS-50 so that monitoring and related traffic is secured. The signaling server is also located within the secure domain of NS-50 so that signaling messages are secured via the VPN tunnels. Channel requests are handled by a secure https server located on the ORNL server, which itself is located within the secure domain of NS-50. Users are authenticated and authorized to access the https server through NS-50.
The control plane operations are coordinated by a centralized system located at ORNL that:
• Maintains the state of bandwidth allocations on each link, and also the crossconnection configuration information for each core switch and MSPP • Accepts and grants requests for current and future channels to applications by suitably composing the segments with required bandwidths • Sends signaling messages to switches as required by the schedule MPLS and GMPLS technologies only provide mechanisms to set up channels at the time of request using Open Shortest Path First with traffic engineering (OSPF-TE) and Resource Reservation Protocol with TE (RSVP-TE). Neither supports setting up channels in future time slots. Our scheduler to facilitate future allocations is based on our previous work on the quickest path problems under time-varying bandwidths [6] . It can be used to check the availability of a channel of specified bandwidth b between two ports located on core switches or MSPPs during a time slot of duration t in the future. It can also list all time slots during which such a channel with bandwidth b is available for duration t. USN is represented as graph G = (V,E) where each node represents a core switch or MSPP, and each edge represents a connection such as OC192 or 10GigE WAN-PHY. Parallel edges are allowed to reflect multiple connections, and each node v ∈ V is provided the information about which of its edges can be composed to form a channel. For each edge e ∈ E, we store a list R e of bandwidth reservations as a piecewise constant function of time. We now outline the all-slots version of the scheduler that lists all available time slots for a channel of bandwidth b from port p s of node s to port p d of node d. For each e ∈ E, we generate a list L e of disjoint intervals such that bandwidth b is available on e for duration t starting any time within any interval. The algorithm is essentially the well-known allpairs shortest path algorithm [7] with the modification to utilize the lists L e s in the computation. Let the nodes be denoted 1, 2, … n, and L k [i,j] denote the sequence of disjoint intervals listing all starting points of a channel of bandwidth b and duration t from the appropriate ports of nodes i to j only through nodes 1, 2, … k. Thus, L n [s,d] lists all slots during which the required channel of bandwidth b and duration t is available. The outline of the algorithm is presented in Algorithm 1; for simplicity we skip the initialization and details corresponding to crossconnection information at the nodes.
In Algorithm 1 the operation ⊕ corresponds to merging the intervals of the corresponding lists, and the operation ⊗ corresponds to computing the intervals obtained by composing the channels from i to k and k to j to form single channels from i to j. The complexity of this algorithm is polynomial in n. This algorithm is based on a special structure within the well-known closed semi-ring framework for shortest path problems [7] . In particular, the closed semi-ring of all-slots is defined on infinite sequences of disjoint intervals, where ⊕ and ⊗ correspond to the summary and extension operations, respectively.
EXPERIMENTS WITH DEDICATED CHANNELS
As a preparatory phase for USN we set up a testbed with a dedicated 1 Gb/s channel between two hosts located at ORNL via an IP channel that loops back over an ORNL-Atlanta OC192 link. Our objective is to perform experiments to understand the properties of dedicated channels as well as hosts for supporting data transfers at the rate of 1 Gb/s and stable control streams at significantly smaller bandwidths. Due to the scarcity of experimental results over realistic dedicated channels, our results provide a stepping stone for developing the technologies for USN channels (a more detailed account of these results can be found in [8] ).
While dedicated channels obviate the need for congestion control, there are a number of important issues that critically affect the network performance observed at the application level.
Capacity and throughputs: Typical application throughputs are smaller than the provisioned channel capacities due to channel and host losses, which are both affected by sending rates at the source. Thus, it is suboptimal to a priori fix the source sending rate right at the channel capacity. Instead, it must be carefully tuned to a level to ensure the highest goodput at the destination.
Host issues: In addition to the channel properties, several host components critically affect the achieved throughputs or jitter levels, and their effects become particularly important at 1-10 Gb/s data rates. Because packets from source applications are copied into kernel buffers and then onto NICs, various buffer sizes and policies can have an impact on losses at the hosts. The difference between NIC capacity and bandwidth of the provisioned channel can result in losses due to packet bursts since most Ethernet cards do not support explicit rate controls. Consequently, the packets may experience losses or jitter, both of which could appear random to the sender or receiver.
Jitter and stabilization: When control operations are to be performed over network connections, it is very important that packet flows be stable. Variations in delays, jitter, can destabilize transport flows and cause loss of control. Lost packets have to be resent, thereby increasing their net delays and con-ALGORITHM 1.
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tributing to jitter. While losses over dedicated links are much less pronounced than over the Internet, they still need to be explicitly accounted for in designing protocols for stable streams. Effects of the above factors on applications and protocols can be assessed by conducting experiments over dedicated channels, which is a main focus of this section. We tested a number of existing protocols for high-throughput data transfers. In particular, the Hurricane protocol proposed in [8] achieved 991 Mb/s file transfer rates. We briefly describe in this section the results based on these protocols.
CHANNEL PROVISIONING
Our testbed consists of two hosts, unet1 and unet2, both located at ORNL. Each of them is equipped with a dedicated NIC connected to a GigE slot on a linecard of the Juniper M160 router located at ORNL. There is an OC192 link from this ORNL router to another Juniper M160 router located in Atlanta, which is approximately 250 mi away. Only 1 Gb/s of ORNL production traffic is currently carried on this OC192 link, thus, there is 9 Gb/s spare bandwidth on it. We utilize 2 Gb/s of this spare bandwidth to implement a loopback connection from ORNL to Atlanta back to ORNL. This arrangement effectively realizes a dedicated 1 Gb/s IP connection between unet1 and unet2 approximately 500 mi in length, as shown in Fig. 4 .
Using a UDP stream with varying sending rates, we measured the effective throughput, the goodput, at the destination and also the loss rate. The sending rate is controlled by transmitting a number of datagrams, denoted by the window size W c (t), in a single burst and then waiting for a time period called the sleep time, T s (t). Thus, the sending rate is specified by a point in the horizontal plane, given by (W c (t), T s (t)), and its corresponding sending rate is shown in the top plot of Fig.  5 . The goodput measurements at the destination corresponding to various window size and sleep (idle) time pairs are shown in the middle plot, which is commonly known as the throughput profile. When the sending rate is small, the destination goodput increases with the sending rate and reaches a plateau within the vicinity of 1 Gb/s, as shown on the right side of the throughput profile. In the bottom plot the loss rate is shown as a function of window size and idle time. Loss rates are near zero when the sending rate is low, but become significant when the sending rate reaches the vicinity of 1 Gb/s, where they monotonically increase with the sending rate. We also observed that the loss rates from multiple runs of an experiment with the same sending rate vary within a certain range even though the average trend was monotonic, as shown in Fig. 5 .
To estimate the jitter levels, we sent packets of fixed sizes (10 kb) between the hosts and measured the application level delays. The average delay is approximately 11 ms with jitter level of about 2 percent. While this jitter level is extremely low compared to Internet connections where jitter levels can be as much as 30 percent, control streams for highly sensitive end devices could require explicit handling of jitter.
We implemented RAID 0 disk systems on both hosts using dual SCSI hard drives and implemented the xfs file system to achieve disk I/O rates in excess of 1 Gb/s.
TRANSPORT PROTOCOLS
We consider protocols for data transfers, both memory and file transfers, and stable control streams. The default TCP throughputs were below 100 Mb/s and could be improved by a factor of 2-3 with parameter tuning. Since dedicated channels do not have competing traffic, UDP-based protocols are more suited for these channels, although careful parameter tuning was necessary to achieve goodput rates in the vicinity of 1 Gb/s. All UDP protocols we tested for file transfers required some manual parameter tuning to achieve throughputs close to 900 Mb/s; this process required some understanding of the protocols and their implementations as well. The details were different among the protocols, and it required significant efforts to gain even a partial understanding of the relationship between the parameters and the achieved throughput.
Recently UDP-based high-performance transport protocols that overcome TCP's throughput limitation have received increased interest. Such research efforts include SABUL, Tsunami, RBUDP, UDT, and others (see [9] for an overview). We tested several of these protocols for file transfers; their peak throughput results are shown in Table 1 . The best performance we achieved for file transfers is slightly above 900 Mb/s. It was clear from the throughput profile that goodput rates of 990 Mb/s are possible if the source rate is suitably maintained. A protocol called Hurricane [8] is developed exclusively for high-speed file transfer on dedicated links. The design goal of Hurricane is to maximize link utilization without any expectation of sharing the channel. We conducted Hurricane transport experiments on the 1 Gb/s dedicated link between unet1 and unet2 with various levels of target rates using a 2 Gbytes test file. Each experiment on one target rate was repeated three times. The performance for file transfers is listed in Table 1 . High throughput and bandwidth utilization are achieved with reasonably low (but nonzero) loss rates. Also, we obtained quite stable throughput when targeting low rates. The transport control parameters in these experiments were manually tuned for the best performance. We observed that the impact of parameter tuning on throughput and loss rate at source rates far below the peak bandwidth is not as strong as on those approaching the peak bandwidth.
CONCLUSIONS
High-performance networks for large-scale applications require high bandwidths to support bulk data transfers and stable bandwidths to support interactive steering and control operations. GigE link from unet1
Filter-based forwarding UltraScience Net's goal is to support the development of the needed networking technologies by providing on-demand dedicated channels: • 10 Gb/s channels for large data transfers • High-precision channels for fine control operations Its design required several new components including a VPN infrastructure, a bandwidth and channel scheduler, and a dynamic signaling daemon. While USN is being rolled out, we conducted preliminary experiments to understand the properties of dedicated channels using a smaller scale connection. These experimental results provided us with valuable insights into both channel and host aspects of supporting data transfers over dedicated channels. For USN dedicated channels, which are of much larger capacity and longer distance, we expect our qualitative results to hold although the actual loss and jitter levels might be quite different.
Our future plans include enhancing USN's data plane with four 10 Gb/s wide-area connections, and enhancing the control plane to interoperate with networks supported by GMPLS signaling. We also plan to provide layer 2 peering with NSF's CHEETAH network [4] using MSPP at ORNL, and layer 3 peering with ESnet and CERN in Chicago, and Internet2 in Atlanta. In addition, our plans include testing both protocols and applications over USN channels that connect ORNL supercomputer sites to remote user sites. In particular, our plans include developing and testing interactive visualization, monitoring, and steering modules for Terascale Supernova [10] computations executed on ORNL supercomputers from remote locations connected via USN channels. 
