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ABSTRACT 
A detailed comparison of the simplex method for linear programming with a 
recent interval linear programming algorithm reveals that the methods are identical in 
the sense that the same sequence of extreme points can be generated by either 
algorithm. 
INTRODUCTION 
In this paper we compare the primal simplex method with a recent 
interval linear programming method. Interval linear programming (IP) is the 
name applied to the theory and algorithms directed to solving problems of the 
form we denote: 
IP: Maximize g*x 
subject to b- <Ax<b+ , 
l<xbu, 
where the following are given data: 
b-, b+ ER”’ 
g,l,uER” 
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The first IP algorithm was the SUBOPT method of Robers and Ben-Israel 
[l]. This is a dual approach in which no feasible solution to IP is available 
until the optimal solution is achieved. A more recent development is the 
primal algorithm of Granot and Granot [2, 31. 
Here we compare the primal IP algorithm of Granot and Granot with the 
primal simplex method. The principal conclusion of the paper is that the two 
methods are identical in that the same sequence of extreme points can be 
generated using either algorithm. 
Although we do not explicitly compare the dual IP method SUBOPT with 
the dual simplex method, our interest in comparing simplex methods with IP 
methods was motivated by a recent paper by Stott and Marinho [4]. In that 
paper a modification of the dual simplex method is presented to solve an 
application of the form we have denoted IP. The resulting algorithm is 
identical to SUBOPT. 
PRELIMINARIES 
This paper presumes a basic familarity with the simplex method and with 
the primal IP method of Granot and Granot. Although Dantzig’s text [5] is 
basic to the study of linear programming, the recent text by Bazaraa and 
Jarvis [6] may prove useful as a reference-particularly Chapter 5, where 
linear programming problems with upper and lower bounds on the variables 
are considered. The IP method of Granot and Granot is presented in [2] and 
[31* 
In order to discuss problem IP in terms of the simplex method, we 
consider the equivalent formulation: 
LP: Maximize grx 
subject to Ax+s=b+ , 
ldx<u, 
O<s<b+-b-. 
We refer to the original variables x as the structural variables, and the 
slack variables s as the logical variables. The columns of the matrix A will 
likewise be referred to as structural coZumns, and the columns of the identity 
matrix corresponding to s will be referred to as logical columns. 
We wilI denote the set of feasible solutions {xER”; b- <Ax< b +, 
2 d xs u} by S. Both the IP and simplex methods are based on an equivalence 
of the geometric notion of extreme points of S and the algebraic notion of 
basic feasible solutions. Because we deal with both of these methods we 
introduce our own terminology to describe basic feasible solutions. 
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By a column basis or C-basis we mean a basis for R” made up of m 
linearly independent vectors drawn from the structural and logical columns. 
We say that a pair (x, s) is a C-basic feasible solution of LP if (x, s) is feasible 
for LP and if there exists a C-basis C, a partition of (A, I) into (C, N), and a 
corresponding partition of (x, s) into (xc, xv) with each component of xN 
either at its upper or lower bound and xc = C -lb + - C -‘Nx,,,. We index the 
C-basic and non-C-basic columns by I, and I,, respectively. 
By a row basis or R-basis we mean a basis for R” made up of n linearly 
independent vectors drawn from the structural and logical rows. We say that 
x E R” is an R-basic feasible solution of IP if XE S and if there exists a 
partition of 
and corresponding partitions of 
with Rx=6, where gi =(bi )i or gi =(bR)i. We index the R-basic and 
non-R-basic rows by I, and I, respectively. 
We have the following lemma: 
LEMMA 1. Let x E S. Then x is an R-basic feasible solution of IP if and 
only if (x, s) is a C-basic feasible solution of LP where s=b+ -Ax. 
Proof. Let x be R-basic. Then there exists a matrix R with Rx=&. 
Partition R so that 
where (B D) are the rows of R drawn from the structural rows. The 
structural variables corresponding to the logical rows in I, are then either at 
their upper or lower bounds, and the logical variables corresponding to 
structural rows in I, are also at their upper or lower bounds by the definition 
of 6. Index these structural and logical variables by I,, and denote them by 
xN. The remaining variables are xc and are indexed I,. Since R is nonsingu- 
lar, B is nonsingular. The matrix C is then given as 
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where 
B ( 1 E are structural columns of A corresponding to B. Thus C is 
nonsingular. By definition of s, Cx, +Nx, =b+ and hence xc =C -’ b+- 
C-IN+. 
Clearly we can let (x, s) be C-basic, and by a similar construction show 
that r is R-basic. n 
If the choice of the C-basis [R-basis] corresponding to a C-basic point 
(x, s) [R-basic point x] is not unique, we say that the problem LP [IP] is 
degenerate. It is well known that degeneracy in LP can be guaranteed not to 
occur by an arbitrarily small perturbation of the data [5]. We assume for the 
balance of this paper that degeneracy does not occur. In this case the 
constructions used in Lemma 1 yield the following corollary: 
COROLLARY 1.1. Given a point xES with x R-basic [and hence (x, s) 
C-basic with s= b+ -Ax], then 
(i) the i th structural row is R-basic if and only if the i th logical column 
is not Gbasic, 
(ii) the i th logical row is R-basic if and only if the i th structural column 
is not C-basic. 
Since it is also true that an extreme point of S corresponds to a C-basic 
solution of LP [5], we also have 
COROLLARY 1.2. Given XES, the following are equivalent: 
(i) x is an extreme point of S, 
(ii) x is an R-basic feasible solution of IP, 
(iii) (x, s) is a C-basic feasible solution of LP where s=b+ -Ax. 
THE SIMPLEX METHOD 
In this section, we give the essence of the simplex method, using upper 
and lower bounded variables, applied to problem LP. For clarity, we omit 
many of the detailed calculations. For these the reader may refer to [6]. 
Step SO. Let x0 be an extreme point of S. Let sa = b+ -Ax,. Let x0 be 
r the m + n dimensional vector (x0. so ) r r. Let Z,O and I,,,+ be the index sets to 
the C-basic and non-C-basic variables. Let K=O. 
Step Sl. Let g, denote the vector of cost coefficients of C-basic varia- 
bles, C the matrix of C-basic columns, and N the matrix of non-C-basic 
columns, all determined by the index sets Zc~ and ZN~. If for all jEZ,K, xK 
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satisfies the conditions 
(9 xr =Zi and gzC-‘Ni -gi 80 
or 
(ii> xf =ui and gTC-‘Ni -gi GO, 
then stop; xK is optimal 
Step S2. If x,” fails condition (i) or (ii) on step Sl, then construct d. First, 
partition d = (d c, d N) and construct d N as 
di =0, 
= 1, Fe, e XK =l,, 
= -1, Fe, e XK=U e. 
Then d, = -C-‘Nd,. 
Step S3. Calculate the new C-basic solution xK+l as follows. Let 
where Si = {xr, sr)r: Ax+s=b+, Zdxdu, O<s<b+ -b-}. Let xK+l = 
xK+Ad. Let ++I be the index to the Gbasic variables, and ZNx+l be the 
index to the non-C-basic variables of xK+l. Let K = K + 1 and go to step Sl. 
THE PRIMAL IP METHOD 
Here again we only sketch the essential features of the primal IP algorithm 
so as to reveal the similarity of the simplex and the IP approach. The reader is 
referred to [3] for the details. 
Step IPO. Let x0 be an extreme point of S. Let Z,O be the index to 
R-basic rows. Let K = 0. 
Step IPl. Let R be the R-basis indexed by Is”, and let y=RxK. Let 
bl, bi be the vectors of upper and lower bounds of the rows in ZR~. If y 
satisfies the following conditions for jEIRK: 
6) yi =(bRf)i and (gTR-‘)j20 
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(9:) ~~=(b;)~ and (grR_‘),<O, 
then stop; rK is an optimal solution. 
Step IP2. If y, fails to satisfy condition (i), then let d=(R pl)l, the rth 
column of R - r. If y, fails_to satisfy condition (i), then let d= -(R-l),.. 
Step IP3. Compute X=max{X:(xK +Ad)ES}. Let rK+i=rK +hd. Let 
In”.+’ be the index to the R-basic rows corresponding to xK+l. Let K = K + 1 
and go to step IPl. 
THE NATURE OF R -’ AND C -’ 
In order to proceed with our study of the IP and simplex algorithms, an 
examination of the nature of R-l and C’ will be helpful. Let x be an 
extreme point of S, with R and C the corresponding R-basis and C-basis. As 
pointed out earlier, R and C can be written in partitional form: 
We will refer to the matrix B common to both R and C as the basis kernel 
or just the kernel. The rank of B can vary, from iteration to iteration, from 0 
to m. If B is non-&I, then it is nonsingular. Then both R-’ and C -’ can be 
expressed in terms of the inverse of the kernel: 
A COMPARISON OF THE ALGORITHMS 
Since step IPO is identical to SO, and step IP3 is identical to S3, the key 
comparisons are step IPl with step Sl and step IP2 with step S2. Here we 
demonstrate that in each case the simplex and IP steps are equivalent. 
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We first examine IPl and Sl. To further this we write 
gTR -l =(gT,B -1, -ggB-‘D+g,) 
where g, and go denote the partition of g corresponding to the partition of R. 
If by g, we denote the components of g corresponding to the C-basic 
variables, then, noting that the coefficients of the logical variables are zero, 
we can write 
gEC -l =(g’BK’,O). 
If (gzB-‘)i >0 (to), the tests of IPl require the ith structural row to be 
at its upper (lower) bound. This in turn means that ith logical variable must 
be at its lower (upper) bound. For this variable A$ =ei and gi =O so that 
Thus, in this case, the tests of steps IPl and Sl are equivalent. 
Now examine the latter part of gTR-‘. If the quantity 
(-i@ -lD+gD)i 
is >O (to), then the, tests of IPl require that the jth logical row, which 
corresponds to the jth structural variable, be at its upper (lower) bound. 
However, in the simplex test, 
g;c -‘y =(gT,BP,O)A$ 
=gZB -‘L+. 
Thusif (-g~B-‘D+g,)i>O(~O)inIP1, thengEC’Ni-gi<O(>O) 
in Sl, and once again the tests of IPl and Sl are equivalent. 
As a consequence of the above discussion we have the following lemma. 
LEMMAS. The tests of IPl of the primal IP method are equivalent to the 
tests of Sl of the simplex method. 
Now, examining the directions generated in S2 and IP2, it should be 
obvious from the above that in either the IP or the simplex case, we are 
changing one independent variable in an identical manner and the direction is 
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just the effect on the dependent variables. Thus, the directions should be 
equivalent. We now show precisely that this is so. 
Suppose the test IPl fails on one of the rows corresponding to the kernel, 
say the i th such row. The direction chosen is 
+d= z3;l -“,‘“)( “d) ( 
Ix g-’ e. 
i 1 0 I) 
where the positive direction is chosen if (g rB - ’ )i > 0. Thus the logical rows 
(variables xB) which are not in the R-basis are changed in the direction 
d, =B -le,. In the simplex method these are the C-basic structural variables. 
In the corresponding simplex step the non-Gbasic variable being altered is the 
i th logical variable. Thus 
where the-value is chosen if gi B - ’ > 0. Then 
-",'")( T)=( ‘“b”+ 
and thus the C-basic structural variables are changed in the direction d, = 
k B -‘e,, identical to the IP case. 
If, on the other hand, the test IPl fails on one of the nonkemel rows, say 
row i, then the direction chosen is 
= ( -Bp+i. 
In this case we are changing by & 1 value of the ith R-basic logical row 
and altering the non-R-basic logical rows by T (B -lD)!. Noting that R-basic 
rows correspond to non-C-basic variables and vice versa, we see that this is 
exactly the simplex direction. 
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As a result of the above observations we have 
LEMMA 3. The directions generated in steps IP2 and S2 are equivalent. 
An immediate consequence of Lemma 2 and Lemma 3 and the observa- 
tions that step IPO is equivalent to step SO and step IP3 is equivalent to S3 is 
the following: 
LEMMA 4. The IP and simplex algorithms are equivalent. 
OBSERVATIONS AND CONCLUSIONS 
In this paper we have demonstrated that the IP and simplex algorithms 
are equivalent in their optimality tests and directions generated. The only 
possible differences are strategic, in terms of choosing variables (rows) to 
enter (leave) the basis, and in terms of resolving ties in the case of degenerate 
problems. Even then, any strategy for one method has an equivalent imple- 
mentation in the other. 
Does this mean that, since the simplex method is already well established, 
the IP should be discarded as adding nothing? We think not, for two reasons. 
First, IP focuses attention on the role of bounds on the variables in modeling a 
given situation. With proper bounding, an optimal solution to the subproblem 
max{g%; 1 <x<u} will often be very nearly feasible for the problem of 
interest. Initializing the solution procedure at this value and using appropriate 
procedures to obtain an initial feasible solution can result in impressive 
computational savings. Recently, we have taken advantage of this in an 
application to power system reliability evaluation [7]. 
The second reason that IP can be important is that it is based on rows of a 
matrix rather than columns. Some applications, such as cutting plane algo- 
rithms, require the ability to add a constraint after achieving optimality. Since 
the data structures associated with the simplex method are column oriented, 
this causes some difficulty. However, the natural data structure for IP is to 
store the matrix as rows. 
Finally, we note that the observations of this paper suggest new imple- 
mentations for both the simplex method and IP. In both cases, we require the 
inverse of the basis (either the C-basis or the R-basis). We have shown that it 
is sufficient to calculate B -l, the inverse of the basis kernel, in order to 
readily obtain the basis inverse. Although updating B -’ from one iteration to 
the next is made difficult by its changing dimension, it may well be worthwhile. 
This may be particularly useful in the case of IP, since the dimension of R is 
generally much larger than C. 
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Here we give an example comparing the tableaux of the simplex and IP 
methods. We presume a familiarity with the tableau operations as in [5] and 
[31. 
EXAMPLE. 
Maximize z=3xi +2x, -x3 
subject to: 6~ x,-2x,+ ~~~15, 
5f2x,+ x2- 3x, ~10, 
OG xi < 7, 
06 x2 =s 5, 
O< x3 <2. 
We start with the point xi ~7, x2 =O, r3 =2. In Table 1 we exhibit the 
simplex and IP tableaux side by side. The reader will note that the quantities 
described above are evidently the same. 
TABLE 1 
Simplex Tableau 1 
x4 1 cl -2 1 10 6 
x5 2 1 -3 0 1 2 
.z -3 -2 1 0 0 19 
UB 2 5 2 95 





Simplex Tableau 2 
;;mi_: 
IP Tableau 1 
3 
1 1 2 1 1 -3 10 0 0 7 
0 1 0 5 
0 0 1 2 
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Both tableaux are evidently optimal after one iteration. Note that we find the 
same numbers, although differently located, in the body of each tableau. 
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