Abstract. We study a (N + 1)?hypercyclical reaction-di usion system with nonlinear rate p. It is shown that there exists a critical threshold N 0 such that for N N 0 the system is stable while for N > N 0 it becomes unstable. It is also shown that for large p, N 0 remains a constant: in fact for p p 0 4:35, N 0 = 5 and for p < p 0 4:35, N 0 = 4.
Introduction
In this paper, we are concerned with the following reaction-di usion system: where X i denotes the concentration of the polymers, and M is the concentration of activated monomers. N is the number of di erent polymer species. The replication of each polymer X i is catalysed by each X j at a constant rate k ij . Linear (non-catalytic) growth terms are neglected. The activated monomers are produced at a constant rate, k M ; g X and g M are decay rate constants. L is the number of monomers in each polymer, and D X and D M are constant di usion coe cients. The exponent n is a positive number.
We assume that the coe cients k ij are represented by a hypercyclical N N matrix, When n 6 = 1, We call (1.1) is a hypercycle system with nonlinear rate.
The reason is the following: at each X i , the kinetic reaction rate is given by ? i = ?g X + M N X j=1 k ij X n j : (1.2) When n = 1, we have a linear growth rate for ? i and the system is called classical hypercycle system. When n < 1, the growth rate is sublinear and n > 1 the growth rate is superlinear. Such nonlinear reaction rates were also introduced and studied in the one component case, i.e., N = 1, by many authors, see 18] , 19] , 20] and the references therein. The classical hypercycle system arises as a spatial model concerning the origin of life similar to the one introduced by Eigen and Schuster 12] . A number of RNA-like polymers (\components") catalyse the replication of each other in a cyclic way. Examples in nature include Krebs and BetheWeizs acker cycles. Eigen and Schuster argue that the hypercycle satis es important criteria of natural selection: 1. Selective stability of each component due to favorable competition with error copies, 2. Cooperative behavior of the components integrated into the hypercycle, and 3. Favorable competition of the hypercycle unit with other less e cient systems.
Nonlinear rates are interesting to model di erent coupling strength of the varous components, where a higher rate n corresponds to stronger coupling.
We consider stationary cluster-like solutions of (1.1). A cluster may loosely be de ned as a region of high concentration P N i=1 X i of the polymers and low concentration of the monomer, as monomers are consumed by the replication of polymers. (If the region shrinks to a point, this phenomenon is called point-condensation.)
Cluster solutions for (1.1) have been studied by numerous authors. For numerical aspects of clusters, see 3] , 5], 6], 7] and the references therein.
In 35], we rst made a rigorous study on the existence and stability of cluster solutions of hypercycle system with linear rate (n = 1) in R 2 : it was shown that for N 4 
and dropping the hats, we nally arrive at the following standard form
We shall study (1.3) on the real line R for > 0 small. Since existence and stability of solutions might depend on A we will treat it as a parameter. We We now state the existence result. In fact, this is quite easy. We search for solutions of the following type X i = X 0 ; i = 1; : : : ; N: (1.9) Substituting (1.9) into (1.4), we see that (X 0 ; M) satis es We note that existence of single-pulse solution has also been studied in 10].
The main goal of this paper is to study the stability and instability of the cluster solution constructed in Theorem 1. ;i ? ;i + AM P N j=1 k ij ( ;i X n ;j + n ;j X ;i X n?1 ;j ) +A P N j=1 k ij X ;i X n ;j 00 ? ? P N i;j=1 k ij X ;i X n ;j ?M P N i;j=1 k ij ( ;i X n ;j + n ;j X ;i X n?1 ;j ) 1 C C C A ; 
Certainly 0 is an eigenvalue of L . The criterion for linearized stability of a cluster solution is that the spectrum (L ) of L (except for 0) lies in a left half plane f 2 C : Re ( ) < ?c 0 g where c 0 > 0, and that 0 is a simple eigenvalue, where C denotes the set of complex numbers.
In 36], the linear case n = 1 is studied and the following result is proved. Remarks: 1. As we see from the theorem, if p increases, the critical threshold can only grow by at most 1. This means that stability is only very marginally in uenced by growing interaction strength which is a new and surprising fact as one would think that stronger interaction would improve stability.
As in 35]
, we may generalize the results in this paper to the case of a general matrix (k ij ). We will mention the results in the last section and present some examples.
It is interesting and important to know the exact threshold also to verify the validity of our model by and experiment: It can now be studied if the thresholds given by theory and the one determined by experiments are the same. Furthermore, the agreement between theoretical values and numerically calculated ones for related models play an important role in nding which model to choose preferably. (We refer to the works quoted at the end of the introduction for related numerical investigations, in particular to 5], where among others multi-cluster states in one space dimension have been computed numerically).
Let us conclude this introduction by mentioning some related results.
In 6] the parameter dependence of stability of clusters and spirals against parasites (i.e., rival polymers which receive catalytic support from the hypercycle but do not contribute to the catalysis of any other polymer) is studied numerically. A parasite may or may not destroy the hypercycle depending on the rate constants. In 7] clusters (for N = 5) are established numerically for the elementary N-hypercycle system,
In 5] for a closely related reaction-di usion model the dependence of cluster states on di usivities is shown numerically including the cluster size, their shape, and the distance between di erent clusters.
The e ect of faulty replication on the hypercycle has been studied by an analysis of the geometry of bifurcations around steady states and numerical computations in the framework of an ODE reaction model 1].
For a cellular automata model it was shown numerically that a spiral wave structure may be stable against parasites 3]. The chaotic dynamics for this type of model has been investigated numerically in 17], 28].
There are a number of recent results on the special case N = 1; n = 1 of our model, which is then also called Gray-Scott system 13], 14]. We would like to recall them here. In the general higher dimensional case rigorous existence and stability results on the Gray-Scott system have been established in 34]. The existence of one-spike solutions is proved. Their stability is established and rests upon the derivation and analysis of a related NLEP (nonlocal eigenvalue problem).
The structure of the paper is as follows:
In Section 2, we separate the eigenvalue problem into two cases: small eigenvalues and large eigenvalues. The small eigenvalue is shown to be 0 with dimension 1. The case of large eigenvalues is then reduced to a system of nonlocal eigenvalue problems (NLEP).
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In Section 3, we analyze the system of NLEP and show that it can be reduced to two eigenvalue problem-one is local but with complex coe cients, another one is a NLEP.
In Section 4, we study the two eigenvalue problems and thus nish the proof of Theorem 1.3.
In Section 5, we make we drop the condition that the system is a classical hypercycle and make some remarks about the general matrix case.
Finally, in Section 6, we discuss our results.
Throughout this paper, the letter C will always denote various generic constants which are independent of , for su ciently small. 
y ;i ? ;i + AM P N j=1 k ij (X n ;j ;i + n ;j X ;i X n?1 ;j ) +A P N j=1 k ij X ;i X n ;j = ;i ; y 2 R; x ? ? P N i;j=1 k ij X ;i X n ;j ?M P N i;j=1 k ij (X n ;j ;i + nX ;i X n?1 ;j ;j ) = ; x 2 R; 2 C: Although we have formally obtained (2.7), however we can rigorously prove the following separation of eigenvalues. Theorem 2.1. Let be an eigenvalue of (2.2).
( Proof:
(1) Suppose (3.1) and (3.2) are stable. We now show that (2.7) is stable, too: Asuming that there exists 0 0 such that (2.7) holds we show that i = 0; i = 1; : : : ; N: We rst take care of the nonlocal terms. Adding all equations for i = 1; : : : ; N, we get 4. Study of the two eigenvalue problems In this section, we study two eigenvalue problems (3.1) and (3.2) derived from Section 3. The analysis presented in this section is the key estimate for this paper.
To study (3.1) and (3.2), we rst collect some important properties associated with the function w. We rst study some local eigenvalue problems. ( ) = ?1:
Hence there must exist an 0 2 (0; 1 ) such that ( 0 ) = 0.
It is easy to see that this 0 > 0 is an eigenvalue of (3.2).
In the general case > 0; 0 < < 1 p , there are no analytic results for problem (3.2). Fortunately, we can use hypergeometric functions and generalized hypergeometric functions to reduce problem (3.2) to a computable problem. Such an idea has already been used in 8]. However, here we propose a different transformation so that the eigenvalue problem becomes computable more easily. We recall that by Lemma 4.3 (2) for = 0, all eigenvalues are stable. So if we vary , either we obtain stability or Hopf bifurcation. All we need is to compute when Hopf bifurcation occurs. 9 > = > ; (4.14) By Lemma (4.6), problem (3.2) can be solved by using Mathematica. We will not produce any numerical results here. The readers can refer to 8] for some numerical results.
5. General Matrix Case Theorems 1.1 and 1.3 can be extended to more general matrices (k ij ). Let us consider system (1. We substitute into the polynomial and compute the critical threshold N critical . It turns out that N critical depends on both and p: N critical will increase of the order as increases but N critical increases only slowly in p. The eigenvalues of (k ij ) are = 1 (which is simple) and = 0. The small cluster state is stable for all N independent of the rate p.
From all the previous examples, we see as a general trend that if the system is not too much dominated by diagonal terms we have stability. Otherwise, a parasite emerges. This means that cooperative behavior in contrast with self-enhancement is needed to stabilize the cluster.
For large p stability in increased somewhat. We point to the second example where the stability threshold N 0 for large grows linearly in and large p can improve N 0 by a constant of about 4.39. In the case > 1 (which means that the diagonal becomes negative and the o -diagonal elements are positive and bigger than the diagonal), this describes self-inhibition coupled with cooperative enhancement and leads to particularly good stability.
Furthermore, the second and the third example indicate that coupling between more and more di erent components X i also improves stability.
Note that in the last example the system can be arbitrarily large.
Discussion
We have studied a general system of N +1 equations with nonlinear rate n describing the interaction of N polymer species which catalyse each other in a hypercyclic way and are all composed of the same type of monomer. In the special case N = 1; n = 1 the system reduces to the well-known Gray-Scott system.
We study the case of single-cluster solutions in the whole 1-D space. These are in some sense the simplest concentrated solutions in 1-D. This case appears to be relevant if the early biochemical reactions take place in very thin lines for example on the edges of rocks.
Besides the existence proof we provide the rst rigorous results on stability for cluster states of a hypercyclic system with nonlinear rate. Namely, we establish the exact threshold between stability and instability in terms of the system size and the nonlinear rate n. It is shown that as n 3:35; the stability regimes extends exactly in the range N = 1; 2; 3; 4. If n > 3:35; the stability regime extends to N = 1; 2; 3; 4; 5. This shows that the maximum critical threshold for hypercycle system with nonlinear rate is 5. This result might be important for making predictions about the outcome of experiments in biological applications and also for the testing of the validity of the models used. Furthermore, now a comparison of this theoretical result with numerical computations becomes possible.
We have also studied reaction-di usion systems with nonlinear rate and general connection matrix (k ij ). There we have observed that the nonlinear rate can help increase the critical threshold N critical when there is large selfinhibition (Example 1, Section 5). We show that large self-inhibition and to some lesser extent large n can help stabilize large reaction system. So how can very large systems be stabilized? One possibility is to increase self-inhibition and the nonlinear rate, as in Example 1, Section 5.
Another possibility which is frequently observed in nature is by the formation of a block-diagonal structure. Then, since the spectra of di erent blocks are independent, they can for example be chosen as small hypercycles which are stable up to size 5. On the other hand, by assembling a large number of blocks the system can become arbitrarily large and still be stable.
In fact, it is much simpler to create systems which display block-diagonal structure with only a few interactions than systems with many components catalysing each other. Therefore block-diagonal structures are frequently observed and are very important for natural phenomena.
Finally, let us recall attention to the point made in the introduction numerically it is known that parasites may destroy stable cluster states. Our results complement the picture by the rigorously proved fact that even pure cluster states may turn unstable if they become two large. This implies that the hypercycle although it has some very preferable properties (see the beginning of the introduction) on the other hand it has an inherent instability behavior which may be an obstruction to the evolution of large biological systems.
