We consider a Callan-Symanzik and a Wilson Renormalization Group approach to the infrared problem for interacting fermions in one dimension with backscattering. We compute the third order (two-loop) approximation of the beta function using both methods and compare it with the well known multiplicative Gell-Mann Low approach. We point out an unnoticed qualitative dependence of the third order fixed point on an arbitrary dimensionless parameter, which strongly suggest the spurious nature of the fixed point.
I. INTRODUCTION
The problem of the one-dimensional Fermi gas model of a metallic conductor, in the low energy approximation, has been approached using three methods: conventional many-body techniques [1] and, mainly, the bosonization [2] [3] [4] and the Renormalization Group (RG) methods [5] [6] [7] [9] [10] [11] . In this paper we will be concerned with the latter approach. A formulation of the Gell-Mann Low multiplicative RG for this problem was introduced in Ref. [5] . The model considered was the g-ological model, which describes a weakly interacting one-dimensional fermion system with Tomonaga-type (g 2 , g 4 ) and backscattering (g 1 ) interactions. Phonons are neglected. That method provided a satisfactory understanding of the infrared behavior if a repulsive (effective) interaction is considered. A short list of the most relevant results in this case may be the following (for extensive reviews see e.g. [6, 8] ): i) the RG flows toward the Luttinger liquid [12] fixed point [18, 19] ; ii) there is a line of nontrivial fixed points; iii) in the infrared limit the system is not asymptotically free, as in the Fermi liquid case, but is characterized by anomalous exponents for the correlation functions. These results were recovered and rigorously proved also in the case of periodic potential using the Wilson RG [13] .
Things change considerably if we consider a small attractive interaction. Since in this case there is not a second order (one loop) fixed point, in Ref [6] the computation of the beta function was carried to third order (two loops). It was found a O(1) third-order fixed point. This result, if reliable, would be of extreme physical interest because it would signal a completely different behavior from the Luttinger liquid paradigm. It is to be expected the opening of a gap in the dispersion relations, while Luttinger's spectrum is gapless, and an exponential decay of the correlation functions, while in the Luttinger case there is only a power low decay with the distance. The problem is, of course, how seriously is to be taken the very existence of an attractive fixed point on the basis of the third order result. The computation of the the fourth order (tree-loop) approximation of the beta function was discussed in Refs. [20] [21] [22] . It was found a fixed point weaker but still O (1) . Moreover in our case only the first two terms of the beta function are universal. The computation of the third term is useful provided there is some evidence of a perturbatively tractable phase with attractive interaction. In this case a precise determination of the renormalized couplings would be important to compute the response functions.
It it useful to make a comparison with the results of the bosonization method. With bosonization it is meant the boson representation of fermion field operators introduced and discussed in [23, 24, 4, 3] 1 . Probably the most important result of the bosonization is the exact solution of the model with backscattering (g 1 and g 2 terms, see below) in the particular case where g 1 = −6/5π [3] . Actually the decoupling between charge and spin degrees of freedom, crucial for the exact solution, is open to questions [25] . Moreover there are problems in the limiting procedure employed [26] and the ladder operators restoring the correct occupation numbers [12] are not discussed 2 . Anyway, tacking for granted the Luther-Emery solution [3] , the RG method should fill the missing information for value of g 1 in the neighborhood of the exact solution. In [3, 28] it was shown that from the bosonized representation of the interaction it is easy to derive the third order RG equations and the response functions calculated in [20] are in good agreement with the results of Ref. [3] .
From these considerations one may be tempted to give heuristic meaning to the large fixed point. In this paper we want to show that this is not the case. It is not even a problem of a too large value. The main point is that even the sign of the fixed point depends on small variations of a parameter γ whose value can be arbitrarily chosen, provided γ > 1.
We will show this both in the Gell-Mann Low (GML) and in the Wilson RG.
1 This method is in some sense the inverse of the one used in [19] to solve exactly the Luttinger model, where boson degrees of freedom are expressed in terms of fermion operators.
2 A version of the bosonization free from this problems has been proposed in [27] . It should be noted that this version does not deal with the crucial backscattering interaction term: in [27] only the Luttinger model is considered.
The paper is organized as follows. In section II we briefly review the multiplicative GML approach. We argue why it is convenient to support this approach with different methods.
Recasting the multiplicative procedure into discrete steps, instead of considering the usual Lie equation, we reach our main conclusion. In section III we formulate a Callan-Symanzik (CS) approach to the problem and compute the beta function in two-loop approximation.
The same computation is proposed in section IV employing the Wilson RG in the multiscale formulation [29, 9] . Finally in section V we came to the conclusions.
II. THE GELL-MANN LOW APPROACH
We briefly recall the GML multiplicative RG for one dimensional interacting fermions.
We will follow closely Refs. [5, 6] except for that we find convenient to adopt the Euclidean formalism. We consider the g-ological model, defined as follows. The kinetic term is taken linear around the Fermi surface defined by the two points −k F and k F :
where a ± and b ± are creation and annihilation operators for, respectively, right moving and left moving fermions; α e β are spin indices (α, β = ±1/2). We choose units such that v F =1 (v F is the velocity at the Fermi surface). The ultraviolet (u.v.) stability is imposed by bandwidth cutoffs: the momenta are restricted to the intervals (+k F − k uv , +k F + k uv ) for
We define E 0 = 2k uv . The interaction Hamiltonian is
L is the length of the line. The umklapp interaction term (g 3 ) is neglected since it is important only in the half-filled band case, which will be excluded. Since g 1 = −g 2 it is always possible to take g 2⊥ = g 2 = g 2 , reducing the independent couplings to g 1 , g 1⊥ , g 2 .
For the sake of simplicity it is possible to neglect, at least as a first approximation, g 4 : we
know from the Mattis model [30] that g 4 do not change the essence of the problem.
In Euclidean formalism the free propagator in momentum space is given by
where k 0 is the energy, k 1 the momentum and ω = 1 (−1) for right (left) moving fermions.
The renormalization procedure is a prescription that define new couplings for a theory with a lowered u.v. cutoff E 0 . In the limit E 0 → 0 we get the renormalized couplings. If G R ω is the interacting propagator, the d function is defined by the relation
The multiplicative constants z and z i (i = 1 , 1 ⊥, 2) that relate d and the adimensional vertex functions Γ i for different values of the cutoff are definite by:
where x = E ′ 0 /E 0 . We are interested in the scaling limit x → 0.The two-loop result is
For spin independent interaction (g 1 = g 1⊥ = g 1 ) the nontrivial fixed point is found for
We now want to recover this result iterating the procedure that defines the new couplings when the cutoff is lowered. Let γ > 1. In proper units we put E 0 = γ 0 and g i,0 = g i (E 0 ) for
1 is defined as (see eq. (5))
The procedure is iterated in the following way: for n < 0 we define
From eqs. (4) e (5) we have that the g i,n for n = −1, −2 . . . are the couplings corresponding to the cutoff sequence {γ n }:
In the limit n → −∞ we get the renormalized couplings. We have:
It is easily checked that in the limit γ → 1 + eqs. (6) are recovered. In general the fixed point depend on γ. For γ = √ e, if g 1 = g 1⊥ = g 1 , we have:
When γ → 1 we get the previous result g
The Lie equations (6) should not be fundamental and we find no reason to use the continuous RG instead of its discrete version.
This dependence on γ does not support the claim of a fixed point for attractive interaction.
As a final comment on this method we note that eqs. (3) rely on neglecting small contributes that would not allow to set multiplicative relations where the z do not depend on the external momenta. For example in the case of the one-loop approximation of the four-point vertex function, proportional to
, (k 0 is the external energy, see fig. 1 ), the second term is neglected. That is to say that the vertex functions can be divided in scaling and not scaling terms. The first are taken into account while the second are not discussed in [5, 6] . For this reason we find convenient to support eqs. (6) with different methods.
III. THE CALLAN-SYMANZIK APPROACH
Within the framework of the multiplicative RG, it is not difficult to set up a CallanSymanzik approach for our problem. The bare propagator is given by eq. (2). In our case a dimensional regularization is problematic since we are dealing with typically onedimensional effects. It is instead convenient to keep the dimension fixed (d = 1 + 1) and to introduce a bare mass m 0 as an infrared (i.r.) cutoff. Moreover this is closer in spirit to the multiscale formulation of the following section, where a sequence of theories with decreasing i.r. cutoffs will be studied. We define the i.r. regularized propagator as
. In order to impose the u.v. stability 3 we choose a nonlocal interaction.
The interaction Hamiltonian of the model is
where ψ ± x,ω,σ are the fermion field operators in coordinate space. The potentials V i may be chosen for instance as follows:
where p > 0; x 0 and x 1 are the time and space coordinates. In momentum space the model is the continuous version of (1) except for the substitution:
where k is the exchanged momentum in the given interaction vertex. In the limit p → ∞ we have the momentum independent couplings of eq. (1).
Fermion loops are logarithmically divergent. The theory is regularized introducing a cutoff Λ by the means of the standard Schwinger parametrization:
We will follow a quite common procedure: first we renormalize the theory in the u.v. with a fixed i.r. cutoff, then we will compute the beta function and study the i.r. behavior for m → 0. This approach, devised for a Field Theory, in our case may be considered too involved. Nevertheless we consider it a way to support the GML result. 3 It is known that the Luttinger model with a local interaction is not renormalizable in the u.v. [31] . This is also seen from the exact solution [19] .
In order to renormalize the theory we find convenient to follow the scheme for the local (p = ∞) case, even if when p is finite we make more subtractions then strictly necessary. It is a trivial exercise of standard power counting to find the superficial degree of divergence D for the n-point vertex functions in the local case:
We renormalize the couplings (g i → g 
where q denote the n − 1 independent external momenta of Γ n and g = {g 1 , g 1⊥ , g 2 , g 4 }.
Of course the Γ n are functions of the spin and ω indices attached to the external fields. 
In the local case Γ 2 (k) does not depend on ω. In the non local case the non vanishing terms in the infrared limit will be ω independent, so we will neglect the ω dependence of Γ 2 (k).
The normalization conditions, which define g R i , m and the finite part (zero-loop term) of
The CS equations are derived considering insertions of operators related to the derivatives of the vertex functions respect to the i.r. cutoff m. To this end we introduce the operator O:
The corresponding source term in the action have the form 
where k are the s external momenta of the s inserted O operators. Before going on it is useful to note explicitly two elementary relations:
The first relation follows from Γ
It easily deduced that
where the insertion of O in the r.h.s. is made at zero momentum, as indicated. From eq.
(15) we have:
From equation (16) and (13), with the definitions
we get:
It is easy to eliminate any reference to the bare theory. From eq. (18) written for n = 2 we have:
From eqs. (11b), (12) and (14) we conclude
so that eq. (18) can be written as
The generalization of eq. (18) to the case of s insertions is immediate:
where we introduced
Having set the general definitions and relations of the CS approach we can proceed. We will limit ourselves to the computation of the beta function, which is our problem. The normalization conditions (11) fix the zero-loop terms in the loop-wise expansion of g i , m 0 and Z 1 :
One-loop calculations are easily done. Of course m 
. It is convenient to write down the results for the couplings in terms of g 4 , g 1⊥ , g 2 andg = g 2 − g 1 . We find:
where C is the Euler constant: C= − ∞ 0 dt ln t exp(−t) = 0.577... In eq. (19) we note the presence of p. However simply on the basis of dimensional analysis we can exclude that p will appear in the final result. Two-loop calculations are tedious and we will omit the details. We calculate only the singular terms in m since we do not plan to go beyond the two-loop approximation. We report the results for Z and g 1⊥ :
From eq. (21) we derive β
The final result is
It can be noted that p does not appear in eq. (22), as expected. A crucial use in deriving eq. Equation (22) is the same as eq. (6) for the g 1⊥ coupling. For g 2 and g 1 holds the same conclusion: the beta function of the GML method is recovered. The present CS approach, admittedly too involved, has perhaps the only value in that no use is made of approximate multiplicative relations.
IV. THE WILSON APPROACH
The multiscale formulation of the Wilson RG [29] is particularly well suited to study the running of the coupling constants by discrete steps. The application of this method to interacting one-dimensional fermionic systems started with Refs. [9, 11] and was thoroughly developed and applied to various problems in [14] [15] [16] [17] Here we give a short and simplified account of the method and refer to the cited papers for details.
The free propagator in coordinate space G ω (x) for ω particles (again ω = ±1 and v F = 1)
is:
Actually it is not necessary to start with a kinetic term linearized around the Fermi surface:
the RG can deal with realistic quadratic dispersion relations [9] . This simplification is however inessential for our purposes. Let p an arbitrary momentum scale which for instance may be chosen equal to the inverse of the range of the potential. The propagator is decomposed in the sum
where γ > 1 and kx = k 0 x 0 + k 1 x 1 . This decomposition divides the u.v. from the i.r.
singularity of the propagator: G cutoff:
One imagines that this decomposition stems from a similar decomposition of the fields:
such that the pairings in the Grassmannian Wick rule are
We are interested to study the i.r. effective potential V (0) arising from the integration of the u.v. component ψ 1 ω from the effective potential V eff (ϕ) defined by:
where N is a normalization constant and V is the interaction potential. The ultraviolet integration was actually performed in [11] for the spinless model. In the following we suppose to start directly with V (0) .
The core of the method consist of a procedure that, integrating out the fields from the higher to the lower scales h (h → −∞), constructs a well defined dynamical system of running coupling constants g h , whose iteration map is the beta functional.
The operators L and R = 1 − L are introduced. R is the usual renormalization operator of the BPHZ scheme: its action on a given vertex Γ, in momentum space for instance, is
given by R(Γ) = Γ − t Γ (Γ), where t Γ denotes the Taylor series with respect to the external
The couplings g h on a given scale h are defined by an inductive scheme. Let us assume to have constructed the effective potential V (h) (ψ 
The previous equation introduces the g h and relate them to the g h+1 , . . . , g 0 trough the beta
Of course
. . , g 0 ). The procedure is then iterated. The starting point are the the couplings g 0 of LV (0) . The final goal is to find a region in the space of parameter g 0 where each initial data generates a trajectory g h = g h+1 + B h (g h+1 , . . . , g 0 ) such that the Schwinger functions are analytic in the g h .
Unfortunately this scheme in our problem require emendation. From the second order result it became clear that α h and ζ h grow too fast no matter what the initial conditions are. The point is that we know that the interacting propagator has an anomalous behavior:
asymptotically for large distances it decays faster than the free propagator. The wavefunction renormalization necessary to cure this problem is accomplished by an inductive procedure that redefines step by step the free measure of the functional integral and the couplings by the means of a sequence of parameters Z h with h = 0, −1, . . .. Let us assume to have introduced Z h , Z h+1 , . . . , Z 0 and applied our procedure integrating out the scales from 0 to h + 1 (h < 0). We get an effective potentialṼ
by eq. (24)). We denote with
ω ) the free measures with propagators, respectively, G
ω /Z h , where the last one is the modified propagator on scale h.V (h−1) is defined by
h ψ (≤h−1) ) have the form:
Now we add and subtract fromV
and, this is worth to be stressed, insert Z h ζ h−1 ψ
in the free measure. Let
) be the measure changed this way. We define Z h−1 = Z h (1 + ζ h−1 ) and write:
= P Z h−1 (dψ
In eq. ( ), g i,h−1 and δ h−1 , is easily found:
Of course ζ h−1 is no more present inṼ (≤h−1) (ψ
The substitution α h → δ h drastically improves the convergence properties for h → −∞.
Now we have the full recipe to proceed. Needless to say a crucial use of the linked cluster theorem will be made. For brevity only the calculation for g 1 coupling is sketched (we take
Let C i,j denote the loop of fig. 2 proves to be useful:
where i, j ≤ 0 and G
(i)
ω is the propagator in momentum space on scale i. It is immediate to verify that the r.h.s. of (29) does not depend on ω nor on the scale p and that it is function of the difference i − j. In particular C i,i = C 0 , ∀i ≤ 0. The second order calculation gives for g 1 :
K is a combinatorial factor: K = 4. The previous equation is the second order for the beta functional. However we are interested in the beta function so in eq. (30) we re-express the g 1,j , for j > h, as functions of g 1,h . We have:
Using eq. (23) for G (h) ω we find:
From eqs. (31) and (32) we get the second order discrete beta function, up to γ 2h terms (let's remember that γ > 1 and that we are interested in the h → ∞ limit):
The second line of eq. (31) gives corrections to the third order result. We find:
where the r.h.s. is easily calculated:
A is a constant. We neglect the r.h.s of eq. (33). Equation (34) too is derived neglecting terms exponentially vanishing with h. Putting all together we find a correction c to the third order given by:
The computation of the third order is tedious. We will limit ourselves to note that exists a contribution ∝ ln 2 ln γ of two-loop diagrams that cancels exactly c. This is important because there is no such terms in eqs. (6), (7) 
The second term of eq. (35) can be neglected as for eq. (33) and the first one gives the desired cancellation. The final result is the same as eq. (7) or (22) with g 1 = g 1⊥ = g 1 .
Again we find the fixed point g ⋆ 1 of eq. (8) and we recover eqs. (6) in the limit γ → 1.
V. CONCLUSIONS
We have computed the third order (two-loop) approximation of the beta function for a one dimensional model of interacting fermions, aiming in particular to study the case of attractive interaction. An existing result [6, 7] , derived making use of tacitly assumed approximations, pointed out a O(1) fixed point. We tried to support this conclusion setting a Callan-Symanzik approach and using the Wilson RG formulated as in Refs. [29, 9, 11] . In each case we recovered the aforementioned result.
Whether this large fixed point has a physical meaning is of course questionable. An attempt in this sense was made in Refs. [20] [21] [22] where the fourth-order approximation, which is by no means universal, was computed. We propose a different approach focused on the study of the dependence on γ, the rescaling factor of the RG group. A similar idea was discussed in Ref. [32] , where the dependence of the fixed points on the parameters of the RG was analyzed. We expected a third order result dependent on γ but we found a too strong dependence: the fixed point happens to change sign if γ > √ e, which is still O(1) (of course taking γ ≫ 1 and, at the same time, truncating at the third order would be questionable).
Nothing similar happens to the physical nontrivial fixed points {g
, which are in some sense insensitive to the value of γ. Our conclusion is that the fixed point for attractive interaction should be considered spurious and the problem should not be approached with perturbative methods.
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