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Вступ. Будь-яке медичне дослідження ґрунтуєть-
ся на порівняні вибірок. Порівнюються дослідні та
контрольні вибірки, результати лікування різними ме-
дичними препаратами, показники у хворих та здоро-
вих, у чоловіків та жінок та ін. Питання про дос-
товірність різниці вирішують за допомогою статис-
тичних критеріїв, які бувають параметричними та
непараметричними. При нормальному розподілі оз-
наки параметричні критерії є більш потужними, ніж
непараметричні, тобто дають меншу ймовірність
здійснити помилку другого роду – прийняти нульову
гіпотезу про те, що вибірки взяті з однієї генеральної
сукупності, коли насправді вибірки взяті з різних су-
купностей. Тому в усіх випадках, коли вибірки, що
порівнюються, взяті із нормально розподілених су-
купностей, необхідно застосовувати параметричні
критерії. Але при розподілах, відмінних від нормаль-
ного, параметричні критерії застосовувати не мож-
на. В цьому випадку використовують непараметричні
критерії або модифікують вибірку до нормального
закону.
Тому одним з початкових кроків при проведенні
статистичного аналізу медичних досліджень є пере-
вірка на нормальність закону розподілу сукупностей.
Для перевірки на нормальність закону розподілу існує
міжнародний стандарт ISO 5479-97 [1]. В стандарті
розглядається графічний метод перевірки з викорис-
танням «ймовірнісного паперу», критерії перевірки на
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симетричність та на значення ексцесу, критерії Ша-
піро-Уілка та Еппса-Паллі. Розглянемо ці методи та
деякі інші, які не ввійшли в цей стандарт.
Критерій перевірки на симетричність вико-
ристовують при об’ємі вибірки 8≤ n ≤5000. Але ос-
кільки крім нормального закону розподілу існують інші
симетричні закони (експоненціальний, Лапласа, логі-
стичний), симетричність розподілу є необхідною, але
не достатньою умовою для того, щоб стверджува-
ти, що закон розподілу є нормальним. Критерій
перевірки на ексцес призначений для перевірки
ступеня крутизни кривої розподілу ознаки у порівнянні
з крутизною нормального при об’ємі вибірки 8≤n
≤5000. Потужність цього критерію зростає при
збільшенні об’єму вибірки. В міжнародному стан-
дарті розглядається також сумісний критерій пе-
ревірки коефіцієнтів асиметрії та ексцесу для
об’ємів вибірок 8≤ n ≤5000.
Застосування критерію Шапіро-Уілка в міжна-
родному стандарті передбачається при об’ємі вибі-
рки 8≤n ≤50, критерій Еппса-Паллі в міжнарод-
ному стандарті пропонується застосувати для вели-
ких об’ємів вибірок (8≤n≤200). Дані критерії є більш
потужними, ніж непараметричні критерії згоди, але
за їх допомогою важко відрізнити експоненціальний
закон розподілу від нормального.
Модифікація Д’Агостіно критеріїв перевірки
на симетричність та ексцес хоча і не потрапила
до міжнародного стандарту, при малих об’ємах ви-
бірки є більш потужною, ніж критерії Шапіро-Уілка
та Еппса-Паллі [2]. Крім того, за її допомогою мож-
на відрізнити нормальний закон розподілу від експо-
ненціального.
В міжнародному стандарті відмовляються також
від використання критерію Пірсона (критерій χ
2),
критерію Колмогорова-Смірнова та подібних до
них критеріїв, оскільки вони підходять лише для згру-
пованих даних, а згрупування призводить до втрати
інформації. Але використання цих критеріїв є доціль-
ним як додаткове до описаних вище критеріїв.
Критерій Колмогорова-Смірнова та критерій Ша-
піро-Уілка є реалізованими в комерційних програмах
STATISTICA® від компанії StatSoft, Inc та
STATGRAPHICS® Centurion XV від компанії
StatPoint, Inc. Так, для перевірки вибірки на нор-
мальність в програмі STATISTICA® необхідно виб-
рати пункт Distribution Fitting в меню Statistics, а в
програмі STATGRAPHICS® для цього вибираємо
меню Analyze -> Variable Data -> Distribution Fitting.
Крім того, в цих програмах можна здійснювати візу-
альну перевірку закону розподілу на нормальність –
за допомогою гістограми (Statistics -> Distribution
Fitting ->Plot of observed and expected distribution в
програмі STATISTICA® або Analyze -> Variable Data
-> Distribution Fitting в програмі STATGRAPHICS®)
або ймовірнісного паперу (Analyze -> Variable Data -
> Probability Plots в програмі STATGRAPHICS®).
При перевірці закону розподілу вибірки на нор-
мальність варто користуватися наступним правилом
[3]. Якщо об’єм вибірки малий (n<30), необхідно роз-
глядати вибірку як розподілену ненормально і вико-
ристовувати непараметричні критерії перевірки ста-
тистичних гіпотез. При середньому об’ємі вибірки
(30≤n≤100) розподіл рідко прямує до нормального,
тому якщо вибраний метод показав нормальний роз-
поділ, необхідно перевірити нормальність розподілу
ще одним методом. Якщо результат аналогічний,
розподіл вибірки можна вважати нормальним. При
великих об’ємах вибірки (n>100) розподіл найчасті-
ше відповідає нормальному закону. Тому, якщо виб-
раний метод показав ненормальний розподіл, необ-
хідно застосувати ще один метод.
Мета дослідження. Перевірити, як часто зустр-
ічається нормальний закон розподілу в медичних
дослідженнях.
Матеріали і методи дослідження. Проведена
перевірка на нормальність закону розподілу 173 ви-
бірки різних об’ємів (від 18 до 201) результатів ме-
дичних обстежень у практично здорових (32 вибір-
ки) та хворих осіб (141 вибірка). Досліджували на-
ступні параметри: інструментальні методи
дослідження (ЧСС, КДР, КСР, ФВ, розміри шлуночків
та передсердь); рівень гормонів в крові (альдосте-
рон, тестостерон, натрійуретичний гормон, вазопре-
син, альфа-фетопротеїн); іонограма; біохімічний
аналіз крові; загальний аналіз крові; антропометрія
(зріст, вага, обвід грудної клітки, голови, гомілки, пле-
ча, стегна); коагулограма; об’єктивне обстеження
(пульс, САТ, ДАТ, частота дихання).
Гіпотезу про нормальність закону розподілу пере-
віряли на рівні значущості α=0,05 за допомогою кри-
теріїв перевірки на симетричність та ексцес в про-
грамі Microsoft Excel та графічним методом в про-
грамі STATGRAPHICS®.
 Результати дослідження та їх обговорення.
В результаті перевірки розподілів вибірок було ви-
явлено, що 69 (39,88 %) вибірок розподілені за нор-
мальним законом, а розподіл 104 (60,12 %) вибірок
не є нормальним (рис.1).
Слід зазначити, що вибірки, розподіли яких ми пе-
ревіряли, були отримані в різні роки та з різних дже-
рел. Але загальне співвідношення кількості вибірок з



Рис. 1. Співвідношення нормального та
ненормального розподілів у
досліджуваних вибірках.
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Рис. 2. Гістограма розподілу вибірки
об’ємом n=127 в програмі
STATGRAPHICS®.
Рис. 3. Перевірка на нормальність закону
розподілу вибірки об’ємом n=127 за
допомогою ймовірнісного паперу в
програмі STATGRAPHICS®.
біологічні відмінності між індивідуумами. Отже,
подібність реальних розподілів до кривої нормально-
го розподілу в клінічній медицині, як правило, має
випадковий характер [4].
Розглянемо приклади перевірки закону вибірки на
нормальність.
Приклад 1. Розглянемо вибірку – зріст 127 чо-
ловіків. Спочатку проведемо аналіз графічним ме-
тодом. Розглянемо гістограму даної вибірки (рис. 2).
Гістограма добре «лягає» на криву нормального роз-
поділу. На ймовірнісному папері (рис. 3) також добре
видно, що точки (значення відносних накопичених
частот у відсотках) розсіяні навколо прямої лінії, що
нормальним та ненормальним законом розподілу
зберігалося незалежно від джерела отриманих да-
них, тобто не залежало від ретельності збору інфор-
мації, присутності суб’єктивних чинників та людсь-
кого фактора. При цьому розподіл вибірки значною
мірою залежить від її об’єму. Дійсно, важко побачи-
ти нормальний розподіл в клінічних дослідженнях,
оскільки при цьому не вивчається нормальна попу-
ляція в цілому, а лише специфічні вибірки з неї. В той
час, коли нормальний розподіл, оснований на мате-
матичній теорії, відображає лише випадкові варіації,
свій внесок в розподіл результатів клінічних вимірів
вносить множина інших джерел варіації, особливо

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
дає перше підтвердження того, що дані розподілені
нормально. Перевіримо значення показників аси-
метрії та ексцесу. As=-0,278, Es=-0,47. Ці значення
менше критичних для даного об’єму вибірки. Отже,
значення коефіцієнтів асиметрії та ексцесу також
відповідають нормальному закону. Здійснимо додат-
ково перевірку за критерієм Колмогорова-Смірнова
на рівні значущості p<0,05 в програмі
STATGRAPHICS® (рис. 4). Отже, і за критерієм Кол-
могорова-Смірнова розподіл ознаки є нормальним.
Рис. 4. Перевірка на нормальність закону розподілу вибірки об’ємом n=127 за допомогою критерію
Колмогорова-Смірнова в програмі STATGRAPHICS®.
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Рис. 5. Гістограма розподілу вибірки
об’ємом n=29 в програмі
STATGRAPHICS®.
Рис. 6. Перевірка на нормальність
закону розподілу вибірки об’ємом
n=29 за допомогою ймовірнісного
паперу в програмі
STATGRAPHICS®.
Приклад 2. Розглянемо вибірку – рівень альдосте-
рону в крові у хворих до лікування. Об’єм вибірки дор-
івнює 29. Гістограма частот «не лягає» на криву нор-
мального розподілу (рис. 5). Ще краще відмінність роз-
поділу від нормального видно на ймовірнісному папері
– точки відносних накопичених частот зовсім не ляга-
ють на пряму (рис. 6). Коефіцієнти ексцесу та асиметрії
цієї вибірки не відповідають нормальному закону
(As=4,673, Es=37,1). За критерієм Колмогорова-Смірно-
ва також відкидаємо нульову гіпотезу про нормальність
розподілу на рівні значущості p<0,05 (рис. 7). Отже, за-
кон розподілу даної вибірки не є нормальним.



Рис. 7. Перевірка на нормальність закону розподілу вибірки об’ємом n=29 за допомогою критерію
Колмогорова-Смірнова в програмі STATGRAPHICS®.
Висновки. 1. На початку обробки результатів
медичних досліджень необхідним кроком є пере-
вірка закону розподілу всіх вибірок на нор-
мальність.
2. Знання про закон розподілу вибірок дає мож-
ливість досліднику правильно вибрати критерій пе-
ревірки висунутих гіпотез і отримати статистично
достовірні дані. При нормальному законі розподілу
вибірок, що порівнюються, використовують парамет-
ричні критерії (наприклад, критерій Стьюдента).
Якщо закон розподілу хоча б однієї з вибірок, що по-
рівнюються, не є нормальним, використовують не-
параметричні критерії (критерії знаків, Уілкоксона,
Манна-Уітні, Розенбаума та ін.)
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