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Chapter 1
Introduction
Reacting to changes of the environment is essential to all organisms. One
important environmental factor is light. It can be beneficial, as in the case of
photosynthesis, or harmful when it comes to wave length and light intensities
that would destroy organisms.
To enable an organism to react to light in an appropriate manner, proteins
are needed that are sensitive to wave length or light intensities and to trans-
duce this information such that the organism is able to react. This task is
accomplished by proteins to which a chromophore is bound. Light absorp-
tion of the chromophore induces conformational changes of the light sensing
protein or chemical processes that are detected by other proteins. This way
the absorbed light energy is converted to structural or chemical changes.
One light sensing protein is Photoactive Yellow Protein, the subject of inves-
tigation in this thesis.
1.1 Photoactive Yellow Protein
Photoactive Yellow Protein (PYP) is a small globular protein, which was
discovered in Halorhodospira halophila in 19851. It is the first element of a
protein cascade that leads to negative phototaxis, the bacterial movement
away from a harmful blue light source2. PYP, which is depicted in Figure 1.1
consists of 125 amino acids that form a central six stranded β-sheet, which is
surrounded by five short α-helices. The chromophore p-coumaric acid (pCA)
is bound via a thio-ester linkage to Cys693.
PYP is the structure prototype for the Per-Arnt-Sim domain (PAS domain)
super family4–6, which comprises over 1300 proteins7. The PAS domain super
family is an important group of proteins because they sense changes in the
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environment, such as light, concentrations of ligands or redox potentials, and
convey this information to other proteins8. The PAS domain consists of a
five-stranded β-sheet whose strands are interconnected by α-helices. These
α-helices form a pocket with the β-sheet facilitating ligand binding. In case
of PYP, this is the chromophore binding pocket4,9–11.
Combining these facts with the relative ease with which PYP can be syn-
thesised and investigated experimentally makes it a model system for PAS
domains.
Figure 1.1: Structure of PYP with the position of the chromophore bound to
Cys69 via a thio-ester linkage (depicted as explicit atoms). The β-sheet is shown
in yellow whereas the connecting α-helices are coloured purple.
The chromophore binding pocket encloses the negatively charged chro-
mophore completely inside the protein and is depicted in Figure 1.2. Be-
side the covalent thio-ester linkage to Cys69, the chromophore forms hydro-
gen bonds to the neighbouring amino acids Tyr42, Glu46, and Cys693,12–14.
These hydrogen bonds help to stabilise the negative charge that is delocalised
via conjugated double bonds over the phenyl ring and the ethylene chain.
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Arg52 separates the chromophore from the bulk water and forms hydrogen
bonds to Thr50 and Tyr98. These hydrogen bonded structure prevents bulk
water molecules from entering the chromophore binding pocket.
Tyr98
Figure 1.2: The PYP chromophore surrounded by the amino acids that form the
binding pocket. The chromophore forms hydrogen bonds to Tyr42, Glu46, Thr50,
and Cys69. Arg52 and Thr50 and Tyr98 are connected by a hydrogen bond among
themselves.
PYP undergoes a photocycle upon light excitation15, which is depicted
in Figure 1.3. In the ground state the chromophore is trans-configured (pG
state). After excitation by blue light (446 nm), it deactivates from the excited
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state via isomerisation to a cis-configuration (pR state)13,14. After isomerisa-
tion, which changes the chromophore’s pKa, it is protonated by the hydrogen
of the Glu46 carboxyl group to which it is still hydrogen bonded16,17. At this
point of the photocycle, Arg52, which separates the chromophore from the
bulk water in ground state, functions as a lid to the chromophore binding
pocket. Its sidechain flips open and allows bulk water to enter the binding
pocket18–21. These water molecules are believed to stabilise the protonated
chromophore and to help during the recovery of the ground state13,15.
The state with protonated chromophore and flipped Arg52 is called the sig-
nalling state (pB) of PYP. Large configurational changes aside from the chro-
mophore isomerisation and the Arg52 movement were not detected during
the photocycle in diffraction experiments18,22–24. FTIR experiments compar-
ing PYP movements during the photocycle in solution and crystallised state
show that only small changes occur in the crystal lattice compared with the
protein in solution16. This result was expected but should still be kept in
mind when comparing data obtained from PYP in solution with X-ray struc-
ture analysis.
A detailed description of the primary events of the photocycle with em-
phasis on the deactivation pathway from the excited state chromophore will
be presented in the following subsection.
Figure 1.3: The PYP photocycle with the ground state (gs, pG), the excited state
(es) after photon absorption by the chromophore, the pR state after deactivation
of the chromophore from the excited state via db isomerisation, and the signalling
state (pB), where protonation and structural changes are observed.
1. INTRODUCTION 5
1.1.1 Chromophore Deactivation
In previous theoretical studies, the chromophore shows two possible excited
state deactivation pathways: 1) Isomerisation of the double bond (db) and
2) rotation around the single bond (sb) adjacent to the phenyl ring. The 90
degree twisted structures of both pathways are depicted in Figure 1.4. These
studies present deactivation channels in different media. In vacuum, the chro-
mophore shows only deactivation via the phenyl ring rotation because this
pathway has, in contrast to the isomerisation, no barrier to be overcome25–28.
In water, hydrogen bonds to the surrounding water molecules lower the bar-
rier for the db isomerisation pathway and for the db twisted minima on the
first excited state potential energy surface (PES). For deactivation via sb
rotation, as in vacuum, no barrier exists between the Franck-Condon-region
and the sb twisted minimum. Together with the fact that the conical inter-
section between the first excited state and the ground state is close to both
minima, fast radiationless decay becomes possible. Because of the absent
energy barrier for sb rotation and the existing energy barrier for db isomeri-
sation, the chromophore is still preferentially deactivated via the pathway
involving phenyl ring rotation26–29.
So far, deactivation via sb rotation could not be observed convincingly in
experiment because the resulting ground state structure after a 180 degree
sb rotation can not be distinguished from the original ground state structure.
Observations of an intermediate which does not lead to a productive photocy-
cle but back to the ground state could thus originate from deactivation via sb
rotation or from unsuccessful deactivation via db isomerisation. The compar-
ison of theoretical and experimental data does not contradict the existence of
this deactivation pathway and experimental studies consider deactivation via
sb rotation during data analysis. Barrierless deactivation to cis-conformation
in the ground state via db isomerisation has been observed in experimen-
tal studies on the chromophore models p-hydroxycinnamate pCA2− and its
amide analogue pCM− by Changenet-Barret et al.30–32. When embedded into
the protein, the chromophore is surrounded by various amino acids that form
consistent hydrogen bonds, a stable electrostatic environment and result in
steric constraints on the chromophore conformation. As in water, theoreti-
cal studies observed that the hydrogen bonds to the chromophore lower the
barrier of the db isomerisation pathway. Hence, the chromophore deactivates
from the first excited state via the db isomerisation route27,29,33. Experimen-
tal studies on PYP wild type and various mutants34,35 show two competitive
deactivation pathways. One of these leads to the productive photocycle with
formation of the cis-isomer whereas the second is short lived and falls back
to a trans-configured ground state intermediate. For both pathways deacti-
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vation via db isomerisation is proposed.
The following mechanism was proposed based on theoretical studies26,36.
After photon absorption the negative charge, located mainly at the phenyl
oxygen in the ground state, is translocated towards the ethylene chain of the
chromophore. This translocation changes the properties of the chromophore
by decreasing the double bond character of the C2-C3 bond for more flexi-
bility37,38, which allows the isomerisation of the ethylene chain whereas the
phenyl group stays in place22,39. This isomerisation happens via a concerted
motion of the bonds belonging to the ethylene chain and subsequent breakage
of the hydrogen bond to Cys6925,40.
Premvardhan et al. measured the changes of the electrostatic properties
between ground and excited state of the PYP chromophore by Stark spec-
troscopy41. The experiments showed a significant change in the permanent
dipole moment upon photo excitation for both, a negatively charged chro-
mophore model in water and the chromophore in PYP. The measured data is
consistent with the movement over 5 Å of one electron or over a longer range
for a partial charge. By theoretical calculations they assign this changes to
a charge shift from the phenyl ring to the ethylene chain. This observation
is in agreement with the aforementioned theoretical studies.
This thesis aims at gaining further information on the intrinsic deacti-
vation pathways and the effect of different molecular environments on the
deactivation by varying specific aspects. One important aspect of this envi-
ronment is the hydrogen bonded network formed by the chromophore and
the surrounding amino acids. To understand this aspect, the following sec-
tion briefly summarises relevant information about hydrogen bonds.
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1
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Figure 1.4: The planar chromophore in the ground state and the twisted struc-
tures resulting from the two possible deactivation pathways: double bond isomeri-
sation (1) and single bond rotation (2)
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1.2 Hydrogen Bonds
In bio-molecules, hydrogen bonds are important chemical interactions. They
are responsible for the secondary structure of proteins, and DNA and for
quaternary structures as the connection of two DNA strands to form the
characteristic double helix. Hydrogen bonds can be both intra- (within the
same molecule) or intermolecular (between two different molecules).
The PYP chromophore forms three hydrogen bonds to surrounding amino
acids. Experimental studies on mutants, where these amino acids were ex-
changed to remove the hydrogen bonds, show alterations of the PYP photo-
cycle19,34,35,42. Additionally, two of these hydrogen bonds are exceptionally
short, which will be described in more detail in chapter 3. Hydrogen bonds
are of particular interest for this thesis because they influence the early part
of the photocycle that includes the deactivation from the excited state. The
theoretical concept of hydrogen bonds will be briefly outlined in the following
paragraphs.
A hydrogen bond is an attractive interaction between a hydrogen donor
(A) and a hydrogen acceptor (B) by which two electronegative groups inter-
act via a proton (H). The hydrogen donor is formed by an electronegative
group to which a proton is covalently bound. This proton is attracted to
the hydrogen acceptor, which is an electronegative group with a free electron
pair, but not strong enough to form a covalent bond. The interaction is
electrostatic and can be described as a dipole-dipole interaction. It is weaker
than covalent or ionic bonds. The donor-acceptor distance is typically 2.7–
3.0 Å long and the hydrogen bond up to 16 kJ/mol strong43,44.
There are several concepts for potential energy curves regarding the pro-
ton position which could characterise hydrogen bonds45:
1. The potential energy curve for the hydrogen position of a typical hy-
drogen bond is an asymmetrical double well potential where the proton
is attracted more strongly to the hydrogen donor than to the hydrogen
acceptor. The proton is, as described above, covalently bound to the
hydrogen donor. This is due to the fact that the two electronegative
atoms are not identical in their chemical properties (Figure 1.5).
2. A symmetric double well potential with a barrier close to or lower than
the zero point energy can be referred to as low barrier hydrogen bond
(LBHB). In this case, the proton is able to be covalently bound to both
1. INTRODUCTION 9
electronegative atoms and switch between those two states. Both states
have not to be equally populated (Figure 1.6).
3. Single well potentials might also describe hydrogen bonds. When the
donor-acceptor distance gradually approaches an unusual length of less
than 2.5 Å the barrier between the two minima disappears to form a
single minimum potential energy curve. The proton is centered between
donor and acceptor46. For these hydrogen bonds, the term short strong
hydrogen bond (SSHB) is used (Figure 1.7).
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Figure 1.5: Asymmetrical hydrogen bond potential for a typical hydrogen bond.
The two electronegative atoms have different chemical properties and the donor-
acceptor distance is 2.7–3 Å. The hydrogen is covalently bound to the hydrogen
donor..
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Figure 1.6: A low barrier hydrogen bond (LBHB) potential has two equal or
almost equal minima along the hydrogen bond. The barrier separating hem is low
enough for the hydrogen to occupy both forming covalent bonds to both donor and
acceptor. This symmetrical double well potential arises from similar electronega-
tivity of hydrogen donor and acceptor and shorter donor-acceptor distance.
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Figure 1.7: In a single well hydrogen bond potential no energy barrier is present
along the bond between hydrogen donor and acceptor. The hydrogen is centred
between both electronegative atoms. Donor and acceptor have almost the same
electronegativity and the distance between them is less than 2.5 Å.
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The concept of the third type of hydrogen bonds was introduced because
hydrogen bonds shorter than 2.55 Å were discovered in X-ray structures of
several proteins, indicating the presence of a SSHB. Furthermore, neutron
diffraction studies showed the proton to be in the centre of the bond at equal
distance between donor and acceptor47,48, also supporting the existence of a
SSHB. For PYP, this was observed by Yamaguchi et al.49. A detailed descrip-
tion of their observations can be found in chapter 3. The role of stabilising
intermediates or transition states was assigned to SSHBs in proteins45. These
hydrogen bonds were described to have a covalent contribution to the bond
or even being completely covalent (4 electron, 3 center bonds)50.
For SSHBs in general striking properties were predicted51–54:
• The strength is up to 160 kJ/mol.
• The energy potential along the bond is a symmetrical single well.
• The A-H distance increases for decreasing A-B distance.
• H has equal distance of 1.2 Å to both A and B at an A-B distance of
2.4 Å.
• pKa of A and B is almost identical.
There are mainly two criticisms for the concept of SSHBs. First, cal-
culations show that the reduction of the donor-acceptor distance stabilises
the bond by just 16 kJ/mol, whereas the position of the proton in the mid-
dle of the bond destabilises it by about 60 kJ/mol55. Second, SSHBs could
only be observed for the FHF− molecule in gas phase and some solid state
molecules56. All proteins in solution studied by Perrin et al.55 did not contain
SSHBs. Notably shorter hydrogen bonds could be found but all other above
described properties could not be verified for proteins. The short hydrogen
bonds found in Perrin’s study always show a slight asymmetrical potential.
These systems are described as low barrier hydrogen bonds (LBHBs)55. Over-
all, short and apparently strong hydrogen bonds could be found for charged
donors and acceptors in gas phase or solid state. All postulated SSHBs (in
proteins or in solution) other than FHF− in gas phase and some molecules
in solid state have been disproved.
The observations can be explained by the fact that the localised charge of
an asymmetric hydrogen bond is stabilised more in polar environments than
the delocalised charge of a symmetric hydrogen bond57. Thus, polar residues
in an enzyme close to an assumed SSHB would destabilise it58.
In contrast to the presumption that short hydrogen bonds are especially
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strong, Perrin et. al.55 concluded from their study that short hydrogen
bonds are strained by external factors, for example the fixed geometry in a
crystallised protein, that force the donor atoms together. This strain results
in a destabilisation of the hydrogen bond in contrast to the presumed sta-
bilisation due to an extraordinary short hydrogen bond. The strain would
be relieved by elongation of the hydrogen bond which would be energetically
favourable. According to this argument, SSHBs can be found in crystals,
where molecular structures are compressed, but not in solution.
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1.3 Motivation
Photochemical reactions are important for biological functions in many as-
pects. Photosynthesis is the main energy source for plants by producing
glucose from carbon dioxide and water using solar energy. Vitamin D is
synthesised by humans using a photochemical reaction. Isomerisations of
double bonds initiated by light absorption are essential for the mechanism
of vision. The retinal chromophore in the rhodopsin protein isomerises upon
light absorption and the subsequent conformational changes trigger a sig-
nalling cascade which enables us to see.
In PYP the isomerisation after light absorption is the first step of a signalling
cascade as well. It leads to a negative phototactic response of the bacterium
Halorhodospira halophila.
Possible ways to influence the PYP photocyle by controlling the chro-
mophore deactivation are of strong interest because PYP is the model pro-
tein for the PAS domain super family which consists of signal transduction
proteins. This question is in particular relevant with the observed depen-
dency of the chromophore deactivation with respect to its environment. By
putting the chromophore first from vacuum into solution and then into the
protein, its deactivation process upon light excitation changes from the ro-
tation around the single bond to the isomerisation of the double bond with
simultaneous movements of adjacent bonds27. One point of interest is how
the various amino acids of the binding pocket affect this process.
The enclosure of the chromophore inside the binding pocket may disable the
deactivation pathway via rotation of the phenyl ring due to sterical hindrance.
Thus, the isomerisation of the ethylene chain, which is trans-configured in
the ground state, is the favoured deactivation pathway of the protein bound
chromophore from the first excited state.
X-ray structures of PYP show three hydrogen bonds formed by the chro-
mophore to Tyr42, Glu46 and Cys69. Two hydrogen bonds have been found
to be in the length range of the above described SSHBs. For example, in a
structure recently published by Yamaguchi et al.49, hydrogen bond lengths
of 2.52 and 2.56 Å were found from the chromophore to Tyr42 and Glu46,
respectively. For the hydrogen bond between the chromophore and Glu46,
the proton was observed to be in the middle of the hydrogen bond, which is
consistent with the SSHB theory. In chapter 3, this thesis will answer the
following question: Can the experimentally observed SSHB be reproduced
by theoretical methods and which conditions are required?
The answer to this question can help to understand the terms under which
14 1. INTRODUCTION
an SSHB can occur in a protein and provide a better insight into the role of
hydrogen bonds in the PYP photocycle and thereby in other photocycles.
To address this question, a series of QMMM single point calculations was
applied. To control the parametrisation of the model, the number of residues
that were considered by the QM method has been varied. As a result, in-
sights into the required environmental specifications for modelling the SSHB
were gained.
Chapter 4 will deal with the protonation state of residue Arg52, which
is one of the amino acids forming the chromophore binding pocket. This
residue has been found to be deprotonated in the above mentioned study by
Yamaguchi et al. The amino acid arginine is protonated in most proteins
for which reason the experimental observation leads to the question: How
does the protonation state of Arg52, which separates the chromophore bind-
ing pocket from bulk water, influence the protein dynamics and deactivation
events?
To answer this question MM and QMMM MD simulations were carried out
and were performed with corresponding setups for both protonated and neu-
tral Arg52.
The influence of the hydrogen bond network on the chromophore deacti-
vation from the first excited state is topic of chapter 5. Two solvents with
different viscosity and polarity, water and decanol, were used to solvate the
chromophore model pCK−. QMMM MD simulations were applied to moni-
tor the deactivation events of the chromophore. With these calculations the
following question was addressed: How does the hydrogen bonded network
around the chromophore affect the deactivation from the first excited state?
All three questions are related to the environment around the chromophore,
especially the hydrogen bonds formed by the chromophore’s phenyl oxygen,
and their influence on the deactivation from the excited state. This thesis
aims at giving new insights into this matter by applying theoretical methods
to a chromophore model and the protein PYP.
The simulations were carried out using the programs Gromacs59, Gaus-
sian60,61, and MolPro62. For visualisations the program VMD63,64 was used.
Chapter 2
Methods & Theory
To study the light induced processes in PYP in atomistic detail, suitable
computational methods have to be used. In this work, standard methods
as described in textbooks (Frank Jensen65, Christopher J. Cramer66 and the
collection of the lecture notes of the ESQC201167) were used. Relevant de-
tails are described in the following sections.
For the following descriptions, a system is defined as investigated molecule(s)
with respective environment (solvent, ions etc.) and conditions (temperature,
pressure etc.).
As a biological molecule is flexible, Molecular Dynamics is a valuable method
and used for most calculations in this thesis.
2.1 Molecular Dynamics
Molecular Dynamics (MD) is a computational method to calculate ensemble
averages of the system by following the time course66,68,69.
For proteins an X-ray structure of the desired molecule is used as starting
structure for MD simulations but for small molecules the structures can also
be build with suitable computer programs. Before working with a crystal
structure, it should be checked if it is consistent with known data of the
protein and if the free R-factor, which is a value for the cross-validation in
the refinement process, is sufficintly low. The X-ray structure is refined by
adding missing atoms and minimising the whole structure via Molecular Me-
chanics (see section 2.2) to reduce tensions. These tensions are caused by
changes made to the crystal structure like adding hydrogen atoms or other
missing residues that were not resolved by X-ray crystallography.
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To calculate the dynamical properties, initial velocities are assigned to
every atom, based on the Maxwell-Boltzmann distribution for a given tem-
perature. For every time step during an MD simulation, the positions and
velocities of each atom are calculated by integrating Newton’s equation in
finite time steps. The Verlet algorithm70 is one of the simplest but often the
appropriate algorithm for this task.
When a forward and backward Taylor series expansion of the coordinate
r(t) of a particle at time t is carried out:
r(t+ ∆t) = r(t) + v(t)∆t+
a(t)
2
∆t2 +
b(t)
3!
∆t3 +O(∆t4) + ... (2.1)
r(t−∆t) = r(t)− v(t)∆t+ a(t)
2
∆t2 − b(t)
3!
∆t3 +O(∆t4) + ..., (2.2)
the velocity v(t) is the first derivative of r with respect to the time, a(t)
the second derivative, and b(t) the third derivative.
Summing both equations gives
r(t+ ∆t) + r(t−∆t) = 2r(t) + a(t)∆t2 +O(∆t4). (2.3)
By neglecting the last term new positions are calculated with an error of
order ∆t4, ∆t being the time step of the MD simulation.
Therefore, velocities are not needed to calculate the new positions, but
can be determined from the positions by applying
r(t+ ∆t)− r(t−∆t) = 2v(t)∆t+O(∆t3) (2.4)
giving
v(t) =
r(t+ ∆t)− r(t−∆t)
2∆t
+O(∆t2). (2.5)
The newly calculated velocities have an error of order ∆t2. To get more
accurate results for the velocities, other Verlet-like algorithms, e.g., the leap-
frog-algorithm, are used in this work71,72.
The leap-frog-algorithm has the same order of integration error as the Verlet
algorithm but performs better in terms of numerical accuracy. Its derivation
is similar to the Verlet algorithm but the positions and velocities are derived
with half a time step in between, giving the following equations:
r(t+ ∆t) = r(t) + v(t+
1
2
∆t)∆t (2.6)
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and
v(t+
1
2
∆t) = v(t− 1
2
∆t) + a(t)∆t. (2.7)
As the velocities are calculated, the leap-frog-algorithm supports the cou-
pling of the system to an external heat bath, which allows to keep the tem-
perature constant. The temperature regulation is done by adjusting the
velocities to represent the Maxwell-Boltzmann distribution for the assigned
temperature.
The easiest way for the temperature regulation would be to determine
the temperature at each time step, compare it to the desired temperature
and then scale all velocities to get the desired temperature, accordingly. This
method produces too much disturbances and the systems evolution is biased.
In this work, the Berendsen thermostat73 and v-rescale74 are used. With the
Berendsen thermostat, the velocities are not simply scaled to the desired
temperature causing a temperature jump, but are smoothly adjusted by the
use of an integrational time step and a scaling constant. The time it takes
to adjust the temperature to the desired value after a temperature change
occured depends on the size of the scaling constant.
V-rescale is another approach to adjust the temperature of the system. Here
the actual kinetic energy (EaT ) and a target value, which is calculated from
the equilibrium distribution of the kinetic energy at the target temperature
(EtT ), are consolidated into a scaling factor
s =
√
EtT
EaT
. (2.8)
This factor is applied to all atoms similar to the Berendsen thermostat
to avoid considerable disturbances of the system74.
MD simulations can be carried out using Molecular Mechanics as well as
Quantum Mechanics to describe interactions between atoms. Molecular Me-
chanics uses various approximations which is computationally efficient and
hence used for modelling most of the system in MD simulations in this work
and will be described in the subsequent section.
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2.2 Molecular Mechanics
In Molecular Mechanics (MM) parameters and functions are comprised in a
force field, to calculate the properties of a system applying classical mechan-
ics.
The fundamental equation of MM is
E = Ebonded + Enon−bonded, (2.9)
where the summands consist of the following:
Ebonded = Ebond + Eangle + Edihedral
and
Enon−bonded = Eelectrostatic + Evan der Waals.
Most of the computational cost in MM simulations is due to non-bonded
terms, because of their large range, which results in interactions between all
atoms, whereas the bonded interactions apply only to the next atoms.
The bonding and angle terms are generally calculated with harmonic
potentials around the equilibrium values and consist of sums over these re-
spective terms
Ebond(r) =
1
2
kr(r − r0)2 (2.10)
and
Eangle(θ) =
1
2
kθ(θ − θ0)2. (2.11)
Dihedrals have more than one minimum and can not be calculated har-
monically, but are computed using different functions depending on the pro-
gram, applying
Edihedral(ω) =
∑
n
Vn cos(nω). (2.12)
The van der Waals term declines rapidly and is often modelled using the
6-12-Lennard-Jones-potential75, where the attractive forces decline with r−6
and the repulsive forces decline with r−12:
Evan der Waals = ELJ(r) =
∑
ij
4εij
[(
σij
rij
)12
−
(
σij
rij
)6]
, (2.13)
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with the well depth of the potential ε, and the distance at which the
interparticle potential is zero σ.
To speed up the calculations, a cut-off-radius is applied, which assists the
calculation of van der Waals interactions for atoms that are far apart.
Electrostatic terms do not decline as rapidly as van der Waals terms.
These electrostatic interactions are therefore important for the adequate de-
scription of proteins with MM. They are given by the Coulomb-potential:
Eelectrostatic = EC(r) =
1
4piε0
∑
ij
qiqj
rij
. (2.14)
To limit the calculation time, also here, a cut-off radius is applied. This
cut-off results in a considerable discontinuity at the border between the re-
gion where the electrostatics are taken into account and the region where
these are neglected. By using switching or scaling functions, this disconti-
nuity is tried to be flattened and to resemble the results that are obtained
when the electrostatic energy is taken into account without cut-offs.
Summing up all terms, of which the fundamental equation of MM (Equa-
tion (2.9)) consists, yields the complete MM energy:
E =
∑
bonds
1
2
kr(r − r0)2 +
∑
angles
1
2
kθ(θ − θ0)2 +
∑
torsions
∑
n
Vn cos(nω)
+
∑
ij
4εij
[(
σij
rij
)12
−
(
σij
rij
)6]
+
1
4piε0
∑
ij
qiqj
rij
.
(2.15)
One application of MM is energy optimisation. For this purpose, param-
eters from a force field are used. The local minimum of the energy next to
the starting conformation is found using a suitable optimisation algorithm.
The simplest way to find a local minimum is the steepest descent method
(SD). The force calculated for a system that is not in equilibrium is the neg-
ative of the energy gradient. Following the force until it is zero moves the
system towards the local minimum. This method leads quickly to improve-
ments when the gradient is large, but is very slow for small gradients. These
are often found near the local minimum. To accelerate the determination of
the local minima, the Newton-Raphson algorithm is used. This algorithm
requires the second derivative of the energy, the Hessian. As calculating the
Hessian is computationally more expensive minimisations, are started us-
ing the SD method and near the minimum, when convergence is slow, the
Newton-Raphson method is used.
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2.3 Hybrid QuantumMechanical/Molecular Me-
chanics
For detailed analysis in the context of the whole protein, hybrid Quantum
Mechanics/Molecular Mechanics models have been developed and will be de-
scribed in this section.
Quantum Mechanics (QM) is a very accurate description for a system. But
only very small systems can be modeled with ab initio QM methods. Even
with semi-empirical methods, simulations of whole proteins are very time-
consuming. Instead, MM can be used to calculate large systems like pro-
teins, but all bonds, angles, and dihedrals come from a parametrized force
field. Because of this, it is impossible to model polarisation, electron transfer,
or bond breaking and formation, which is possible with QM methods. To
combine the advantages of both methods while the disadvantages are kept
minimal, a hybrid of both approaches is used in this work.
Specifically, the part of the molecule that is of research interest is treated with
QM whereas the remaining system is treated with MM as demonstrated in
Figure 2.166,76,77.
Figure 2.1: PYP with the chromophore as the QM region (depicted as explicit
atoms) and all other atoms forming the MM part (depicted using the cartoon
scheme). Both regions are connected by the link atom (depicted as green sphere),
which saturates the QM region and gives the MM parameters an atom to act upon.
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The effective Hamiltonian for a QMMM system,
Hˆeff = HˆQM/QM + HˆQM/MM + HˆMM/MM, (2.16)
consists of HˆQM/QM, the Hamiltonian of the isolated QM-part, HˆMM/MM,
the Hamiltonian of the isolated MM-part, and HˆQM/MM, which describes the
interactions between both parts.
The energy expectation value for a state |Φ〉 is given by
E = 〈Φ|Hˆeff |Φ〉 = 〈Φ|HˆQM/QM|Φ〉+ 〈Φ|HˆQM/MM|Φ〉+ EMM/MM. (2.17)
The QM/MM Hamiltonian is modelled by electrostatic and van der Waals
interactions
HˆQM/MM =
QM
electrons∑
i
MM
atoms∑
m
qm
rim
+
QM
atoms∑
k
MM
atoms∑
m
[
Zkqm
rkm
+ 4εkm
(
σ12km
r12km
− σ
6
km
r6km
)]
,
(2.18)
with the counters i for the number of electrons, k for the number of nu-
clei, and m for the number of MM atoms. The other variables are qm for the
atomic charge on MM atoms, Z for the nuclear charge, r for the distances
between particles, and ε and σ for the well-depth and equilibrium distance
of the Lennard-Jones potential.
With this hybrid approach, one has to define how the molecular parts
in the two regions interact. For systems where no bonds are part of both
regions, no special action has to be taken. For systems with bonds between
both regions, two requirements have to be fulfilled. First, the QM-atoms
have to be saturated and second, the bond-, angle-, and dihedral terms of
the force field for the atoms adjacent to the bonds need a partner to act upon.
To solve this problem, a pseudo hydrogen atom, the link atom, is inserted
into the bond connecting the QM and MM region. This link atom allows the
valence of the last QM-atom before the MM-region to be saturated and the
MM-terms to have an atom referencing the geometry of the system.
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For this work, two methods were used to describe the QM region: Com-
plete Active Space Self Consistent Field and Density Functional Theory,
which are described in more detail in the following sections. For both meth-
ods, two approximations are applied:
• The electronic Hamiltonian depends only on the positions of the nu-
clei, but is independent of their respective momentum. As the elec-
trons move much faster than the nuclei because of their low mass,
the coupling between the electronic and the nuclei motion can be ne-
glected.This approach is called the Born-Oppenheimer-Approximation,
which says that the electrons move in the field of fixed nuclei.
• As the relativistic effects are not important for calculations with ele-
ments of the first three rows of the periodic table, unless high accuracy
is needed, these are neglected.
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2.4 Density Functional Theory
To specify the concept of Density Functional Theory (DFT) and Complete
Active Space Self Consistent Field (CASSCF) the Hartree-Fock approach will
be briefly introduced.
Hartree-Fock
Hartree-Fock is a quantum mechanical method for calculating wave function
and energy of the ground state of a many-body system by solving the time-
independent Schrödinger equation. Several approximations are used to get
a computationally efficient method that gives adequate results at the same
time.
• The wave function of each electron is described as an orbital, given by
a linear combination of basis functions out of a preassigned set. The
product of those single electron orbitals forms the many particle basis
for the total electron wave function. The Pauli principle excludes that
two electrons share the same orbital. Thus the wave function has to
be totally anti-symmetric which means that it changes the sign when
any two electrons are exchanged. This totally anti-symmetric product
is called slater determinant.
• By using the variational principle, the orbitals are optimised to give
the lowest possible energy for the chosen basis set, restricting the total
wave function to be described by a single Slater Determinant.
• The mean field approximation used in Hartree-Fock averages the inter-
actions between the electrons. A single electron does not interact with
each other electron separately, but with an averaged electron cloud.
In contrast to the wave function used in the Hartree-Fock- and post-
Hartree-Fock-methods, as CASSCF, which will be described in the following
section, the electron density ρ(r) is a physical observable, which only depends
on ~r. Density Functional Theory (DFT) derives all physical quantities from
the electron density ρ(r). This is given for a N-electron wave function Ψ by
ρ(r1) = N
∫
|Ψ(x1, x2, ...xN)|2dx2...dxN . (2.19)
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Hohenberg and Kohn (HK)78 demonstrated that
• the ground state electron density is uniquely defined by the core po-
tential and the ground state electron density uniquely defines the core
potential (HK theorem I).
• the variational principle holds for calculating the energy from the elec-
tron density. The ground state electron density minimises the energy
(HK theorem II).
From the HK theorem I, it follows that the energy is given by a functional
of the electron density E[ρ] split into parts as
E[ρ] = T [ρ] + Ene[ρ] + Eee[ρ]. (2.20)
The term Ene[ρ] for the attraction between electrons and nuclei is given
by the expression
Ene[ρ] = −
Nnuclei∑
a
∫
Za(Ra)ρ(r)
|Ra − r| dr. (2.21)
In equation 2.20, the electron-electron repulsion Eee[ρ] is given by the
Coulomb J [ρ] and exchange parts K[ρ]. The Coulomb energy term is
J [ρ] =
1
2
∫∫
ρ(r)ρ(r´)
|r− r´| drdr´. (2.22)
Terms for the kinetic and exchange energy are approximated, e.g., from
the electron density of a free electron gas. In these approximations the ex-
change and kinetic terms are given by
K[ρ] '− Cx
∫
ρ
4
3 (r)dr
and
T [ρ] 'CT
∫
ρ
5
3 (r)dr,
(2.23)
where Cx and CT are constants.
A solution to this problem was presented by Kohn and Sham (KS)79.
They proposed to reintroduce orbitals and for this split the kinetic energy
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into one that can be calculated exactly for a non-interacting system and
a small correction to the exact term that is absorbed into the exchange-
correlation term. By this approach the kinetic energy becomes equivalent to
the Hartree-Fock kinetic energy
TS =
Nelec∑
i=1
〈φi| − 1
2
∇2|ϕi〉. (2.24)
The total energy for DFT can thus be formulated as
EDFT [ρ] = TS[ρ] + Ene[ρ] + J [ρ] + Exc[ρ]. (2.25)
By comparing the DFT energy (Equation 2.25) to the exact energy cal-
culated from the electron density (Equation 2.20), the exchange-correlation
term is defined as
Exc[ρ] = (T [ρ]− TS[ρ]) + (Eee[ρ]− J [ρ]). (2.26)
Exchange-Correlation Functionals
Different DFT methods vary by the exchange-correlation functional used. A
correct exchange-correlation functional is only possible for a uniform electron
gas which is used in the first method mentioned below. For all other systems,
the functional is an approximation.
The popular types of Exchange-Correlation Functionals are the following:
1. The local density approach (LDA) expresses the energy as the integral
over a function of the density
Exc =
∫
F (ρ)dr. (2.27)
2. The generalised gradient approximation (GGA) expresses the energy
as the integral of a function of the density and its gradient
Exc =
∫
F (ρ,∇ρ)dr. (2.28)
3. The meta GGAs use higher order derivatives of the density
Exc =
∫
F (ρ,∇ρ,∇2ρ)dr. (2.29)
26 2. METHODS & THEORY
4. The hybrid functionals combine a GGA functional with a portion of
exchange energy calculated from orbitals
Exc =
∫
F (ρ,∇ρ)dr + ξE0X . (2.30)
The most established exchange-correlation functional is the hybrid func-
tional B3LYP, which is also used in this work. It is a functional of type 4
with ξ = 20%. This functional’s popularity is because of its good overall
performance.
Time-dependent DFT (TD-DFT) is, in contrast to DFT, able to describe
excited states that are important for the investigation of the deactivation
events in PYP, the topic of this work, and has been used for excited state
MD simulations80–82.
DFT as well as Hartree-Fock are single-reference methods. These methods
are not able to describe bond breaking and formation sufficiently, as will be
described in the following section on the example of breaking the bond in H2
using Hartree-Fock.
Further problems encountered by TD-DFT are the description of valence
states in molecules with extended pi-systems, charge-transfer excited states83
and conical intersections between ground and excited state84,85. Both an
extended pi-system as well as conical intersections are present in the deacti-
vation events in PYP studied in this thesis. Therefore TD-DFT will not be
used. For the excited state simulations CASSCF, described in the following
section, is applied.
As DFT, in particular the B3LYP functional, is a reliable and computation-
ally efficient QM method, it is used in this work for ground state calculations.
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2.5 Complete Active Space Self Consistent Field
(CASSCF)
CASSCF is a multiconfigurational post-Hartree-Fock-method and thus over-
comes the restrictions of Hartree-Fock in the case of e.g., bond breaking or
excited state calculations. For systems with nearly degenerate states, such
as a ground state and a low lying excited state, it is not sufficient to use one
Slater Determinant as it is done in the Hartree-Fock method.
Going beyond the Hartree-Fock approach is illustrated by the example of
the H2 molecule. This shows both the need for post-Hartree-Fock-methods
and the principle of the problems with Hartree-Fock.
The simple H2-molecule can not be described adequately by restricted Hartree-
Fock (RHF). Whereas the molecule is described sufficiently at the equilibrium
geometry, its dissociation is not described accurately, which is seen by the
following consideration. The molecular orbitals of H2 can be written as
ϕi = Ni(χiA ± χiB). (2.31)
The doubly occupied molecular orbital ϕ1 is the bonding orbital built
from the atomic orbitals χ1A and χ1B. As the molecular orbitals are formed
in a minimal basis from the 1s atomic orbitals, the orbital can be written as
ϕ1 = N1(1sA + 1sB). (2.32)
The RHF model assumes the bonding molecular orbital to be doubly
occupied what leads to the total wave function
Ψ1 = ϕ1(r1)ϕ1(r2)Θ2,0, (2.33)
where Θ2,0 is the singlet spin function (S = 0) for two electrons
Θ2,0 =
√
1
2
(α1β2 − β1α2). (2.34)
The RHF model gives rise to large errors in the molecule’s behaviour due
to its strong distance dependency. These errors happen because the electron
correlation energy is missing even if it is just a small fraction of the total en-
ergy because in RHF the individual electron interacts with an average static
electric field created by all other electrons. The electron correlation energy
is the energy missed by the RHF approach. It corresponds to the correlated
motion of the electrons.
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The description of the MO (Equation 2.32) is distance independent. Expand-
ing this wave function yields
Φ1 =N
2
1 [1sA(r1)1sA(r2) + 1sA(r1)1sB(r2)
+ 1sB(r1)1sA(r2) + 1sB(r1)1sB(r2)]Θ2,0.
(2.35)
This equation shows that the wave function contains ionic terms where
both electrons can be found at one atom. At large distances, these terms
are unphysical as they represent the state H+ + H− and give rise to wrong
dissociation energies. As ionic terms are weighted equally in the RHF model,
it can not describe dissociation processes where open shells are present in the
products.
A solution is the introduction of coefficients for the different terms in the
wave function, which gives rise to the valence bond formulation of the wave
function
ΨV B = CIonΨIon + CCovΨCov. (2.36)
To yield the correct wave function, the coefficients CIon and CCov can be
varied to CIon ≈ 0 for the dissociated molecule and to CIon ≈ CCov for the
molecule at the equilibrium geometry.
Equation 2.36 is formulated in terms of non-orthogonal basis functions
ΨIon =NIon[1sA(r1)1sA(r2) + 1sB(r1)1sB(r2)]Θ2,0
and
ΨCov =NCov[1sA(r1)1sB(r2) + 1sB(r1)1sA(r2)]Θ2,0.
(2.37)
An equivalent formulation is yielded by the introduction of the anti-
bonding orbital
ϕ2 = N2(1sA − 1sB). (2.38)
The expanded wave function for the anti-bonding orbital
Φ2 =N
2
1 [1sA(r1)1sA(r2)− 1sA(r1)1sB(r2)
− 1sB(r1)1sA(r2) + 1sB(r1)1sB(r2)]Θ2,0
(2.39)
differs from the wave function for the bonding orbital in the sign in front
of the ionic terms.
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The wave function can now be written as the multiconfigurational (MC)
molecular orbital formulation
ΨMC = C1Ψ1 + C2Ψ2, (2.40)
which accounts for both the bonding and the antibonding orbital, and
thus allows for excitations and is not restricted to doubly or unoccupied or-
bitals. This formulation is able to describe the complete potential curve more
accurately. The coefficients are C1 ≈ −C2 for the dissociated molecule and
C1 ≈ 1 and C2 ≈ 0 for the molecule at equilibrium geometry.
Configuration Interaction
Adjusting the coefficients in front of the slater determinants enables to ac-
count for all of the electron-electron interaction energy, which is only taken
into account as averaged electron-electron interactions in the Hartree-Fock-
method. The missing part is called Electron Correlation (EC) energy. Elec-
tron correlation is defined as energy difference between the exact energy and
the restricted HF energy in a given basis set
EbasisEC = E
basis
exact − EbasisRHF . (2.41)
A way to take the electron correlation into account is to go from a one-
determinant wave function to a method that uses more than one Slater de-
terminant Φ,
Ψ = a0ΦHF +
∑
i=1
aiΦi. (2.42)
The HF Slater determinant for closed shells is constructed from 1
2
Nelec
molecular orbitals, which are multiplied by the two spin functions, to give
Nelec spin orbitals. By promoting electrons from occupied spin orbitals into
unoccupied virtual orbitals, several Slater determinants can be constructed.
The number of possible slater determinants is restricted by the number of
virtual orbitals, i.e., the size of the used basis set. In accordance with the
number of lifted electrons, these Slater determinants are singly (S), doubly
(D), triply (T), etc. excited compared with the reference HF Slater determi-
nant.
To find an electronic ground state, Configuration Interaction (CI) uses
the variational principal to minimise the energy expectation value
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〈Φ|Hˆ|Φ〉
〈Φ|Φ〉 (2.43)
of a linear combination of determinants by varying the expansion coeffi-
cients ai, minimising the energy Eigen value 〈ΦCI |Hˆ|ΦCI〉.
The wave function
ΨCI = a0ΦHF +
∑
S
aSΦS +
∑
D
aDΦD +
∑
T
aTΦT + · · · =
∑
i=0
aiΦi (2.44)
includes all electron correlation effects and is called Full CI wave func-
tion. This applies for a given basis set when all possible excitations are taken
into account. Therefore, the quality of calculations critically depends on the
selected basis set.
Full CI is only possible to be solved for very small systems and basis sets.
Hence it is needed to truncate the excitation level to get a computationally
efficient method. As the matrix element 〈Φ1|Hˆ|Φ2〉 of singly-excited deter-
minants with the non-excited HF determinant is zero, using just these deter-
minants does not give a better description of the ground state than pure HF.
On that account, including exclusively doubly-excited determinants (CID)
is the lowest level of CI at which the electron correlation contributes to the
ground state. Adding singly-excited determinants to this gives the CISD
method where the singly-excited determinants improve the doubly-excited
determinants and, as a result, indirectly the ground state. CISD is the only
computationally applicable method for medium sized systems and basis sets.
Adding further excitations (as in CISDT or CISDTQ) would improve the
recovered electron correlation, but would not be feasible for the system in
this work.
The computationally needed restriction of the number of included de-
terminants makes it necessary to add other techniques to describe certain
systems sufficiently. Describing the wave function with more than one con-
figuration is a technique to achieve a sufficient description.
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Multi-Configurational Self-Consistent Field (MCSCF)
To go from truncated CI to Multi-Configuration Self-Consistent Field (MC-
SCF), not only coefficients in front of the determinants are optimised but
also molecular orbitals that were used to construct the determinants.
Complete Active Space Self Consistent Field (CASSCF) is the most widely
used MCSCF method and is illustrated in Figure 2.2. It utilises the fact that
for the low excited states the occupation of orbitals differs just for the high-
est occupied and the lowest unoccupied orbitals of the ground state. These
orbitals, in case of PYP six occupied and five unoccupied pi-orbitals, are com-
bined to form the so-called active space. All orbitals that are energetically
lower than the active space remain fully occupied, whereas all orbitals with
higher energy than the active space remain unoccupied. Within the active
space, a Full CI calculation is carried out, whereas the other orbitals are
relaxed on the SCF basis.
For calculations where more than one state is surveyed, state-averaging
is employed. This method does not optimise the orbitals for one of the states
but for all considered states. The weight, in which each state influences this
procedure, can be defined individually. The fact that all states are described
by one set of orbitals ensures the orthogonality of the states. This procedure
facilitates the description of conical intersections, which will be described in
more detail in the following section.
In this thesis, state-averaging is used for all excited state calculations with
CASSCF. The influence of both the first excited and the ground state is cho-
sen to be equal.
The active orbitals for CASSCF have to be chosen according to the spe-
cific investigated problem. An example for the sensibility of this method and
its impact on calculation results will be shown in the following paragraph.
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Figure 2.2: Differences between RHF, full CI, and CASSCF. For RHF, each or-
bital can be either doubly occupied or unoccupied. Full CI has no restrictions
regarding the orbital occupancy and all possible excitations are allowed. The com-
bination of both approaches is CASSCF, where the active orbitals are treated as in
the case of full CI. Orbitals with lower energy than the active orbitals are always
doubly occupied, and orbitals with higher energy are always unoccupied as it would
be the case for RHF.
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CAS Active Space
The choice of an appropriate active space is essential when applying CASSCF.
The best representation is obtained by including all orbitals that take part
in the investigated transition. For investigation of deactivation from the first
exited state to the ground state in PYP, the active space needs to describe
the pi → pi* excitation from the ground to the excited state. CAS 12,11,
which means CASSCF with 12 electrons and 11 orbitals as active space, ful-
fils this requirement by incorporating the six highest occupied pi-orbitals and
the five lowest unoccupied pi*-orbitals.
Long QMMM MD simulations using the QM method CAS 12,11 are com-
putationally very expensive. Reducing the size of the active space is a way
to use the available computational resources efficiently. This approach de-
creases the description of the system. Therefore, it is necessary to control
whether the investigated properties of the system are affected.
For this purpose, the size of the active space for the chromophore was re-
duced step wise from CAS 12,11 to CAS 6,6 with the 6-31G* basis set. For
all active spaces, the db isomerisation and sb rotation barriers were calcu-
lated in the first excited state using the Gaussian rigid scan method with a
basis set of 6-31G*. Convergence was achieved, when the energy difference
between two steps was less than 10−6 in less than 512 steps. State-averaging
was used with equal weight on the ground and the first excited state.
Additionally, permutations of the binding orbitals were performed for CAS
10,9, CAS 8,7, and CAS 6,6 (visualisation of the permuted orbitals can be
found in Table 7.6 in the appendix). These were carried out to test the sta-
bility of CASSCF active space for the case that a suboptimal orbital was
chosen to be part of the active space. An active space was considered stable
if a comparable description for the single and the double bond of the chro-
mophore ethylene chain existed. All calculations were performed with the
chromophore model pCK−, a ketone derivative of the deprotonated trans-p-
coumaric acid (depicted in Figure 2.3), in vacuum.
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Figure 2.3: Chromophore model pCK− which is a ketone derivative of the depro-
tonated trans-p-coumaric acid.
When reducing the size of the active space, the height of the db isomeri-
sation barrier decreased. The height of the sb rotation barrier showed no
distinct trend upon reducing the active space size as shown in Table 2.1.
Table 2.1: Barriers for db isomerisation and sb rotation calculated with the rigid
scan method implemented in Gaussian.
active space db barrier (kJ/mol) sb barrier (kJ/mol)
12-11 24.13 2.625
10-10 17.5 10.8
10-9 16.25 0.604
8-8 10.7 5.4
8-7 11.74 0.866
Permuting orbitals for CAS 10,9 and CAS 8,7 did not produce consider-
able deviations of the db isomerisation and sb rotation barrier heights. For
both active space sizes, the barrier for db isomerisation was notably higher
than for sb rotation (Table 7.7 in the Appendix). For CAS 6,6 the results of
the permuted active spaces differed significantly. Table 2.2 lists the observed
barriers for four permuted CAS 6,6 active spaces.
Table 2.2: Db isomerisation and sb rotation barriers for permuted CAS 6,6 active
spaces.
active space db barrier (kJ/mol) sb barrier (kJ/mol)
6-6 35.5 –
6-6-a 3.6 5.43
6-6-b 29.12 –
6-6-c 15.46 –
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Comparing the bound orbitals for the CAS 6,6 permutations shows that
the differences result from an unbalanced description of the chromophore,
where one bond, single or double, is described better than the other, for the
CAS 6,6 active space permutations 6-6, 6-6-a, and 6-6-c.
Figure 2.4-1 shows bound orbitals of CAS 6-6. Both double and single bond
are not described sufficiently, especially the double bond description is weak.
Compared with the other two presented permutations the electron density
over the double bond is small. This results in a large barrier for db isomeri-
sation of 35.5 kJ/mol whereas sb rotation can occur without crossing any
barrier.
In contrast, the description of the double bond for 6-6-a (Figure 2.4-2) is
improved as the electron density at the double bond is highest in this per-
mutation compared with both 6-6 and 6-6-c. Thereby the db isomerisation
barrier is lowered to 3.6 kJ/mol, which is lower than the corresponding sb
rotation barrier with a height of 5.43 kJ/mol.
The orbitals of 6-6-c are evenly distributed over the ethylene chain of the
chromophore, which yields a consistent description of single and double bond.
The db isomerisation barrier has a height of 15.46 kJ/mol whereas no barrier
for the sb rotation is observed.
When reducing the active space of PYP in Gaussian0360, it becomes ob-
vious that the algorithms used down to CAS 8,7 are able to exchange orbitals
themselves to lower the overall energy of the system. The results, obtained
with CASSCF down to this active space, agree with the results for the com-
plete active space qualitatively. The db isomerisation barrier is significantly
higher than the sb rotation barrier.
From the reduction down to CAS 6,6 on, the selection of orbitals has to be
accurate for the problem at hand. The algorithm changed and does not ex-
change energetically unfavourable orbitals. Thus an inadequate selection of
active space orbitals results in a poor describtion of the system followed by
deficient results. In the example of PYP, the selection of orbitals for CAS
6,6 can result in both a clearly favoured db isomerisation as well as a clearly
favoured sb rotation depending on the selected bound orbitals when reducing
the active space from CAS 8,7 to CAS 6,6.
Based on this observations, the CASSCF calculations of this thesis were
performed using CAS 8,7 and CAS 8,8 for QMMM MD simulations and CAS
12,11 for QM calculations.
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Figure 2.4: The three highest occupied molecular orbitals of the chromophore
model pCK− for the CAS 6,6 active space permutations 6-6 (1), 6-6-a (2) and
6-6-c (3). The phenyl ring of the chromophore is always on the lower right side of
each image and the ethylene chain on the upper left side.
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2.6 Conical Intersection
The QM methods described in this chapter use the Born-Oppenheimer ap-
proximation. This approximation uses the different movement speeds of elec-
trons and nuclei as reason to separate the electronic from the nucleic motions.
The electrons are assumed to adjust immediately to a changed nuclei con-
formation. This approach simplifies the Schrödinger equation by only taking
into account electronic terms for fixed nuclei positions. This approach is also
called adiabatic approximation because the nuclei move on a potential energy
surface (PES), defined by the electronic energy for all nuclei configurations,
without coupling to other PESs.
The Born-Oppenheimer approximation breaks down when two PESs are en-
ergetically close. At this point the non-adiabatic coupling between the PESs
can not be ignored. Such a point is called a conical intersection and enables
radiationless decay from an excited to a lower energy state in a time scale
below one nanosecond , which makes conical intersections important to ul-
trafast photoinduced processes.
The requirements for conical intersections were described by Teller in
193786 and will be explained in the following passage.
A molecule with N atoms (N > 2) has F = 3N − 6 degrees of freedom
which describe the potential energy surfaces. For a system of xnuc internal
coordinates all but two electronic eigenfunctions are defined in the case of
degeneracy. The two electronic wave functions of the PESs, φ1 and φ2, can
be chosen in a way that they form a complete orthonormal basis in the
remaining subspace with the already known solutions. Close to degeneracy,
the eigenvalues of the total Hamiltonian are found within this subspace by
examining the Hamiltonian sub-matrix
H =
(
H11(~x) H12(~x)
H21(~x) H22(~x)
)
, (2.45)
where H12(~x) and H21(~x) contain the non-adiabatic coupling vector ~g and
H11(~x) and H22(~x) the gradient difference vectors ~h.
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The Eigen values E1 and E2 close to the degeneracy are obtained by
diagonalising the matrix which leads to
E1,2 = −∆H
2
±
√(
∆H
2
)2
+H21H12, (2.46)
with ∆H = H11 −H22. The square root has to disappear for both states
to be degenerate, meaning E1 = E2. This is fulfilled when
∆H(~xnuc) =0
and H12(~xnuc) =0.
(2.47)
This means, two constraints have to be met: ∆H and Re(H12) have to
disappear for the real case. The degenerated space for a system with F de-
grees of freedom is therefore (F − 2)-dimensional.
The number of constraints makes it impossible for diatomic molecules to
fulfil these conditions, neglecting the trivial solution of two states that are
degenerate for every value of ~x. Instead of a conical intersection the poten-
tial energy curves for these systems show avoided crossing, i.e., the potential
energy curves never cross.
The term conical intersection arises from the graphical form of the poten-
tial energy surfaces. The conditions lead to a two-dimensional space, called
the branching space, that is spanned by the gradient difference vector and
the non-adiabatic coupling vector. Plotting the energy of the potential en-
ergy surfaces over this branching space, in linear approximation the potential
energy surfaces form a double cone at the point of degeneracy.
Orthogonal to the two-dimensional branching space a so-called seam space
exists, in which the states are degenerate to first order (Figure 2.5). This
forms a (F − 2) -dimensional seam for molecules with F degrees of freedom
at which each point corresponds to a conical intersection. This means that
the system is able to undergo radiationless decay at each point of the seam.
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Figure 2.5: The potential energy surfaces of the excited state S1 (red) and the
ground state S0 (blue) along the trans-to-cis isomerisation coordinate b and a
skeletal deformation of the bonds. The seam between the two surfaces consists of
conical intersections. A typical trajectory is depicted in as yellow line. It starts on
the ground state before excitation. On the excited state, it moves from the Franck-
Condon-region over a barrier to the db-twisted minimum. From this geometry a
hop to the ground state via a conical intersection takes place. On ground state
evolution to trans- and cis-conformation are possible.(Adapted with permission
from Groenhof et al.25. Copyright 2004 American Chemical Society.)
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2.6.1 Surface Hopping
It is important to describe the potential energy surfaces accurately to model
the dynamics of a photochemical reaction. As this reaction starts in the ex-
cited state and ends in the ground state modelling this crossing consistent
with the QM method is necessary.
In this work, Newton’s equations of motion are used to calculate the tra-
jectories of a MD simulation. The quantum-chemical nature of the nuclei is
neglected and they are assumed to behave classically. The potential energy
surfaces are calculated locally on-the-fly using state averaging for a consistent
description of both PESs. Transitions between the PESs at the conical inter-
section seam are introduced by hopping between the surfaces. This hopping
is implemented by using a surface hopping algorithm developed by Groenhof
et al.87 described in the following passage.
A hop from the excited (cipher 1) to the ground state (cipher 2) takes place
when the energy difference ∆E between the two states is below a certain
threshold and when the CASSCF eigenvector indicates a crossing. These
criteria are reassessed at each step i of the simulation. As the CASSCF
calculations are carried out using state averaging, the corresponding eigen-
vectors, C1i for the excited state and C2i for the ground state, are applied
to this criterion. The inner product C2i ·C2i−1 has to be sufficiently small,
whereas the inner product C1i ·C2i−1 has to be close to 1 for a crossing of two
diabatic surfaces to occur. After these criteria are met, the hop from the
excited to the ground state is performed and the rest of the simulation is
carried out in the ground state.
This method has the advantage that the diabatic surface is never left, which
conserves energy. The method allows surface hops only at the conical in-
tersection which leads to a lower surface hop probability and longer excited
state decay times than methods where hops at extended weak coupling re-
gions are allowed. Surface hops in weak coupling regions have been shown to
inhibit torsions of the ethylene chain in PYP88 and thus suppress the photo-
cycle. Therefore, the above described surface hopping method is applied in
this thesis.
Chapter 3
Energy Potential Along the
Chromophore - Glu46 Hydrogen
Bond
The first structure of PYP was published by Borgstahl et al.89 in 1995. It
had an resolution of 1.4 Å and displayed two amino acids hydrogen bonded
to O4a, Tyr42 and Glu46. These hydrogen bonds had a length of 2.71 and
2.69 Å, respectively, which is in the range of normal hydrogen bonds as has
been illustrated in section 1.2.
The residues Tyr42 and Glu46 are highly conserved in PYP-like proteins.
Kumauchi et al.90 compared the sequence of 14 PYP structures and found
tyrosine at position 42 in 13 structures and glutamic acid at position 46 in
12 structures.
The importance of the hydrogen bonds between the chromophore and Tyr42
and Glu46 has been studied by mutating Tyr42 and Glu4619,35,91–93.
Mutations of both amino acids weaken the hydrogen bonds and slow down
the formation of the twisted intermediate on the excited state and the sub-
sequent deactivation to the cis-conformer. Brudler et al.19 found a second
ground state chromophore conformation for the mutant Y42F by UV/Vis
and FT-Raman spectroscopy. The same observation was made by Joshi et
al.93 from absorption, fluorescence, and FTIR spectroscopy. Both publica-
tions state that the chromophore is protonated in the second conformation
and Glu46 deprotonated. They constitute the possibility of the protonated
chromophore and deprotonated Glu46 with the length of the hydrogen bond
connecting the residues. This hydrogen bond has a length of 2.51 Å in the
Y42F mutant which is shorter than in the wild type and might offer the pos-
sibility for the proton to be bound either to the chromophore or to Glu46.
For mutations of Glu46 to glutamine (E46Q) the same qualitative results
41
42
3. ENERGY POTENTIAL ALONG THE CHROMOPHORE - GLU46 HYDROGEN
BOND
as for the wild type were observed in transient-absorption spectra35. The
mutation decreases the isomerisation rate and slows down the formation of
the cis-conformer. The excited state dynamics of the mutant are almost the
same as for the wild type. The mutant E46Q was compared to the muta-
tion of Glu46 to alanine (E46A) by Losi et al.92. They observed significantly
slower deactivation from the excited state for E46A. The hydrogen bond be-
tween the chromophore and residue 46 is lost for E46A while it is present in
E46Q where it has normal hydrogen bond length, 2.87 Å. They conclude that
the hydrogen bond to residue 46 mediates the deactivation from the excited
state.
The observed lower isomerisation yield of the mutants corresponds to theo-
retical studies, which presume that the hydrogen bonds to the phenyl oxygen
favour deactivations via db isomerisation. This deactivation mechanism is
assumed to be the starting event of the productive photocycle of PYP. The
missing or weaker hydrogen bonds in the mutants would therefore lead to a
lower isomerisation yield. The theoretical concept is described in detail in
chapter 4.
Yamaguchi et al.49 published a structure of PYP in the ground state in
2009 (PDB ID 2ZOH), which was determined by combining X-ray crystal-
lography and neutron diffraction. They were able to achieve a resolution
of 1.25 Å (X-ray crystallography) for the heavy atoms and 1.5 Å (neutron
diffraction) for the hydrogen and deuterium atoms. 87% of those positions
could be resolved. The two hydrogen bonds to the phenyl oxygen of the chro-
mophore are considerably shorter than in the first published X-ray structure.
They measure 2.52 Å for the hydrogen bond to Tyr42 (earlier: 2.69 Å) and
2.56 Å for the hydrogen bond to Glu46 (earlier: 2.71 Å), respectively.
Additionally, the obtained structure shows two remarkable features of the en-
vironment near to the chromophore. That are: In contrast to previous data
1) Arg52 was found to be deprotonated and 2) the position of the proton in
the hydrogen bond between the chromophore and Glu46 is in the middle of
the bond: Glu46-OE2 - H: 1.21 Å, H - chromophore-O4a: 1.37 Å. The short-
ness of this hydrogen bond has been reported before but it is the first time
that the location of the proton could be resolved. As the observed position
is characteristic for an SSHB (see section 1.2) it is interpreted as such by
Yamaguchi et al.
Saito et al.94 investigated these results theoretically to gain better under-
standing of the hydrogen bond between the chromophore and Glu46. They
used the structure of Yamaguchi et al. and started with the presumption
that Arg52 is protonated because of its pKa which is supported by the
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fact that QMMM calculations with deprotonated Arg52 performed by them
show a different geometry than X-ray structures. Their study is based on 1)
QMMM calculations of the potential energy curves of the hydrogen bonds
between the chromophore and Tyr42 and Glu46 and 2) pKa calculations of
the chromophore and Glu46. Their QMMM calculations were carried out us-
ing B3LYP/LACVP* as QM and the OPLS2005 force field as MM method.
The QM region consisted of chromophore, Tyr42, Glu46 and Thr50 while
the remaining part of the protein formed the MM region. They found that
the proton was located at a position with 1.0 Å distance to Glu46-OE2. The
energy potential showed no further minimum, neither in the middle of the
bonding distance nor at the chromophore. The energy potential had the
shape of an asymmetric single well in which the proton is located 1.58 Å
from the chromophore and 1.00 Å from Glu46. They referred to this bond
as LBHB. The pKa calculations supported this findings as the pKa of Glu46
is 8.6 while the chromophore has a pKa of 5.4. These observations sug-
gest a short hydrogen bond with a normal hydrogen position at the donor
contradicting the hydrogen position in the middle of the bond observed by
Yamaguchi et al and their conclusion of this being an SSHB.
The results by Yamaguchi et al. are very interesting especially with the
contradicting data of Saito et al.. To resolve this contradiction, the following
chapter will investigate the hydrogen bond between the chromophore and
Glu46 by calculating the energy potential along the bond with varying QM
region size and Arg52 protonation states.
3.1 Influences on the Hydrogen Bond Energy
Potential
To investigate how these two contradicting observations arise we set up differ-
ent QMMM systems. The QM method chosen was B3LYP/6-31G* with 56 %
local DFT and 44 % Hartree-Fock exchange. The MM region was simulated
as point charges that were fixed in space with charges taken from the Am-
ber03 force field95. With this setup the energy potential along the hydrogen
bond between the chromophore and Glu46 was investigated by calculating
the energy for each of 25 to 40 positions for the proton evenly spread along
the hydrogen bond. Different compositions of the QM region were explored.
These calculations are carried out using the unminimised X-ray structure.
This structure is assumed to correctly represent the ensemble average posi-
tions of the atoms in PYP. The effect of minimising the structure has been
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investigated and is shown in section 3.3.
Several factors were found to influence the energy potential and will be
discussed separately in more detail in the following paragraphs.
Effects of Electrostatics
The energy potential of the aforementioned hydrogen bond depends on the
cut-off that is applied to the point charges surrounding the QM region. The
larger the cut-off, the more atoms of PYP are taken into account as point
charges and can thus influence the QM region electrostatically. With a cut-
off of 1.0 nm the energy potential resembles an asymmetric double well with
a distinct minimum for the proton bound to Glu46 and a small minimum
at the chromophore. Both minima are separated by a barrier of 20 kJ/mol.
By increasing the cut-off the minimum of the energy potential for the proton
bound to the chromophore becomes more pronounced which can be perceived
as a favoured delocalisation of the proton. (Figure 3.1)
A cut-off of 2.5 nm that considers the whole protein lowers, in case of neu-
tral Arg52, the barrier for proton transfer from Glu46 to the chromophore by
about 10 kJ/mol and originates a local minimum for the proton bound to the
chromophore. This minimum lies 5 kJ/mol higher in energy than the min-
imum at Glu46. For protonated Arg52 the barrier is lowered by 10 kJ/mol
and no minimum at the chromophore is formed.
To further investigate the effects of the electrostatic interactions of the
MM part onto the QM region the ONIOM QMMM scheme in Gromacs was
used. Thus, the QM region resembled that of the normal QMMM calcula-
tions but the charges of the surrounding protein did not influence the QM
region atoms. For single point calculations this setup is the same as a calcu-
lation of the cluster model of the QM region.
The resulting potential energy curve for neutral Arg52 shows no double well
potential but a single minimum for the hydrogen at Glu46. The Arg52 pro-
tonation state still influences the energy potential in about the same scale
for both ONIOM and normal QMMM but the deprotonation does not give
rise to a double well potential as depicted in Figure 3.2.
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Figure 3.1: Comparison of the energy potential with 1.0 nm (black) and 2.5 nm
cut-off (red) for structure A with QM region 3 (see table 3.1) and neutral Arg52.
A larger cut-off which considers the electrostatic effects of the whole protein unto
the QM region changes the shape of the energy potential significantly. Not taking
into account parts of the protein results in too large barrier heights.
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Figure 3.2: Comparison of the energy potential of calculations using ONIOM
and the normal QMMM scheme for minimised structure A with QM region 3 and
protonated/unprotonated Arg52.
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Effect of Protein Conformation
The crystal structure published by Yamaguchi et al. contains two structures
A and B that differ in the side chain position of seven amino acids (Ser8,
Gln41, Ile58, Phe79, Ser117, Tyr118 und Lys123). All these amino acids
are located at the protein surface except for Gln41 which is situated in the
binding pocket. As Saito et al. did not specify which of the structures in
the RCSB entry 2ZOH they chose, the energy potentials of both structures
were calculated and compared. Structure B favours the delocalisation of the
proton more than structure A. (Figure 3.3)
By calculating the energy potential along the hydrogen bond between Glu46
and the chromophore for all variations of structures A and B the cause for
the difference was identified. The different side chain orientation of Lys123
is responsible for the difference of the energy potential of structures A and
B. Lys123 is located about 14 Å away from the chromophore on the sur-
face of the protein. In structure A the positively charged Lys123 side chain
points into the bulk water while it point towards the protein in structure
B and forms a hydrogen bond to Ala27. The difference in orientation for
the remaining six amino acids shows no effect on the energy potential. The
influence of Lys123 on the QM region is due to the fact that of all residues
existing in multiple conformations only Lys123 is charged. (Figure 3.4)
To cross validate this result the energy potentials were also calculated for
structure B with the coordinates from each individual differing amino acid
from structure A. These calculations confirmed the observations from the
first calculation setup by identifying Lys123 to be the origin of the differ-
ences in the hydrogen bond energy potential.
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Figure 3.3: The energy potentials of structures A (black) and B (red) for QM
region 3 with neutral Arg52. The differing orientations of seven amino acids side
chains in structure B compared to structure A cause a preference of the delocalised
proton.
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Figure 3.4: Comparison of the energy potential of structures A, B and single
differing amino acids for QM region 3 with neutral Arg52. Structure A and B differ
in the positions of seven amino acid side chains. When the different coordinates
from structure B for one of these amino acid side chains is used in structure A only
for Lys123 the different potential energy could be observed.
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Composition of QM Region
To investigate how the incorporation of selected amino acids into the QM
region affects the energy potential six different compositions of the QM re-
gion were analysed for each of the two protonation states of Arg52. The QM
region consistently contained the chromophore, Tyr42 and Glu46. Cys69,
Thr50 and Arg52, either protonated or neutral, were added to this basis sys-
tem in different combinations (QM regions 1 - 6, see table 3.1).
Table 3.1: Numbering and selected amino acids of the different QM regions for
which the potential energy curve was calculated to compare the effect of choosing
different compositions of the QM region
QM region amino acids
1 chromophore, Tyr42, Glu46, Arg52
2 chromophore, Tyr42, Glu46, Thr50
3 chromophore, Tyr42, Glu46, Arg52, Cys69
4 chromophore, Tyr42, Glu46, Cys69
5 chromophore, Tyr42, Glu46, Thr50, Cys69
6 chromophore, Tyr42, Glu46, Thr50, Arg52 Cys69
The energy potentials obtained in these calculations have either the shape
of an asymmetrical single well with only one minimum for the proton bonded
to Glu46 or show a minimum for each of the two possible proton positions at
the chromophore or at Glu46. For the latter energy potentials the minimum
at Glu46 is more pronounced than the minimum at the chromophore.
The most prominent effect on the hydrogen bond energy potential was
caused by the Arg52 protonation state independent of the QM region com-
position.
For protonated Arg52 the energy potential had the shape of an asymmetrical
single well. The minimum was at Glu46 and no or only a small minimum
with a depth of less than 5 kJ/mol was observed at the chromophore. The
barrier was 23–33 kJ/mol high depending on the QM region composition.
The positive charge of the protonated Arg52 near the chromophore stabilises
its negative charge, which therefore needs less stabilisation by the proton
from the hydrogen bond to Glu46. The result is that the proton is covalently
bound to Glu46.
After deprotonation of Arg52 the picture changed. The energy potential was
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shaped as asymmetrical double well with a low barrier separating the two
minima. All QM regions, except for QM region 2, showed a distinct mini-
mum at the chromophore which was 4–10 kJ/mol higher in energy than the
minimum at Glu46. The barrier separating both minima was 12–16 kJ/mol
high. The energy potential for QM region 2 was considerably higher in en-
ergy than for the other five QM region compositions. The barrier height
was 22 kJ/mol and the minimum at the chromophore 19 kJ/mol above the
minimum at Glu46. Neutral Arg52 does not stabilise the negative charge of
the chromophore. The negative charge is localised on the phenyl oxygen of
the chromophore which attracts the proton. This attraction results in the
appearance of the hydrogen bond energy potential with two distict minima.
The barrier between both minima is low enough to be crossed by the proton
which might result in a delocalisation. Section 3.2 will address the probabil-
ity distribution of the proton position.
Including the hydrogen bond between the chromophore and the Cys69
backbone into the QM region leads to an asymmetrical double well with two
distinct minima. This could be caused by a too strong MM description of
this hydrogen bond which is to be considered in future work. A strong hy-
drogen bond to the carbonyl oxygen would lead to better stabilisation of the
negative charge on the chromophore’s ethylene chain compared to a weaker
hydrogen bond in the same position. This might lead to a charge shift from
the phenyl ring to the ethylene chain which would result in less negative
charge on the phenyl oxygen. As a result the attraction of the phenyl oxy-
gen for the proton is reduced. By including the mentioned hydrogen bond to
Cys69 into the QM region the hydrogen bond strength would be reduced and
the negative charge of the phenyl oxygen increased. As a result the shape of
the energy potential becomes an asymmetrical double well potential.
Thr50 forms a hydrogen bond to Tyr42 and thus strengthens the hydrogen
bond between Tyr42 and the chromophore. This reduces the negative partial
charge on the phenyl oxygen. As a result the proton is attracted stronger to
Glu46 and the energy potential shows only one minimum at Glu46.
Thr50 has a strong impact on the energy potential. Especially when neither
Cys69 nor neutral Arg52 are part of the QM region. In this case the reduc-
tion of the negative partial charge on the chromophore has stronger impact
on the energy potential. (Figure 3.5)
52
3. ENERGY POTENTIAL ALONG THE CHROMOPHORE - GLU46 HYDROGEN
BOND
1 1.2 1.4
Distance Glu46 OE2 - H (Angstrom)
0
10
20
30
40
En
er
gy
 (k
J/m
ol)
QM region 1
QM region 2
QM region 3
QM region 4
QM region 5
QM region 6
1 1.2 1.4
Distance Glu 46 OE2 - H (Angstrom)
0
5
10
15
20
25
En
er
gy
 (k
J/m
ol)
QM region 1
QM region 2
QM region 3
QM region 4
QM region 5
QM region 6
Figure 3.5: Energy potentials along the hydrogen bond of all six QM regions
specified in Table 3.1 for protonated (up) and neutral (down) Arg52. Structure A
and a cut off radius of 2.5 nm were used to calculate the potentials.
3. ENERGY POTENTIAL ALONG THE CHROMOPHORE - GLU46 HYDROGEN
BOND 53
3.2 Location of Hydrogen Atom
The shape of the wave function of the proton along the hydrogen bond be-
tween O4a and Glu46 depends on the shape of the potential energy curve
for the proton position. The wave function was calculated by solving the
time-independent Schrödinger equation with a program provided by Ludger
Inhester1.
The wave functions were calculated for the potential energy curves of QM
region 3 in structure A with a cut-off of 2.5 nm for both protonated and neu-
tral Arg52.
The wave function for protonated Arg52 has one maximum at the position
of the proton bound to Glu46. In contrast, the computed wave function for
neutral Arg52 shows a maximum at Glu46 with a broad shoulder at the po-
sition of the proton bound to the chromophore.
From the wave functions the probability density for the proton position along
the hydrogen bond was calculated. For protonated Arg52 the probability to
find the hydrogen bonded to the chromophore is almost zero. The expec-
tation value for the proton position in this energy potential is 1.08 Å from
Glu46 and 1.5 Å from the chromophore. Notably, the proton has a probabil-
ity to be bound to the chromophore in the potential energy curve calculated
for neutral Arg52. In this case, the expectation value is 1.2 Å from Glu46 and
1.38 Å from the chromophore. These values agree well with the experimen-
tally measured distances between the proton and Glu46 and the chromophore
of 1.21 Å and 1.37 Å, respectively, by Yamaguchi et al.. (Figure 3.6)
The vibrational energy for the ground states of the two considered potential
energy curves are 13.23 and 9.63 kJ/mol for protonated and neutral Arg52,
respectively. The flatter potential energy curve for neutral Arg52 therefore
provides an energy gain of 3.6 kJ/mol.
1MPI BPC Göttingen
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Figure 3.6: The energy potentials (red), wave functions (black), probability den-
sities (green) and expectation values (blue) along the hydrogen bond between the
chromophore and Glu46 for neutral (up) and protonated Arg52 (down).
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3.3 Minimised Structures
All previous calculations were done using the non-minimised crystal structure
2ZOI allowing to compare the obtained results to the findings of Yamaguchi
et al. based on the assumption that this structure represents the ensemble
average of the atom positions in PYP.
Saito et al. minimised the whole protein before calculating the energy po-
tential. Their QM region was additionally minimised for each structure with
altered proton position. To investigate the influence of the structure relax-
ation, the potential energy curves were calculated with the system minimised
with steepest descent to machine precision with QM region 3 for both neu-
tral and protonated Arg52 and for both structure A and structure B. The
QM method used was again B3LYP/6-31G* with adjusted HF and DFT
exchange. With these structures the same calculations as described in sec-
tion 3.1 were performed.
The energy potential for the system with neutral Arg52 and the side
chain positions of structure A before the minimisation shows an asymmetri-
cal double well shape as the unminimised structure but not as pronounced.
Both results differ in the barrier height and the height of the minimum at
the chromophore, which are about 2 and 4 kJ/mol higher for the minimised
structure. (Figure 3.7)
The same effect can be observed in calculations with protonated Arg52
with a minimised structure. Barrier and ’minimum’ are higher than in the
calculations with unminimised structures but the qualitative picture remains
the same.
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Figure 3.7: Comparison of the energy potential of minimised (red) and unmin-
imised (black) structure A for QM region 3 with neutral Arg52. Minimising the
system results in the same qualitative picture with a larger barrier height and less
pronounced minimum at the chromophore.
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3.4 Discussion
The aim of this chapter was to ascertain the possibility of reproducing the
experimentally observed SSHB between the chromophore and Glu46 with
QMMM calculations and to identify the conditions under which the SSHB
is formed. For neutral Arg52 the expectation value of the proton position
along the hydrogen bond is in agreement with experimental measurements.
The shape of the energy potential curve was found to be highly influenced by
environmental parameters and the model assumption underlying the quan-
tum chemical calculations. A cautious investigation of these dependencies
revealed an appropriate choice of QM region.
The observation of neutral Arg52 by Yamaguchi et al. contradicts cur-
rent assumptions that Arg52 in PYP and arginine residues in proteins in
general are protonated96,97. The second observation is the position of the
proton in the middle of the hydrogen bond between the chromophore and
Glu46. This observation can be based on two events. The first possibility is
that the measured position is the actual position of the hydrogen in all PYP
proteins in the crystal. The second possibility is that of an average of an
even distribution between the two proton positions, bound to either Glu46
or the chromophore.
By calculating the pKa of Arg52 and performing QMMM calculations with
protonated and deprotonated Arg52 Saito et al. concluded that Arg52 is
protonated. Thus, they used protonated Arg52 in all their calculations. The
energy potential along the hydrogen bond between the chromophore and
Glu46 was calculated for a QM region containing the chromophore Tyr42,
Glu46 and Thr50. It is an asymmetrical double well and shows a single min-
imum for the hydrogen bonded to the chromophore.
To clarify the different observations of both groups both protonation states
of Arg52 were used in this work to compare their effects.
The results of this work agree with Yamaguchi and Saito et al. depending
on the chosen protonation state of Arg52.
For calculations with protonated Arg52 the energy potentials show one min-
imum for the proton bonded to Glu46. The expectation value for the proton
position is 1.08 Å from Glu46 and the minimum of the energy potential is
found 1.028 Å from Glu46. This observation agrees with Saito et al. who
found the minimum at 1.00 Å from Glu46 in his calculations with protonated
Arg52.
Neutral Arg52 introduces a second minimum for the hydrogen at the chro-
mophore and lowers the barrier separating the two minima. This leads to
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a shift of the expectation value towards the chromophore compared to the
calculations with protonated Arg52 to a position 1.20 Å from Glu46 and
1.38 Å from the chromophore. These values agree with the observations of
Yamaguchi et al. for the case that their measurements show the average
position of the hydrogen in all PYP molecules of the crystal instead of its
actual position. Whether and how the delocalisation of the proton in the
hydrogen bond between the chromophore and Glu46 effects the structure of
PYP is an interesting subject for further research.
The effect of differing size and composition of the QM region can not be
disregarded. Isborn et al.98 showed in a recent study that absorption spectra
of the PYP chromophore in vacuum, water and the protein calculated from
QMMM MD simulations do not converge until large QM regions are used.
They found that all calculated absorption bands were blue-shifted compared
to experimental spectra.
Their MM part was described with the Amber force field and B3LYP with
the 6-31G basis set was used for the QM region. They subsequently enlarged
the QM region and conversion was observed for including 40 water atoms
for the chromophore in water. For the chromophore in PYP the largest QM
region they studied contained 723 atoms. This QM region shows a significant
red-shift towards the experimental value compared to the other investigated
QM regions and this result was confirmed by comparing the absorption en-
ergies from three snapshots of the MD with absorption energies calculated
for the same snapshots with describing the whole protein and its counterions
with QM. From these observations they concluded that only very large QM
regions are able to account for electrostatic interactions and the polarisation
effects that are needed to adequately describe the photon absorption of the
chromophore.
The high sensitivity of the calculated absorption spectra of Isborn et al. re-
garding the QM region size, poses the question whether a QM region of sim-
ilar size is needed for the here investigated hydrogen bond potential energy
curves. It is presumable that absorption spectra are more sensitive towards
the QM region size than potential energy curves. Thus, the here presented
qualitative results are not influenced. It would be interesting to confirm this
assessment by further calculations with a larger QM region.
Our results regarding the QM region composition are in analogy to the
findings of Isborn et al. whose study showed that the inclusion of the hy-
drogen bond between the Cys69 N and chromophore O1 into the QM region
induces a red-shift in the absorption spectra which was not observed for cal-
culations without this hydrogen bond. Also in the calculations performed
3. ENERGY POTENTIAL ALONG THE CHROMOPHORE - GLU46 HYDROGEN
BOND 59
here, a qualitative different hydrogen bond potential energy curve is found.
These two findings can be explained by the following mechanism: Positively
charged MM atoms near the QM region, like the proton bound to the Cys69
N, lead to a overpolarisation of the QM electron density99–101. This overpo-
larisation results in a changed potential energy curve for the hydrogen bond
as well as a red-shifted photoabsorption spectrum.
In summary the findings of Yamaguchi and Saito et al. are in agreement
with the here presented calculations. In particular, the presumption of the
Arg52 protonation state and the SSHB interpretation by Yamaguchi is sup-
ported.
The reason for the Arg52 deprotonation is not known. The following mech-
anisms can not explain the deprotonation alone.
A possible explanation for the deprotonation of Arg52 is the stabilisation by
the delocalisation of the proton in the hydrogen bond between O4a and
Glu46. The energy gain computed in this work for going from the lo-
calised proton (protonated Arg52) to the delocalised proton (neutral Arg52)
is 3.6 kJ/mol. The pKa of Arg52 would have to be lowered by 3, which would
correspond to about 18 kJ/mol at pH 9 used in experiment.
Further, the crystallisation can be the reason for the Arg52 deprotonation.
The environment of Arg52 in the crystal contains seven water molecules at
the border between two PYP molecules. This environment is hydrophobic
in contrast to the hydrophilic environment in case of the soluted protein.
Theoretical calculations of the pka changes from soluted to crystallised PYP
by Boggio-Pasqua (personal communications) yielded that the pKa of Arg52
is lowered by half a unit.
From our calculations neither the delocalisation of the proton nor the crys-
tallisation of the protein or a combination of both can account for the en-
ergy needed to stabilise the deprotonated Arg52. Further simulations with
included delocalisation of the proton might give insights to possible destabil-
isation effects leading to Arg52 deprotonation.
Further effects of the protonation state of Arg52 will be discussed in the
following chapter.
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Chapter 4
Influence of Arg52 Protonation
State on PYP Dynamics and
Chromophore Isomerisation
The role of Arg52 in PYP was subject of several previous experimental and
theoretical studies.
X-ray structures of the wild type and the R52Q mutant, where Arg52 is mu-
tated to the neutral amino acid glutamine, were compared by Shimizu et al.21
with focus on the chromophore binding site. For the latter they observed a
cavity near the chromophore, which was occupied by two water molecules.
These water molecules were part of a hydrogen bond network which con-
nected Arg52 to Tyr98 replacing the hydrogen bond existing between these
residues in the wild type. The hydrogen bonds between the chromophore
and Tyr42 and Glu46 were found unchanged.
Excited state QMMM MD simulations of the R52Q mutant were carried
out by Groenhof et al.87 They studied the deactivation of the chromophore
from the excited state. The deactivation took place predominantly by sin-
gle bond rotation, which is in contrast to previous simulation with the wild
type protein by the same researchers25 where only double bond isomerisation
as deactivation pathway was observed. The photochemical processes were
slower in the mutant than in the wild type and the quantum yield was lower,
0.2 for R52Q compared to 0.3 for the wildtype.
Their quantum yield and kinetics match with experimental studies. Changenet-
Barret et al.34,35 used transient absorption spectroscopy on the wild type and
R52Q. They observed a similar relaxation pathway for both proteins. The
excited state lifetime of the mutant is increased by the factor 3 whereas
the following decay from the excited state is slowed down. The observed
quantum yield for was 0.19 for the mutant and 0.31 for the wild type. The
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observations were assigned to changed protein conformation and, resulting
from this conformational change, to fewer reactive intermediates.
Sindhikara et al.102 theoretically investigated the cavity near the chromophore
in R52Q. They calculated the probability for a hydronium ion, which might
replace the positive charge of the mutated arginine, in this cavity. Com-
pared to the bulk this probability is high but though the low concentration
of hydronium ions at physiological pH the occupation of the cavity by a hy-
dronium ion is relatively low.
To investigate which Arg52 protonation state agrees best with experimen-
tal data besides the structure published by Yamaguchi et al., MD simulations
with both protonation states were performed for the present investigation.
The calculations were carried out for PYP in a water box with physiologi-
cal salt concentration (0.150 mol/liter)103. The relevant atoms of the chro-
mophore and the surrounding amino acids are depicted in Figure 4.1.
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Figure 4.1: Illustration of the amino acids forming the chromophore binding
pocket that are relevant in this work with identification of the atoms that are
specifically mentioned in the descriptions of this chapter.
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4.1 Dynamics
As starting structure PDB entry 2ZOI was used. This model was obtained by
Yamaguchi et al.49 based on both X-ray and neutron diffraction data. Miss-
ing hydrogen atoms were added to the protein structure using the Gromacs
tool pdb2gmx. The protein molecule and 6280 TIP3P water molecules, 24
Na+ and 19 Cl− ions for PYP with protonated Arg52 and 6279 TIP3P water
molecules, 26 Na+ and 19 Cl− ions for PYP with neutral Arg52 were con-
tained in a periodic box and described with the Amber03 force field. In case of
protonated Arg52 the C-terminus was accidentally capped with a neutral end
group resulting in one additional Na+ ions for the system with neutral Arg52
which has a negative end group. The atom charges for the chromophore and
neutral arginine were calculated using MP2 and the RESP fitting protocol.
Equilibrium bond length and angles were obtained from MP2 optimised chro-
mophore conformation with standard force constants used in the AMBER03
force field. Dihedrals were taken from the AMBER03 force field. All param-
eters used for the chromophore can be found in the appendix in Tables 7.1
to 7.3 with Figure 7.1 depicting the atom names. The system was minimised
using the steepest descent integrator of GROMACS 4.0.5 with a maximum
step size of 0.01 nm and converged to machine precision within 132 steps for
PYP with protonated Arg52 and 3652 steps with neutral Arg52. Fmax was
3879,19 and 79.52 kJ mol−1 nm−1, respectively. Subsequently, six MM MD
simulations of 100 ns with a step size of 0.002 ps were performed for each
protonation state. A different initial velocity distribution was initiated for
each simulation by using different values for gen_seed in Gromacs. During
the MD simulation the PYP molecule was fitted to the reference structure,
the output of the preceding minimisation, at each step. The cut-off for van-
der-Waals interactions was 1.0 nm and for the protein and the solvent the
Berendsen thermostat was used independently to keep the system at 300 K.
Protonated Arg52
The minimised structure showed an RMSD of 0.09 nm to the crystal struc-
ture for the key residues Tyr42, Glu46, Thr50, Arg52, Cys69, Tyr98 and
the chromophore and 0.13 nm for the backbone of the whole protein. The
hydrogen bonds between the chromophore O4a and Tyr42 and Glu46 both
measured 2.6 Å in the minimised structure which is a slight elongation com-
pared to the crystal structure where these hydrogen bonds measure 2.52 and
2.56 Å, respectively. The structure of the chromophore binding pocket is
conserved by the minimisation (Figure 4.2-left).
All six MM MD simulations of PYP with protonated Arg52 in water show
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similar behaviour. This will be described on the basis of one of these simu-
lations.
Throughout the MM MD simulation the conformation of the chromophore
binding pocket stayed intact as well. A comparison of a snapshot from the
MMMD with the minimised starting structure is depicted in Figure 4.2-right.
Figure 4.2: Comparison of the minimised structure with protonated Arg52 (blue)
with the X-ray structure 2ZOI (red) on the left side. The right picture depicts the
minimised structure (blue) and a snapshot from the MM MD simulation (orange)
both with protonated Arg52. The chromophore binding pocket is conserved by the
minimisation and the MM MD simulation.
The protein structure of PYP with protonated Arg52 was stable during
the simulation. The RMSD with respect to the minimised structure was
below 0.2 nm in case of the backbone. When taking into account the whole
protein except for the chromophore, the RMSD was below 0.3 nm for most
of the simulation time as depicted in Figure 4.3.
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Figure 4.3: Depiction of the RMSD for the backbone (black) and the whole
protein except the chromophore (red) throughout the MM MD simulation with
protonated Arg52. The minimised structure was used as the reference structure.
The length of the hydrogen bonds between the chromophore O4a and
Tyr42 and Glu46 changed during the MM MD simulation. These adopted
a length of about 2.8 and 2.7 Å, respectively (Figure 4.4). This is due to
the parametrisation of the Amber03 force field which does not contain short
hydrogen bonds. Therefore, MD simulations with chromophore, Tyr42 and
Glu46 in the QM region were carried out as described in Section 4.1.1.
In contrast to published X-ray structures, Thr50 formed a hydrogen bond
to the chromophore O4a for most of the simulation time. A hydrogen bond
to Tyr42 as observed experimentally in crystals18,22,49 could not be observed
in the theoretical simulations carried out for PYP in solution presented in
this work.
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Figure 4.4: During the MM MD simulation with protonated Arg52 the length of
the hydrogen bonds between the chromophore O4a and Tyr42 (black) and Glu46
(red) evolved around 2.8 and 2.7 Å, respectively.
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Neutral Arg52
The six MM MD simulations of PYP with deprotonated Arg52 in water
shared one remarkable feature. The side chains of Arg52 and Tyr98 moved
away from their respective positions in the starting structure. In five MM
MD simulations a water molecule entered the chromophore binding pocket
and bridged the Thr50 side chain to O4a. One of the simulations showed
a destabilisation of the chromophore binding pocket with movement of the
chromophore. All this features are described in the following using the MM
MD simulation that comprises all three observations.
After minimisation, the initial structure for the MM MD simulation with
neutral Arg52 was consistent with the crystal structure with an RMSD of
0.33 nm for the protein backbone. The hydrogen bonded network surround-
ing the chromophore was intact and the amino acids forming the chromophore
binding pocket were found at positions in agreement with the ones observed in
the crystal structure. The conformation of the chromophore binding pocket
is depicted in Figure 4.5.
Figure 4.5: Positions of the chromophore, Tyr42, Glu46, Thr50, Arg52, Cys69 and
Tyr98 in the initial structure of the MM MD simulation. The positions correspond
to the positions observed in the crystal structure 2ZOH.
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During the simulation with neutral Arg52, its side chain and the side
chain of Tyr98 moved away from their initial positions. The hydrogen bond
between Arg52 NH2 and Tyr48 O was broken and both side chains relocalised
to positions further apart than shown in X-ray structures (Figure 4.6). The
side chains of Arg52 and Tyr98 formed transient hydrogen bonds to other
parts of the protein which were not stable, resulting in considerable move-
ment of these two residues.
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Figure 4.6: Comparison of Arg52 movement for MM MD with protonated (black)
and neutral Arg52 (red) by measuring the distance between Arg52 NH and Tyr98
backbone O. For protonated Arg52 the distance between the Arg52 side chain and
the Tyr98 backbone is constant at 2.75 Å in average. The hydrogen bond between
both residues is intact throughout the simulation. This hydrogen bond does not
exist for the simulation with deprotonated Arg52. Its side chain rotates away from
Tyr98 into the bulk water and the hydrogen bond is broken.
Because of the broken hydrogen bond between Arg52 and Tyr98, a chan-
nel was opened through which bulk water molecules were able to enter the
chromophore binding pocket. These water molecules hydrogen bonded to O1
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for a short time, mostly less than 20 fs, and moved away into the bulk again.
Up to two water molecules were found hydrogen bonded to O1 which is shown
in Figure 4.7 for every 20th step of the simulation. The following picture,
Figure 4.8, shows exemplarily chosen water molecules hydrogen bonded to
O1. The graphs depict the distance between O1 and the respective water
molecule during the MM MD simulation.
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Figure 4.7: The number of hydrogen bonds between the chromophore’s O1 and
water molecules from the bulk for every 20th step of the simulation of PYP in water
with neutral Arg52. Water molecules are able to enter the chromophore binding
pocket because of the Arg52 side chain movement. Up to two water molecules are
found bound to O1 at a time.
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Figure 4.8: Water molecules from the bulk are able to enter the chromophore
binding pocket and form hydrogen bonds to the chromophore O1. These hydrogen
bonds are stable for mostly less than ten steps whereupon the water molecules move
away into the bulk again. Four water molecules (Wat274, wat285, wat3781 and
wat5625) were randomly chosen to illustrate this occurrences. This figure shows
the water molecules wat274 and wat5625 hydrogen bonded to the chromophore O1
and the distances these water molecules have during the MM MD simulation to
the O1. The data for the remaining two water molecules is shown in the appendix
(figure 7.2).
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One water molecule, which entered the protein following the pathway from
the bulk through the channel opened by the movement of the Arg52 side chain
into the chromophore binding pocket, took a position near the chromophore
where it bridged Thr50 and the phenyl oxygen of the chromophore. Thr50
underwent a considerable movement as well upon movement of the Arg52
side chain because the hydrogen bond formed between these two residues
in the initial structure was broken. As a result, it was not able to form
a hydrogen bond to the chromophore without the bridging water molecule.
Additionally, the Tyr98 side chain moved away from the position observed in
the X-ray structure. As the Arg52 side chain and the Tyr98 back bone form
a hydrogen bond in the X-ray structure, it is probable that this movement
is due to the fact that the neutral Arg52 could not form a stable hydrogen
bond to Tyr98 anymore and thus both amino acid side chains moved into a
more favourable position. The positions resulting from these movements are
depicted in Figure 4.9.
Figure 4.9: Structure of the chromophore binding pocket and surrounding amino
acids after the hydrogen bond between Arg52 and Tyr98 has been broken and side
chains of both amino acids moved into their new position. The water molecule
bridging Thr50 and the chromophore was able to enter the binding pocket because
of the before described movement.
In one simulation, the chromophore moved away from its initial position
in the binding pocket in direction of the bulk water for a short time of 600 fs.
During this event, the hydrogen bonds to Glu46 and Tyr42 were broken.
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An additional water molecule entered the chromophore binding pocket and
bridged Glu46 and Tyr42 to O4a of the chromophore, which is shown in Fig-
ure 4.10. The structure of the hydrogen bonded network of the chromophore
was re-established after the chromophore moved back and resumed its initial
position. This conformation remained stable for the successive part of the
simulation. Figure 4.11 depicts the distance between the chromophore O4a
and the respective oxygen atoms of Tyr42 and Glu46 which participate in
hydrogen bonds to O4a in the initial structure.
Figure 4.10: Chromophore binding pocket during the movement of the chro-
mophore. The hydrogen bonds between the chromophore and Tyr42 and Glu46
are preserved by a bridging water molecule which was able to enter the chromophore
binding pocket because of the broken hydrogen bond between Arg52 and Tyr98.
Comparing the RMS fluctuations (RMSF) of the MM MD simulations
for both Arg52 protonation states in Figure 4.12 shows that the RMSF differ
for Arg52 and Tyr98 and neighbouring amino acids. The fluctuations of the
remaining amino acids of PYP are alike for both Arg52 protonation states.
The large RMSF value of residue 114, a Serine positioned at the surface of
PYP, observed for both Arg52 protonation states, is due to the fact that
its side chain rotates freely in the bulk water and does not form permanent
hydrogen bonds to other parts of PYP.
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Figure 4.11: Length of hydrogen bonds between the chromophore and Tyr42
(black) and Glu46 (red) during MM MD simulations with deprotonated Arg52.
The hydrogen bonds are broken between step 430 and 730 because the chro-
mophore moves out of the binding pocket. Afterwards the initial conformation
is re-established for the remaining simulation time.
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Figure 4.12: Comparison of the RMSF values of the individual PYP residues for
protonated (red) and neutral Arg52 (black). Residues 52 and 98 and the neigh-
bouring amino acids show the largest difference between both protonation states
due to the large displacements observed in the MM MD simulations with neutral
Arg52. Fluctuations of Ser114 are observed because this residue, located at the
protein surface, does not form hydrogen bonds to other parts of the protein and
therefore its side chain is able to move freely.
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4.1.1 QMMM Dynamics
The MM MD simulations of PYP in water with neutral and protonated
Arg52, which were presented in the preceding sections, showed hydrogen
bond lengths between the chromophore and Tyr42 and Glu46 that differed
from the X-ray structure used as initial structure. These hydrogen bonds
were 2.52 and 2.56 Å long in the X-ray structure and had average lengths of
2.8 and 2.7 Å in the MM MD simulations.
The reproduction of the hydrogen bond length published in the X-ray struc-
ture 2ZOI would help to discover the effect of short hydrogen bonds on the
dynamics. Therefore, QMMM MD simulations were used to observe whether
the hydrogen bond lengths can be conserved in dynamics.
For the ground state QMMM MD simulations, the same initial setup as
for the ground state MM MD simulations was used with the chromophore,
Cys69, Tyr42 and Glu46 forming the QM region. 5000 steps of 0.001 ps
starting from the minimised structures were performed with B3LYP/6-31G*
as QM method and the Amber03 force field and the TIP3P water model for
the MM part. The protein structure was fitted to the initial structure at
each step.
The hydrogen bond lengths shown in Figure 4.13 have an average of 2.7 Å
for the hydrogen bond to Tyr42 and 2.6 Å for the hydrogen bond to Glu46,
which is longer than in the X-ray structure where these hydrogen bonds have
a length of 2.52 and 2.56 Å respectively. Compared to MM MD simulations
where 2.8 and 2.7 Å were observed, respectively, the hydrogen bonds are
closer to the X-ray structure values.
Figure 4.14 shows the movement of the side chain of the neutral Arg52
by the length of the hydrogen bond from NH2 of Arg52 to the backbone
O of Tyr98. The side chain did not move into the bulk as observed in the
MM MD simulation but shows larger movement compared to the QMMM
MD simulation with protonated Arg52. These movements include breaking
of the hydrogen bond between Arg52 and Tyr98 but also reformation of this
bond.
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Figure 4.13: Hydrogen bond length between (A) the chromophore’s O4a and
Glu46 and (B) the chromophore’s O4a and Tyr42 for QMMM MD simulations
with protonated (black) and neutral Arg52 (red). For both protonated and neutral
Arg52 the hydrogen bond length is in average the same.
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Figure 4.14: Distance between NH of Arg52 and the backbone O of Tyr98 for
QMMM MD simulations with protonated (+) and neutral (x) Arg52. For neutral
Arg52 the distanc between the Arg52 side chain and the Tyr98 backbone is larger
than for protonated Arg52. The hydrogen bond existing in case of protonated
Arg52 is not formed in case of neutral Arg52.
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The effect of using diffuse functions during QMMM dynamics on the hy-
drogen bond length between O4a and Tyr42 and Glu46 has been investigated
by two simulations starting from the same initial structure for each, proto-
nated and neutral Arg52, and were carried out for 500 steps of 0.001 ps.
The MM part of the system was described by the Amber03 force field with
the TIP3P water model and the QM methods were B3LYP/6-31G* and
B3LYP/6-31+G*.
Both for protonated and neutral Arg52, the length of the hydrogen bonds
did not differ significantly during the simulation time. The evolution of the
bond length over time is depicted in Figures 4.15 and 4.16. The usage of
diffuse functions did not show a trend towards either shorter or longer hy-
drogen bonds.
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Figure 4.15: Evolution of the hydrogen bond length between O4a and Tyr42
(left) and Glu46 (right) during QMMM MD simulations with (red) and without
(black) diffuse functions for PYP with protonated Arg52. The usage of diffuse
functions did not provoke shorter or longer hydrogen bonds compared to not using
diffuse functions.
As in the ground state MM MD simulations, formation of the hydrogen
bond between O4a and Thr50 could be observed in ground state QMMM
MD simulations with both protonated and neutral Arg52. The different de-
scription of the QM region in both ground state MD simulation setups did
not introduce different behaviour in this case.
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Figure 4.16: Evolution of the hydrogen bond length between O4a and Tyr42
(left) and Glu46 (right) during QMMM MD simulations with (red) and without
(black) diffuse functions for PYP with neutral Arg52. The usage of diffuse functions
did not provoke shorter or longer hydrogen bonds compared to not using diffuse
functions.
4. INFLUENCE OF ARG52 PROTONATION STATE ON PYP DYNAMICS AND
CHROMOPHORE ISOMERISATION 81
4.2 Discussion Ground State MD Simulations
The performed MD simulations of PYP in water showed that the protonation
state of Arg52 influences the protein dynamics. The deprotonation of Arg52
leads to large configurational changes in direct vicinity of the chromophore.
The most prominent observation upon deprotonation of Arg52 is the move-
ment of the Arg52 and the Tyr98 side chain. They are no longer in the
position that is assigned to it by the crystal structures but moved away from
each other. Both form hydrogen bonds to multiple amino acids and show
large mobility compared to simulations with protonated Arg52.
This motion is similar to observations described for the pB state of PYP.
Arg52 is ascribed the role of a lid on the chromophore binding pocket, which
has been described in several publications.
In their review Hellingwerf et al.104 depict rearrangements of the chro-
mophore binding pocket upon formation of the signalling state pB. These
rearrangements include breaking of the hydrogen bond between Arg52 and
Tyr98 and exposure of the chromophore to the solvent.
Shimizu et al.21 propose that Arg52 acts as a lid on the chromophore bind-
ing pocket by forming hydrogen bonds to Tyr98 and Thr50. This function
prevents water molecules from entering the binding pocket. In their study
on the structure of the R52Q mutant they found it structurally mimics the
pB structure in the wild type. Therefore, they propose that the Arg52 side
chain moves away in the pB state and thus opens the chromophore binding
pocket. The accessibility of the chromophore to water molecules helps to
change its pKa to a value where it can be protonated by Glu46.
In accordance with the above described observations, Imamoto et al.10 re-
flect in their review on experimental studies, which observed changes in the
binding of organic compounds to PYP upon formation of the signalling state
pB. Organic anions bind to PYP in its signalling state but not in the ground
state, indicating that a positively charged residue is exposed to the solvent
in the signalling state20. The same is found for the reactivity to lipids and
hydrophibic agents which react with hydrophobic parts of PYP exposed in
the signalling state105,106. They concluded that these observations agree with
the movement of the Arg52 side chain and subsequent opening of the chro-
mophore binding pocket.
The behaviour of the Arg52 side chain presented for neutral Arg52 in this
thesis is very similar to the behaviour of this residue in the pB state of PYP
described by the aforementioned reviews and studies with the difference that
Arg52 is assumed to be protonated in the wild type pR state. Neutral Arg52
acts like a lid on the chromophore binding pocket and by rotating into the
solvent allows water molecules to enter the cavity. This movement happens
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because the hydrogen bonds formed in the wild type by the protonated Arg52
with the amino acids Thr50, Val66 and Tyr98 to close the pathway into the
chromophore binding pocket are broken upon deprotonation of Arg52. In
the wild type pR state, the Arg52 movement is caused by the isomerised and
protonated chromophore. The conformational change is functional in wild
type as it refers the signal that absorption of blue light occurred to the next
protein in the signalling cascade.
A major difference between the structures fromMM simulations presented
in this thesis and the crystal structure of Yamaguchi et al., for both proto-
nated and neutral Arg52, is the length of the hydrogen bonds formed by O4a
to Tyr42 and Glu46. In the simulations, these hydrogen bonds are in aver-
age 2.8 and 2.7 Å long, respectively, because the force field used for the MM
part is parametrised to reproduce a hydrogen bond distance of about 2.7 Å.
QMMM MD simulations show shorter hydrogen bonds, 2.7 and 2.6 Å, respec-
tively, than MM MD simulations. The extremely short hydrogen bond length
of the crystal structure can not be reproduced by either method though using
QMMM is better suited than MM.
The QM method used during the QMMM MD simulations was B3LYP/6-
31G*. Previous publications on the accuracy of the description of hydrogen
bonds showed that B3LYP is able to predict the geometry of hydrogen bonds
better than Hartree Fock107,108. Both methods with different basis sets were
compared to second-order Møller-Plesset perturbation theory (MP2), which
is a high accuracy ab initio method that is computationally expensive and its
use therefore mostly restricted to small systems. This comparison of B3LYP
to MP2 revealed that usage of diffuse functions enhances the description of
hydrogen bonds107. The usage of B3LYP with an appropriate basis set is
suggested in these publications when MP2 can not be afforded due to com-
putational limitations. Because of this B3LYP has been used for testing
semi-empiric methods, for example SCC-DFTB109–111, on systems to large
for MP2 calculations due to computational resources.
The QMMM MD simulations of PYP in water in this thesis were carried out
without usage of diffuse functions. For both protonation states the effect of
diffuse functions on the length of the hydrogen bonds between O4a and Tyr42
and Glu46 was examined. The differences were less than 0.1 Å compared to
simulations without diffuse functions and no trend either to longer or shorter
hydrogen bond length could be observed. This observation justifies the use
of the computationally less expensive method without diffuse functions.
In the preceding chapter, we found that the delocalised proton of the hy-
drogen bond between the chromophore and Glu46 stabilises the crystallised
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protein with neutral Arg52 by 3.6 kJ/mol. It is possible that a comparable
stabilisation occurs in PYP in water. But this energy gain would not be
enough to compensate the energy losses from the broken hydrogen bonds
between Arg52 and Thr50 and Tyr98. The delocalisation would not stabilise
the position of the Arg52 side chain because no additional electrostatic at-
traction would arise from it.
Simulations with both protonated and neutral Arg52 show hydrogen bonds
between Thr50 and O4a, either direct or bridged by a water molecule. This
observation is in contrast to X-ray structures where Thr50 forms a hydro-
gen bond to Tyr4218,22,49,89. Gromov et al.36 conjecture in their theoretical
study on the existence of a direct hydrogen bond between Thr50 and O4a.
They calculated the energy gaps between the ground state and several ex-
cited states for different model systems of the chromophore that included a
varying composition of the amino acids surrounding the chromophore. The
energy gap between the ground state and the first excited state was lowered
by 0.05 eV after modifying the Thr50 side chain such that it formed a hydro-
gen bond to O4a. Further QMMM calculations supported this observation.
A hydrogen bond between Thr50 and O4a was experimentally observed in
the Y42F mutant19,93. In this structure, Thr50 provided the second hydrogen
bond that could not be formed otherwise due to the mutation.
The formation of the hydrogen bond between O4a and Thr50 in this thesis is
a possible consequence of the elongation of the short hydrogen bond between
O4a and Glu46. The additional stabilisation by the third hydrogen bond
may be needed to stabilise the negative charge on O4a when the SSHB is
absent, which is the case in our simulations because the hydrogen bond was
described by the Amber03 force field which is parametrised for a hydrogen
bond length of 2.7 Å. Formation of the hydrogen bond was observed for both
MM and QMMM ground state MD simulations with protonated and neutral
Arg52. Thr50 was described by the Amber03 force field in all simulations.
This fact stimulates to consider the used force field as source of formation of
this hydrogen bond. Re-evaluating the simulation protocol by finding a QM
method which reproduces the SSHB between O4a and Glu46, using different
force fields or including Tyr42, Glu46 and Thr50 into the QM region would
help to shed light on this matter.
In QMMM MD simulations in this thesis, the movement of the neutral
Arg52 side chain is not as pronounced as in the MM MD simulations. The
hydrogen bond to Tyr98 is broken but the side chain does not move away as
far from its initial position as in the MM MD simulations. The large move-
ment of the Arg52 side chain could be an artefact of the MM description
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of the protein. Or the description in case of the QMMM simulations could
be unbalanced which may lead to a too strong stabilisation of the Arg52
side chain in its initial position. Another possible source for the observed
difference is the shorter timescale of the QMMM MD simulations. Further
simulations are needed to look into this topic.
Nakamura et al.112 studied the PYP wild type and the E46Q mutant by
Raman spectroscopy. Their interest laid in the development of the hydrogen
bonded network of the chromophore throughout the photocycle. By compar-
ing the spectra of the wild type and the mutant they observed differences in
the ground state for a band at 1555 cm−1 which is sensitive to the hydrogen
bonds of O4a. The relative intensity for the wild type was higher than for
the mutant. Upon excitation the intensity of this band for the wild type de-
creased immediately to the intensity observed for the mutant within 150 fs.
This observation was interpreted as rearrangement of the hydrogen bonded
network from a short hydrogen bond between O4a and Glu46 in the ground
state to a longer hydrogen bond, as it exists in the mutant, in the excited
state.
This conclusion would mean that the charge migration, which is initiated
by the excitation, is followed immediately by the elongation of the hydrogen
bond between O4a and Glu46. In the light of this observation, the elongation
of the hydrogen bonds during MD simulations is still unfortunate because the
used methods can not reproduce them but the results of the excited state
QMMM MD simulations presented in the following section are not biased by
the hydrogen bond lengths.
Deprotonation of Arg52 destabilises the protein structure in direct vicin-
ity of the chromophore binding pocket in the simulations presented in this
thesis. The broken hydrogen bond between Arg52 and Tyr98 induces move-
ments of these two amino acids, opening a channel for bulk water molecules
towards the chromophore. On the level of theory used, these observations
lead to the conclusion that the structure of Yamaguchi et al. with neutral
Arg52 is not stable for the soluted protein. The stability of the structure in
a crystal can not be evaluated by this work.
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4.3 Deactivation Events
The structural progression of PYP in the ground state observed in this the-
sis differs for both considered Arg52 protonation states. The influence of
these differences on the deactivation events from the first excited state to the
ground state will be described in the following section.
For the excited state QMMM MD simulations 85 (protonated Arg52)/87
(neutral Arg52) snapshots were taken from the respective ground state MM
MD simulations described above. Starting from these snapshots, ground
state QMMM MD simulations with CASSCF 8,7/6-31G* as QM method
were set up for 1000 steps of 0.001 ps. Following these ground state simu-
lations, excited state simulations were started using the same QM method
and time step. All QMMM calculations were carried out using the GRO-
MACS/GAUSSIAN03 interface. The MM part was described with the Am-
ber03 force field using the TIP3P water model. To allow for hops from the
excited state to the ground state at the conical intersection, the surface hop-
ping algorithm developed by Groenhof et al. described in section 2.6.1 was
applied.
The majority of QMMM MD simulations showed no deactivation from
the excited state during the simulation time. From these simulations the
ones with protonated Arg52 have mainly db twisted conformation of the
chromophore, 50 simulations, while simulations with neutral Arg52 have sb
twisted conformation, 30 simulations. The respective other twisted confor-
mation as well as a planar conformation is observed only in few simulations
as can be seen in Table 4.1.
For all simulations which show surface hops during the simulation time of
3 ps, double bond (db) isomerisation of the chromophore happened more of-
ten for the system with protonated Arg52 (11.4%) than for the system with
neutral Arg52 (9.3%). PYP with neutral Arg52 deactivated mainly via single
bond (sb) rotation (43 %).
The average times for deactivations from the excited state to take place
are shown in table 4.2. They are shorter for db isomerisation to happen than
for sb rotation. The time until deactivation from excited state took place
was shorter overall for the system with neutral Arg52.
Four trajectories for protonated Arg52 and one trajectory for neutral
Arg52 showed deactivation from the excited state via isomerisation around
the double bond and subsequent rotation on the ground state to the cis-
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Table 4.1: Observed torsions for excited states QMMM MD simulations. The
values for simulations which showed deactivation during the simulation time are
written in brackets. Simulations with neutral Arg52 show more deactivations than
simulations with protonated Arg52. In the latter case proportionally more deacti-
vations took place via db isomerisation. Neutral Arg52 favoured deactivation via
sb rotation.
Arg52 observed torsion ratio (of all runs) in %
protonation state db twist sb twist planar db sb planar
protonated 60 20 7 69.0 23.0 8.0
(10) (16) (11.4) (18.2)
neutral 15 67 3 17.6 78.8 3.6
(8) (37) (9.3) (43.0)
Table 4.2: Average time until deactivation via both pathways from the excited
state for different Arg52 protonation states. The deactivation via db isomerisation
is faster than via sb rotation. Deactivations happen earlier for the case of neutral
Arg52.
Protonation state steps til db isomerisation steps til sb rotation
protonated 1346 1892
neutral 1222 1470
conformation. The hydrogen bond between O1 of the chromophore and the
Cys69 backbone remains intact throughout the entire process. The intact
hydrogen bond induces a strained geometry of the chromophore as the ethy-
lene chain can not adopt a favourable flat conformation but is twisted to
maintain the hydrogen bond. This twist of nearly 90 degree between the
C1-O1 bond and the phenyl ring is distributed over the three dihedral angles
in-between. The double bond is nearly in cis-conformation as it is bent by
30 degrees out of the plane to make the twist possible while the other di-
hedrals are twisted by about the same value. This conformation is adopted
by the chromophore in 3 trajectories and is shown in Figure 4.17-1. In the
remaining 2 trajectories the double bond shows no bent and the 90 degree
twist is compensated solely by the dihedrals over the two adjacent bonds as
shown in Figure 4.17-2.
All five QMMM MD simulations continued on the ground state after de-
activation from the first excited state. In 70 to 525 steps all simulations
maintained the twisted cis-conformation.
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Figure 4.17: Depiction of strained geometry of the chromophore’s ethylene chain
after deactivation from excitated state to ground state in cis-conformation. (1)
shows the even distribution over the three affected bonds whereas the twist is not
dispersed over the double bond in (2).
These five simulations, which deactivated via db isomerisation to the
ground state cis-conformation, were simulated further on ground state. B3LYP/6-
31G* was used as QM method while the remaining part of the system was
simulated using the AMBER03 force field and TIP3P water model. These
ground state simulations were carried out for 10000 steps of 0.001 ps each.
During the simulations one immediate re-isomerisation to the trans-conformation
was observed while the remaining four simulations retained the cis-conformation.
Of these four simulations, a breakage of the hydrogen bond between O1 and
the Cys69 backbone was observed for two simulations within 0.75 and 1.0 ps.
The hydrogen bond stayed intact for the simulation time in the two remain-
ing simulations (Table 4.3). The structures of the chromophore for intact and
broken hydrogen bond between O1 and Cys69 N are depicted in Figure 4.18
Table 4.3: Events on ground state after deactivations from the excited state via
db isomerisation. Of five simulations which deactivated to the cis-conformation on
the ground state four maintain this conformation. For two of these the hydrogen
bond to Cys69 is broken during the ground state QMMM MD simulations.
protonation state run number conformation hydrogen bond to Cys69
neutral 13 cis broken
protonated 1 cis intact
28 cis broken
48 trans intact
67 cis intact
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Figure 4.18: Depiction of the hydrogen bond between the chromophore O1 and
the Cys69 N after deactivation from the excited state to cis-conformation on the
ground state and subsequent QMMM MD simulation. The left picture shows the
intact hydrogen bond and a strained geometry of the chromophore while the picture
on the right displays the broken hydrogen bond with the unstrained chromophore.
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The observed deactivation events and the actual situation of the hydrogen
bonded network at the time of excitation, i.e. the beginning of the excited
state QMMM MD simulations, are correlated. For the latter the number of
existing hydrogen bonds and their length were analysed by using the Gro-
macs tool g_hbond.
For both protonated and neutral Arg52, structures from which trajecto-
ries with db isomerisation started show on average more hydrogen bonds to
O4a and less hydrogen bonds to O1 than structures from which trajecto-
ries with sb rotation resulted. These differences are larger for the hydrogen
bonds to O4a in the case of protonated Arg52 and for hydrogen bonds to O1
in case of neutral Arg52. The average hydrogen bond counts are outlined
in table 4.4. Tables 4.5 and 4.6 comprise the hydrogen bond count to the
oxygen atoms for both Arg52 protonation states.
Including the simulations with twisted chromophore that have not decayed
within the simulation time into the analysis of the correlation between av-
erage hydrogen bond number at the moment of excitation and deactivation
event, the trend described above is conserved.
Table 4.4: Average number of hydrogen bonds at the moment of excitation for
the two possible deactivation pathways for neutral and protonated Arg52
Arg52 deactivation average number of HBs to
protonation state event O1 O4a
protonated db 1.00 2.90
sb 1.125 2.3125
neutral db 1.125 2.625
sb 1.657 2.571
As in the ground state simulations with protonated Arg52, Thr50 is in
hydrogen bond distance to the chromophore’s O4a occasionally. Hydrogen
bonds between Thr50 and Tyr42 could not be observed during the simula-
tions. Thus, in this theoretical study Thr50 does stabilise the negative charge
on the chromophore directly and not indirectly via Tyr42 in the excited state
as well as in the ground state. This observation is in disagreement with struc-
tural studies and may be a source for artefacts in the theoretical calculations
presented.
The average hydrogen bond distance between the chromophore O1 and
the Cys69 N is shorter at the moment of excitation for the trajectories re-
sulting in db isomerisation than for the structures which yielded sb rotation
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in the case of protonated Arg52 (sb 2.93, db 2.87). For neutral Arg52 the
difference in the average distances is smaller (sb 2.94, db 2.91). This obser-
vation is due to the additional water molecules from the bulk which form a
hydrogen bond to O1, which needs additional space and results in increased
hydrogen bond lengths.
Water molecules were found hydrogen bonded to both O4a and O1 of
the chromophore for the simulations with neutral Arg52 as they were able
to enter the chromophore binding pocket in the preceding ground state MM
MD simulations. One water molecule is stable near O4a and forms a bridge
from Thr50 to the chromophore. This bridge provides the third possible hy-
drogen bond to O4a that can be observed in the setup used in this thesis. It
would else be missing in the case of neutral Arg52 because of the structural
changes caused by the altered protonation state. Two other water molecules
form bridges from Tyr42 and Glu46 to the chromophore in two structures as
the chromophore moved out of the binding pocket as described in section 4.1.
The water molecules, which form hydrogen bonds to O1 additionally to the
Cys69 N in several trajecories for the simulations with neutral Arg52, are the
reason for the overall higher average number of hydrogen bonds to this atom.
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Table 4.5: Number of hydrogen bonds at the moment of excitation for all indi-
vidual simulations with neutral Arg52 that showed deactivation from the excited
state to the ground state.
sb rotation db isomerisation
run number count of hbs to run number count of hbs to
O1 O4a O1 O4a
6 1 2 0 1 3
8 2 3 7 1 3
14 0 3 13 1 3
15 1 3 17 1 3
18 2 2 27 1 2
20 2 2 30 2 3
21 1 2 52 1 2
22 2 1 75 1 2
28 2 3
29 2 3
32 2 3
33 2 2
35 1 3
36 2 2
38 2 3
39 0 3
40 1 2
42 2 3
45 2 3
47 2 3
48 2 3
53 2 3
54 2 2
56 1 3
61 2 2
63 2 3
66 1 3
69 2 2
70 2 2
71 2 3
72 0 2
73 2 2
78 2 3
79 2 3
83 2 2
85 2 3
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Table 4.6: Number of hydrogen bonds at the moment of excitation for all individ-
ual simulations with protonated Arg52 that showed deactivation from the excited
state to the ground state.
sb rotation db isomerisation
run number count of hbs to run number count of hbs to
O1 O4a O1 O4a
0 1 2 1 1 3
2 1 2 6 1 3
4 2 2 12 1 3
5 1 2 25 1 3
8 1 3 28 1 3
19 1 3 48 1 3
20 1 2 52 1 2
35 1 2 66 1 3
36 1 3 67 1 3
44 1 3 75 1 3
45 1 3
51 2 1
61 1 2
69 1 2
76 1 3
86 1 2
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Influence on Barrier Heights
In X-ray structures, three hydrogen bonds to surrounding amino acids are
formed by the chromophore in the binding pocket, two between O4a and
Tyr42 and Glu46, respectively, and one between O1 and the backbone of
Cys69. These hydrogen bonds influence the possible isomerisation path-
ways of the chromophore as has been shown by previous theoretical stud-
ies26,27,29,33,36,113. In these studies the following observation was presented:
The hydrogen bonds to O4a support db isomerisation while the hydrogen
bond to the backbone supports sb rotation.
This effect is due to the diverging distribution of the negative charge on
the chromophore at different points of the photoisomerisation process. In
ground state the negative charge is localised on the phenyl ring and accord-
ingly stabilised by the two hydrogen bonds to this oxygen. Upon excitation
the negative charge is shifted towards the thiol group of the chromophore and
the hydrogen bond to O1 stabilises this process (Figure 4.19-1, -2). There-
from, double and single bond characteristics become less pronounced, which
enables the isomerisation around the double bond.
The formation of the double bond twisted conformation is supported by hy-
drogen bonds to O4a. These hydrogen bonds stabilise the negative charge,
which is shifted back towards the phenyl ring in the db twisted conformation.
The twist around the single bond is supported by the charge delocalisation
as well. During the rotation of the phenyl group around the adjacent single
bond the negative charge is translocated further towards the thiol group,
which results in a charge-transfer-state. Therefore, a strong hydrogen bond
from 01 to the Cys69 back bone will support this deactivation pathway.
These shifts of the charge distribution explain why different hydrogen bond
constellations support different processes in the protein in theoretical stud-
ies26,27,33.
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Figure 4.19: Charge localisation on the chromophore for ground state (1) and
excited state (2). In ground state the negative charge is localised on O4a. Through
light excitation a charge transfer towards the ethylene chain and O1 occurs.
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The barrier heights for going from the planar intermediate to the db and
sb twisted intermediates were calculated at different lengths for the hydro-
gen bonds between O4a and Tyr42 and Glu46. These hydrogen bonds are of
particular interest due to their short length in the X-ray structure published
by Yamaguchi et al.. The model system depicted in Figure 4.20 consisted of
the chromophore, Tyr42, Glu46 and Cys69. By using the rigid scan function
implemented in Gaussian09, the energy landscapes for 90 degree rotations
around the single and double bond were recorded. The results of the rigid
scans are the upper bounds for the energy barriers from the planar to the
twisted structures. Using minimisation at each step as in a relaxed scan
would lower the barriers and give better picture. Unfortunately problems
with the convergence of these scans could not be resolved. The rigid scans
were carried out for three different sets of hydrogen bond length to Tyr42
and Glu46:
• lengths taken from the X-ray structure (PDB entry 2ZOH), 2.52 and
2.56 Å respectively
• both hydrogen bonds at 2.70 Å
• both hydrogen bonds at 2.90 Å
The calculations were carried out using CAS 12,11/6-31G* as method and
state averaging with equal distribution of the ground and first excited state.
Convergence on wavefunction was achieved when deviations of the energy
from the previous step were less than 10−6 Hartree within 512 steps.
The more the hydrogen bond lengths decrease the lower the db isomeri-
sation and the higher the sb rotation barrier becomes (table 4.7).
Table 4.7: Comparison of the estimated barrier heights for single and double bond
isomerisation for different hydrogen bond length. The shorter the hydrogen bonds
to Tyr42 and Glu46 are, the higher the sb barrier and the lower the db barrier.
distance db-barrier (kJ/mol) sb-barrier (kJ/mol)
X-ray (2.52 and 2.56 Å) 21.40 22.45
2.70Å 24.26 17.12
2.90Å 27.41 13.00
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Figure 4.20: Chromophore with the amino acids Tyr42, Glu46 and Cys69
The barriers for both hydrogen bonds at 2.90 Å are shown in Figure 4.21.
To reach the db twisted minimum from the planar conformation a barrier of
27.41 kJ/mol has to be crossed while the barrier to the sb twisted minimum
is considerably lower at 13.00 kJ/mol.
When both hydrogen bonds are shortened to their respective length from the
X-ray structure the barrier for sb rotation rises to 22.45 kJ/mol. In return,
the barrier for db isomerisation is lowered to 21.40 kJ/mol as can be seen in
Figure 4.22.
Steric interactions between the thiol group and the phenyl group of the chro-
mophore arising from the use of the rigid scan method are equal for all
calculations of the db twist as well as for all calculations of the sb twist.
The trend for shortening of the hydrogen bonds for each kind of twist is not
influenced by these interactions. The steric interactions differ between db
and sb twist. Therefore, a direct comparison between the barriers of both
kinds of twist must not be meaningful.
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Figure 4.21: Single (red) and double bond (black) isomerisation barrier heights
for hydrogen bond length of 2.90Å each. The db barrier is significantly higher than
the sb barrier.
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Figure 4.22: Single (re) and double bond (black) isomerisation barrier heights
for hydrogen bond length taken from X-ray structure 2ZOH. Both barriers are of
about the same heights.
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4.4 Discussion of Excited State Deactivations
For the present investigation, deactivations from the excited state for both
Arg52 protonation states take place via db isomerisation and sb rotation. A
previous study of Groenhof et al.25 on PYP in water with 14 trajectories
and CAS 6,6/3-21G as QM method and the Gromos96 force field observed
only deactivation via db isomerisation, which continued to both cis- and
trans-conformation on the ground state. The difference between the men-
tioned study and the simulations presented in this thesis may be due to the
different QM and MM methods. The influence of the QM method used on
the excited state potential energy surface has been investigated with a model
system introduced in chapter 2.5.
In the following, the discussion will be separated into two parts. The first
will focus on the differences between sb rotation and db isomerisation while
the second part will concentrate on the simulations that showed deactivation
via db isomerisation.
At the moment of excitation, the average number of hydrogen bonds to
O4a and O1 differs corresponding to the observed deactivation mechanism.
Simulations that show deactivation via db isomerisation show more hydrogen
bonds to O4a at the time of excitation than simulations that deactivate via
sb rotation. For hydrogen bonds to O1 the opposite correlation is observed.
This correlation is in agreement with a theoretical study26, which determined
that the negative charge is translocated upon excitation. In the ground state
the charge is located on the phenyl ring while the negative charge in the
excited state is predominantly found on the ethylene chain. Based on this
study further theoretical studies27,29,33,36,113 proposed that hydrogen bonds
to O4a support deactivation via db isomerisation whereas hydrogen bonds
to O1 support deactivation via sb rotation. These correlations are caused
by different electronic structure of db and sb twisted minima and have been
explained in section 4.3 of this chapter.
While the comparison of the average number of hydrogen bonds at the mo-
ment of excitation is promising, the number of hydrogen bonds for each
individual simulation shows no clear trend as can be seen from tables 4.5
and 4.6.
For neutral Arg52, deactivations via db isomerisation are repressed com-
pared to protonated Arg52. This corresponds to the observation that more
hydrogen bonds to O1 are found in simulations with neutral Arg52 because
water molecules are able to enter the chromophore binding pocket after the
movement of the Arg52 side chain. These water molecules form hydrogen
bonds with the easily accessible O1. O4a can not be approached by water
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molecules when it is located in its X-ray structure position because of the
steric hindrance of the amino acids surrounding it. The only exception is
the water molecule bridging Thr50 to O4a. The resulting preference of sb
rotation as deactivation event would result in lower productivity of the pro-
tein because no cis-conformer can be formed via this pathway. The missing
positive charge might also be a reason for the preference of deactivation via
sb rotation. In wild type PYP, the Arg52 side chain is positioned next to
the chromophore phenyl ring. The positive charge of the side chain might
stabilise the negative charge on the ring, which would favour the db twisted
intermediate over the sb twisted intermediate.
The finding that the average hydrogen bond distance between O1 and Cys69
N is shorter for simulations where db isomerisation is observed than for sim-
ulations yielding deactivation via sb rotation is associated with the above
described ability of water molecules from the bulk to form hydrogen bonds
to O1. It results from the fact that more space is needed when more than
one hydrogen bond is formed to O1 because a water molecule from the bulk
entered the chromophore binding pocket and hydrogen bonds to O1.
As the differences between structural characteristics at the time of excita-
tion are subtle more data is needed to varify the before specified tendencies
whether simulations result in db isomerisation or sb rotation.
Deactivations via db isomerisation continue on the ground state either to
trans- or to cis-conformation. Four out of ten simulations with db isomeri-
sation adopt the cis-conformation for protonated Arg52 while it was one out
of eight simulations for neutral Arg52. The remaining simulations relax to
trans-conformation.
The ethylene chain is strained for the deactivation product in cis-conformation
since the hydrogen bond between O1 and Cys69 N is not broken. The ob-
servation of the 90 degree twist between the C1 - O1 bond and the phenyl
ring agrees with studies of Schotte et al.114. They managed to follow the
structural changes in PYP using time-resolved Laue-crystallography while
the protein completed the photocycle. With this method, they were able to
detect intermediates during the early stages of the PYP photocycle. For the
first intermediate detected 100 ps after excitation a twisted ethylene chain
could be observed. The experimental results display that the twist is dis-
tributed evenly over all three participating bonds as has been observed in
this work for three of five simulations which show the cis-product. In the
remaining two structures, the double bond is planar and the twist is dis-
tributed over the two adjacent bonds.
Jung et al.115 independently studied the early parts of the PYP photocycle
with the same method and observed a twisted intermediate after less than
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100 ps as well. For comparison of the structures observed in the simula-
tions described in this thesis and the twisted early intermediates of the PYP
photocycle observed by Schotte et al. and Jung et al. two snapshots from
simulations and the published crystal structures are depicted in Figure 4.23.
For the two simulations, which show the strained cis-conformation with in-
tact hydrogen bond to Cys69 N, this conformation is stable throughout the
10 ps ground state QMMM MD simulation. This simulation time is a factor
of ten shorter than the 100 ps after which the experimental data has been
collected. Continuation of these simulations could confirm the agreement of
the theoretical observations in this thesis with the experimental results of
Schotte and Jung et al..
Both experimental studies agree with our structural findings in three out
of five simulations. The remaining two simulations differ from experimental
data but not significantly. They show a strained cis-conformation with an
intact hydrogen bond between O1 and Cys69. The fact that the twist is not
distributed over the double bond could be due to the short simulation time
during which this conformation was observed. More observed deactivations
to the cis-conformation would yield better statistics on the probability dis-
tribution of the two twisted structures.
The subsequent simulations show three possible developments: first, re-
isomerisation to trans-conformation, second, stable cis-conformation with
broken hydrogen bond to Cys69 and third, stable cis-conformation with in-
tact hydrogen bond to Cys69. It was proposed by van Wilderen et al.116
that breakage of the hydrogen bond between O1 of the chromophore and
the Cys69 backbone is needed for the continuation of the photocycle. They
performed femto-second visible pump/mid-IR probe spectroscopy on PYP in
water. Thereby, they detected the appearance of a band after formation of
the cis-isomer on ground state. This band is assigned to O1 without hydro-
gen bonds hence the hydrogen bond between O1 and the Cys69 backbone
N117,118 has been broken. Intermediates for which this hydrogen bond did not
break re-isomerised to the ground state. This intermediate state was termed
GSI and can be assigned to deactivations via db isomerisation for which the
hydrogen bond between the chromophore and Cys69 does not break. The
majority of all simulations (69 %) with protonated Arg52 show a db twisted
intermediate and would deactivate via db isomerisation on a longer timescale.
The amount of deactivations via sb rotation is to small to account for the
experimentally observed yield for the GSI intermediate of 0.58. From our
calculations, it can be seen that re-isomerisation to the trans-configuration
from a cis-configured intermediate is possible and does include an intact hy-
drogen bond to Cys69.
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Figure 4.23: In excited QMMM simulations twisted intermediates were ob-
served after deactivation via db isomerisation and subsequent rotation to the cis-
conformation. Similar conformations were reported recently by Schotte et al. and
Jung et al. through time-resolved Laue-crystallography. The theoretical results
presented in this thesis match the conformation shown by the experimental stud-
ies.
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The observations from the simulations described in this thesis are con-
sistent because they show that it is possible to observe deactivation via db
isomerisation to the cis-conformation and subsequent breakage of the hydro-
gen bond between O1 and the Cys69 N. Thus, the mechanisms of the first
steps into a successful photocycle are accessible by theoretical methods.
When comparing the simulations, which showed deactivation via db iso-
merisation for protonated Arg52, to the study of Groenhof et al.25 both
setups show the same trends. The quantum yield of successful entry into the
PYP photocycle, deactivation via db isomerisation ending in cis-conformation
on the ground state, is 0.4 for the results presented in this thesis and 0.3 for
the preceding work of Groenhof et al. These ratios are consistent with exper-
imental studies where quantum yields of 0.35 to 0.5 were observed40,119. The
different level of theory used by Groenhof et al. and in this thesis makes a
comparison arguable. However, as described in chapter 2.5 CAS 6,6 as used
by Groenhof et al. is very sensitive to the choice of orbitals and the used basis
set, 3-21G, is smaller than the one used in this thesis. Therefore, it is possible
that the chosen set of active orbitals has biased the system in direction of de-
activation via db isomerisation. Additionally, the Arg52 side chain position
is different for the simulations presented in this thesis and the one observed
by Groenhof et al. In their study they found the positively charged Arg52
side chain in a stacked conformation with the chromophore phenyl ring. This
may be an artefact of the used GROMOS43a2 force field. Personal commu-
nication revealed that the stacked conformation was not observed for recent
simulations of Groenhof with the AMBER03 force field. The simulations in
this thesis with the Amber03 force field show the Arg52 side chain next to
the chromophore with the planes spanned by the phenyl ring and Arg52 side
chain perpendicular to each other. The stacked conformation results in a
lower distance between the chromophore and Arg52 which is likely to influ-
ence the coulomb interactions between these two charged residues. These
interactions might stabilise the negative charge on the phenyl ring in the
excited state which would favour deactivation via db isomerisation.
In this thesis, the fluorescence decay time was calculated by fitting the func-
tion f(t) = exp(−t/τ) to the time it took the protein to decay via db isomeri-
sation. The time used for this calculation was the moment of the surface hop
from excited to ground state. The fluorescence decay time calculated was
1377 fs. Experimentally, it was measured by femtosecond fluorescence up-
conversion measurements120. The fastest component was 430 fs while the sec-
ond component was 1 to 3 ps, rising with lower temperature. The calculated
fluorescence decay time is in the regime of the experimental measurements.
The used surface hopping algorithm might lead to a larger value because it
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underestimates the crossing probability.
However, deactivations via sb rotation observed in this study have been ne-
glected in this comparison. Taking them into account, the quantum yield for
protonated Arg52 is diminished to 0.15. This result may be an indication
that the setup used in this work is not sufficient for simulating the deacti-
vation events in PYP. On the other hand, the time scale used might be to
short because in 48 of the 61 simulations, which did not show deactivation
during the simulation time, the chromophore is in the db twisted confor-
mation. Deactivation of all simulations could give a higher quantum yield
again depending on the ration between cis- and trans-conformation. Longer
simulation times would be the first step to look into this issue, the next step
being variations of the QM method.
Rigid scan calculations on the chromophore model in vacuum present an
effect of the hydrogen bond length on the heights of the barriers in the excited
state between the planar Franck-Condon-region and the two twisted minima.
The remarkable short length observed by X-ray crystallography favours deac-
tivation via db isomerisation compared to longer hydrogen bonds by reducing
the barrier along this deactivation pathway. The contrary is observed for sb
rotation, where the barrier is lower in energy when the hydrogen bond length
is in range of typical hydrogen bonds as described in chapter 1.2. Thus, for
longer hydrogen bonds, deactivation via sb rotation might be enhanced be-
cause the long hydrogen bonds do not support deactivation via db isomeri-
sation efficiently.
Gromov et al.113 calculated the barriers between the Franck-Condon-region
and the twisted intermediates by computing the minimum energy pathway
along the db and sb torsion. The hydrogen bonds from the chromophore to
Tyr42 and Glu46 were 2.604 and 2.600 Å long, respectively. This length is in
the range observed experimentally by Yamaguchi et al.. They compared the
barriers computed from this setup to barriers were the two mentioned hydro-
gen bonds were formed between the chromophore and two water molecules.
In this case, the hydrogen bonds were longer, 2.725 and 2.724 Å, respec-
tively. By going from the two water molecules as hydrogen bonding partners
to Tyr42 and Glu46, the barrier for db torsion decreased while the barrier for
sb torsion was unchanged. The barrier for db torsion was still higher than
for sb torsion. These results lead to the conclusion that shorter hydrogen
bond stabilise the pathway of db torsion more than the sb torsion pathway
which is consistent with the results from the rigid scans.
As the calculations were carried out using a model system and the rigid scan
method, the observations described above show the tendency for shortening
of the hydrogen bond length but no quantitative values. The barrier heights
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in the relaxed protein will differ. These calculations draw interest to the
outcome of excited state QMMM MD simulations for a system with bond
lengths in the regime of the hydrogen bonds published by Yamaguchi et al.
The in this chapter mentioned rates for the deactivation events could
change significantly for neutral Arg52 as well when not deactivated simula-
tions, which show twisted conformations, would deactivate on a longer time
scale. It can be speculated due to the observed twisted intermediates that
the effect of the Arg52 deprotonation on the deactivation pathway and thus
completion of the photocycle is larger than already shown. Continuation of
the simulations might give new insights and better statistics on this matter,
too.
The findings of this chapter are in agreement with the common belief that
Arg52 in PYP is protonated. For protonated Arg52 the protein in water is
stable throughout our simulations whereas large conformational changes from
the X-ray structure are observed for neutral Arg52. Additionally, the deacti-
vation events from the excited to the ground state are altered from primarily
db isomerisation to ab rotation after Arg52 deprotonation. Whether PYP
can be stable with neutral Arg52 under the crystallisation conditions of Ya-
maguchi et al. can not be verified by our setup and is subject of further
studies.
The effect of the environment on a model system of the PYP chromophore
will be described in the following chapter.
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Chapter 5
pCK− Deactivation in Water and
Decanol
Several model systems of the PYP chromophore in solution have been stud-
ied by experimental and theoretical methods before. These studies help to
understand the events during the photocycle. The advantage of model sys-
tems is that small changes like a different strength of the hydrogen bonds to
the chromophore can be obtained without worrying about the influence on
other parts of the protein. However, these studies only show trends which
might hold in the protein because of the missing protein environment and
its effects on the chromophore. In the following, the results of these previous
studies are briefly summarised.
Espagne at al.32,121 studied several chromophore models in different solvents
with Steady-State spectroscopy and Transient Absorption Spectroscopy. The
chromophore models differed from each other in the electron acceptor strength
of the carbonyl substituent. As solvents, they used water, ethylen glycol,
DMF, and primary alcohols ranging from methanol to 1-decanol. They
studied differential absorbance spectra for the different chromophore models
which they attributed to two possible deactivation pathways. These obser-
vations were independent from the solvent. For chromophore models with
a carbonyl substituent with a low electron acceptor strength deactivation to
the cis-conformer was observed without detection of an intermediate. With
a carbonyl substituent with high electron acceptor strength no cis-conformer
was formed instead the formation of a transient state was observed. Based
on these experiments, Espagne at al. proposed two relaxation pathways: 1)
for weak electron acceptor sustituents a concerted motion of the double bond
and the adjacent bond in direction of the carbonyl group and 2) for strong
electron acceptor substituents only torsion around the double bond.
Deactivation of the chromophore model pCK− in water by QMMM MD sim-
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ulations of Boggio-Pasqua et al.27 revealed predominantly deactivation via
sb rotation in 80 simulations whereas 11 simulations deactivated via db iso-
merisation. Closer inspection of the trajectories revealed that the hydrogen
bond structure around pCK− differs for the two deactivation pathways. For
deactivation via sb rotation, three hydrogen bonds to O1 and one hydrogen
bond to O4a were observed. For deactivation via db isomerisation two hy-
drogen bonds were formed by both O1 and O4a. The hydrogen bonds are
proposed to stabilise the two twisted states on the excited state.
Experimental studies by Changenet-Barret et al.122 proposed different deac-
tivation routes for pCK−, deactivation via sb rotation in water and via db
isomerisation in decanol. The spectra for the photoreaction in both solvents
were similar but different kinetics were observed for the occurring reactions.
For water as solvent, the deactivation was interpreted to occur via a short-
lived phenolate-twisted hot ground state because no long-lived intermediate,
which would be the cis-conformer, is formed. This corresponds to deacti-
vation via sb rotation. In decanol, a long-lived intermediate was detected.
This isomer was interpreted as the cis-isomer formed upon deactivation via
db isomerisation.
For the calculations performed for this thesis, the effect of the environ-
ment on the chromophore deactivation from the excited state was studied
for the chromophore model pCK−, which was also used in chapter 2.5 (Fig-
ure 2.3), in water and decanol. This approach was chosen because these
solvents have the largest differences in their chemical properties of the sol-
vents used in experimental studies on chromophore models. Furthermore,
the detailed study on these systems of Changenet-Barret et al. enables the
comparison to experimental data.
5.1 pCK− in Water
To study the photoreaction pathway for pCK− molecules in water, the molecule
together with a sodium ion was soluted in 4087 water molecules in a rectangu-
lar box with 5 nm edge length. For this system a ground state MM MD sim-
ulation of 50 ns in steps of 0.002 ps was carried out using the GROMOS43a2
force field and the SPC water model. Each 0.5 ns the structure was extracted
and used as input structure for subsequent ground state QMMM MD simu-
lations. These calculations were simulated for 1000 steps of 0.0005 ps with
CAS 6,6/3-21G as the QM method using the GROMACS/GAUSSIAN 03
interface. The MM part was described by the GROMOS43a2 force field with
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SPC water model.
From this all successfully finished runs were taken, 68 in total, and the out-
put geometry was used as input structure for subsequent runs. At first an
equilibration with 5000 steps of 0.001 ps was carried out with RHF and a
3-21G basis set. Followed by 5000 steps of 0.001 ps with RHF/6-31G*. The
production runs starting on the excited state were carried out for steps of
0.0005 ps with CAS 8,8 and a basis set of 6-31G* for the QM region using
the GROMACS/MOLPRO interface. The MM part was described by the
same force field as the previous ground state calculations.
For the non-bonded interactions, van-der-Waals and Coulomb interactions,
cut-offs were used. All interactions between atoms closer than these cut-offs
were calculated at each step. Beyond this cut-off coulomb interactions were
treated with a reaction-field correction with an infinite relative dielectric con-
stant. For all simulations except the excited state QMMM MD production
runs a cut-off of 1.6 nm was used for both interactions while a cut-off of
2.0 nm was apllied in the production runs.
The orbitals for CASSCF were the same for pCK− in water and decanol.
The results from the MD trajectories are summarised in Table 5.1. The
chromophore was found to undergo both deactivation pathways, db isomeri-
sation and sb rotation. Deactivation via sb rotation was observed for 39
simulations while the chromophore deactivated by db isomerisation in 16
simulations. Most of these deactivation events relaxed to the initial planar
trans-conformation after crossing from excited state to gs, about 63 % for db
isomerisation and 76 % for sb rotation. The remaining 6 simulations for db
isomerisation and 8 for sb rotation end in cis-conformation and a 180 degree
twist of the phenyl ring, respectively.
For 13 simulations no twists around either sb or db larger than 50 degrees
could be observed. This simulations did not cross from excited state to
ground state during simulations times between 1.4 and 3.0 ps and retained
a planar conformation on the excited state.
Deactivations from the excited state via db isomerisation took place im-
mediately after the chromophore conformation had reached the db twisted
conformation on the excited state. For deactivation via sb rotation the time
between reaching the sb twisted minimum and the surface hop reached from
no interim time to 1.250 ps.
The average time until deactivation from the excited state took place is longer
for sb rotation than for db isomerisation, 0.773 ps and 0.356 ps respectively.
Before the twist occurred that lead to successful deactivation from the ex-
cited state no twisting movement around another bond than the one that
finally lead to deactivation could be observed in any trajectory.
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Table 5.1: Summary of the simulation results for the chromophore model pCK−
in water. No twists could be observed for 12 simulations, which corresponds to
17.65 %.
deactivation event db sb total
count 16 37 68
% 23.53 54.41 -
to planar gs (count) 10 27 37
to planar gs (%) of all runs 14.71 39.71 54.41
of deactivation event 62.50 72.97 69.81
to cis/180 degrees (count) 6 8 14
to cis/180 degree (%) of all runs 8.82 11.76 20.59
of deactivation event 37.50 21.62 26.42
average time till sh (steps) 715.63 1546.38 -
average time till sh (ps) 0.356 0.773 -
At the moment of excitation up to five hydrogen bonds to O4a and four
hydrogen bonds to O1 were counted using the g_hbond utility implemented
in GROMACS. The criteria of g_hbond are a maximum of 3.5 Å for the
donor - acceptor distance and 30 degree for the angle A-B-H. Note that the
number of hydrogen bonds found according to these criteria is unusually high.
For simulations resulting in deactivation via db isomerisation on average 4.00
hydrogen bonds to O4a and 2.44 hydrogen bonds to O1 were found. Simula-
tions showing deactivation via sb rotation had 3.89 hydrogen bonds to O4a
and 3.00 hydrogen bonds to O1.
The results are in line with the observations of deactivations of the chro-
mophore in the protein presented in section 4.3.
Table 5.2: Average number of hydrogen bonds at the moment of excitation for
the two possible deactivation pathways for pCK− in water.
deactivation event average number of HBs to
O1 O4a
db 2.44 4.00
sb 3.00 3.89
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5.2 pCK− in Decanol
For comparison to the experimental data of Changenet-Barret et al.122, sim-
ulations and analysis for pCK− in decanol, performed by Lela Vukovic1, is
described in the following section.
For simulations in decanol, pCK− was placed in a box with 564 decanol
molecules. As force field for all the performed simulations the same force field
as for the simulations of pCK− in water, i.e. the GROMOS53a6 force field,
was used. The box, with an edge length of 7.5 nm, was equilibrated for 20 ns.
Subsequently a 100 ns MM MD simulation was started. Every nanosecond
coordinates and velocities were extracted and used as input structure for the
following QMMM MD simulations.
The 99 obtained input structures were applied to start ground state QMMM
MD simulations. For each structure a simulation of 3000 steps of 0.0005 ps
was carried out using RHF/6-31G* as QM method for the chromophore
model. Successively excited state QMMM MD simulations were started from
the ground state QMMM MD simulations with a step size of 0.0005 ps. The
chromophore model was described by CAS 8,8/6-31G* as QM method.
For pCK− in decanol the observed behaviour differs from that of pCK−
in water. During an average simulation time of 2.16 ps no deactivation via sb
rotation occurred. 42 simulations (43.75 %) showed twisting around the sb
of more than 75 degrees but did not cross from excited state to ground state.
Deactivation via db isomerisation was observed in 21 simulations (21.875 %)
and the hops from excited state to ground state took place immediately after
pCK− reached the twisted conformation. For 33 simulations (34.375 %) no
twists larger than 50 degrees around db or sb were observed.
The described information is summarised in Table 5.3.
Simulations of pCK− in decanol showed less hydrogen bonds to O1 at the
moment of excitation when deactivation via db isomerisation was observed
compared to simulations which showed a twist around the sb. The contrary
was observed for hydrogen bonds to O4a. (Table 5.4)
1University of Illinois at Urbana-Champaign
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Table 5.3: Summary of the simulation results for the chromophore model pCK−
in decanol. No twists could be observed for 33 simulations, which corresponds to
34.375 %.
deactivation event db sb total
count 21 42 96
% 21.875 43.75
to planar gs (count) 11 - -
to planar gs (%) of all runs 11.46 - -
of deactivation event 52.38 - -
to cis/180 degrees (count) 10 - -
to cis/180 degree (%) of all runs 10.42 - -
of deactivation event 47.62 - -
Table 5.4: Average number of hydrogen bonds at the moment of excitation for
the two possible deactivation pathways for pCK− in decanol.
deactivation event average number of HBs to
O1 O4a
db 1.00 2.67
sb 1.12 2.50
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5.3 Discussion
The performed QMMM MD simulations of the excited chromophore model
pCK− in water and decanol revealed different pathways for the deactivation
from the excited state. While pCK− in water deactivated via both db iso-
merisation and sb rotation, in decanol only deactivation via db isomerisation
was observed. The db or sb twisted intermediates on the excited state were
observed for both solvents. These observations lead to the conclusion that
twists around both db and sb are possible in water and decanol but the de-
activation from the sb twisted minimum is inaccessible in decanol during the
simulation time. The reason is the different charge localisation on the chro-
mophore in the planar, db twisted, and sb twisted intermediates. In both
the planar and the db twisted intermediates the negative charge is localised
on the phenyl ring while it is located on the ethylene chain in the sb twisted
intermediate. This charge translocation has been described in section 4.3 of
this thesis. The solvent molecules have to arrange according to the charge
localisation on the chromophore. As the charge localisation of the planar and
the db twisted intermediate is similar, the required movement to adjust to
changes is less than for the sb twisted intermediate which leads to an imme-
diate deactivation from the excited state after formation of the db twisted
intermediate. Water molecules are smaller than decanol molecules and the
viscosity of the solvent is lower which leads to a faster rearrangement upon
the charge translocation from the sb twist. The duration of the simulations
presented in this thesis might be to short for the decanol molecules to rear-
range to enable deactivation from the sb twisted intermediate.
For both solvents the sb twisted intermediate is observed twice as often as
the db twisted intermediate. Most deactivations, 70 % in water and 52 % in
decanol, end in trans-conformation on the ground state. The value for de-
canol is lower because only deactivations via db isomerisation were observed
and included. 8.82 % af all simulations for water and 10.42 % for decanol
showed deactivation via db isomerisation with subsequent formation of the
cis-conformation on the ground state.
This values are similar enough for us to conclude that the deactivation mech-
anisms for the chromophore model pCK− in water and decanol are the same.
The different observations result from the differing viscosity of the solvents
which slows down the deactivation via sb rotation in case of decanol.
QMMMMD simulations of pCK− in water with a similar setup by Boggio-
Pasqua et al.27,123 using CAS 6,6/3-21G for the chromophore and the SPCE
force field124 for the water molecules yielded different ratios for deactivation
via db isomerisation and sb rotation. Of 91 simulations 11 deactivated via db
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isomerisation and 80 via sb rotation, which are 12.1 % and 87.9 %, respec-
tively. In this study all simulations showed deactivation from the excited
state. Seven simulations where the chromophore deactivated via db iso-
merisation showed subsequent evolution to the cis-conformation while four
evolved back to cis-conformation on the ground state.
A possible explanation for this discrepancy is that the potentials on the ex-
cited state surface are steeper when using CAS 6,6 than when using CAS 8,8.
This might lead to an easier accessibility of both twisted intermediates. As a
result of this higher accessibility all simulations reach a conical intersection
during the simulation time and show deactivation from the excited state.
The differing ratios of deactivations via sb rotation and db isomerisation
while applying CAS 6,6 compared to CAS 8,8 could also be due to different
barrier heights for these two active space sizes. The effect of different active
space sizes on the barriers on the excited state potential energy surface is
described in chapter 2.5 of this thesis.
The aforementioned experimental studies on the chromophore model pCK−
in water and decanol have been published by Changenet-Barret et al.122.
They studied the system with time-resolved transient absorption spectroscopy,
by measuring the development of the excited state absorption (ESA) and
stimulated emission (SE) for up to 1 ns for wave lengths between 300 and
700 nm.
In the experiment, pCK− was solvated in a basic aqueous solution with
pH 10.1. For this setup the following was observed. The band of the ex-
cited state absorption was centred at 350 nm and the band of the stimulated
emission at 480 nm both bands decay for the whole observation time of 50 ps.
Simultaneously the ESA band shifts to the blue while the SE band shifts to
the red. Up until a measuring time of 2.5 ps a transient absorption band
rises around 430 nm. This band subsequently decays between 2.5 and 50 ps.
For pCK− in decanol the overall picture resembles the observations of pCK−
in water differing in the time scales and thus support the findings presented
here. Both ESA and SE bands decay while shifting towards the blue and
the red, respectively. This decay takes place during the first 500 ps of mea-
surement while the bands show no further reduction until the end of the
experiment after 1 ns. The transient absorption band rises during the first
75 ps and decays afterwards. The maxima of these three bands are shifted
compared to the measurement of pCK− in water: the ESA band is centred
at 360 nm, the SE band at 460 nm and the transient absorption band at
440 nm.
They interpreted their results as follows. In water the transient absorption
band at 430 nm is assigned to the phenolate-twisted hot ground state. A
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deactivation via db isomerisation is excluded based on the observed sensi-
tivity to the polarity and viscosity of the solvent of the analogous band in
the spectrum of the chromophore model pCT−32 where no formation of a
cis-conformer could be observed. The spectra of pCT− and pCK− in water
show great similarity which leads to the suggestion by Changenet-Barret et
al. that the mechanisms for both chromophore models are analogue. For
pCK− in decanol the long-lived state showing in the spectra as transient
absorption band at 440 nm is assigned to the formation of a cis-conformer.
Decanol as solvent was proposed to hinder deactivation from the excited state
via sb rotation sterically leading to solely deactivation via db isomerisation.
The cis-conformer is not stable and re-isomerises on the ground state to the
trans-conformer. The barrier for the re-isomerisation was estimated to have
a height of about 84 kJ/mol. The different mechanism for the deactivation
from the excited state for pCK− in water and decanol are assigned to four
differing physical and chemical properties of the solvents: polarity, solvation
dynamics, viscosity and hydrogen bond donor character.
Our simulations suggest that the viscosity and the subsequent solvation dy-
namics are the reason behind the differing observations for the deactivation
of pCK− in water and decanol. The polarity and from this the hydrogen
bond donor character seem to be of minor importance because they would
influence the ration between observed db and sb twisted intermediates which
is the same for both solvents.
Dmitry Morozov125 calculated the absorption, ESA, and SE bands for
pCK− solvated in EFP water126. The SE band for trans-configured chro-
mophore is found at 490 nm, corresponding to the experimental SE band at
480 nm. The experimental ESA band could not be reproduced because the
calculations took into account only the first four excited states. Extrapolat-
ing from data obtained for these states, the ESA band observed in experiment
would correspond to a excitation from the first to the about eighths excited
state. The cis-conformer is excited from the ground state at 405 nm while the
SE band for the sb-twisted state is found at 680 nm. For pCK− in decanol,
absorptions at higher wave numbers are expected. Further calculations on
this matter are work in progress.
In summary, merging the experimental data with the theoretical results
leads to the model that both pCK− in water and in decanol shows deactiva-
tion via db isomerisation. The transient absorption band at 440 and 430 nm,
respectively, originates from the cis-conformer. The absorption bands of
the sb-twisted state are found at wave length larger than 700 nm and are
therefore not measured in the experiments. The different time scales for the
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formation of the cis-conformer are due to the different viscosity of the sol-
vents. The fast extinction of the transient absorption band in water is object
to further research. Calculations for the chromophore isomerisation from cis-
to trans-conformation in water showed a longer time scale of several ns. A
possible explanation would be the participation of hydroxid ions or protons
which would catalyse the process.
To resolve whether our interpretation of a similar mechanism for the pCK−
deactivation in both solvents or the interpretation by Changenet-Barret et al.
are accurate experimental studies which include wavelengths above 700 nm
and theoretical calculations with longer simulation times are necessary.
Chapter 6
Conclusion & Outlook
Several ways how the protein environment in PYP influences the hydrogen
bond network around the chromophore and the deactivation of the chro-
mophore from excited state to ground state were investigated in this thesis.
These investigations were all based on theoretical methods, QM calculations
and MD simulations, on the protein and on model systems. In particular,
this three main questions were addressed:
1) Can the experimentally observed SSHB be reproduced by theoretical meth-
ods and which conditions are required?
2) How does the protonation state of Arg52 influence the protein dynamics
and deactivation pathway?
3) How does the hydrogen bonded network around the chromophore affect
the deactivation from the first excited state?
In the following, the findings of this thesis regarding these questions are sum-
marised:
1) Can the experimentally observed SSHB be reproduced by the-
oretical methods and which conditions are required?
Chapter 3 explored the hydrogen bond between the chromophore and Glu46
by calculating the potential energy of the hydrogen position along the bond.
We found that the Arg52 protonation state modulates the hydrogen bond.
Compared to the modulation by the Arg52 protonation state, other variations
in the computational setup have small effect on the resulting potential energy
profile. The general trend observed was that for neutral Arg52 the proton
is delocalised over two positions, bound to the chromophore and bound to
Glu46. Protonated Arg52 causes the proton to bind to Glu46. The results
were compared to experimental studies of Yamaguchi it al. and theoretical
works of Saito et al., which disagreed on the Arg52 protonation state and
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the position of the proton in the mentioned hydrogen bond. Our results were
in agreement with both contradicting studies because the Arg52 protonation
state showed the most distinct effect of all parameters on the energy poten-
tial and is correlated to the proton position. However, it is not clear yet
why Arg52 is found to be deprotonated by Yamaguchi et al.. The energy
gain of the delocalisation of the proton, 3 kJ/mol, is to small to explain the
deprotonation. Theoretical calculations on the effect of the crystallisation on
the pKa of Arg52 by Matthias Ullmann (personal communications) is half a
pKa unit. Further work is needed to address this important issue.
2) How does the protonation state of Arg52 influence the protein
dynamics and deactivation pathway?
The strong influence of the Arg52 protonation state on the potential energy
curve along the hydrogen bond between the chromophore and Glu46 and the
experimental observation that Arg52 is neutral under the conditions of Yam-
aguchi et al. led to the question how the protonation state of Arg52 influences
the protein dynamics and deactivation events in water. These processes were
investigated in chapter 4 by using MM and QMMM MD simulations. Sim-
ulations in solution showed that deprotonated Arg52 leads to a less stable
chromophore binding pocket. The hydrogen bond between Arg52 and Tyr98
was broken and the chromophore binding pocket opened to the bulk water
similar to X-ray structures of the signalling state pB. As a result, bulk water
molecules were able to enter the binding pocket and formed hydrogen bonds
to O1. In five of six MM MD simulations the direct hydrogen bond between
Thr50 and O4a, which was also observed in MM MD simulations with pro-
tonated Arg52, was broken and reformed as indirect hydrogen bond bridged
by a bulk water molecule, which was stable at this position throughout the
simulations. This hydrogen bond between the chromophore and Thr50 has
not been observed by X-ray crystallography. It is probably formed to sta-
bilise the chromophore charge because the hydrogen bonds to Tyr42 and
Glu46 are longer in the simulations than in X-ray structures. Force fields
parametrised for shorter hydrogen bond length at these positions or usage of
other QM methods might reproduce the experimentally observed hydrogen
bond length and as a result it can be reviewed whether the hydrogen bond to
Thr50 exists also with short hydrogen bonds to Tyr42 and Glu46. For pro-
tonated Arg52, the chromophore binding pocket was stable in all MM MD
simulations. These observations lead us to the conclusion that the protein
structure with neutral Arg52 is violated in solution.
Further, the effect of the Arg52 deprotonation on the deactivation events from
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the first excited state was investigated. For protonated Arg52 primarily de-
activation via db isomerisation was observed whereas neutral Arg52 favoured
deactivation via sb rotation. The majority of all simulations did not show
deactivation from the excited state during the simulation time. The observed
twisted structures in these simulations indicate that longer simulation times
might show an even more distinct picture of the Arg52 protonation state
influence on the deactivation events.
For both protonation states, the occurring deactivation event showed cor-
relations to the number of hydrogen bonds formed by O4a and O1 of the
chromophore at the moment of excitation. On average more hydrogen bonds
to O4a favour db isomerisation whereas more hydrogen bonds to O1 favour
the sb rotation pathway. Water molecules, which entered the chromophore
binding pocket for neutral Arg52, formed more hydrogen bonds to O1 and,
as a result, sb rotation was preferred for neutral Arg52. Thus the Arg52 pro-
tonation state has a clear influence on the deactivation but it is not obvious
whether this is due to the different charge or exposing of the chromophore
to the bulk water.
40 % of all observed deactivations via db isomerisation continued to a strained
cis-conformation on ground state with intact hydrogen bond between O1
and Cys69 N. This conformation corresponds to recent experimental results.
Continuation of these simulations on ground state showed breakage of the hy-
drogen bond in two cases which resulted in a planar cis-conformation. One
simulation returned to trans-conformation while the remaining two main-
tained the strained cis-conformation.
The results for water-soluted PYP in both ground and excited state show
that the deprotonation of Arg52 destabilises the chromophore binding pocket
already on ground state. Such a destabilisation with its subsequent conforma-
tional changes has not been observed experimentally during the photocycle
before formation of the signalling state pB10,21,104. In contrast to simulations
with protonated Arg52, deactivation from the excited state for neutral Arg52
takes place mainly via sb rotation instead of db isomerisation which would
lead to successful entry into the photocycle. The conformation of the hydro-
gen bond network surrounding the chromophore at the moment of excitation
controls which deactivation pathway takes place. The observed mechanics for
deactivation via db isomerisation with a strained cis-conformation, succes-
sive breaking of the hydrogen bond between O1 and Cys69 N and continued
rotation to planar cis-conformation agrees with recent experimental stud-
ies114,115.
The conclusion of the described results is that the deprotonation of Arg52
destabilises PYP in water and changes its deactivation processes in a way
that the pathway via db isomerisation is repressed. From our simulations of
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PYP in water, Arg52 has to be protonated to remain stable and behave in
its natural manner.
3) How does the hydrogen bonded network around the chromophore
affect the deactivation from the first excited state?
The impact of the hydrogen bonded network on the chromophore deactiva-
tion from the excited state was studied with QMMM MD simulations of the
chromophore model pCK− in water and decanol, presented in chapter 5. In
both solvents, deactivation from the excited state via db isomerisation has
been observed. After the db twisted conformation on the excited state was
reached, deactivation to the ground state took place immediately. Deacti-
vation via sb rotation has only been observed for pCK− in water. The sb
twisted conformation was stable on the excited state for up to 1.25 ps before
deactivating to the ground state. In decanol the sb twisted conformation was
formed but no deactivation took place during the QMMM MD simulations.
Deactivations via db isomerisation ended in cis-conformation on ground state
in 37.5 % of the simulations in water and 47.6 % for simulations in decanol.
This ratios are similar to the ratio for PYP in water presented in this thesis.
Another similar observation are the average numbers of hydrogen bonds at
the moment of excitation. For both pCK− in water and in decanol more
hydrogen bonds to O4a have been found for simulations with db twisted in-
termediates than for simulations with sb twisted intermediates. The opposite
was found for the hydrogen bonds to O1. These observations correspond to
the results of the excited state QMMM MD simulations of PYP in water,
described above.
The ratio of db versus sb twisted geometries observed on the excited state is
in the same range for pCK− in water, 0.43, and decanol, 0.5. Combining this
with the fact that the average numbers of hydrogen bonds at the moment
of excitation show the same pattern for both solvents indicates that the hy-
drogen bonded network around the chromophore triggers which twist occurs
and not the solvent.
From our calculations we can conclude that for both solvents deactivation
via db isomerisation takes place. Deactivation via sb rotation could only
be observed for pCK− in water during the simulation time. This is due to
the different viscosity of the two solvents. Water molecules are able to rear-
range faster than decanol molecules and thus stabilise the, in comparison to
ground state changed, charge distribution of the sb twisted state during the
simulation time. This enables the deactivation via this pathway during our
simulations. MM MD simulations showed that decanol molecules need about
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100 ps to rearrange around sb twisted pCK− which is too slow for QMMM
MD simulations. Longer simulation times are required to observe whether
deactivation via sb rotation is possible for pCK− in decanol.
The comparison of our simulation results with the experiments shows that
the deactivation mechanism described in this work fit to the experimental
data although the experiments were interpreted in a different way. Experi-
ments with a broader wavelength distribution could help to resolve this issue.
With the investigations of this thesis, a better understanding of the pho-
tocycle of PYP, exemplary for the PAS domain super family and for pho-
toactive proteins, is possible. Future studies on the PYP photocycle should
particularly pay attention to the interactions of the chromophore with its
environment. Comprehension of the photoactivated mechanisms in PYP are
important for understanding biological processes in other photoactive pro-
teins and further members of the PAS domain super family. Applications
like controlling bio-molecular events with light could become feasible.
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Chapter 7
Appendix
List of Abbreviations
A hydrogen donor
Arg52 Arginine 52
B hydrogen acceptor
CASSCF Complete Active Space Self-Consistent Field
CI Configuration Interaction
CIS (D,T,Q) CI Singles (Doubles, Triples,Quadruples)
Cys69 Cystein 69
db double bond
DFT Density Functional Theory
DNA Deoxyribonucleic Acid
EC Electron Correlation
es excited state
FTIR Fourier Transform Infrared Spectroscopy
GGA Generalised Gradient Approximation
Gln41 Glutamine 41
Glu46 Glutamic Acid 46
gs ground state
H hydrogen atom
hb hydrogen bond
HF Hartree Fock
HK Hohenberg and Kohn
Ile58 Isoleucine 58
KC Kohn and Sham
Lys123 Lysine 123
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LBHB Low Barrier Hydrogen Bond
LDA Local Density Approach
MCSCF Multi-Configuration Self-Consistent Field
MD Molecular Dynamics
MM Molecular Mechanics
MO Molecular Orbital
PAS Per-Arnt-Sim
pB state signalling state of PYP
pCA2− chromophore model p-hydroxycinnamate
pCM− amide analogue of chromophore model p-hydroxycinnamate
PDB Protein Data Bank
PES Potential Energy Surface
pG state ground state of PYP
Phe79 Phenylalanine 79
pR state excited state of PYP
PYP Photoactive Yellow Protein
QM Quantum Mechanics
QMMM Quantum Mechanics/Molecular Mechanics
RHF restricted Hartree Fock
sb single bond
SCF Self-Consistent Field
SD Steepest descend
Ser8 Serine 8
Ser117 Serine 117
SSHB Short Strong Hydrogen Bond
Thr50 Threonine 50
Tyr42 Tyrosine 42
Tyr98 Tyrosine 98
Tyr118 Tyrosine 118
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Influence of Arg52 protonation state on PYP dynamics and chro-
mophore isomerisation
Figure 7.1: Depiction of the planar trans-configured chromophore with atom
names.
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Table 7.1: Amber atom type and charge for the PYP chromophore parametrised
by MP2 geometry optimisation and subsequent determination of the charges by
restricted electrostatic potential fitting (RESP).
atom name amber atom type charge
C1 amber99_2 0.719
O1 amber99_41 -0.589
C2 amber99_3 -0.642
H2 amber99_22 0.206
C3 amber99_3 0.130
H3 amber99_22 0.074
C1a amber99_3 -0.078
C2a amber99_3 -0.105
H2a amber99_22 0.113
C3a amber99_3 -0.425
H3a amber99_22 0.114
C4a amber99_2 0.777
O4a amber99_45 -0.775
C5a amber99_3 -0.448
H5a amber99_22 0.121
C6a amber99_3 -0.02
H6a amber99_22 0.093
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Table 7.2: Bond length between the atoms of the PYP chromophore for use in
the AMBER03 force field calculated by MP2 optimisation
bond length (Å)
Cβ - Hβ 1.09017
Cβ - Sγ 1.80662
Sγ - C1 0.83958
C1 - O1 1.23563
C1 - C2 1.43266
C2 - H2 1.08717
C2 - C3 1.37647
C3 - H3 1.09373
C3 - C1a 1.41591
C1a - C6a 1.42558
C6a - H6a 1.09097
C6a - C5a 1.37344
C5a - H5a 1.08938
C5a - C4a 1.45578
C4a - O4a 1.26100
C4a - C3a 1.45173
C3a - H3a 1.08911
C3a - C2a 1.37431
C2a - H2a 1.09263
C2a - C1a 1.42442
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Table 7.3: Angles present in the PYP chromophore for use in the AMBER03
force field calculated by MP2 optimisation
angle value (degree)
Hβ Cβ Sγ 110.551
Cβ Sγ C1 97.403
Sγ C1 O1 118.655
Sγ C1 C2 112.813
O1 C1 C2 128.532
C1 C2 H2 117.830
C1 C2 C3 120.073
H2 C2 C3 122.097
C2 C3 H3 114.611
C2 C3 C1a 129.396
C3 C3 C1a 115.992
C3 C1a C6a 123.985
C3 C1a C2a 119.481
C6a C1a C2a 116.535
C1a C6a C5a 121.746
C1a C6a H6a 119.088
C5a C6a H6a 119.167
C6a C5a H5a 120.747
C6a C5a C4a 122.872
H5a C5a C4a 116.380
C5a C4a O4a 122.659
C5a C4a C3a 114.133
C3a C4a O4a 123.208
C4a C3a H3a 116.741
C4a C3a C2a 122.914
H3a C3a C2a 120.945
C3a C2a H2a 119.650
C3a C2a C1a 122.400
H2a C2a C1a 117.950
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Figure 7.2: Water molecules from the bulk are able to enter the chromophore
binding pocket and form hydrogen bonds to the chromophore O1. These hydrogen
bonds are stable for mostly less than ten steps whereupon thoe water molecules
move away into the bulk again. Four water molecules (wat274, wat285, wat3781
and wat5625) were randomly chosen to illustrate this occurences. This figure shows
the water molecules wat285 and wat3781 hydrogen bonded to the chromophore O1
and the distances these water molecules have during the MM MD simulation to
the O1.
130 7. APPENDIX
Table 7.4: Isomerisation events for the individual runs which crossed the conical
intersection for PYP in water with neutral Arg52. The table depicts for all runs
that deactivated from excited state to ground state the step and corresponding
time at which the deactivation took place, the occurred deactivation event and the
resulting structure on gs.
run surface hop event
(step number) (time in ps) at surface hop after surface hop
0 1316 1.316 db back to trans
6 2877 2.877 sb back to trans
7 375 0.375 db back to trans
8 471 0.471 sb back to trans
13 1063 1.063 db to cis
14 1324 1.324 sb
15 465 0.465 sb back to trans
17 333 0.333 db back to trans
18 1201 1.201 sb back to trans
20 893 0.893 sb back to trans
21 1478 1.478 sb back to trans
22 846 0.846 sb
27 189 0.189 db back to trans
28 760 0.760 sb back to trans
29 2264 2.264 sb back to trans
30 1141 1.141 db back to trans
32 1132 1.132 sb back to trans
33 1448 1.448 sb back to trans
35 1084 1.084 sb back to trans
36 320 0.320 sb back to trans
38 2580 2.580 sb
39 1551 1.551 sb 180 degree twist
HB to Cys69 broken
40 1486 1.486 sb back to trans
42 1427 1.427 sb back to trans
45 691 0.691 sb back to trans
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run surface hop event
(step number) (time in ps) at surface hop
47 1220 1.220 sb back to trans
49 3427 3.427 sb back to trans
52 2830 2.830 db back to trans
53 1725 1.725 sb
54 2424 2.424 sb back to trans
56 495 0.495 sb
61 201 0.201 sb back to trans
63 297 0.297 sb
66 180 0.180 sb back to trans
69 2904 2.904 sb
70 2403 2.403 sb back to trans
71 1151 1.151 sb back to trans
72 3147 3.147 sb back to trans
73 1554 1.554 sb back to trans
75 2528 2.528 db back to trans
78 2424 2.423 sb back to trans
79 1597 1.597 sb back to trans
83 1452 1.452 sb back to trans
85 2330 2.330 sb back to trans
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Table 7.5: Isomerisation events for the individual runs which crossed the conical
Intersection for PYP in water with protonated Arg52. The table depicts for all
runs that deactivated from excited state to ground state the step and corresponding
time at which the deactivation took place, the occurred deactivation event and the
resulting structure on gs.
run surface hop event
(step number) (time in ps) at surface hop after surface hop
0 1098 1.098 sb back to trans
1 1015 1.015 db to cis
2 1215 1.215 sb back to trans
4 945 0.945 sb back to trans
5 2125 2.125 sb back to trans
6 124 0.124 db back to trans
8 1978 1.978 sb back to trans
12 1716 1.716 db back to trans
19 1602 1.602 sb back to trans
20 2767 2.767 sb back to trans
25 555 0.555 db back to trans
28 477 0.477 db to cis
35 2517 2.517 sb back to trans
36 2711 2.711 sb back to trans
44 1805 1.805 sb back to trans
45 1290 1.290 sb back to trans
48 3024 3.024 db to cis
51 970 0.970 sb back to trans
52 861 0.861 db back to trans
61 2383 2.383 sb back to trans
66 2150 2.150 db back to trans
67 2346 2.346 db to cis
69 2928 2.928 sb back to trans
75 1187 1.187 db back to trans
76 2389 2.389 sb back to trans
86 1554 1.554 sb back to trans
7. APPENDIX 133
Influences on the chromophore isomerisation barriers
Table 7.6: Orbitals used for the active space permutations of different sizes of
the CASCF active space. The unoccupied orbitals were stable for all permutations
while one occupied orbital was exchanged for every calculation. The numbers are
taken from Gaussian after the pi and pi* orbitals involved in excitation of PYP were
chosen as active orbitals.
active space
12,11 48 47 46 45 44 43 42 41 40 39 38
10,9 47 46 45 44 43 42 41 40 39
10-9-a 47 46 45 44 43 42 41 40 38
10-9-b 47 46 45 44 43 42 41 38 39
10-9-c 47 46 45 44 43 42 38 40 39
10-9-d 47 46 45 44 43 38 41 40 39
10-9-e 47 46 45 44 38 42 41 40 39
8,8 47 46 45 44 43 42 41 40
8,7 46 45 44 43 42 41 40
8-7-a 46 45 44 43 42 41 39
8-7-b 46 45 44 43 42 39 40
8-7-c 46 45 44 43 39 41 40
8-7-d 46 45 44 39 42 41 40
8,6 44 43 42 41
6,6 46 45 44 43 42 41
6-6-a 46 45 44 43 42 40
6-6-b 46 45 44 43 40 41
6-6-c 46 45 44 40 42 41
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Table 7.7: Barriers calculated with the rigid scan method implemented in Gaus-
sian for all permutations of the CASSCF active space for different sizes of the active
space.
active space db-barrier (kJ/mol) sb-barrier (kJ/mol)
12-11 24.13 2.625
10-10 17.5 10.8
10-9 16.25 0.604
10-9-a 18.98 2.94
10-9-b 18.98 2.94
10-9-c 17.75 –
10-9-d 18.98 2.94
10-9-e 22.45 –
8-8 10.7 5.4
8-7 11.74 0.866
8-7-a 11.74 0.866
8-7-b 11.76 0.893
8-7-c 11.74 0.866
8-7-d 11.74 0.866
8-6 7.93 –
6-6 35.5 –
6-6-a 3.6 5.43
6-6-b 29.12 –
6-6-c 15.46 –
Table 7.8: Isomerisation barriers published by different authors
publication double bond barrier (kJ/mol) single bond barrier (kJ/mol)
Ko et al. (2008) Chem. Phys. Letters (CASSCF)
positive pointcharge no barrier 2.89
neutral pointcharge 6.75 1.93
Coto et al. (2009) JCTC (CASSCF) 14.47
de Visser et al. (pers. correspondence) (CASSCF) 11.89
Gromov et al. (pers. correspondence) (CC2) 25.09
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Figure 7.3: Isomerisation barriers and bound orbitals of permutation 6-6
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Figure 7.4: Isomerisation barriers and bound orbitals of permutation 6-6-a
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Figure 7.5: Isomerisation barriers and bound orbitals of permutation 6-6-c
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Figure 7.6: Isomerisation barriers and bound orbitals of permutation 8-7-a
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Isomerisation events of pCK− in water
Table 7.9: Summary of moment of surface hop and corresponding deactivation
events for pCK− in water. The table depicts for all runs that deactivated from
excited state to ground state the step and corresponding time at which the deac-
tivation took place, the occurred deactivation event and the resulting structure on
gs.
run surface hop event
(step number) (time in ps)
2 1466 0.733 sb back to gs
3 1692 0.846 sb 180 degree turn
4 219 0.1095 db to cis
5 883 0.4415 db back to gs
6 615 0.3075 sb back to gs
7 2490 1.245 sb back to gs
8 2473 1.2365 sb back to gs
9 750 0.375 sb 180 degree turn
10 2326 1.163 db to cis
11 1320 0.66 sb back to gs
12 1599 0.7995 sb 180 degree turn
14 1452 0.726 sb 180 degree turn
15 1799 0.8995 sb 180 degree turn
16 1797 0.8985 sb back to gs
17 608 0.304 sb back to gs
18 165 0.0825 db back to gs
19 1690 0.845 sb back to gs
20 3929 1.9645 sb back to gs
22 2133 1.0665 sb back to gs
23 1316 0.658 sb back to gs
24 1626 0.813 sb back to gs
26 684 0.342 sb back to gs
27 2135 1.0675 sb back to gs
28 443 0.2215 sb back to gs
29 264 0.132 db to cis
30 358 0.179 db to cis
31 301 0.1505 db back to gs
32 3684 1.842 db back to gs
33 619 0.3095 sb 180 degree turn
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run surface hop event
(step number) (time in ps) at surface hop after surface hop
34 1141 0.5705 sb
35 188 0.094 db back to gs
36 238 0.119 db back to gs
37 2660 1.33 sb 180 degree turn
38 837 0.4185 sb back to gs
39 250 0.125 db back to gs
40 1676 0.838 sb back to gs
41 917 0.4585 sb back to gs
42 2229 1.1145 sb back to gs
43 449 0.2245 sb 180 degree turn
44 1215 0.6075 sb back to gs
46 785 0.3925 sb back to gs
48 2351 1.1755 sb back to gs
49 2702 1.351 sb
50 1555 0.7775 sb back to gs
51 485 0.2425 db back to gs
54 1689 0.8445 sb back to gs
55 1561 0.7805 sb
56 1346 0.673 sb back to gs
58 411 0.2055 db back to gs
60 669 0.3345 db to cis
64 1467 0.7335 sb back to gs
66 722 0.361 db to cis
68 239 0.1195 db back to gs
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