1 mean of the ranks of the i sample.
Throughout this paper we shall assume n to be large (except for section 8, where finite sample studies are treated) and under the nUlhypothesis = F k
• We have for n + ro: In sections 3 and 4 we shall see that there exist pairs (FtG) such that a(F,G) is larger than a, even when G is a shift of F. In section 4 and later sections only shift alternatives are regarded and it turns out that a(F), defined by a(F) := sup a(F,F(.-a», is larger than a only if F is ~~ very skew. Here skewness will be defined with the c-comparison of distribution functions, introduced by Van Zwet (1964) . If F is less skew than the exponential distribution, that is: log F and log(l-F) both concave, then a(F) s a (section 6).
If block effects are present, a similar mUltiple comparisons procedure can b~ derived from Friedman's test (see Miller (1966) , p. ]72-178). Here the situation is quite similar to the previous one: the (k-I)-mean significance level may be larger than a, and more specifically: a*(F) is larger as F is skewer (section 7).
An auxiliary result which we shall prove is the following one (see section 5):
Let X have distribution function F and define Up to and 'including section 6 we shall consider the case where no blocks are present, so let Xll""'Xln;"';~I""'~n be independent ran~om variables (k >-3), where X .. has a continuous distribution function F .• Let R .. denote ~J ~ ~J the rank of X .. among all observations and define R. by:
In order to determine a(F,G), we first must know the asymptotic distribution 
So n-i(Rl""'~_I) has an asymptotically normal distribution with covariance -5 -3. Maximum of a(F,G). Now we shall compute the maximum value of a(F,G) and we want to know whether it is larger than a. Remark that this may depend on k and a. From (2.6) we see that a(F,G) is maximal when b(F,G) is maximal. Writing (3. 1) 2r -p = j(2F -l)GdF , we see that 2r -p is maximal if F and G satisfy the following two conditions:
that is: F.! on the support of G. Now it happens that q_p2 is maximized by the same pairs (F,G).so from (2.6) and (2.5) it follows that a(F,G) is maximal for the pairs (F~G) satisfying 2 (3.2). As for these pairs 2r-p and q-p are both equal to 1/4 ,we conclude that the maximum value of a(F,G) is equal to:
With the aid of a 
Shift alternatives
From this moment we shall consider only pairs (F,G) for which there exists an a E R such that:
G(x) = F(x-a) for all x E R and again we ask ourselves whether a(F,G) may be larger than a.
As now a(F,G) and b(F,G) in fact depend on Fand a, we shall modify our notation:
where G is given by (4.1).
If X has distribution function F, then we define:
Now we can rewrite (2.5) and (2.6): First we try to maximize c(F,a) over F and a. Suppose
for all x E R and consequently:
If a < 0, then also c(F,a) < 48 for all F.
5
On the other hand 48 turns out to be the lowest upperbound, defined below in (4.8), we have c(Fm,D = is -&Cm-1 ).
since for F , m (4.8)
Furthermore we have that lim v(F , D = 29/192 and hence by (4.5):
which implies: We would like to relax the conditions on F in theorem 4.1, especially the symmetry is often not fulfilled in practice. However, unimodality alone is not sufficient to ensure a(F) ~ a, since F of (4.8) is also unimodal. Then we can prove the following property:
Lemma 5.1
.. : F;I F1 (-X) convexinx implies: F-I F 2 (-X) concave inx.
(-x) is convex. Then:
This lemma is a special case of a theorem due to J.F. Steffenson (see Mitrinovic (1970) , page J14, theorem 13).
Theorem 5.1
If F2 is skewer than F J (F 1 ,F 2 E F), then:
First we shall prove (a). After integration by parts (4.2) gives: 
.
For this we take a 2 such that we have equalities for u -!. So:
To prove (5.10) we use lemma 5.2 with: f := (F;)' , g :-(F t ) , For negative a again we use F2 ~ Fl (or F] 2 F 2 )· As -Xl has distribution function F 1 and furthermore we find:
aE ( -00,0) aE (0,00)
Together with (5.19) this completes the proof.
o -14 -p. Sufficient conditions on F such that a(F) < a.
Now an application of theorem.5.1 to our mUltiple comparisons problem is given.
Therefore we let F be the negative exponential distribution (which is e rather skew), so: which are less skew than the exponential distribution.
Translation of "F less skew than F " gives: e Theorem 6.1
If log F .and log (1 -F) are both concave, then a(F) ~ a (for the usual values of a and k) and upperbounds are given in table 6.1. To show that this class of distribution functions is not too small, we remark that it contains all the strongly unimodal distributions:
If F is strongly unimodal, then log F and log (1 -F) both concave. So 'table 6.1 is also valid for strongly unimodal F.
Proof:
Prekopa (1967) proved that strong unimodality (that is: log f concave)
implies the log-concavity of F. F is strongly unimodal if and only if F is strongly unimodal, hence log (1 -F) is also concave.
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Remarks:
1. This corollary is the other version of theorem 4.1, we were looking for at the end of section 4. Symmetry is not required but unimodal is replaced by strongly unimodal. Nevertheless theorem 6.1 is more general.
2. Again the situation of section 4 occurs: c(F ,a) and v(F ,a) are not e e maximal for the same value of a. However, since v(F ,a) is almost maximal e when c(F ,a) is maximal (7/64 versus 1/9), we see that the values in e define:
Again n 1.S assumed to be large and under the nulhypothesis HO we have for n + 00: 
J
and is it larger than a for some a,k,F and a1
,----*
To answer this quest10n we shall compute the supremum of a (F,a) over F and a.
The vectors (RJj""'~j) for j=l, ••• ,n are LLd., so (Rl""'~) has an asymptotically normal distribution for n -+ 00. After computation of the variances of Rl""'~-l the same arguments used in section 2 lead to:
Since 5/48 is the supremum of c(F,a) over F and a (see section 4), we have:
which values are given 1n table 7.1. We see that a*(F,a) may be larger than a, but the exeedance is never large. the (k-l)-mean significance levels for n = 5 are systematically a little bit larger than the values given in the tables 3.1 amd 4.1, but difference was so small that one may conclude that already for n = 5 levels behave as if n were infinitely.
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Some final remarks
As the (k-l)-mean significance levels of both mUltiple comparison methods do not exceed a very much, these results may not appear very alarming to a practical statistician, the more so as (for shift alternatives) a(F) and * a (F) are smaller than a for a large class of distribution functions (theorems 6.1 and 7.2).
However, a serious disadvantage of the methods (and in fact that property allows the (k-l )-mean significance level to be larger than a) is the fact that the distribution of R. -R. (on which the comparison of the two ~ J groups is based) depends also on the other F.'s respectively e,'s. and also the nonparametric method proposed by Steel (1960) do not suffer from this anomaly.
