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Abstract
The recent discovery of a Higgs boson at the electroweak scale appears to point toward su-
persymmetry, as the most likely mechanism for protecting a scalar boson mass from enormous
radiative corrections. The earlier discovery of neutrino masses similarly appears to point toward
grand unification of nongravitational forces, which permits (for neutrinos) Majorana masses, Dirac
masses, and a seesaw mechanism to drive the observed masses down to low values. A third major
discovery, cosmic acceleration suggesting a relatively tiny cosmological constant, appears to point
toward truly revolutionary new physics. Many other problems and mysteries also indicate a need
for fresh ideas at the most fundamental level. Here a picture is proposed in which standard physics
and its extensions are obtained (through a nontrivial set of arguments) from statistical counting
and the local geography of our universe. The unavoidable qualitative predictions include super-
symmetry, SO(N) grand unification, and a drastic diminishing of the usual cosmological constant.
Some additional new predictions are more quantitative and should be testable in the near future.
For example, the theory predicts new fundamental spin 1/2 particles which can be produced in
pairs through their couplings to vector bosons. The lowest-energy of these should have a mass
m1/2 comparable to the Higgs mass mh (with m1/2 = mh in the simplest model). These particles
should therefore be detectable in collider experiments, and they are also dark matter candidates.
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I. INTRODUCTION
Complexity can emerge from simplicity in amazing ways, as when most of our observed
world is attributed to two quarks and two leptons (plus gauge bosons and gravity). It is
worthwhile to consider the possibility that all the complexities of the Standard Model and
its extensions might similarly emerge from a very simple underlying description. Here we
explore the results that follow from what appears to be the simplest imaginable picture,
introduced in Section III.
One motivation for a fresh perspective on fundamental physics is the remarkable mix of
clarity and confusion that currently exists. The situation in the early 21st century is, in
fact, similar to what it was in the late 19th century. Then most physicists were generally
satisfied with the successful paradigm of classical mechanics and electrodynamics, but there
were some conflicting experimental data and theoretical puzzles. Now most physicists are
generally satisfied with the successful paradigm of quantum fields and gauge theories (plus
Einstein gravity), but there are again mysteries that suggest the need for a deeper theory.
Many excellent reviews have been given of the current situation in physics and astronomy [1],
but it may be worthwhile to begin with a brief summary.
Most recently, the particle discovered by the ATLAS and CMS collaborations at the LHC
is now known to be a Higgs boson [1–3]. A na¨ıve conclusion is that the Standard Model of
particle physics is now complete. But the more profound interpretation is that the discovery
of a scalar boson immediately points to physics beyond the Standard Model, since otherwise
radiative corrections should push the mass of this particle up to an absurdly large value. The
most natural candidate for such new physics is supersymmetry (susy) [4–21], for which there
is already indirect experimental evidence: The coupling constants of the 3 nongravitational
forces are found to converge to a common value, as they are run up to high energy in a grand
unified theory, only if the calculation includes susy. So, instead of acting as an endpoint
for physics, and a mere capstone of the Standard Model, the observation of a Higgs boson
opens the door to a plethora of new particles and effects.
Another major advance has been the discovery and exploration of neutrino masses, which
appear to open the door to a more fundamental understanding of forces and matter via
grand unification [20–30]. There are two possibilities for a neutrino mass, either of which
is inconsistent with the requirements of the Standard Model. For a Dirac mass, an extra
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field has to be added for each generation of fermions. For a Majorana mass, lepton number
conservation has to be violated. But either or both types of mass are natural with grand
unification, and in addition a seesaw mechanism can explain the small observed values of
neutrino masses. At the moment, it is not known whether neutrinos have Majorana masses
or Dirac masses or both. This is currently an intense area of research, and any outcome will
again involve rich new physics and better understanding of Nature.
There are many other mysteries and gaps in fundamental understanding. For example,
the discovery and exploration of cosmic acceleration [31, 32] has suggested the need for
truly revolutionary new physics. The cause of this acceleration has increasingly been found
to resemble a cosmological constant Λ, and has therefore been a strong reminder of the
original cosmological constant problem [33]: Because of the various contributions to the
vacuum energy, conventional general relativity predicts that Λ should be vastly larger than
permitted by observation.
Another major theoretical problem is the difficulty of reconciling general relativity with
quantum mechanics [34]: A new fundamental theory must somehow regularize quantum
gravity near the Planck scale, in addition to reducing the value of Λ by many orders of
magnitude.
The next level of theoretical understanding is not likely to be a “theory of everything”,
since “everything” surely transcends our current observational capabilities and imagination.
But the most ambitious version of a more fundamental theory might hope to include and
explain the following: the absence of an enormous cosmological constant, the origin of gravi-
tational and gauge interactions, the origin (and potential limitations) of Lorentz invariance,
the gravitational metric and its signature (which distinguishes time from space and charac-
terizes spacetime as 4-dimensional), the action for fermionic and bosonic fields, the action
for gauge and gravitational fields, the regularization of quantum gravity near the Planck
scale, the origin of quantum fields, and the origin of spacetime coordinates. As will be seen
below, the present theory addresses all of these issues and leads to a substantial number
of predictions. These are mainly qualitative, because quantitative treatments in most cases
would require a detailed understanding of the very complex vacuum fields after multiple
symmetry breakings at various energy scales. However, there are some specific new features
which may be observable in the near future. For example, the theory predicts new funda-
mental spin 1/2 particles which can be produced in pairs through their couplings to vector
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bosons.
II. OVERVIEW
DeWitt has provided an elegant survey of contemporary fundamental physics [35], which
is based on path-integral quantization over classical trajectories in the combined space of
coordinates and fields: “A classical dynamical system is described globally by a trajectory
or history. A history is a section of a fibre bundle E having the manifold M of spacetime
as its base space. The typical fibre is known as configuration space and will be denoted by
C. In the vast majority of textbooks the bundle is tacitly assumed to be trivial, so that
E = M × C, and a dynamical history is merely a mapping (often assumed differentiable)
from M to C. But if M has nontrivial topology this need not be so ... Denote by Φ the
set, or space, of all possible field histories, both those that do and those that do not satisfy
the dynamical equations ... The nature and dynamical properties of a classical dynamical
system are completely determined by specifying an action functional S for it.”
This is the basic picture used in all the versions of fundamental physics that are in-
vestigated by sizable communities of physicists. Notice that coordinates and fields have
essentially the same status. This is consistent with the way they are defined in the present
theory, starting near the beginning of the next section. In standard field theory, the space-
time coordinates xµ correspond toM and the fields to C. In conventional string (or p-brane)
theory, M is a 2−dimensional worldsheet (or (p + 1)−dimensional worldvolume) and C is
specified by bosonic and fermionic coordinates. The present theory has some features in
common with string theory [36–40], including supersymmetry, higher dimensions, and a
central position for topological defects, but it is meant to be an alternative to string theory
rather than an explanation of it.
It will be seen that the present theory is both much more ambitious than string theory and
much closer to experiment. This claim, and the others below, will at first seem outrageous,
but they are borne out if one goes carefully through the detailed arguments in the following
sections. In some cases the arguments are only qualitative, with a quantitative calculation
being impossible without, e.g., a detailed knowledge of all vacuum fields after all symmetry
breakings between the Planck and electroweak scales, plus all the fields required for radiative
corrections. But there are also some new quantitative predictions that should be testable in
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the near future.
The arguments involve many unfamiliar redefinitions of fields, with the guiding principle
being that emergent fields are physically equivalent to the initial “hidden” ones if they are
mathematically equivalent and thus lead to the same quantitative predictions. There are
many examples of this in physics already, as one progresses from quarks and electrons to all
the emergent properties of condensed matter physics, chemistry, and biology. The deeper
hidden origin of familar phenomena is a common theme in physics.
The fields that have emerged by the end of this paper are interpreted as those chosen by
Nature to yield a stable vacuum, in the sense that a |0〉 = 0, where a is a typical destruction
operator for one of these fields and |0〉 is the vacuum. For example, the excitations of any
physical field must have positive rather than negative energy, and this is why the transformed
bosonic fields Φ at the end of Section VIII are physically acceptable, whereas the initial
untransformed fields ψb are not.
The principal ideas and results of this paper are as follows.
(1) Nature consists of all possible states of a single fundamental system, with each mi-
crostate assigned the same equal probability. More precisely, a single point in the space of
coordinates and fields spanned by DeWitt’s Φ (see above) is defined to be a single macrostate
of the fundamental system. The probability of this point (which means the probability of a
given set of field intensities at a given point in spacetime) is equal to the probability of this
macrostate.
To characterize these macrostates, we adopt the picture that the fundamental system
is composed of constituents that are called “dits” because they are precisely analogous to
the dits of the quantum computing literature: whereas a bit is binary, with 2 states, a dit
can exist in any of d states labeled by i = 1, 2, ..., d. However, quantum mechanics, with
ordinary quantum states and indistinguishable quantum particles, is an emergent feature of
the present theory, arising at a later stage, so this is only an analogy. The dits assumed here
are distinguishable, and the number of dits in the ith state determines the size of the field
or coordinate labeled by i.
The fact that fields and coordinates have the same basic status in standard physics, as
noted above, is then explained by the fact that they have the same fundamental origin.
(2) The action is defined to be essentially the negative of the entropy, in (3.29). (Action
conventionally has the units of ~, and entropy the units of the Boltzmann constant kB, but
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here we use natural units, with ~ = kB = 1.) The partition function then becomes the
Euclidean path integral.
This explains why the Euclidean path integral of quantum mechanics has the same form
as the partition function of statistical mechanics.
(3) Much later in the paper, in (7.16) and (8.65), the Euclidean path integral is trans-
formed to the equivalent Lorentzian path integral, with the action left unchanged.
One has then regained the standard formulation of quantum field theory. One can sub-
sequently transform from path-integral quantization to canonical quantization in the usual
way (since the action has a standard form).
(4) The assumption that all states of the fundamental system are realized leads inevitably
to a multiverse picture. Many physicists reject the possibility of a multiverse, but one should
recall that most people at the time of Galileo would have rejected the possibility of hundreds
of billions of galaxies, or a single galaxy, or even a heliocentric Solar System, and that the
history of physics shows a steady progression toward more expansive views of Nature.
Among the vast number of states of the fundamental system (in the full path integral),
there are some trajectories through these states which can legitimately be assigned to uni-
verses, in the sense that the states can be coherently connected with high probability. This
will be the case if a local minimum is maintained in the action.
We then have two tasks: The first is to search for possible universes (within the immense
jumble of chaotic states that cannot be assigned to universes). The second is to determine
the geography of our own universe – which in the present picture is primarily determined
by the product of two topological defects in a primordial condensate, one in 4-dimensional
external spacetime and the other in a (D − 4)-dimensional internal space.
With respect to the first task, there is a nuance, in that a universe can become stable
through an effect that is exhibited in the behavior of the quartic self-coupling of the re-
cently discovered Higgs boson: Within the Standard Model, the unrenormalized value of
this coupling appears to be very nearly equal to zero [41–44], but at low energies it is made
appreciably finite by radiative corrections, so that a stable Higgs condensate forms. This
suggests that more generally there will be configurations, within the complete path inte-
gral of all possibilities, where a universe is “bootstrapped” into existence, because (at low
enough energies) radiative corrections will similarly yield a nonzero quartic self-coupling for
a primordial condensate which allows it to form. We are thus envisioning a self-consistent
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universe, or trajectory through the space of all possibilities, in which a condensate is stably
maintained by this effect.
In order to search for such a possible solution (i.e. a local minimum in the action),
we adopt the artifice in (3.34) of adding an imaginary random potential to the action,
proportional to a parameter b which is ultimately taken to go to zero: b→ 0+. This is very
roughly analogous to adding an imaginary contribution iǫ in the denominator of a Green’s
function, with ǫ→ 0+.
Returning to the second task above, we search for a simple picture which is consistent
with known physics. The picture that works is one based on a primordial condensate with
an SU(2)×U(1) order parameter in external spacetime and an SO(D− 4)×U(1) (or more
precisely Spin(D−4)×U(1)) order parameter in the internal space. Each of these factors in
the overall order parameter has a vortex-like topological defect at the origin. The external
topological defect is interpreted as the Big Bang, and the internal topological defect gives
rise to an SO(10) grand-unified gauge group, with D − 4 ≥ 10.
The gravitational vierbein and the gauge fields of other forces are interpreted as “super-
fluid velocities”, with arbitrary curvatures permitted by a background of rapidly fluctuating
topological defects that are analogous to vortex rings (or flux tubes).
(5) In Sections V and VI , the fermionic fields and Higgs-like bosonic fields are found to
automatically couple in the correct way to both the gravitational field and the gauge fields
of the other forces. This is one of the major achievements of the present theory.
(6) At the same time, local Lorentz invariance automatically emerges (rather than being
postulated), and external spacetime is automatically (3 + 1)−dimensional.
(7) The present theory unavoidably predicts SO(N) grand unification. This is consistent
with the fact that many regard SO(10) as the most appealing fundamental gauge group.
Gauge symmetry results from rotational symmetry in the internal space, and this ex-
plains why forces are described by a basic gauge symmetry which is so similar to rotational
symmetry.
(8) The present theory also unavoidably predicts supersymmetry, beginning with the
unphysical supersymmetry of Section IV but ending with the standard supersymmetric
action of (9.2), which automatically includes the auxiliary fields F , after transformation to
the physical fields.
(9) Family replication can result, via a horizontal group, from D − 4 > 10.
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(10) The usual cosmological constant (regarded as one of the deepest problems in standard
physics) automatically vanishes for two independent reasons, according to the arguments
below (9.5) and (9.9):
(i) For fermionic fields and Higgs-like bosonic fields, there is no factor of e =
√−g in the
integrals giving their action.
(ii) When the gauge-field action is quantized, the operators must be normal-ordered, in
accordance with the interpretation of the origin of this action below: It arises from the
response of the vacuum fields to the curvature of the external gauge fields, and it must
therefore vanish when there are no external fields. The vacuum stress-energy tensor for the
gauge fields then also vanishes.
Standard physics is regained in each case:
(i) As shown in (9.5), classical matter (which follows the on-shell classical equations of
motion) acts as a source for Einstein gravity in the same way as in standard physics, and
all matter and fields move in the same way.
(ii) The results are consistent with experiment and observation, even though there is no
vacuum zero-point energy for the gauge fields.
Many people (including some who are otherwise expert in this area) will na¨ıvely object
that the Casimir effect, as verified experimentally, demonstrates that the electromagnetic
field does have a zero-point energy in the vacuum.
This belief is common but incorrect [45].
The experimentally-observed Casimir effect demonstrates only that the static electro-
magnetic field energy is changed by the modification of boundary conditions [46, 47]. In the
simplest model, two metal plates are inserted and the force between them calculated. There
are two ways to do the calculation: The first is indeed to assume zero-point vibrations of the
electromagnetic field, whose energy is modified when the boundary conditions are modified.
The second approach is instead to consider the processes involving virtual photons which
mediate the interaction of the plates, with no reference to zero-point vibrations and no need
for a vacuum energy. The first method is much more popular because it is much easier [48].
But the two methods give the same answer, as they should. (The second method regards
the force as mediated by virtual photons, and the first obtains the force from the derivative
of the energy with respect to a displacement.) The second method is more difficult, but is
consistent with the way other virtual processes are calculated in e.g. quantum electrody-
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namics. Of course, the second method also implies a change in the static electromagnetic
field energy (interpreted as a van der Waals interaction), but this change does not imply an
initially nonzero vacuum zero-point energy.
In summary, the observed Casimir effect is perfectly consistent with the present theory, in
which there is no vacuum zero-point energy due to the electromagnetic field or other gauge
fields.
(11) Although the usual cosmological constant vanishes, there will still be a weaker re-
sponse of the vacuum to the imposition of external fields, analogous to the Landau dia-
magetism of a metal responding to a magnetic field, which produces a term proportional
to
−→
B 2 in the 3-dimensional Landau potential Ω. The corresponding (lowest-order) response
of the vacuum to the unified gauge fields of the present theory, in 4 dimensions, must have
the similar form F µνFµν . But since gravity is described by a different kind of gauge theory,
it requires a different lowest-order form – the Einstein-Hilbert form, proportional to the
curvature scalar (4)R.
In general, the response of the vacuum fields before any symmetry breakings should
respect the corresponding symmetries of the theory, including Lorentz invariance and gauge
invariance. Then the response to gauge and gravitational curvatures should have the forms
of (9.6) and (9.7).
The above arguments are a purely qualitative explanation of how the actions of the
gauge and gravitational fields are interpreted in the present theory. In principle, one could
calculate the fundamental gauge coupling constant g0 and gravitational constant G if one had
a complete understanding of the vacuum fields, and of all the fields that must be employed
in renomalization of coupling constants, but this is far beyond current expectations.
(12) Quantum gravity is regularized by both a fundamental distance or energy cutoff, a0
or m0 = 1/a0, and the fact that (9.7) is essentially a low-energy approximation, with the
more general theory remaining well-defined at all energies.
(13) In addition to the response to curvatures, there will be a response of the vacuum fields
to the mere imposition of a gravitational vierbein eµα. This is how the very weak cosmological
constant term (9.8) is interpreted in the present theory. It is another term that is consistent
with the symmetries, including invariance under general coordinate transformations.
One can define gaugino etc. fields in the standard way, and their action terms are again
attributed to a response of the vacuum.
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(14) The present theory makes various new predictions, including one that can be tested
in the near future: a new kind of particle with relatively well-defined mass and couplings.
Since this particle has spin 1/2, no electromagnetic or strong interactions, and an R-parity
of −1, it is somewhat similar to the lowest-energy neutralino, which also exists in the present
theory but loses its status as a dark matter candidate if the particle predicted here has a
lower mass. Like other dark matter candidates, this new particle is (in principle) observable
in direct detection, indirect detection, and accelerator experiments.
Let us now proceed to the detailed arguments behind the above claims.
III. STATISTICAL ORIGIN OF THE INITIAL ACTION
For a theory to be viable, it must be mathematically (and philosophically) consistent, its
premises must lead to testable predictions, and these predictions must be consistent with
experiment and observation. The theory presented here appears to satisfy these require-
ments, but it starts with an extremely unfamiliar point of view: There are initially no laws,
and instead all possibilities are realized with equal probability. The observed laws of nature
are emergent phenomena, which result from statistical counting and the geography (i.e. spe-
cific features) of our particular universe in D dimensions. In other words, standard physics
(including familiar extensions such as grand unification and supersymmetry) emerges as an
effective field theory at relatively low energies.
Our starting point is a single fundamental system which consists of identical (but distin-
guishable) irreducible objects, which we will call “dits”. Each dit can exist in any of d states,
with the number of dits in the ith state represented by ni. An unobservable microstate of
the fundamental system is specified by the number of dits and the state of each dit. An
observable macrostate is specified by only the occupancies ni of the states.
As discussed below, D of the states are used to define D spacetime coordinates xM , and
NF of the states are used to define fields φk.
Let us begin with the coordinates:
xM = ∆nMa0 , ∆nM = nM − n , M = 0, 1, ..., D− 1 (3.1)
with n, which is defined below, specifying the initial origin of coordinates. It is convenient to
include a (very small) fundamental length a0 in this definition, so that we can later express
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the coordinates in conventional units. One can think of a0 as being comparable to or smaller
than the Planck length ℓP . (In this paper a0 is always regarded as finite, even though the
theory remains consistent in the limit a0 → 0.)
As discussed below, we will eventually take the limit n → ∞, with ∆nM finite, and
there will then be no lower bound to negative coordinates. I.e., ∆nM can have any integer
value. (A central feature of the present theory is that both coordinates and physical fields
are defined by relatively small perturbations ∆ni = ni − n, analogous to waves on a deep
ocean.)
Now define a set of initial fields φk by
φ2k (x) = ρk (x) , k = 1, 2, ..., NF (3.2)
where
ρk (x) = nk (x) /a
D
0 (3.3)
and x represents all the coordinates. (To avoid awkward notation, we write nk for ni=D+k.)
These primitive bosonic fields φk are then real, and defined only up to a phase factor ±1.
We now set out to calculate the entropy S for a given configuration of the fields φk at all
points in spacetime. This will essentially become the action for a given path (i.e. specific
classical field configuration) in the quantum path integral, beginning with the identification
(3.29).
Let S (x) be the entropy at a fixed point x, as defined by S (x) = log W (x) (in the units
used throughout this paper, with kB = ~ = c = 1). Here W (x) is the total number of
microstates for fixed occupation numbers ni: W (x) = N (x)!/Πi ni (x)!, with
N (x) =
∑
i
ni (x) , i = 1, 2, ..., d . (3.4)
The total number of available microstates for all points x is W = ΠxW (x), so the total
entropy is
S =
∑
x
S (x) , S (x) = log Γ (N (x) + 1)−
∑
i
log Γ (ni (x) + 1) . (3.5)
We will see below that nk (x) can be approximately treated as a continuous variable when
it is extremely large, with
∂S
∂nk (x)
= ψ (N (x) + 1)− ψ (nk (x) + 1) (3.6)
∂2S
∂nk′ (x) ∂nk (x)
= ψ (1) (N (x) + 1)− ψ(1) (nk (x) + 1) δk′k . (3.7)
11
The functions ψ (z) = d log Γ (z) /dz and ψ(1) (z) = d2 log Γ (z) /dz2 have the asymptotic
expansions
ψ (z) = log z − 1
2z
−
∞∑
l=1
B2l
2l z2l
, ψ(1) (z) =
1
z
+
1
2z2
+
∞∑
l=1
B2l
z2l+1
(3.8)
as z →∞. It will be assumed that each nk (x) has some characteristic value nk (x) which is
vastly larger than nearby values:
nk (x) = nk (x) + ∆nk (x) , nk (x)≫ |∆nk (x)| (3.9)
where “≫” means “is vastly greater than”, as in 101000≫ 1. This assumption is consistent
with the fact that the initial action of (3.28) and (3.29) has no lower bound as nk (x)→∞
before the extra stochastic term involving (3.32) is added. (To state the reasoning more
cleanly, but slightly out of the order of presentation, the limit (3.33) implies the limit
nk → ∞.) Then it is an extremely good approximation to use the asymptotic formulas
above and write
S = S0 +
∑
x,k
ak (x)∆nk (x)−
∑
x,k
a′k (x) [∆nk (x)]
2 +
∑
x,k,k′ 6=k
a′kk′ (x)∆nk (x)∆nk′ (x) (3.10)
ak (x) = logN (x)− lognk (x) (3.11)
a′k (x) = (2nk (x))
−1 − (2N (x))−1 , a′kk′ (x) = (2N (x))−1 (3.12)
where N (x) is the value of N (x) when nk (x) = nk (x) for all k, and the higher-order terms
have been separately neglected in ak (x) and a
′
k (x). For simplicity, we will also neglect
the terms involving
(
2N (x)
)−1
. (If these small terms are retained, the conclusions below
still hold with some trivial redefinitions, but the notation and algebra become much more
tedious.) Since there is initially no distinction between the fields labeled by k, it is consistent
to assume that they all have the same nk (x) = n (x), and that n (x) is independent of x:
n (x) = n and N (x) = N , so that
ak (x) = a = log
(
N/n
)
(3.13)
a′k (x) = a
′ = (2n)−1 . (3.14)
(The above assumptions are actually needed only to simplify the presentation, and they
have no effect on the final results below as n −→ ∞. Without them the treatment just
becomes more tedious.)
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It is not conventional or convenient to deal with ∆nk (x) and [∆nk (x)]
2, so let us instead
write S in terms of the fields φk and their derivatives ∂φk/∂x
M via the following procedure:
First, we can switch to a new set of points x, defined to be the corners of the D-dimensional
hypercubes centered on the original points x. It is easy to see that
S = S0 +
∑
x,k
a 〈∆nk (x)〉 −
∑
x,k
a′
〈
[∆nk (x)]
2〉 (3.15)
where 〈· · · 〉 in the present context indicates an average over the 2D boxes labeled by x
which have the common corner x. Second, at each point x we can write ∆nk = ∆ρka
D
0 =
(〈∆ρk〉+ δρk) aD0 , with 〈δρk〉 = 0:
S = S0 +
∑
x,k
a 〈〈∆ρk〉+ δρk〉 aD0 −
∑
x,k
a′
〈
(〈∆ρk〉+ δρk)2
〉 (
aD0
)2
(3.16)
= S0 +
∑
x,k
a 〈∆ρk〉 aD0 −
∑
x,k
a′
[〈∆ρk〉2 + 〈(δρk)2〉] (aD0 )2 . (3.17)
Each of the points x surrounding x is displaced by δxM = ±a0/2 along each of the xM axes,
so 〈
(δρk)
2〉 = 〈(δφ2k)2〉 (3.18)
=
〈∑
M
(
∂φ2k
∂xM
δxM +
1
2
∂2φ2k
∂ (xM)2
(
δxM
)2)2〉
(3.19)
=
〈∑
M
(
2φk
∂φk
∂xM
δxM +
(
∂φk
∂xM
)2 (
δxM
)2
+ φk
∂2φk
∂ (xM )2
(
δxM
)2)2〉
(3.20)
to lowest order, where it is now assumed that at normal energies the fields are slowly varying
over the extremely small distance a0. This assumption is justified by the prior assumption
that n is extremely large: φ2k (x) = ρk (x) = nk (x) /a
D
0 implies that 2δφk/φk ≈ δnk/nk and
φk = n
1/2
k a
−D/2
0 , so that δφk ∼ δnk n−1/2k a−D/20 . The minimum change in φk is given by
δnk = 1:
δφmink ∼ n−1/2k a−D/20 (3.21)
which means that δφmink is extremely small if nk is extremely large.
In other words, the fields φk have effectively continuous values as n→∞.
For extremely large n it is an extremely good approximation to neglect the middle term
in (3.20), and to replace φ2k by
φ
2
= ρ = n/aD0 (3.22)
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giving
a′
〈
(δρk)
2〉 = 1
2aD0
∑
M
[(
∂φk
∂xM
)2
a20 +
(
∂2φk
∂ (xM)2
)2
a40
16
]
. (3.23)
It is similarly an extremely good approximation to neglect the term in (3.17) involving
a′
(
aD0
)2 〈∆ρk〉2 = 〈∆nk〉2 /2n in comparison to that involving 〈∆ρk〉 aD0 = 〈∆nk〉, so that
S = S0 +
∑
x,k
aD0
µ0
m0
(
φ2k − φ
2
)
−
∑
x,k
∑
M
aD0
1
2m20
[(
∂φk
∂xM
)2
+
a20
16
(
∂2φk
∂ (xM)2
)2]
(3.24)
where
m0 = a
−1
0 , µ0 = m0 log
(
N/n
)
. (3.25)
The philosophy behind the above treatment is simple: We essentially wish to replace 〈f 2〉
by (∂f/∂x)2, and this can be accomplished because
〈
f 2
〉− 〈f〉2 = 〈(δf)2〉 ≈ 〈(∂f/∂x)2 (δx)2〉 = (∂f/∂x)2 (a0/2)2 . (3.26)
The form of (3.24) also has a simple interpretation: The entropy S increases with the number
of dits, but decreases when the dits are not uniformly distributed.
In the continuum limit, ∑
x
aD0 →
∫
dDx (3.27)
(3.24) becomes
S = S0 +
∫
dDx
∑
k
{
µ0
m0
(
φ2k − φ
2
)
− 1
2m20
∑
M
[(
∂φk
∂xM
)2
+
a20
16
(
∂2φk
∂ (xM)2
)2]}
. (3.28)
A physical configuration of all the fields φk (x) corresponds to a specification of all the
density variations ∆ρk (x). In the present picture, the probability of such a configuration
is proportional to W = eS. In a Euclidean path integral, the probability is proportional to
e−Sb, where Sb is the Euclidean action for these bosonic fields. We conclude that
Sb = −S + constant (3.29)
and we will choose the constant to equal S0.
In the following it will be convenient to write the action in terms of φ˜k = m
−1/2
0 φk. For
simplicity, we assume that the number of relevant φ˜k is even, so that we can group these
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real fields in pairs to form Nf complex fields Ψ˜b,k. It is also convenient to subtract out the
enormous contribution of φ by defining
Ψb = Ψ˜b −Ψb (3.30)
where Ψ˜b is the vector with components Ψ˜b,k and Ψb is similarly defined with φk → φ. Then
the action can be written
Sb =
∫
dDx
{
1
2m0
[
∂Ψ†b
∂xM
∂Ψb
∂xM
+
a20
16
∂2Ψ†b
∂ (xM )2
∂2Ψb
∂ (xM )2
]
− µ0
(
Ψ˜†bΨ˜b −Ψ
†
bΨb
)}
(3.31)
since Ψb is constant, with summation now implied over repeated indices like M .
As described above, in Section II, we now add an extra imaginary term iV˜ Ψ†bΨb in the
integral giving the action. Here V˜ is a potential which has a Gaussian distribution, with〈
V˜
〉
= 0 ,
〈
V˜ (x) V˜ (x′)
〉
= b δ (x− x′) (3.32)
where b is a constant, with
b→ 0+ (3.33)
at the end of the calculations.
Then the complete action has the form
S˜B
[
Ψ†b,Ψb
]
=
∫
dDx
{
1
2m0
[
∂Ψ†b
∂xM
∂Ψb
∂xM
+
a20
16
∂2Ψ†b
∂ (xM)2
∂2Ψb
∂ (xM )2
]
−µ0
(
Ψ˜†bΨ˜b −Ψ
†
bΨb
)
+ iV˜ Ψ†bΨb
}
. (3.34)
In the following we will assume that the only fields which make an appreciable contribution
in (3.34) are those for which
∫
dDxΨ
†
bΨb = Ψ
†
b
∫
dDxΨb = 0. This assumption is justified by
the fact that Ψb is constant with respect to all the coordinates and, in the present picture,
fields Ψb corresponding to physical gauge representations have nonzero angular momenta in
the internal space of Section VI and Appendices A and B. Then (3.34) simplifies to
S˜B
[
Ψ†b,Ψb
]
=
∫
dDx
{
1
2m0
[
∂Ψ†b
∂xM
∂Ψb
∂xM
+
a20
16
∂2Ψ†b
∂ (xM )2
∂2Ψb
∂ (xM)2
]
− µ0Ψ†bΨb + iV˜ Ψ†bΨb
}
.(3.35)
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IV. PRIMITIVE SUPERSYMMETRY
If F is any functional of the fundamental fields Ψb, its average value is given by
〈F 〉 =
〈∫ DΨ†bDΨb F [Ψ†b,Ψb] e−S˜B[Ψ†b,Ψb]∫ DΨ†bDΨ b e−S˜B[Ψ†b,Ψ b]
〉
(4.1)
where 〈· · · 〉 now represents an average over the perturbing potential iV˜ and ∫ DΨ†bDΨb is to
be interpreted as
∏
x,k
∫∞
−∞
dReΨb,k (x)
∫∞
−∞
d ImΨb,k (x). The transition from the original
summation over nk (x) to this Euclidean path integral has the form (with ∆n = 1 here)
∞∑
n=0
f (n)∆n→
∫ ∞
0
fdn→
∫ ∞
0
f d
(
aD0 φ
2
)→ 2φaD0 ∫ ∞
0
f dφ→ 2φaD0 m1/20
∫ ∞
−∞
f dφ′ (4.2)
where φ′ = φ˜ − m−1/20 φ, since d (φ2) ≈ 2φ dφ is an extremely good approximation for
physically relevant fields, and since φ′ effectively ranges from −∞ to +∞. Each φ′ then
becomes a ReΨb,k (x) or ImΨb,k (x), and the constant factors cancel in the numerator and
denominator of (4.1).
The presence of the denominator makes it difficult to perform the average of (4.1), but
there is a trick for removing the bosonic degrees of freedom Ψ b in the denominator and
replacing them with fermionic degrees of freedom Ψf in the numerator [49–51]: After inte-
gration by parts (with boundary terms always assumed either to vanish or to be irrelevant
in this paper), (3.35) can be written in the form S˜B =
∫
dDxΨ†bAΨb. Then, since∫
DΨ†bDΨ b e−S˜B[Ψ
†
b
,Ψ b] = C (det A)−1 (4.3)
∫
DΨ†f DΨf e−S˜B[Ψ
†
f
,Ψf ] = det A (4.4)
where the matrix A corresponds to the operator A and C is a constant, it follows that
〈F 〉 = 1
C
〈∫
DΨ†bDΨbDΨ†f DΨf F e−S˜B[Ψ
†
b
,Ψb]e−S˜B[Ψ
†
f
,Ψf ]
〉
(4.5)
=
1
C
〈∫
DΨ†DΨF e−S˜bf [Ψ†,Ψ]
〉
(4.6)
where Ψb and Ψf have been combined into
Ψ =
 Ψb
Ψf
 (4.7)
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and
S˜bf
[
Ψ†,Ψ
]
=
∫
dDx
{
1
2m0
[
∂Ψ†
∂xM
∂Ψ
∂xM
+
a20
16
∂2Ψ†
∂ (xM)2
∂2Ψ
∂ (xM )2
]
− µ0Ψ†Ψ+ iV˜ Ψ†Ψ
}
.
(4.8)
In (4.7), Ψf consists of Grassmann variables Ψf,k, just as Ψb consists of ordinary variables
Ψb,k, and
∫ DΨ†DΨ is to be interpreted as∏
x,k
∫ ∞
−∞
dReΨb,k (x)
∫ ∞
−∞
d ImΨb,k
∫
dΨ ∗f,k (x)
∫
dΨf,k (x) . (4.9)
Recall that Ψb and Ψf each have Nf components.
For a Gaussian random variable v whose mean is zero, the result
〈
e−iv
〉
= e−
1
2
〈v2〉 (4.10)
implies that 〈
e−
∫
dDx iV˜ Ψ†Ψ
〉
= e−
1
2
∫
dDx dDx ′Ψ†(x)Ψ(x)〈V˜ (x)V˜ (x′)〉Ψ†(x′)Ψ(x′) (4.11)
= e−
1
2
b
∫
dDx [Ψ†(x)Ψ(x)]
2
. (4.12)
It follows that
〈F 〉 = 1
C
∫
DΨ†DΨF e−SE (4.13)
with
SE =
∫
dDx
{
1
2m0
[
∂Ψ†
∂xM
∂Ψ
∂xM
+
a20
16
∂2Ψ†
∂ (xM)2
∂2Ψ
∂ (xM)2
]
− µ0Ψ†Ψ+ 1
2
b
(
Ψ†Ψ
)2}
. (4.14)
A special case is
Z =
1
C
∫
DΨ†DΨe−SE (4.15)
but according to (4.1) Z = 1, so C =
∫ DΨ†DΨe−SE and
〈F 〉 =
∫ DΨ†DΨF e−SE∫ DΨ†DΨ e−SE . (4.16)
Notice that the fermionic fields Ψf represent true degrees of freedom, and that they
originate from the bosonic fields Ψ b. The coupling between the fields Ψb and Ψf (or Ψ b)
is due to the random perturbing potential iV˜ . In the replacement of (4.1) by (4.16), F
essentially serves as a test functional. The meaning of this replacement is that the action
(4.14), with both bosonic and fermionic fields, must be used instead of the original action
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(3.35), with only bosonic fields, in treating all physical quantities and processes, if the
average over random fluctuations in (4.1) is to disappear from the theory.
Ordinarily we can let a0 → 0 in (4.14), so that
SE =
∫
dDx
[
1
2m0
∂MΨ
†∂MΨ− µ0Ψ†Ψ+ 1
2
b
(
Ψ†Ψ
)2]
. (4.17)
However, the higher-derivative term in (4.14) is relevant in the internal space defined below,
and a finite a0 also automatically provides an ultimate ultraviolet cutoff.
V. LORENTZ INVARIANCE
The present theory is based on (1) statistical counting (which ultimately produced the
results of the preceding two sections) and (2) the geography (or specific features) of our
universe, to which we now turn.
The most central assumption is that
Ψb = Ψ0 +Ψ
′
b (5.1)
where Ψ0 is the order parameter for a primordial bosonic condensate which forms in the very
early universe, and Ψ′b represents all the other bosonic fields. The treatment of Appendix A
implies that
Ψ†0Ψ
′
b = 0 (5.2)
everywhere. (See (A11) and the comments above (A2) and (A9).) The action can then be
written as
SE = Scond + Sb + Sf + Sint (5.3)
Scond =
∫
dDx
[
1
2m0
∂MΨ
†
0∂MΨ0 − µ0Ψ†0Ψ0 +
1
2
b
(
Ψ†0Ψ0
)2]
(5.4)
Sb =
∫
dDx
[
1
2m0
∂MΨ
′ †
b ∂MΨ
′
b + (V0 − µ0) Ψ′ †b Ψ′b +
1
2
b
(
Ψ′ †b Ψ
′
b
)2]
(5.5)
Sf =
∫
dDx
[
1
2m0
∂MΨ
†
f∂MΨf + (V0 − µ0) Ψ†fΨf +
1
2
b
(
Ψ†fΨf
)2]
(5.6)
Sint =
∫
dDx b
(
Ψ†fΨf
)(
Ψ′ †b Ψ
′
b
)
(5.7)
V0 = bΨ
†
0Ψ0 . (5.8)
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In most of the following, the last term will be neglected in (5.5) and (5.6); we are then
considering the theory prior to formation of further condensates beyond the primordial Ψ0.
For a static condensate we could write Ψ0 = n
1/2
0 η0, where η0 is constant, η
†
0η0 = 1, and
n0 = Ψ
†
0Ψ0 is the condensate density. This picture is too simplistic, however, since the order
parameter can exhibit rotations that are analogous to the rotations in the complex plane of
the order parameter ψs = e
iθsn
1/2
s for an ordinary superfluid:
Ψ0 (x) = U0 (x) n0 (x)
1/2 η0 , U
†
0U0 = 1 . (5.9)
After an integration by parts in (5.4) (with boundary terms always neglected in the present
paper), extremalization of the action gives the classical equation of motion for the order
parameter:
− 1
2m0
∂M∂MΨ0 + (V0 − µ0) Ψ0 = 0 . (5.10)
In specifying the geography of our universe, it will be further assumed that Ψ0 can be
written as the product of a 2-component external order parameter Ψext, which is a function
of 4 external coordinates xµ, and an internal order parameter Ψint, which is primarily a
function of D − 4 internal coordinates xm, but which also varies with xµ:
Ψ0 = Ψext (x
µ) Ψint (x
m, xµ) (5.11)
Ψext (x
µ) = Uext (x
µ) next (x
µ)1/2 ηext , µ = 0, 1, 2, 3 (5.12)
Ψint (x
m, xµ) = Uint (x
m, xµ) nint (x
m, xµ)1/2 ηint , m = 4, ..., D − 1 (5.13)
where again ηext and ηint are constant, and η
†
extηext = η
†
intηint = 1. Here, according to a
standard notation, xµ actually represents the set of xµ, and xm the set of xm.
Let us define external and internal “superfluid velocities” by
m0vµ = −iU−1ext∂µUext , m0vm = −iU−1int∂mUint . (5.14)
The fact that U †extUext = 1 implies that
(
∂µU
†
ext
)
Uext = −U †ext (∂µUext) with U †ext = U−1ext, or
m0vµ = i
(
∂µU
†
ext
)
Uext, so that
v†µ = vµ . (5.15)
For simplicity, let us first consider the case
∂µUint = 0 (5.16)
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for which there are separate external and internal equations of motion:(
− 1
2m0
∂µ∂µ − µext
)
Ψext = 0 ,
(
− 1
2m0
∂m∂m − µint + V0
)
Ψint = 0 (5.17)
with
µint = µ0 − µext . (5.18)
The quantities µint and V0 have a relatively slow parametric dependence on x
µ.
When (5.12) and (5.14) are used in (5.17), we obtain
η†ext n
1/2
ext
[(
1
2
m0vµvµ − 1
2m0
∂µ∂µ − µext
)
− i
(
1
2
∂µvµ + vµ∂µ
)]
n
1/2
extηext = 0 (5.19)
and its Hermitian conjugate
η†ext n
1/2
ext
[(
1
2
m0vµvµ − 1
2m0
∂µ∂µ − µext
)
+ i
(
1
2
∂µvµ + vµ∂µ
)]
n
1/2
extηext = 0 . (5.20)
Subtraction gives the equation of continuity
∂µ j
ext
µ = 0 , j
ext
µ = next η
†
ext vµηext (5.21)
and addition gives the Bernoulli equation
1
2
m0v¯
2
ext + Pext = µext (5.22)
where
v¯2ext = η
†
ext vµvµ ηext , Pext = −
1
2m0
n
−1/2
ext ∂µ∂µn
1/2
ext . (5.23)
Since the order parameter Ψext in external spacetime has 2 components, its “superfluid
velocity” vµ can be written in terms of the identity matrix σ
0 and Pauli matrices σa :
vµ = vαµσ
α , α, µ = 0, 1, 2, 3 . (5.24)
Let us now transform to a coordinate system in which
v0k = v
k
0 = va0 = v
0
a = 0 , a, k = 1, 2, 3 (5.25)
(with the volume element held constant) so that (5.22) becomes
1
2
m0v
µ
αvαµ + Pext = µext . (5.26)
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(To avoid notational complexity we will still use xµ to label the new coordinates, but it is now
necessary to distinguish between contravariant and covariant vectors.) This transformation
is trivial, e.g., in a cosmological model in which the Big Bang is at the origin of the new
coordinates, with the U(1) phase of Ψ0 varying only with respect to the radial coordinate
x0, and the “SU(2) phase” involving the Pauli matrices varying within successive 3-spheres
with coordinates xk, so that vak has a vortex-like configuration. More generally, the time
coordinate x0 is distinguished from the spatial coordinates xk in (5.25) because it is the
direction of U(1) rather than SU(2) rotations.
As vµαvαµ varies, µext varies in response, with µint determined by (5.18).
Now expand Ψ′b in terms of a complete set of basis functions ψ˜
r
int in the internal space:
Ψ′b (x
µ, xm) = ψ˜rb (x
µ) ψ˜rint (x
m) (5.27)
with (
− 1
2m0
∂m∂m − µint + V0
)
ψ˜rint (x
m) = εrψ˜
r
int (x
m) (5.28)∫
dD−4x ψ˜r†int (x
m) ψ˜r
′
int (x
m) = δrr′ (5.29)
and with the usual summation over repeated indices in (5.27). For reasons that will become
fully apparent below, but which are already suggested by the form of the order parameter,
each ψ˜rb (x
µ) has two components. As usual, only the zero (εr = 0) modes will be kept. (To
simplify the presentation, the higher-derivative terms are not explicitly shown in the present
section; they will be restored in the next section.) When (5.27)-(5.29) are then used in (5.5)
(with the last term neglected), the result is
Sb =
∫
d4x ψ˜†b
(
− 1
2m0
∂µ∂µ − µext
)
ψ˜b (5.30)
where ψ˜b is the vector with components ψ˜
r
b .
Let ψ˜b be written in the form
ψ˜b (x
µ) = Uext (x
µ)ψb (x
µ) (5.31)
or equivalently
ψ˜rb (x
µ) = Uext (x
µ)ψrb (x
µ) . (5.32)
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Here ψb has a simple interpretation: It is the field seen by an observer in the frame of
reference that is moving with the condensate. In the present theory, a (very high density)
condensate Ψ0 forms in the very early universe, and the other bosonic and fermionic fields are
subsequently born into it. It is therefore natural to define the fields ψrb in the condensate’s
frame of reference.
Equation (5.31) is, in fact, exactly analogous to rewriting the wavefunction of a particle
in an ordinary superfluid moving with velocity vs: ψ˜par (x) = exp (imvsx)ψpar (x) . Here ψpar
is the wavefunction in the superfluid’s frame of reference.
When (5.31) is substituted into (5.30), the result is
Sb =
∫
d4x ψ†b
[(
1
2
m0v
µvµ − 1
2m0
∂µ∂µ − µext
)
− i
(
1
2
∂µvµ + v
µ∂µ
)]
ψb . (5.33)
If ns and vµ are slowly varying, so that Pext and ∂
µvµ can be neglected, (5.25) and (5.26)
lead to the simplification
Sb = −
∫
d4x ψ†b
(
1
2m0
∂µ∂µ + iv
µ
ασ
α∂µ
)
ψb . (5.34)
In most of the remainder of the paper it will be assumed that the first term in parentheses
is negligible compared to the second for states ψ with energies ∼ 1 TeV or less (as would be
the case if we had, e.g., m0 = a
−1
0 ∼ 1016 TeV and vµα ∼ 1 for µ = α), so that (5.34) reduces
to just
Sb =
∫
d4xψ†bie
µ
ασ
α∂µψb (5.35)
eµα = −vµα . (5.36)
With this choice all fields are initially right-handed. With the choice e0α = −v0α, ekα = vkα
all fields would be initially left-handed, as they are for fermions in conventional SU(5) and
SO(10) grand-unified theories [22, 23]. It is trivial to change from one convention to the
other, of course.
The above arguments also hold for fermions, with
Sf =
∫
dDx
(
− 1
2m0
Ψ†f∂
M∂MΨf − µ0Ψ†fΨf + V0Ψ†fΨf
)
(5.37)
Ψf (x
µ, xm) = ψ˜rf (x
µ) ψ˜rint (x
m) (5.38)
leading to the final result
Sf =
∫
d4x ψ†f ie
µ
ασ
α∂µψf . (5.39)
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The present theory thus yields the standard action for Weyl fermions, with the gravi-
tational vierbein eµα interpreted as essentially the “superfluid velocity” associated with the
condensate Ψ0. (In the approximations above, we have assumed that e
µ
α is slowly varying,
and thus neglected terms related to a spin connection.) The path integral still has a Eu-
clidean form, and the action for bosons is also not yet in standard form, but we will return
to these points below.
VI. GAUGE FIELDS
Let us now relax assumption (5.16) and allow Uint to vary with the external coordinates
xµ. Equation (5.10) is satisfied if (5.17) is generalized to(
− 1
2m0
∂µ∂µ − µext
)
Ψext (x
µ)Ψint (x
m, xµ) = 0 (6.1)
with Ψint required to satisfy the internal equation of motion (at each x
µ)[∑
m
1
2m0
(
− ∂
2
∂ (xm)2
+
a20
16
∂4
∂ (xm)4
)
+ V0 (x
m)− µint
]
Ψint (x
m, xµ) = 0 . (6.2)
The higher-derivative term of (4.14) has been retained and two integrations by parts have
been performed. (In order to simplify the notation, we do not explicitly show the weak
parametric dependence of µint, V0, and nint on x
µ.) This is a nonlinear equation because (at
each xµ) V0 (x
m) is mainly determined by nint = Ψ
†
intΨint.
The internal basis functions satisfy the more general version of (5.28) with εr = 0:[∑
m
1
2m0
(
− ∂
2
∂ (xm)2
+
a20
16
∂4
∂ (xm)4
)
+ V0 (x
m)− µint
]
ψ˜rint (x
m, xµ) = 0 . (6.3)
This is a linear equation because V0 (x
m) is now regarded as a known function.
The full path integral involving (4.14) contains all configurations of the fields, including
those with nontrivial topologies. In the present theory, the geography of our universe includes
a topological defect in the (D−4)-dimensional internal space which is analogous to a vortex.
(See Appendix A.) The standard features of four-dimensional physics arise from the presence
of this internal topological defect. For example, it compels the initial gauge symmetry to be
SO(D − 4).
The behavior of the condensate and basis functions in the internal space is discussed in
Appendices A and B. In (A15), the parameters φi specify a rotation of Ψint (x
m, xµ) as the
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external coordinates xµ are varied, and according to (A16) the J i satisfy the SO(D − 4)
algebra
J iJ j − J jJ i = ickijJk . (6.4)
For simplicity of notation, let
〈r |Q|r′〉 =
∫
dD−4x ψ˜r†intQ ψ˜
r′
int with 〈r |r′〉 = δrr′ (6.5)
for any operator Q, and in particular let
trr
′
i =
〈
r | J i|r′
〉
(6.6)
with the matrices trr
′
i (which are constant according to (A17)) inheriting the SO(D − 4)
algebra:
(titj − tjti)rr
′
=
∑
r′′
〈
r | J i|r′′
〉 〈
r′′| Jj |r′
〉−∑
r′′
〈
r | Jj |r′′
〉 〈
r′′| J i|r′
〉
(6.7)
=
〈
r | J i J j | r′
〉− 〈r | Jj J i| r′ 〉 (6.8)
= ickijt
rr′
k . (6.9)
The ti are the generators in the Ng-dimensional reducible representation determined by
the physically significant solutions to (6.3), which spans all the irreducible (physical) gauge
representations.
When xµ → xµ + δxµ, Ψint and ψ˜rint rotate together, and (A15) implies that
∂µψ˜
r
int (x
m, xµ) =
∂φi
∂xµ
∂
∂φi
ψ˜rint (x
m, xµ) (6.10)
= −i AiµJ i ψ˜rint (xm, xµ) (6.11)
where
Aiµ =
∂φi
∂xµ
. (6.12)
The Aiµ will be interpreted below as gauge potentials. In other words, the gauge potentials
are simply the rates at which the internal order parameter Ψint (x
m, xµ) is rotating as a
function of the external coordinates xµ.
Let us return to the fermionic action (5.37). If (5.38) is written in the more general form
Ψf (x
µ, xm) = ψ˜rf (x
µ) ψ˜rint (x
m, xµ) = Uext (x
µ)ψrf (x
µ) ψ˜rint (x
m, xµ) (6.13)
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we have
∂µΨf = Uext (x
µ)
(
∂ ′µ − im0eαµσα − i AiµJ i
)
ψrf ψ˜
r
int (6.14)
where the prime indicates that ∂ ′µ does not operate on ψ˜
r
int, and∫
dD−4xΨ†f ∂
µ∂µΨf
=
∫
dD−4x ψ˜r†intψ
r†
f
(
∂ ′µ − im0eµασα − i AµiJ i
) (
∂ ′µ − im0eα′µσα
′ − i Ai′µJ i′
)
ψr
′
f ψ˜
r′
int (6.15)
= ψr†f 〈r|
(
∂ ′µ − im0eµασα − i AµiJ i
) ∑
r′′
|r′′〉〈r′′|
(
∂ ′µ − im0eα′µσα
′ − i Ai′µJ i′
)
|r′〉ψr′f(6.16)
= ψr†f
[
δrr′′ (∂
µ − im0eµασα)− iAµitrr
′′
i
] [
δr′′r′
(
∂µ − im0eα′µσα′
)
− iAi′µtr
′′r′
i′
]
ψr
′
f (6.17)
= ψ†f
[(
∂µ − iAµiti
)− im0eµασα] [(∂µ − iAi′µti′)− im0eα′µσα′] ψf . (6.18)
Then (5.37) becomes
Sf =
∫
d4xψ†f
(
− 1
2m0
DµDµ +
1
2
ieµασ
αDµ +
1
2
Dµieαµσ
α +
1
2
m0e
µ
ασ
αeα′µσ
α′ − µext
)
ψf
where
Dµ = ∂µ − iAiµti . (6.19)
With (5.25) and the approximations above (5.34), (5.26) implies that
Sf =
∫
d4xψ†f
(
− 1
2m0
DµDµ + ie
µ
ασ
αDµ
)
ψf . (6.20)
This is the generalization of (5.34) or (5.39) when the internal order parameter is permitted
to vary as a function of the external coordinates xµ. Again, for momenta and gauge potentials
that are small compared to m0e
µ
α with µ = α, the first term may be neglected. Furthermore,
the entire treatment above can be repeated for the bosonic action, finally giving
Sf =
∫
d4xψ†f ie
µ
ασ
αDµψf (6.21)
Sb =
∫
d4xψ†bie
µ
ασ
αDµψb . (6.22)
VII. TRANSFORMATION TO LORENTZIAN PATH INTEGRAL: FERMIONS
All of the foregoing is within a Euclidean picture, but we will now show that, in the
case of fermions, there is a relatively trivial transformation to the more familiar Lorentzian
description. A key point is that the low-energy operator ieµασ
αDµ in Sf is automatically
25
in the correct Lorentzian form, even though the initial path integral is in Euclidean form.
It is this fact which permits the following transformation to a Lorentzian path integral.
Within the present theory, neither the fields nor the operators (nor the meaning of the time
coordinate) need to be modified in performing this transformation.
The operator within Sf can be diagonalized to give
Sf =
∑
s
ψ
∗
f (s) a (s) ψf (s) (7.1)
where
ψf (x) =
∑
s
U (x, s) ψf (s) , ψf (s) =
∫
d4xU † (x, s) ψf (x) (7.2)
with
ieµασ
αDµU (x, s) = a (s)U (x, s) (7.3)∫
d4xU † (x, s)U (x, s′) = δss′ ,
∑
s
U (x, s)U † (x′, s) = δ (x− x′) . (7.4)
Here, and in the following, x represents a point in external spacetime, and U (x, s) is a
multicomponent eigenfunction. There is an implicit inner product in
U † (x, s) ψf (x) =
∑
r
U †r (x, s) ψ
r
f (x) (7.5)
with the 2Ng components of ψf (x) labeled by r = 1, ..., Ng (spanning all components of all
irreducible gauge representations) and a = 1, 2 (labeling the components of Weyl spinors),
and with s and (x, r, a) each having N values. Also, the delta function in (7.4) implicitly
multiplies the 2Ng × 2Ng identity matrix.
Evaluation of the present Euclidean path integral (a Gaussian integral with Grassmann
variables) is then trivial for fermions; as usual,
Zf =
∫
D ψ†f (x) D ψf (x) e−Sf (7.6)
=
∏
x,ra
∫
d ψra∗f (x)
∫
d ψraf (x) e
−Sf (7.7)
=
∏
s
zf (s) (7.8)
with
zf (s) =
∫
d ψ
∗
f (s)
∫
d ψf (s) e
−ψ
∗
f (s) a(s)ψf (s) (7.9)
= a (s) (7.10)
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since the transformation is unitary [52]. Now let
ZLf =
∫
D ψ †f (s) D ψf (s) eiSf (7.11)
=
∏
s
zLf (s) (7.12)
where
zLf (s) =
∫
d ψ
∗
f (s)
∫
d ψf (s) e
i ψ
∗
f (s) a(s)ψf (s) (7.13)
= −ia (s) (7.14)
so that
ZLf = cfZf , cf =
∏
s
(−i) . (7.15)
This result holds for the path integral over an arbitrary time interval, with the fields, oper-
ator, and meaning of time left unchanged.
The transition amplitude from an initial state to a final state is equal to the path integral
between these states, so transition probabilities are the same in the Lorentzian and Euclidean
descriptions. This result is consistent with the fact that the classical equations of motion are
also the same, since they follow from extremalization of the same action. Furthermore, using
the method on pp. 290-291 or 302-303 of Ref. [52], it is easy to show that the magnitude
|G (x, x′)| of the 2-point function is again the same, so particles propagate the same way in
both descriptions. This result is also obtained in Appendix C with a different method.
When the inverse transformation from ψf to ψf is performed, we obtain
ZLf =
∫
D ψ†f (x) D ψf (x) eiSf (7.16)
with Sf having its form (6.21) in the coordinate representation.
One may perform calculations in either the path-integral formulation or the equivalent
canonical formulation, which can now be obtained in the standard way: Let us use the
notation
∫ b
a
to indicate that the fields in a path integral are specified to begin in a state |a〉
at time ta and end in state |b〉 at time tb, and also to indicate that a path integral showing
these limits has its conventional definition (so that it may differ by a normalization constant
from ZLf as defined above). Then the Hamiltonian Hf is defined by
〈b| Uf (tb, ta) |a〉 =
∫ b
a
D ψ†f (x) D ψf (x) eiSf (7.17)
i
d
dt
Uf (t, ta) = Hf (t)Uf (t, ta) , Uf (ta, ta) = 1 (7.18)
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as in (9.14) of Ref. [52]. I.e., the time evolution operator Uf (tb, ta) is defined to have the same
effect as the path integral over intermediate states, and it is then straightforward to reverse
the usual logic which leads from canonical quantization to path-integral quantization [52, 53].
VIII. TRANSFORMATION TO STANDARD FIELDS AND LORENTZIAN PATH
INTEGRAL: BOSONS
For bosons we can again perform the transformation (7.2) to obtain
Sb =
∑
s
ψ
∗
b (s) a (s) ψb (s) . (8.1)
We will now show how this action can be put into a form which corresponds to scalar bosonic
fields plus their auxiliary fields, temporarily working in a locally inertial coordinate system,
so that eµασ
α → σµ. First, if the gauge potentials Aiµ were zero, we would have
iσµ∂µU
0 (x, s) = a0 (s)U
0 (x, s) . (8.2)
Then
U0 (x, s) = V−1/2u (s) eips·x , ps · x = ηµνpµsxν , ηµν = diag (−1, 1, 1, 1) (8.3)
(with V a four-dimensional normalization volume) gives
− ηµνσµpνsU0 (x, s) = a0 (s)U0 (x, s) (8.4)
where σµ implicitly multiplies the identity matrix for the multicomponent function U0 (x, s).
A given 2-component spinor ur (s) has two eigenstates of p
k
sσ
k:
pksσ
ku+r (s) = |−→p s|u+r (s) , pksσku−r (s) = − |−→p s|u−r (s) (8.5)
where −→p s is the 3-momentum, with magnitude |−→p s|. The multicomponent eigenstates of
iσµ∂µ and their eigenvalues a0 (s) = p
0
s∓ |−→p s| thus come in pairs, corresponding to opposite
helicities.
For nonzero Aiµ, the eigenvalues a (s) will also come in pairs, with one growing out of
a0 (s) and the other out of its partner a0 (s
′) as the Aiµ are turned on. To see this, first write
(7.3) as (
i∂0 + A
i
0ti
)
U (x, s) + σk
(
i∂k + A
i
kti
)
U (x, s) = a (s)U (x, s) (8.6)
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or (
i∂0δrr′ + A
i
0t
rr′
i
)
Ur′ (x, s)− Prr′Ur′ (x, s)− a (s) δrr′Ur′ (x, s) = 0 (8.7)
Prr′ ≡ −σk
(
i∂kδrr′ + A
i
kt
rr′
i
)
(8.8)
with the usual implied summations over repeated indices. At fixed r, r′ (and x, s), apply a
matrix s which will diagonalize the 2×2 matrix Prr′, bringing it into the form prr′σ3+prr′σ0,
where prr′ and prr′ are 1-component operators, while at the same time rotating the 2-
component spinor Ur′:
sPrr′s
−1 = P ′rr′ = prr′σ
3 + prr′σ
0 , U ′r′ = sUr′ (8.9)
σ0 =
 1 0
0 1
 , σ3 =
 1 0
0 −1
 . (8.10)
But Prr′ is traceless, and the trace is invariant under a similarity transformation, so prr′ = 0.
Then the second term in (8.7) (for fixed r and r′) becomes s−1prr′σ
3U ′r′ (x, s). The two
independent choices
U ′r′ (x, s) ∝
 1
0
 , σ3U ′r′ (x, s) = +U ′r′ (x, s) (8.11)
U ′r′ (x, s) ∝
 0
1
 , σ3U ′r′ (x, s) = −U ′r′ (x, s) (8.12)
give ±s−1prr′U ′r′ (x, s). Now use s−1U ′r′ = Ur′ to obtain for (8.7)(
i∂0δrr′ + A
i
0t
rr′
i
)
Ur′ (x, s)∓ prr′Ur′ (x, s)− a (s) δrr′Ur′ (x, s) = 0 (8.13)
so (8.6) reduces to two sets of equations with different eigenvalues a (s) and a (s′):
a (s) = a1 (s) + a2 (s) , a (s
′) = a1 (s)− a2 (s) (8.14)
where these equations define a1 (s) and a2 (s). Notice that letting σ
k → −σk in (8.6) reverses
the signs in (8.13), and results in a (s)→ a (s′):(
i∂0 + A
i
0ti
)
U (x, s)− σk (i∂k + Aikti)U (x, s) = a (s′)U (x, s) . (8.15)
The action for a single eigenvalue a (s) and its partner a (s′) is
s˜b (s) = ψ
∗
b (s) a (s) ψb (s) + ψ
∗
b (s
′) a (s′) ψb (s
′) (8.16)
= ψ
∗
b (s) (a1 (s) + a2 (s))ψb (s) + ψ
∗
b (s
′) (a1 (s)− a2 (s))ψb (s′) . (8.17)
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In the following we will circumvent singularities by implicitly following the standard pre-
scription a1 → a1 + iǫ, ǫ → 0+, which reduces to ω → ω + iǫ when there are no gauge
fields.
For a1 (s) ≥ 0, let us choose a2 (s) ≥ 0 and define
ψb (s
′) = a (s)1/2 φb (s
′) = (a1 (s) + a2 (s))
1/2 φb (s
′) (8.18)
ψb (s) = a (s)
−1/2 F b (s) = (a1 (s) + a2 (s))
−1/2 F b (s) (8.19)
so that
s˜b (s) = φ
∗
b (s
′) a˜ (s)φb (s
′) + F
∗
b (s)F b (s) , a1 (s) ≥ 0 (8.20)
where
a˜ (s) = a (s) a (s′) = a1 (s)
2 − a2 (s)2 . (8.21)
For a1 (s) < 0, let us choose a2 (s) ≤ 0 and write
ψb (s
′) = (−a (s))1/2 φb (s′) = (−a1 (s)− a2 (s))1/2 φb (s′) (8.22)
ψb (s) = (−a (s))−1/2 F b (s) = (−a1 (s)− a2 (s))−1/2 F b (s) (8.23)
so that
s˜b (s) = −
[
φ
∗
b (s
′) a˜ (s)φb (s
′) + F
∗
b (s)F b (s)
]
, a1 (s) < 0 . (8.24)
Then we have
Sb =
∑′
s
s˜b (s) (8.25)
=
′∑
a1(s)≥0
[
φ
∗
b (s
′) a˜ (s)φb (s
′) + F
∗
b (s)F b (s)
]
−
′∑
a1(s)<0
[
φ
∗
b (s
′) a˜ (s)φb (s
′) + F
∗
b (s)F b (s)
]
where a prime on a summation or product over s means that only one member of an s, s′
pair (as defined in (8.13) and (8.14)) is included. Let us separate the positive contribution
Ssb, which will be related to scalar bosons below, from the anomalous negative contribution
S−:
Sb = Ssb + S− (8.26)
Ssb =
′∑
s≥0
φ
∗
b (s
′) |a˜ (s)|φb (s′) +
′∑
a1(s)≥0
F
∗
b (s)F b (s) (8.27)
S− = −
 ′∑
s<0
φ
∗
b (s
′) |a˜ (s)|φb (s′) +
′∑
a1(s)<0
F
∗
b (s)F b (s)
 (8.28)
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where
s < 0 ←→ a˜ (s) = a1 (s)2 − a2 (s)2 < 0 if a1 (s) ≥ 0 (8.29)
←→ a˜ (s) = a1 (s)2 − a2 (s)2 > 0 if a1 (s) < 0 (8.30)
with s ≥ 0 otherwise.
Recall that if the gauge potentials Aiµ were zero, we would have a1 = ω and a2 = ∓ |−→p |,
where ω is the frequency and −→p the 3-momentum.
In the approximations which have been used up to this point, S− contains contributions
with unbounded negative action. However, when the previously neglected terms in (5.5)
are restored, this is no longer the case: The second-derivative terms restrict the number of
modes which have negative action, and the self-interaction terms restrict the contribution
of each such mode. (Minimization of the action leads to a set of algebraic equations de-
termining the amplitudes of the anomalous modes. The set of these modes is assumed to
be fully charge-neutral as well as Lorentz invariant. A thorough treatment would involve
all fields and is beyond the scope of this paper.) In the following, we will assume that the
“condensed” anomalous modes in S− have no net interaction with the physical fields. The
path integral over the modes in S− will then be convergent, and it can be factored out
of the full path integral, providing only a constant factor which has no effect on physical
calculations involving the other modes.
The physically relevant path integral is then
Zsb =
∫
D ψ†b (x) D ψb (x) e−Ssb (8.31)
=
∏
x,ra
∫ ∞
−∞
d (Reψb,ra (x))
∫ ∞
−∞
d (Imψb,ra (x)) e
−Ssb
=
∏
s
∫ ∞
−∞
d(Reψb (s))
∫ ∞
−∞
d(Imψb (s)) e
−Ssb (8.32)
where only the modes in Ssb are now included. Each of the transformations above from ψb
to φb and F b has the form
ψb (s
′) = A (s)1/2 φb (s
′) , ψb (s) = A (s)
−1/2 F b (s) (8.33)
so that dψb (s
′) = A (s)1/2 dφb (s
′), dψb (s) = A (s)
−1/2 dF b (s), and the Jacobian is∏′
sA (s)
1/2A (s)−1/2 = 1. These transformations then lead to
Zsb =
′∏
s≥0
zφ (s) ·
′∏
a1(s)≥0
zF (s) (8.34)
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where
zφ (s) =
∫ ∞
−∞
d(Reφb (s
′))
∫ ∞
−∞
d(Imφb (s
′))e
−|a˜(s)|
[
(Re φb(s′))
2
+(Imφb(s′))
2
]
(8.35)
=
π
|a˜ (s)| (8.36)
zF (s) =
∫ ∞
−∞
d(ReF b (s))
∫ ∞
−∞
d(ImF b (s))e
−
[
(ReF b(s))
2
+(ImF b(s))
2
]
(8.37)
= π . (8.38)
Now let
Ssb =
′∑
s≥0
φ
∗
b (s
′) a˜ (s)φb (s
′) +
′∑
a1(s)>0
F
∗
b (s)F b (s) (8.39)
ZLsb =
∫
D φ†b (s′)D φb (s′) D F
†
b (s)D F b (s) eiSsb (8.40)
=
′∏
s≥0
zLφ (s) ·
′∏
a1(s)≥0
zLF (s) (8.41)
where
zLφ (s) =
∫ ∞
−∞
d(Reφb (s
′))
∫ ∞
−∞
d(Imφb (s
′))e
ia˜(s)
[
(Reφb(s′))
2
+(Imφb(s′))
2
]
= i
π
a˜ (s)
(8.42)
zLF (s) =
∫ ∞
−∞
d(ReF b (s))
∫ ∞
−∞
d(ImF b (s))e
i
[
(ReF b(s))
2
+(ImF b(s))
2
]
= iπ (8.43)
since
∫ ∞
−∞
dx
∫ ∞
−∞
dy exp ( ia (x2 + y2)) = iπ/a. (Nuances of Lorentzian path integrals are
discussed in, e.g., Ref. [52], p. 286.) We have then obtained
ZLsb = cbZsb (8.44)
where cb is a product of factors of i and −1.
To return to the coordinate representation, let us define physical fields
Φ (x) =
′∑
s≥0
U (x, s′) φb (s
′) (8.45)
and auxiliary fields
F (x) =
′∑
a1(s)≥0
U (x, s)F b (s) . (8.46)
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As a reminder of the notation, recall that, according to (8.6) and (8.15),
iσµDµU (x, s
′) = a (s′)U (x, s′) , iσµDµU (x, s
′) = a (s)U (x, s′) (8.47)
with σ0 = σ0, σk = −σk, a (s) = a1 (s) + a2 (s), a (s′) = a1 (s)− a2 (s), a˜ (s) = a (s) a (s′) =
a1 (s)
2 − a2 (s)2, and s > 0 or < 0 defined by (8.29)-(8.30) and the line following. Again, in
the absence of gauge potentials we have a1 = ω and a2 = ∓ |−→p |.
We could return to the original coordinate system, with the action in (8.39) becoming
Ssb = SΦ + SF (8.48)
where
SΦ =
∫
d4xLΦ , SF =
∫
d4xLF , LF = F † (x)F (x) (8.49)
and LΦ is obtained via σµ → eµασα, as in (7.3). However, in the following it is more convenient
to remain in the locally inertial coordinate system used above, where
LΦ = 1
2
Φ† (x) iσµDµ iσ
νDνΦ (x) +
1
2
Φ† (x) iσµDµ iσ
νDνΦ (x) . (8.50)
To simplify the mathematics below, it is convenient to temporarily write
Φb =
 Φ
Φ
 , Fb =
 F
F
 . (8.51)
and to use the same Weyl representation as is used for Dirac fermions, with
γµ =
 0 σµ
σµ 0
 (8.52)
so that (8.50) can be written as
LΦ = −1
2
Φ†b (x) γ
µDµ γ
νDνΦb (x) (8.53)
= −1
2
Φ†b (x) /D
2
Φb (x) . (8.54)
According to a result [54] that can easily be extended to the nonabelian case,
/D
2
= −DµDµ + SµνFµν (8.55)
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with the present convention for the metric tensor. Here the field strength tensor Fµν spans
all the irreducible (physical) gauge representations. The second term gives an addition to
standard physics, involving Fµν and the Lorentz generators (which act on Dirac spinors)
Sµν =
1
2
σµν (8.56)
or [54]
Skk
′
=
1
2
εkk′k′′
 σk′′ 0
0 σk
′′
 , S0k = − i
2
 σk 0
0 −σk
 : (8.57)
LΦ = 1
2
Φ†b (x)D
µDµΦb (x)− 1
2
Φ†b (x) S
µνFµν Φb (x) . (8.58)
This can be rewritten in terms of “magnetic” and “electric” fields Bk and Ek defined by
Fkk′ = −εkk′k′′Bk′′ , F0k = Ek (8.59)
since [54]
−SµνFµν =
 (−→B + i−→E) · −→σ 0
0
(−→
B − i−→E
)
· −→σ
 (8.60)
where a · b = akbk. (Recall that µ = 0, 1, 2, 3 and k = 1, 2, 3.) We then obtain
LΦ = Φ† (x)DµDµΦ (x) + Φ† (x) −→B · −→σ Φ (x) . (8.61)
The second term (which is analogous to the interaction of an electron spin with a magnetic
field) is invariant under a rotation, but not under a boost, making it the only aspect of the
theory that does not have complete Lorentz invariance (at energies far below the Planck
scale). As discussed elsewhere [55], this term will have observable effects only at high energy
(or in very weak radiative corrections), and in conjunction with the new spin 1/2 particles
predicted here.
Let us write Φ as the inner product of two Ng-component fields φ and χ, where each
component of φ is a complex scalar and each component of χ is a 2-component spinor:
Φ = φχ = φrχr (8.62)
with the usual summation over the repeated index r. The amplitude of each component Φr
is given by φr, and the “spin configuration” by χr. There are various analogies in condensed
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matter physics [56–58]. None of these are directly relevant, but there is a suggestive analogy
with s-wave superconductors, where single-particle excitations, two-particle excitations, and
“Higgs mode” excitations have minimum energies ∆, 2∆, and 2∆ respectively [59, 60].
If χ is constant, and the second term in (8.61) can be neglected (see the discussion in
Ref. [55]), it is convenient to choose the normalization
χr †χr = 1 [no sum on r] (8.63)
so that
LΦ = φ† (x)DµDµφ (x) . (8.64)
The scalar amplitude modes φr then have only their standard coupling to the gauge fields
through the covariant derivative.
One experimental implication of (8.61) is discussed in a separate paper [55]: The present
theory predicts new fundamental spin 1/2 particles which can be produced in pairs through
their couplings to vector bosons. The lowest-energy of these should have a mass m1/2
comparable to the mass mh of the recently discovered Higgs boson, with m1/2 = mh in the
simplest model. Since these particles are WIMPs with an R-parity of −1, they are ideal
dark matter candidates: They have a well-defined mass and well-defined couplings, lie in a
desirable mass range for direct detection, lie in the accessible energy range at the LHC, will
have annihilation products which should be well-defined for indirect detection, and would
have been produced in the early universe with about the right abundance. They can be
distinguished from neutralinos by their unconventional couplings to W and Z bosons and
their predicted mass.
With Ssb = SΦ + SF we have
ZLsb =
∫
DΦ† (x)DΦ (x) DF † (x)DF (x) eiSsb . (8.65)
(The number of values of x in a discrete representation should be chosen to match the
number of values of s for a unitary transformation.) Again, this is the path integral for an
arbitrary time interval, and one can define a time evolution operator and Hamiltonian as in
Section VII.
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IX. SUPERSYMMETRY, GRAVITY, AND COSMOLOGICAL CONSTANT
In the locally inertial coordinate system of the preceding section, the total Lagrangian
density for fermions and scalar bosons is given by (6.21), (8.49), and (8.61):
Lf + Lsb = ψ†f (x) i σµDµ ψf (x) − (DµΦ (x))†DµΦ (x)
+ Φ† (x)
−→
B · −→σ Φ (x) + F † (x)F (x) . (9.1)
where an integration by parts has been performed to obtain the first term in the new form
of Lsb. If we neglect excitations involving χ, which will have observable effects only at high
energy [55], the third term vanishes and (9.1) becomes
Sf + Ssb =
∫
d4x
[
ψ†f (x) ie
µ
α σ
αDµ ψf (x)− gµν (Dµφ (x))†Dνφ (x) + F † (x)F (x)
]
(9.2)
after transformation back to the original coordinate system, where
gµν = ηαβeµαe
ν
β (9.3)
and F is the amplitude of F , defined in the same way as φ in (8.62).
We thus obtain the basic form for a Lorentz-invariant and supersymmetric action. The
spin 1/2 fermion fields in ψf , the scalar boson fields in φ, and the auxiliary fields in F
span the various physical representations of the fundamental gauge group, which must be
SO(D−4) in the present theory. (More precisely, the group is Spin(D−4), but SO(D−4)
is conventional terminology.)
According to (9.2), the coupling of matter to gravity is very nearly the same as in standard
general relativity. Notice, however, that there is no factor of
e =
∣∣det eαµ∣∣ = (− det gµν)1/2 (9.4)
in the integrand: The action for fermions and scalar bosons has the form
∫
d4xL in the
present theory, whereas in standard physics it has the form
∫
d4x eL. The fields of (9.2)
and the fields of standard physics therefore differ in normalization by a factor of e. To
preserve the form of (9.2), or of the corresponding version of (9.1), under a general coordinate
transformation, we require that the fields ψf , Φb, and Fb be appropriately rescaled, with an
additional term in the covariant derivative that arises from the coordinate dependence of the
Jacobian for the transformation (and which is significant only when gµν is rapidly varying).
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I.e., in the present theory these “matter” fields are required to transform under general
coordinate transformations as scalars with weight 1/2 rather than 0. (Under a Lorentz
transformation in the tangent space, the ψrf and φ
r
b transform in the usual way, as spinors
and scalars.)
In the case of ordinary matter, the usual gravitational stress-energy tensor T µν =
2e−1δ
(
eL) /δgµν undergoes a modification which can be neglected unless gµν is rapidly
varying, even when masses are added to (9.2), as long as the matter fields described by this
Lagrangian satisfy their classical equations of motion. This results from the fact that
e−1δ
(
eL) /δgµν = L e−1δe/δgµν + δL/δgµν = δL/δgµν (9.5)
since the bilinear form of (9.2) implies that L = 0 if the classical equations of motion are
satisfied. (Recall that the present fields and conventional fields differ in normalization by a
factor of e. For a large classical body, one can substitute, e.g., a bilinear Schro¨dinger-like
Lagrangian density.) The predictions of general relativity are thus unchanged (to a very
good approximation) for classical matter acting as a gravitational source, as well as for the
motion of all particles and waves in gravitational fields.
But for an L corresponding to a fixed vacuum energy density, there is no coupling to
gravity in the present theory, and the usual cosmological constant vanishes.
On the other hand, the vacuum Lagrangian density Lvac is not really fixed, since the fields
in the vacuum will respond to variations in the gauge potentials of (6.12) and the vierbein of
(5.36) (or metric tensor of (9.3)). In the present theory, it is the lowest-order “diamagnetic”
response of Lorentz-invariant vacuum fields to gauge and gravitational curvature that gives
rise to the Maxwell-Yang-Mills action, with
Lg = −1
4
g−20 e F
i
µνF
i
ρσ g
µρgνσ , (9.6)
and the Einstein-Hilbert action, with
LG =
(
16πℓ2P
)−1
e (4)R (9.7)
where g0 is the coupling constant for the fundamental gauge group and ℓ
2
P = G. There will
also be a response of the vacuum fields to the mere imposition of a gravitational vierbein,
and this is how the very weak cosmological constant term
LΛ = −
(
8πℓ2P
)−1
eΛ (9.8)
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is interpreted in the present theory. Others have previously considered the role of the
vacuum in this broad context [61–66]. Here, of course, we have made no attempt to derive
(9.6)-(9.8), since that would require a detailed treatment of the vacuum fields after a series
of symmetry breakings. Instead, we have merely written down the forms permitted for
the response of vacuum fields that satisfy invariance under Lorentz, gauge, and general
coordinate transformations.
Again, the goal of the present paper is to develop a broad framework, and a complete
theory will require vastly more work.
The factor of e is required in (9.6)-(9.8) because the corresponding action is required to
be invariant under a general coordinate transformation. (The fields of (9.2) are rescaled in
the present theory to achieve this invariance, but the fields of (9.6)-(9.8) cannot be rescaled,
because their definitions imply that they transform as tensors with density 0.)
Since Lg is postulated to arise from the response of the vacuum to external gauge fields,
it must necessarily vanish when these fields vanish – i.e., in the vacuum itself:
〈Lg〉vac = 0 . (9.9)
This means that when (9.6) is quantized, the field operators must be normal-ordered. It
follows that there is no cosmological constant resulting from the gauge fields. On the other
hand, virtual processes will still be affected by a change in their boundary conditions; a
detailed treatment of this aspect, and of the observed Casimir effect [45–47], would be
inappropriately long here, but see the discussion of this point in Section II.
It should again be emphasized that the action for the spin 1/2 fermionic and Higgs-like
bosonic fields, including those in the vacuum, does not contain the factor e of (9.4) – but
the action representing the response of these vacuum matter fields to external force fields
(i.e., gravitational and gauge curvature) must contain this factor, in order to be consistent
with the invariance of the vacuum (and general theory) under coordinate transformations.
Also, the force-field action must vanish in the vacuum, because there are then no applied
fields to elicit a response. It is these facts, in conjunction, that imply the usual cosmological
constant vanishes in the present theory.
In principle, the fundamental (grand-unified) gauge coupling constant g0 and the gravita-
tional constant G are calculable in the present description, just as the Landau diamagetism
is calculable for a given metal in condensed matter physics, but this would require a quan-
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titative description of all the vacuum fields after all symmetry breakings.
The gravitational and gauge curvatures of (9.6) and (9.7) must ultimately originate from
a background (in the path integral) of rapidly fluctuating 4-dimensional topological defects
(analogous to vortex rings or closed flux tubes) associated with the gauge potentials of (6.12)
and the vierbein of (5.36). This is one of the many problems that are not considered here
and which will require further work. Again, the present paper only provides a framework,
with many gaps that must be filled for a complete theory. However, none of these gaps
appear to be unbridgeable.
X. CONCLUSION
The following have been shown to arise as emergent properties from the initial statistical
picture: the general form of Standard Model physics (with spin 1/2 fermions and scalar
bosons coupled to gauge fields), the coupling of matter fields to gravity, a gravitational
metric with the form (−,+,+,+), and a mechanism for the origin of spacetime and quantum
fields. The unavoidable qualitative predictions include supersymmetry and SO(N) grand
unification. Most of the potential new quantitative predictions are difficult for a familiar
reason: They require a detailed treatment of multiple symmetry breakings in the early
universe.
There is, however, at least one prediction that should be testable in the near future:
Eq. (8.61) implies new kinds of spin 1/2 fields and particles, and these particles can be
produced in pairs through their couplings to vector bosons. The lowest-energy of these
should have a mass m1/2 comparable to the mass mh of the recently discovered Higgs boson
(with m1/2 = mh in the simplest model). These particles should therefore be detectable in
collider experiments, and they are also dark matter candidates.
A principal new feature of the present theory is the absence of an enormous cosmological
constant.
Appendix A: The internal space
The internal space of Section VI is (D − 4)-dimensional, with an SO(D − 4) (or more
precisely Spin(D − 4)) rotation group and its vector, spinor, etc. representations – for
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example, the 10 and 16 representations when D − 4 = 10. It may be helpful to begin with
an analogy, however, in which external spacetime is replaced by the z-axis. The internal
space is replaced by an xy-plane, with internal states described by 2-dimensional vector
fields (rather than the higher-dimension vector and spinor fields considered below). One of
these states is occupied by the condensate, and is represented by a vector v1 which points
radially outward from the origin at all points in the xy-plane when z = 0. The other state is
an additional basis function, represented by a vector v2 which is everywhere perpendicular
to v1. But v1 is allowed to rotate as a function of z, so it has both radial and tangential
components after a displacement along the z-axis. Then v2 is forced to rotate with v1 – i.e.,
the condensate – in order to preserve orthogonality.
Now let us turn to the actual internal space, first considering a set of (D−4)-dimensional
vector fields ψ˜rvec. Let ψ˜
0
vec represent the state occupied by a bosonic condensate. In the
simplest picture, and at some fixed xµ0 , only the r th component of the field ψ˜
r
vec is nonzero
along some radial direction in the internal space, making the fields trivially orthogonal in
that direction. Then, with xµ still fixed, ψ˜rvec (x
m) in all other radial directions is obtained
from the original ψ˜rvec (x
m
0 ) by rotating it to x
m. In other words, the field at each point in
the internal space is identical to the field that would be obtained at that point if the original
field ψ˜rvec (x
m
0 ) were subjected to a rotation about the origin. This produces an isotropic
configuration for the condensate and each basis function. As in (5.13) we can write
ψ˜rvec (x
m) = Uvec (x
m, xm0 ) ψ˜
r
vec (x
m
0 ) . (A1)
Just as in the analogy, a field that is radial at xm0 will also be radial at all other points x
m.
However, a general ψ˜rvec (x
m
0 ) permits a general vortex-like configuration of the condensate.
Also as in the analogy, the state ψ˜0vec of the condensate is allowed to rotate as a function
of xµ (because such a rotation does not alter the internal action). Since the other basis
functions ψ˜rvec are required to remain orthogonal to ψ˜
0
vec and each other, they are required
to rotate with the condensate. Then (A1) becomes more generally
ψ˜rvec (x
m, xµ) = Uvec (x
m, xm0 ; x
µ, xµ0) ψ˜
r
vec (x
m
0 , x
µ
0 ) (A2)
with
ψ˜r †vec (x
m, xµ) ψ˜r
′
vec (x
m, xµ) = ψ˜r †vec (x
m
0 , x
µ
0 ) ψ˜
r′
vec (x
m
0 , x
µ
0 ) = δrr′ (A3)
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since
U †vec (x
m, xm0 ; x
µ, xµ0)Uvec (x
m, xm0 ; x
µ, xµ0 ) = 1 . (A4)
In general (with xµ fixed), let ψ˜ (x) represent a multicomponent basis function with
angular momentum j at a point x in the (D − 4)-dimensional internal space. After a
rotation about the origin specified by the (D − 4)× (D − 4) matrix R, it is transformed to
ψ˜′ (x) = R (R) ψ˜ (R−1x) (A5)
where R (R) belongs to the appropriate representation of the group Spin (D − 4). However,
we require that the field be isotropic, so that it is left unchanged after a rotation:
ψ˜′ (x) = ψ˜ (x) . (A6)
Then we can define ψ˜ (x) at each value of the radial coordinate r by starting with a ψ˜ (x0)
and requiring that
ψ˜ (x) = R (R) ψ˜ (x0) , x = Rx0 . (A7)
With this definition, ψ˜ (x) is a single-valued function of the coordinates only if j is an integer.
If j = 1/2, e.g., ψ˜ (x) acquires a minus sign after a rotation of 2π, but it is single-valued on
the Spin (D − 4) group manifold.
Multivalued functions are well-known in other similar contexts, such as the behavior of
the phase of an ordinary superfluid order parameter ψs = e
iθsn
1/2
s around a vortex, which
becomes discontinuous if it is required to be a single-valued function of the coordinates [66].
In the same way, z1/2 exhibits a discontinuity across a branch cut if it is required to be a
single-valued function and z is restricted to a single complex plane. I.e., z1/2 = |z|1/2 eiφ/2
gives + |z|1/2 for φ = 0 and − |z|1/2 for φ = 2π. But when defined on a pair of Riemann
sheets, z1/2 is a continuous function, and the same is true of ψ˜ (x) as we have defined it above,
on the group manifold. The key idea in either case is to extend the manifold over which the
function is defined, so that there are no artificial discontinuities. A similar principle holds
in condensed matter physics, where a spinor can be a multivalued function of position (but
with physical expectation values single-valued).
A vectorial condensate and vectorial basis functions are appropriate for the simplest
Higgs-like fields and their superpartners. Similarly, spinorial fields ψ˜rsp are appropriate for
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ordinary fermions, sfermions, and a possible primordial condensate occupying a state ψ˜0sp.
(In the present context, of course, “vector” and “spinor” refer only to properties in the
internal space.) Again, let ψ˜rsp (x
m
0 ) represent a field along some radial direction in the
internal space at some fixed xµ0 . Then the field configuration for every point x
m is obtained
by taking ψ˜rsp (x
m) to be identical to the field that would be obtained at that point if ψ˜rsp (x
m
0 )
were subjected to a rotation, with
ψ˜rsp (x
m) = Usp (x
m, xm0 ) ψ˜
r
sp (x
m
0 ) (A8)
as in (A7).
Again, the state ψ˜0sp of the condensate is allowed to rotate as a function of x
µ, and since
the other basis functions ψ˜rsp must remain orthogonal to ψ˜
0
sp they are required to rotate with
the condensate. The general version of (A8) is then
ψ˜rsp (x
m, xµ) = Usp (x
m, xm0 ; x
µ, xµ0 ) ψ˜
r
sp (x
m
0 , x
µ
0) . (A9)
The same reasoning applies to each irreducible representation, and thus to the combined
set of fields ψ˜rint (x
m, xµ):
ψ˜rint (x
′m, x′µ) = Uint (x
′m, xm; x′µ, xµ) ψ˜rint (x
m, xµ) (A10)
with
ψ˜r †int (x
′m, x′µ) ψ˜r
′
int (x
′m, x′µ) = ψ˜r †int (x
m, xµ) ψ˜r
′
int (x
m, xµ) = δrr′ . (A11)
So that the internal action will be unaffected as xµ → x′µ, we require that the order
parameter experience a uniform rotation, described by a matrix Rint which is independent
of xm. Then Uint has the form
Uint (x
′m, xm; x′µ, xµ) = Rint (x′µ, xµ) Rint (x′m, xm) . (A12)
(Notice that (A12) is to be distinguished from a rotation about the origin, which is given
by (A5), and which according to (A6) would leave ψ˜ (xm) unchanged rather than rotated at
each point xm.) It follows that
ψ˜rint (x
m, xµ) = Rint (xµ, xµ0 ) ψ˜rint (xm, xµ0 ) . (A13)
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We define the parameters δφi by
Rint (xµ + δxµ, xµ0 ) = Rint (xµ, xµ0)
(
1− i δφi Ji
)
(A14)
or
δψ˜rint (x
m) = −i δφi J i ψ˜rint (xm) as xµ → xµ + δxµ (A15)
J i = Rint (xµ, xµ0 )JiR
−1
int (x
µ, xµ0 ) (A16)
where the matrices Ji are the generators in the reducible representation of Spin(D − 4)
corresponding to ψ˜rint. The matrix elements of J i are independent of x
µ:∫
dD−4x ψ˜r†int (x
m, xµ)J i ψ˜
r′
int (x
m, xµ) =
∫
dD−4x ψ˜r†int (x
m, xµ0 )Ji ψ˜
r′
int (x
m, xµ0 ) . (A17)
The primordial condensate is in a specific representation, but the basis functions in other
representations are chosen to rotate with it according to (A13) and (A15).
It may be helpful to illustrate the above ideas by returning to the 2-dimensional analogy.
Equation (A7) becomes
v (x) = Rvec v (x0) , Rvec =
 cosφ − sin φ
sinφ cosφ
 , v (x0) =
 R (r)
0
 or
 0
R (r)
 (A18)
for the vector representation and
s (x) = Rsp s (x0) , Rsp = e−iσ3φ/2 , s (x0) =
 R (r)
0
 or
 0
R (r)
 (A19)
for the spinor representation. The matrices corresponding to the Ji are
Jvec =
 0 −i
i 0
 and Jsp = σ3
2
=
1
2
 1 0
0 −1
 . (A20)
Notice that φi is an angular coordinate in the internal space, whereas φi is a parameter
specifying the rotation of ψ˜rint at fixed x
m as xµ is varied.
Appendix B: Solutions in the internal space
Our goal in this appendix is merely to show that there are solutions with the form required
in Appendix A, so we will look first for solutions with the higher-derivative terms in (6.2)
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and (6.3) neglected, and with Ψint sufficiently small that V0 (x
m) can also be neglected. Then
(6.2) and (6.3) become(
− 1
2m0
∂m∂m − µint
)
Ψint (x
m, xµ) = 0 ,
(
− 1
2m0
∂m∂m − µint
)
ψ˜rint (x
m, xµ) = 0 . (B1)
For simplicity of notation, let ψ˜rint (x
m, xµ) again be represented by ψ˜ (x), with com-
ponents ψ˜p (x). Each component varies with position in the way specified by (A7) (to-
gether with the radial dependence of ψ˜ (x0)). It therefore has a kinetic energy given by
− (2m0)−1 ∂m∂mψ˜p (x), and an orbital angular momentum given by the usual orbital angu-
lar momentum operators Ĵi in d¯ dimensions [67–72], which essentially measure how rapidly
ψ˜p (x) varies as a function of the angles φi.
The Laplacian ∂m∂m can be rewritten in terms of radial derivatives and the usual Ĵ
2,
giving [67–69] (
− 1
r2K
∂
∂r
(
r2K
∂
∂r
)
+
Ĵ2
r2
− 1
)
ψ˜p (x) = 0 , K =
d¯− 1
2
(B2)
after rescaling of the radial coordinate r, where
d¯ = D − 4 . (B3)
In addition, it is shown in Refs. [67–69] that
Ĵ2ψ˜p (x) = j
(
j + d¯− 2) ψ˜p (x) (B4)
where j is the orbital angular momentum quantum number, as defined on p. 677 of Ref. [68],
but with this definition extended to half-integer values of mα and j. Normally, of course,
only integer values of these orbital quantum numbers are permitted. However, the functions
ψ˜p (x) as defined in Appendix A can have j = 1/2 etc. (in which case they are multivalued
functions of the coordinates but single-valued functions on the group manifold, as discussed
below (A7)). Also, the demonstration of (B4) in Ref. [68] can be extended in the present
context to half-integer j, because it employs raising and lowering operators. (At each x, ψ˜p
is a linear combination of states with different values of mα, but (B4) still holds.) For each
ψ˜p (x) the radial wavefunction then satisfies[
− 1
r2K
d
dr
(
r2K
d
dr
)
+
j
(
j + d¯− 2)
r2
− 1
]
R (r) = 0 . (B5)
44
It may be helpful once again to consider the 2-dimensional analogy of Appendix A, where
the orbital angular momentum operator is
Ĵ = −i∂/∂φ . (B6)
For the vector representation, (A18) implies that the kinetic energy is given by
∂m∂mv (x) =
[
1
r
∂
∂r
(
r
∂
∂r
)
+
1
r2
∂2
∂φ2
] cosφ − sin φ
sin φ cosφ
v (x0) (B7)
=
[
1
r
∂
∂r
(
r
∂
∂r
)
− 1
r2
]
v (x) (B8)
in agreement with (B5) for j = 1. For the spinor representation, (A19) gives
∂m∂ms (x) =
[
1
r
∂
∂r
(
r
∂
∂r
)
+
1
r2
∂2
∂φ2
]
e−iσ3φ/2 s (x0) (B9)
=
[
1
r
∂
∂r
(
r
∂
∂r
)
− 1/4
r2
]
s (x) (B10)
in agreement with (B5) for j = 1/2.
Equation (B5) can be further reduced to [70, 72][
− d
2
dr2
+
k (k − 1)
r2
− 1
]
χ (r) = 0 , k = j +K = j +
d¯− 1
2
(B11)
where χ (r) ≡ rKR (r) . It is then easy to show that
χ (r) ∝ rk as r → 0 , χ (r) ∝ sin (r + δ) as r →∞ (B12)
where δ is a phase.
The higher derivatives in the full internal wave equation (6.3) permit exponentially de-
caying solutions which are then normalizable and have finite action. Suppose that the above
equation at large r is modified to[
α2
d4
dr4
− d
2
dr2
− 1
]
χ (r) = 0 . (B13)
The solutions are
χ (r) ∝ eiq r , q2 = − 1
2α2
±
√
1 + 4α2
2α2
. (B14)
There is then an exponentially decaying solution with the form q = i/α¯ and
χ (r) ∝ e− r/α¯ (B15)
so both the order parameter and the basis functions fall to zero as r →∞.
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Appendix C: Euclidean and Lorentzian Propagators
For Weyl fermions, the Euclidean 2-point function is
Gf (x1, x2) =
〈
ψf (x1)ψ
†
f (x2)
〉
=
∫ D ψ†f D ψf ψf (x1)ψ†f (x2) e−Sf∫ D ψ†f D ψf e−Sf (C1)
=
∏
s
∫
dψ
∗
f (s)
∫
dψf (s) e
−ψ
∗
f (s)a(s)ψf (s)
∑
s1,s2
ψf (s1)ψ
∗
f (s2)U (x1, s1) U
† (x2, s2)∏
s
∫
dψ
∗
f (s)
∫
dψf (s) e
−ψ
∗
f (s)a(s)ψf (s)
(C2)
where (7.1) and (7.2) have been used. In a term with s2 6= s1, the numerator contains the
factor ∫
dψ
∗
f (s1)
∫
dψf (s1) e
−ψ
∗
f (s1)a(s1)ψf (s1)ψf (s1) = 0 (C3)
according to the rules for Berezin integration. But a term with s2 = s1 contributes∫
dψ
∗
f (s1)
∫
dψf (s1) e
−ψ
∗
f (s1)a(s1)ψf (s1)ψf (s1)ψ
∗
f (s1)∫
dψ
∗
f (s1)
∫
dψf (s1) e
−ψ
∗
f (s1)a(s1)ψf (s1)
U (x1, s1) U
† (x2, s1)
= a (s1)
−1U (x1, s1) U
† (x2, s1) (C4)
so
Gf (x1, x2) =
∑
s
Gf (s)U (x1, s) U
† (x2, s) , Gf (s) = a (s)
−1 . (C5)
If the U (x, s) used to represent ψf (x) are a complete set, the propagator Gf (x, x
′) is a true
Green’s function:
Lf (x)U (x, s) = a (s)U (x, s) , ψf (x) =
∑
s
U (x, s) ψf (s) (C6)
and
∑
s U (x, s) U
† (x′, s) = δ (x− x′) imply that
Lf (x)Gf (x, x
′) = δ (x− x′) (C7)
as usual.
The treatment for scalar bosons is similar:
Gb (x1, x2) =
〈
φb (x1)φ
†
b (x2)
〉
=
∫ D φ†b D φb φb (x1)φ†b (x2) e−Sf∫ D φ†bD φb e−Sf (C8)
=
∏
s
∫∞
−∞
dReφb (s)
∫∞
−∞
d Imφb (s) e
−a˜(s)
[
(Reφb(s))
2
+(Imφb(s))
2
]∑
s1,s2
φb (s1)φ
∗
b (s2)∏
s
∫∞
−∞
dReφb (s)
∫∞
−∞
d Imφb (s) e
−a˜(s)
[
(Reφb(s))
2
+(Imφb(s))
2
]
×Ub (x1, s1) U †b (x2, s2) (C9)
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where
Lb (x)Ub (x, s) = a˜ (s)Ub (x, s) , φb (x) =
∑
s
Ub (x, s) φb (s) . (C10)
In a term with s2 6= s1, the numerator contains the factor∫ ∞
−∞
dReφb (s1)
∫ ∞
−∞
d Imφb (s1) e
−a˜(s1)
[
(Reφb(s1))
2
+(Imφb(s1))
2
] [
Reφb (s1) + i Imφb (s1)
]
= 0 (C11)
since the integrand is odd. But a term with s2 = s1 contains the factor∫∞
−∞
dReφb (s1) e
−a˜(s1)(Reφb(s1))
2 (
Reφb (s1)
)2∫∞
−∞
dReφb (s1) e
−a˜(s1)(Reφb(s1))
2
+
∫∞
−∞
d Imφb (s1) e
−a˜(s1)(Imφb(s1))
2 (
Imφb (s1)
)2∫∞
−∞
d Imφb (s1) e
−a˜(s1)(Imφb(s1))
2
= a˜ (s1)
−1 (C12)
so
Gb (x1, x2) =
∑
s
Gb (s)Ub (x1, s) U
†
b (x2, s) , Gb (s) = a˜ (s)
−1 . (C13)
As usual, a (s) and a˜ (s) contain a +iǫ which is associated with a convergence factor in
the path integral (and which gives a well-defined inverse).
The above are the propagators in the Euclidean formulation. The Lorentzian propagators
are obtained through the same procedure with a (s)→ −ia (s) and a˜ (s)→ −ia˜ (s):
G
L
f (s) = ia (s)
−1 , G
L
b (s) = ia˜ (s)
−1 . (C14)
The propagators in the Euclidean and Lorentzian formulations thus differ by only a factor
of i. More generally, in the present picture, the action, fields, operators, classical equations
of motion, quantum transition probabilities, propagation of particles, and meaning of time
are the same in both formulations.
For a single noninteracting bosonic field with a mass mb, the basis functions are
Ub (x, p) = V−1/2eip·x = V−1/2e−iωtei−→p ·−→x (C15)
so with s→ p we have
a˜ (p) = ω2 − |−→p |2 −m2b + iǫ (C16)
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and
Gb (p) =
1
ω2 − |−→p |2 −m2b + iǫ
(C17)
G
L
b (p) =
i
ω2 − |−→p |2 −m2b + iǫ
. (C18)
Notice that (C5) and (C13) hold even when the basis functions in (C6) or (C10) are not a
complete set.
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