The standard technique of reduced cost fixing from linear programming is not trivially extensible to semidefinite relaxations as the corresponding Lagrange multipliers are usually not available. We propose a general technique for computing reasonable Lagrange multipliers to constraints which are not part of the problem description. Its specialization to the semidefinite {−1 1} relaxation of quadratic 0-1 programming yields an efficient routine for fixing variables. The routine offers the possibility to exploit problem structure. We extend the traditional bijective map between {0 1} and {−1 1} formulations to the constraints such that the dual variables remain the same and structural properties are preserved. In consequence the fixing routine can efficiently be applied to optimal solutions of the semidefinite {0 1} relaxation of constrained quadratic 0-1 programming, as well. We provide numerical results showing the efficacy of the approach.
Introduction
The power of semidefinite relaxations of combinatorial problems has been recognized already in the seventies [21] . At that time it was not considered likely that practical algorithms for computing the associated bounds would ever be available. Research was primarily of theoretic nature [12] . A new rush of theoretical results in the early nineties [22, 6, 26] and the development of interior point algorithms for semidefinite programming [17, 24, 1, 28, 15, 19, 25] spurred interest for the field. Within short time several results in approximation theory [10, 23, 9, 5, 8] were published giving further evidence for the high quality of semidefinite programming bounds. Although a general framework for designing semidefinite relaxations of linear and quadratic 0-1 programming problems is available [22, 13, 16] , only few papers presenting computational experience are published so far [14, 18, 31, 30] (all are based on interior point codes). The bounds prove to be of good quality in practice, but implementations suffer from the high computational cost involved in solving semidefinite programs.
The task of solving hard combinatorial problems to optimality leads naturally to branch and bound (or branch and cut). In this setting the efficiency of an expensive bound hinges on the tradeoff between the number of branch and bound nodes and the computation time needed for each node. Indeed, in spite of its high cost the semidefinite programming relaxation outperforms any other approach in the case of unconstrained 0-1 quadratic programming with dense cost matrices [14] . Yet for problems of more than a hundred 0-1 variables the approach must be considered impractical. Even though the number of branch and bound nodes may seem reasonably small the computation time needed to solve the semidefinite relaxation Konrad Zuse Zentrum für Informationstechnik Berlin, Takustraße 7, D-14195 Berlin, Germany. e-mail: helmberg@zib.de, URL: http://www.zib.de/helmberg. becomes prohibitive. The sharp increase in computation time with growing dimension calls for routines that fix the "easy" variables quickly, thereby reducing the dimension of remaining problems in the branch and bound tree (not necessarily the number of nodes). In [14] we did not know how to exploit the dual to fix variables. Even in the case that the relaxation displayed its preferences for some variables at the root node we had to run through all dimensions till the overall bound was good enough.
In linear programming relaxations fixing variables by reduced costs is a standard procedure. For quadratic 0-1 programming problems the initial linear relaxations usually include the box constraints 0 ≤ y ij ≤ 1 (y ij is to be understood as the linearization of y i · y j ). If the optimal solution of the current linear relaxation yields y ij = 1, say, then a bound for the problem with y ij = 0 is obtained via the Lagrange multiplier or dual variable corresponding to the constraint y ij ≤ 1.
The standard semidefinite programming relaxation for quadratic 0-1 programming already implies some of the box-constraints. Consequently these are not included in the relaxation and the corresponding Lagrange multipliers are unknown. Yet if the optimal solution of the semidefinite relaxation displays some y ij = 1 then there must be some corresponding active constraint buried in the semidefiniteness constraint. It is the goal of this paper to present a practical method for extracting this information. It is worth noting that the considerations to come are completely independent of the actual algorithm used to solve the semidefinite relaxation.
There are two standard models for quadratic 0-1 programming, one formulated in {0, 1} variables, the other in {−1, 1} variables. Both lead, in a canonical way, to semidefinite relaxations that are slightly different in appearance. In particular the dual of the {−1, 1} relaxation allows for a very efficient routine for fixing variables. It is well known that both problems and their primal relaxations are equivalent [7, 13, 20] . The dual variables, however, will differ for varying representations of the same primal set. We present a canonical transformation between the constraints of both formulations such that the dual variables are the same for both. If the n + 1 fundamental constraints of the {0, 1} relaxation are modeled correctly this enables us to use the fixing procedure of the {−1, 1} formulation even for optimal solutions computed in the {0, 1} setting.
In Section 2 we introduce the semidefinite relaxation of quadratic 0-1 programming in {−1, 1} variables which motivated the considerations to follow. Section 3 provides the theoretical framework for extracting information from the dual in the general setting of semidefinite programming. Section 4 explains the practical difficulties in implementing the theoretic approach and presents an efficient alternative within the {−1, 1} setting. In Section 5 the equivalence transformation between {0, 1} and {−1, 1} formulations is extended to the constraints such that dual variables and structural properties are preserved. Section 6 presents numerical results underlining the efficacy of the fixing routine. We conclude the paper in Section 7.
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Unless explicitly stated otherwise all matrices considered are symmetric and vectors are columns.
Quadratic 0-1 Programming in {−1 1} Variables
Two canonical formulations of quadratic 0-1 programming appear in the literature, one in terms of {0, 1} variables and one in {−1, 1} variables. For our purposes the semidefinite relaxation of the {−1, 1} formulation (which is better known as the semidefinite relaxation of max-cut) is more convenient. We will return to the {0, 1} formulation and the equivalence of both in Section 5.
The natural interpretation for a vector x ∈ {−1, 1} n is that of a partition vector. Indices having the same sign belong to the same set. Formulated with respect to the product x i x j , i and j belong to the same set if x i x j is equal to one, and i and j belong to opposite sets if x i x j is minus one. The combinatorial problem to be investigated reads
The standard semidefinite relaxation is derived by observing that
n vectors, xx T is a positive semidefinite matrix with all diagonal elements equal to one. We relax xx T to X 0 and diag(X) = e and obtain the following primal dual pair of semidefinite programs,
The relaxation can be strengthened by adding a few of the so called triangle inequalities,
For later reference we point out that, by exploiting the ones on the diagonal of X, these inequalities can be written in the form
with v ∈ R n having only three non-zero entries, each either +1 or −1. A bound of this kind is used in [14] in a branch and cut scheme. This runs as follows. The relaxation is solved for the initial problem and a good integral solution is generated using the solution of the relaxed problem. In case the bound is close enough to the best integral solution found, stop (in the recursive step proceed with an open problem in the branch and bound tree). Otherwise select two indices i and j to generate two subproblems, one with i and j in the same set, one with i and j in opposite sets. Both subproblems can be expressed as quadratic {−1, 1} n−1 problems. Proceed recursively.
If the bound is not good enough to fathom the node, but x ij = 1 (x ij = −1) for some i = j in the optimal solution of the relaxation we can expect that indeed i and j belong together (apart). If we force the opposite a drop in the bound is to be expected. Can we prove that this drop will be large enough without recomputing the bound for this case?
In a linear cutting plane algorithm for the {−1, 1} model the constraints −1 ≤ x ij ≤ 1 are typically included in the initial relaxation. If the optimal solution of the linear relaxation exhibits |x ij | = 1 then the dual variable of the corresponding active constraint yields a lower bound on the change of the objective value that would result from forcing x ij to the opposite sign. This bound may suffice to prove that the current value of x ij is correct for all optimal solutions of (MC).
In the semidefinite relaxation (PMC) the constraints −1 ≤ x ij ≤ 1 are already implied by the diagonal constraints and the semidefiniteness of X. Therefore they are not included in the semidefinite relaxation and the corresponding dual variables are not available.
However, we can associate with each active constraint 
is in the null space of X * . Although this does not yet yield the Lagrange multiplier corresponding to the constraint vv T , X ≥ 0 it suggests to look for it in the dual slack matrix Z * . We will do so in the general setting of semidefinite programming.
The Theoretical Framework
Consider a standard primal dual pair of semidefinite programs,
We examine possibilities to extract duality information for equality or inequality constraints that are not explicitly given in the problem description. Assume that optimal solutions X * of (P) and (u
we denote the optimal objective value. We are interested in the following question: How much does the optimal value of (P ) increase if an additional constraint A 0 , X = b 0 is added to the problem? We would like to bound this quantity without actually computing the optimal solution of the new problem.
Let u 0 denote the new dual variable associated with the new constraint. The corresponding primal dual pair reads
Computing the optimal solution is as hard as solving the original problem. However, we do already know a "good" dual feasible solution for (D 0 ), namely (u 0 = 0, u * , Z * ). To improve this solution with reasonable effort we restrict ourselves to a line search along an ascent direction (Δu 0 , Δu, ΔZ) with
To determine the best search direction is again as difficult as the problem itself. The choice of a good direction will depend on our understanding of the problem at hand.
Having fixed an ascent direction (Δu 0 , Δu, ΔZ) it remains to compute the maximal step size t such that Z +tΔZ is still positive semidefinite, because the objective function is linear. With
the problem reduces to (LS) max t s.t. S − tB 0.
Problems of this form appear as matrix pencils in the literature (see e.g. [11] , Chapters 7.7, 8.7, and references therein). Indeed, the optimal t can be computed explicitly. To keep the paper self contained we include the main steps. Let P Λ S P T = S denote an eigenvalue decomposition of S with P an orthonormal matrix and Λ S a diagonal matrix having the eigenvalues λ 1 (S) ≥ . . . ≥ λ n (S) on its diagonal in this order. Then S − tB 0 is equivalent to
) from left and right we obtain
Assuming that t > 0 exists we divide by t and impose the same block structure on DP T BP D,
In case B 12 and B 22 are both zero,
) is the best choice (for S 0 this specializes to
, see [19] ). Note, that for λ max (B 11 ) ≤ 0 the problem is unbounded. If −B 22 is non-zero it must be positive semidefinite, otherwise t = 0 is the only feasible solution. If −B 22 is positive semidefinite with rank h we can apply a similar sequence of steps to obtain a condition ⎡
IfB 13 is non-zero then again t must be zero. Otherwise we can apply the Schur complement Theorem to obtain the condition
This yields
). We specialize this general procedure to a case of particular importance in semidefinite programming. For the purpose of explanation assume that X * and (u * , Z * ) are a strictly complementary pair of optimal solutions, i.e. , rank(X * ) + rank(Z * ) = n (these do not necessarily exist, see e.g. [2] ). Furthermore let A 0 be a dyadic product vv Because X * and Z * are strictly complementary solutions and v is in the null space of X we conclude that v lies in the span of the eigenvectors to non-zero eigenvalues of Z * . Assume that rank(Z * ) = k and let P Λ Z P = Z * denote the eigenvalue decomposition of Z * with P ∈ M n,k , P T P = I k , and the spectrum of non-zero eigenvalues Λ Z ∈ S k . Then the maximal t is given by
If in particular v happens to be an eigenvector of Z * then t * is the corresponding eigenvalue of Z * . Relating this to linear programming we might formulate, the dual slack matrix Z * subsumes the dual variables to the constraints generating the primal cone X 0.
This interpretation can be extended to the case that X * and Z * are not strictly complementary. For any vector v in the null space of X * but not in the span of the non-zero eigenvectors of Z * the optimal t is zero. With respect to the semidefinite relaxation (PMC) the formula above suggests a convenient procedure to construct Lagrange multipliers for the constraints of form (2) . Assuming that the eigenvalue decomposition of
, it is easy to check whether v is in the span of the eigenvectors P . If it is not, then t * = 0, otherwise
is the best Lagrange multiplier for u fixed to u * . The bound corresponding to forcing i and j into opposite sets can be modeled by changing the right hand side of the (currently active) constraint v T Xv = 0 to v T Xv = 4 in the current relaxation. Therefore the bound obtained from the relaxation with i and j in opposite sets is less than or equal to e T u * + 4t * . In theory this yields a very efficient algorithm for checking several pairs (i, j). The eigenvalue decomposition has to be computed only once for all pairs, the evaluation for a single pair requires roughly O(nk) arithmetic operations. However, in the next section we will see that practical implementations require a different approach.
A Practical Algorithm
In implementing the approach suggested in the previous section several difficulties are encountered. Indeed, we cannot expect any real world algorithm to deliver the true optimal solution (X * , u * , Z * ) of (PMC) for arbitrary cost matrices. For a computed solution (X,û,Ẑ) both,X andẐ, will be (rather ill conditioned) full rank matrices. Even in case the gap X ,Ẑ between primal and dual solution is almost zero, it is difficult to decide which of the eigenvalues ofX andẐ will eventually converge to zero. The space spanned by the eigenvectors corresponding to the "non-zero" eigenvalues ofX andẐ may still differ substantially from the true eigenspaces of X * and Z * . Eigenvalue decompositions are difficult to compute because the eigenvalues tend to cluster at 0. The vectors v of (2) will neither be contained in the null space ofX nor in the space spanned by the "non-zero" eigenvectors ofẐ because no |x ij | will be strictly one. In consequence the line search will allow for a very short step only and the approach fails.
However, in the case of (PMC) there is an obvious way to get around these difficulties. We mention, that the framework can be applied in the presence of additional primal constraints, as well, but as these have no influence on the considerations to follow, we ignore them here.
Within the branch and bound scenario let (X,û,Ẑ) be the solution computed for the relaxation of the current branch and bound node yielding the upper bound e Tû and let c * denote the lower bound. Let i, j and v as in (2) with v TX v almost zero. How much does the bound improve if we add the constraint v TX v = 4 to the current relaxation? We denote the Lagrange multiplier for the new constraint by u 0 . We would like to compute an upper bound, ideally smaller than c * , for the problem
Consider the situation of setting u 0 to some (negative) value required for achieving 4u 0 + e Tû < c * . IfẐ + u 0 vv T is still positive semidefinite then we are done . If not, we add −λ min (Ẑ + u 0 vv T )e toû,
This worsens the original bound of e Tû by −nλ min but the new Z is feasible again. Thus we are looking for an u 0 such that
We have more freedom to compensate the negative eigenvalue than we exploit by adding −λ min · I. In particular the addition of u 0 vv T leads to negative eigenvectors with strong components in indices i and j. In practice it proved much better to work with A 0 = vv T − Diag(e i + e j ), which is vv T with zeros on the diagonal. This change can be compensated by adding −u 0 toû i andû j . Equivalently it can be modeled by a cost coefficient of 2 for u 0 . Observe that A 0 , X = 2 is a natural way to model the constraint x ij = −sgn(x ij ). The support of this representation is disjoint from the diagonal constraints. Summing up we specialize the semidefinite program above to
The minimal eigenvalue is a concave function, so the problem is convex. The function is differentiable if and only if the minimal eigenvalue has multiplicity one. In this case the gradient is determined by
with q(u 0 ) denoting the (normalized) eigenvector to the minimal eigenvalue of u 0 A 0 +Ẑ. As explained above, it can be expected thatẐ has eigenvalue zero with high multiplicity. Therefore the function is not differentiable for u 0 = 0. This complicates the recognition of good candidates i and j. It seems appropriate to choose the starting value u 0 with respect to the gap c * − e tû , e.g.
). For reasonably large |u 0 | the minimal eigenvalue will be well separated and we can use the gradient to decide whether it is worth to increase |u 0 | even further or not. If because of the gradient it seems possible to beat c * we do another step slightly overestimating the remaining gap. We repeat this procedure for at most three times.
The computation of the gradient requires the computation of the eigenvector to the minimal eigenvalue of u 0 A 0 +Ẑ. Extremal eigenvalues and eigenvectors are best determined via iterative methods such as the Lanczos method, which can exploit problem structure (see e.g. [11] ). In particular these methods are very fast if a good starting vector is known. For the first computation we suggest the vector v, for all further iterations the last eigenvector computed is the natural choice. We expect that this method is efficiently applicable even in case approximate solutions of rather large sparse problems are given.
In Section 6 we will present some experimental results indicating the efficacy of this approach. Note, that the algorithm trivially extends to arbitrary matrices A 0 and other semidefinite relaxations exhibiting the possibility to shift eigenvalues directly.
Quadratic 0-1 Programming
It is well known that quadratic 0-1 programming in n variables is equivalent to quadratic {−1, 1} programming in n + 1 variables [7] and this equivalence also extends to the canonical semidefinite relaxations [13, 20] . In general the {0, 1} formulation is considered more intuitive and usually chosen for modelling combinatorial problems. In fact most articles dealing with constrained quadratic 0-1 programming work within this setting [22, 3, 13, 16] . From a theoretical point of view the equivalence of both primal problems is sufficient to observe that the previous considerations can be applied (indirectly) to the {0, 1} setting. From a practical point of view two other aspects are important. Problem transformations tend to destroy structure inherent in the natural problem formulation. Therefore transformations should be avoided or they should be designed such as to preserve as much structure as possible. On the other hand dual variables usually have a natural interpretation in the original formulation. It is difficult to translate this interpretation into a transformed model and typically it is even more difficult to construct dual variables for the original problem from the dual variables of the transformed problem. Astonishingly, there is a transformation between {0, 1} and {−1, 1} formulation that achieves both, problem structure is largely preserved and the dual variables are the same. In fact, it is based on the same transformation used in [7] and [13, 20] .
Quadratic 0-1 programming in {0, 1} variables asks for the optimal solution of
The canonical semidefinite relaxation for quadratic 0-1 programming is derived by adding an additional component 1 (with index 0) to the vector y and by looking at
The latter matrix is positive semidefinite and its diagonal is equal to the first column and the first row for all y ∈ {0, 1} n . An intuitive way to write the semidefinite relaxation is
There are several possibilities to model linear constraints ensuring the diagonal property ofȲ . We will construct a representation ensuring that the dual variables are the same as those of the equivalent problem (PMC) in n + 1 variables.
To this end we present some well known facts about transformations of the type W = QXQ T for nonsingular Q ∈ M n in the general setting of the primal dual pair (P) and (D). These transformations belong to the automorphism group of the semidefinite cone (the set of all bijective linear maps leaving the semidefinite cone invariant) and appear several times in the interior point literature in connection with scaling issues (see e.g. [25, 27] ). Clearly, W = QXQ T is positive semidefinite if and only if X is. How do we have to change the constraints of (P) such that we get the same semidefinite program in terms of W ? Since
Note, that this is the adjoint to the inverse transformation of QXQ T . With
and the linear operatorsĀ andĀ T formed by theĀ i , we obtain the transformed primal dual pair
Proposition 5.1 X is a feasible solution of (P) if and only if the associated W = QXQ
T is a feasible solution of (P Q ). Furthermore X and W satisfy C, X = C , W . Proof. Clear by construction.
In particular this implies that given an optimal primal dual solution for one of the problems we can construct an optimal primal dual solution for the other. We apply this approach to the transformation between {−1, 1} and {0, 1} representation of 0-1 quadratic programming Proposition 5.2 Let Q ∈ M n+1 be the matrix
maps feasible solutions of (PMC) (for n + 1 variables) to feasible solutions of (PQ).
Proof. Q is nonsingular, therefore X is positive definite if and only if ϕ(X) is. The properties concerning the diagonals are verified by direct computation. This is a slight simplification with respect to earlier proofs of this fact ( [13, 20] ). However, the advantage of this approach is that by Proposition 5.1 we know how to formulate the constraints such that we can go back and forth between both models without changing the dual variables.
To make this even simpler we provide a table of the most important transformations. In order to introduce the necessary notation observe that
As the first row and column play a special role in (P Q) we give all transformations for partitioned matricesĀ
with a 0 ∈ R, a ∈ R n , and A ∈ S n . The correct transformation of the coefficient matrices is achieved by the adjoint operator to ϕ −1 (with ϕ as in Proposition 5.2),
For implementational purposes constraint matrices of the formĀ =vv T orĀ = vv T +v v T are of special importance [22, 13, 16] and conveniently transformed by the linear bijective map
Obviously,
The explicit formulas are given in Table 1 . Note, that these transformations preserve most of the structure (sparsity and low rank representations) which is of high practical importance. To translate (PMC) to (PQ) we observe that diag(X) =ē can be modeled bȳ
Collecting these n + 1 constraints in an operator A withĀ i =w (i)w(i)T (i = 0, . . . , n) we obtain a formulation of (PQ) having the same dual variables as (PMC), Returning to the fixing procedure for (PMC) we mention that in the {0, 1} model it is not obvious how to guarantee the positive semidefiniteness of S in (DQ') by a similar approach. However, for given optimal solutions of the {0, 1} model we can switch to the {−1, 1} setting without changing the dual variables and compute appropriate Lagrange multipliers. These are also correct multipliers in the {0, 1} model.
We now interpret the fixing of x ij to either +1 or −1 in the {0, 1} setting. Using σ again on v from (2) we obtain forw = σ(v)
Reinterpreted in {0, 1} variables y i and y j the equationsw TȲw = 0 correspond to
The third equation states that both, i and j, must be zero or both must be one. The fourth states that exactly one of both must be one. Using the analogous procedure as for (PMC) we can try to verify the validity of such an equation for the optimal solution of a particular problem by constructing the corresponding Lagrange multipliers with respect to an optimal solution (Ȳ * , u * , S * ) of the relaxation (PQ'). For completeness we include the interpretation of the box constraints 0 ≤ y ij ≤ 1 arising naturally in linear relaxations. Observe that they do not appear in the list above. y ij ≤ 1 is guaranteed by the feasibility ofȲ . The natural interpretation for y ij = 1 is that both, i and j, must be one. In the {−1, 1} setting this corresponds to requiring that indices 0, i, and j belong to the same set.
y ij ≥ 0 is not implied by the feasibility ofȲ . In fact, this constraint is well known to correspond to a triangle inequality (in (1) take v 0 = 1, v i = 1, and v j = 1). The interpretation of y ij = 0 is that at most one of i and j may attain the value 1. In the {−1, 1} setting not all three, 0, i, and j, may belong to the same set.
Implementation
We have implemented the algorithm for fixing variables of Section 4 within our branch and cut code for solving (MC) as described in [14] . Here, we improve the semidefinite relaxation (PMC) with triangle inequalities only 1 . Eigenvalues and eigenvectors are computed by the EISPACK routines tred2 and imtql2 (translated from Fortran to C with f2c). The fixing procedure is applied whenever a variable x ij of the current optimal solution satisfies |x ij | > .98. This leads to literally no additional cost for problems in which no variables satisfy this bound. Whenever variables of this size appeared then usually some of them could be fixed. We tested the code on the same classes of problems as in [14] , G .5 , G −1/0/1 , Q 100 , and Q 100,.2 .
G .5 consists of unweighted graphs with edge probability 1/2, G −1/0/1 of weighted (complete) graphs with edge weights chosen uniformly from {−1, 0, 1}. Q 100 and Q 100,.2 were used in [29, 4] . Formulating Q 100 with respect to (QP) the lower triangle of B is set to zero, the upper triangle (including the diagonal) is chosen uniformly from {−100, . . ., 100}. The diagonal takes the role of the linear term. Q 100,.2 represents instances with a density of 20%.
It was observed in [14] that in practice G . 5 and G −1/0/1 are substantially more difficult to solve than Q 100 and Q 100,.2 . Indeed, for these classes the fixing routine was hardly ever called, because no variables satisfied |x ij | > .98. Accordingly the additional cost of the routine was neglectable. However, for the "easy" classes of problems Q 100 and Q 100,.2 the fixing routine was very successful and we present the results in Table 2 .
Column n gives the dimension of the problem within the {−1, 1} setting (the additional one is due to the transformation) and nr refers to the number of instances solved. The average computation time 2 and number of branch and bound nodes follow. Clearly, fixing variables leads to large savings in most cases. In fact, n = 101 of Q 100 is the only case with substantial increase in computation time, even though the number of branch and bound nodes is significantly reduced. Analyzing this case closely we find that the fixing routine is called many times without success, each call corresponding to the computation of the full spectrum of a dense symmetric matrix of dimension 101. This seems too expensive in this case. Summing up, the experimental results show that the fixing procedure is an important addition to branch and cut algorithms. Full implementations for larger problems will have to employ Lanczos methods for eigenvalue computations. It should be possible to narrow the number of candidates by analyzing the relation of the respective vectors v to the spectrum and the eigenvectors of Z * , the latter would only have to be computed once. Finally it remains to investigate other branching schemes, e.g. branching with respect to triangle inequalities.
Conclusions
We propose to compute Lagrange multipliers for constraints which are not included in the problem description by means of a line search. The optimal step size can be computed explicitly for any given direction. An open problem in practical implementations is the (fast) determination of a good search direction. Applied to constraints of the form v T Xv ≥ 0 this approach suggests the interpretation of the dual slack matrix Z as a variable subsuming all Lagrange multipliers corresponding to the active constraints v T Xv ≥ 0 that ensure the positive semidefiniteness of X. In the special case of the {−1, 1} semidefinite relaxation of 0-1 quadratic programming the diagonal variables can be used to guarantee dual feasibility. This leads to an efficient and comparatively robust procedure for fixing variables which offers the possibility to exploit structure. In practice first implementations show considerable savings in computation time whenever candidates for fixing appear. Yet more sophisticated routines and more efficient implementations seem desirable and possible.
We extended the traditional equivalence transformation between {0, 1} and {−1, 1} representations of the semidefinite relaxation for 0-1 quadratic programming to the constraints such that the dual variables and the structural properties of the constraints are preserved. This transformation allows to apply the fixing procedure of the {−1, 1} formulation to optimal solutions of the corresponding {0, 1} relaxation, as well.
Although the most important ingredients for a general constrained quadratic 0-1 programming solver seem to be available by now, the solution of real world problems is still out of reach. The main obstacle is the high computational cost involved in solving the semidefinite relaxations by interior point methods because these cannot fully exploit problem structure. The fixing routine proposed here allows to exploit structural properties and depends solely on the availability of an approximate dual solution. Thus it may turn out to be a useful tool for any semidefinite programming solver to come. I would like to thank Kurt Anstreicher for encouraging me to work on this topic and Stefan E. Karisch and Franz Rendl for pointing out some missing references and for their constructive criticism with respect to the presentation.
