Abstract-Customer relationship management and determining customers' loyalty and profitability is a prominent issue. RFM stands for Recency, Frequency and Monetary value. RFM analysis is a marketing technique used for analyzing customer behavior such as how recently a customer has purchased (recency), how often the customer purchases (frequency), and how much the customer spends (monetary). It is a useful method to improve customer segmentation by dividing customers into various groups for future personalization services and to identify customers who are more likely to respond to promotions. Data mining is a powerful tool helping companies to investigate patterns and discover information embedded in customers' data. In this paper customers' data is clustered considering customers' behavioral features such as recency, frequency and monetary value and applying RFM technique. Information clustering is an effective method for organizing information. Using information clustering, a wide range of diverse data is organized in a compiled system. There are common features in each group and they have organic and structural relation with each other. The goal of clustering is to provide fast and reliable access to correlated data and to identify logical relation between them. In this study customers are clustered using genetic metaheuristic algorithm and loyal customers are detected. The presented model is implemented on a clothing shop.
Introduction
Nowadays, customer relation management has opened up new horizons. It is an approach to managing a company's interaction with current and future customers. In recent years, data mining applications based on RFM concepts have also been proposed for different areas such as for the computer security (Kim et al., 2010) , for automobile industry (Chan, 2008) and for the electronics industry (Chiu et al., 2009 ). Research cases of data mining with RFM variables include different data mining techniques such as neural network and decision tree (Olson et al., 2009 ), rough set theory ), self organizing map (Li et al., 2008) , CHAID (McCarty and Hastak, 2007) , genetic algorithm (Chan, 2008) and sequential pattern mining Liu et al., 2009 ). Integration of RFM analysis and data mining techniques provides useful information for current and new customers. Clustering based on RFM attributes provides more behavioral knowledge of customers' actual marketing levels than other cluster analyses. Classification rules discovered from customer demographic variables and RFM variables provides useful knowledge for managers to predict future customer behavior such as how recently the customer will probably purchase, how often the customer will purchase, and what will the value of his/her purchases. Association rule mining based on RFM measures analyzes the relationships of product properties and customers' contributions / loyalties to provide a better recommendation to satisfy customers' needs. The CRM approach tries to analyze data about customers' history with a company, in order to better improve business relationships with customers, specifically focusing on retaining customers, in order to drive sales growth. One important aspect of the CRM approach is the systems of CRM that compile information from a range of different channels, including a company's website, telephone, email, live chat, marketing materials, social media, and more. Through the CRM approach and the systems used to facilitate CRM, businesses learn more about their target audiences and how to best cater to their needs. However, the adoption of the CRM approach may also occasionally lead to favoritism within an audience of consumers, leading to dissatisfaction among customers and defeating the purpose of CRM. In this regard, identifying characteristics of different customers and optimal resource allocation to them (proportional to their value for company) is a prominent challenge (1) . The capability of identifying profitable customers and establishing stable and long term relation with those customers is an essential competitive advantage. To obtain this advantage organizations must take customer relation management into considerations while planning their business, sale, marketing, services and contact points strategies (2) . Many companies gather a huge amount of data from customers, suppliers and commercial companies; however, this data is not converted to knowledge as they lack the ability to discover the valuable knowledge embedded in collected data (3) . Business owners tend to extract unknown, valid and understandable information from their huge database so that they can obtain higher profitability. Organizations need to develop innovative marketing activities in order to confront existing complexities and competitions and improve customer satisfactory (4).
One of the methods used for customer identification is customer clustering. Proper marketing is based on customer clustering and classification which may lead to increase in the organization profit. To survive and develop, organizations must consider targeted marketing for clustering, prioritizing and classifying their customers. In this way they can cluster their customers to achieve highest productivity (5).
Customer clustering enables companies to provide a product with appropriate service for customers of target cluster and establish a close relation with them. Clustering plays a crucial role in realizing modern marketing and successful customer relation management (6) . In such condition determining suitable clustering criteria is the main challenge for planners and managers. Clustering determines customers' value; thus, using clustering the market targeting could be done according to customers' value. Therefore, marketing strategy is determined in accordance with each cluster and its corresponding customers. The most important issue for determining such strategy is identifying customers and analyzing their behavior.
Methodology
The primary goal of CRM systems is to integrate and automate sales, marketing, and customer support. Therefore, these systems typically have a dashboard that gives an overall view of the three functions on a single page for each customer that a company may have. The dashboard may provide client information, past sales, previous marketing efforts, and more, summarizing all of the relationships between the customer and the firm. Operational CRM is made up of 3 main components: sales force automation, marketing automation, and service automation. The objective of this study is detecting loyal customers using clustering techniques. For this purpose, first off, data preparation and preprocess are done. The concept of RFM was introduced by Bult and Wansbeek (1995) and has proven very effective (Blattberg et al., 2008 ) when applied to marketing databases. RFM analysis depends on Recency (R), Frequency (F), and Monetary (M) measures which are three important purchase-related variables that influence the future purchase possibilities of the customers. Recency refers to the interval between the time, that the latest consuming behavior happens, and present. Many direct marketers believe that most-recent purchasers are more likely to purchase again than less-recent purchasers. Frequency is the number of transactions that a customer has made within a certain period. This measure is used based on the assumption that customers with more purchases are more likely to buy products than customers with fewer purchases. Monetary refers to the cumulative total of money spent by a particular customer. Afterwards, RFM analysis is applied to preprocessed data so that customers could be ranked with respect to recency, frequency and monetary variables. Subsequently, clustering is employed to find clusters with similar RFM values. Finally, customers are clustered using RFM pattern and their population features. The data used in this paper are collected from 1000 customers of M&S clothing shop. For this purpose, customers who shopped at M&S from August 6 th 2013 to February 11 th 2014 for the first time are selected and their transactions in different time spans are investigated. Shop data base includes a wide range of information about customers' population characteristics and transaction data.
Data preparation and preprocess
First off, the time of customer's last purchase is converted from Persian calendar to Christian one so that it can be utilized for data mining. Monetary values are in terms of Rials. Database was converted to a format which can be exploited for data mining. As a result, data clustering and process is performed more easily. A sample of customers' transaction data is presented in table 1.
Table1. An example of customers' transaction monetary frecquency recency ID 1310000 3090000 13925000 ⋮ 1370000 
Main Components of CRM
The main components of CRM are building and managing customer relationships through marketing, observing relationships as they mature through distinct phases, managing these relationships at each stage and recognizing that the distribution of value of a relationship to the firm is not homogenous. When building and managing customer relationships through marketing, firms might benefit from using a variety of tools to help organizational design, incentive schemes, customer structures, and more to optimize the reach of its marketing campaigns. Through the acknowledgement of the distinct phases of CRM, businesses will be able to benefit from seeing the interaction of multiple relationships as connected transactions. When firms manage these relationships through their various stages, they gain crucial intelligence, for example, which products have the highest likelihood of purchase. The final factor of CRM highlights the importance of CRM through accounting for the profitability of customer relationships. Through studying the particular spending habits of customers, a firm may be able to dedicate different resources and amounts of attention to different types of consumers.
Clustering
In recent years, several researchers have considered RFM variables in developing clustering models. 
Genetic algorithm:

Generating initial population:
In this step a set of several clusters must be considered as an array in initial population. Each cluster is a gene in initial population.
There are various methods for creating gene which depend on problem structure. A coded version of each gene is included in population.
Encoding: each customer in data set has an ID number which determines its cluster. The number of each customer forms a chromosome and a set of numbers form the gene.
As a matter of fact, encoding is a permutation of customers' ID numbers.
Since each customer belongs to only one cluster, encoding is a permutation of customers' IDs.
For instance, encoding is generated as follows for 13 customers.
In the above figure subscript one to three are considered as the first cluster and the rest of array is clustered in the same manner.
If the number of customers in each cluster is supposed to be equal, the array is divided to equal segments.
A set of these children form the initial population.
Mutation:
Mutation in genetic depends on coding. Since encoding is a permutation, mutation is in the dual point single child form.
A child is randomly selected from the first 50% part of the population and two chromosomes are selected. Then, they are replaced.
Crossover:
Crossover is also performed in single child form while it might be wither single point or multiple points. One child is randomly selected from first 50% of initial population. Afterwards, a point is selected on this child for crossover and the gene is inverted from that point to the last subscript.
The most important part of genetic is fitness function calculating the fitness value for each child (gene). The procedure of calculating fitness of clustering is as follows. In a cluster the RFM distance between first and second chromosomes are derived. The distance between all chromosomes are obtained in the same way. Then, sum of these distances for all chromosomes is calculated. Finally, an RFM value is derived for each cluster. Subsequently, RFM values of all clusters are added together and included in the last three subscripts of arrays as fitness value. The optimal clustering will have the lowest fitness value.
RFM distance of each cluster is calculated and sum of them is included in total RFM, data preparation and preprocess
Selection:
Selection is done based on fitness of each child. Each child with lower fitness function is a better one in the population. In this function total population members are sorted in ascending order according to their fitness values. Consequently, all children in the first row of population have better clustering.
The results for 12 clusters together with their customer size and mean of R, F and M values are presented in table 6. The last row demonstrates total mean for all customers.
Table6. Customer clustering using genetic algorithm and based on RFM analysis
RFM pattern Number of customers For example, ↓ ↑ ↑ implies that average of customers' monetary value in a cluster is larger than total average; whereas, recency and frequency average in this cluster are lower than total average. To evaluate our proposed algorithm it is compared to k-means clustering algorithm.
In this study, customers are divided to 12 clusters and the same number of clusters are utilized for kmeans algorithm. For K-means algorithm the number of clusters must be known before the algorithm starts.
k-means algorithm divides customers to 12 clusters with similar RFM values. Using this method the smallest cluster includes 3 members while the largest one consists of 176 customers. The ratio of largest to smallest cluster is 85. Figure 1 depicts clustering results of k-means algorithm on 100 customers.
Figure1. K-means algorithm output
The following table presents average RFM values and the number of customers in each cluster as well as RFM pattern of each cluster. ↓ ↑ ↓ : they are absolutely loyal; nevertheless, low monetary values and low purchase frequency shows that special suggestions must be made to increase their purchase. ↓ ↓ ↑: this group customers are valuable ones while they are not so loyal. Therefore, they may change their target shop in the future. ↑ ↑ ↑: this type of customers have highest value and loyalty and they are potential customers.
So, specific services and discounts must be considered for this group. ↓ ↓ ↓ : they are the least valuable customers. Thus, specific plans must be developed to persuade them to purchase from this shop. ↑ ↓ ↓: this pattern shows custoemrs who purchased for the first time while they have not paid so much. They are not so valuable; however, they may change to loyal and valuable customers if they refer to the shop again. ↓ ↑ ↑: these customers are loyal and they have paid a lot for their purcahses; nonetheless, they have not returned for a long time. There might be a problem in their relation with shop so they must be contacted. As an example new products advertisements might be send via email so that they are activated again. ↑ ↓ ↑: these custoerms are valuable one. Though the frequency of purchase is low for these customers they referred recently and they paid considerable money for their purchase.
↑ ↑ ↓: due to high R and F values these customers are expected to become valuable and potential custoerms in the future and they may spend lots of money on their purchase form this shop.
Conclusion
Nowadays, increasing customers' satisfaction in commercial environments is of a great significance; therefore, a great amount of research is conducted on customers' loyalty and profitability. CRM is the main concept of business and developing relation with customers. Generating a successful CRM for a shop or trading institute is realized via identifying real value and loyalty of customers.
Customers' value provide essential information needed for establishing proper marketing strategies. Moreover, shops and organizations need to recognize their loyal customers so that they can motivate them and increase their profits. Although attracting customers is important for organizations, maintaining customers and understanding their characteristics is more crucial for financial improvement. Introducing clustering algorithms, in this study challenges such as determining optimum number of clusters and clustering precision were investigated. For case study, purchase behavior and population features of 1000 customers of M&S clothing shop were considered and their transactional and population characteristics were examined. Customers were clustered according to RFM value using genetic algorithm. As a result loyal customers were identified. Future research can focus in the followings: First, the proposed approach can be tested for different versions of RFM such as Weighted RFM (WRFM), Timely RFM (TRFM), FRAT (Frequency, Recency, Amount and Type of goods). As the number of additional variables increases, the number of cells will geometrically increase. For example, if we add two types of product parameter, the number of FRAT cells becomes 2 × 5 × 5 × 5 = 500. Thus, it is unrealistic to estimate RFM model with more than two additional variables. Second, the effectiveness of the proposed approach can be evaluated for different application domains such as for the web site visitors (RFD), for annual transaction environments (RML), and for social graphs (RFR).
