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Abstract   
We design a fully stable numerical solution of the Maxwell´s equations with the Transfer Matrix Method 
(TMM) to understand the interaction between an electromagnetic field and a finite, one-dimensional, non-
periodic structure. Such an exact solution can be tailored from a conventional solution by choosing an 
adequate transformation between its reference systems, which induces a mapping between its associated 
TMMs. The paper demonstrates theoretically the numerical stability of the TMM for the exact solution 
within the framework of Maxwell´s equations, but the same formalism can efficiently be applied to 
resolve other classical or quantum linear wave-propagation interaction in one, two, and three dimensions. 
This is because the formalism is exclusively built up for an in depth analysis of the TMM´s symmetries. 
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1. Introduction 
Understanding the interaction between radiation and matter at the nanoscale is fundamental for achieving 
optimal control of the radiation flux in nanostructures [1]. The analytical and numerical calculations are 
the tools used to design these nanostructures in specific scientific and technological applications. 
Nevertheless, efficient numerical calculations in complex, multiscale nanostructures require a balance 
between computer time and numerical accuracy because improving one could make the other worse. For 
this reason, it is important to develop new efficient and accurate analytical and/or numerical methods to 
resolve the interactions that take place within nanostructures. The simultaneous optimization of 
computational efficiency and accuracy makes it possible a detailed understanding of the multi-scale, 
internal behavior of some nanostructures, such as photonic crystals (PC), dye-sensitized solar cells 
(DSSC), and other complex optical structures, which can incorporate a) emitted nanostructures, such as 
atoms, quantum dots, or fluorescent molecules, and/or b) absorptive nanostructures, such as glasses, 
metals, carbon nanotubes, or polymeric components [2]. 
The transfer matrix method (TMM) is a simple, accurate, low-computer-time formalism that can be 
used for resolving wave equations because of its low matrix dimensionality. Nevertheless, the TMM 
calculations could show numerical instabilities (inaccuracies and/or singularities) in some specific 
multilayer conditions proposed in the literature [3-6]. These numerical instabilities can be resolved by 
using different formalisms. The TMM can be transformed into the Scattering Matrix Method (SMM), 
which makes it possible to avoid exponential numerical instabilities [6]. Other formalisms expand the 
TMM solution on a non-exponential basis, but this non-natural basis could introduce its own instabilities 
[7]. One TMM approach partially removes the exponential numerical instabilities [4], but they can still 
appear in some extreme conditions such as with highly absorbing layers and/or with high 
thickness/wavelength ratios. An interesting TMM formalism is the enhanced transmittance matrix 
approach, which resolves the exponential instabilities for the total transmittance, reflectance, and 
absorptance of the multilayer by introducing some scales [5]. One study has considered the invariant 
scaling symmetry of Maxwell´s equations to obtain a TMM that avoids the exponential instabilities, but 
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these expressions are complicated both analytically and numerically [3], because they do not take into 
account the particular natural symmetries of the TMM. 
The objective of the present study is to design a formalism to achieve an exact solution of the 
Maxwell´s equations in the TMM representation, in the sense of an analytical solution that is fully stable 
for numerical calculations in any kind of multilayer structure. We demonstrate such an exact solution by 
developing a geometrical formalism—the symmetry-based method (SBM)—which corrects, extends, and 
unifies the rest of formalisms provided in other studies [3-5, 7]. We intend here extend and generalize the 
ideas proposed in reference [5], by finding the symmetries subjacent to the TMM that can be applied in 
the control not only of the scales (real exponential components), as proposes in reference [5], but even of 
the phases (imaginary exponential components). The symmetry properties of the TMM are the only 
considerations employed in the SBM to reach this analytical solution, which entails applying general 
conclusions from the present work not only to Maxwell´s equations but also to any linear classical or 
quantum system where oscillations or wave propagations (for example, acoustic, electromagnetic, 
electronic or spin) are considered [8-12]. 
The SBM allows to obtain the exact solution of the Maxwell´s equations from one conventional 
solution as a mapping between its TMMs induced from the transformation in the solution’s associated 
reference systems. These mappings are made up and parameterized in the TMM using its external 
symmetries – that is, geometrical objects that commute with all the geometrical constituent objects of the 
TMM – that have a structure of 2-degenerate, diagonal, two-dimensional matrices with parameterized 
exponential components. These external symmetries allow building up a natural basis of the TMM. The 
exact solution of the Maxwell´s equations can then be chosen from the parameterized set of mappings by 
imposing to the parameters the condition that the accumulation of both exponential and non-exponential 
numerical instabilities are fully compensated and resolved. 
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2. The conventional solution in the transfer matrix method representation 
We consider a classical interaction between the electromagnetic radiation and a finite, one-dimensional, 
non-periodic multilayer, where the corresponding Maxwell´s equations are solved in the TMM 
formalism. This interaction system fulfills the same conditions proposed by Yeh [4]. The propagation of 
the electromagnetic fields are represented by forward (noted with super-index +) and backward (noted 
with super-index –) waves, in both s-polarization and p-polarization modes, and for each homogeneous-
isotropic -j region of the multilayer (layers and external media), where 0, 1j n= +  stand for external 
media and 1, ,j n= K  for the layers. The different layers and the external media are called as regions and 
there are interfaces between consecutive regions. The wave propagation for frequency ω  is provided by 
the electric field solution ( , ) ( ) i tt e ωE r E r% %=  (see Fig. 1), where the spatial electric field part is given by 
the following equation: 
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where 1, , , 1j n n= +K , for the forward and backward electric field amplitudes ,j jE E+ −% % . The boundary 
conditions impose that there is not backward wave in the outgoing medium 1 0nE%
−
+ = , and forward wave 
in the incoming medium is normalized to one 0 1E%
+
= . Additionally, external media are bounded by 
positions 1 1,   ny y− += −∞ = +∞ . The complex wavevector at each region is defined by  
ˆ ˆ ˆ ˆ(2 ( ) )[cos( ) sin( ) ]j j j j jnpi λ λ θ θ β α= + = +k y x y x% % %% %%  for the wavelength λ  at the complex angle jθ%  
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and complex refractive index ( )jn λ%  (see Fig. 1). The complex wavevector projections ,jβ α% %  fulfill the 
conditions ( ) 0jIm β ≤%  and ( ) 0Im α ≤% . The partial propagation matrices introduced in (1) are given by 
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where  
1( )( ) jj y yP −−  describes the electromagnetic behaviour in the -y point of the j -region with respect to 
that region´s own origin situated at the interface point 1jy − . Note that 00( ) y yP −  has an equivalent 
interpretation for the incoming external medium.  The TMM provides the propagation of the electric field 
amplitudes through the multilayer structure, and it can be obtained using the following relations: 
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where jD  and 1jD −  are the dynamic matrices describing the boundary condition at the interface between 
the regions 1j −  and j , and jP  is the propagation matrix describing the propagation along the whole 
region .j  Note that the forward and backward field amplitudes jE% +  and jE% −  are defined at the beginning 
of the -j layer when considering the direction of the increasing indices (that is, the TMM propagation 
direction); this is apparent from the physical sense of the defined matrices. The equation set (1), (2) and 
(3) is the conventional solution for the interaction system in the TMM representation [4], but expressed in 
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a new formalism using partial propagation matrices defined in equation (2). The expressions of (1) and 
(3) can be combined to give an expression that depends only on the dynamic, propagation and partial 
propagation matrices: 
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with 1, , 1j n= … + . The conventional solution in the TMM representation provided in Eq. (4) resolves 
the exponential numerical instabilities in more typical interaction conditions, but fails to do so in some 
extreme conditions, such as those involving highly absorbing layers and/or high thickness/wavelength 
ratios. In the next section, we develop and apply a symmetry based method (SBM) to obtain from the 
conventional solution of Eq. (4) an exact solution that fully avoids both exponential and non-exponential 
numerical instabilities of the TMM. 
 
3. The exact solution in the transfer matrix method representation 
The TMM shows both exponential numerical instabilities which arise from the inversion of both the 
propagation matrices jP  and the partial propagation matrices 1( )( ) jj y yP −− , and non-exponential numerical 
instabilities arising from the inversion of the dynamic matrices jD .  
The exponential numerical instabilities come from systems where the inversion of any partial 
propagation matrices (or inverted propagation matrices) provides a numerically singular TMM. The 
singular inverted matrix conditions for the -j region are found in the extreme conditions 
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1( ) 0 and  0j jIm y yβ −<< − >>% . In this case, the partial propagation matrix of the -j region manifests 
an asymptotic behavior, 
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which mutatis mutandis is the same for the -j region propagation matrix. The asymptotic form in Eq. (5) 
is averaged in the oscillatory components, thereby fulfilling the criteria that 1Im( ) ( ) 0j jy yβ −− ≥%  is a 
real number. If the value of this real number is sufficiently high, then the decreasing exponential 
component could approach numerically zero, producing a numerically singular matrix (instability) that 
accumulates and propagates in the recursive matrix multiplications of TMM. The solution of these 
instabilities requires a matrix factorization that follows the asymptotic behavior: 
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where the first matrix is not involved in the TMM calculations because as a matrix of symmetry it can be 
extracted from the TMM structure. This leaves in the TMM calculations only the second matrix that is a 
regular numerical matrix (numerically non-singular). The matrix factorization thus resolves the 
exponential instability problem and is the central keystone in the SBM. 
In addition to the exponential instabilities resolved by the matrix factorization (6), there can be also 
non-exponential numerical instabilities. These come from systems where the inverted dynamic matrices 
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show numerical instabilities due to very low values of the terms 12 cos( ) 1j jn θ%% − − <  . Such a situation 
could appear in a multilayer that has a huge number of interfaces, through accumulation of the values of 
the above mentioned terms, and/or from interfaces with high absolute values of the complex refractive 
index. In the following, we show that simultaneous solution of both exponential and non-exponential 
instabilities can be achieved in a unified manner by introducing the external symmetries of the TMM. 
Our aim is to identify the external symmetries associated with the conventional solution Eq. (4). This 
equation (4) is original in the sense that it shows the solution of the Maxwell´s equations expressed 
exclusively in terms of dynamic, propagation and partial propagation matrices. Therefore, the recursive 
rules generating the TMM propagation (not be confused with the wave propagations) are given as a 
matrix function that depends on the spatial point y . As a consequence, the TMM propagation by matrix 
multiplications in equation (4) is described point-by-point. This fact allows a point-by-point handling of 
the TMM structure via its external symmetries, which can be used to control the numerical instabilities 
coming from the point-by-point numerical accumulations through the dynamic, propagation and partial 
propagation matrices. 
For controlling the instabilities, we use in the SBM tailored external symmetries to act point-by-point 
upon the dynamic, partial propagation and propagation matrices to modify the numerical behavior of the 
conventional TMM while preserving its structure. Mathematically, this requires that the external 
symmetries must commute with the entire point-dependent matrices constituting the TMM structure. 
Because of this requirement, we call the external symmetries as opposed to the internal symmetries that 
can commute in (3) only within each region separately. The 2 2×  dynamic and propagation matrices that 
are components of the TMM structure do not commute between themselves; therefore, in general it is not 
possible to extract them from the TMM structure without changing this structure. This means that the 
dynamic and propagation matrices are not external symmetries of the TMM representation. However,  
any degenerate, diagonal, 2-matrix, that is a two-dimensional matrix with only one 2-degenerate 
eigenvalue, commutes in a point-by-point manner with the dynamic, propagation and partial propagation 
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matrices of the TMM; and therefore, can be used as external symmetries of the conventional solution in 
the TMM representation given in Eq. (4). The main component in these 2-degenerate diagonal matrices is 
an arbitrary complex number that is introduced with a parameter that needs to be assigned a suitable value 
to control and avoid the numerical stability. 
The exponential numerical instabilities come from an accumulation in the propagation matrices; 
therefore, a degenerate, diagonal, 2-matrix with exponential components can undo this accumulation in a 
natural manner. For this reason, the parameterized external symmetries for the entire -j region, 
( , )j j jϕ νA± , with 1, , 1j n= +K  and parameterization in the real phase-scale ( , )j jϕ ν , are introduced as 
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where 0 0 0( , )ϕ νA I± ≡  is defined as the identity matrix, corresponding to a phase-scale 0 0 0ϕ ν= = . We 
introduce the inverse parameterized symmetries of Eq. (7) through the relations 
1( , ) ( , ) ( , ) ( , )j j j j j j j j j j j jϕ ν ϕ ν ϕ ν ϕ ν± ± − ±= =A A A A Im , with 1, , 1j n= +K . Note that the set of 
parameterized external symmetries derived from Eq. (7) constitute an abelian Lie group parameterized in 
the continuous parameter phase-scale ( , )j jϕ ν . 
The external symmetries of Eq. (7) are the adequate operators to act on the dynamic, propagation and 
partial propagation matrices in order to avoid an accumulation of instabilities, thereby preserving their 
position in the TMM structure. Therefore, these external symmetries can be used to expand the 
conventional solution in the exact solution, which is the key advantage of the SBM. The conventional 
solution derived from Eq. (4) is modified through the action of the symmetries in Eq. (7) in the 
parameterized form given by 
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with 1, , 1j n= +K . The new matrices, 1
, 
( )
f bj y yP
−
′ ′
, are defined below in Eq. (9) and explained its 
physical sense in the subsequent text. The expression in Eq. (8) shows how the position invariant 
propagation matrices, 1jP − , are operated by the parameterized external symmetries, 1 1 1( , )j j jϕ νA±− − − , 
which represent a parameterized transformation through the parameters 1 1( , )j jϕ ν− −  and correspond to a 
translation-phase and dilatation-scale, respectively. Therefore, the expression in Eq. (8) defines a new 
parameterized TMM in the reference system, ´ ( ´, )r y x= , one which preserves its structure only when 
the invariant relationships are fulfilled: 
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for all 1, , 1j n= +K . The matrices, 1
, 
( )
f bj y yP
−
′ ′
, are introduced for the phase-scale decoupling between 
the forward and backward waves in the reference system, ´ ( ´, )r y x= . Therefore, the invariant relations 
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in Eq. (9) represent a parameterized point-by-point mapping between the conventional TMM derived 
from equation (4) and any other parameterized TMM where the parameter fixes the TMM. This mapping 
is associated with a parameterized reference system transformation that is split into forward and backward 
waves as follows: 
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where 1, , 1j n= +K . The parameterized reference system transformation ( , ) ´ ( ´, )r y x r y x= → =  
given in (10) maps the conventional solution (4) into a new parameterized solution and at the same time 
the associated TMMs. Therefore, it is possible to undo the accumulation in the TMM propagation in an 
exact manner if we choose an adequate parameter, k kiϕ ν+ . The mapping defined in Eq. (9) represents 
an expansion of the conventional solution from Eq. (8) in a new, parameterized, arbitrary solution. This 
expansion generates a set of discrete parameterized 1j −  components, 1jM±− , which are built up with the 
external symmetries of the TMM, and are defined as follows: 
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where 1, , 1j n= +K . The components in Eq. (11) represent the matrix correction of the discrete region-
by-region accumulation coming from the TMM propagation. Note that the up-signs ( + ) of 
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1 1 1( , )j j jϕ νA±− − −  represent the correction when the TMM is propagating in the forward wave direction, 
while the corresponding down-sign ( − ) is for the correction when the TMM is propagating in the 
backward wave direction. 
The parameterized solution derived from Eqs. (8), (9), (10), and (11) needs to be evaluated by 
choosing the up or down sign (which indicates the TMM propagation direction) and the parameters 
(which need be tailored to resolve the exponential instabilities of the TMM). We must consider the up-
sign in this solution because the TMM propagation was defined in the same direction as the forward wave 
(the direction in which the numerical instability accumulates). We know that the phase-scale 
accumulation in the TMM, that is propagated in the forward wave direction and localized in the -j layer 
position, has the components k k k ki i dϕ ν β+ = % , where the crossed layers are given by 1, 1k j= −K . 
Consequently, the total phase-scale accumulation is given by the sum  
1
1
j
k k
k
i dβ
−
=
∑ % . The reference system 
transformation, which corrects this accumulation in an exact manner, is given for the parameters 
k k k ki i dϕ ν β+ = % , where 1, 1k j= −K . Therefore, the reference system transformation between the 
conventional and exact solutions is given by 
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with 1, , 1j n= +K . Furthermore, the conventional solution (or its associated TMM) is expanded in the 
exact solution (or its associated TMM) by means of the accumulated external symmetries from Eq. (11), 
which are given by 
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with 1, , 1j n= +K . The reference system transformation in Eq. (12) corresponds to the expansion of the 
conventional solution to the exact solution through the matrix coefficients in Eq. (13). The exact solution 
is expressed in the reference system, ( , )r y x= , as follows:  
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where 1, , 1j n= … + . The invariant relations (mapping), which link the electrical field amplitudes in 
both reference systems, ( , )r y x=  and ´ ( ´, )r y x= , are expressed in the reference system, ( , )r y x= , as 
follows: 
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where 1, , 1j n= … + ; 1 0nE% −+ =  means there is no reflected waves in the outgoing medium, and 0 1E% + =  
means the incident wave is normalized. The wavevector ˆ ˆ(2 ( ) )[cos( ) sin( ) ]j j j jnpi λ λ θ θ= +k y x% %% %  
ˆ ˆjβ α= +y x% %  fulfills the conditions for non-emissive media, ( ) 0jIm β ≤% , ( ) 0Im α ≤% . The coordinate 
origin for the exact solution is fixed by the boundary condition, 0fy′ = , represented in the ´ ( ´, )r y x=  
reference system, which has an equivalent representation in the ( , )r y x=  reference system as follows 
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with 1, , 1j n= … + . That is means, if the coordinate origin of the exact solution in the reference system 
´ ( ´, )r y x=
 is fixed as 0fy′ = , then the exact solution has a set of origins by regions in the reference 
system ( , )r y x=  that are given by 0 jy , Consequently, the exact solution in the reference system 
( , )r y x=
 is a region-by-region solution. 
Eqs. (2), (3), (13), (14), and (15) provide the complete exact solution of the Maxwell´s equations in 
the TMM representation which avoids point-by-point the exponential numerical instabilities that 
accumulate from the propagation of the TMM. This exact solution for the phase-scale parameter, 
k k k ki i dϕ ν β+ = % , represents an exact correction that is tailored to follow the dilation-oscillation changes 
in the propagation and partial propagation matrices of the TMM. Nevertheless, some extreme conditions 
in the multilayer structure, as it was said before, can generate non-exponential instabilities from the 
dynamic matrices. This can be handled by a new phase-scale parameter defined as 
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 ;    where  =1,2, ... n+1  and  0,1,2,....j j j ji im d j mϕ ν β+ ≡ =%  (17) 
 
where the 1m ≥  real parameter denotes the total correction with a component for the exponential 
1Em =  and non-exponential NE Em m m= −  instabilities. From an application point of view, the new 
exact solution can be obtained by substituting k k k ki d im dβ β→% %  in Eqs. (13), (14), and (15). Note that 
the reference system transformation in Eq. (16) is the same for all 1m ≥ , which means that this 
parameter takes into account additional corrections NEm  of phase-scale that come exclusively from the 
dynamic matrices because they have invariant position in the TMM structure. The development of the 
procedure for obtaining the -m parameter provides a tunable exact solution where the total phase-scale of 
the instability problem can be handled with one and same parameter m . Nevertheless, the independent 
layers, phases, and scales can be considered through the dependence ( , )j j jm m ϕ ν≡ , that is, m  can 
independently take a different value in each -j layer, which is evident and compatible with the Eqs. (13), 
(14), and (15). 
 
4. Calculations and results 
In the previous theoretical section, we analytically demonstrated for Maxwell´s equations how to obtain 
an exact solution from a conventional solution in the TMM representation by using the SBM. In this 
section, we present numerical calculations for both solutions to show their numerical behavior. The 
numerical calculations were performed using Matlab version 7.11.0.584 (R2010b) software and an Intel 
Xeon CPU E3-1230 @ 3.20 GHz processor. 
The validation of the exact solution (section 3) is illustrated for a dye-sensitized solar cell (DSSC) by 
comparing the calculations from present work with the calculations (based on the conventional TMM) as 
well as experimental data from reference [13]. To facilitate the comparison we have applied a moving 
average broadband-window filter to our calculations. This filter models the smoothing effect (optical 
16 
 
incoherency) that arises mainly from the limited spectral band-width of optical measurement instruments 
and is always present to some extent in experimental optical data, including reference [13]. The Fig. 2 
shows the total reflectance (1a), total transmittance (1b) and total absorptance (1c) for that DSSC working 
at normal incident angle (angle 0) having a porous 2TiO  photoelectrode with thickness 8.3 µm  and 
sensitized with dye Z907. The detailed DSSC structure and optical parameters, i.e. thicknesses and 
complex refractive indices for layers, are taken from the reference [13]. The correlation between our 
simulation and the simulation and measured data from reference [13] is good as can be seen in Fig. 2, 
where the accuracy is better than 4% for the wavelength range 400-1400 nm, which validates our exact 
solution with respect to both the model and the experiments in reference [13].  
Additionally, we have compared in this DSSC calculation the time consumption for both solutions: 
the conventional solution (section 2 of present paper) and our exact solution (section 3 of present paper). 
The time consumption for calculating all the simulated information shown in Fig. 2 (i.e reflectance, 
transmittance and absorptance in the wavelength range 400-1400 nm and wavelength resolution 1 nm) are 
the same for both algorithms (approx. 3.2-3.3 seconds), which means that the exact solution does not 
provide any advantage in terms of consumption of computational resources. This is evident from the fact 
that the ill- and well-conditioned models have essentially same numerical structure and therefore consume 
approximately equally amount of computer time. The purpose of the well-conditioned model was not to 
improve computational speed, but to improve the numerical stability. The case represented in Figure 2 
serves here merely the purpose of model validation and verification, but was not critical with respect to 
numerical stability: the data in Figure 2 could be successfully and accurately obtained both with the ill- 
and well-conditioned models.  
To demonstrate the improved numerical stability, we consider the modified DSSC structure presented 
in Figure 1.The thick and highly absorbing metallic titanium layer that acts as the counter electrode 
substrate in this DSSC configuration is much more challenging for the numerical optical calculations, for 
the reasons discussed in the theoretical sections. As an example, we consider how the incoming radiation 
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is absorbed by the different layers in the device structure at wavelength range between 400 and 800 nm 
and at incident angles 0, 40 and 80 degrees.  The incoming and outgoing external media are constituted 
by air, and the layers are given by a thick glass 1 1( , 3.88 mm)n d =% , an FTO, fluorine-doped tin oxide 
2 2( , 697 nm)n d =% , a dyed-photoelectrode, N719-electrolyte- 2TiO 3 3( ,  d 14 m)n µ=% , a tri-iodine 
electrolyte 4 4( ,  d 11 m)n µ=% , a thin platinum layer 5 5( ,  d 20 nm)n =% , and a titanium layer 
6 6( ,  d 30 m)n µ=%  (see Fig. 1). The complex refractive indices for these stacks are shown in Fig. 3 
where it is possible to see the high differences in the magnitude order 5( 10 )≈  associated with the 
imaginary part of the refractive index. The refractive indices of metals were taken from reference [14], 
while the refractive indices of dielectrics were taken from reference [13]. 
Fig. 4 shows the exact solution calculations ( 1m = ) at angles 0, 40 and 80 degrees for the total 
reflectance, total transmittance, and light absorptance by the different layers at each wavelength. The 
calculation using the conventional solution ( 0m = ) is not represented since the solution is completely 
unstable. Therefore, Fig. 4 demonstrates that the proposed theoretical development works in a stable 
manner for the wavelength range 400-800 nm and at incident angles 0-80 degrees, where s-polarization 
and p-polarization modes have been averaged to represent un-polarized light. The wavelength range was 
selected according to the typical operation of a DSSC. 
The Fig. 4 was achieved from the electric field amplitudes by layers calculated from our SBM; these 
amplitudes were introduced in the Poynting Theorem in order to achieve the normalized spectral photon 
flux density ( )yλφ  as depending on the multilayer position y . The calculation providing the spectral 
absorption in each -j layer (Fig. 4) is the following 
1 1
( ) ( ) ( ) ( )
j jj y y y j jA A y yλ λλ λ φ φ− < < −= = − , 
where -j layer is localized between the interfaces 1jy −  and jy .  
Fig. 5 represents calculations at 0 degree angle and wavelength 550 nm for squared electric fields 
(total, s-polarization and p-polarization), photon flux density (total, forward and backward flux) and 
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absorption rate (total, s-polarization and p-polarization). Fig. 6 graphs the same as Fig. 5 but at 80 degrees 
angle. These figures show that the optical absorption is mainly localized in the photoelectrode with a very 
high absorption rate at the beginning of the photoelectrode and platinum layer (the latter is not clearly 
appreciated in the figure due to the thinness of the Pt film). Additionally, the backward flux density is 
practically zero compared with the forward flux density from the incoming medium due to the strong 
absorption by the photoelectrode at this wavelength (550 nm, See Figure 4). As expected, at 80 degrees 
angle (Fig. 6) there is a clear difference between the two polarizations whereas at zero angle there is no 
difference (Fig. 5). The total absorption at 80 degrees angle is mainly localized in the photoelectrode, and 
comes more pronouncedly from the p-polarization wave than from the s-polarization. These energetic 
calculations show the power of the exact solution when SBM and Pointing Theorem are applied. 
Hence, the objective of this study has been achieved using a general symmetry theory that explains 
and avoids numerical instabilities, which has been illustrated via computer calculations. The geometrical 
interpretation of the numerical solution yields a clear insight into its geometric-physical properties. We 
argue that this model can generally be used for applications in many fields of science and technology that 
require a fast solution without instabilities by using a simple method. 
 
5. Conclusions 
In this paper, we developed a symmetry-based method (SBM) and specifically applied it to obtain the 
equivalent solutions of the Maxwell´s equations in the TMM representation and in a parameterized form. 
We have tailored the parameter to obtain an exact solution, that is, a solution where TMM does not 
contain numerical instabilities. This exact solution could be applied for region-by-region calculations 
done in interactive systems with a constant refractive index (region-by-region homogeneous and isotropic 
structures) or refractive index that varies in a point-wise manner (inhomogeneous and isotropic 
structures). At any rate, the -m parameter TMM solution does not increase the computer time with respect 
to the 0- parameter TMM solution. That is because all of the time consumption practically comes from 
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matrix multiplications that are invariant, since the SBM preserves the TMM matrix structure, and because 
the external symmetries of the TMM have a scalar structure that contributes only on a negligibly to the 
total computer time. The SBM demonstrates that it is possible to obtain new solutions via transformations 
in its reference systems, which corresponds to mapping its associated solutions. The SBM is solely based 
on the symmetries of the TMM structure; therefore, it can be applied not only to resolve Maxwell´s 
equations but also to resolve any kind of classical or quantum one-, two-, or three-dimensional linear 
system that involves wave propagation. The advantages of the exact solution are based on its easy 
implementation, computer time efficiency, stability and physical meaning, which in our opinion justify 
the effort taken to understand the mathematical structure of the TMM in detail. 
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Figure Captions 
 
 
Figure 1. Structure of the dye-sensitized solar cell (DSSC) with the different layers marked with 
subscript 1, ,6j = K . The complex refractive indices for layers are graphed in figure 3. The 
electromagnetic field propagation is given for a generic -j layer of the structure showing the s-
polarization and p-polarization for the forward wave only. The backward wave is omitted by simplicity. 
The origin position is 0 0y = . 
 
Figure 2. Comparison between the calculations with the exact solution and the experimental data from 
reference [13] for a) reflectance, b) transmittance and c) absorptance of a dye-sensitized solar cell (DSSC) 
with a 8.3 µm thick 2TiO  film dyed with Z907 as a photoelectrode. The DSSC parameters are taken 
from reference [13]. The accuracy between the calculated exact solution (simu l) and the calculated (simu 
w) and experimental (data) from reference [13] is inside 4%. 
 
Figure 3. a) Real refractive indices used in the metallic-dielectric multilayer. b) Imaginary refractive 
indices used in the metallic-dielectric multilayer and c) detailed illustration of low scale refractive indices. 
The refractive indices of metals were taken from [14] and the dielectrics from [13]. 
 
Figure 4. Calculations with exact solution at angles a) 0, b) 40 and c) 80 for the total reflectance, 
absorptance by different layer, and total transmittance with the refractive indices given in figure 3 (see 
text). At each wavelength the light is distributed between transmitted (1.), absorbed by different layers 
(2.-7.) and reflected (8.) light in the DSSC. The transmittance is practically zero in the entire wavelength 
range. 
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Figure 5. Optical calculations represented at angle 0 and wavelength 550 nm for a) squared electric 
fields, b) photon flux density and c) absorption rate. The s- and p-polarizations are overlapping in figures 
a and c. The total and the forward flux are overlapping in figure b. 
 
Figure 6. Optical calculations represented at angle 80 and wavelength 550 nm for a) squared electric 
fields, b) photon flux density and c) absorption rate. The total and the forward flux are overlapping in 
figure part b. 
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Figure 1. Structure of the dye-sensitized solar cell (DSSC) with the different layers marked with 
subscript 1, ,6j = K . The complex refractive indices for layers are graphed in figure 3. The 
electromagnetic field propagation is given for a generic -j layer of the structure showing the s-
polarization and p-polarization for the forward wave only. The backward wave is omitted by simplicity. 
The origin position is 0 0y = . 
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Figure 2. Comparison between the calculations with the exact solution and the experimental data from 
reference [13] for a) reflectance, b) transmittance and c) absorptance of a dye-sensitized solar cell (DSSC) 
with a 8.3 µm thick 2TiO  film dyed with Z907 as a photoelectrode. The DSSC parameters are taken 
from reference [13]. The accuracy between the calculated exact solution (simu l) and the calculated (simu 
w) and experimental (data) from reference [13] is inside 4%. 
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Figure 3. a) Real refractive indices used in the metallic-dielectric multilayer. b) Imaginary refractive 
indices used in the metallic-dielectric multilayer and c) detailed illustration of low scale refractive indices. 
The refractive indices of metals were taken from [14] and the dielectrics from [13]. 
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Figure 4. Calculations with exact solution at angles a) 0, b) 40 and c) 80 for the total reflectance, 
absorptance by different layer, and total transmittance with the refractive indices given in figure 3 (see 
text). At each wavelength the light is distributed between transmitted (1.), absorbed by different layers 
(2.-7.) and reflected (8.) light in the DSSC. The transmittance is practically zero in the entire wavelength 
range.  
28 
 
 
Figure 5. Optical calculations represented at angle 0 and wavelength 550 nm for a) squared electric 
fields, b) photon flux density and c) absorption rate. The s- and p-polarizations are overlapping in figures 
a and c. The total and the forward flux are overlapping in figure b. 
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Figure 6. Optical calculations represented at angle 80 and wavelength 550 nm for a) squared electric 
fields, b) photon flux density and c) absorption rate. The total and the forward flux are overlapping in 
figure part b.  
