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Einleitung
In digitaler Gesellschaft: Herausforderungen, Risiken und
Chancen einer demokratischen Technikgestaltung
Cordula Kropp und Kathrin Braun
In digitaler Gesellschaft
Das Digitale sorgt für einen gesellschaftlichen Wandel in nahezu allen Lebens-
bereichen, Interaktionen und gesellschaftlichen Teilsystemen. Mit ihm verändern
sich Denk- und Handlungsweisen wie auch Bewertungsmaßstäbe und Handlungs-
zwänge. Und dennoch, so wollen wir im Folgenden aufzeigen, verläuft die so ge-
nannte digitale Transformationweder jenseits bekannter Entwicklungstrends noch
unabhängig von der gesellschaftlichen Konstruktion von Wirklichkeit. Allerdings
hat sich die Digitalisierung, die sich zu Beginnmit dem Einsatz von elektronischer
Datenverarbeitung und Informationstechnologie nur in einzelnen Handlungsbe-
reichen entwickelte, im 21. Jahrhundert deutlich beschleunigt und erfasst heute
alle gesellschaftlichen Handlungsbereiche und Sinnsysteme. Vor diesem Hinter-
grund fragt der Band nach der Bedeutung dieser weitreichenden soziodigitalen
Neukonfiguration sozialer Welten zwischen Algorithmen, digitalen Medien, Robo-
tern und Usern. In unserer Einleitung werden wir dafür zuerst das spezifisch Neue
dieser sozialen Ausdehnung in eine digitale Gesellschaft herausarbeiten, dann die
Konturen soziodigitaler Arrangements und ihre Implikationen sowie die gesell-
schaftlichen Risiken benennen und schließlich die einzelnen Beiträge des Bandes
vorstellen.
In digitaler Gesellschaft zu leben, bedeutet faktisch, dass gesellschaftliches
Wissen, soziale Ereignisse und physische Objekte ganz oder teilweise digital
»verdoppelt« existieren (Nassehi 2019: 108ff.) und weitere Phänomene entstehen
lassen, so dass Handlungssituationen nun sowohl analog als auch digital struktu-
riert sind. Konnte viele Jahrhunderte klar zwischen Interaktion unter Anwesenden
und Abwesenden unterschieden werden, werden Personen, Informationen, Hand-
lungssubjekte und -objekte sowie die mit ihnen verknüpften Steuerungs- und
Kontrollformen nun auch digital repräsentiert: vollständige Abwesenheit wird
zur Ausnahme. Stattdessen hat Handlungsträgerschaft (agency) neben ihrer Prä-
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sentation auf Vorder- und Hinterbühne und in den durch Institutionen und
Organisationen aufgespannten Räumen einen dritten, virtuellen Raum gewonnen:
Große Datenmengen, Simulationen, Chatbots oder Roboter verkörpern Abwesen-
de und konstituieren neue Akteur*innen, die keine Entsprechung in der analogen
Welt haben, und mischen sich eigenlogisch in die Fabrikation und Repräsentation
gesellschaftlicher Wirklichkeit ein.
Während die Digitalisierung anfangs darin bestand, analoge Werte informati-
onstechnisch in digitale Informationen umzuwandeln, um sie als Daten und Da-
teien in digitalen Formaten (»Bits and Bytes«) verarbeiten zu können, erfolgen die
Erstellung, Speicherung, Verteilung und Verarbeitung von Daten dank der Om-
nipräsenz von Computern, digitalen Endgeräten und Kommunikationsnetzen in-
zwischen zu einem erheblichen Teil algorithmisch und direkt in digitalen Medi-
en. Wenn daher heute Roboter Montageaufgaben übernehmen, Finanzdienstleis-
ter*innen abrechnen oder Marketingabteilungen Kundenprofile auswählen, müs-
sen meist nur noch wenige analoge Angaben digitalisiert werden. Dennoch gehen
weiterhin Vorstellungen aus der analogen Welt in die zugrunde liegenden Modelle
ein, an denen sich die algorithmischen Rechenschritte orientieren, und umgekehrt
verändern digitale Möglichkeiten analoge Vorstellungen und Handlungsweisen. In
der Folge vermischen sich durch die Digitalisierung und die voranschreitende Au-
tomatisierung zunehmend digitale und soziale Rationalitäten in den Handlungs-
settings und beeinflussen die Konstitution gesellschaftlicher Wirklichkeit.
Die Durchdringung aller gesellschaftlichen Handlungsbereiche durch digitale
Rationalitäten und Dynamiken, die wir im zweiten Abschnitt genauer betrachten,
löst gleichermaßen Ängste und Hoffnungen aus und führt zu einer vor allem am-
bivalenten Beurteilung der Veränderungen. Fragt man in Deutschland entweder
nach Entlastungschancen und steigendem Komfort oder nach wachsenden Zwän-
gen und Störanfälligkeiten im Gefolge der Digitalisierung, erhalten stets die Ant-
wortkategorien des Sowohl-als-auch (»teils/teils«) die größten Zustimmungswerte,
während eindeutig positive und negative Einschätzungen seltener genannt werden
und sich in etwa die Waage halten (Störk-Biber et al. 2020: 25). Ein kleiner Blick in
die alltägliche Lebenswelt mag das illustrieren.
Digitale Selektionsprozesse bestimmen, welche Nachrichten wir lesen, welche
Musik wir hören und welche Städte als lebenswert, welche Unternehmen als er-
folgreich gelten. Eltern kämpfen gegen die digitale Sucht ihrer Kinder, für eine Di-
gitalisierung der Schule und mit den Anforderungen digitaler Systeme in Freizeit
und Arbeitswelt. Seit Beginn der COVID-19-Krise gilt das Digitale als Rettungs-
boot für Zusammenarbeit und Austausch, als universeller Alleskönner im Risiko-
management, aber auch als Dauerbelästigung imAlltag und Bedrohung lebenswer-
ter Innenstädte, bisheriger Geschäftsmodelle und künftiger Nachhaltigkeit. Selbst
in den politischen Kerninstitutionen stellt die Digitalisierung alle Selbstverständ-
nisse auf den Kopf: In Saudi-Arabien erhält der Roboter Sophia, der laut Her-
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steller künstliche Intelligenz besitzt, die Staatsbürgerschaft, in den sozialen Me-
dien sind Bots die aktivsten Akteur*innen der Meinungsbildung und ein briti-
sches Datenanalyse-Unternehmen hat erfolgreich in den amerikanischen Wahl-
kampf und die Entscheidung über die britische EU-Mitgliedschaft eingegriffen.
Nimmt uns das Digitale den sozialen und politischen Gestaltungsraum?
Die beispielhafte Skizze des Siegeszugs der Algorithmen und seiner ambivalen-
ten Bewertung lenkt den Blick auf die noch unscharfen Konturen der angestoßenen
gesellschaftlichen Neukonfiguration. Die Möglichkeiten werden gerne genutzt, die
damit einhergehenden Zwänge befürchtet und in der Bewertung, ob die digitale
Transformation nun Fluch oder Segen ist, dominiert die ungewisse Ambivalenz in
Bezug auf die Umbrüche und ihre mögliche Beherrschbarkeit. Diese und ähnliche
Skizzen provozieren regelmäßig Fragen nach einer demokratischen Technikent-
wicklung und den Verantwortlichen sowie den versteckten Treibern der Entwick-
lung. Der vorliegende Band geht diesen Fragen in vielen Facetten nach, beleuchtet
Möglichkeiten der partizipativen Gestaltung soziodigitaler Arrangements, lotet die
Definitions- und Kräfteverhältnisse ihrer Etablierung aus und untersucht, wie sich
die Strukturen demokratischer Öffentlichkeiten und politischer Entscheidungsfin-
dung verschieben.
Ein Ausgangspunkt besteht dabei darin, dass das Technische auch weiterhin
menschengemacht ist und doch Befürchtungen weckt, Menschen überflüssig und
menschliche Lösungen unwahrscheinlicher zu machen. Wir fühlen uns in digita-
ler Gesellschaft zugleich entlastet und manipuliert. Die sozialkonstruktivistische
Betonung der gesellschaftlich eingebetteten, wirtschaftlich, sozial und politisch
bestimmten Technikentstehung und -implementierung wirkt angesichts der digi-
talen Veränderungsdynamik genauso wenig überzeugend wie ihr technikdetermi-
nistischer Gegenspieler mit der Annahme, die Gesellschaft passe sich nachlaufend
und gezwungenermaßen den technisch ermöglichten Innovationen an.Welche Ak-
teur*innen, welche Motive treiben künstliche Intelligenz und bspw. die Algorith-
men der Sprach- und Bilderkennung voran? Verfolgen sie (konspirative) Interessen
oder entstehen diese als nicht-intendiertes Werk mathematisch begabter Eliten
oder in den Händen politisch oder kommerziell motivierter Überwachungsagen-
turen in der schönen neuen digitalen Welt? Haben die digitalen »Entdeckungen«
und »Möglichkeiten« als unschuldiger Ausdruck des technisch Machbaren die Tür
in eine neue Gesellschaft aufgestoßen und rufen nun die Wesen aus Fleisch und
Blut auf, dorthin nachzukommen, wo faktisch alle diejenigen mit digitalem Herz-
schrittmacher, Smartphone und elektronischer Patientenakte schon sind?
Weder ja noch nein. Die Lage ist komplizierter, das Denken in einfachen Dua-
lismen von Ursache und Wirkung, Subjekt und Objekt, vorher und nachher, Gut
und Böse hilft wieder einmal nicht weiter. Ob es um die Leistungsfähigkeit der Al-
gorithmen geht, die Neuverteilung von Arbeitsschritten in kollaborativen Mensch-
Roboter-Interaktionen oder die Ausbreitung quantifizierenden Denkens in Ran-
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kings und Simulationen, in all diesen folgenreichen Neukonfigurationen der digi-
talen Gesellschaft interagieren soziale, wirtschaftliche und technische Treiber.Dies
ist eine Kernaussage des vorliegenden Bandes. Diese Interaktion wirtschaftlicher,
gesellschaftlicher und technischer Motive und Handlungsfähigkeiten, die im Mit-
telpunkt der Beiträge steht, schlägt sich von Fall zu Fall in unterschiedlichen Neu-
konfigurationen des Miteinanders von Algorithmen, Robotern, digitalen Medien
und menschlichen Nutzer*innen nieder. Ihre Etablierung folgt keiner einseitigen
oder übergeordneten Notwendigkeit, sondern einer im Einzelnen zu rekonstruie-
renden Logik der mehr oder weniger bewussten und transparenten Durchsetzung
und Installation.
Diese Etablierung hat oftmals (sub)politischen Charakter und geht mit erheb-
lichen politischen Implikationen einher: Rankings und Quoten intervenieren in
Prozesse der Wertsetzung und Verteilung knapper Güter. Große Datenmengen
(›Big Data‹) strukturieren und konstruieren Präferenzen, Ansprüche und margina-
le Gruppen (Cardon 2017). Robotik und Künstliche Intelligenz (KI) verändern die
Wahrnehmung von Normalität, Leistung und Kontrolle (Mau 2017). Wenn die Im-
plikationen dieser vielfältigen und mehrschichtigen digitalen Neukonfigurationen
allerdings auf der politischen Tagesordnung von Parlamenten oder Entscheidungs-
träger*innen ankommen, sind die wesentlichen Entscheidungen meist schon ge-
fallen. So ist die zweite Kernaussage des Bandes, dass die in der digitalenWelt eta-
blierten Neukonfigurationen zwischen Algorithmen, digitalen Medien, Robotern
und Nutzer*innen auf der Vorderbühne sichtbar installieren, was auf den Hinter-
bühnen in Laboren, Unternehmen, Universitäten und Behörden nach wirtschaftli-
chen, sozialen und technischen Gesichtspunkten kofabriziert wurde.Weder führen
also KI oder Robotik ein Eigenleben, noch sind sie vollständig kontrollierbar (Ma-
ckenzie 2017). Zurecht werden digitale Phänomene in Alltag und Arbeitskontexten
als oft eigenwilliges Gegenüber erlebt – und nur manchmal als Ausdruck verän-
derbarer und benennbarer Prioritätensetzung.
Den komplizierten Fragen der demokratischen Technikgestaltung, die mit der
verteilten Kontrolle und Kontrollierbarkeit in digitaler Gesellschaft einhergehen,
gehen wir im Folgenden mit einem Fokus auf die soziodigitalen Arrangements,
ihre wesentlichen Strukturmerkmale und gesellschaftlichen Implikationen nach,
bevor wir knapp die Risiken der digitalen Gesellschaft benennen, derer sich eine
demokratische Technikgestaltung bewusst sein muss. Schließlich stellen wir die
Beiträge des Bandes vor und stoßen eine Diskussion über notwendige Utopien
und Gesichtspunkte der demokratischen Technikgestaltung an.
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Stochastische Optimierung und integrative Vernetzung: die Prozesse
der sozio-digitalen Transformation
In der digitalen Gesellschaft spielen Daten und Algorithmen eine zentrale Rolle. So
sind es zum einen große Datenmengen zu den unterschiedlichsten Phänomenen
der sozialen und physischenWelt, deren automatisierte Erfassung, Erzeugung und
Verarbeitung hinter den neuen Möglichkeiten stehen und in denen sich die Kon-
turen der Gegenwartsgesellschaft in spezifischer Weise verdoppeln und vermeh-
ren. Zumanderen verdanken sich dieseMöglichkeitenmathematischenRegeln und
Modellen (Algorithmen) ihrer Verarbeitung als mathematische Objekte sowie den
gewachsenen Rechenleistungen, um die mathematischen Operationen in Echtzeit
ausführen und für die unterschiedlichsten Auswahl- und Steuerungsprozesse nut-
zen zu können. Mit diesen beiden Ingredienzien der digitalen Gesellschaft, Daten
und Algorithmen, verbinden sich die endlosenMöglichkeiten und Verschiebungen,
die mal als digitale Transformation, mal als digitale Revolution Anlass für eine Re-
vision der Konturen moderner Gesellschaften geben. Wir möchten an dieser Stelle
einen kurzen Aufriss der durch Daten und Algorithmen geprägten sozio-digitalen
Arrangements und ihrer gesellschaftlichen Implikationen geben.
Daten können heute überall erfasst und genutzt werden, sind universell
verwend- und vernetzbar. Die größere Aufgabe ist eher, ihre Erzeugung und
Nutzung sinnvoll zu regulieren und in manchen Fällen auch zu verhindern. Als
›Big Data‹ gelten insbesondere solche in Echtzeit erfassten riesigen Datenmengen,
die zu groß, zu schnelllebig und zu schwach strukturiert sind, um sie mit den
herkömmlichen Methoden der manuellen oder statistischen Datenverarbeitung
auszuwerten, so dass Algorithmen und Software für Aufbereitung, Analyse und
Weiterverarbeitung herangezogen werden. Nicht nur jeder Klick im Internet
produziert Daten und reichert bestehende Datensätze an, sondern enorme Fort-
schritte in den Sensortechnologien und der Vernetzung von Geräten, IT-Systemen
und schon bestehenden Datensätzen erlauben zudem die weitere Datenproduk-
tion und -integration in und durch alle Räume, Infrastrukturen und Medien.
Jeder Mensch erzeugt täglich mehr als ein Gigabyte Daten, bezogen auf mehr als
7,8 Milliarden Datenproduzent*innen ergibt sich schon aus dieser Quelle eine
unvorstellbare Menge an Daten, die für Entscheidungs- und Steuerungsprozesse
genutzt werden können.
Im Mittelpunkt der Erfassung, Sammlung und Verarbeitung großer Daten-
mengen finden sich zwei bekannte gesellschaftliche Fortschrittserzählungen: näm-
lich die der statistischen Optimierung und integrativen Vernetzung. Optimierung
und Vernetzung materialisieren sich als digitale Kernprozesse im Zentrum der
datenbasierten Entscheidungs- und Steuerungsverfahren und treiben die digita-
le Transformation voran, mit spezifischen Affordanzen und Versprechungen und
eher in Kontinuität als im Bruch mit den Bewegungsgesetzen moderner Gesell-
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schaften. Die Optimierung führt das Versprechen der Rationalisierung hin zu im-
mer besserer Einsicht und Beherrschbarkeit fort, das Max Weber als wesentliches
Merkmal moderner Gesellschaften beschrieben hat. In ihrem Kern steht der Glau-
be, dass man zwar nicht alles weiß, aber dass man »alle Dinge – im Prinzip –
durch Berechnen beherrschen könne« (Weber 2002: 448, Herv. im Orig.). Die weltum-
spannende Vernetzung und datenbasierte Integration, erst im World Wide Web,
dann in den universellen Warenhäusern von Plattformökonomien, knüpft mit der
kybernetischen Erzählung von informationsbasierter Inklusion in gewisser Weise
an die – als hegemonial kritisierten – Versprechen von Universalismus und In-
tegration an, allerdings ohne Anspruch auf universale Wahrheit. Dem Denken in
Daten, Kommunikationsstrukturen und relationalen Netzwerken geht es letztlich
nicht um »Informationen über die Welt, sondern darum, dass sich die Welt nur
informationsförmig beschreiben lässt und dass dies unentrinnbare Formen der
Geschlossenheit erzeugt« (Nassehi 2019: 88). In der Kontinuität der großen Erzäh-
lung von Aufklärung, Industrialisierung und Fortschritt haben Optimierung und
Vernetzung einen Aufforderungscharakter, regen eine zweckorientierte Auseinan-
dersetzungmit derWelt auf demWeg zu einer generalisierbaren, nicht länger will-
kürlichen, sondern als unbestechlich präsentierbaren Vernunft an. In dieser kultu-
rellen Entwicklung haben Daten eine wachsende, nahezu autoritative Bedeutung
erlangt, und dies insbesondere für das Regierungshandeln, das sich in pluralen De-
mokratien weniger an Idealen und zukünftigen Zielen orientiert als am Verspre-
chen universal gültiger, unparteiischer Entscheidungen auf der Basis wissensba-
sierter, objektiver Neutralität (Bogner 2021). Die zugleich bestehenden nicht-in-
tendierten Nebenfolgen, Ambivalenzen, Rückkoppelungen, überhaupt Reflexivität
und Emergenz – charakteristische Elemente einer zweiten oder reflexiven Moder-
ne (Beck 2007) – werden in diesen Prozessen als Unschärfe marginalisiert, bis die
nächste Krise oder Katastrophe sie wieder ins Bewusstsein bringt.
Die datenbasierte Optimierung geschieht in digitaler Gesellschaft aus der Per-
spektive stochastischer Kalküle, indemMittelwerte, Verteilungen undWahrschein-
lichkeiten herangezogen werden, um aus bisherigen Zusammenhängen Kenntnis-
se für zukünftige abzuleiten. Die Vernetzung bewegt sich im Rahmen der Möglich-
keiten, über elektronische Impulse zu kommunizieren, also diskrete Unterschiede
schneller und flexibler auszutauschen, als analoge, kontextualisierte Kommunika-
tion dies könnte. Statistische Optimierung und elektronische Vernetzung, so die
hier formulierte These, spannen das Untersuchungsfeld auf, dem sich die gesell-
schaftstheoretische Betrachtung »der digitalen Transformation« widmen muss.
Im Rahmen der statistischen Optimierung werden vor allem große Datenmen-
gen genutzt, um ältere Formen der datenbasierten Analyse und Entscheidungsfin-
dung zu vereinfachen und zu generalisieren. Je mehr Informationen in Echtzeit
bspw. zur Verkehrsmittelwahl vorliegen, desto besser und flexibler können Nut-
zerpräferenzen, die Betriebskosten verschiedener Verkehrsträger und die Zielgrö-
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ßen der Gestaltung von Transportangeboten in ein Entscheidungsmodell einflie-
ßen, sei es, um Preise zu berechnen oder Verhalten zu steuern. Mittelwerte zei-
gen Durchschnittsauslastungen an, Verteilungen informieren über Reichweite und
Bedeutung dahinter liegender Unterschiede, Zielgrößen lassen sich in Simulatio-
nen bestimmen undmodellieren. So scheinen entsprechende Datenanalysen einen
Durchgriff in die komplexe und undurchsichtige Vielfalt der das Verkehrsgesche-
hen beeinflussenden Faktoren zu eröffnen und laden dazu ein, orientiert am zu-
grundeliegenden Modell zielorientiert den ein oder anderen Parameter steuernd
zu optimieren. Diese Optimierungslogik durchzieht in gleicher Weise den Um-
gang mit Nutzer- oder Bewerberprofilen in Marketing, Versicherungs- oder Per-
sonalwesen, Kreditentscheidungen von Banken oder die digitale Planung von in-
frastrukturgebundenen Versorgungsleistungen (bspw. in Smart Grids). Spätestens
seit Thomas Robert Malthus Ende des 18. Jahrhunderts die statistischen Merkmale
der Bevölkerungsstruktur für Prognosen bspw. zu Bevölkerungswachstum und Bo-
denertrag heranzog, versprechen Stichproben und die datenbasierte Beobachtung
von gesellschaftlichen Mustern und Veränderungen bessere Planungs- und Steue-
rungsansätze. »Besser«, indem Informationen, Ressourcen und Entscheidungs-
prinzipien in einer Weise systematisiert werden, die auf die gesellschaftliche Be-
herrschung und organisatorische Steuerung der Welt gerichtet ist.
Im Prinzip setzen auch die viel diskutierten Formen »künstlicher Intelligenz«,
alsoMöglichkeiten der avancierten algorithmischen Datenanalyse und desmaschi-
nellen Lernens, auf diesen Grundlagen der mathematischen Modellierung, sta-
tistischen Klassifikation und systematischen Rationalisierung an. Elemente der
wahrgenommenen Realität (bspw. Daten zu Fertilitätsraten, Ertragsmustern, Nut-
zerpräferenzen, Therapieerfolgen) werden mit mathematischen Objekten identifi-
ziert und die Resultate der mathematischen Operationen in Bezug auf diese Ele-
mente und weitere Variablen mit Blick auf die betrachtete Realität interpretiert.
In der mathematischen Modellierung geht es dabei nicht darum, wie diese Ele-
mente beschaffen sind oder was sie wünschen und leisten, sondern um konzeptio-
nelle Modelle, um über sie nachdenken und kommunizieren zu können (Gelman
und Hennig 2017; Nassehi 2019). Dadurch verändert sich auch die Sicht auf die
Realität. Allzu leicht fällt das Nicht-Erfassbare aus dem Blick, wird das Mehrdeu-
tige klassifiziert, substituiert, und eindeutige Berechnungs- und Simulationser-
gebnisse werden als vorhergesehene Wirklichkeit reifiziert. Hinzu kommen pro-
blematische Pfadabhängigkeiten selbstlernender Algorithmen, die sich in Bezug
auf vorhergehende Operationalisierungen und Datenbestände entwickeln, deren
»Lernen« aber undurchschaubar bleibt. Im Rahmen des sogenanntenmaschinellen
Lernens greifen Programmierer*innen Teile der konzeptionellen Modelle auf und
lassen mit regelbasierten (=algorithmischen) stochastischen Analysen neue entste-
hen, die sie selbst nicht immer vollständig nachvollziehen können.
14 Cordula Kropp und Kathrin Braun
Von »künstlicher Intelligenz« wird gesprochen, wenn die Resultate aussehen,
als verdankten sie sich menschlicher Intelligenz, so die frühe Definition auf der
Dartmouth-Conference 1956, die Verantwortung für ihr Zustandekommen aber, so
möchte man ergänzen, Computern zugerechnet wird. Die soziokulturellen Teile
in Problemdefinition, Modell- und Softwareentwicklung und mehr oder weniger
gut bestimmten Zielen werden ausgeblendet. Hinzu kommt eine als Opazität be-
zeichnete, begrenzte Nachvollziehbarkeit der Resultate (Burrell 2016), die zum Teil
als Ergebnis der Komplexität der analysierten Netzwerke eintritt, in der zahlrei-
che und heterogene Elemente variabel interagieren, wie bspw. im komplexen Ver-
kehrsgeschehen einer lebendigen Stadt. Zum Teil überfordern die komplexe und
dynamische Interaktivität der über Daten erfassten Netzwerkelemente und de-
ren computergestützte Modellierung sowohl die Anwender*innen der lernenden
Systeme als auch die programmierenden Expert*innen aus Mathematik, Informa-
tik und angrenzenden Fachwissenschaften. Die Ergebnisse werden zwar als pro-
gnostischer Blick eingeordnet, bleiben aber in spezifischer Weise undurchschau-
bar und unerklärbar, eben opak, weil für die zugrundeliegende Datenanalyse und
-weiterverarbeitung Algorithmen genutzt werden – viele tausend Zeilen Code –,
die aus Programmbibliotheken stammen. In der Konsequenz sind die einzelnen
Rechenschritte im Detail nicht immer bekannt, auch weil die Software proprietär
ist. Aus diesem Umstand scheint sich ein Teil der Magie zu speisen, die sich in der
gegenwärtigen Rede von »Künstlicher Intelligenz« (KI) niederschlägt. Die weitrei-
chenden Spekulationen und Versprechungen zu den – zweifellos beeindrucken-
den – Leistungen von KI lassen ihre mathematisch zwar äußerst anspruchsvolle,
aber letztlich doch an Datenverarbeitung gefesselte Entstehung mitunter verges-
sen. Zugleich, und das soll hier nicht verschwiegen werden, stehen hinter der Opa-
zität auch handfeste Interessen, die unter dem Schlagwort der »Black Box Society«
diskutiert werden und nur einseitig die Möglichkeit eröffnen, aus großen Daten-
mengen Wissen und Geschäftsmodelle zu generieren, für die Datenproduzenten
aber undurchsichtig, nicht überprüfbar und nicht anfechtbar sind (Pasquale 2015).
Der zweite Prozess, die integrative Vernetzung, hat in ihrer elektronischen Form
eine etwas weniger lange Geschichte, die erst im 20. Jahrhundert begann, sich aber
als Fortsetzung von epistemologischen Standardisierungen und Universalisierun-
gen deuten lässt. Erst indemdas kategorial Unterschiedliche auf gemeinsameNen-
ner gebracht wurde, über Orte und Zeiten hinweg austauschbar und verknüpfbar,
wurden die industriellen Revolutionen, Automatisierung und der gesellschaftli-
chen Pfad hin zum Programm einer permanenten »Weltreichweitenvergrößerung«
(Rosa 2016) möglich. Im Kern der integrativen Vernetzung in der digitalen Gesell-
schaft steht der Datenaustausch durch elektronische Impulsübertragung. Auf der
einfachsten Stufe werden dafür in der digitalen Universalsprache von 0 und 1 In-
formationen eines Beobachtungssystems mit einem anderen geteilt. Auf ungleich
komplexerer Ebene verbinden Internetknoten im weltweiten Netz viele Compu-
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ternetzwerke, die untereinander Daten austauschen und übergreifende Operatio-
nen ermöglichen. Glasfaserkabel, Server und Übertragungsprotokolle ermöglichen
nun eine Kommunikation mit Übertragungsgeschwindigkeiten, die kein anderes
gesellschaftliches Kommunikationsmedium zu erreichen vermag. Die beispiellose
Anschlussfähigkeit des Digitalen und seine sprichwörtlich grenzenlose Verknüpf-
barkeit hat auf dieser Basis einen neuen Raum erschaffen, das Virtuelle, in dem
die gesellschaftlich schwerwiegenden Kommunikations- und Austauschbarrieren
wie Übersetzungsprobleme, Inkommensurabilitäten, Handelsschranken, Hierar-
chien nicht zu gelten scheinen. Diese Eigenschaft der potenziell allseitigen Ver-
netzbarkeit des Digitalen hat anfänglich überzogene Erwartungen einer neuen
Gleichheit, Freiheit und Brüderlichkeit im Internet begünstigt, die bald enttäuscht
wurden. Der analytische Blick offenbart hingegen, dass Vernetzung erstens die Re-
duktion aller beteiligten Elemente in die Ausdrucksfähigkeit digitaler Nachrichten-
übermittlung voraussetzt, zweitens durchaus einen materiell-energetischen Fuß-
abdruck hat und drittens durch die Verknüpfung verschiedenster Steuerungs-,
Übertragungs- und Ausführungsgeräte nahezu raumlose, globalisierte Steuer- und
Kontrollarchitekturen ermöglicht.
Die erste industrielle Revolution kann als formgebender Vorläufer betrachtet
werden. Sie erlaubte den Übergang von der Eigenlogik des sachlich, örtlich und
sozial eingebetteten Manufakturwesens hin zur kontextunabhängigeren mecha-
nisierten Produktion, sofern das notwendige Kapital für bspw. Webstühle und
Dampfmaschinen mobilisiert werden konnte. Güter und Produktionsinforma-
tionen wurden dafür bereits standardisiert und dokumentiert. So ließ sich die
Produktion aus den engen Grenzen von Hand- und Heimarbeit herauslösen und
eine potenziell mobile Arbeiterschaft mit kontextunabhängigen Kompetenzen
entstand. Die zweite industrielle Revolution, die ihren Ausdruck in Massenpro-
duktion, Massenkonsum und Massendemokratien des Fordismus fand, reihte die
Arbeitskräfte als Teil einer tayloristisch optimierten Produktionskette in den engen
Takt festgelegter Arbeitsabläufe ein. Sie standardisierte Wertschöpfungsketten bis
hin zum Fließband, Güter zur Ware, ließ Löhne und Gewinne steigen, machte in-
dividuelle Qualifikationen und Bewegungen beinahe verzichtbar, führte aber bald
in Massenmärkte und ermöglichte breiten Bevölkerungsschichten eine wachsende
Teilhabe an den Segnungen des industriellen Zeitalters. Die begleitende inter-
nationale Vernetzung, die nicht zuletzt vom US-amerikanischen Marshall-Plan
getrieben wurde, stieß den Abbau von Handelshemmnissen voran und machte
Englisch im so genannten Westen zur Verkehrssprache.
Noch in diesem Zeitraum wurden bald die ersten Möglichkeiten der rechner-
gestützten numerischenMaschinensteuerung (CNC) genutzt, die schließlich in die
dritte industrielle Revolution führten, die auch als digitale Revolution bezeich-
net wird, mit dem verbreiteten Einsatz von Elektronik und Informationstechno-
logie zur Automatisierung der Produktion. Dazu steuerten erst separate Gerä-
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te Werkzeugmaschinen, die bspw. die Bewegungs- und Materialdaten für Fräsen
von Lochstreifen verarbeiteten, übermittelten und dadurch die universelle Bearbei-
tung verschiedenerWerkstücke erlaubten. Später übernahmen elektronische CNC-
Programme auf Industriecomputern die Maschinensteuerung (computerized nume-
rical control) und ermöglichten eineweitergehende Rationalisierung der Serien- und
Einzelfertigung. Die Mikroelektronik (Mikroprozessoren) eröffnete der computer-
gestützten, digitalen Fertigung neueWege und ließ dieMaschinen durch integrier-
te Schaltkreise, Computer, Sensoren und Roboter immer effektiver und automati-
sierter arbeiten. Die Teilhabe an der Massenwohlfahrt wuchs trotz eines verlang-
samtenWirtschaftswachstums weiter, höhere Bildung wurde zunehmend notwen-
dig, um die maschinelle Steuerung zu steuern, es stiegen die Hoffnungen auf eine
umfängliche technische Entlastung und mit ihr auch die Angst vor (Massen-)Ar-
beitslosigkeit. Tatsächlich sank der Anteil der im zweiten, industriellen Sektor be-
schäftigen Bevölkerung zugunsten des tertiären Dienstleistungssektors. Zugleich
entstanden neue Beschäftigungsmöglichkeiten, die freilich auch neue Qualifika-
tionen voraussetzten. Heute nun stehen wir, so das nach Kräften verbreitete Zu-
kunftsbild, an der Schwelle zur vierten, auch ›cyberphysisch‹ genannten industri-
ellen Revolution, in der die elektronische Vernetzung auf eine neue Stufe geho-
ben wird, und mit ihr die Automatisierung. Vernetzt werden (sollen) nun nicht
nur Maschinen und Steuerungsgeräte, sondern auch deren Produkte sowie ganze
Fabriken, Roboterschwärme und Wertschöpfungsketten im ›Internet der Dinge‹.
Sensordaten und digitale Zwillinge ziehen in den virtuellen Raum der Cloud ein,
ermöglichen ein neues Niveau der Produktionsüberwachung und -steuerung bis
hin zu ›autonomen‹ Prozessen der maschinellen Selbstorganisation und Selbstop-
timierung durch die unternehmensübergreifendeDatennutzung im Internet. Auch
auf Verbraucherseite verschiebt sich das Interesse,weg von industriellen Standard-
produkten und bürgerlicher Emanzipation hin zu an Singularität orientierten For-
men des distinktiven Konsums und der permanenten digitalen Selbstdarstellung
als Selbstverwirklichung (Reckwitz 2019).
Mit dieser kleinen tour de force in der Industriegeschichte möchten wir zei-
gen, dass die elektronische Vernetzung, die allzu oft nur in Bezug auf soziale Me-
dien und Internet diskutiert werden, dem übergreifenden Trend der industriel-
len Revolutionen und modernen Reichweitenvergrößerung folgen. Er besteht im
Kern aus einer Sektorgrenzen übergreifenden Vernetzung, erst durch Standardi-
sierung, Mechanisierung und Maschinisierung, dann durch Informationstechnik,
und bahnt der kontextunabhängigen Wertschöpfung, der Globalisierung und Fle-
xibilisierung von Austausch- und Arbeitsprozessen mitsamt zunehmender Auto-
matisierung den Weg. Nicht nur die Produktivkraft hat sich dadurch verändert,
sondern auch die Erwartungen der Bevölkerung in Industrie- und Dienstleistungs-
gesellschaften. Allerdings sind Standardisierung, Vernetzung oder Automatisie-
rung keine ›exogenen Faktoren‹ (Butollo und Nuss 2019: 12), keine technischen
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Selbstläufer oder Sachzwänge, sondern ein Ausdruck marktwirtschaftlicher Kräf-
teverhältnisse. Die Steigerung von Produktivität und Rentabilität durch Standar-
disierung, Flexibilisierung und Automatisierung gehören zur bekannten kapita-
listischen Akkumulationsstrategie. Ihre Akzeptabilität verdankt sich seit jeher der
damit einhergehenden Diversifizierung und Verbesserung des Produktangebots,
den ermöglichten Wohlfahrtseffekten und ihrer Nähe zu Liberalisierungs- und In-
dividualisierungsbestrebungen.
Soziodigitale Arrangements und ihre gesellschaftlichen Implikationen
Was bedeuten statistische Optimierung und integrative Vernetzung für die sozio-
digitalen Arrangements und ihre Folgen in digitaler Gesellschaft? Im Detail wird
diese Frage in vielen der folgenden Beiträge diskutiert. Der Fokus liegt auf der
Meta-Ebene. Wir wollen – notwendigerweise in groben Zügen – skizzieren, dass
diese Arrangements erstens durch die Vermischung analoger und digitaler Exis-
tenzen eine neuartige Koproduktion von Wirklichkeit befördern (Datafizierung),
zweitens Handlungsfähigkeit und -vollzüge zunehmend fragmentieren (distribut-
ed control) und drittens einen folgenschweren Wandel hin zu Formen des digitalen
Kapitalismus mit entsprechender Oligopolbildung nach sich ziehen (Plattformöko-
nomie).
Die Koproduktion gesellschaftlicher Wirklichkeit geschieht in digitaler Gesell-
schaft in einer Weise der statistischen Optimierung und integrativen Vernetzung,
in der digitale (Re-)Präsentationen gegenüber analogen Interaktionsformen an Be-
deutung gewinnen, sogar als glaubwürdiger, unparteiischer und neutraler darge-
stellt und wahrgenommen werden (Kropp 2020; Mau 2017). Weit über den öko-
nomischen Bereich hinaus setzt sich ein quantifizierendes, datafiziertes Denken
durch, innerhalb dessen digitale Daten, zuletzt mit einer erstaunlichen Selbstver-
ständlichkeit, als Begründung und Legitimierung von Entscheidungen herange-
zogen und als autoritative Aussagen über die Welt genutzt werden. Überall dort
aber, wo politische Fragen als Gegenstände statistischer Betrachtung verhandelt
werden, etwa in Bezug auf die Allokation knapper Ressourcen oder die Berück-
sichtigung ungleicher Voten, treten stochastische Abschätzungen an die Stelle der
politischen Beratung und umgehen die demokratische Aushandlung, welche »Gü-
ter« es wert sind, verfolgt zu werden (Timcke 2020: 44). Mit dieser Umkodierung
werden gesellschaftliche Phänomene auf messbare Informationen reduziert. Nicht
mehr Wähler*innen und ihre Vertretung bestimmen die politische Tagesordnung,
sondern die digitale Konstitution möglicher Wählerstimmen, teils durch die per-
manente Beobachtung von Neigungen und Präferenzen »in Echtzeit«, teils durch
die statistisch endlose Verknüpfung dieser Informationen mit dem Auf und Ab
ökonomischer, gesundheitlicher, sozialer Entwicklungen. Die zentralen Konflikte
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um Arbeit und Kapital sowie Markt und Staat werden mit statistischen Kennzah-
len und (ökonometrischen) Funktionen kleingekocht. In digitaler Gesellschaft geht
es weniger um die Feststellung von Präferenzen,Werten, Interessen und Entschei-
dungen als um Korrelationen, Trends und Steuerungsgrößen und deren Prognose,
Modellierung und Manipulierung.
Ein weiteres Beispiel liefert die digitale Reorganisation von Infrastrukturleis-
tungen, bspw. der Energie-, Mobilitäts- oder Gesundheitsversorgung oder ganzer
»Smart Cities«, für die ebenfalls die Versprechen von optimierter Rationalität und
vernetzter, datenbasierter Steuerung herangezogen werden. Dabei werden algo-
rithmische Steuerungssysteme für immer mehr Entscheidungen verantwortlich,
indem sie aus Input-Daten »automatisiert« einen Output »berechnen«, der Versor-
gungsansprüche und -leistungen bestimmt. Die herangezogenen Daten inszenie-
ren eher, was sie zu repräsentieren vorgeben: Sie »ereignen sich nicht einfach als
unstrukturierte soziale Praktiken, sondern werden durch die strukturierten und
strukturierenden Felder produziert, in und durch die verschiedene Agenten mit
ihren jeweiligen Interessen, Kompetenzen, Interpretationen, Konzepten und Me-
thoden zugleich Wissen und Macht produzieren«, so eine feldtheoretische Analyse
(Ruppert et al. 2017, Übers. d. Verf.). Im Rahmen dieser Strukturen und der zu-
grunde liegenden Modelle dessen, was es zu beobachten gilt, sind die algorithmi-
schen Prozesse der Entscheidungsfindung selbst nicht sinnhaft an Deutungs- und
Handlungskontexten oder konkreten Subjekten orientiert, sondern verarbeiten di-
gitale Zeichen, die sie in interne Verweisungssysteme aus verschiedenen Schichten
einbetten (Nassehi 2019: 58, 105f.). Im Ergebnis werden Operationen, Entscheidun-
gen und Wahlmöglichkeiten, die vorher einzelnen Personen oder Organisationen
zugerechnet wurden, an Algorithmen delegiert, die »berechnen«, wie Daten zu in-
terpretieren undwelcheMaßnahmen als Folge ihrer Operationen zu ergreifen sind.
Trotz ihrer weitreichenden, nicht demokratisch abgesicherten oder rechenschafts-
pflichtigen Steuerungs- und Kontrollwirkung (Gillespie 2014; Kitchin 2014; Pasqua-
le 2017; Zuboff 2015) finden algorithmische Systeme flächendeckende Akzeptanz
bzw. stellen diese vordergründig durch Formate der erzwungenen Einwilligung
her. Die weitreichenden Folgen algorithmischer Regime und Datenpolitik werden
aber verstärkt problematisiert (Kitchin, Fraser 2020; Mackenzie 2017; Ruppert et
al. 2017; Timcke 2020) und Möglichkeiten erwogen, aus Datenobjekten kritische
Öffentlichkeiten zu machen.
Tatsächlich findet die Koproduktion gesellschaftlicher Wirklichkeit in digitaler
Gesellschaft nicht nur im Rahmen neuartiger Formen von Wissen und Repräsen-
tation statt, sondern auch in den Interaktionen von, mit und zwischen Algorith-
men, Sensoren, Robotern und Usern. Die avancierten digitalen Möglichkeiten tra-
gen dazu bei, Handlungsbefugnisse und Kontrollmöglichkeiten, Handlungsträger-
schaft an der Mensch-Maschine-Schnittstelle und generell die Zuschreibung von
Handlungsfähigkeit permanent neu zu konfigurieren (Suchman 1998). Riskanter
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Weise geschieht dies nicht immer transparent und nachvollziehbar, sondern mit-
unter ungesteuert und unter Missachtung der organisationalen Anforderungen,
so dass fragmentierte Handlungsfähigkeiten und Subjektivitäten entstehen (Ram-
mert 2016). Nutzerinnen und Nutzer sehen sich in digitaler Gesellschaft immer
öfter mit Handlungskonstellationen konfrontiert, in denen maschinelles Handeln
und maschinelle Entscheidungen unvorhersehbar, oftmals sogar undurchschau-
bar und auch für professionelle Expert*innen nicht immer nachvollziehbar und
beherrschbar sind. Damit ist ein möglicher Kontrollverlust verbunden, der im in-
dividuellenUmgangmit Technik zwar gesellschaftlich keineswegs neu ist, sich aber
in Bezug auf die prinzipielle Kontrollierbarkeit doch deutlich von früheren Tech-
nikanwendungen unterscheidet.
Das lässt sich sehr gut an den beiden Abstürzen der voll besetzten Passa-
gierflugzeuge des Typs Boeing 737 Max 8 in den Jahren 2018 und 2019 verdeutli-
chen. Diese Tragödie war das Ergebnis einer katastrophalen Mensch-Maschine-
Konfiguration, in der die wechselseitige Relationalität von Handlungsfähigkeit
nicht berücksichtigt wurde. So konnte ein automatisiertes Korrektursystem (Ma-
neuvering Characteristics Augmentation System, MCAS) die Flugzeuge in einen
Sinkflug lenken, den die Piloten nicht mehr unter Kontrolle bringen konnten, weil
ein Sensor am Bug des Flugzeugs dem automatisierten Korrektursystem einen
falschen Neigungswinkel meldete, die Automatik das Höhenleitwerk verstellte und
die Flugzeugnase unwiderruflich nach unten drückte (Kropp und Wortmeier 2021:
98). Beim ersten Absturz bemerkten Flugkapitän und Co-Pilot die Gegensteuerung,
konnten das intelligente System aber nicht überwinden und auch im Handbuch
keine Problemlösung finden. Als Antwort auf die erste Katastrophe kündigte der
Hersteller ein Software-Update an und informierte die Fluggesellschaften, dass
bis dahin durch die Betätigung mehrerer Trennschalter das MCAS-Trimmsystem
deaktiviert werden kann. Mit dieser Übergangslösung gaben sich die amerikani-
sche Flugsicherheitsbehörde und die betroffenen Fluggesellschaften zufrieden −
bis das zweite Flugzeug wenige Monate später aufgrund der MCAS-Fehlfunktion
abstürzte, obwohl die Piloten die Trennschalter betätigt und insgesamt 26-mal
verzweifelt den Sinkflug manuell korrigiert hatten. Die aufschlussreichen Unter-
suchungen offenbarten mehrere Probleme fragmentierter Kontrolle in hybriden
Systemen, die sowohl die technische Qualität und Integration (Interoperabilität
der Softwaresysteme) als auch die Auslegung der (teil-)autonomen Maschinen,
die Information und Schulung der steuernden Pilot*innen, Sicherheitsprinzipien
und die institutionelle Aufsicht betrafen (ebd.). Automatisierung und digitale
Vernetzung von Steuerungs- und Kontrollsystemen haben das Fliegen sicherer,
aber auch komplizierter gemacht und in eine neue Situation »verteilter Kontrolle«
(distributed control) geführt.
Diese grundsätzliche Implikation neukonfigurierter Mensch-Maschine-
Interaktionen in digitaler Gesellschaft, die operative Verschiebung und soziale
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Fragmentierung von Gestalt- und Kontrollierbarkeit hybrider Systeme, weckt
nicht nur alte Technikängste, sondern bedarf unseres Erachtens auch einer sys-
tematischeren Befassung, die derzeit noch nicht stattfindet. Vielmehr wird in
vielen Feldern der Mensch-Maschine-, Mensch-Robotik- oder Mensch-Computer-
Interaktion den in diesen Systemen agierenden Personenweniger Aufmerksamkeit
geschenkt als den komplexen und detaillierten Technikbeschreibungen. »Men-
schen« werden eher etwas pauschal als potenzielle Fehlerquellen betrachtet und in
ihren Handlungsmöglichkeiten beschränkt, man könnte auch sagen ausgeliefert.
Die Verschiebung der Handlungsgewichtung zwischen (teil-)autonomen Maschi-
nen und sozialen Akteur*innen ist zwar ein wichtigesThema der Techniksoziologie
mit ihrem Fokus auf »verteilte Steuerung« und riskante »Governance«, über die
dahinter liegende Zurechnung von Handlungsfähigkeit, Handlungskontrolle und
Handlungsgewichten mit ihren vielfältigen Implikationen nicht nur am Arbeits-
platz, sondern für die Möglichkeiten der Verantwortungsübernahme insgesamt
liegen bislang aber nur wenig systematische Einlassungen vor (Grote 2015).
Die gegenwärtigen Diskurse über Digitalisierung und Automation sind oft
durch ein dualistisches Denk- und Deutungsschema strukturiert, nach welchem
entweder »der« Mensch bzw. »die Gesellschaft« »die« Technik beherrscht oder um-
gekehrt »die« Technik »den« Menschen und die Gesellschaft. »Der Mensch«, heißt
es dann mahnend, müsse immer im Mittelpunkt stehen; »die Maschine« dürfe
»den Menschen« nicht ersetzen. Diese Konstruktion ist in zweifacher Hinsicht
irreführend. Zum einen unterschlägt sie die komplexen Interaktionsbeziehungen
und geteilten Handlungsträgerschaften zwischen menschlichen und technischen
Agenten, zum anderen deutet sie Technik und Gesellschaft als einander äußerliche
und in sich jeweils homogene Einheiten. Die digitalen Transformationen, die sich
gegenwärtig in allen gesellschaftlichen Teilsystemen und Sektoren vollziehen,
können dann nur als äußere Einwirkung der Technik auf die Gesellschaft oder
umgekehrt als technische Umsetzung gesellschaftlicher Handlungsaufträge ver-
standen werden; gesellschaftliche Widersprüche, Konflikte und Dynamiken und
ihre Einschreibung in und Überformung durch soziotechnische Arrangements
geraten aus dem Blick. Statt die Beziehung zwischen Digitalisierung und Gesell-
schaft daher als dichotomisch strukturiertes Kausalverhältnis zu verstehen, folgen
wir Jeanette Hofmann (Hofmann 2019) darin, dieses als komplexe Konstellation
und Ermöglichungsverhältnis zu verstehen. Digitalisierung, Datafizierung, Auto-
matisierung und der Siegeszug des Internets einerseits und die Reorganisation
des Kapitalismus im Anschluss an die Finanz- und Wirtschaftskrise 2007/2008
andererseits stehen in diesem Sinne in einem wechselseitigen Ermöglichungs-
verhältnis zueinander (Nachtwey und Staab 2020; Staab 2020). Mit dem Platzen
der Kreditblase 2007 platzte auch das System der »gekauften Zeit« (Streeck
2013), das mit Inflation, Staatsverschuldung und der exzessiven Expansion von
Privatschulden die Spannung zwischen Kapitalmacht und demokratischen Teilha-
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beansprüchen in Schach gehalten hatte (Crouch 2009; Streeck 2013; Staab 2020).
Im digitalen Kapitalismus des 21. Jahrhunderts formiert sich im Anschluss an
die Krise und auf Basis von Informations- und Kommunikationstechnologien,
digitaler Vernetzung und der (ökonometrischen) Generierung und Verarbeitung
großer Datenmengen ein neues Produktions- und Wertschöpfungsregime, dessen
Kernmodell die kommerzielle digitale Plattform bildet (Nachtwey und Staab 2016;
Srnicek 2017; Staab 2020).
Die Leitkonzerne des kommerziellen Internets, Google, Amazon, Facebook
und Apple (GAFA), und ihre Machtstellung sind das Produkt dieser techno-
ökonomischen Reorganisation. Digitale Plattformen sind im weitesten Sinne
digitale oder cyber-physische Arrangements, deren Algorithmen ökonomische
oder soziale Aktivitäten ermöglichen, vermitteln, kuratieren, strukturieren und
begrenzen, indem sie verschiedene Akteur*innen oder Gruppen, wie Produ-
zent*innen und Anbieter*innen, Nutzer*innen und weitere Parteien wie Werbe-
agenturen zusammenbringen (Kenney und Zysman 2016; Langley und Leyshon
2017). Plattformen wie die von GAFA, aber auch Uber, Airbnb, Twitter, Netflix,
Spotify, YouTube oder diverse Partnerbörsen bestimmen heute nahezu alle Aspek-
te des sozialen Lebens. Ob es sich umWerbeplattformen, industrielle Plattformen,
Dienstleistungs- oder Metaplattformen wie die globalen Digitalkonzerne handelt
– der existenzielle Rohstoff, den sie extrahieren, prozessieren, strukturieren,
kuratieren und in der ein oder anderen Form zu Geld machen, sind Daten. Das
Wertschöpfungsmodell kommerzieller digitaler Plattformen basiert nicht mehr
primär auf der Produktion zu verkaufender Güter, sondern sie operieren im
Rahmen der Datenextraktion und -verarbeitung im Wesentlichen als assets – oder
häufig auch spekulative, antizipierte assets (Birch und Muniesa 2020), d.h. als
Strukturen zur Extraktion ökonomischer Renten (Birch 2020; Staab 2020, 220); sie
erzielen Profite durch Gebühren für das Verleihen, Vermitteln, Zugänglichmachen
oder auch von Produkten anderer oder deren Sekundärverwertung z.B. durch
Werbung. Dabei schöpfen sie zugleich Wert aus der Generierung, Strukturierung,
Kuratierung, Analyse und Weitergabe von Nutzerdaten. Ein weiteres gemeinsame
Kennzeichen digitaler Plattformen ist ihr Streben nach Monopolstellung: Die
Attraktivität einer Plattform für ihre Nutzer*innen und damit ihre Kapazität zur
Extraktion von Daten ist umso höher, je mehr Nutzer*innen die Plattform an
sich binden kann, je mehr Dienste oder Produkte sie ihnen anbieten kann und
je weniger die Nutzer*innen darauf angewiesen sind, das Plattformuniversum
zu verlassen. Expansion, soziale Schließung und eine enorme Konzentration
wirtschaftlicher und auch politischer Macht ist die Folge (Langley und Leyshon
2017; Kreiss und McGregor 2018; Moore und Tambini 2018). Ohne die techno-
ökonomische Dynamik des digitalen Plattformkapitalismus (Srnicek 2017) und
die damit verbundenen Macht- und Abhängigkeitsverhältnisse lassen sich die
Potentiale, Risiken und Herausforderungen digitaler und cyber-physischer Tech-
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nologien nicht angemessen einordnen und bewerten. Sie bilden sowohl Treiber
als auch Ermöglichungsbedingung der digitalen Transformationen verschiedener
gesellschaftlicher Teilsysteme.
Risiken sozio-digitaler Arrangements
In den letzten zehn Jahren hat eine Vielzahl von Studien die technologie-inhären-
ten Risiken und nicht-intendierten Folgen der Nutzung automatisierter und KI-
basierter Systeme herausgestellt. Neben der Technikethik (Misselhorn 2018) und
Sozioinformatik (Zweig 2019) haben sich dieWissenschafts- und Technikforschung
(Burrell 2016; Fuller 2008; Kitchin undMcArdle 2016; Seyfert und Roberge 2017) und
hier insbesondere die Critical Software Studies (Gillespie 2014; Pasquale 2015; Seaver
2017) mit der Entwicklungslogik datengetriebener, algorithmischer Prozesse und
ihren sozio-digitalen Folgen und Risiken für verantwortliches Handeln, Entschei-
den und Regieren auseinandergesetzt. Diese Untersuchungen machen deutlich,
dass die nicht gewünschten sozialen, ethischen und rechtlichen Folgeprobleme nur
begrenzt durch entsprechendes Produktdesign (Ethics by Design), individuelle Ver-
antwortungsübernahme oder politische Regulierung vermieden werden können.
Accountability und vertrauenswürdige Systeme entstehen vielmehr auf darüber lie-
genden Ebenen integrativ gedachter Verantwortungsnetzwerke (Saurwein 2019),
die anmehreren Stellen in die viel beklagte, organisierte Unverantwortlichkeit ein-
greifen.
Die sozialwissenschaftliche Auseinandersetzung mit Risiken soziotechnischer
Systeme begann bereits in den 1980er Jahren, ausgelöst von einer Reihe von
unerwünschten und katastrophalen Technikfolgen (Stichworte: Asbest, Dioxin,
Nuklear- und Chemieunfälle), die den steuerungsoptimistischen Fortschritts-
und Wachstumsglauben der Industriemoderne erschüttert haben. Als »normale
Katastrophen« (Perrow 1987) haben sie zur Diagnose der Risikogesellschaft und
technisch induzierter, nicht-intendierten Nebenfolgen in einer »Reflexiven Mo-
derne« (Beck 2007; Beck et al. 2004) mit Legitimationsproblemen geführt. Die
gesteigerte Sensibilität gegenüber den Ambivalenzen und Risiken wissenschaft-
lich-technologischer Entwicklungen ließ seither das Vertrauen in die Fähigkeit
der politischen Institutionen sinken, die Technologieentwicklung verantwortlich
zu steuern. Das liegt auch an der Problematik radikaler Unsicherheit (radical
uncertainty), d.h. dem unsicheren und umstrittenen Charakter wissenschaftlich-
technischenWissens und den daraus ableitbaren Prognosen in Bezug auf Problem-
beschreibungen und Lösungsansätze (Braun und Kropp 2010). Diese Problematik
verschärft sich mit der Ubiquität und Komplexität digitaler Steuerung, automa-
tisierter Entscheidungsfindung und künstlicher Intelligenz. Auch diesbezüglich
werden die fehlenden Möglichkeiten problematisiert, einen Adressaten oder eine
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Adressatin für die Verantwortungszuschreibung zu finden, sei es durch Risiko-
und Technikfolgenabschätzung, Verfahren der partizipativen Technikeinbettung
oder der Responsabilisierung von Nutzer*innen.
Wir konturieren im Folgenden die Risiken und Folgeprobleme in digitaler Ge-
sellschaft in Bezug auf drei Merkmale, nämlich die Undurchschaubarkeit und feh-
lende Nachvollziehbarkeit (opacity), die sozialen Gerechtigkeits- und Fairnesspro-
bleme sowie die Rückwirkungs- und Reaktivitätsproblematik.
Die fehlende Transparenz und Nachvollziehbarkeit bzw. die zunehmende Un-
durchschaubarkeit digitaler Prozesse gilt als ein wesentliches Risiko in digitaler
Gesellschaft, weil unter ihren Bedingungen Verantwortung, Haftung und auch
Zurechnung nicht-intendierter Folgen und Schäden zum Problem werden. Diese
Verantwortungsdiffusion ist ein Kernmerkmal datengetriebener, vernetzter, auto-
matisierter Systeme. Der Durchbruch heutiger KI verdankt sich dem Zuwachs an
Rechner- und Datenverarbeitungskapazitäten und den großen Mengen verfügba-
rer Informationen, um aus ihnen stochastisch zu lernen – also nicht regel- oder
wertorientiert, sondern wahrscheinlichkeitsbezogen. KI-Anwendungen nutzen
Datenanalysen und Simulationen für die teilweise automatisierten Systeme bzw.
›Agenten‹ in Computern oder Robotern auf der Basis von iterativen Rechenregeln,
den schon besprochenen Algorithmen. Sie erfassen auf der Eingabeseite von Ka-
merasensoren, GPS-Empfängern, RFID-Chips o.a. Geräten Informationen, die sie
in mehreren verdeckten »Schichten« (hidden layers) in Höchstgeschwindigkeit nach
wahrscheinlichkeitsbasierten Verarbeitungsregeln sortieren, substituieren, ge-
wichten und als Input für weitere Operationen verwenden, bis sie in eine Ausgabe
(Aktorik, Berechnungen, Heatmaps, Diagnosen, Vorschläge etc.) münden.
Das Transparenzproblem resultiert aus dieser Arbeitsweise selbst: Die Erzeu-
gung eines Algorithmus entfaltet sich vielschrittig, kontextuell und kollaborativ,
meist in Trial-and-Error- und Copy-and-Paste-Verfahren aus vorhandenen Pro-
grammbibliotheken (Seyfert und Roberge 2017), zudem »fragmental« (Rammert
2016), also ohne hierarchische oder zentrale Kontrolle und vollständige Trans-
parenz über die zugrunde gelegten Codes, Modelle und Integrationsschritte.
Gemeinsammit proprietären Softwaresystemen führen die inhärente Komplexität
und das nicht-überwachte maschinelle Lernen dazu, dass weder die genutzten
Algorithmen vollständig nachvollziehbar sind noch ihre datengetriebene Ar-
beitsweise oder die Qualität der Eingabedaten. Transparenz und Erklärbarkeit
der Input-Output-Kausalitäten sind daher selbst für Softwareentwickler*innen
begrenzt (Burrell 2016; Mittelstadt et al. 2016). Aus diesen Gründen bestehen er-
hebliche Barrieren, um Kontrolle und Verantwortung operativ und im rechtlichen
Sinne zu übernehmen (Hoffmann-Riem 2017). Die Undurchschaubarkeit (opacity)
und Dezentralität der teils global genutzten Algorithmen werden als wesentliches
Problem für eine verantwortliche Steuerung und kontrollierte Beherrschung von
KI betrachtet. Die in vielen Richtlinien hinterlegten Forderungen nach Erklär-
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barkeit (explainable AI) oder Überprüfung, Validierung und Interpretation der
Ergebnisse betrachten befragte Softwareentwickler*innen und Maschinenbau-
er*innen als kaum einlösbar, hinzu kommt die mit dieser Forderung unterschätzte
Rolle unterschiedlicher Anwendungskontexte.
Auch die Gerechtigkeits-, Fairness- und Reaktivitätsprobleme ergeben sich aus der
datenbasierten Kategorienbildung und Musterkennung automatisierter soziodigi-
taler Arrangements. Diese gehen mit den derzeit vieldiskutierten Diskriminierun-
gen einher, die, mitunter auch nicht-intendiert, auf bestehende Verzerrungen in
der Datenbasis zurückgehen (Crawford und Calo 2016): Die Eingabeseite erfasst
die soziale Wirklichkeit notwendiger Weise mit all den bewusst oder unbewusst
digitalisierten Informationen, Einteilungen und Unterschieden. Sind bestimmte
Nutzerpräferenzen genderspezifisch konnotiert, korrelieren Wohngegenden mit
unterschiedlicher Kaufkraft oder bestimmt der motorisierte Individualverkehr die
Transportstrukturen, bilden sich diese Ungleichgewichte in den mit maschineller
Intelligenz errechneten Diagnose- und Vorschlagsystemen oder der entsprechen-
den Steuerung von Informations-, Leistungs- und Güterströmen ab. Viele Unter-
suchungen zeigen, dass die statistische Optimierung mit dem Anspruch der rech-
nerischen (Re-)Konstruktion von Objektivität soziale Ungleichheit und ungleiche
Verteilungsstrukturen reproduziert und normalisiert (Beer 2017; Crawford und Ca-
lo 2016; Mittelstadt et al. 2016). Diese Reproduktions- und Normalisierungsprozes-
se können sich zuweilen unwillentlich bis in Versuche des debiasing hineinziehen,
wie Studien gezeigt haben (Mackenzie 2016; Mager 2018). Die problematischen
Folgen werden vor allem für Anwendungsfelder beschrieben, in denen eine enge
Mensch-Maschinen-Interaktion vorliegt, so dass die letztendliche Entscheidungen
nicht der Maschine, sondern den menschlichen Entscheidungsträger*innen zuge-
schrieben werden oder auf sie rückwirken, etwa bei der ärztlichen Diagnose oder
der Steuerung automatisierter Maschinen (Ananny 2016; Martin 2019). In der Folge
stehen die Zuständigen vor der paradoxen Aufgabe, im Umgang mit als »intelli-
gent« und »autonom« beschriebenen Technologien die Beherrschung der Systeme
garantieren und möglicherweise unfaire oder unzutreffende Diagnosen (der Kre-
ditvergabe, der medizinischen Einordnung usf.) entsprechend korrigieren zumüs-
sen, und zwar trotz der Probleme der analytischen Intransparenz oder »misguided
evidence« (Brödner 2019; Mittelstadt et al. 2016). So wird eine permanente Kontrolle
der autonomen Systeme notwendig, für die oft weder die notwendigen Kompe-
tenzen bestehen noch Erfahrungen im Routinebetrieb gewonnen werden können
(Hirsch-Kreinsen und Karacic 2019).
Schließlich werden Herausforderungen nicht-gewollter Rückwirkungen (Reak-
tivität und Pfadabhängigkeiten) thematisiert, deren soziale und ökologische Risiken
vor allem aus einer längerfristigen Perspektive angesprochen werden. Unter
Reaktivität verstehen wir hier, dass soziodigitale Arrangements im jeweiligen
Handlungsfeld nicht folgenlos bleiben, sondern sich das Handlungsfeld durch
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die Nutzung der digitalen Möglichkeiten reaktiv verändert. Tatsächlich hat jede
Technik Rückwirkungen auf den Ausgangszustand, weil sie mit einem gewissen
Druck, manchmal auch Zwang zur Anpassung an Funktionsnotwendigkeiten ein-
hergeht. Das Besondere digitaler, automatisierter Systeme liegt aber darin, dass
dieser Druck für die meisten Nutzer*innen unsichtbar bleibt und menschliche
Entscheidungen vergleichsweise umfassend nach maschinellen Sortierregeln,
Gewichtungen und Voraussetzungen gesteuert werden, die zudem u.U. vorher-
gehenden Wertesystemen widersprechen (Misselhorn 2018; Rosenblat und Stark
2016) und nicht-nachhaltige Pfade gesellschaftlicher Entwicklung vertiefen können
(Jones 2018; Lange et al. 2020).
Schon heute greift die algorithmische Nutzerlenkung erheblich in individuelle
Entscheidungen ein und verändert bspw. über Routen- und Transportmittelwahl,
Informationsvorschläge, personalisierteWerbung,Gesundheits-Apps und die Nut-
zung vonwearables das Entscheidungsverhalten, die Selbstwahrnehmung und auch
Schlaf-, Ernährungs- und Konsumpräferenzen bis hin zur politischen Meinungs-
bildung. Analog dazu stehen Smart-Grid- und Smart-City-Anwendungen im Ver-
dacht, sozial ungleiche und nicht-nachhaltige Infrastruktursysteme zu reprodu-
zieren, weil sie ihre Nachfrageprognosen auf Basis bisheriger Nachfragemuster er-
rechnen, heavy user privilegieren und organisierte Reaktionsformen auslösen, wie
sie bspw. aus der Webseitenoptimierung bekannt sind (Gillespie 2014; Kropp et
al. 2021). Selbstlernende Technologien erweisen sich als tendenziell »konservativ«
und pfadabhängig, weil die (überkommenen) Ausgangsdaten neuere Berechnun-
gen langfristig mitbeeinflussen. Schließlich bestehen die skizzierten Akkumulati-
onsvorteile im Zusammenhangmit Plattform-Ökonomien, in deren Rahmen durch
den ungleichen und einseitigen Zugriff auf Nutzerdaten riskante Oligopolbildun-
gen zu befürchten sind (Staab 2019; Braun et al. 2021).
Die Reaktivität automatisierter Entscheidungssysteme und soziodigitaler
Neukonfigurationen gefährdet die menschliche Autonomie und politische Gestal-
tungskraft. Zugespitzt lässt sich sogar sagen, dass die dem Digitalen zugespro-
chene Faktizität und Überlegenheit Gefahr läuft, politische Debatten, Reflexions-
und Verständigungsprozesse zu ersticken, noch bevor die relevanten Fragen und
Positionen artikuliert sind. Zudem drohen asymmetrische Datennutzungen und
undurchschaubar lernende Systeme zur Verstärkung wirtschaftlicher und sozialer
Ungleichgewichte und zur Vertiefung nicht-nachhaltiger Entwicklungspfade bei-
zutragen und in riskanter Weise die Abhängigkeit von digitalen Leistungen und
dem Verbrauch endlicher Ressourcen zu vergrößern. Zurecht kritisiert Brevini
(2020), dass die Möglichkeiten künstlicher Intelligenz sorglos als Lösungsver-
sprechen für nahezu jedes Problem dargestellt werden, die damit verbundenen
ökologischen Kosten, Energie- und Ressourcenverbrauch, Emissionen und Abfall,
aber systematisch ausgeblendet werden. Schon heute verbrauchen Rechenzentren
mehr Energie als manche Länder und die Hälfte der international für Mobilität ge-
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nutzten Energie (Jones 2018: 163). Diese nicht-gewollten Rückwirkungen, die unter
Umständen irreversiblen Pfadvertiefungen und die gedankenlose Herstellung
neuer Abhängigkeiten verschärfen die Nachhaltigkeitsproblematik und erschwe-
ren die Korrektur der zukunftsgefährdenden Fehlentwicklungen weiter. Wie kann
demgegenüber eine demokratische Technikgestaltung in digitaler Gesellschaft
aussehen?
Demokratische Technikgestaltung in der digitalen Gesellschaft:
die Beiträge des Bandes
Die folgenden Kapitel untersuchen angesichts der skizzierten Risiken und Dyna-
miken die Neukonfiguration demokratischer und kooperativer Technikgestaltung
in digitaler Gesellschaft und unter Berücksichtigung soziodigitaler Neulinge im
Feld: Nicht nur Bürger und Bürgerinnen, zivilgesellschaftliche Akteur*innen, zu-
künftige oder gegenwärtige Nutzer und Nutzerinnen sind als noch immer relative
neue Akteur*innen ins Feld der Technologiegestaltung eingetreten und bestimmen
das Geschehen mit, sondern auch Roboter, Algorithmen, Simulationen, digitale
Plattformen und Chatbots mischen sich offensichtlich in der repräsentativen Are-
na ein. Sie treten mit alten und relativ neuen Akteur*innen in Interaktion, bringen
neue Ansprüche und Affordanzen ein, kooperieren in vielfach verschränkten Kon-
stellationen und stellen die demokratische Gestaltung der neuartigen soziodigita-
len Arrangements vor neue Herausforderungen. Die Chancen einer sinnvollen, ge-
rechteren und nachhaltigkeitsorientierteren Neukonfiguration und das Verständ-
nis der Bedingungen ihrer Realisierung stehen imZentrumder folgenden Beiträge.
Sie zeigen, dass sich das Verständnis von und die Beziehungen zwischen Expertise,
soziotechnischen Arrangements, Gestaltungs- und Beteiligungsansprüchen durch
diese neuen Konstellationen verändert. Dabei spielen nicht nur digitale Möglich-
keiten und menschliche, nicht-menschliche und soziodigitale Akteur*innen eine
Rolle, sondern auch wirkmächtige Visionen und Imaginationen, Macht- und Kräf-
teverhältnisse sowie Spannungen und Wechselbeziehungen zwischen diesen.
Kooperative Technikgestaltung mit Bürgerinnen und Nutzerinnen
Im ersten Teil des Buches stehen Nutzer*innen, Roboter und andere Neulin-
ge in der kooperativen Technikgestaltung im Mittelpunkt. Die Beteiligung von
Bürger*innen oder Nutzer*innen an der Gestaltung soziodigitaler Umwelten
und die diesbezügliche Wissensproduktion wird meist als Interaktionsbeziehung
zwischen akademischen und nicht-akademischen Akteur*innen, Forschenden
und Nutzer*innen, Forschenden und Zivilgesellschaft oder auch als Dreierbe-
ziehung zwischen Forschenden, Bürger*innen/Nutzer*innen und Politik gefasst.
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Wie verändern sich Formen und Praktiken von Bürger- und Nutzerbeteiligung,
wenn Algorithmen, Roboter, Computer und selbstlernende Systeme in diese In-
teraktionsbeziehungen eintreten und als Beteiligte ernstgenommen werden? Was
bedeutet eine solche Einbeziehung für die Gestaltung kooperativer Wissenspro-
duktion? Wie rekonfigurieren sich die Beziehungen zwischen Wissensproduktion,
Technologieentwicklung und Beteiligung? Welche Möglichkeiten eröffnen sich
für eine sinnvollere und nachhaltigkeitsorientiertere, gerechtere Gestaltung so-
ziotechnischer Arrangements? Welche neuen Anforderungen an Wissen, Lernen,
Verständnis, Kooperation ergeben sich daraus? Unter welchen Bedingungen
können die Potentiale dieser neuen Interaktionsbeziehungen am besten genutzt
werden? Auf diese Fragen suchen die folgenden Beiträge eine Antwort.
Harald Rohracher und Fredrik Envall untersuchen eine Reihe von experimentel-
len Modellen einer zukünftigen nachhaltigen Stromnutzung mit Hilfe intelligen-
ter Stromnetze (Smart Grids) in Schweden und gehen der Frage nach, was ei-
gentlich in diesen Experimenten geschieht. Potentiell, so Rohracher und Envall,
bietet die Digitalisierung des Stromsystems sowohl neue technische Möglichkei-
ten der Nutzung erneuerbarer Energieträger als auch die Möglichkeit einer Neu-
Konfiguration von sozialen Praktiken und Nutzer-Erzeuger-Beziehungen und da-
mit eine Neuordnung von Macht-Wissenskonstellationen im Energiesystem. Die
empirische Analyse zeigt jedoch, dass solche innovationspolitischen Experimente
nicht automatisch zu einer Demokratisierung des soziotechnischen Wandels bei-
tragen, sondern die Realisierung ihres Demokratisierungspotentials von der Aus-
gestaltung der Macht-Wissensverhältnisse in diesen Experimenten abhängt. Das
Design dieser Experimente, so Rohracher und Envall, muss selbst zum politischen
Terrain werden, sollen sie ihr Potential für eine demokratischere, gerechtere so-
ziotechnische Transformation entwickeln.
Mit Alltagsalgorithmen und der Frage der Erklärbarkeit, genauer: der Gestal-
tung von Erklärbarkeiten, setzt sich Annelie Pentenrieder auseinander. Damit tritt sie
der breit kolportierten Auffassung entgegen, dass KI-Systeme prinzipiell nicht zu
öffnende Blackboxes seien und zu komplex, um von Nutzer*innen verstanden zu
werden. Am Beispiel von Wegfindungsalgorithmen zeigt sie, wie das Erfahrungs-
wissen informierter Nutzer*innen wie Taxi-, Kurier- und Fernfahrer*innen zum
Ausgangspunkt genommen werden kann, um den Mythos der prinzipiellen Opazi-
tät von Algorithmen aufzulösen und Denkanstöße für eine demokratischere Soft-
waregestaltung zu liefern.
Auch Birgit Mack, Karolin Tampe-Mai, GabrielWilkes, Martin Kagerbauer und Eugen
Diesch stellen die Nutzer*innen ins Zentrum. Sie untersuchen, wie die Interakti-
on zwischen menschlichen Nutzer*innen und digitalen Technologien wie Smart-
phones, Online-Bezahlsysteme, Algorithmen und Applikationsplattformen in On-
Demand Ridepooling Shuttlesystemen so eingesetzt und gestaltet werden können,
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dass sie den motorisierten Individualverkehr vermindern und zu einer intelligen-
ten, effektiven und nachhaltigen Verkehrswende beitragen können.
Um die Interaktion zwischen menschlichen Nutzer*innen, Forschenden und
Robotern und die Frage ihrer Gestaltung geht es im Beitrag von Astrid Weiss und
Katta Spiel. Anhand zweier Projekte zur nutzungszentrierten Mensch-Roboter-
Interaktionsforschung zeigen sie, warum eine gestaltungsoffene, demokratische
Beteiligung von Nutzer*innen am Entwicklungsprozess sinnvoll ist und wie
Forschende, Nutzer*innen und Roboter miteinander lernen können, um die
nutzungsorientierte Gestaltung von sozialen Servicerobotern zu bereichern.
Soziotechnische Imaginationen und Kräfteverhältnisse
Im zweiten Teil des Buches nehmen wir soziotechnische Imaginationen und
Kräfteverhältnisse in den Blick. Digitalisierung und Automatisierung sind häu-
fig mit großen Visionen und Versprechen befrachtet: Sie sollen Antworten auf
gesellschaftliche Fragen und Herausforderungen bieten und z.B. für saubere
Energieversorgung, effektivere und zugleich nachhaltigkeitsorientiere Mobili-
tätssysteme oder Bauweisen sorgen oder darüber hinaus für mehr Sicherheit,
Transparenz, Empowerment, Kreativität und Inklusion. Dabei spielen Visionen
und Imaginationen wünschbarer Zukünfte eine wichtige Rolle. Sie definieren
den Bereich des Denkbaren und Erstrebenswerten, bringen Problem-, Ziel- und
Lösungsdeutungen zusammen mit Handlungsvorschlägen in eine kohärente,
kommunizierbare Form und beeinflussen die Realisierungs- und Materialisie-
rungschancen neuer soziotechnischer Arrangements. Aber welche Visionen und
Imaginationen setzen sich durch und welche nicht? Was ist problematisierbar,
was nicht? Wieso wird häufig der Mensch als Fehlerquelle und die Technologie als
Lösung imaginiert? Welche Rolle spielen Macht- und Kräfteverhältnisse sowohl
für die Entwicklung als auch für die Materialisierung soziotechnischer Imagi-
nationen? Wie können wir alternative soziotechnische Imaginationen für eine
lebbarere Welt entwickeln? Diesen Fragen widmen sich die folgenden Kapitel.
In der Bauindustrie, so zeigen Kathrin Braun und Cordula Kropp, stoßen der-
zeit verschiedene, teils gegenläufige imaginaries wünschbarer Zukünfte aufeinan-
der und konkurrieren um Legitimation, Durchsetzung und Anwendung. Ob sich
dabei die Vision einer nachhaltigen, umweltschonenden digitalen Bauweise oder
diejenige eines technologisch befeuerten Wachstums- und Produktivitätsschubs
durchsetzen wird, oder die Vision einer singularisierten, bedarfsgerechten compu-
terbasierten Planungs- und Baukultur oder eine auf Integration basierende Vision
der computergestützten Steuerung und Kontrolle oder eine Kombination dieser
Visionen, ist keine Frage technologischer Funktionalität sondern eine Frage von
Kräfteverhältnissen und politischen und gesellschaftlichen Prioritätensetzungen.
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Ziel dieses Beitrages ist es, eine gesellschaftliche Debatte über die Wünschbarkeit
dieser möglichen Bauzukünfte anzustoßen.
Auch AlexanderWentland undNina Klimburg-Witjes untersuchen am Beispiel von
Cyber-Security-Diskursen, wie sich technische Rationalitäten mit sozialen Kräfte-
und Interessenverhältnissen verbinden undwie spezifischeDiskurse undNarrative
aus dieser Verbindung hervorgehen, aber auch auf diese zurückwirken. Sie zeigen
wie Hacker*innen und Sicherheitsexpert*innen diskursiv die Figur der defizitären
Benutzer*in konstruieren, damit den Menschen als das schwächste Glied in der
Sicherheitsarchitektur darstellen und die Verantwortung für die IT-Sicherheit von
Unternehmen auf die Beschäftigten verlagern.
Visionen, Narrative oder Imaginationen soziotechnischer Zukünfte spielen
selbst eine entscheidende Rolle dafür, welche Möglichkeiten zu welchen Realitäten
werden, welche Entwicklungspfade eingeschlagen und weiterverfolgt werden und
welche nicht. In ihrem Beitrag zu Smart Grids und Smart Homes untersuchen
Friederike Rohde und Leslie Quitzow, welche soziotechnischen Visionen intelligenter
Energieversorgung in den Anwendungsfeldern Smart Grid und Smart Home
derzeit in Deutschland kursieren. Rohde und Quitzow kommen zu dem Ergeb-
nis, dass diese Visionen stark von Akteur*innen aus Industrie, Wirtschaft und
Forschung sowie technik- und konsumbegeisterten politischen Akteur*innen und
Nutzer*innen geprägt werden.
JuttaWeber fragt in ihrem Beitrag, was den Heilsversprechen des kapitalistisch-
autoritären Technosolutionism und der digitalen Transformation entgegenzusetzen
wäre. Wie lassen sich komplexe Mensch-Maschine Assemblages für eine lebbarere
Welt entwickeln, die nicht von der soziotechnischen Logik der Korrelation domi-
niert sind? Weber plädiert in ihrem Beitrag für kreative, demokratische Praktiken
des Human-Machine Learning, geleitet von den Prinzipien technologischer Sou-
veränität, Gemeinwohlorientierung und der Digital Commons.
Soziodigitale Neukonfiguration von Politik und Öffentlichkeit
Der dritte Teil des Bandes widmet sich der Untersuchung soziodigitaler Kommu-
nikationsräume und der Neukonfiguration von Politik und Öffentlichkeit. Digi-
tale Technologien und Kommunikationsräume haben die Strukturen demokrati-
scher Öffentlichkeit und Politik tiefgreifend verändert. Sie haben auch Folgen für
die Möglichkeiten demokratischer Wissenschafts- und Technikgestaltung. Inzwi-
schen werden digitale Technologien auch selbst zum Gegenstand von politischen
Gestaltungs- und Steuerungsansprüchen, die wiederum neue Konflikte um die
Verteilung von Steuerungs- und Gestaltungsmacht, den Zugang zu und die Pro-
duktion vonWissen, um Kontrolle und Herstellung von Sichtbarkeit und Aufmerk-
samkeit in soziodigitalen Kommunikationsräumen auslösen. Wie ist die Bezie-
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hung zwischen soziotechnischen Arrangements, Wissensproduktion und der Um-
strukturierung von Öffentlichkeit und Politik konzeptionell zu fassen?
Robert Seyfert befasst sichmit demProblemder (Nicht-)Nachvollziehbarkeit und
Opazität von Algorithmen und der Frage, wie diesen mit politischen Regulierun-
gen begegnet werden kann. An zwei Beispielen, der Datenschutzgrundverordnung
und der Regulierung von Finanzmarktalgorithmen, zeigt Seyfert, dass regulato-
rische Prozesse selbst ko-produktive soziale Praktiken sind; sie wirken nicht nur
verhindernd oder verändernd auf scheinbar gegebene Algorithmen ein, sondern
bestimmen mit, was überhaupt ein Algorithmus ist und was er tun soll.
Der Beitrag von Jan-Felix Schrape untersucht die Rekonfiguration der öffentli-
chen Kommunikation zwischen euphorischen und dystopischen Erwartungen von
partizipativer many-to-many Massenkommunikation einerseits und vermachteter
Kommerzialisierung und Verflachung andererseits. Schrape kommt zu demErgeb-
nis, dass die Digitalisierung der öffentlichen Kommunikation die Möglichkeitsräu-
me für persönliche Interaktionen und den öffentlichen Austausch ausgeweitet hat,
aber auch neue Selektions- und Synthetisierungsprozesse hervorgebracht hat. In-
wieweit diese in Zukunft algorithmisiert und automatisiert werden und durch die
Logik digitaler Plattformen mitbestimmt werden, ist, so Schrape, noch eine offene
Frage.
Die Digitalisierung ist häufigGegenstand der experimentellenWissensproduk-
tion in Reallaboren. Diese werden eingesetzt, um Innovations- und Transformati-
onsoptionen zu erkunden,Herausforderungen zu behandeln und Lösungsstrategi-
en zu erproben. Reallabore, so zeigen Stefan Böschen, Julia Backhaus, Ana de la Varga,
Stefan John und Gabriele Gramelsberger, werfen jedoch als Strukturen einer »simula-
tiven Demokratie« ihre eigenen demokratiepolitischen Herausforderungen auf. In
ihrem Beitrag untersuchen die Autorinnen und Autoren, worin genau diese Her-
ausforderungen bestehen und wie sie durch eine gleichgewichtige Beachtung der
Dimensionen des politischen Könnens, Wollens und Sollens gestaltet werden kön-
nen.
Sergio Bellucci beleuchtet die Frage demokratischer Wissenschafts- und Tech-
nikgestaltung aus einer Praxisperspektive. Er rekapituliert die Erfahrungen der
TA Swiss mit der partizipativen Technikfolgenabschätzung und zeigt, wie diese
als Instrument zur Stärkung der demokratischen Legitimität technologiepoliti-
scher Entscheide eingesetzt werden kann. Der partizipative Dialog und das dar-
auf gegründete Vertrauen der Bürgerinnen und Bürger, argumentiert Bellucci u.a.
am Beispiel von digitalen Patientendossiers, bilden eine unverzichtbare Grundlage
zum gemeinsamen demokratischen Abwägen möglicher technologischer Zukünf-
te.
Die Beiträge dieses Bandes zeigen, dass es »die« soziodigitale Zukunft nicht
gibt, sondern dass verschiedene Zukünfte um Realisierung konkurrieren und
sich heute pfadbildende Entwicklungen vollziehen, die den Umgang mit digitalen
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Möglichkeitsräumen langfristig prägen werden. Die Frage, welche Pfade und wel-
che alternativen Optionen mehr, welche weniger oder welche gar nicht wünschbar
sind, ist dringend und verlangt nach einem demokratischen gesellschaftlichen
Diskussions- und Gestaltungsprozess.
Literatur
Ananny,M., (2016). Toward an Ethics of Algorithms: Convening,Observation, Prob-
ability, and Timeliness. Science Technology and Human Values 41(1): 93-117.
Beck, U., (2007).Weltrisikogesellschaft. Auf der Suche nach der verlorenen Sicherheit. Ber-
lin: Suhrkamp.
Beck, U., Lau, C. undWolfgang, B. (2004). Entgrenzung und Entscheidung:Was ist neu
an der Theorie reflexiver Modernisierung? 13-64, Frankfurt a.M.: Suhrkamp.
Beer, D. (2017). The social power of algorithms. Information Communication and Soci-
ety 20(1): 1-13.
Birch, K. (2020). »Technoscience rent: Toward a theory of rentiership for techno-
scientific capitalism.« Science, Technology, & Human Values 45(1): 3-33.
Birch, K. and Muniesa, F. (2020). Introduction: Assetization and Technoscientific
Capitalism. In Assetization: turning things into assets in technoscientific capitalism,
eds. K. Birch and F. Muniesa. Cambridge, MA: MIT Press: 1-41.
Bogner, A. (2021). Die Epistemisierung des Politischen. Wie die Macht des Wissens die Po-
litik gefährdet. Ditzingen: Reclam.
Braun, K. und Kropp, C. (2010). Beyond Speaking Truth? Institutional Responses to
Uncertainty in Scientific Governance. Science Technology and Human Values 35(6):
771-782.
Braun, K., C. Kropp und Y. Boeva (2021). Constructing Platform Capitalism: The Polit-
ical Techno-Economy of Building Information Modeling. Paper presented at the In-
terpretive Policy Analysis (IPA) Conference 2021, Barcelona.
Brödner, P. (2019). Grenzen und Widersprüche der Entwicklung und Anwendung
»Autonomer Systeme«. In Autonome Systeme und Arbeit. Perspektiven, Herausforde-
rungen undGrenzen derKünstlichen Intelligenz in der Arbeit,Hg.H.Hirsch-Kreinsen
und A. Karacic, 69-97. Bielefeld: transcript.
Burrell, J. (2016). How the machine ›thinks‹: Understanding opacity in machine
learning algorithms. Big Data & Society 3(1): 1-12.
Butollo, F. und Nuss, S., Hg. (2019):Marx und die Roboter. Vernetzte Produktion, Künst-
liche Intelligenz und lebendige Arbeit. Berlin: Dietz.
Cardon,D. (2017). Den Algorithmus dekonstruieren. In Algorithmuskulturen.Über die
rechnerische Konstruktion derWirklichkeit, Hg. Seyfert, R. und Roberge, J., 131-150.
Bielefeld: transcript.
32 Cordula Kropp und Kathrin Braun
Crawford, K. and Calo, R. (2016). There is a blind spot in AI research. Nature 538:
311-313.
Fuller, M., (2008). Software Studies: A Lexicon. Ney York/London: The MIT Press.
Gelman, A. und Chr., Hennig, (2017). Beyondsubjectiveandobjectiveinstatistics,
Journal of the Royal Statistical Society. Series A: Statistics in Society 180(4): 967-1033.
Gillespie, T., (2014). The Relevance of Algorithms. In Media Technologies: Essays on
Communication, Materiality and Society, eds. Gillespie, T. Boczkowski, P.J. and
Foot, K. A. 167-194. Oxford: Oxford University Press.
Grote, G., (2015). Gestaltungsansätze für das komplementäre Zusammenwirken
von Mensch und Technik in Industrie 4.0. In Digitalisierung industrieller Arbeit,
Hg. Hirsch-Kreinsen, H. Ittermann, P. und Niehaus, J. 131-146 Baden-Baden:
Nomos.
Hirsch-Kreinsen, H. und Karacic, A., Hg. (2019). Autonome Systeme und Arbeit. Per-
spektiven, Herausforderungen und Grenzen der Künstlichen Intelligenz in der Arbeits-
welt. Bielefeld: transcript.
Hoffmann-Riem, W., (2017). Verhaltenssteuerung durch Algorithmen – Eine Her-
ausforderung für das Recht. Archiv des öffentlichen Rechts 142(1): 1.
Hofmann, J. (2019). Mediatisierte Demokratie in Zeiten der Digitalisierung – ei-
ne Forschungsperspektive. In Politik in der digitalen Gesellschaft. Zentrale Problem-
felder und Forschungsperspektiven, Hg. Hofmann, J. Kersting, N., Ritzi, C. und
Schünemann, W. J. Bielefeld: transcript: 29-45.
Jones, N., (2018). How to stop data centres from gobbling up the world’s electricity.
Nature 561: 163-166.
Kenney,M. and Zysman, J. (2016).The rise of the platform economy. Issues in Science
and Technology 32(3): 60-69.
Kitchin, R. und Fraser, A. (2020). Slow Computing. Why we need balanced digital lives.
Bristol: Bristol University Press.
Kitchin, R. and McArdle, G. (2016). What makes Big Data, Big Data? Exploring the
ontological characteristics of 26 datasets. Big Data and Society 3(1): 1-10.
Kitchin, R. (2014). The Real-Time City? Big Data and Smart Urbanism. GeoJournal
79: 1-14.
Kreiss, D. and S. C. McGregor (2018). »Technology firms shape political communi-
cation: The work of Microsoft, Facebook, Twitter, and Google with campaigns
during the 2016 US presidential cycle.« Political Communication 35(2): 155-177.
Kropp, C. und Wortmeier, A.-K. (2021). Intelligente Systeme für das Bauwesen:
überschätzt oder unterschätzt? In Digitalisierung souverän gestalten, Hg. E.A.
Hartmann, 98-117. Berlin: Springer Vieweg.
Kropp,C., (2020).Was zählt? Zur informatisiertenHerrschaft vonBewegungsdaten
und Kontaktprotokollen, in: soziopolis.de v. 30.06.2020, verfügbar unter: http
s://www.soziopolis.de/was-zaehlt-wer-entscheidet.html. Zugegriffen: 28. Mai
2021.
Einleitung 33
Kropp,C., Ley, A., Ottenburger, S. S. undUfer,U. (2021).Making intelligent cities in
Europe climate-neutral. TATuP – Zeitschrift für Technikfolgenabschätzung inTheorie
und Praxis 30(1): 11-16.
Lange, S., Pohl, J. und Santarius, T. (2020). Digitalization and energy consumption.
Does ICT reduce energy demand? Ecological Economics 176: 106760.
Langley, P. and Leyshon, A. (2017). Platform capitalism: the intermediation and
capitalization of digital economic circulation. Finance and Society 3(1): 11-31.
Mackenzie, A. (2017). Machine Learners. Archeology of Data Practice. Cambridge, MA,
London: The MIT Press.
Martin, K. (2019). Ethical Implications and Accountability of Algorithms. Journal of
Business Ethics 160: 835-850.
Mau, S. (2017). Das metrische Wir. Über die Quantifizierung des Sozialen. Berlin: Suhr-
kamp.
Misselhorn, C. (2018). Grundfragen der Maschinenethik. Stuttgart: Reclam.
Mittelstadt, B.D., Allo, P., Taddeo, M., Wachter, S. and Floridi, L. (2016). The ethics
of algorithms: Mapping the debate. Big Data & Society, 3(2), 1-21.
Moore, M. and Tambini, D., Eds. (2018). Digital dominance: the Power of Google, Ama-
zon, Facebook, and Apple. Oxford: Oxford University Press.
Nachtwey, O. and Staab, P. (2020). Das Produktionsmodell des digitalen Kapitalis-
mus. Soziologie des Digitalen –Digitale Soziologie? In SozialeWelt –Sonderband
23, Hg. S. Maasen und J.-H. Passoth. Baden-Baden: Nomos: 285-304.
Nassehi, A. (2019). Muster.Theorie der digitalen Gesellschaft. München: C.H. Beck.
Pasquale, F. (2015).The Black Box Society. The Secret Algorithms That Control Money and
Information. Cambridge, MA, London: Harvard University Press.
Pasquale, F. (2017). The Automated Public Sphere. In The Politics and Policies of Big
Data: Big Data, Big Brother, eds. A. Rudinow Sætnan, I. Schneider, N. Green,
New York: Routledge.
Perrow, C. (1987). Normale Katastrophen: Die unvermeidbaren Risiken der Großtechnik.
Frankfurt a.M.: Campus.
Rammert, W. (2016). Technik – Handeln – Wissen.Wiesbaden: Springer.
Reckwitz, A. (2019). Die Gesellschaft der Singularitäten. Berlin: Suhrkamp.
Rosa, H. (2016). Resonanz. Eine Soziologie der Weltbeziehung. Berlin: Suhrkamp.
Rosenblat, A. und Stark, L. (2016). Algorithmic labor and information asymmetries:
A case study of Uber’s drivers. International Journal of Communication 10: 3758-
3784.
Ruppert, E., Isin, E. and Bigo, D. (2017). Data politics. Big Data and Society 4(2): 1-7.
Saurwein, F. (2019) Automatisierung, Algorithmen, Accountability. Eine Gover-
nance Perspektive. InMaschinenethik. Normative Grenzen autonomer Systeme, Hg.
Rath, M. Krotz, F. und Karmasin, M., 35-56. Wiesbaden: Springer.
Seaver, N. (2017). Algorithms as culture: Some tactics for the ethnography of algo-
rithmic systems. Big Data and Society 4(2): 1-12.
34 Cordula Kropp und Kathrin Braun
Seyfert, R. und Roberge, J. (2017). Algorithmuskulturen. Über die rechnerische Konstruk-
tion der Wirklichkeit. Bielefeld: transcript.
Srnicek, N. (2017). Platform capitalism. Malden, MA: Polity Press.
Staab, P. (2020). Digitaler Kapitalismus. Markt und Herrschaft in der Ökonomie der Un-
knappheit. Frankfurt a.M.: Suhrkamp.
Störk-Biber, C., Hampel, J., Kropp, C. und Zwick, M. (2020). Wahrnehmung von
Technik und Digitalisierung in Deutschland und Europa: Befunde aus dem
TechnikRadar. HMD Praxis der Wirtschaftsinformatik 57: 21-32.
Streeck, W. (2013). Gekaufte Zeit. Die vertagte Krise des demokratischen Kapitalismus.
Frankfurt a.M.: Suhrkamp.
Suchman, L. (1998). Human/Machine Reconsidered. Cognitive Studies 5(1): 5-13.
Timcke, S. (2020). Algorithms and the Critical Theory of Technology. Verfügbar unter: h
ttps://ssrn.com/abstract=3551467. Zugegriffen: 28. Mai 2021.
Weber, M. (2002). Schriften 1894-1922 (hrsb. V. D. Kaesler). Stuttgart: Kröner.
Zuboff, S. (2015). Big other: Surveillance capitalism and the prospects of an infor-
mation civilization. Journal of Information Technology 30: 75-89.
Zweig, K. A. (2019). Algorithmische Entscheidungen: Transparenz und Kontrolle.
Analysen & Argumente Digitale Gesellschaft, 338.
I. Kooperative Technikgestaltung mit
Bürgerinnen und Nutzerinnen

Zur Wissenspolitik von Smart-Grid-Experimenten
Harald Rohracher und Fredrik Envall
Einleitung
Experimente, Pilot- oder Demonstrationsprojekte sind in den letzten Jahren zu-
nehmend zu einem zentralen Instrument der Innovationspolitik geworden, ja so-
gar zu einem zentralen Kennzeichen und ›wissenschaftsgesellschaftlichem Dispo-
sitiv‹ unserer ›experimentellen Gesellschaft‹ (Ansell und Bartenberger 2016; Bö-
schen et al. 2017; Engels et al. 2019). Während solche Projekttypen traditionell vor
allem dem Testen und Hochskalieren von innovativen Produkten und Techniken
von der Laborebene auf eine industrielle Ebene dienten, hat ein zunehmender in-
novationspolitischer Fokus auf gesellschaftliche Herausforderungen wie den Kli-
mawandel Experimente mit alternativen sozio-technischen Konstellationen und in
alltäglichen, anwendungsnahen Kontexten in den Vordergrund gerückt (Kivimaa
et al. 2017). Räumlich begrenzte Versuche mit neuen Mobilitätsformen (z.B. auto-
freie Stadtteile), energieautarke Regionen oder Feldversuche zur Anwendung von
autonomen Fahrzeugen sind Fälle, bei denen es nicht nur um das Testen von Pro-
dukten geht, sondern ebenso um Erfahrungen mit neuen sozialen Praktiken und
institutionellen Veränderungen.Was hier auf dem Prüfstand steht, sind also ganze
sozio-technische Arrangements, gesamte ›Ökosysteme‹ von z.B. Mobilität, durch
die soziale Akteur*innen zu Stakeholdern des Experiments werden und zukünf-
tige Handlungsmöglichkeiten auf dem Spiel stehen (Marres 2020). Dieser experi-
mental turn (Overdevest et al. 2010) geht einher mit dem wachsenden Einfluss von
Konzepten wie sozio-technische Transitionen (z.B. des Energie- oder Verkehrs-
systems), neuen ›missions-orientierten‹ Innovationsprogrammen, die sich an ge-
sellschaftlichen Herausforderungen (grand challenges) orientieren, etwa dem neu-
en Forschungsrahmenprogramm der Europäischen Union, und einer wachsenden
Aufmerksamkeit für ›soziale Innovationen‹ und ›Systeminnovationen‹ (Diercks et
al. 2019). Mit der Einbettung solcher Experimente in reale Nutzungskontexte geht
auch eine Betonung partizipativer Elemente einher, durch die Nutzer*innen und
andere für das Experiment relevante Akteursgruppen stärker in die Evaluierung,
Wissensgenerierung und aktive Gestaltung von Technologien und ihren Anwen-
dungskontexten einbezogen werden sollen (Delvenne und Macq 2020).
38 Harald Rohracher und Fredrik Envall
Trotz dieser partizipativen Rhetorik und des Anspruchs, soziale Lernprozesse
für eine Vielzahl von Akteur*innen zu ermöglichen, wurde der tatsächliche Bei-
trag solcher Experimente zu technischen und gesellschaftlichen Veränderungen
nur in wenigen Fällen empirisch untersucht. Dieses Kapitel will sich kritisch mit
der neuen Dominanz von Experimenten in der Innovationspolitik auseinander-
setzen und stellt sich die Frage, was in der Praxis solcher Experimente eigentlich
passiert und inszeniert wird. Handelt es sich tatsächlich um eine weitgehend ent-
politisierte und konfliktfreie Strategie zur Entwicklung neuer klimafreundlicher
Energie- und Verkehrsinfrastrukturen und einer nachhaltigeren Ökonomie und
Gesellschaft? Oder werden in solchen Experimenten bevorzugt bestimmte Arten
von Wissen produziert, die bestimmten Akteursgruppen eher zugutekommen als
anderen? Wieviel Einfluss haben Nutzer*innen und Bürger*innen tatsächlich in
der Praxis dieser Projekte? Oder reflektieren die Settings und Rahmenbedingun-
gen von Experimenten dominante gesellschaftliche Strukturen und stärken viel-
leicht bestehende Machtverhältnisse mehr, als dass sie neue gesellschaftliche und
technische Konstellationen ermöglichen?
Smart Grids als Basis eines nachhaltigen Energiesystems
Empirisch sollen diese Fragen am Beispiel mehrerer Experimente zur Anwendung
von Smart Grids oder intelligenten Stromnetzen in Schweden untersucht werden.
Die Digitalisierung des Stromsystems und generell des Energiesystems wird inter-
national als zentrales Element einer Energiewende angesehen. Durch smart meter
und eine Zweiwegkommunikation zwischen Stromerzeugern und -verbrauchern
wird es möglich, nicht nur Stromerzeugung an Energieverbrauch anzupassen,
sondern auch flexibel auf der Seite von Stromverbrauchern zu reagieren, indem
beispielsweise bestimmte stromintensive Anwendungen wie der Betrieb einer
Wärmepumpe oder eines Warmwasserbereiters zeitlich verschoben werden.
Durch diese neuen Relationen zwischen Akteur*innen auf der Erzeugungs- und
Verbraucherseite und die umfassende Anwendung von Informations- und Kom-
munikationstechnologien (IKT) wird die Einbindung eines wesentlich höheren
Anteils von erneuerbaren Energieträgern mit fluktuierender Erzeugung möglich,
aber auch das lokale Management von Eigenerzeugung durch z.B. Photovolta-
ik und Verbrauch dieser selbsterzeugten Energie im eigenen Gebäude oder in
lokalen Energiegemeinschaften. Potentiell bedeutet die Digitalisierung des Ener-
giesystems damit eine radikale Re-Konfiguration von Akteursrelationen, sozialen
Praktiken und institutionellen Einrahmungen. Smart Grids können mit Lösch und
Schneider (2017) damit als Neuordnung von Macht-Wissenskonstellationen im En-
ergiesystem und Teil eines neuen Macht-Wissens Dispositivs mit Experimentieren
als zentraler Norm verstanden werden.
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Liest man Strategiedokumente zum Ausbau von Smart Grids auf europäischer
Ebene oder in Schweden, so fällt die starke Betonung von ›aktiven Nutzer*in-
nen‹ und Prosument*innen, die sowohl Strom konsumieren als auch selbst erzeu-
gen, auf (Wallsten 2017). Längerfristige Visionen malen eine Zukunft mit verteil-
ter Energieerzeugung aus erneuerbaren Energiequellen, der Möglichkeit für Kon-
sument*innen direkt miteinander selbsterzeugten Strom zu handeln (peer-to-peer
trading) und einer verstärkten Integration des Verkehrssystems (Elektrofahrzeuge,
Batterien) in das Energiesystem. Wieweit Haushalte diese aktivere Rolle im Ener-
giesystemwahrnehmen,welche neuen sozialen Praktiken und Erwartungen sich in
diesem Zusammenhang entwickeln und auf welche Weise neue Technologien von
Nutzer*innen aktiv ›angeeignet‹ und in den Alltag integriert werden, ist in vieler-
lei Hinsicht unklar und auch abhängig davon, wie und in welchen Konstellationen
diese Technologien praktisch implementiert werden.
Diese offenen Fragen zum praktischen Einsatz von Smart-Grid-Technologien
bilden den Hintergrund zu räumlich und zeitlich begrenzten Feldversuchen und
Experimenten. Ein europäisches Monitoring Projekt, das solche Experimente
dokumentiert, hat zuletzt rund eintausend europäische Smart-Grid-Projekte
gezählt (Gangale et al. 2017). In Schweden wurden initial drei große Smart-
Grid-Pilotprojekte auf nationaler Ebene gefördert – die Etablierung eines Smart
Grid auf der Insel Gotland mit ca. 60.000 Einwohner*innen und einem hohen
Anteil lokaler Stromerzeugung und die Etablierung von Smart Grids in zwei
Stadtteilprojekten (smart cities) in Stockholm (Royal Seaport) und Malmö (Stadtteil
Hyllie). Alle drei Projekte gelten als experimentelle Modelle einer zukünftigen
nachhaltigen Stromnutzung und bilden zusammen mit einem vierten alternativen
Stadtteilprojekt die Grundlage für unsere Analyse zu organisatorischem Rahmen
und Formen der Wissensgenerierung in Smart-Grid-Experimenten.
Bevor wir detaillierter auf diese Smart-Grid-Experimente eingehen und nach
der Wissenspolitik fragen, die diesen Konstellationen zugrunde liegt, wollen wir
zunächst einen Blick auf einige Diskussionsstränge in der bisherigen Forschungs-
literatur zur Rolle von Experimenten im sozialen und technischen Wandel werfen.
Der politische Charakter von Experimenten
Ansell und Bartenberger (2016) unterscheiden drei grundlegende Logiken in der
Vielzahl an Interventionen, die unter der Rubrik Experiment laufen: ›Kontrollierte
Experimente‹, die klassischenwissenschaftlichen Laborexperimenten amnächsten
kommen und z.B. alle Formen von randomisierten kontrollierten Studien umfas-
sen; ›Darwinistische Experimente‹, die in einer evolutionistischen Logik von Varia-
tion und Selektion verstanden werden; und ›Generative Experimente‹, bei denen
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die Entstehung und iterative Verbesserung einer Innovation oder eines neuen Kon-
zepts im Zentrum stehen.
Den stärksten Einfluss auf die aktuelle Innovationspolitik haben wohl Pilotpro-
jekte und Experimente in einer evolutionären Logik. Auch wenn die meisten dieser
Experimente scheitern und sich nicht als Alternative zu bestehenden Verhältnissen
durchsetzen (Ansell und Bartenberger 2016), tragen sie in dieser Logik dennoch zu
sozialen Lernprozessen und der erfolgreichen Selektion robuster Alternativen bei.
Schon Krohn und Weyer (1989) haben daher Experimente als von Konsequenzen
entlastetes Handeln bezeichnet. Vor allem das Feld der Innovations- und Transiti-
onsforschung hat einen wesentlichen Anteil an dieser Konjunktur experimenteller
sozio-technischen Arrangements mit normativen Zielsetzungen wie nachhaltige-
ren Städten oder einer Informationsgesellschaft. Es geht hier nicht um einzelne
Experimente, sondern ein ganzes ›Ökosystem‹ von Experimenten, die in Summe
in neue soziale und technische Konfigurationenmünden. Experimente werden da-
bei als zentrales Instrument zur Erzeugung von Variation verstanden, sodass nicht
nur neues Wissen generiert wird, sondern auch Erfahrungen mit neuen sozialen
Praktiken gesammelt werden können, sich neue Akteursnetzwerke etablieren und
kollektive Erwartungen für die weitere Entwicklung einer Innovation entwickelt
werden. Gesellschaft wird in solchen Konzepten selbst zum Labor und eine Viel-
zahl heterogener Akteur*innen ist in dieser strategischen Neugestaltung sozio-
materieller Realitäten involviert (Sengers et al. 2019). Unterschiedliche experimen-
telle Konfigurationen und Kontexte werden in diesem Rahmen als Nischenexperi-
mente, grassroots innovations (Seyfang und Smith 2007), oder in urbanen Kontexten
als Testbeds oder urban living labs (Bulkeley et al. 2016) diskutiert. Lernprozesse
und Erfahrungen mit einer Vielzahl solcher sozialen und technischen Alternativen
zu dominierenden undwenig nachhaltigen Infrastrukturen und sozio-technischen
Systemen sollen zur Transformation grundlegender sozio-materiellen Strukturen
unserer Gesellschaft beitragen (Bossink 2015; Kivimaa et al. 2017).
Die Gruppe der ›generativen Experimente‹ hat eine lange Tradition in der
deutschsprachigen Forschungslandschaft mit dem Konzept der Realexperimente
(Krohn undWeyer 1989; Groß et al. 2003; Gross 2016). Dabei handelt es sich weniger
um ein Ökosystem experimenteller Interventionen, sondern um »die Gestaltung
eines Einzelfalls, dessen wichtigstes Merkmal das Gelingen selbst ist« (Böschen
et al. 2017). Beispiele sind die Entwicklung und Etablierung geothermischer
Energienutzung (Gross 2016) oder ›Ökosystem-Experimente‹, wie die Sanierung
der Umweltprobleme eines Sees (Groß et al. 2003). Auch hier werden heterogene
Akteurskonstellationen, die an diesen Projekten aktiv beteiligt oder indirekt von
diesen betroffen sind, zum Objekt ihrer eigenen realexperimentellen Eingriffe
und Gesellschaft zu einem Experimentierfeld moderner Forschung. Zentral für
solche Experimente sind bewusst geplante rekursive Lernprozesse, aber auch eine
gewisse ›Überraschungsoffenheit‹ und Offenheit gegenüber Nicht-Wissen. Im
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Verlauf dieser Entwicklungen können durchaus auch klassische labor-ähnliche
Situationen eingesetzt werden, etwa labor-ähnlichen Settings für partizipative
Verfahren in der Geothermie, die einen engen Rahmen für die Diskussion von
Akzeptanzfragen setzen und eine nicht unwesentliche legitimatorische Funktion
für das gesamte Realexperiment erfüllen. Unsere Fallstudien zu Smart-Grid-
Experimenten können sowohl in einer solchen generativen Logik der Einführung
einer neuen Stromnetzinfrastruktur verstanden werden, als auch in einer evolu-
tionären Logik diverser Experimente, bei denen sich bestimme Konstellationen
langfristig durchsetzen.
Neben diesen stärker instrumentell orientierten Forschungssträngen zur Rolle
und Durchführung von Experimenten, gibt es eine reichhaltige Literatur, die sich
kritisch mit der Praxis von Experimenten auseinandersetzt und diese im Kontext
breiterer sozialer Veränderungen analysiert. Über Experimente werden nicht nur
Technologien getestet, sondern neue sozio-materielle Relationen entwickelt und
befestigt (Nadaï und Labussière 2018). Marres und Stark (2020) sehen die Proli-
feration von Tests eng verbunden mit einer organisatorischen, technischen und
materiellen Modifikation unserer Gesellschaft, die soziales Leben zunehmend be-
obachtbar, analysierbar und durch unterschiedliche Akteur*innen beeinflussbar
macht. Die Grenzen zwischen Testsituationen und der Umwelt, auf die sich der
Test beziehen soll, verwischen dabei zusehends. Während wir meist davon ausge-
hen, Experimente in bestimmten Settings durchzuführen, sind es heutzutage oft
die Settings selbst, die auf dem Prüfstand stehen. Auch Engels et al. (2019) beto-
nen, dass Experimente die gesellschaftlichen Relationen bezogen auf bestimmte
Technologien und Visionen sowohl testen als auch rekonfigurieren. Tests verän-
dern soziale Verhältnisse, sie können neue soziale Kapazitäten ans Licht bringen,
ebenso wie sie eingesetzt werden können, diese zu verbergen.
DerWert von Experimenten beruht immer auch auf derMöglichkeit, bestimm-
te Öffentlichkeiten herzustellen und zu überzeugen, Ergebnisse zu zirkulieren und
bis zu einem gewissen Grad replizierbar zu sein (Laurent 2016).Sie sind damit eng
verbunden mit Jasanoff ’s civic epistemologies (Jasanoff 2005), also institutionalisier-
ten Praktiken, mit welchen Mitglieder einer Gesellschaft Wissensansprüche testen
und als Basis für kollektive Entscheidungen anwenden. Ein Element von Experi-
menten ist, dass sie als öffentliches techno-wissenschaftliches Drama inszeniert
werden (Möllers 2016; Rosental 2013), durch welches spezifische Öffentlichkeiten
geschaffen, kontrolliert und von bestimmten Lösungen überzeugt werden sollen.
Experimente adressierenmeist unterschiedliche Öffentlichkeiten in unterschiedli-
chen Arenen gleichzeitig (z.B. Politik/Verwaltung, Medien, Forschung) (Nadaï und
Labussière 2018) und vermitteln auf diese Weise zwischen unterschiedlichen so-
zialen Welten, etwa von Wissenschafter*innen und Manager*innen.
Ein Kennzeichen von Experimenten außerhalb des Labors ist die Einbezie-
hung unterschiedlicher Akteur*innen – Unternehmen, Anwender*innen oder ei-
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ne breitere lokale Öffentlichkeit. Häufig werden dabei formalisierte Verfahren der
Partizipation eingesetzt, deren Design auch zur Herstellung bestimmter sozialer
Ordnungen durch das Experiment beiträgt. Die meisten empirischen Studien zur
Praxis von Experimenten decken jedoch die engen Grenzen formaler partizipativer
Verfahren und demokratischer Ambitionen auf (Bogner 2012). Eine derart gezähm-
te Partizipation marginalisiert fundamentale Opposition oder Widerstand, ist oft
weit entfernt von lebensweltlichen Kontexten und kanalisiert Deliberationsprozes-
se innerhalb bestimmter Korridore. Ähnlich findet Laurent (2016) in seiner Analyse
eines französischen Bürgerdialogs zu Nanotechnologie, wie diese Experimente in
Partizipation von ›allzu engagierten‹ Beteiligten gesäubert werden, jenen Gruppen
z.B., die die Grundlagen eines solchen Dialogs ablehnen oder in Frage stellen. Öf-
fentliche Kontroversen und Widerstand gegen den Einsatz von Nanotechnologien
werden durch solche Verfahren mehr unterdrückt als ermuntert. Reno (2011) for-
dert daher, nicht nochweitere Stakeholder in Experimente einzubeziehen, sondern
vielmehr den Fokus auf die vielfältigen Weisen zu legen, in denen Bürger*innen
bereits inkludiert und betroffen sind (häufig ohne es zu wollen).
Experimente, mit allen Defiziten und institutionellen Engführungen, können
in diesem Sinn auch als »technologies of democracy« (Laurent 2011) verstanden
werden, als sozio-materielle Praktiken, die die Partizipation unterschiedlicher Öf-
fentlichkeiten bei der Definition und Behandlung kollektiver Probleme organisie-
ren und damit zur Führung demokratischen Lebens beitragen. Nach Laurent ist
es daher eine wichtige Aufgabe der Forschung zur Praxis von Experimenten, die
Stimmen, die unterdrückt werden, die alternativen Konstellationen, die möglich
sind, und die politische Ordnung, die sie produzieren, zu untersuchen. Nadaï und
Labussière (2018) diskutieren solche Fragen als framing und otherness von Pilotpro-
jekten. Framing umfasst dabei (implizite) Prinzipien der Selektion, Hervorhebung
und Präsentation, durch die ein Rahmen geschaffen wird für das, was innerhalb ei-
nes Pilotprojekts stattfindet und von Bedeutung ist. Diese Rahmung ist auch wich-
tig für Lernprozesse, da sie die für Lernprozesse relevante Domäne eingrenzt und
explorative Prozesse steuert. Otherness bezieht sich auf die Prozesse, die von den
Beteiligten des Projekts nicht anerkannt und in den Hintergrund verschoben wer-
den. Das Interessante hier ist, dass solche Dimensionen manchmal auf unerwar-
tete Weise ihren Weg zurück in den Demonstrationsprozess finden und dessen
Ergebnisse verkomplizieren oder sogar in Frage stellen. Engels et al. (2019) führen
diesen Gedanken weiter und fragen sich, wie Tests konzipiert werden müssten,
um es der getesteten Gesellschaft zu erlauben ›zurückzusprechen‹ und Vorannah-
men,Design und Entwicklungspfade solcher Tests in Frage zu stellen und im Sinne
eigener Visionen und Ziele zu verändern.
Alle diese Eigenschaften und Besonderheiten von Experimenten und Pilotpro-
jekten bringen ihren inhärent politischen Charakter zum Ausdruck. Nadaï und
Labussière (2018) identifizieren mehrere solcher ›Räume für Politik‹: die asym-
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metrische Macht von Expert*innen in der Praxis von Demonstrationsprojekten;
die spezifischen civic epistemologies als institutionalisierte Praktiken der Wissens-
generierung und Legitimation; die Erzeugung spezifischer Öffentlichkeiten; und
nicht zuletzt auch den Umstand, dass Demonstrationsprojekte einerseits Macht-
zentren zugute kommen können, aber auchmarginalisierten Akteur*innen Arenen
bieten, kollektive Entscheidungen zu beeinflussen. Experimente sind also nie neu-
trale Tests, sondern involvierte Stakeholder versuchen basierend auf deren eigenen
Interessen und Werten partikuläre Lösungen und Konstellationen im Rahmen des
Experiments durchzusetzen und als Erfolg zu kommunizieren. Experimente sta-
bilisieren zumindest vorläufig neue sozio-technische Ordnungen, sie helfen die
sozialen Welten, die sie vorgeblich testen, herzustellen und zu verfestigen (Engels
et al. 2019).
Die Praxis von Smart-Grid-Experimenten
Was sind nun die sozialen Welten, die explizit oder implizit durch die Gestal-
tung von Smart-Grid-Experimenten vorangetrieben werden? Smart Grids haben
zweifellos das Potential zu einer völligen Neukonfiguration des Energiesystems,
mit neuen Akteur*innen, Geschäftsmodellen, Machtverhältnissen usw. Ein zen-
traler Punkt in politischen Strategiedokumenten, die der Umstellung auf Smart
Grids zugrundliegen, ist etwa die aktive Rolle von Anwender*innen und die
Entstehung neuer Mischformen von Produzent*innen und Anwender*innen,
sogenannten Prosument*innen. Ein weiterer Punkt, mit dem die Förderung von
Smart-Grid-Projekten motiviert wird, ist das Geschäftspotential für den Export
von Smart-Grid-bezogenen Produkten durch schwedische Unternehmen. Es ist zu
erwarten, dass solche Visionen einen Rahmen für die Implementierung und Praxis
von Smart-Grid-Pilotprojekten bilden. Die bereits erwähnten drei größten Feld-
versuche mit Smart Grids umfassen die Insel Gotland sowie neue Öko-Stadtteile
in Stockholm und Malmö. In allen drei Experimenten ist die Schwedische Ener-
gieagentur der wichtigste Fördergeber, doch sind die Designs, Konfigurationen
und lokalen Kontexte der Experimente höchst unterschiedlich. Im Folgenden
soll auf eine detaillierte Beschreibung der Pilotprojekte verzichtet werden (für
Gotland: Wallsten 2017, Malmö: Parks 2019), um stattdessen die Prozesse und
Konfigurationen, die den politischen Charakter dieser Projekte unterstreichen, in
den Vordergrund zu rücken.
Smart Grid Gotland, das als einer der größten Feldversuche in Schweden vom
Energieversorger Vattenfall und weiteren Akteur*innen getragen wurde, hatte ei-
nen seiner Schwerpunkte auf Haushalte und Nutzer*innen in Smart Grids. Ziel
war es, in einer großen Anzahl von Haushalten unmittelbare Feedbackmöglichkei-
ten zummomentanen Energieverbrauch zu installieren, ebenso wie Vorrichtungen
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zum Energiemanagement (z.B. Verschieben der Erwärmung von Warmwasserboi-
lern oder der Gebäudeheizung). Auf diese Weise sollte Haushalten nicht nur eine
Reduktion der Stromkosten ermöglicht werden, sondern auch ein aktiver Beitrag
zu einem ökologischen Betrieb des Stromsystems auf Gotland, etwa der Integrati-
on eines hohen Windenergieanteils. Die Klimafreundlichkeit dieser Konstellation
und das Empowerment von Stromnutzern waren zentrale Argumente in der öffentli-
chenDarstellung des Projekts und damit auf einer Liniemit nationalen Ambitionen
und Strategien. Während diese Darstellung bis zum Abschluss des Experiments
aufrechterhalten wurde, fanden in der Praxis der Umsetzung eine Reihe von inter-
essanten Verschiebungen und Grenzziehungen statt, die dieser Rhetorik teilweise
diametral entgegenstanden. Um die technische Durchführbarkeit des Experimen-
tes zu erleichtern und die Verschiebung von Stromlasten innerhalb der Haushalte
möglichst erfolgreich aufzeigen zu können, wurde die Auswahl möglicher Teilneh-
menden am Experiment stark eingeschränkt. Zum einen wurden nur Haushalte
mit Stromheizungen zugelassen – einer wenig klimafreundlichen Heizungsform,
deren Umstellung auf ökologischere Alternativen auch in Schweden ein umwelt-
politisches Ziel ist, die aber gleichzeitig eine ausreichende Flexibilität bei der Ver-
schiebung der Stromlasten ermöglicht. Und zum anderen wurden Kleinerzeuger
von Strom, z.B.mit Photovoltaikanlagen am eigenen Dach, nicht in das Smart Grid
eingebunden, um unnötige Komplikationen zu vermeiden. Nicht zuletzt erwies
sich die individuelle Steuerung des Stromverbrauchs in den Haushalten nicht nur
als wenig ökonomisch attraktiv, sondern auch als relativ aufwendig für Nutzer*in-
nen, was zu einem Übergewicht von Haushalten mit automatisiertem Energiema-
nagement führte, das vom Energieversorger betrieben wurde. Trotz einer Rhetorik
von Empowerment und aktiven Nutzer*innen, wurden in der Implementation des
Experiments also zunehmend Konfigurationen umgesetzt, die gerade die aktivsten
und ökologischsten Nutzer*innen (Stromeigenerzeugung, ökologische Heizung)
ausschloss und eine soziale Ordnung mit traditionellen Stromerzeugern in zen-
traler Position herstellte.
Im Gegensatz zu Gotland, wo Smart-Grid-Elemente in einem ländlichen Raum
und im Gebäudealtbestand installiert wurden, ist der Stadtteil Hyllie in Malmö
ein neuentwickelter Stadtteil mit dem Ziel, Klimaneutralität zu erreichen. Als ers-
ter Schritt zu einer smart infrastructure platform, die unterschiedliche Energiein-
frastrukturen auf einer Internet-basierten Plattform integrieren soll, wurde ein
›Smartes Fernwärmenetz‹ als Pilotprojekt von E.ON aufgebaut, dem multinatio-
nalen Energieversorger, der in Malmö nicht nur das kommunale Stromnetz be-
treibt, sondern auch das Fernwärmesystem. Durch eine eigens entwickelte digita-
le Schnittstelle mit dem Energiemanagementsystem von größeren Gebäuden kann
E.ON einige Zeit vor einer berechneten Wärmebedarfsspitze die Temperatur der
Gebäude minimal anheben, wodurch der kommende Spitzenbedarf gesenkt wird
und Kapazitätsprobleme in der Fernwärmeversorgung vermieden werden. Länger-
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fristig sollen auch andere Infrastrukturen in diese digitale Plattform eingehen,
ebenso wie die in den Gebäuden installierten Schnittstellen im Prinzip auch für
andere Dienste genutzt werden könnten. In Interviews bestätigt E.ON, dass sol-
che Projekte auch Teil der Strategie sind, sich als IKT-Infrastrukturbetreiber zu
positionieren. Als privater Infrastrukturbetreiber arbeitet E.ON sehr eng mit der
Stadt Malmö zusammen, in der Entwicklung des Strom- und Wärmenetzes all-
gemein, aber auch im speziellen bei der Ökologisierung des Energiesystems. Im
Rahmen eines städtischen ›Klimaschutzvertrages‹, der ein Teil des kommunalen
Umwelt- und Klimaschutzplans ist, verpflichten sich die Stadtverwaltung und un-
terschiedliche private Akteur*innen freiwillig zur Zusammenarbeit. Im Zuge der
Umsetzung des Smart-Grid-Pilotprojekts wurde in den Kontrakt aufgenommen,
dass Gebäudeentwickler vor Genehmigung der Baubewilligung mit E.ON in Kon-
takt treten müssen, um die Möglichkeiten der Integration des Gebäudes in das
Smart Grid abzustimmen (Parks 2019). Laut E.ON ist die in Malmö entwickelte in-
telligente Laststeuerung fürWärmenetze eines der wenigen Smart-Grid-Produkte,
die unter derzeitigen Bedingungen auch kommerziell interessant sind. Entspre-
chend wurde in Folgeprojekten weitere kommunale E.ON-Wärmenetze in Schwe-
den mit dieser Technologie ausgerüstet und in Malmö laufen Folgeprojekte, die
das System auch in bestehenden und sozio-ökonomisch benachteiligten Stadttei-
len einsetzen. In Bezug auf sozio-technische Folgen ist in Malmö auffällig, wie
das Projekt kurz- und vermutlich langfristig die Position von E.ON innerhalb des
kommunalen Machtgefüges stärkt. Einerseits wird die enge Kooperation der Stadt
mit E.ON fortgeführt und erhält zusätzliche Legitimität durch die gemeinsame
Verfolgung von Umwelt- und Klimazielen; andererseits erhält E.ON mit der intel-
ligenten Infrastrukturplattform einen ausgeweiteten Zugriff auf zentrale kommu-
nale Funktionen und sozio-technische Systeme und ist auf demWeg, sich auch als
Hauptbetreiber digitaler kommunaler Infrastrukturen zu positionieren. Der Posi-
tionsgewinn von E.ON wird auch dadurch unterstrichen, dass Gebäudeentwick-
ler ihre Pläne vor Genehmigung mit E.ON abstimmen müssen. Zugleich beweist
E.ON seinen Zusammenarbeitswillen und seine kommunale Verantwortung durch
ein Ausweiten der neuen Technologie auch auf kommerziell weniger interessante
Stadtteile.
Das dritte große Smart-Grid-Pilotprojekt in Schweden ist ebenfalls Teil der
Entwicklung eines ökologischenModellstadtteils, das Projekt ›Royal Seaport Stock-
holm‹. Der Kontext ist jedoch ein ganz anderer als in Malmö. Im Royal Seaport
Projekt ist zwar ebenfalls ein Stromnetzbetreiber involviert (Fortum), dieser spielt
jedoch eine geringere Rolle im Projekt als E.ON in Malmö. Wie in Malmö sind
eine Reihe privater und kommunaler Gebäudeentwickler und andere Firmen in
das Projekt involviert und ein Fokus lag ursprünglich auf intelligenten Gebäuden
als zentrale Innovation. Für die Stadt Stockholm ist der neue Stadtteil ein Flagg-
schiffprojekt bei der Positionierung als eine weltweit führende ökologische, klima-
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freundliche und innovative Stadt und ist geplant als ein Schaufenster für avancierte
Technologien in diesem Sektor und als ein Inkubator für Start-ups und CleanTech-
Firmen in Stockholm. Diese Rolle als Hotspot für die Entwicklung neuer Produkte
und exportorientierte Hightech-Unternehmen in Stockholm teilt sich das Royal
Seaport Projekt jedoch mit einer Reihe anderer Innovationsarenen, die ein we-
sentliches Element der umwelt-, wirtschafts- und innovationspolitischen Strategie
Stockholms darstellen. Am Ende wurden jedoch nur relativ wenige Smart-Grid-
Elemente umgesetzt, im Wesentlichen ein Gebäude als Teil eines Forschungspro-
jekts und eine vorbereitete Infrastruktur für weitere Gebäude. Eines der Probleme
war, dass es keinen system builder und Koordinator für die Entwicklung einer intel-
ligenten Infrastruktur gab und private Immobilienentwickler zu wenig kommer-
zielles Potential für die Ausstattung ihrer Gebäude mit unterschiedlichen Smart
Home Technologien sahen. Trotz dieses Scheiterns der ursprünglichen Pläne ei-
nes Smart-Grid-Flaggschiffs dient der Stadtteil weiterhin als Plattform für unter-
schiedliche technisch avancierte Projekte und Pilotanwendungen und als umwelt-
politisches Aushängeschild der Stadt Stockholm.
Ein viertes und letztes Projekt soll hier nur kurz erwähnt werden, weil es ei-
ne Gegenfolie zu den bisher genannten Projekten darstellt, aber bisher noch nicht
umgesetzt wurde. Es handelt sich dabei um einen Stadtteil mit Mietwohngebäu-
den in einermittelgroßen schwedischen Stadt, Västerås, nicht weit von Stockholm.
Die Entwicklung wird vom Unternehmen ETC betrieben und koordiniert, einem
nach eigener Beschreibung feministischen, antirassistischen und klimaaktivisti-
schen Betrieb, der in Schweden auch eine politisch linksstehende Tageszeitung
herausgibt und mehrere Solarparks entwickelt hat. In Västerås sollen die Gren-
zen der Entwicklung klimafreundlicher Stadtteile ausgelotet werden. Die Gebäude
sind ›klimapositiv‹, in Holzbauweise und Passivhausstandard mit lokaler erneuer-
barer Energieerzeugung und z.T. über Crowdfunding finanziert. Um die Notwen-
digkeit einer Konzession als Energienetzbetreiber zu umgehen, sind die Gebäude
durch ein lokales Gleichstromnetz verbunden, in das auch die Solarstromerzeu-
gung eingebunden ist. Mindestens ebenso wichtig wie die Energie- und Klima-
optimierung sind aber auch andere Aspekte sozialer Nachhaltigkeit, wie soziale
Durchmischung, Leistbarkeit, kollektive Flächen etc. Mehrere der klimapositiven
Gebäude sind bereits in Bau. Gleichzeitig ist die Bedeutung des lokalen smarten
Stromnetzes immer mehr in den Hintergrund getreten, nachdem im Gegensatz
zu den anderen drei Pilotprojekten für diesen Aspekt keine Förderung der Ener-
gieagentur lukriert werden konnte. Der Geschäftsführer von ETC betont, dass es
ihnen mit solchen Projekten bewusst um Gegenmodelle zu den von etablierten Ak-
teur*innen dominierten Pilotprojekten und technischen Visionen geht.
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Die Wissenspolitik von Pilotprojekten
Viele der vorweg beschriebenen Dynamiken von Pilotprojekten und Experimen-
ten lassen sich an diesen schwedischen Smart-Grid-Beispielen nachvollziehen –
die Bedeutung öffentlicher Demonstrationen für die Schaffung von Legitimität für
diese Technologien, aber zugleich auch für die Wahrnehmung und das Image der
jeweiligen Städte und Regionen als umwelt- und innovationsfreundlich; die Be-
deutung von solchen Experimenten in der Verschiebung oder Verfestigung von
Akteurs- und Machtkonstellationen, insbesondere die Positionierung der bisher
etablierten Akteure in einem transformierten Energiesystem; die Bedeutung der
Partizipation unterschiedlicher Akteur*innen in diesen Projekten, aber zugleich
auch der Versuch, dieser Involvierung einen engen Rahmen zu setzen und nur ei-
ne selektive Auswahl von Themen und Akteur*innen zuzulassen. In diesem Sinn
sind solche Tests ebenso ein Versuch sozio-materielle Verhältnisse zu rekonfigu-
rieren und nicht nur die Anwendbarkeit von Technologien zu testen, wie sie ein
wichtiges Element veränderter civic epistemologies als institutionalisierte Praktiken
der Wissensgenerierung und Legitimation darstellen.
In diesem Sinn lässt sich durchaus von einer Wissenspolitik bzw. allgemein
einer Politik von Experimenten sprechen, da das Format von Experimenten Wis-
sensgenerierung auf spezifische Weise prägt und spezifische Räume für Politik in
diesem Prozess öffnet: die Temporalität von Experimenten etwa, mit dem Druck
kurzfristig Ergebnisse und Erfolge zu generieren, die öffentlich bezeugt werden
können; die Einbettung der Experimente in lokale Kontexte mit dem gleichzeiti-
gen Anspruch (und Dilemma) einer Generalisierbarkeit der Ergebnisse; die Adres-
sierung unterschiedlicher Öffentlichkeiten; die Generierung spezifischer Narra-
tive durch Experimente; die Rahmung von Experimenten als öffentlich-privates
Projekt, bei welchem kommerzielle Unternehmen nicht selten eine führende Rolle
einnehmen; oder die Entpolitisierung der Wissenserzeugung durch ihre Fragmen-
tierung in eine große Zahl neutraler Experimente im Gegensatz zu einer politisch
motivierten (und anfechtbaren) Orientierung auf bestimmte infrastrukturelle Ver-
änderungen. Wie auch Hodgson et al. (2019) feststellen, stellt die Projektifizierung
der öffentlichen Verwaltung eine Möglichkeit dar, Verantwortung für Ergebnisse
auf untergeordnete Ebenen zu delegieren, aber dabei implizit die politische Steue-
rungsmöglichkeit und Kontrolle zu behalten. Aber auch die unhinterfragte Annah-
me, dass eine Digitalisierung des Energiesystems zumehr Nachhaltigkeit beiträgt,
wird durch diese Experimente eher befestigt als getestet. Dem Experiment voran-
gehende Wissensansprüche und Erwartungen werden performativ, wie auch van
Oers et al. (2020) am Beispiel von ›smart mobility‹ Projekten argumentieren. Ex-
perimente sind durch bestimmte institutionelle Bedingungen und soziale Prakti-
ken der Wissenserzeugung gekennzeichnet, die zur Festigung spezifischer Wis-
sensordnungen beitragen (Jasanoff 2004), wie auch in anderen Feldern festgestellt
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wurde (siehe etwa Goldman 2001 über den Beitrag von Projektevaluationsmecha-
nismen der Weltbank zur Entstehung bestimmter truth regimes; oder wissenskon-
figurierende Praktiken in städtischen Infrastrukturprojekten in Jensen et al. 2018).
Auf dieseWeise werden bestimmte Elemente eines neuen Energiesystems sichtbar
bzw. ›wissbar‹ gemacht, während andere im Hintergrund und unsichtbar verblei-
ben.
Hochinteressant an den vorgestellten Smart-Grid-Experimenten ist aber auch,
welche Unterschiede innerhalb dieser experimentellen Formatierung vonWissens-
ordnungen sichtbar werden.Die Art vonWissen, die generiert wird, die Akteur*in-
nen, die sich dieses Wissen in erster Linie zunutze machen, die Wege der Zirku-
lation dieses Wissens durch bestimmte Netzwerke, unterscheiden sich zum Teil
maßgeblich zwischen diesen Projekten.
Das Stockholm Royal Seaport Experiment als städtischer ›Innovation hub‹
zeichnet sich durch einen Fokus auf produkt-orientierte Wissensgenerierung
durch private Firmen aus, die zu einer ökologischen und klimafreundlichen
Stadtentwicklung beitragen und Stockholm zu einem Ort der Entwicklung und
des Exports solcher Produkte machen sollen. ImWesentlichen wird dieses Wissen
privat angeeignet bzw. soll (z.B. in Form von kompetenten Arbeitskräften) in
regionalen Firmen- und Innovationsnetzwerken (industrial districts) zirkulieren.
In Bezug auf eine Transition zu nachhaltigeren Infrastrukturen ist die Wis-
sensgenerierung relativ fragmentiert und wenig zwischen Infrastrukturakteuren
koordiniert. Neben dem Aufbau von Innovationsnetzwerken soll durch dieses
Wissen zu Smart Grids vor allem das Image einer ökologischen und innovativen
Stadt projiziert werden.
Das Smart-Grid-Experiment in Malmö ist im Gegensatz dazu wesentlich stär-
ker von kooperativer öffentlich-privater und auf Infrastrukturentwicklung fokus-
sierter Wissensentwicklung geprägt. Auch wenn die Wissensgenerierung und -
aneignung im Smart-Grid-Experiment vor allem auf E.ON als privaten Infrastruk-
turbetreiber beschränkt ist, gibt es eine enge Koordination mit kommunaler Um-
weltpolitik und kommunalen Planungsprozessen, genauso wie über den Umwelt-
kontrakt weitere Akteur*innen (z.B. Immobilienentwickler) in den Prozess inte-
griert und auf kommunale Zielsetzungen verpflichtet werden. Auch die weitere
Wissenszirkulation – die Ausweitung der smarten Fernwärmeversorgung auf be-
stehende Stadtviertel – erfolgt in enger Abstimmung und Zusammenarbeit mit
der Stadt Malmö. Über Malmö hinaus werden die neuen Entwicklungen vor allem
innerhalb des Konzerns E.ON zirkuliert. Auch ist das Wissen, das in diesem Expe-
riment entsteht, neben der Entwicklung der spezifischen Gebäudeschnittstellen,
viel mehr systemisch auf die Entwicklung von smarten kommunalen Infrastruk-
turplattformen hin orientiert.
Vor allem das Beispiel Västerås zeigt jedoch, dassWissensgenerierung in Expe-
rimenten völlig anders organisiert werden kann. Mit ETC als Sozialunternehmen
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und der starken Involvierung unterschiedlicher Akteur*innen, inklusive der finan-
ziellen Beteiligung über Crowdfunding, zielt die Wissensgenerierung vielmehr auf
die Integration unterschiedlicher Kompetenzen, auf die Entwicklung von Kollabo-
rationsprozessen und system building ab, aber auch auf die Herstellung ökologischer
Milieus auf Gebäudeebene. Wissensentwicklung und Aneignung ist hier stärker
als kollektiver Prozess organisiert und das entstandene Wissen soll weiteren inter-
essierten Akteur*innen zur Verfügung gestellt werden. Wie in den obengenann-
ten Beispielen ist die Art der Wissensgenerierung, -aneignung und -zirkulation
eng mit den sozio-technischen Konstellationen und Akteursrelationen, zu deren
Entwicklung das Experiment beiträgt, verbunden. Für solche alternativen experi-
mentellen Konstellationen und damit verbundene Wissenspolitiken gibt es auch
internationale Beispiele wie etwa Barcelona, wo durch einen Regierungswechsel
die Konfiguration von Smart City Experimenten von einem neo-liberalen, Smart
City-Branding vornehmlich zur Attraktion von Kapital und Investitionen hin zu
von Stadtteil-Aktivismus geprägten Experimenten für neue Formen des Zusam-
menlebens verschoben wurden (de Hoop et al. 2018).
›The promise of smart grids‹, wie Lovell (2019) einen Artikel tituliert, wird in der
Praxis nur selten eingelöst, davon zeugt inzwischen auch eine reichhaltige Litera-
tur zur Analyse der sozialen und politischen Konsequenzen der tatsächlich stattfin-
denden Implementierung von Smart Grids und Smart Cities. Die Governance die-
ser sozio-technischen Veränderung über Experimente kann in diesem Zusammen-
hang durchaus als Strategie verstanden werden,mögliche Konflikte zu entschärfen
und zu entpolitisieren. In diesem Sinn sind Experimente in hohem Maß kompa-
tibel mit neo-liberalen Governancestrukturen, wo sich der Staat aus vielen Politik-
feldern weitgehend zurückzieht und das Handeln etablierten ökonomischen Ak-
teur*innen überlässt bzw. Verantwortung individualisiert, was nicht zuletzt durch
einen Diskurs der Responsibilisierung von Individuen durch Smart Grids unter-
strichen wird. Dennoch scheint es zu einfach, Experimente auf diese Dimension
zu reduzieren, wie unsere Fallbeispiele zeigen. Angesichts der Herausforderung
komplexer Umweltproblemen und ihrer Integration mit sozio-politischen Fragen
scheint eine Rückkehr zu einer hierarchischen Politikimplementierung schwer vor-
stellbar. Die Gestaltung solcher Veränderungsprozesse erfordert einen ergebnis-
offenen Zugang, der Ausprobieren und Korrigieren, Bricolage und Tinkering und
das Lernen in Anwendungskontexten ermöglicht (Schmidt 2017). Experimentelle
Zugänge scheinen mit unterschiedlichen sozio-politischen Governancekontexten
kompatibel zu sein. Es geht also nicht nur darum,die Politik, die durch Experimen-
te umgesetzt wird zu entpacken, sondern auch das Design von Experimenten als
politisches Terrain zu entdecken. Experimente bergen durchaus auch das Potential
für eine Demokratisierung sozio-technischer Veränderungen. Dies erfordert eine
neue Experimentalkultur (ibid.) und in diesem Zusammenhang eine mehr ›refle-
xive Wissenspolitik‹ (Wehling 2004) als neue Form der politischen Gestaltung des
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sozialen Umgangs mit Wissen. Oder, wie Marres (2020) fordert, eine Umwidmung
der Zwecke und Kontexte von real-world tests, um breitere soziale Themen und Dy-
namiken auf den Prüfstand zu stellen, die durch den Einsatz neuer Technologien
ans Licht gebracht werden.
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Algorithmen erklärt Euch!
Methodische Überlegungen zum nutzerzentrierten
Kuratieren KI-basierter Entscheidungssysteme am Beispiel
von Routenplanern
Annelie Pentenrieder
Der Alltag ist durchdrungen von digitalen, algorithmen-basierten Empfehlungs-
systemen, die als Entscheidungsfilter für verschiedene Angelegenheiten dienen.Al-
gorithmen geben Kaufempfehlungen, sie sortieren Informationen in Suchmaschi-
nen und News-Feeds oder wählen eine passende Route im Straßenverkehr aus. Da-
mit sind Algorithmen zu grundlegenden Alltagshilfen geworden, doch ihre berech-
neten Handlungsvorschläge zu hinterfragen, fällt schwer.1 Je nachdem, für welche
Zwecke eine Empfehlung mittels Algorithmen eingeholt wird, gibt es immer wie-
der Situationen, in denen es sinnvoll sein kann, die »Grammatik« (Seaver 2019) zu
kennen, nach denen algorithmische Empfehlungen zustande kommen. Ein solcher
Einblick in die Entwicklung von Entscheidungsalgorithmen ist für Nutzer*innen
derzeit jedoch nicht möglich. Obwohl Algorithmen das Handeln in digitalisierten
Alltags- und Arbeitswelten heute in vielfältiger Weise beeinflussen, ist die Art und
Weise dieser Beeinflussung undurchdringlich und nicht aushandelbar. Mit Algo-
rithmen, wie sie aktuell konstruiert werden, bleibt unklar, wer aus welchen Grün-
den den ein oder anderen Handlungsvorschlag erhält. Algorithmische Entschei-
dungssysteme verteilen Wissen neu zwischen denen, die sie nutzen, und denen,
die sie programmieren und verkaufen. Diese Umverteilungen gilt es öffentlich zu
verhandeln und auszuhandeln. Für eine demokratische Technikgestaltung müssen
Algorithmen erklärbar werden, das bedeutet, dass unterschiedlichen Gruppen, wie
etwa den Nutzer*innen selbst aber auch Vertreter*innen des Verbraucherschut-
zes, sozialwissenschaftlichen Forschungsansätzen oder juristischem Personal eine
1 Algorithmen verstehe ich mit Bezug auf Angèle Christin (2020) und Solon Barocas et al.
(2014) als Softwareprogramme, die computergestützte Aufgaben auf Basis digitaler Daten
ausführen. Algorithmen sind Sequenzen von logischen Operationen, die für den Rechner
Schritt-für-Schritt-Instruktionen bereitstellen, um die Daten zu bearbeiten.
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Interpretation von Algorithmen ermöglicht werden muss. Dieses Interpretations-
desiderat von Algorithmen beschäftigt zahlreiche Forschungen in den Computer-
und Sozialwissenschaften (Burrell 2016; Seyfert 2017; Spielkamp 2019; Zweig 2019;
Christin 2020; Pentenrieder 2020). Gleichzeitig entstehen erste Ansätze zur Er-
klärbarkeit von Algorithmen: Sandra Wachter schlägt am Beispiel von Bankdarle-
hen das Konzept der »kontrafaktischen Erklärbarkeit« vor: Wenn eine Kundin auf
Basis einer algorithmischen Berechnung keinen Kredit von ihrer Bank erhält, in-
teressiert sie sich nicht dafür, wie der Algorithmus technisch funktioniert, sondern
sie will wissen, an welchen Eigenschaften ihres Kundenprofils es gelegen hat, dass
sie den Kredit nicht erhalten hat (Wachter 2019). Eine andere Art der Erklärung
algorithmischer Entscheidungsprozesse zeigt Nick Seaver für die Nutzer*innen
des Musikstreaming-Dienst Pandora. Basierend auf mehreren Hundert Klangat-
tributen, die Musikexpert*innen zuvor zusammengestellt haben, begründet der
Musikstreaming-Dienst seinen Kund*innen die Auswahl der nächsten Musikstü-
cke: »Based on what you’ve told us so far, we’re playing this track because it features
latin influences, danceable beats, a rhythmic intro, the use of chordal patterning
and use of tonal harmonies« (Seaver 2019: 2).
Diese beiden Beispiele aus dem Bankenwesen und aus dem Musik-Streaming
zeigen, dass jede Situation und jedes Anliegen einer anderen Erklärung bedürfen.
Wem die Erklärungen zu Algorithmen letztendlich nutzen, hängt auch davon ab,
wer an der Interpretation von Algorithmen beteiligt wird und welche Form der
Interpretation gewählt wird. Für die Erklärungen von Algorithmen gilt damit das-
selbe wie für die Programmierung der Algorithmen selbst: Es bedarf eines aner-
kannten und ausführlichen Gestaltungs- und Kuratierungsprozesses, um situativ
passende Konzepte für algorithmische Erklärbarkeiten zu erstellen.
Am Beispiel von Routenplanern für den Straßenverkehr skizziere ich im Fol-
genden einenmethodischen Vorschlag zur Erforschung von Algorithmen und ihren
Erklärbarkeiten. Gerade weil Routenplaner bereits seit zwei Jahrzehnten selbstver-
ständlich gewordene Entscheidungshilfen sind, wird hier der algorithmische Ein-
fluss auf alltägliche Entscheidungssituationen besonders deutlich: Aus vielen ähn-
lich guten Verbindungen wählen Routenplaner einzelne Routenoptionen aus und
regeln Verkehrsflüsse im Straßenverkehr. Mit ihren berechneten Verbindungslini-
en definieren sie Zugänge und schaffen Barrieren zwischen Orten und Räumen.
Zunehmend personalisiert und aus den Nutzerdaten »lernend« empfehlen sie den
Fahrer*innen auf Basis bestimmter Profile unterschiedliche Wege zu gleichen Zie-
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len.2 Auch im Straßenverkehr sind somit räumliche »Filterblasen« (Pariser 2012) in
Zukunft vorstellbar und Routenvorschläge somit diskussionswürdig.
Das erste Kapitel des Beitrags widmet sich den Algorithmen in Routenplanern
und klärt die Rolle der Nutzer*innen in der Interaktion mit KI-Systemen. Das
zweite Kapitel skizziert eine methodische Vorgehensweise, Algorithmen in Bezug
auf ihre Erklärbarkeiten zu erforschen: Erstens werden Erklärungen schrittweise
aus der Perspektive von Nutzer*innen entwickelt. Zweitens dienen architektoni-
sche Metaphern dazu, nicht nur die technischen Logiken, sondern auch die Opa-
zität von Algorithmen als relevanten Aspekt für eine Erklärbarkeit zu analysieren.
Das dritte Kapitel nennt drei unterschiedliche Einsatzgebiete, in denen algorith-
mische Erklärbarkeiten eingesetzt werden könnten.
Wegfindungsalgorithmen und die Verheißung von KI
Wie viele andere Alltagsalgorithmen ist der Routenplaner ein Ergebnis der
Forschung zu Künstlicher Intelligenz, die aktuell durch die neuen technischen
Möglichkeiten des maschinellen Lernens breite öffentliche Aufmerksamkeit erhält.
Künstliche Intelligenz (KI) verstehe ich als einen umkämpften, weil verheißungs-
vollen Überbegriff für eine Vielzahl an technischen automatisierten Systemen,
die mit komplexen Algorithmen, vielfältigen Parametern und großen Daten-
mengen menschliche Entscheidungen lenken, prognostisch unterstützen oder
Entscheidungen direkt automatisiert treffen. Bereits Joseph Weizenbaum, einer
der KI-Gründungsväter, wies auf die Ambivalenz dieses Begriffs hin:
»Ich bin der Ansicht, daß ein in jeder Beziehung vereinfachter Begriff von Intel-
ligenz sowohl das wissenschaftliche wie das außerwissenschaftliche Denken be-
herrscht hat, und daß dieser Begriff zum Teil dafür verantwortlich ist, daß es der
perversen, grandiosen Phantasie der künstlichen Intelligenz ermöglicht wurde,
sich derart zu entfalten. Ich behaupte dagegen, daß ein Organismus weitgehend
durch die Probleme definiert wird, denen er sich gegenübersieht. Der Mensch
muß Probleme bewältigen, mit denen sich keine Maschine je auseinandersetzen
2 Routenalgorithmen gestalten das aktuelle Verkehrsgeschehen täglich mit. Das macht der
Künstler Simon Weckert in seinem Berliner Google Maps Hack sichtbar. Mittels künstlich
erzeugter Staudaten beeinflusst er die Routenberechnungen auf Google Maps. Mit einem
Bollerwagen, der 90 Smartphones geladen hatte, ging er dazu auf einer Berliner Brücke auf
und ab. Die öffentliche Resonanz, die dieses Projekt erfuhr, zeigt wie das Interesse an der
Machart von Alltagsalgorithmen über öffentlichkeitswirksame Maßnahmen geweckt wer-
den kann. Siehe https://www.sueddeutsche.de/digital/google-maps-hacks-stauanzeige-1.478
4081. Zugegriffen: 10. Februar 2020.
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muß, die von Menschenhand gebaut wurde. […] Computer und Menschen sind
nicht verschiedene Arten derselben Gattung.« (Weizenbaum 2008: 269)
Folgt manWeizenbaums Verständnis, Technologien von den Problemen her zu de-
finieren, die sie lösen, bleibt der Routenplaner nicht länger ein kompaktes KI-
System sondern zerfällt in eine Vielzahl unterschiedlicher und zum Teil klar de-
finierbarer Komponenten und Mechanismen, die alle in unterschiedlicher Weise
dazu beitragen, dass eine Route im täglichen Verkehrsgeschehen algorithmisch
bestimmbar wird. In Routenplanern überlagern sich algorithmischeMechanismen
aus verschiedenen Forschungsepochen der KI-Forschung − von Expertensystemen
bis hin zummaschinellen Lernen. Jeder Mechanismus hat dabei für das Routener-
gebnis seine ganz eigenen Effekte. Denmeisten Routenplanern liegt für die grund-
sätzliche Routenberechnung der »A*-Algorithmus« (siehe Abbildung 1) zugrunde,
der die Berechnung des optimalen Weges zwischen zwei Orten ausführt. In den
1960er Jahren als regelbasiertes Expertensystem für die Bewegungen von Shakey
the Robot am Standford Research Lab entwickelt, prüft dieser Algorithmus in ei-
ner nachvollziehbaren, weil stets unveränderten Iteration, über welche Straßen die
kostengünstigste Route berechnet werden kann. Für die zu prüfenden Straßen lie-
gen dem Algorithmus Kostenwerte in einem Graphen (siehe Abbildung 2) vor. Der
Graph ist das mathematische Modell, in dem das Straßennetz repräsentiert wird.
Im Algorithmus werden die Kostenwerte der einzelnen Straßen addiert und die
Route ausgewählt, die gemäß des geltenden Kostenprofils die geringsten Gesamt-
kosten aufweist.
Abbildung 1: A*Algorithmus; Abbildung 2: Straßennetz im Graph modelliert (orientiert an
Velden 2014)
Der A*-Algorithmus wird in heutigen KI-Forschungsabteilungen um adapti-
ve Verfahren wie das maschinelle Lernen ergänzt. Die »Kostenwerte« von Straßen
werden dadurch nicht mehr nur darüber definiert, wie schnell auf einem bestimm-
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ten Straßentyp (z.B. Landstraße versus Autobahn) in Bezug auf die dort geltenden
Geschwindigkeitsbegrenzungen gefahren werden kann. Stattdessen oder ergän-
zend dazu werden tatsächlich gefahrene Geschwindigkeitswerte auf einer Straße
kontinuierlich über die Fahrerdaten der Nutzer*innen von Routenplanern erhoben
und aktualisiert, um auch Stau-Wahrscheinlichkeiten zu prognostizieren (Sonnen-
burg 2019).
Da sich in Routenplanern unterschiedlich komplexe Algorithmen neuerer
und älterer KI-Forschungsgenerationen verweben, können an diesem bekannten
Alltagsalgorithmus technische Sachverhalte von KI-Systemen modellhaft sichtbar
gemacht werden. Die Unterscheidung dieser ineinander verwobenen Software-
komponenten ermöglicht es wiederum, algorithmische Berechnungsergebnisse
auf einzelne technische Gegebenheiten konkret zurückzuführen. Eine solche
Analyse wirkt Mythen entgegen, dass KI-Systeme nicht zu öffnende Blackboxes
seien, weil sie grundsätzlich zu komplex sind, um von Nutzer*innen verstanden
zu werden. Eine technisch-begründete Unterscheidung zwischen verschiedenen
Arten von Algorithmen zeigt, so auch Jenna Burrell, dass nicht alle heute genutz-
ten Alltagsalgorithmen zwangsläufig selbstlernend im Sinne von dynamischen,
adaptiven oder statistischen Verfahren sein müssen (Burell 2016: 3). Insbesondere
solche Algorithmen, die bestimmte Politiken in den Alltag einschreiben, beru-
hen auch heute noch zum Großteil auf klar definierbaren Rechenschritten und
können selbst mit einfachen Mitteln verstanden werden, so Burrell (2016: 3). Die
Unterscheidung von Algorithmen mit unterschiedlichen Entstehungsgeschichten
und technischen Hintergründen in ein und derselben Technologie, ermöglicht
einen »vergleichenden Ansatz« (Christin 2020: 11/12) wie er in der ethnografischen
Forschung der STS eine lange Tradition hat (Knorr Cetina 1999; Latour 2010).
Der Vergleich unterschiedlicher Algorithmen ermöglicht es, unterschiedliche
Programmierkulturen herauszuarbeiten und Spezifika zu konkretisieren, die etwa
regelbasierte Systeme von maschinellen Lernverfahren unterscheiden. Auch die
Opazität dieser verschiedenen Algorithmen ist unterschiedlich beschaffen und
unterschiedlich bedeutend für ihre Nutzer*innen, sodass die Gestaltung von
Erklärbarkeiten ebenfalls einer je eigenen Herangehensweise bedarf.
Mit der Möglichkeit zur Nachvollziehbarkeit von KI-Systemen rückt die Frage
in den Fokus, welche Aspekte von Software überhaupt offengelegt werden müssen,
damit algorithmische Empfehlungen informierter genutzt werden können. Um
dies am Beispiel von Routenplanern zu erforschen, habe ich informierte und
interessierte Nutzer*innen in die Suche nach relevanten technischen Logiken
einbezogen und dazu Lucy Suchmans über 30 Jahre alte Studie zu Mensch-
Maschine-Interaktionen für heutige Alltagsalgorithmen reinterpretiert (Suchman
2007). Suchman entwickelte in den 1980er Jahren am Forschungslabor Xerox PARC
im Silicon Valley anhand damaliger KI-Systeme einen ethnografischen Ansatz zur
Erforschung von Nutzerpraktiken. Sie betont ebenso wie Weizenbaum, dass
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Mensch und Maschine jeweils unterschiedlicher Analysekategorien bedürfen und
macht einen methodischen Vorschlag, der diese Differenz auch bei der Nutzung
von KI-Systemen beibehält:
»I would propose that the price of recognizing the agency of artifacts need not be
the denial of our own. Now that the agencies of things are well established,might
we not bring the human out from behind the curtain, so to speak, without disen-
chantment? This requires, among other things, that we acknowledge the curtain’s
role. Agencies – and associated accountabilies – reside neither in us nor in our ar-
tifacts but in our intra-actions. The question […] is how to configure assemblages
in such a way that we can intra-act responsibly and generatively with and through
them.« (Suchman 2007: 285)
Um in Suchmans Sinne auch die Kompetenzen zu berücksichtigen, die Nutzer*in-
nen in algorithmisch gestaltete Entscheidungssituationen einbringen, ist entschei-
dend, wie Nutzerpraktiken in der Interaktion mit KI-Systemen repräsentiert wer-
den. Praxistheoretische Vorgehen bieten darum große Potenziale, wenn es um die
Frage nach dem Zuschnitt und der Auswahl von nutzerzentrierten Erklärungen zu
Algorithmen geht. Ein solches Vorgehen lege ich im nächsten Kapitel dar.
Softwarekomponenten über Nutzerpraktiken erschließen
Ethnografisches Vorgehen zur Erforschung von Wegfindungsalgorithmen
Im Folgenden schlage ich ein Vorgehen in drei Schritten vor, um Algorithmen auf
mögliche Erklärbarkeiten hin zu beforschen. Es basiert auf meinen eigenen Erfah-
rungen in der ethnografischen Erforschung von Routenplanern entlang der Groun-
ded Theory und ist zunächst »durch ein stetiges Hin und Her zwischen konkreten
Forschungsgegenständen, analytischen Kategorien und der eigenen, verkörperten
Erfahrung« gekennzeichnet (Star 2017: 13; Strübing 2002). Die nachträgliche ›Ver-
strukturierung‹ in drei systematisch abgegrenzte Analyseschritte folgt dem Aufruf
ethnografischer Forscher*innen wie Angèle Christin (2020) und Nick Seaver (2017),
Strategien und Taktiken zur Erforschung von Algorithmen gemeinsam zu sammeln
und zu strukturieren. Erstens lassen sich dadurch die Methodiken ethnografischer
Algorithmenforschung weiter schärfen und zweitens legt eine solche Sammlung
das Potenzial ethnografischer Forschung auch außerhalb der Sozialwissenschaf-
ten dar:
»A central value of contemporary ethnographic research is to try to make explicit
as much of the research process as possible for the ethnographic community as a
whole. Thus, it is important to document and reflect on the choices, values, and
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shortcuts that shape one’s relationship to the field. […] Overall, the goal is to come
up with a more structured and deliberate methodological toolkit in order to ap-
proach these complex objects.« (Christin 2020: 17)
Interessierte Nutzerpraktiken als Ausgangspunkt
Zum Auffinden und Auswählen von Softwarekomponenten des Routenplaners, die
einer Erklärung für die Nutzer*innen bedürfen, habe ich zunächst die komple-
xen Bemühungen von Nutzer*innen untersucht, mit teils unbewussten Praktiken,
die ich »Plausibilisierungsstrategien« (Pentenrieder 2020) nenne, operative Logi-
ken ihrer Routenplaner ausfindig machen. Dazu befragte ich Taxi-, Kurier- und
Fernfahrer*innen als prototypische, informierte Nutzer*innen. Mittels langjähri-
ger Berufserfahrung und Ortskenntnis prüfen sie algorithmische Empfehlungen
im Straßenverkehr auf ihre Plausibilität. Die Untersuchung dieser Berufsgruppe
hat den methodischen Vorteil, dass die Fahrer*innen durch ihren Arbeitskontext
Routenberechnungen mit eigenemWissen und Reverse-Engineering-Methoden in
besonderer Weise hinterfragen, nicht nur um eine gute Entscheidung zu treffen,
sondern auch um ihre Routenentscheidungen gegenüber Vorgesetzten, Kolleg*in-
nen oder Kund*innen begründen zu können.3 Gerade ein solches Erfahrungswis-
sen kann zentrale Denkanstöße für eine demokratischere Softwaregestaltung lie-
fern.
Die Fragen interessierter Nutzer*innen von Alltagssoftware an den Anfang der
Softwareanalyse zu stellen, gewährleistet, dass die Nutzer*innen die Interpretatio-
nen der Software liefern, die im nächsten Schritt die Erklärungen erzeugen. Diese
Setzung ist zentral, da der Prozess des Interpretierens flexibel ist, so Nick Sea-
ver in Bezug auf Clifford Geertz (Seaver 2019: 7). Es spielt darum eine Rolle, wer
die Aufgabe der Interpretation von Software zuerst übernimmt − die Nutzer*in-
nen oder die Entwickler*innen. Je nachdem, wer beim Interpretationsprozess von
Algorithmen federführend ist, entstehen jeweils andere Erklärungen.
Um algorithmische Empfehlungen informiert zu nutzen, vollziehen manche
Nutzer*innen die programmierten Strukturen nach und überlegen, was sich die
Entwickler*innen bei der Programmierung gedacht haben könnten. Solche Über-
legungen rücken bestimmte technische Komponenten in den Fokus. Zwei kurze
Beispiele sollen dies verdeutlichen: Wenn eine Fahrerin an einer Straßenkreuzung
der vorgeschlagenen Richtung ihres Routenplaners nicht folgt, weil sie vermutet,
der Routenplaner könne eine neue Straße aufgrund des veralteten Kartenmateri-
als noch nicht als bessere Verbindung kennen, dann spiegeln sich in ihren Plausi-
bilisierungsstrategien zentrale organisatorische und technische Hintergründe der
3 Ähnliches konnte auch Alex Rosenblat (2018) in ihrer Studie zu Uber-Fahrer*innen beobach-
ten.
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Softwareprogrammierung wider. Die Konstruktion des Kartenmaterials und Fra-
gen zu Update-Verläufen haben demnach für ihre Nutzungssituation Relevanz und
rücken für eine genauere technische Analyse in den Fokus. Auf eine andere Soft-
waredynamik macht folgendes Beispiel aufmerksam: Ein Essenskurier, der eine
Auftrags-App der Gig-Economy verwendet, fährt bewusst langsam, weil er ver-
mutet, dass seine langsamen Geschwindigkeiten zu kürzeren und damit zu lu-
krativeren Folgeaufträgen führen könnten (Töpfer 2016).4 Seine Vermutungen ma-
chen die adaptive Datenerhebung und das Tracking von Fahrerdaten als Interakti-
onsfläche sichtbar. Beide Mensch-Maschine-Interaktionen machen auf technische
Schnittstellen aufmerksam, die nicht von den Entwickler*innen, sondern von den
Nutzer*innen als Schnittstellen definiert werden. Der Fokus dieser informierten
Nutzer*innen richtet sich nicht auf offiziell designte Interaktionsflächen wie et-
wa Bedienoberflächen oder Nutzereinstellungen, die die Nutzer*innen direkt über
Touchscreens oder vorgegebene Tasten erreichen. Die hier angesprochenen Inter-
aktionsflächen liegen stattdessen entlang von technischen Logiken und Dynami-
ken einzelner Softwarekomponenten und -mechanismen im Hintergrund des Dis-
plays. Die Vermutungen der Nutzer*innen geben Anhaltspunkte, welche Aspekte
der Software im nächsten Schritt offengelegt werden müssten. In diesem praxis-
theoretischen Ansatz wird für die Beschreibung von Software ein analytischer Um-
weg über aktiv interagierende Nutzer*innen genommen. Algorithmen oder Soft-
ware werden ausschließlich in Bezug zur Nutzererfahrung untersucht. Die Erklä-
rungshoheit bleibt damit zunächst bei den fragenden Nutzer*innen und beginnt
nicht bei den Entwickler*innen, die das System konzipieren.
Vignetten als Verbindung von Wissensbeständen
Aus den gesammelten Feldnotizen und Interviewtranskripten der Nutzerstudien
erstellte ich im zweiten Schritt »Vignetten«.5 Dabei handelt es sich um kurze Be-
schreibungen zu konkreten Interaktionen wie die oben genannten, um den Ein-
fluss von Software anhand konkreter Situationen zu verschriftlichen. Im Zentrum
stehen alltägliche Interaktionen, Reverse-Engineering-Praktiken aber auch Fälle,
in denen es zu Irritationen zwischen Software und Nutzer*innen kam. Vignet-
ten unterstützen erstens die Auswahl von Softwarekomponenten, die für das algo-
rithmisch berechnete Ergebnis einen Unterschied machen. Zweitens dient dieser
Schreibprozess zum Finden von Begrifflichkeiten, die die Softwarekomponenten
aus der Logik und Perspektive der Nutzung heraus beschreiben, zunächst noch,
4 Für eine genauere Beschreibung und Analyse der Reverse-Engineering-Verfahren des Fahr-
radkuriers siehe Pentenrieder 2020.
5 Diese Methodik wird häufig in den Software Studies verwendet. Siehe etwa Kitchin 2007
oder Seaver 2019.
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ohne auf das Vokabular der Entwickler*innen zurückzugreifen. Vignetten verbin-
den die getrenntenWissensbestände von Nutzer*innen und Entwickler*innen und
dienen der Übersetzung zwischen dem Vokabular und den systematischen Vorstel-
lungen, die auf der einen Seite Nutzer*innen und auf der anderen Seite Entwick-
ler*innen von den Algorithmen haben. Es ist nicht nur so, dass damit beide Wis-
sensbestände als gleichwertig betrachtet werden, sondern die Vignettenbildung
lässt der Beschreibung der Nutzer*innen den Vorrang.
Technische Informationen ›plündern‹
Die Vignetten liefern die Grundlage für den dritten Schritt der Analyse. In mei-
ner Feldforschung begann diese Arbeit mit einem Interview, bei dem ich einem
Entwickler für Navigationssoftware erste Vignetten von Nutzerinteraktionen vor-
legte. Auf das initiale Interview folgte ein Prozess, den Seaver als »Plünderung«
(Seaver 2017: 7) oder Christin als »Tanz mit dem Algorithmus« (Christin 2020: 16)
bezeichnet: An allen mir zugänglichen Stellen habe ich technische Informationen
zum Routenplaner gesucht, informelle Gespräche mit Entwicklern geführt, tech-
nische Aspekte in der Informatik-Literatur recherchiert, Zeitungsartikel und Pres-
semitteilungen von Softwareunternehmen verfolgt, technische Vorträge, Präsen-
tationen und Ausstellungen besucht. Stets ging es darum, noch genauer zu verste-
hen, wodurch die geschilderten Interaktionen technisch bedingt sind und warum
sie so verliefen, wie sie die Fahrer*innen schilderten. Es ging darum zu verstehen,
wie bestimmte Mechanismen und algorithmische Logiken technisch funktionie-
ren »könnten«. Mit diesem Konjunktiv beziehe ich mich auf Wendy Chun, die zu
bedenken gibt, dass es schier unmöglich ist, genaue Wahrheiten über die Funktio-
nen einer Software zu finden. Auch Entwickler*innen können nur näherungsweise
erschließen, wie unterschiedliche Softwarekomponenten im Zusammenspiel wir-
ken (Chun 2011: 54). Mit ihrer Nähe zur Informatik bieten besonders die Ansätze
aus den Software Studies die Möglichkeit, die Wirkung von Software hinsichtlich
verschiedener Komponenten und Logiken technisch zu differenzieren.
Auch die Arbeitspraktiken von Entwickler*innen sind dabei relevant, da ih-
re alltäglichen Abwägungen und Kompromisse sich ebenso wie mathematische
oder mechanische Logiken in die schlussendliche Routenberechnung wesentlich
einschreiben. Eine solche Abwägung zeigt sich beispielhaft am Graphen, der als
mathematisches Modell jene Straßen abbildet, die in die Routenberechnung ein-
gehen (siehe Abbildung 2): Straßen werden darin zueinander ins Verhältnis ge-
setzt, indem Eigenschaften wie Länge und Geschwindigkeitsbegrenzungen einer
Straße in »Kostenwerte« übersetzt werden. Um das Straßengeschehen für den Al-
gorithmus im Graphen zu modellieren, müssen Software-Entwickler*innen zum
Teil bestimmte Ausschlüsse vorwegnehmen, um die Berechnungszeit einer Route
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möglichst kurz zu halten. Sogenannte Straßenfunktionsklassen6 bieten dazu vor-
gefertigte Hierarchien, mit denen etwa verkehrsberuhigte Zonen kategorisch aus
der Berechnung ausgeschlossen werden können, um eine Berechnungszeit zu be-
schleunigen. Solche Ausschlüsse entfernen gegebenenfalls auch Straßenoptionen,
die potenziell genauso schnell zum Ziel führen. Doch Alltagskompromisse wie die-
se sind zwangsläufig in die Routenberechnung eingeschrieben, damit das Finden
einer geeigneten Route überhaupt algorithmisch bzw. durch Computer berechnet
gelöst werden kann.
Ein weiteres Beispiel ist die Erstellung des »Kostenwerts« einer Straße. Das
Format des Kostenwerts gibt strenge Standards vor, welche Qualitäten einer Stra-
ße überhaupt in einer algorithmischen Routenberechnung berücksichtigt werden
können und welche nicht. Das Format begünstigt selbstverständlich Eigenschaf-
ten, die sich leichter quantifizieren lassen als andere. Für Qualitätenwie die Schön-
heit oder Bequemlichkeit einer Route etwa bedarf es zahlreicher Umarbeitungen
(Quercia 2014). Auch der Aufwand zur Erstellung des Kostenwerts für Straßen ist
darum bestimmten Pragmatismen und ökonomischen Entscheidungen unterwor-
fen. Entwickler*innen treffen zahlreiche solcher technischen Kompromisse, Prag-
matismen und Abwägungen, die für das Routenergebnis bestimmend sind. Ei-
ne algorithmisch empfohlene Route im Straßenverkehr ist damit nicht objektiv
kurz oder schnell, sondern wird von Entwickler*innen zu einem algorithmisch
lösbaren Problem umgearbeitet. Schon allein solche technischen Konstruktions-
entscheidungen haben soziale Relevanz für die Nutzer*innen und bleiben ihnen
dennoch hinter der Anzeige eines eindeutig erscheinenden, algorithmischen Er-
gebnisses verborgen.
Die vermeintlich einfache Frage von Seiten der Nutzer*innen –Wie kommt die
Software zu ihrem Ergebnis? – erlaubt es, hinsichtlich der am Ergebnis beteilig-
ten Softwarekomponenten und Entwicklerpraktiken beliebig komplex zu werden.
Aber der Ausgangspunkt an einer konkreten Nutzerfrage nimmt die wesentliche
Setzung vor, dass der zunächst eingeschränkte Blick des Software-Nutzers auf das
algorithmische Ergebnis eine erste Auswahl vornimmt. Es wird sichtbar, was Nut-
zer*innen von den zugrundeliegenden Logiken der Software sehen bzw. wissen
können und was sie ebenso nicht sehen bzw. nicht wissen können. Ihre Plausibili-
sierungsstrategien zeigen, dass auch die Nutzer*innen stets mit Vorwissen in die
6 Die Straßenfunktionsklassen unterscheiden sich je nach Anbieter hinsichtlich Anzahl und
Qualität ihrer Straßenklassen. Während TomTom neun verschiedene Funktionsklassen (Va-
lue FRC 0-8) anbietet, werden bei HERE fünf Funktionsklassen (Value FRC 1-5) unterschie-
den (siehe: https://developer.here.com/documentation/traffic/topics/resource-type-functiona
l-class.html, zuletzt abgerufen am 23. Mai 2020. Für die Funktionsklassen von Open Street
Map siehehttps://wiki.openstreetmap.org/wiki/Key:highway, zuletzt abgerufen am 19. Febru-
ar 2018.
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Interaktion mit Algorithmen gehen und ein Algorithmus auch für sie keine grund-
sätzliche Black-Box ist.Mit ihrem Blick können jene opaken Stellen in der Software
ausfindig gemacht werden, die ein Problem bzw. eine Frage für die Nutzer*innen
darstellen. Da Software-Entwickler*innen vornehmlich zu jenen technischen Prin-
zipien befragt werden, die die Nutzer*innen ausgewählt haben, bestimmen damit
die Nutzer*innen die neuartigen Blickfelder auf die zunächst undurchsichtigen
Schattierungen ihrer Alltagsalgorithmen.
Algorithmische Sichtbarkeiten mit architektonischen
Metaphern erschließen
Algorithmische Blickfelder für neue Erklärbarkeiten kuratieren
Die konsequente Setzung, algorithmische Entscheidungssystememittels der Plau-
sibilisierungsstrategien interessierter Nutzer*innen zu erforschen, hat den Vorteil,
nicht nur die Wirkungen von Softwarefunktionen, sondern auch die Wirkung ih-
rer Opazitäten erschließen zu können. Schon die Opazität von Software erzeugt
Ungleichheitsgefüge in der Präsentation von Zusammenhängen, noch bevor Soft-
ware überhaupt ihre funktionale Wirkung entfaltet. Die Nutzerperspektiven ver-
deutlichen, wie Algorithmen Sichtbarkeiten strukturieren – auf sich selbst und ih-
re Bewertungskriterien, aber vor allem auf die sozialen Situationen, die sie mit-
bestimmen. Algorithmen regeln, welche größeren Bezüge und Zusammenhänge
von Nutzer*innen nachvollzogen, verstanden und hinterfragt werden können. In
ihnen materialisiert sich eine bestimmte Politik des Arrangierens von Blickfel-
dern, was aus welcher Perspektive gesehen, erkannt und gewusst werden kann:
Software-Nutzer*innen sehen technische Funktionslogiken samt ihrer organisato-
rischen Hintergründe, mit denen sie interagieren, nur durch ein »kleines Schlüs-
selloch«, wie es Lucy Suchman formuliert (Suchman 2007: 11). Dass Algorithmen
für Nutzer*innen opak sind, liegt deshalb nicht am Mangel von Nutzerkompe-
tenzen, sondern es ist eine bauliche Beschaffenheit heutiger Alltagsalgorithmen,
die zu diesen Opazitäten führt. Um bei räumlichen Metaphern zu bleiben, ›ku-
ratieren‹ Algorithmen ähnlich wie Fenster und Wände in räumlichen Architektu-
ren, ob, was, wann und wie Nutzer*innen eine bestimmte Information ›zu Ge-
sicht‹ bekommen. Ähnlich zu anderen architektonischen Formationen üben auch
Software-Arrangements regulatorische Kräfte auf ihre Nutzer*innen aus. Von Rou-
tenplanern unterstützte Fahrer*innen bewegen sich mit algorithmisch definierten
Blickfeldern durch den städtischen Raum. Mit solchen räumlichen Metaphoriken
lassen sich die von Software eingeführten Regelungen bestimmter Wissensbestän-
de plastisch vor Augen führen.
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Die Medienwissenschaftlerin Taina Bucher etwa beschreibt mit raumtheore-
tischen Analysekategorien die Wirkung von Alltagsalgorithmen am Beispiel des
News-Feeds von Facebook (Bucher 2012). Bucher bezieht sich auf Michel Foucaults
panoptische Architekturen und überträgt sein Konzept auf algorithmische Anord-
nungen: »An architectural perspective usefully highlights the ways in which spaces
are ›designed to make things seeable, and seeable in a specific‹ way.« (Bucher 2012:
27) Insbesondere John Rajchmans Auslegung einer Foucault’schen Architektur zur
Regelung von Sichtbarkeiten ist hierfür hilfreich: »Architecture helps ›visualize‹
power in other ways than simply manifesting it. It is not simply a matter of what
a building shows ›symbolically‹ or ›semiotically‹, but also of what it makes visible
about us and within us.« (Rajchman 1988: 103) Auch in der Programmierung, im
Marketing und im Interface-Design von Software werden Blickfelder für die Nut-
zer*innen entschieden. Eine architektonische Perspektivierung verdeutlicht, dass
das algorithmische Auswählen von Informationen technisch und medial notwen-
dig und damit niemals neutral ist.
Für eine nutzer-zentrierte Perspektive gibt deshalb auch die aktuelle Stadtfor-
schung Anregungen − im Konzept des dänischen Stadtplaners Jan Gehl zur »hu-
man-scale Architektur« (Gehl 2011). Als Gegenentwurf zur autofreundlichen Stadt
nimmt Gehl bereits im Planungsprozess die Augenhöhe eines Menschen mit sei-
nen Interessen, Empfindungen und Wünschen an die eigene Stadt als Lebens-
raum zum Ausgangspunkt. Architektonische Elemente wie Gebäude, Straßenver-
läufe und Plätze werden in Referenz und Beziehung zu Fußgängern gedacht und
geplant. Bereits im gestalterischen Prozess wird die Perspektive und das Erle-
ben eines Fußgängers zum Ausgangspunkt, der seine Stadt über bestimmte, klar
definierbare Blickfelder wahrnimmt, die etwa durch seine Augenhöhe und seine
Schrittgeschwindigkeit von fünf km/h definiert sind. Diese Perspektivverschie-
bung verändert die Planung einer Stadt und erzeugt andere Städte »at human sca-
le« (Gehl 2011).
Auch für erklärbare Algorithmen gilt es, die Blickfelder von Nutzer*innen in ei-
nem ähnlichen Sinne neu zu denken. Alltagsalgorithmen basieren noch heute auf
einem Gestaltungsprinzip, das für das Interface-Design von Computern im Kali-
fornien der 1970er Jahre entwickelt wurde. Damals sollten Nutzer*innen von Com-
putern nicht länger über textbasierte Kommandozeilen zwischen den Programmen
navigieren, sondern stattdessen über Fenster, Icons,Menus und Cursor. Damit än-
derte sich der Dialog zwischen Nutzer*innen und Computern (Bunz 2019: 76). Die
damalige Entwicklung des graphical user interface (GUI) amXerox PARC trugwesent-
lich dazu bei, dass sich Personal Computer als Massenprodukt amMarkt etablieren
konnten (Chun 2011: 59). Mit diesem Wandel im Technikdesign verschwanden die
technischen Prozesse zunehmend aus dem Blickfeld der Nutzer*innen.
In umgekehrter Weise kann heute für die Erklärbarkeit von Algorithmen wie-
derum gefragt werden, welche Perspektiven auf technische Abläufe, Programme
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und Kommandos für eine emanzipative Techniknutzung für die Nutzer*innen nö-
tig sind, um algorithmische Empfehlungen prüfen, persönliche Daten verwalten
und schützen, fremde Zugriffe kontrollieren oder eine Sachverständigkeit darüber
entwickeln zu können, welche Kriterien für die algorithmische Berechnung ei-
ne Rolle spielen. Ein ›Kuratieren‹ neuer Blickfelder auf einzelne Softwarelogiken
könnte wesentliche Informationen für die Nutzer*innen offenlegen.
Nutzer*innen an der Gestaltung von Erklärbarkeiten beteiligen
Damals wie heute ermöglicht die Einbeziehung der Nutzer*innen einen solchen
Perspektivwechsel. Denn solange in der Technikgestaltung zu wenige dieser Er-
klärung schaffenden Blickfelder für die Nutzer*innen zur emanzipativen Techni-
knutzung angelegt sind, können bauliche Software-Intransparenzen nur über die
Plausibilisierungsstrategien der Nutzer*innen kompensiert werden. Diese Strate-
gien machen sichtbar, ob es die Logik eines Algorithmus oder selbst erzeugte Be-
wegungsdaten oder eine gezielte Designentscheidung eines Managers oder einer
Software-Entwicklerin ist, die einen entscheidenden Unterschied in der Routen-
berechnung machen. Nutzerpraktiken dienen zum Aufschlüsseln und Auswählen
operativer, opaker Softwarelogiken und -prinzipien, die einer sozialwissenschaft-
lichen Analyse und der Plausibilisierung überhaupt bedürfen. Konzipiert man bei
der Analyse ›künstlich-intelligenter‹ Systeme auch die Nutzer*innen als ›intelli-
gent‹, so lassen sich zum einen die Nutzerbilder aktueller Softwaregestaltungen
kritisch prüfen. Zum anderen kann ein solcher praxistheoretischer Ansatz auch
zur Gestaltung technischer Systeme anregen, die aktiv partizipierende Nutzer*in-
nen mitdenkt.
Bereits seit den 1970er Jahren setzt sich das Participatory Design dafür ein, Nut-
zer*innen von Technologien in die Designprozesse von Technologien miteinzube-
ziehen (Greenbaum et al. 1991; Simonson et al. 2013). Bereits damals war durch
die Entwicklung neuer Computertechnologien die Sorge groß, neue Technologi-
en könnten zur Dequalifizierung von Arbeitskräften beitragen. Im technik-inten-
siven Arbeitskontext bildeten sich darum Teams aus Angestellten und Gewerk-
schaften mit dem Ziel, Computer mit Rücksicht auf eine demokratische Teilhabe
am Arbeitsplatz so zu gestalten, dass sie Arbeiter*innen und Unternehmer*innen
gleichermaßen dienen. Technologien sollten es Arbeiter*innen ermöglichen, eige-
nesWissen und lokale Kompetenzenmit automatisierten Prozessen zusammenzu-
bringen. Im Participatory Design wurden deshalb methodische Ansätze entwickelt,
Technologien nicht nur für, sondernmit den Nutzer*innen zu gestalten. Diese For-
schungstradition unterstützt bis heute demokratisch förderliche Innovationskon-
zepte und Technologien (Ehn et al. 2014: 7), doch Vicki S. Napper weist auch darauf
hin, dass diese Art der Technikgestaltung im politischen Zeitgeist der 1980er Jahre
eingebettet war:
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»The European labor market fosters this type of alliance through strong labor
unions demanding a say in the worker’s environment. Although the world mar-
ketplace does not always provide employees with the final approval, the idea of
›reflecting on the practices‹ and approaching the computer system design with
cooperative involvement of all parties is a timely idea.« (Napper 1994: 97)
Auch Pelle Ehn bemerkt, dass die Netzwerke demokratischer Technikentwicklung
in den 2000er Jahren durch das Aufkommen des Neoliberalismus als neues Para-
digma vehement gestoppt wurden (Ehn 2020). In Deutschland lag in den 1970er
Jahren ein besonderer Fokus auf partizipativer und demokratischer Arbeitsplatz-
und Technikgestaltung, wie Ernst A. Hartmann am Beispiel des Forschungspro-
gramms »Humanisierung des Arbeitslebens« der damaligen sozialliberalen Ko-
alitionsregierung darlegt (Hartmann 2015: 10f.). Angesichts der aktuellen Forde-
rung nach Erklärbarkeit von Algorithmen sowie nach gesellschaftlicher Digital-
kompetenz können diese wertvollen Ansätze und Partizipationsstrategien für heu-
tige Technikangebote neu interpretiert werden. Nur weil Algorithmen erklärt wer-
den sollen, muss die Technologie keinesfalls weniger komplex werden. Der dar-
gestellte Forschungsansatz zeigt, dass es genügen könnte, Opazitäten situativ an
einzelnen Stellen für die Nutzer*innen aufzudecken.
Demokratisches Algorithmenwissen
Das hier vorgeschlagene Forschungsdesign des dreischrittigen Abgleichs zwi-
schen der Sammlung von Nutzereindrücken, der Beschreibung opaker Blickfelder
in Mensch-Maschine-Interaktionen mittels Vignetten und der anschließenden
Recherche einzelner technischer Informationen rückt Softwarekomponenten in
den Fokus, die zwar algorithmisch berechnete Ergebnisse wie die Wahl einer
Route prägen, aber für die Nutzer*innen opak sind. Technisch formale Bedin-
gungen wie Algorithmen, Modelle, Graphen und Kostenwerte können so für eine
nutzerzentrierte Erklärbarkeit aufbereitet werden. Im Folgenden werden drei
Anwendungsgebiete für algorithmische Erklärungen skizziert:
Erstens etablieren modellhafte Analysen von Alltagsalgorithmen wie dem
A*-Algorithmus nutzerzentrierte Vorstellungen, was ein Algorithmus leisten kann
und was nicht. Dies trägt zur Entwicklung gesellschaftlicher Digitalkompeten-
zen bei, die wiederum informiertere demokratische Debatten zu Algorithmen
samt ihrer Möglichkeiten und Grenzen motivieren können. Eine gesellschaftliche
Grundkenntnis über Alltagsalgorithmen kann zudem für die Diskussionswürdig-
keit verschiedener Algorithmeneinsätze sensibilisieren: Das skizzierte Beispiel
des Ausschlusses verkehrsberuhigter Straßen aus der Routenberechnung zeigt
als recht unproblematisches Anwendungsszenario, inwiefern Entwickler*innen
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schon allein technisch bedingt − also ohne weitere Absichten und Interessen − Ka-
tegorisierungen und Hierarchisierungen für das Funktionieren von Algorithmen
vornehmen müssen, die soziale Ungleichheiten gegebenenfalls unterstreichen
bzw. verstärken.
Zweitens: Bedienoberflächen von Alltagsalgorithmen bieten nur begrenzt
Raum, umNutzer*innen technische Erklärungen in der jeweiligen Entscheidungs-
situation zu geben. Dies zeigt sich am schlichten, reduzierten Interfacedesign
vieler Richtungspfeil-Ansichten von Routenplanern. Nutzerzentrierte Methodiken
zur Erklärbarkeit von Algorithmen können neue Impulse für Gestaltungsprinzi-
pien setzen, die beispielsweise näher an den technischen Grundlogiken bleiben,
wie dem Graphen als Repräsentation des Straßennetzes (Abbildung 2). Grenzen,
die algorithmische Modellierungen zwangsläufig haben, sowie Kostenwerte und
Gewichtungen könnten darüber von den Nutzer*innen nachvollzogen werden.
Ihr eigenes Kontextwissen ließe sich besser abgleichen und in algorithmisch ge-
staltete Entscheidungsprozesse miteinbinden. Künstlich-intelligente Algorithmen
könnten sich konstruktiv mit intelligenten Nutzungsweisen ergänzen.
Drittens: Bereits bei der Programmierung von Algorithmen kann die nutzer-
zentrierte Erklärbarkeit als Gestaltungsprinzip einbezogen werden. Technische
Kompromisse wie der Ausschluss verkehrsberuhigter Zonen zugunsten schnellerer
Routenberechnungen müssen dann bereits im Softwarebüro diskutierbar werden.
Madeleine Akrichs Konzept der i-methodology besagt, dass Entwickler*innen eine
Software häufig so implementieren, wie sie ihnen ganz persönlich wünschenswert
oder sinnvoll erscheint (Akrich 1995: X). Das Problem besteht weniger darin, dass
Entwickler*innen in dieser Weise vorgehen, sondern dass selbige Methode nicht
an die Nutzer*innen kommuniziert wird. Stattdessen erscheint eine vermeintlich
– weil nach mathematischen Bedingungen optimal – ›berechnete‹ Route auf
dem Display. Auch für Entwickler*innen bedarf es darum neuer Strategien zur
Sensibilisierung, welche ihrer situativen Annahmen und alltäglichen Problembe-
hebungen einen konkreten Unterschied für das Berechnungsergebnis machen.
Tests, Tandem-Programmierung und Code-Dokumentationen schaffen erste Mög-
lichkeiten zur Erklärbarkeit von Code im Entwickleralltag. Doch die Einbindung
ethnografischer Ansätze kann diese Ansätze produktiv um die nutzerzentrier-
te Perspektive ergänzen. Die Interpretationen von Algorithmen blieben damit
nicht länger im Vokabular der Entwickler*innen, sondern würden auch von den
Nutzer*innen ausgedacht und formuliert.
Je komplexer und undurchsichtiger KI-basierte Entscheidungssysteme sind,
desto weniger können Nutzer*innen mit eigenen Kenntnissen an der Entschei-
dung partizipieren, selbst wenn sie über Kontextwissen zur jeweiligen Situation
verfügen. Je nach Publikum müssen die Blickfelder auf einzelne technische Logi-
ken spezifiziert werden. Die hier formulierten Ansätze erfordern weitere Debatten
darüber, wie nutzerzentrierte Erklärungen gestaltet werden können: Wie sieht die
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Benutzeroberfläche eines Routenplaners aus, die Blickfelder auf Software-Logiken
freigibt – den rechnenden Algorithmus, die Graphenkanten oder verwendete Para-
meter und Kostenfunktionen – ohne das Display zu überfrachten? Am Beispiel des
Routenplaners werden mehr Ansatzpunkte offenkundig als nur die Veränderung
von Benutzerschnittstellen. Vielmehr stellt sich die Frage, was auf gesellschaftli-
cher Ebene oder im Entwicklerbüro gewusst oder erlernt werden muss, um viel-
fältige Legitimierungsprozesse von Algorithmen anzuregen. In einer demokrati-
schen Gesellschaft genießt die Möglichkeit zum Aushandeln n einen hohen Wert
und Algorithmen zählen als vielgenutzte Entscheidungshilfen zunehmend zu aus-
handlungswürdigen Aspekten des Alltags.
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Digitalisierung und Verkehrswende1
On-Demand Ridepooling Shuttlesysteme, eine
Mobilitätsdienstleistung der Zukunft?
Birgit Mack, Karolin Tampe-Mai, Gabriel Wilkes, Martin Kagerbauer und Eugen Diesch
Einleitung
Im Mittel haben die Treibhausgasemissionen, prominent darunter die CO2-
Emissionen, in den Mitgliedsstaaten der EU zwischen 1990 und 2017 um 28
Prozent zugenommen (EEA European Energy Agentur 2020). Auch Deutschland
verzeichnet eine Zunahme der Treibhausgasemissionen in diesem Zeitraum. Der
Verkehrssektor trägt dazu nicht unerheblich bei. Angesichts dieser Entwicklung
sieht der Klimaschutzplan 2050 der deutschen Bundesregierung vor, die Treib-
hausgasemissionen speziell im Verkehrsbereich im Vergleich zu 1990 bis 2030 um
40 – 42 Prozent abzusenken. Für das Erreichen dieser klimapolitischen Ziele sind
allerdings weitreichende Veränderungen im Verkehrssektor erforderlich (BMWi
2018; Sachverständigenrat für Umweltfragen 2017).
Viele Städte und Kommunenmüssen sich der vielfachenHerausforderung stel-
len, Lösungen für die zunehmenden Staus, die Luftverschmutzung durch Stickoxi-
de und Feinstaub, die Lärmbelastung sowie die CO2-Emissionnen, die durch das
hohe Aufkommen anmotorisiertem Individualverkehr verursacht sind, zu erarbei-
ten. Die in mehreren deutschen Städten ausgesprochenen Fahrverbote für Diesel-
Fahrzeuge der Euro-IV-Norm stellen eine erste Antwort auf diese Situation dar (für
Stuttgart: Stadt Stuttgart 2019a; Stadt Stuttgart 2019b; MVK BW 2019b; MVK BW
2016; MVK BW 2019a; MVK BW 2019b).
In Deutschland ist der private Pkw unverändert das am häufigsten genutzte
Verkehrsmittel. 68 Prozent aller Erwerbstätigen pendelnmit dem eigenen Pkw, den
1 Die Studie wurde im Rahmen des Kopernikus-Projekts ENavi (https://www.kopernikus-proj
ekte.de/en/projects/system-integration) durch das Bundesministerium für Bildung und For-
schung (BMBF) unter dem Förderkennzeichen 03SFK4M gefördert.Wir danken Daniel Kraus,
Würzburg, Deutschland, für die Bereitstellung der XL Toolbox. Unser besonderer Dank gilt
Prof. Ortwin Renn für seine große Unterstützung und seine äußerst hilfreichen Kommentare
zu unserer Arbeit.
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öffentlichen Nahverkehr (ÖPNV) nutzen nur 14 Prozent, das Rad 9 Prozent (Suhr
2017). In Städten wie Stuttgart ist mit einem Einpendlerüberschuss von knapp
170.000 in den Hauptverkehrszeiten die Maximalauslastung der Straßen erreicht
(Schunder 2019; Bremer 2019). Der motorisierte Individualverkehr auf Pkw-Basis
geht charakteristischerweisemit einer suboptimalen Nutzung des Fahrzeuginnen-
raums und einer maximalen Nutzung des Straßenraums einher. Daher wäre ei-
ne Reduktion des motorisierten Individualverkehrs durch Umstieg auf alternative
Verkehrsmittel wie den ÖPNV oder den Rad- und Fußverkehr anzustreben. Gerade
der ÖPNV wird jedoch häufig als unattraktiv angesehen. Vielerorts stößt er auch
an Kapazitätsgrenzen und begrenzte Ausbaumöglichkeiten (für die Region Stutt-
gart MVK BW 2019b; Stadt Stuttgart 2017). Um für alle einen hohen Mobilitätsgrad
nachhaltig gewährleisten zu können, bedarf es daher alternativer Mobilitätskon-
zepte. In vielen Fällen nutzen diese Konzepte die Potentiale der Digitalisierung.
Die Entwicklung digitaler Technologien ermöglicht ganz neue Mobilitäts-
dienstleistungen wie z.B. die rezenten Angebote von On-Demand Ridepoo-
ling Shuttlesystemen. Solche Systeme kombinieren individuelle, über eine
Smartphone-App gebuchte Fahrten zu optimierten Routen mit räumlich und
zeitlich variablen Start- und Endpunkten, die durch jeweils ein Shuttle bedient
werden. Durch die Bündelung von Fahrten können sie dazu beitragen, die der-
zeitige Verkehrssituation in den Städten zu verbessern. Auf diese Weise könnten
Lösungen oder Teillösungen für die oben genannten Probleme entstehen. Sowohl
in der Planung von Verkehrsinfrastrukturen als auch in der Entwicklung von
Mobilitätsangeboten spielen dabei Mobilitätsdaten in Form von »Big Data« (mit
den drei V volume, velocity und variety) eine zunehmend wichtige Rolle. »Big
Data« bezeichnet Datenkörper und Datenströme, die in großen Volumina und
vielfältigen Datenformaten aus unterschiedlichen Quellen vorliegen und mit
hoher Geschwindigkeit (in Echtzeit oder Beinahe-Echtzeit) untereinander kom-
biniert werden, um dann als Information für neue Einsatzzwecke zur Verfügung
zu stehen (Brunauer und Rehrl 2016). Im Mobilitätsbereich entstehen Daten
aus den unterschiedlichsten Quellen. Das reicht von Personenbewegungsdaten
(durch Smartphones erhoben) und Fahrzeugnavigationsdaten sowie Nutzungs-
und Auslastungsdaten des ÖPNV über immer genauer erfasstes Kartenmaterial
bis dahin, dass einzelne Stakeholder Technologien wie Self-Tracking-Apps und
mobile Endgeräte einsetzen, um ihr Verkehrsverhalten für (lernende) Algorith-
men der Verkehrsplanung sichtbar und relevant zu machen (Kropp 2018). Aus
der Kombination von Bewegungsdaten mit Daten aus anderen Kontexten las-
sen sich Verhaltensmuster prognostizieren. So werden u.a. verkehrsplanerische
Prognosen über die heute mit Verkehrsmodellen zur Verfügung stehenden Er-
kenntnisse hinaus möglich (Milne und Watling 2019). Das bildet die Grundlage
für vielfältige Anwendungszwecke, vom autonomen und vernetzten Fahren über
die Verkehrsplanung bis zur Gestaltung neuartiger Verkehrsangebote (Ruhrort
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2017). Langfristig erwartet man sich von der Digitalisierung eine zunehmende
Vernetzung verschiedener Verkehrsträger und dadurch eine nachhaltigere multi-
und intermodale Mobilität (Levy et al. 2019; Canzler und Knie 2016).
Ein gutes Beispiel dafür sind On-Demand Ridepooling Shuttlesysteme. Sie set-
zen mehrere digitale Technologien voraus: Das Internet, Smartphones, Online Be-
zahlsysteme und schließlich Algorithmen und Applikationsplattformen, die diese
Komponenten integrieren. Solche Systeme kombinieren bei Minimierung von Um-
wegen mittels eines Matching-Algorithmus mehrere jeweils über eine Smartphone
App buchbare und bezahlbare Fahrten mit individuellen Ein- und Ausstiegsorten
und –zeiten zu flexibel optimierten Routen und weisen diese einem Vehikel ei-
ner Shuttle-Flotte zu. Durch eine effiziente Bündelung von Fahrten steigert Ri-
depooling die Fahrzeugnutzung und reduziert gleichzeitig die Straßennutzung.
Ridepooling ist deshalb ein wichtiges Moment nachhaltiger Verkehrssysteme. Ri-
depooling Algorithmen werden zur Erweiterung des motorisierten Individualver-
kehrs (e.g. Masoud und Jayakrishnan 2017; Schreieck et al. 2016) eingesetzt, aber
auch auf der Basis von Shuttle Bussen – und dann i.d.R. tatsächlich unter der
Bezeichnung Ridepooling – für autonome Systeme (e.g. Alonso-Mora et al. 2017;
Simonetto et al. 2019). Unter dem Stichwort ›Mobility as a Service‹ (MAAS) die-
nen sie zur individualisierenden Ergänzung und zur Erweiterung des ÖPNV (e.g.
Kamargianni et al. 2016; Stopka et al. 2018).
Alternative Verkehrsangebote wie flexible On-Demand Shuttlebussyste-
me könnten in Kombination mit dem ÖPNV auch im Pendlerverkehr zu den
morgend- und abendlichen Hauptverkehrszeiten Abhilfe schaffen. Die Nachfrage
nach solchen Angeboten oder zumindest das Entwicklungspotential dafür ist
wahrscheinlich vorhanden (Kostorz et al. 2019). Unter gewissen Bedingungen
können sich 58 Prozent der über 18-jährigen Deutschen vorstellen, das eigene
Auto abzuschaffen. Dazu gehören Wehn (2019) zufolge ein kostenloser und ange-
botsseitig verbesserter ÖPNV und für 18 Prozent der Befragten auch kostenlose
Sharingdienste.
Mehrere Modellstudien haben gezeigt, dass unter bestimmten Umständen
größere Flotten von durch Ridepooling Algorithmen gesteuerten autonomen
On-Demand Shuttles oder Taxis einen Großteil des motorisierten Individualver-
kehrs ersetzen und eine erhebliche Entlastung der Verkehrssituation auch in der
Hauptverkehrszeit bewirken könnten (für Berlin: Bischoff und Maciejewski 2016;
für Austin/Texas: Fagnant, Daniel J., Kockelman, Kara M. 2018; für Mailand: d-fine
Jahr unbekannt; für New York: Alonso-Mora et al. 2017; für die Region Stuttgart:
Heilig et al. 2017). Beispielsweise kommen Bischoff und Maciejewski (2016) zu dem
Schluss, dass im Falle Berlins eine Flotte von 90.000 – 110.000 autonom fahrende
Shuttles in der Lage wären 1,1 Millionen private Pkws zu ersetzen.
Bei der Entwicklung neuer, durch Einsatz digitaler Technologien realisierter,
ökologisch sinnvoller Mobilitätsangebote sollten frühzeitig auch die Präferenzen
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breiter Bevölkerungsgruppen als potentielle Nutzer*innen erhoben werden, damit
auch gesellschaftliche Interessen und nicht nur ökonomische Partikularinteressen
eine Chance haben. Nur so können passgenaue Angebote erstellt werden, die von
vielen genutzt werden, was wiederum eine Voraussetzung für einen positiven öko-
logischen Impact neuer Verkehrssysteme ist.
Die von uns durchgeführte Befragung hat für ausgewählte Zielgruppen unter-
sucht, auf welche Nachfrage ein On-Demand Ridepooling Shuttlesystem im Kon-
text des Pendelverkehrs in urbanen Zentren treffen würde. Die Zielgruppen sind
definiert durch Alter, Geschlecht, (Aus)bildungsniveau, vollzeitliche berufliche Tä-
tigkeit, Einkommen, gegenwärtig bevorzugt genutztes Verkehrsmittel beim Pen-
deln und die persönliche ökologische Norm im Sinne einer persönlichen morali-
schen Überzeugung, ökologisch handeln zu müssen. Die persönliche Norm ist ein
zentrales Kontrukt des Norm-Aktivations-Modells, um altruistisches Verhalten zu
erklären (Schwartz 1977). Angewandt auf ökologisches Verhalten hat sich die per-
sönliche ökologische Norm in vielen Studien, vom sparsamen Nutzen von Strom
bis zu nachhaltigem Mobilitätsverhalten, als bedeutsamer Einflussfaktor ökologi-
schen Verhaltens erwiesen (Bamberg et al. 2007; Bamberg und Möser 2007; Bam-
berg 2013; Mack et al. 2019).
Wir fokussieren auf die Fahrten von Berufspendlern, da die durch diese erzeug-
ten Staus zu morgendlichen und abendlichen Hauptverkehrszeiten die Verkehrs-
infrastruktur urbaner Zentren maximal belastet, hier also der größte Handlungs-
bedarf besteht. Da die Option, ein Shuttle zu benutzen, gerade für die regionale
Umgebung von urbanen Zentren (noch) nicht gegeben ist und um die im Alltag
getroffene Wahl des Verkehrsmittels möglichst gut nachzubilden, wurde die Un-
tersuchung gemäß der Methodik eines Choice-based Conjoint Experiment (CBCE)
bzw. Discrete Choice Experiment (DCE) durchgeführt (Louviere et al. 2010; McF-
adden 1973; Orme 2010). CBC-bzw. DCE-Experimente ermöglichen es, zu untersu-
chen, welche Merkmale eines Mobilitäsangebots in dessen Verkehrskontext für die
Verkehrsmittelwahl wesentlich sind. Dabei wurden in unserer Studie nicht nur die
klassischen Attribute der zur Auswahl dargebotenen Verkehrsmittel, wie Fahrtkos-
ten und Fahrtzeit, berücksichtigt, sondern auch bisher zumindest im Rahmen von
CBC/DCE nicht oder kaum untersuchte Attribute wie die Besetzungsdichte und
die soziale Bewertung der Verkehrsmittel durch Kolleg*innen, Freund*innen.
Methoden
In unserer Studie haben wir untersucht, ob ein On-Demand Ridepooling Shuttle
Service in Zukunft eine attraktive Alternative für den Pendlerverkehr in der Region
Stuttgart darstellen könnte,welche Zielgruppen diesen Dienst vornehmlich wählen
würden und für wen ein On-Demand Shuttle keine Option zum Pendeln darstellt.
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Befragte aus der Region und Stadt Stuttgart sollten für eine zukünftige
Pendlerstrecke von der Region Stuttgart in die Stuttgarter Innenstadt wäh-
rend der Hauptverkehrszeit Verkehrsmittelwahlentscheidungen zwischen dem
eigenen Pkw, dem ÖPNV und einen Shuttle treffen. Wir beauftragten das Markt-
forschungsunternehmen Sociotrend in Mannheim mit der Durchführung der
Online-Befragung und stellten diesem die Survey-Items zur Verfügung. So-
ciotrend übernahm die Rekrutierung der Stichprobe aus einem Online Panel,
programmierte den Online-Fragebogen, erhob die Daten und lieferte eine erste
deskriptive Auswertung. Die Teilnehmenden der Studie (bereinigte Stichprobe, N
= 1002, 542 weiblich, 460 männlich) lebten in der Region Stuttgart (Abbildung 1),
waren zwischen 18 und 65 Jahre alt und verfügten über einen Führerschein.
Der Fragebogen enthielt – in dieser Reihenfolge – Items zur Online-Selektion
der Studienteilnehmer, Items zum aktuellen Mobilitätsverhalten und persönlichen
Modal Split, also der Nutzung unterschiedlicher Verkehrsmittel in einen bestimm-
ten Zeitraum (infas et al. 2018), dann die Instruktionen und die Items für ein
Choice-based Conjoint Experiment (CBCE), auch bekannt als Discrete Choice Ex-
periment (DCE), zur Verkehrsmittelwahl, schließlich Rating Items zur Evaluation
verschiedener Verkehrsmittel, Rating Items zur Identifikation von Umweltschutz-
einstellungen und Items zu soziodemograpischen Merkmalen.
In dem CBC-Experiment wurden die Studienteilnehmer*innen aufgefordert,
sich eine hypothetische Pendlerfahrt über eine Distanz von ca. 25 km von einem
Wohnort in der Region Stuttgart, aber außerhalb der Stadt Stuttgart, zu einem
Arbeits- oder Ausbildungsplatz im Zentrum der Stadt vorzustellen. Dabei durften
sich die virtuellenWohn-, Arbeits- und Ausbildungsorte von den realen unterschei-
den und taten dies auch in der Mehrzahl der Fälle. Die Fahrt sollte während der
morgendlichen Hauptverkehrszeit stattfinden.
Die Teilnehmenden hatten die Wahl zwischen drei Transportmitteln, einem
privaten Pkw, öffentlichen Verkehrsmitteln und einem On-Demand Ridepooling
Shuttle-Service mit Elektrovans. Es wurde ihnen eine Aufgabenserie dargeboten.
Jede Aufgabe bot drei Wahlalternativen an und forderte zu einer Entscheidung
auf. Die Wahlalternativen werden als Profiles und ihre Kombinationen als Choice
Sets bezeichnet. Abbildung 2 veranschaulicht einen Choice Set. Die Teilnehmen-
den wurden gebeten, die Verkehrsmittel – privater Pkw, öffentliche Verkehrsmit-
tel, Shuttle – und die Ausprägungen ihrer Eigenschaften bei jeder Entscheidung zu
berücksichtigen. Als Attribute wurden aufgenommen: a) Fahrtkosten, b) Fahrtzeit,
c) zu Fuß zurückzulegende Entfernung zum Verkehrsmittel und vom Verkehrs-
mittel zum Zielort, d) soziale Bewertung eines bestimmten Verkehrsmittels durch
Kolleg*innen und Freund*innen, e) Parkgebühren (nur für Pkw) und f) Besetzungs-
dichte des Verkehrsmittels (nur für Shuttle und ÖPNV). Es wurde angenommen,
dass das Verkehrsmittel mit dem größten subjektiven Nutzen mit der höchsten
Wahrscheinlichkeit gewählt werden würde. Nachdem sie sich entschieden hatten,
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wurden die Teilnehmenden gefragt, welches der genannten Verkehrsmittel sie tat-
sächlich wählen würden und die Option »keines der oben genannten« zusätzlich
angeboten. Auf diese Weise wählten sie in der ersten Stufe dasjenige Verkehrsmit-
tel, das für sie von den in dieser Stufe angebotenen Verkehrsmitteln den höchsten
Nutzwert hatte. Anschließend gaben sie in Stufe zwei an, ob eine erweiterte Wahl
anders ausgefallen wäre.
Bei einem CBC-Experiment wird angenommen, dass die Teilnehmenden jedes
Profil auf der Grundlage der enthaltenen Attributausprägungen bewerten und mit
größterWahrscheinlichkeit die Alternative wählen, die ihnen den höchsten Nutzen
bringt. Es wird angenommen, dass sie zumGesamtnutzen einer Alternative gelan-
gen, indem sie die Teilnutzen, die mit den Attributausprägungen ihres Profils ver-
bunden sind, gedanklich aufsummieren.Dahermuss bei der Auswahl der Attribute
ein Kompromiss zwischen zwei Kriterien gefundenwerden. Erstens sollte ein CBC-
Experiment Attribute, die zu den wichtigsten Determinanten des Gesamtnutzens
einer Alternative gehören, nicht zugunsten anderer Attribute ausschließen, die für
die Autor*innen des Experiments von aktuellem Interesse sind. Aus diesem Grund
haben wir die häufig untersuchten Attribute Fahrtzeit und Fahrtkosten einbezo-
gen. Zweitens muss die Anzahl der Attribute begrenzt werden, um eine kognitive
Überforderung der Teilnehmenden zu vermeiden (Hair 2010). Dasselbe Argument
gilt für die Anzahl der Profile. Daher haben wir die Anzahl der Verkehrsmittelalter-
nativen auf drei beschränkt, eine weniger als die empfohlene Höchstzahl von vier
(Orme 2010), und die Anzahl der Attribute auf sechs.
Tabelle 1 gibt einen Überblick über die in der aktuellen Studie verwendeten At-
tribute, ihre Ausprägungen und deren Spannweiten. Jedes Attribut wurde durch
vier linear äquidistante Ausprägungen instanziiert. Bei drei Attributen – Parkge-
bühr, Shuttle-Besetzungsdichte, ÖPNV-Besetzungsdichte – variierten die Attribu-
tausprägungen und ihre Spannweiten in alternativen-spezifischer Weise. In allen
anderen Fällen wurden die Attribute, die Attributausprägungen und die Spann-
breiten gleichgesetzt. Der durch die Kombination von Attributausprägungen auf-
gespannte Raum wurde ohne Einschränkungen ausgenutzt, so dass jedes Attri-
but seine volle Wirkung auf die Entscheidung der Teilnehmenden ausüben konnte.
Die Teilnehmenden wurden angewiesen, sich nicht von (scheinbar) unwahrschein-
lichen oder unplausiblen Kombinationen beirren zu lassen und unbeirrt mit der
Profilbewertung und dem Profilvergleich fortzufahren.
Das in der Analyse von CBC-Daten benutzte Modell subjektiven Nutzens stellt
den Gesamtnutzen einer Alternative j für ein Individuum i als die Summe Uij eines
durch Beobachtung bzw. Messung bekannten Anteils Vij und eines nicht beobach-
teten bzw. nicht beobachtbaren Anteils εij dar, so dass Uij = Vij + εij (McFadden
1973). Die gemessene Komponente Vij ist eine Linearkombination von K Attribu-
tausprägungen:
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Vij = ∑k xjk βik (1)
 
wobei xjk diemit der j-ten Alternative assoziierte k-te Attributsausprägung und βik
den mit dem Individuum i assoziierten k-ten Teilnutzen bezeichnet. Die Gesamt-
nutzenwerte gehen gemäß einemmultinomialen Logit-Modell in die Entscheidung
ein. Gegeben ein bestimmtes Choice Set, wählt das Individuum i die Alternative j
mit der Wahrscheinlichkeit Pij:
 
Pij = exp(xj‹ βi)/∑k exp(xk‹ βi) (2)
 
wobei xj den j-ten Vektor der mit der Alternative j zugeordneten Attributsausprä-
gungen bezeichnet und und βi den Vektor der Teilnutzen, die dem Individuum i
zugeordnet sind.
Die Teilnutzenwerte β wurden von dem beauftragten Marktforschungsunter-
nehmenmittels der Software Lighthouse Studio (Sawtooth Software, Inc., Sequim,
WA) geschätzt. Alle weiteren Analysen wurden durch die Autorenmit Hilfe der Sta-
tistiksoftware SPSS berechnet.
Ergebnisse
Nutzenwerte und Wahlwahrscheinlichkeiten der Verkehrsmittel
Wie sieht in unserer Stichprobe die Verteilung der Präferenzen für die zur Auswahl
dargebotenen Verkehrsmittel aus? Das hängt natürlich von den Ausprägungen der
Attribute ab. Wenn wir für jede Wahlalternative alle Attribute auf ihren attribut-
spezifischen Mittelwert und im Falle des Pkws zusätzlich die Parkgebühren auf
null setzen, erhalten wir die in Abbildung 4 dargestellte Verteilung der subjektiven
Gesamtnutzen. Die Nutzenwerte für Pkw, Shuttle, ÖPNV und ›keine‹ waren V =
1.18, 0.47, 0.11 und -1.60, die entsprechenden Wahlwahrscheinlichkeiten P = 0.54,
0.27, 0.15 und 0.03. Ausgedrückt in Prozentwerten wären also 27 Prozent der Be-
fragten bereit, auf dem morgendlichen Weg zum Arbeits- oder Ausbildungsplatz
ein Shuttle zu benutzen.
Attribute und ihr Einfluss auf die Verkehrsmittelwahl
Die mittlere Root Likelihood der multinomialen Modelle der Individualebene be-
lief sich auf mRLH = 0.63, SD = 0.11, max = 0.89, min = 0.40, untere Grenze =
0.25. Die Differenzen zwischen den individuenspezifischen Teilnutzenwerten (part
worths) der Attributausprägungen waren für jedes untersuchte Attribut statistisch
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signifikant (SPSS Prozedur GLM, Tabelle 2a). Um Attributausprägungsdifferenzen
zwischen den Attributen vergleichbar zu machen, wurden die part worths durch
Subtraktion der attribut-spezifischen Mittelwerte und Division durch die mittle-
re Differenz, berechnet über alle Attribute, zwischen maximaler und minimaler
Attributsausprägung, reskaliert. Die Reskalierung führte bei den Attributen Fahrt-
kosten, Fahrtdauer und Parkgebühren zu einer Zunahme des partiellen η2, bei den
Attributen Fußweg, soziale Norm, Besetzungsdichte und Verkehrsmittel dagegen
zu einer Abnahme (Tabelle 2b). Trotzdem blieben auch nach der Reskalierung alle
Attribute statistisch signifikant.
Wenn die Kontraste des subjektiven Nutzens der Ausprägungen eines Atrributs
statistisch signifikant sind, trägt das Attribut zum subjektiven Gesamtnutzen des
Objekts bei, dessen Attribut es ist. Der Beitrag der untersuchten Attribute zum
Gesamtnutzen fiel relativ homogen aus. Der subjektive Gesamtnutzen (subjective
total utility) eines Verkehrsmittels – privater Pkw, ÖPNV, On-Demand Shuttle –
nahm mit zunehmenden Fahrtkosten, zunehmenden Fahrtzeiten, zunehmenden
Fußwegen und zunehmend negativer sozialer Bewertung signifikant ab. Beim pri-
vaten Pkw kamen noch die Parkgebühren hinzu: Auch zunehmende Parkgebühren
verkleinerten den subjektiven Gesamtnutzen des privaten Pkws signifikant. Der
subjektive Nutzen des öffentlichen Nahverkehrs nahmmit dem Anstieg der Beset-
zungsdichte zuerst von 50 Prozent auf 100 Prozent der Sitzplätze und dann auf 50
Prozent der Stehplätze signifikant ab (Abbildung 3a). Die subjektive Nützlichkeit
des Shuttle nahm mit der Zunahme der Besetzungsdichte von zwei auf vier Pas-
sagiere kaum und von vier auf sechs Passagiere ein wenig zu und nahm dann bei
einer weiteren Steigerung von sechs auf acht Passagiere signifikant ab (Abbildung
3b).
Gruppenunterschiede in der Verkehrsmittelwahl
Nach ihrer Dichotomisierungwurdemittels der SPSS-Prozedur GLM inMANOVAs
der Einfluss von soziodemographischen Faktorenwie Alter (< 40, >= 40),Geschlecht
(m, w), (Aus-)bildungsniveau (<= Realschulabschluss, > Realschulabschluss), voll-
zeitliche berufliche Tätigkeit (ja, nein) und Einkommen (<= € 2500, > € 2500), Lage
von Wohn- und/oder Arbeits- bzw. Ausbildungsort relativ zum urbanen Zentrum
des Stadtkreises Stuttgart (innerhalb, ausserhalb), gegenwärtiger Mobilitätspraxis
beim Pendeln (vorwiegende Nutzung eines Pkw: ja/nein) und persönlicher öko-
logischer Norm (persönliche Verpflichtung zu umweltschonendem Mobilitätsver-
halten: ja, nein) auf die Gesamtnutzenwerte der Verkehrsmittelalternativen (Pkw,
ÖPNV, Shuttle) untersucht. Während Alter und Geschlecht weder als Haupteffek-
te (Alter: F(1,998) = 0.829, n.s., part. η2 = 0.001, Geschlecht: F(1,998) = 0.001, n.s.,
part. η2 = 0.000) noch in Interaktion mit dem Verkehrsmittelgesamtnutzen (Alter
x VMnutzen: T2[3,998] = 0.004, F[3,998] = 1.42, n.s., part. η2 = 0.004, Geschlecht x
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VMnutzen: T2[3,998] = 0.003, F = 0.90, n.s., part. η2 = 0.003) einen statistisch signi-
fikanten Einfluss hatten, interagierten (Aus-)bildungsniveau (Aus-)bildungsniveau
x VMnutzen: T2[3,992] = 0.010, F = 3.30, p = 0.02, part. η2 = 0.010), vollzeitliche
Berufstätigkeit (Berufstätigkeit x VMnutzen: T2[3,992] = 0.014, F = 4.64, p = 0.003,
part. η2 = 0.014) und Einkommen (Einkommen x VMnutzen: T2[3,992] = 0.008, F
= 2.68, p = 0.048, part. η2 = 0.008) statistisch signifikant mit dem Verkehrsmittel-
gesamtnutzen (Abbildung 5a, b, c). Ein höheres (Aus-)bildungsniveau und ebenso
eine nicht vollzeitliche Berufstätigkeit sind mit geringfügig, aber statistisch signi-
fikant höheren Gesamtnutzenwerten von Shuttle und ÖPNV assoziiert (Abbildung
5a, b). Auch die Höhe des Einkommens korreliert positiv mit dem Gesamtnutzen-
wert des Shuttle, allerdings nicht mit dem des ÖPNVs (Abbildung 5c). Außer dass
das Ergebnis für die Variable »vollzeitliche berufliche Tätigkeit« knapp unter die
Signifikanzgrenze fällt, bleiben die Ergebnisse in der reduzierten Stichprobe der
Pendler*innen in Reallife qualitativ erhalten.
Gemessen an dem Wert des Powerindikators »partielles η2« war der Einfluss
der Faktoren »persönliche ökologische Norm« und »gegenwärtige Mobilitätspra-
xis beim Pendeln« auf den Gesamtnutzen der virtuell zu Verfügung stehenden
Verkehrsmittel um eine Größenordnung stärker. Die Interaktion zwischen dem
Messwiederholungsfaktor Verkehrsmittel und dem Gruppierungsfaktor »persönli-
che ökologische Norm« war mit T2[6,1474] = 0.062, F = 7.57, p = 0.000, part. η2 =
0.030, statistisch signifikant, ebenso die Interaktion mit dem Gruppierungsfaktor
»aktuelleMobilitätspraxis« (T2[3,738] = 0.105, F = 25.88, p = 0.000, part. η2 = 0.095).
Je stärker ausgeprägt die persönliche ökologische Norm, sich nachhaltig fortzube-
wegen, desto geringer der subjektive Nutzen des privaten Pkw und desto stärker
der subjektive Nutzen des Shuttle und des ÖPNVs. Der Effekt ist am stärksten für
den Pkwund am schwächsten für denÖPNV; das Shuttle nimmt dieMittenposition
ein (Abbildung 6a). Vergleichbares gilt für die Variable »aktuelle Mobilitätspraxis«.
Ist diese am Pkw orientiert, ist auch im CBC-Experiment der Nutzen des Pkw eher
hoch und der von Shuttle und ÖPNV eher gering (Abbildung 6b). Die Triple-Inter-
aktion zwischen »Verkehrsmittel«, »aktuelle Mobilitätspraxis« und »Wohn- oder
Arbeitsplatz/Ausbildungsstätte im Stadtkreis Stuttgart« war ebenfalls signifikant
(T2[3,738] = 0.015, F = 3.62, p = 0.013, part. η2 = 0.014). Bei habituellen Nutzer*in-
nen von Alternativen zum PkwwarWohnen, Arbeiten und Lernen im urbanen Zen-
trum des Stadtkreises Stuttgartmit einer schwächeren Pkw-Nützlichkeit und einer
stärker ausgeprägtenNützlichkeit von Shuttle undÖPNV verbunden. Für habituel-
le Nutzer*innen des Pkw verhielt es sich umgekehrt.Wohnen, Arbeiten und Lernen
im Zentrum war mit größerer Pkw-Nützlichkeit und einer kleineren Nützlichkeit
von Shuttle und ÖPNV verbunden (Abb 6c).
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Diskussion der Befunde der vorliegenden Studie
Verkehrsmittel: stated and revealed preferences
Im CBC-Experiment wurden Präferenzen für Verkehrsmittel abgefragt; man
spricht von ›stated preferences‹. Entsprechen die stated preferences, die durch
Wahlwahrscheinlichkeiten gemessenen wurden, den Angaben der Proband*innen
zu ihren ›revealed preferences‹ für die von ihnen zum Pendeln tatsächlich benutzten
Verkehrsmittel? Und wie verhalten die stated preferences sich zu publizierten Schät-
zungen empirisch beobachtbaren Wahlverhaltens beim Pendeln? Zu beachten ist
hier allerdings, dass die Alternative On-Demand Ridepooling Shuttle, die zum
Befragungszeitpunkt in der Realität für die Region Stuttgart nicht zur Verfügung
stand (Heilig et al. 2018),2 vom Vergleich ausgenommen werden muss.
Die bei den Berufspendlern unter den Proband*innen registrierten Wahlwahr-
scheinlichkeiten waren für den privaten, alleine genutzten Pkw: P = 0.55, für den
ÖPNV: P = 0.15, für das On-Demand Ridepooling Shuttle: P = 0.27 und für ›keine‹: P
= 0.03. Diese Gruppe benutzte nach eigener Angabe zu 69 Prozent den Pkw und zu
17 % den ÖPNV. Suhr (2017) berichtet, dass laut Statistischem Bundesamt 68 Pro-
zent der Erwerbstätigenmit dem eigenen Pkw und 14 Prozent mit demÖPNV pen-
deln. In Baden-Württemberg entfallen auf die Pkw-Pendler*innen 70 Prozent und
auf die ÖPNV-Pendler*innen 13 Prozent (Bauer-Hailer 2019). Die Größenordnun-
gen scheinen übereinzustimmen und das lässt hoffen, dass mit P = 0.27 auch die
Schätzung des Nachfrage-Potentials für einen On-Demand Shuttle Service nicht
ganz falsch liegt.
Die Wahlwahrscheinlichkeit von P=0.27 für den On-Demand Shuttle legt na-
he, dass das On-Demand Ridepooling Shuttlesystem eine attraktive Alternative zu
den bisherigen zum Pendeln benutzten Verkehrsmitteln darstellen könnte. Dar-
über hinaus legt, unabhängig davon, ob man Differenzen oder Proportionen be-
trachtet, der Vergleich der Prozentwerte mit den CBC-Wahrscheinlichkeiten die
Hypothese nahe, dass die Pkw-Nutzer*innen vielleicht sogar eher als die ÖPNV-
Nutzer*innen auch den Shuttle wählen würden, eine ›Kannibalisierung‹ des ÖPNV
durch Einführung der Shuttles also nicht stattfinden würde.
Attribute und ihr Einfluss auf die Verkehrsmittelwahl
Welche Variablen determinieren den subjektiven Nutzen eines Verkehrsmittels
und, davon abgeleitet, die Präferenz für das Verkehrsmittel? Hier sind zwei Va-
riablenklassen zu unterscheiden, die im CBC-Experiment variierten Attribute der
2 Mittlerweile gibt es mit SSB-Flex ein On-Demand Shuttle Angebot für die Stadt Stuttgart,
das den ÖPNV ergänzt, jedoch noch nicht die Region bedient (SSB 2019).
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dargebotenen Verkehrsmittel (Fahrtzeit, Fahrtkosten, Parkgebühren, Fußwege,
Besetzungsdichte von Shuttle und ÖPNV, soziale Bewertung des Verkehrsmittels)
und die zur Bildung von Untergruppen verwendbaren soziodemographischen
und sozialkognitiven Variablen (Alter, Geschlecht, (Aus-)Bildungsniveau, Berufs-
tätigkeit, Einkommen, aktuell tatsächlich genutztes Verkehrsmittel beim Pendeln,
persönliche ökologische Norm). Die Attributausprägungen hatten ohne Ausnahme
einen statistisch signifikanten Effekt auf den subjektiven Gesamtnutzen (total
subjective utility) des jeweiligen Verkehrsmittels und damit auf die Verkehrsmittel-
wahl. Im Prinzip können sie daher als abstrakte Schablonen verkehrspolitischer
Maßnahmen verstanden und benutzt werden. Im Vergleich dazu sind Gruppen-
zugehörigkeiten nur schwer oder gar nicht zu ändern. Der Einfluss der Gruppie-
rungsvariablen auf die Verteilung des subjektiven Nutzens auf die Verkehrsmittel
wird am besten als Modulation des Einflusses der Attribute verstanden. Daher
sind die varianzanalytischen Haupteffekte der Gruppierungsvariablen auch nicht
von Interesse.
Nicht nur die im engeren Sinn ›ökonomischen‹ Attribute (Fahrtkosten,
Fahrtzeit, Parkplatzkosten) waren statistisch signifikant, sondern auch die ›psy-
chologischen‹ Größen (mit der Benutzung des Verkehrsmittels verbundene zu
Fuß zurückzulegende Entfernung (Komfort), verkehrsmittelspezifische Beset-
zungsdichte, soziale Bewertung des Verkehrsmittels). Die Daten zu Fahrtkosten,
Fahrtzeit und Parkplatzkosten bestätigen frühere, ebenfalls mit der CBC- bzw.
DCE-Methodologie gewonnene Befunde (e.g. Krueger et al. 2016; Qin et al.
2013) und weiten diese auf das Shuttle aus. Je geringer Fahrt- und Parkplatz-
kosten ausfallen und je weniger lang die Fahrt dauert, desto stärker ausgeprägt
ist der subjektive Nutzen des benutzten Verkehrsmittels. Mit Ausnahme der
Shuttle-Besetzungsdichte weisen auch die eher ›psychologischen‹ Attribute (Länge
der Fußwege, soziale Bewertung, ÖPNV-Besetzungsdichte) diesen durchgängig
monotonen Zusammenhang zwischen der Ausprägung des Attributs und dem
subjektiven Nutzen auf. Je kürzer die Fußwege, je positiver die soziale Bewertung
des Verkehrsmittels und je geringer die Besetzungsdichte im ÖPNV, desto größer
war dessen subjektiver Nutzen.
Unabhängig davon, ob man den Pkw, ein Shuttle oder den ÖPNV benutzt, wird
man zumindest ein paar Meter zu Fuß gehen müssen, um das gewünschte Ver-
kehrsmittel zu erreichen. Auch bei der Ankunft am Ziel wird man die letzten Meter
zu Fuß gehen müssen. Das kostet physische Anstrengung und Zeit und korreliert
daher negativ mit subjektiver Nützlichkeit. Auch für dieses Attribut bestätigt und
erweitert die aktuelle Studie ältere Befunde (Changjiang et al. 2010).
Auch die Daten zur sozialen Bewertung der Verkehrsmittel (durch Kolleg*in-
nen und Freund*innen) werden durch ältere Studien unterstützt. Bamberg und
Möser (2007) zeigen in einer Metaanalyse, dass soziale Normen eine bedeutsame
Rolle bei Entscheidungsprozessen für oder gegen umweltfreundliches Verhalten
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spielen. Soziale Normen haben sich auch bei der Adaptation neuer Technologien,
z.B. dem Kauf eines Elektroautos (Barth et al. 2016; Bobeth und Matthies 2018)
und der Verkehrsmittelwahl für öffentlichen Nahverkehr (Bamberg et al. 2007) als
wirksame Faktoren in Entscheidungsprozessen für nachhaltiges Mobilitätsverhal-
ten erwiesen.
Die Erhöhung der Besetzungsdichte imÖPNV von »die Hälfte der Sitzplätze ist
besetzt« bis »alle Sitz- und Stehplätze sind besetzt« geht mit einer Verringerung
des subjektiven Nutzens des ÖPNV einher. Je mehr Mitfahrer*innen im ÖPNV,
desto näher kommt man den anderen Fahrgästen und desto stärker wird Crow-
ding bzw. Nähestress wahrgenommen (vgl. Oberzaucher 2017). Bei der Shuttle-
Besetzungsdichte ergab sich ein umgekehrt U-förmiger Zusammenhang. Der ma-
ximale subjektive Nutzen wurde bei einer Besetzungsdichte von sechs erzielt, der
minimale bei einer Besetzungsdichte von acht. Die Besetzungsdichten zwei und
vier lagen dazwischen.
Ähnlich wie beim ÖPNV wird die maximale Besetzungsdichte negativ erlebt
und verringert entsprechend die Wahlwahrscheinlichkeit für den Shuttle. Aller-
dings kommt hier noch eine weitere Dimension des Crowdingerlebens ins Spiel.
Durch die Vorstellung, das Shuttle mit nur einer fremden Person zu teilen, könnte
neben Sicherheitsbedenken auch Crowding in dem Sinne, dass man auf engem
Raum im Shuttle zu sozialem Kontakt, insbesondere zu Gesprächen, ›genötigt‹
werden könnte antizipiert werden. Einen ähnlichen Effekt beschreibt Oberzaucher
(2017) für die räumliche Situation in einem ICE Sechserabteil. Durch die räumli-
che Nähe wird eine Intimität hergestellt, die soziale Interaktion nahezu ›erzwingt‹.
Viele Fahrgäste präferieren deshalb den anonymen Großraumwagen, in dem man
in der Masse leichter soziale Distanz für sich schaffen kann. Gleichzeitig könnte
aufgrund von persönlichen Sicherheitserwägungen eine Präferenz dafür vorhan-
den sein, das Shuttle mit mehr als nur einer fremden Person zu teilen. Allerdings
könnte sich dieses Optimum durch die gegenwärtig grassierende COVID-19 Pan-
demie verschoben haben.
Gruppenunterschiede
In Zielgruppenanalysen wiesen die Variablen »(Aus-)bildungsniveau«, »vollzeitli-
che Berufstätigkeit (ja, nein)«, »Einkommen«, »aktueller Mobilitätsmodus« (Pkw,
andere), »persönlicheNormhinsichtlich einer nachhaltigenMobilität« und »Wohn-
oder Arbeits-/Ausbildungsort im Stadtkreis Stuttgart (ja, nein)« einen statistisch
signifikanten Einfluss auf den subjektiven Gesamtnutzen der Verkehrsmittel und
damit auf die Verkehrsmittelwahl auf. Ein höheres (Aus-)bildungsniveau und eben-
so eine nicht vollzeitliche Berufstätigkeit resultierte in einem geringeren Pkw-Bias.
Im Umkehrschluss korrelierte die vollzeitliche Berufstätigkeit – genauso wie ein
höheres Einkommen –mit einem verstärkten Pkw-Bias. Hier spielt sicher auch ei-
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ne Rolle, dass man sich einen Pkw auch leisten können muss und dieser deshalb
gleichzeitig zum Statussymbol taugt (Steg 2005).
Die Variablen Alter und Geschlecht wurden in der Zielgruppenanalyse nicht
signifikant. Das ist im Fall der Altersvariablen besonders erstaunlich. Eine größere
Offenheit für Innovationen auf Seiten der Jüngeren wurde schon oft undmit Bezug
auf unterschiedliche Domänen berichtet (Nobis 2014). In Bratzel (2014) werden gut
ausgebildete und in urbanen Zentren lebende junge Erwachsene beschrieben, die
bereit scheinen, auf den Kauf eines Autos zu verzichten und für eine Innovation
wie ein On-Demand Ridepooling offen sein sollten.
Im CBC-Experiment wurden die Proband*innen aufgefordert, sich unabhän-
gig von ihrem realen Wohn- und Arbeits- bzw. Ausbildungsort eine virtuelle Fahrt
zur Zeit der morgendlichen Rush Hour von außerhalb der Stadt Stuttgart zu einem
Arbeits- oder Ausbildungsplatz im Zentrum der Stadt vorzustellen und auf Basis
dieser Vorstellung eine Entscheidung über das virtuell zu benutzende Verkehrsmit-
tel zu treffen. Wir untersuchten deshalb auch die Frage, ob nicht das von den Pro-
banden tatsächlich für Pendelfahrten benutzte Verkehrsmittel ihre Wahlantwort
im CBC-Experiment beeinflusste. Dies war tatsächlich der Fall. Pkw-Pendler*in-
nen zeigten im CBC-Experiment einen signifikant stärker ausgeprägten Pkw-Bias
als Nicht-Pkw-Pendler*innen. Für Pkw-Pendler*innen hat der Pkw anscheinend
einen subjektiven Nutzen, der durch die wohl eher negativen Rush Hour Erfah-
rungen (noch) nicht in Frage gestellt wird. Die Triple-Interaktion zwischen aktu-
ellem Mobilitätsmodus, Nähe zum Stadtkreis Stuttgart und virtueller Verkehrs-
mittelwahl bestätigt diese Hypothese. Den am stärksten ausgeprägten Pkw-Bias
wies die Gruppe der Pkw-Pendler*innen auf, die im Stadtkreis Stuttgart wohnen
und/oder arbeiten bzw. lernen. Den geringsten Pkw-Bias zeigten die Nicht-Pkw-
Pendler*innen, deren Wohn- oder Arbeits- bzw. Ausbildungsplatz im Stadtkreis
Stuttgart liegt.
Die stärkste Gruppierungsvariable in unserer Studie war die persönliche öko-
logische Norm, sich nachhaltig fortzubewegen. Je stärker ausgeprägt die persönli-
che ökologische Norm, desto geringer der subjektive Nutzen des privaten Pkw und
desto stärker der subjektive Nutzen des Shuttles und des ÖPNVs. Die persönliche
ökologische Norm hat sich sowohl im Bereich der Verkehrsmittelwahl als auch in
anderen Bereichen ökologischen Handelns als zentrale Einflussgröße auf die Ver-
haltensintention erwiesen (Bamberg und Möser 2007; Mack et al. 2019; Bamberg
et al. 2007). Unsere Ergebnisse unterstützen damit die bisherigen Forschungser-
gebnisse. Neuigkeitswert haben sie insofern, als stärker ausgeprägte persönliche
ökologische Normen hinsichtlich nachhaltigen Mobilitätsverhaltens und umwelt-
freundlicher Verkehrsmittelwahl auch die Verhaltensintention, einOn-DemandRi-
depooling Shuttle zuwählen, der elektrisch betriebenwird und geteiltes Fahren an-
bietet, positiv beeinflussen. Damit könnte die Gruppe der Verkehrsteilnehmer*in-
nen mit einer persönlichen ökologischen Norm hinsichtlich einer umweltfreundli-
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chen Verkehrsmittelwahl bei der Einführung von On-Demand-Ridepooling Shut-
tles für Pendlerwege aus der Region in die Stuttgarter Innenstadt eine ›early adop-
ter‹ Zielgruppe sein, für die man speziell und selektiv die Shuttles bewirbt, um
eine Nachfrage nach Shuttle Services zu generieren. Auch betriebliches Mobilitäts-
management könnte bei Mitarbeiter*innenmit einer ausgeprägteren persönlichen
ökologischen Norm ansetzen und On-Demand Shuttledienste, auch in Verbindung
mit demÖPNV, als ökologische Alternative zur individuellen PkW-Nutzung für den
Arbeitsweg herausstellen und betrieblich unterstützen.
Konklusion
Viele Städte und Kommunen müssen Lösungen für die zahlreichen Probleme er-
arbeiten, die zunehmende Staus, Luftverschmutzung durch Stickoxide und Fein-
staub, Lärmbelastung und CO2-Emissionen durch das hohe Aufkommen an mo-
torisiertem Individualverkehr verursachen. Im Prinzip könnte der motorisierte
Individualverkehr durch einen Ausbau des öffentlichen Transportsystems (Busse,
Straßenbahnen, U- und S-Bahnen und Züge) vermindert werden. Die Möglich-
keiten, räumliche und zeitliche Flexibilität zu erhöhen und die Überfüllung des
öffentlichen Transportsystems in Hauptverkehrszeiten zu reduzieren, sind aller-
dings limitiert. On-Demand Ridepooling Shuttlesysteme und damit auch geteil-
te Pendlerfahrten in einem Shuttle können einen Beitrag zur Entwicklung eines
nachhaltigen, multimodalen und vernetzten Verkehrssystems leisten und eine Al-
ternative zum individualisierten Automobilverkehr darstellen. In soziotechnischen
Transformationsprozessen wie dem ökologisch orientierten Umbau des Verkehrs-
systems ist es wesentlich, frühzeitig die Orientierungen und Perspektiven der Nut-
zer*innen des Systems kennen und respektieren zu lernen und die Nutzer*innen
im Sinne kooperativer Technikentwicklung an der Entwicklung und Ausgestaltung
des Systems zu beteiligen, damit eine nachhaltige Verkehrswende auch gelingen
kann. Die Ergebnisse unserer Studie legen nahe, dass das On-Demand Ridepoo-
ling Shuttle eine attraktive Alternative fürs Pendeln in der Region Stuttgart darstel-
len könnte. Sie geben wichtige Hinweise auf Zielgruppen, die On-Demand Ride-
pooling Shuttle bevorzugt nutzen würden, und auf präferierte Eigenschaften eines
On-Demand Ridepooling Shuttlesystems und seines Verkehrskontexts, die Ansatz-
punkte für kommunikative und verkehrspolitische Maßnahmen sein können.
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Tabellen
Tabelle 1: Die untersuchten Attribute von Pkw, Shuttle und ÖPNV und deren Ausprägungen
Attribute PKW Shuttle ÖPNFV
Fahrtkosten 2,00 €-10,00 € 2,00 €-10,00 € 2,00 €-10,00 €
Parkgebühren 0,00 €-10,00 € 0,00 € 0,00 €
Fahrtzeit 30min-90min 30min-90min 30min-90min
Fußwege 100m-1600m 100m-1600m 100m-1600m
Besetzungsdichte 1 Fahrer (Sie selbst) 2, 4, 6, 8
(von 8 Fahrgastplät-
zen besetzt)




3) alle Sitzplätze plus
1/2 der Stehplätze
besetzt
4) alle Sitz- und
Stehplätze besetzt.


















(Reine) Fahrtkosten, Parkgebühren (> € 0.00 nur beim Pkw), reine Fahrtzeit (incl. Parkplatz-
suchzeiten, Wartezeiten, Stauzeiten, Gehzeiten); Fußweg (m) zum Verkehrsmittel und vom
Verkehrsmittel zum Ziel, Besetzungsdichte (Skala verkehrsmittelspezifisch und > 1 nur bei
shuttle und ÖPNFV), soziale Bewertung (Kolleg*innen und Freund*innen bewerten dieses
Verkehrsmittel für den Arbeitsweg …).
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Tabelle 2a: Unterschiedlichkeit, ohne Reskalierung, der subjektiven Teilnutzen (part worths)
der Ausprägungen der untersuchten Attribute der Verkehrsmittel Pkw, Shuttle und ÖPNV




2.568 855.28 3 999 0.000 0.720
Fahrtkosten 2.474 823.82 3 999 0.000 0.712
Fahrtzeit 1.893 630.22 3 999 0.000 0.654








0.640 213.00 3 999 0.000 0.390
Soziale
Bewertung
0.558 185.94 3 999 0.000 0.358
Transport
Modus
0.148 74.16 2 1000 0.000 0.129
Tabelle 2b: Unterschiedlichkeit, nach Reskalierung, der subjektiven Teilnutzen (part worths)
der Ausprägungen der untersuchten Attribute der Verkehrsmittel Pkw, Shuttle und ÖPNV




3.298 1098.27 3 999 0.000 0.767
Fahrtkosten 3.169 1055.41 3 999 0.000 0.760
Fahrtzeit 1.964. 653.99 3 999 0.000 0.663








0.516 171.88 3 999 0.000 0.340
Soziale
Bewertung
0.466 155.07 3 999 0.000 0.318
Transport
Modus
0.067 33.41 2 1000 0.000 0.063
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Abbildungen
Abbildung 1: Baden-Württemberg: Land- und Stadtkreise
Das mit St bezeichnete Feld entspricht dem Stadtkreis oder der Stadt Stuttgart. Die Stadt
Stuttgart bildet zusammen mit den Landkreisen Böblingen, Ludwigsburg, Rems-Murr-Kreis,
Esslingen und Göppingen die Region Stuttgart.
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Abbildung 2: Beispiel eines choice set
Abbildung 3a: Sensitivitätsfunktion der ÖPNFV-Besetzungsdichte
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Abbildung 3b: Sensitivitätsfunktion der Shuttle-Besetzungsdichte
Abbildung 4: Der subjektive Gesamtnutzen der zur Auswahl angebotenen
Verkehrsmittel
Den Nutzenwerten von 1.18, 0.47, -0.11 und -1.60 für Pkw, shuttle, ÖPNV
und ›keine‹ entsprechen nach Gleichung (2) Wahlwahrscheinlichkeiten von P
= 0.55, 0.27, 0.15 und 0.03.
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Abbildung 5a: (Aus-)Bildungsniveau x Verkehrsmittelnutzen
In der Gruppe mit niedrigem (Aus-)Bildungsniveau weisen Pkw, shuttle,
ÖPNV und ›keine‹ Nutzenwerte von 1.207, 0.327, -0.147 und -1.689 auf. Die-
sen entsprechen nach Gleichung (2) Wahlwahrscheinlichkeiten von 0.5786,
0.2400, 0.1494 und 0.0320. In der Gruppe mit höherem (Aus-)bildungsni-
veau entsprechen den Nützlichkeitswerten 1.126, 0.583, -0.021 und -1.496
Wahrscheinlichkeiten von 0.5073, 0.2947, 0.1611 und 0.037.
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Abbildung 5b: Vollzeitliche Berufstätigkeit x Verkehrsmittelnutzen
In der Gruppe der vollzeitig Berufstätigen weisen Pkw, shuttle, ÖPNV und
›keine‹ Nutzenwerte von 1.271, 0.407, -0.113 und -1.238 auf. Diesen ent-
sprechen nach Gleichung (2) Wahlwahrscheinlichkeiten von 0.5703, 0.2404,
0.1429 und 0.0464. In der Gruppe der nicht vollzeitig Berufstätigen entspre-
chen den Nützlichkeitswerten 1.062, 0.503, -0.055 und -1.947 Wahrschein-
lichkeiten von 0.5132, 0.2935, 0.1680 und 0.0253.Abbildung 5c: Einkommen x
Verkehrsmittelnutzen.
Abbildung 6a: Aktuelle Mobilitätspraxis x Verkehrsmittelnutzen
MM: aktueller Mobilitätsmodus, VM: Verkehrsmittel im CBC-Experiment
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Abbildung 6b: Persönliche ökologische Norm x Verkehrsmittelnutzen
PN: persönliche ökologische Norm. VM: Verkehrsmittel im CBC-Experiment
Abbildung 6c: Aktuelle Mobilitätspraxis x Wohn- oder Arbeitsplatz/Ausbil-
dungsstätte im Stadtkreis Stuttgart x Verkehrsmittelnutzen
MM: aktueller Mobilitätsmodus, SKS: Wohn- und/oder Arbeits- bzw. Ausbil-
dungsort im Stadtkreis Stuttgart. VM: Verkehrsmittel im CBC-Experiment
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Es ist Zeit für bessere Ideen
Ein Aufruf zu mehr Partizipation in der Gestaltung sozialer
Serviceroboter
Astrid Weiss und Katta Spiel
Einleitung
In den letzten Jahren hat die Vision so genannter »social co-robots« (Riek 2013),
also koexistierende Roboter, die in enge Interaktion mit Menschen in deren so-
zialem Raum treten, durch technische Fortschritte wieder Auftrieb gewonnen und
das Interesse von Forschenden und Industrie geweckt. Nach Riek muss diese Art
von modernem sozialen Serviceroboter in einer bestimmten sozialen Umgebung
operieren können, eine physische Verkörperung und zumindest ein gewisses Maß
an Autonomie haben. Ihre Aufgabe besteht darin, mit Hilfe eines angenehmen
und selbsterklärenden Interaktionserlebnisses Menschen auf nützliche Weise in
Alltagsaufgaben zu unterstützen. Die technische Entwicklung derartiger Roboter
geht mit einer Reihe von Herausforderungen einher: So müssen koexistierende
soziale Serviceroboter beispielsweisemit sich dynamisch verändernden Umgebun-
gen zurechtkommen, Nutzer*innen unterscheiden können und das Einhalten so-
zialer Normen erlernen. Die bisherige Forschung zeigt weiters, dass ein erfolg-
reicher Adoptionsprozess sozialer Serviceroboter voraussetzt, dass Erwartungen
und Bedürfnisse von Nutzer*innen in der Gestaltung berücksichtigt werden (Ne-
ven 2010; Lee et al. 2016).
Aktuell bemühen sich immer mehr Forschungsprojekte darum, verschiedene
Interessengruppen in die Entwicklung von Robotern einzubeziehen, und zwar in
den sozialen Handlungsfeldern, in denen sie zum Einsatz kommen sollen. Im Be-
reich der sogenannten Pflegerobotik sind dies meist Senior*innen als mögliche
primäre Nutzer*innen, pflegende Angehörige als mögliche sekundäre Nutzer*in-
nen und Pflegepersonal als tertiäre Nutzer*innen und/oder Sprecher*innen für
die zu pflegenden Menschen. Bisher beschäftigte sich die Einbeziehung potenzi-
eller primärer Nutzer*innen jedoch vorrangig mit der Gestaltung des äußeren Er-
scheinungsbildes der Roboter (Lee et al. 2009; Sirkin et al. 2015; Weiss et al. 2015),
aber nicht auf die gesamtheitliche Konzeptionierung und Entwicklung der Anwen-
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dungsfälle,wie undwo soziale Roboter überhaupt zumEinsatz kommen sollen.Die
bisher dominante Vorgehensweise in der Entwicklung von Robotern ermöglichte
es Teilnehmenden oder Forschenden nur begrenzt, gemeinsam den Zweck eines
Serviceroboters für den konkreten sozialen Kontext zu entwickeln. Die Anwen-
dungsfälle, die wir in derMensch-Roboter-Interaktionsforschung beobachten, sind
seit den 1980er Jahren wiederkehrend dieselben: Roboter imMuseum, Roboter, die
in Krankenhäusern und Pflegeeinrichtungen patrouillieren, Roboter als haustier-
ähnliche Gefährten und Ähnliches. Die damit verbundenen Visionen und Narrative
für soziale Roboter sind weitgehend »ingenieurgetrieben« und durch technische
Machbarkeit motiviert (Cheon and Su 2016); sie beinhalten keine breitere Teilhabe
von Nutzer*innen und anderen Interessengruppen.
In diesem Kapitel plädieren wir demgegenüber für einen neuen Ansatz zur
Entwicklung sozialer Serviceroboter, bei dem eine partizipative Gestaltungskul-
tur mit der technischen Weiterentwicklung koexistierender sozialer Servicerobo-
ter verknüpft wird. Koexistierende soziale Serviceroboter sollen sowohl Problem-
lösungsfunktionen als auch einen größeren Nutzen im Vergleich zu kostengünsti-
geren Internet-der-Dinge-Geräten (bspw. intelligente Lautsprecher, Tablets usw.)
bieten, um erfolgreich in die Alltagswelt von Nutzer*innen integriert werden zu
können (de Graaf et al. 2017). Vor allem aber muss sich die Sozialität dieser Ro-
boter aus der Interaktion heraus entwickeln können (Chang and Šabanović 2015),
da eine reine Gestaltung sozialer Schlüsselreize (Breazeal 2004) für die Adoption
nicht ausreichend zu sein scheint. Wir schlagen stattdessen einen Ansatz vor, in
dem Forschende, Nutzer*innen und Roboter im Entwicklungsprozess miteinander
lernen. Die Grundlage dafür bieten unsere Erfahrungen in der Mensch-Roboter-
Interaktionsforschung aus zwei Projekten– IURO undHobbit –, in welchen soziale
Serviceroboter für zwei sehr unterschiedliche Anwendungsfälle anhand eines nut-
zungszentrierten Ansatzes entwickelt wurden. Anschließend skizzieren wir Ansät-
ze für eine gestaltungsoffene, demokratische Beteiligung in der Mensch-Roboter-
Interaktionsforschung, die die Gestaltung von sozialen Servicerobotern bereichern
kann.
Viel Information, wenig Partizipation
Die Forschung zu Mensch-Roboter Interaktionen (MRI) hat sich in den frühen
1990er Jahren entwickelt und widmet sich dem Verständnis, der Entwicklung und
der Bewertung von Robotersystemen für den Einsatz durch oder mit Menschen
(Goodrich and Schultz 2008). Forschende aus unterschiedlichen Disziplinen stei-
gen aufgrund unterschiedlicherMotivationen in diesen Forschungsbereich ein: Ro-
botiker*innen, die Roboter für spezielle Anwendungsbereiche bauen, in denen Ro-
boter mit Menschen in Berührung kommen, wollen diesen Interaktionsraum ge-
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stalten. Psycholog*innen wollen menschliche Reaktionen auf agentenähnliche Ro-
botersysteme verstehen. Die Motivation von Forschenden im Bereich der Kogni-
tionswissenschaften und der künstlichen Intelligenz liegt darin, Roboterplattfor-
men als Testumgebungen für ihre intelligenten Systeme zu verwenden (Dauten-
hahn 2013). Die Problemstellung, die alle Disziplinen gemeinsam bearbeiten, be-
schreiben Goodrich und Schultz (2008: 216) folgendermaßen: »The HRI problem is
to understand and shape the interactions between one or more humans and one
or more robots«.
Roboter und ihre Interaktionsmuster sind somit sowohl ein Ausdruck des ak-
tuellen Stands der Technik als auch eine technologische Antwort auf kontextuelle
Fragen. Ein Beispiel für ein typisches MRI-Projekt ist die Entwicklung eines Robo-
ters für Tourist*innen. Nach sorgfältiger Abwägung von Anforderungen verschie-
dener Interessengruppen und vorgesehener Nutzungskontexte (z.B. eines Muse-
um oder einer Innenstadt) sowie potenzieller Aufgaben (z.B. Kunstwerke erläu-
tern oder Besucher*innen von A nach B führen), bei denen ein Roboter hilfreich
sein könnte, werden viele Gestaltungsentscheidungen getroffen (wenn auch häu-
fig nur von Designer*innen und Entwickler*innen), um Tourist*innen und Rei-
seführer*innen bestmöglich zu unterstützen. Sobald eine prototypische Lösung
vorhanden ist, wird diese in Studien mit Vertreter*innen der Zielgruppen unter-
sucht. Relevant ist hierbei zu verstehen, dass der Prototyp nicht als richtig oder
falsch bewertet werden kann, sondern lediglich als mehr oder weniger geeignet
für die bestimmte Problemstellung und den definierten Anwendungskontext. Ein
prototypisches Roboterdesign ist demnach immer von seinem spezifischen Pro-
blemkontext, dem Reifegrad der integrierten Technologien, dem Design und den,
in die Entwicklung beteiligten Menschen, einschließlich der Forschenden, abhän-
gig. So sind beispielsweise SPENCER (Triebel et al. 2016), FROG (Karreman et al.
2015) und IURO (Weiss et al. 2015) allesamt Servicerobotermodelle für den öffent-
lichen Raum, die nach einem nutzungszentrierten Gestaltungsansatz entwickelt
wurden. Abbildung 1 veranschaulicht jedoch, dass sich, unabhängig davon, diese
Roboter sowohl in ihrem äußeren Erscheinungsbild als auch in den Interaktions-
paradigmenweitgehend unterscheiden, je nachdemwie es ihr spezifischer Anwen-
dungskontext und die darin involvierten Akteur*innen verlangten.
Nutzer*innen als Informant*innen
In jüngerer Zeit wird die Roboterentwicklung häufig durch nutzungszentrierteMe-
thoden unterstützt (z.B. Weiss et al. 2015; Karreman et al. 2015; Triebel et al. 2016;
Lee et al. 2009). Dazu werden Studien (einschließlich Umfragen, Interviews, Fo-
kusgruppen usw.) durchgeführt, um spezifische Nutzungsgruppen und ihre kon-
kretenNutzungskontexte zu verstehen. Ein häufig verwendeter Ansatz, der als ›hu-
man-translated‹ bezeichnet wird, besteht darin, potenzielle Interaktionsparadig-
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Abbildung 1: Drei Service Roboter gestaltet für den öffentlichen Raum:
Spencer (© 2016 KLM), FROG (© frogrobot.eu), IURO (© TUMünchen)
(vlnr.)
men durch Mensch-Mensch-Beobachtungsstudien zu erforschen und die Erkennt-
nisse auf das Verhalten des Roboters zu übertragen (Weiss et al. 2011b; Karreman
et al. 2012). Gründe für diesen Ansatz sind, dass wir mit zwischenmenschlichen
Verhaltensstrategien bereits vertraut sind (Breazeal 2004) und uns darauf intuitiv
beziehen können (Okuno et al. 2009). In diesen Studien sind die potenziellen Nut-
zer*innen jedoch reine Informant*innen ohne direkte und explizite Beteiligung am
Gestaltungsprozess. Zudem bezieht dieser Ansatz keine nichtmenschen-ähnlichen
Verhaltensweisen ein. Immer häufiger werden auch ethnographische Ansätze ein-
gesetzt, die sich auf die Identifikation interaktions-relevanter, kontextueller Para-
meter konzentrieren (z.B. Fink 2014; Šabanović et al. 2014; Yamazaki et al. 2012).
Aber auch die ethnographische Forschung betrachtet Nutzer*innen ausschließlich
aus der Perspektive der Forschenden (Forsythe 1999) und gibt Nutzer*innen keine
aktive Stimme im Gestaltungsprozess.
Eine der beliebtestenMöglichkeiten,Menschen in die Entwicklung von Service-
robotern einzubinden, sind Laborexperimente zur Evaluierung einzelner Funktio-
nalitäten (z.B. Mirnig et al. 2012a). In den letzten Jahren wurde es mehr und mehr
üblich, Vertreter*innen angenommener Nutzergruppen an diesen Experimenten
zu beteiligen (siehe als Beispiel Lammer et al. 2014). Zuvor wurden meist Studie-
rende als Teilnehmende eingeladen. In einem Experiment können die Teilnehmen-
den jedoch nur bestimmte, bereits entwickelte und von denMRI-Forschenden aus-
gewählte Merkmale bewerten. Auch in diesem Studienumfeld gibt es keine Mög-
lichkeit für Nicht-Forschende, neue Ideen zu entwickeln und einzubringen.
Vor allem in den Forschungsfeldern der MRI und der Sozialen Robotik wur-
de das Wissen darüber, wie man Roboter für Menschen entwerfen soll, bislang im
akademischen Feld generiert, statt Methoden für eine verstärkte Beteiligung von
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Menschen zu entwickeln, die diese Roboter später tatsächlich nutzen sollen. Lee
et al. (2017) diskutieren daher, ob die Expertise von Forschenden auf Kosten der
Einbeziehung der Perspektiven potenzieller Nutzer*innen und weiterer Interes-
sengruppen überbetont wurde. Forschende und Entwickler*innen lassen ihre ei-
genen Wertvorstellungen und Annahmen zu ›guter‹ Mensch-Roboter-Interaktion
in die Gestaltung der Systeme miteinfließen, allerdings ebenso in die empirische
Evaluierung dieser Systeme durch potenzielle Nutzer*innen (Cheon and Su 2016).
Beispielsweise führten tief verwurzelte, stereotype Bilder von älteren Erwachsenen
in der Entwicklung von Assistenzrobotern dazu, dass Senior*innen Roboter trotz
des von Entwickler*innen angenommenen potenziellen Nutzens ablehnten (Neven
2010). So wurden ältere Menschen von Forschenden als einsam und hilfsbedürftig
definiert und die Funktionalitäten der Roboter danach entwickelt. Senior*innen,
die an Studien teilnahmen, wollten diesen Stereotypen gezielt nicht entsprechen
und bewerteten den Roboter dementsprechend als »nicht für mich geeignet«.
Wann und wie kommen Nutzer*innen zu Wort?
Die Beteiligung von potenziellen Nutzer*innen an der Entwicklung sozialer Ro-
boter kann in verschiedenen Phasen erfolgen: (1) bei der Konzeptualisierung eines
neuen Roboters für soziale Dienste, (2) bei der Anpassung einer bestehenden Ro-
boterplattform oder dem Bau einer neuen für einen bestimmten Anwendungsfall,
(3) bei der Nutzung des Roboters im vorgesehenen Kontext.
In der Phase der Konzeptualisierung ist die Beteiligung von Nutzer*innen am
häufigsten anzutreffen. Potenzielle Nutzer*innen und weitere Interessengruppen
erhalten die Gelegenheit, ihre Gedanken und Meinungen zu äußern, um geeig-
nete Entwürfe und Verwendungen zukünftiger Roboter zu identifizieren. Um den
»idealen« Haushaltsroboter für ältere Erwachsene zu erforschen, führten Caleb-
Solly et al. (2014) z.B. Szenarien-basierte Workshops mit Einbindung von Nut-
zer*innen durch. Ein ähnlicher Ansatz wurde von Lee et al. (2012) gewählt, um
Gestaltungskonzepte für Haushaltsroboter zu entwickeln. Stollnberger et al. (2016)
beschreiben die Konzeptentwicklung eines Medizinrobotersystems im Projekt Re-
MeDi, bei der sie mit Ärzt*innen, Patient*innen und Assistent*innen zusammen-
arbeiteten. In der Konzeptualisierungsphase ist der Designraum am weitesten ge-
öffnet und wird lediglich von der Projektvision und weiteren Vorannahmen der
Forschenden begrenzt, daher ist die Beteiligung von Nicht-Forschenden hier am
einfachsten umsetzbar.
Wenn der Projektplan bereits eine bestehende Roboterplattform für die Ver-
wendung vorsieht, wie bspw. Care-O-Bot oder Pepper, besteht die Beteiligung von
Nichtforschenden meist darin, kontextuell angemessene Verhaltensweisen mitzu-
gestalten. Zum Beispiel führten Belpaeme et al. (2018) eine Reihe von Studien mit
Lehrer*innen und Kindern durch, um Interaktionsszenarien für Roboter-unter-
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stützten Unterricht mit dem Nao-Roboter zu entwickeln. Azenkot et al. (2016) ar-
beiteten mit sehbehinderten und blinden Menschen zusammen, um zu untersu-
chen, wie Roboter diese in Innenräumen führen können. Der Designraum ist in
dieser Phase somit sowohl durch die bestehende, im Voraus gewählte Roboterplatt-
form als auch durch die Projektvision der Forschenden begrenzt. Wenn neue Ro-
boter konstruiert werden, wird meist nach einer ersten Konzeptualisierungsphase
mit potenziellen Nutzer*innen und weiteren Interessengruppen ein erster Proto-
typ gebaut und dann mit repräsentativen Nutzer*innen im Labor auf bestimmte
Forschungsfragen hin untersucht. Alternativ werden nur einige Roboterteile ge-
baut oder funktionelle Szenarien implementiert und im Labor untersucht. Nach
einer Reihe von Laborstudien werden die daraus resultierenden Erkenntnisse ite-
rativ auf den Roboterentwurf übertragen und in die Konstruktion eines finalen
Prototypen integriert.
Eine weitere große Herausforderung für den Gestaltungsprozess stellt die tat-
sächliche Nutzung und Evaluierung der entwickelten Systeme in ihrem Anwen-
dungskontext dar. In dieser Phase fehlen uns noch die Methoden und Herange-
hensweisen dafür, Nutzer*innen ohne großes Vorwissen in die Anpassung, Pro-
grammierung und das Training von Robotern einzubeziehen. In dieser Phase wer-
den daher vorrangig Feldstudien zur Nutzbarkeit oder Akzeptanz durchgeführt
(Weiss et al. 2015; Bajones et al. 2019). Im Folgenden dienen uns die Projekte IURO
und Hobbit als Fallbeispiele, um die speziellen Herausforderungen für partizipa-
tive Gestaltung von sozialen Robotern aufzuzeigen.
IURO und Hobbit: Zwei Roboter mit unterschiedlicher Mission
IURO steht für Interactive Urban Robot (Interaktiver Stadtroboter). Dieser Robo-
ter wurde nach einem nutzungszentrierten Gestaltungsansatz im Rahmen eines
von der EU geförderten Projekts von 2010 bis 2013 entwickelt (Weiss et al. 2015).
Der Hauptanspruch des IURO-Projekts war die Entwicklung eines Roboters, der
selbständig von einem Startpunkt zu einem bestimmten Ort in einer öffentlichen
städtischen Umgebung navigieren kann, indem er Fußgänger*innen bittet, ihm
den Weg zu erklären. Der Roboter wird also in einer öffentlichen Umgebung ohne
vorherige topologische Information platziert und kannmit den Informationen, die
er ausschließlich aus der Interaktion mit Menschen erhält, zu einem Ziel navigie-
ren. Die Beteiligung von Nutzer*innen erfolgte in allen Phasen des Entwicklungs-
prozesses (siehe Tabelle 1) und es wurde versucht, die jeweiligen Erkenntnisse im
Spiralmodell der Soft- und Hardwareentwicklung zu berücksichtigen (siehe Abbil-
dung 2).
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Tabelle 1: Nutzer*innen-Beteiligung im IURO Projekt
Phase Design-Aspekt Methode
Konzeptualisierung Kontextverständnis Beobachtungsstudien (Weiss et al. 2011b;
Buchner et al. 2011)
Konzeptualisierung Erscheinungsbild Design-Workshop (Förster et al. 2011)
Konzeptualisierung Kommunikation Analyse menschlicher Dialoge (Gonsior et
al. 2011; Mirnig et al. 2011)
Implementierung Dialogmodell und
Feedbackmodalitäten
Laborexperiment (Mirnig et al. 2012a)
Implementierung Gesichtsausdrücke Laborexperiment (Gonsior et al. 2011b)
Implementierung Soziale Navigation videobasierte Studien und Experimente
(Carton et al. 2013)
Nutzung Technologieakzeptanz Feldversuch inkl. Umfragen, Interview, Ver-
haltensbeobachtung (Weiss et al. 2015)
Abbildung 2: Das Spiralmodell der Entwicklung des IURO Roboters
(Weiss et al. 2015)
Hobbit ist der Name eines Pflegeroboters, der wie ein Hobbit in Tolkiens »Herr
der Ringe Welt« im Verhältnis zu Menschen »halbhoch » sein sollte. Die Grundidee
des von der EU geförderten Projekts Hobbit (2011-2015) bestand darin, einen Ser-
viceroboter zu entwickeln, der es älteren Menschen ermöglicht, möglichst lange
in ihrem eigenen Zuhause leben zu können und sich dort sicher zu fühlen. Auch
dieses Projekt folgte einemnutzungszentriertenGestaltungsansatz.DieHauptauf-
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gabe des Roboters (siehe Abbildung 3 für die verschiedenen Entwicklungsstadien)
lag in der Vermittlung eines »Gefühls der Sicherheit und Unterstützung« und eines
Gefühls der Selbstwirksamkeit (Glaube an die Fähigkeit, unabhängig vom Roboter
noch selbst Aufgaben erledigen zu können). Folglich konzentrierten sich die Funk-
tionen des Roboters auf die Notfallerkennung (mobiles Navigieren und Erkennen
einer Unfallsituation), die Handhabung von Notfällen (beruhigende Dialoge, Kom-
munikation mit Angehörigen usw.) sowie auf Maßnahmen zur Sturzprophylaxe
(Objekte vom Boden aufheben, Transport von Kleinteilen, Suchen und Bringen von
Gegenständen und Erinnerungen an Arzttermine u.Ä.) (Bajones et al. 2018). Dar-
über hinaus wurden eine hohe Nutzbarkeit und Technologieakzeptanz sowie ein
angemessenes Maß an Erschwinglichkeit als Schlüsselkriterien für einen breiten
Erfolg des Roboters angesehen (Vincze et al. 2014).
Abbildung 3: Hobbit Roboter in verschiedenen Entwicklungsphasen: Kon-
zeptentwürfe, erster Prototyp für Laborstudie, zweiter Prototyp wie er in
Privathaushalten zum Einsatz kam (vlnr. © TUWien)
Wie bei IURO fand auch beim Hobbit-Projekt eine Einbeziehung potenzieller
Nutzer*innen in allen Phasen der Entwicklung statt (siehe Tabelle 2).
In beiden Projekten hatten potenzielle Nutzer*innen die Möglichkeit, ihre Ge-
danken über mobile Roboter auf der Straße oder einen Pflegeroboter für ältere
Menschen zu äußern. Allerdings war der Gestaltungsrahmen durch einige Projekt-
vorgaben bereits deutlich eingeschränkt, was die Entwicklung neuer Ideen betraf;
z.B. die Vorgabe, dass die Interaktion mit dem IURO-Roboter sprachbasiert er-
folgen soll oder der Hobbit-Roboter zur Sturzprävention Gegenstände vom Boden
aufheben können soll. Auch hatten die Nutzer*innen nur wenig Gelegenheiten, an-
dere für sie wichtigeThemen anzusprechen. Somit fungierten sie in erster Linie als
Informant*innen für das Forschungsteamundnicht alsMitarbeiter*innen, die sich
aktiv am Festlegen von Zielen oder am Entscheidungsfindungsprozess beteiligen
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konnten. Im Hobbit-Projekt wurde dies auch von einigen der Personen, die an ver-
schiedenen Aktivitäten teilnahmen, kritisch angemerkt. Unter anderem erwähnte
eine Teilnehmerin nach dem Laborexperiment, dass sie in einem der Workshops
angeregt hatte, dass der Roboter Fensterputzen und Blumen gießen können solle,
und fragte, warum dies offensichtlich niemand in der Entwicklung berücksichtigt
hat. Wichtig zu erwähnen ist, dass die Beteiligung nicht vorsätzlich beschränkt
wurde, sondern vielmehr aufgrund vonmethodischenHerausforderungen,wie wir
im nächsten Abschnitt darlegen.
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Laborexperiment mit Zielpopulation (Fi-
schinger et al. 2014 Lammer et al. 2014)
Nutzung Nutzungsfreundlichkeit,
Nutzungsakzeptanz
Feldversuch inkl. Umfragen, Interviews
und Loggingdaten (Bajones et al. 2019)
Partizipative Gestaltung in der Roboterentwicklung –
Die Herausforderungen
Partizipative Methoden in der Entwicklung sozialer Roboter findet man bisher
vorrangig in der Konzeptualisierungsphase und weniger, wenn es darum geht,
diese Konzepte tatsächlich umzusetzen. Daher fragen wir uns: Warum ist es so
schwierig, Nichtforschende an der Entwicklung sozialer Serviceroboter zu betei-
ligen? Im Folgenden benennen wir die besonderen Herausforderungen, die auch
wir in den Projekten IURO und Hobbit erlebt haben, und reflektieren, weshalb
eher ein »Nutzer*innen als Informant*innen-Paradigma« als ein gestaltungsoffe-
nes »Beteiligungs-Paradigma« vorherrscht.
Die grundlegende Herausforderung für die partizipative Gestaltung in der
Technologieentwicklung besteht darin, allen Teilnehmenden ein ausreichendes
technisches Grundverständnis zu vermitteln, damit sie sich aktiv am Ausge-
staltungsprozess beteiligen können. Frühere Arbeiten (z.B. Weiss et al. 2011a)
haben gezeigt, dass die Bewertung der erlebten Mensch-Roboter-Interaktion
durch den Grad der Beteiligung am Entwicklungsprozess beeinflusst wird. Die
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Bewertungen sozialer Serviceroboter durch Nichtforschende mit mangelndem
Technologieverständnis unterscheiden sich von jener durch Forscher*innen und
Entwickler*innen, deren Bewertungen von ihren wissenschaftlichen Paradigmen
und impliziten Roboter-Narrativen gefärbt sind.
Die Funktionsweisen von Technologien, die künstliche Intelligenz (KI) undma-
schinelles Lernen beinhalten, sind oftmals besonders schwer nachzuvollziehen.
Selbst erfahrene Forschende in diesen Bereichen können nicht vorhersehen,wie ei-
ne bestimmte algorithmische Lösung das Roboterverhalten beeinflussen wird. Aus
KI und maschinellem Lernen erfolgt immer, dass eine Technologie sich im Zuge
ihrer Nutzung verändert und an Umgebungsfaktoren anpasst; z.B. selbstfahren-
de Autos, die Objekte und die angemessene Reaktion auf diese im Straßenverkehr
erst erlernen müssen. Ein und derselbe Staubsaugerroboter wird beispielsweise
in zwei unterschiedlichen Haushalten unterschiedliche Bewegungsmuster erler-
nen. Teilnehmende eines Entwicklungsprojektes können Konzepte und deren Um-
setzung allerdings nur während des Projektzeitrahmens bewerten. Evaluierungen
stellen in diesem Sinne nie eine finale Bewertung eines sozialen Serviceroboters
dar. Eine gestaltungsoffene Teilhabe an der Entwicklung muss dementsprechend
Möglichkeiten bieten, Zukunftsszenarien zu diskutieren und zu bewerten, um auf
deren Grundlage zu Lösungen zu gelangen, die möglichst wenig unerwünschte
und unvorhersehbare Nebeneffekte mit sich bringen. Technologien auf der Basis
von maschinellem Lernen und KI müssen darüber hinaus trainiert werden, d.h.
den Robotern müssen immer wieder Umgebungen, Gegenstände, Situationen ge-
zeigt werden, damit sie dadurch lernen.Hierbei ist es schwer die Grenze zu ziehen,
wann Nutzer*innen das System aktiv trainieren oder lediglich damit passiv inter-
agieren.
Um eine gestaltungsoffene, demokratische Beteiligung in derMensch-Roboter-
Interaktionsforschung zu diskutieren, setzen wir uns im Weiteren mit drei spezi-
fisch sozio-technischen Herausforderungen auseinander:
(1) Das Narrativ des Serviceroboters bringt sehr viel »Gepäck« mit sich, sowohl für
potenzielle Nutzer*innen als auch für Forschende und Entwickler*innen.
(2) Ein Machtgleichgewicht zwischen Interessengruppen erfordert nicht nur, ein
breiteres Spektrum an Akteur*innen einzubinden, sondern auch Methoden zu
entwickeln, die alle befähigt Gestaltungsentscheidungen mitzutreffen.
(3) Der Roboter als autonomer, lernender Agent im sozio-technischen Netzwerk
muss stärkere Berücksichtigung finden. Da sein Verhalten sich mit der Zeit
verändert, ist es nicht vollständig vorhersehbar und kann nicht bis ins letzte
Detail geplant und gestaltet werden.
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Wir argumentieren, dass die erste Herausforderungmit den derzeitigenMethoden
der partizipativen Gestaltung schon sehr gut adressiert werden kann. Die zweite
und dritte Herausforderung bedarf unserer Meinung nach neuer Methoden und
gesamtheitlicherer Ansätze, um eine aktive Teilhabe zu ermöglichen.
Das Roboter-Narrativ
Damit Nutzer*innen sich konstruktiv am Entwurfsprozess sozialer Servicerobo-
ter beteiligen können, müssen sie ausreichend über die technologischen Möglich-
keiten und Limitierungen Bescheid wissen. Die erste Hürde stellt bereits der Be-
griff Roboter an sich dar. Selbst Robotiker*innen sind sich nicht darüber einig,
was einen Roboter ausmacht. Unter Forschenden und Entwickler*innen hört man
oft die Aussage »Ich erkenne einen Roboter, wenn ich einen sehe«. Dennoch ha-
ben Forschende aus den Bereichen Robotik, KI und Mensch-Roboter-Interaktion
in Entwicklungsprojekten einen ähnlichen Kenntnisstand über die einem interak-
tiven/autonomen System zugrunde liegenden Technologien, wie z.B. maschinelles
Sehen, Verhaltenskoordination, Lokalisierung und Kartierung etc., der anderen In-
teressengruppen fehlt.
Science-Fiction prägt Erwartungshaltungen
Für potenzielle Nutzer*innen hingegen dienen oft mediale Darstellungen in der
Populärkultur als Ausgangsbasis (Feil-Seifer and Mataric 2009; Kriz et al. 2010;
Bruckenberger et al. 2013), um Erwartungen an Roboter zu formulieren. Generell
sind Science-Fiction-Filme oft von der realen Wissenschaft inspiriert und haben
wiederum Wissenschaftler*innen dazu inspiriert, mit den fiktionalen Erfindun-
gen Schritt halten zu wollen (Lorencık et al. 2013). Dennoch sind sie kein Abbild
des aktuellen Stands der Technik und können somit unrealistische Erwartungs-
haltungen für Entwicklungsprojekte erzeugen.
Im Rahmen des IURO-Projekts (Bruckenberger et al. 2013), zeigten drei ver-
schiedene Studien, dass die mediale Darstellung fiktiver Roboter nicht nur die Er-
wartungen an den realen IURO-Roboter erhöhten, sondern dass die Teilnehmen-
den aufgrund dieser Darstellungen fraglos von einer zukünftigen Gesellschaft mit
Robotern ausgingen. Science-Fiction erschwerte also einerseits die Akzeptanz des
konkreten IURO-Roboters aufgrund von übersteigerten Erwartungshaltungen, eb-
nete aber andererseits auch den Weg für eine grundsätzliche Akzeptanz für den
zukünftigen Einsatz derartiger Serviceroboter. Diese Studien verdeutlichen somit,
dass es wichtig ist, potenzielle Nutzer*innen zu Beginn des Entwicklungsprozes-
ses mit moderner Robotertechnologie vertraut zumachen, um die Science-Fiction-
Voreingenommenheit zu reduzieren. Feldstudien mit dem IURO-Roboter konnten
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darüber hinaus zeigen, dass die direkte Interaktion mit dem Roboter zu einer po-
sitiveren Gesamteinstellung gegenüber Robotern beitragen konnte (Mirnig et al.
2012b). Ähnliche Erkenntnisse wurden auch mit dem Roboter-Hund AIBO gene-
riert (Bartneck et al. 2007).
Nicht nur Science-Fiction, sondern auch der unbewusste Vergleich mit Men-
schen kann zu unrealistischen Erwartungen an soziale Serviceroboter führen. Im
Gegensatz zu Robotern, können Menschen komplexere Fähigkeiten nur auf Basis
von bereits erworbenen Fähigkeiten erlernen. Ein Roboter hingegen kann eine für
den Menschen sehr anspruchsvolle Tätigkeit autonom ausführen, ohne vorab alle
für Menschen notwendigen Grundfähigkeiten erworben zu haben (Fischer 2006),
wie z.B. einen Dialog führen zu können, ohne die Grundlagen des Spracherwerbs
gelernt zu haben. Im IURO-Projekt konnten wir Anmerkungen von Teilnehmer*in-
nen der Feldstudien identifizieren, die ein ähnliches Unverständnis über das Fä-
higkeitsspektrum des Roboters zum Ausdruck brachten, wie z.B.: »Wenn der Ro-
boter autonom von A nach B navigieren kann, wie kann es dann sein, dass er nicht
weiß, wohin er fahren soll?« In der Vorstellung der Teilnehmenden war die autono-
me Navigation die komplexere Fähigkeit, als das Navigationsziel zu erkennen. In
ähnlicher Weise war es für die Teilnehmer*innen der Haushaltsstudie im Hobbit-
Projekt schwer nachzuvollziehen,warumder Roboter potenziell jedes beliebigeOb-
jekt vom Boden aufheben kann, aber nur zuvor gelernte Objekte autonom finden
und greifen kann.
Der Begriff Roboter
Die Beteiligung an der Entwicklung von Gestaltungsideen für »Technologien der
Zukunft« setzt auch eine gewisse Kompetenz aller Teilnehmenden voraus, sich
technisch machbare Zukunftsszenarien vorzustellen und die Vorschläge anderer
Teilnehmenden zu verstehen und zu würdigen. Klassische Methoden der parti-
zipativen Gestaltung wie Exkursionen (z.B. zu Robotikunternehmen), Szenarien-
entwicklung und Zukunftswerkstätten können dazu eingesetzt werden. Wenn das
Ziel jedoch ist, Zukunftsszenarien für Roboter zu entwickeln, bringt schon der Be-
griff einige Schwierigkeitenmit sich. ImHobbit-Projekt wurde daher ganz bewusst
der Begriff ›Roboter‹ in den Konzeptualisierungsworkshops vermieden (Huber et
al. 2014). Wir wollten Ideen für das Konzept des Roboters durch Assoziationsver-
fahren generieren, die nur den Begriff ›Helfer*in‹ verwendeten, um technologisch
gefärbte Assoziationen (z.B. durch Science-Fiction) zu vermeiden und den Gestal-
tungsspielraum zu Beginn möglichst offen zu halten. Handlungsleitend war die
Annahme, dass es Senior*innen leichter fallen würde, Überlegungen anzustellen,
sich eine*n perfekte*n Helfer*in für das Zuhause vorzustellen als einen Roboter, da
so Fragen der technologischenMachbarkeit zunächst ausgeklammert waren. Aller-
dings eröffneten wir mit diesem Ansatz auch einen technologisch unrealistischen
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Gestaltungsraum für das Projekt, der dann wiederum in technologische Machbar-
keit hätte übersetzt bzw. reduziert werden müssen. So sagte eine Teilnehmerin
im bereits zitierten Beispiel in der Konzeptualisierungsphase: »Dieser Helfer wird
meine Fenster putzen und meine Blumen gießen müssen«. Diese Fähigkeiten sind
technisch allerdings in einem dreijährigen Entwicklungsprozess kaum umzuset-
zen. Als die Teilnehmerin schließlich an einer Laborstudie mit dem ersten Pro-
totypen teilnahm, war ihre Enttäuschung über die tatsächlichen Fähigkeiten des
Roboters groß.
Situationen wie diese, die sich auch negativ auf die wahrgenommenen Teilha-
be der Nichtforschenden in einem Entwicklungsprozess auswirken, können ver-
mieden werden, wenn alle Teilnehmenden ein grundlegendes Verständnis von den
technischen Möglichkeiten aktueller Serviceroboter haben. Ein typischer Ansatz,
um das zu erreichen, ist es, Bilder oder Videos von Robotern als Diskussionsanstoß
zu zeigen. Im IURO-Projekt wurde dieser Ansatz gewählt, um den Teilnehmenden
eines Workshops zur optischen Gestaltung des Roboters eine Vorstellung davon zu
vermitteln, wie Roboter mit ähnlichen Funktionalitäten aktuell aussehen (Förster
et al. 2011). In ähnlicher Art haben auch Lee et al. (2017) in Workshops mit Seni-
or*innen Videos von existierenden Robotersystemen für die Altenpflege gezeigt,
um zu lernen, wie ältere Erwachsene diese Systeme interpretieren und bewerten.
Wizard-of-Oz – Von der bewussten Täuschung in Laborstudien
Prototypische Technologien werden in Laborstudien häufig mit dem sogenann-
ten Wizard-of-Oz-Verfahren (WoZ, nach dem gleichnamigen Film ›Der Zauberer
von Oz‹ 1939) getestet. In diesem Verfahren sitzt ein ›Wizard‹ in einem separaten
Raum, während Proband*innen mit dem Roboter interagieren. Der ›Wizard‹ star-
tet und beendet Interaktionssequenzen, die zwischen Roboter und Mensch ausge-
führt werden. Proband*innen bleiben dabei in dem Glauben, das System sei voll
autonom. Ursprünglich wurde diese Art von Setting für Studien zu sprachgesteu-
erten Systemen entwickelt, als diese noch vorrangig prototypisch ohne KI umge-
setzt wurden. Für Laborstudien zur Mensch-Roboter-Interaktion bietet WoZ den
Vorteil, dass Studien durchgeführt werden können bevor alle Bestandteile tech-
nisch funktionsfähig sind, die für eine autonome Interaktion notwendig wären.
Des Weiteren ist es möglich, Aspekte zu testen, die eventuell technisch noch gar
nicht autonom realisierbar sind. Vor allem aber kann eine standardisierte Laborsi-
tuation erzeugt werden, in der ein Roboter immer dieselben Aktionen ferngesteu-
ert ausführt. Der Anteil des Roboterverhaltens, der während der Studie gesteu-
ert wird und nicht autonom läuft, kann dabei stark variieren (Riek 2012). Unter
MRI- Forschenden gibt es ein Bewusstsein dafür, dass diese Steuerung eine Illusi-
on von Roboterintelligenz bedeutet, die auch ethische Risiken birgt. Unter ande-
rem kann WoZ unangemessene Erwartungen an Roboter bei Studienteilnehmen-
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den noch weiter verstärken (Riek and Howard 2014). Außerdem sind Ergebnisse
aus WoZ-Studien nicht immer direkt übertragbar in Situationen außerhalb des
Labors. Im IURO-Projekt wurde z.B. in einer WoZ-Laborstudie festgestellt, dass
die Teilnehmenden die Information des »Pointers« am Kopf des Roboters (siehe
Abbildung 6) als hilfreich für Wegbeschreibungen empfanden (Mirnig et al. 2012a).
Im späteren Feldversuch konnte jedoch kein einziger Blick von Teilnehmenden auf
den »Pointer« festgestellt werden und niemand erwähnte den »Pointer« in den In-
terviews nach der Interaktion (Weiss et al. 2015). Die Entscheidung, den »Pointer«
im finalen Roboterdesign beizubehalten, wurde demnach durch eine falsche Er-
wartungshaltung, generiert durch eine WoZ-Studie, motiviert.
Machtausgleich zwischen Interessengruppen – Ein Balanceakt
Die traditionelle Form der Beteiligung potenzieller Nutzer*innen an der Ent-
wicklung sozialer Serviceroboter als Informant*innen gibt diesen nicht die
Möglichkeit, ihren Wissensstand während der Projektlaufzeit an den der For-
schenden anzupassen (und vice versa). Dagegen werden Forschende im Zuge der
Interaktion mit dem Roboter immer kompetenter und fühlen sich in der Folge
eher dazu befähigt, Gestaltungsentscheidungen zu treffen. Jedoch fehlen ihnen
die Perspektiven potenzieller Nutzer*innen z.B. im Hinblick auf die Alltagstaug-
lichkeit eines Roboters; nichtsdestotrotz betrachten sie ihr Wissen als überlegen.
Dies wirkt sich meist auf Entscheidungen aus, insbesondere wenn Erkenntnisse
aus der Konzeptualisierungs- und Prototyping-Phase auf die Systemintegration
übertragen werden.
Die Dominanz von Hardware-Entscheidungen
Das persönliche Roboter-Narrativ von Forschenden und Entwickler*innen und ih-
re Interpretationen der Beiträge anderer Interessengruppen im Gestaltungspro-
zess haben einen starken Einfluss auf die tatsächliche Entwicklung eines Roboters.
Bei dessen Konstruktionmüssen fundamentale Entscheidungen getroffen werden,
die den weiteren Gestaltungsraum stark einschränken, z.B. mit welcher Sensorik
der Roboter ausgestattet wird. Da Nutzer*innen kaum in diese Entscheidungen
involviert werden, fehlt ihnen später bei der Teilnahme an Studien das Verständ-
nis für die Funktionsweise des Roboters. Des Weiteren ist anzumerken, dass alle
Konsequenzen, die diese Entscheidungen für die Mensch-Roboter-Interaktion mit
sich bringen, auch nicht von den Forschenden und Entwickler*innen vorhergesagt
werden können, sondern vieles auf wiederholten Versuchsverfahren basiert und
während der Entwicklung ausgetestet wird. Der Prozess, wann und wie Entschei-
dungen getroffenwerden,wird selten in denwissenschaftlichen Publikationen the-
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matisiert und dokumentieret; im Rahmen der hier diskutierten Fallbeispiele wur-
den sie aber immer von Forschenden und Entwickler*innen und ohne Beteiligung
anderer Interessengruppengetroffen. Das Phänomen, dass Designentscheidungen
oftmals nicht bewusst getroffen werden, sondern aus dem Prozess heraus entste-
hen, ist nicht neu in der Technologieentwicklung: »much of the value of prototypes
as carriers of knowledge can be implicit or hidden.They embody solutions, but the
problems they solve may not be recognized« (Stappers 2007: 77).
Im Hobbit-Projekt wurde beispielsweise eine Vielzahl von Entscheidungen für
die prototypische Umsetzung des Roboters von zwei Prämissen geleitet: (1) die Ge-
samtkosten des Roboters sollten niedrig bleiben; somit kamen nur bestimmte Sen-
soren in Frage, die Limitierungen mit sich brachten, (2) die Höhe des Roboters
sollte so gestaltet sein, dass eine Interaktion via Touchscreen sowohl im Stehen als
auch im Sitzen komfortabel möglich ist. Die Gestaltungsideen, die zu Beginn des
Projekts in partizipativen Designworkshops von potenziellen Nutzer*innen gene-
riert wurden, gerieten während des Prozesses immer mehr in Vergessenheit und
wurden als »nicht vereinbar mit der technischen Machbarkeit« eingestuft und da-
her nicht weiter berücksichtigt (siehe Abbildung 4).
Abbildung 4: Hobbit Sensoren Set-up: Die Höhe des Kopfes und
der Neigungswinkel, sowie die Breite des Torsos wurden maß-
geblich durch die Sensorabdeckung bestimmt. (de la Puente et al.
2014)
Auch im IURO-Projekt wurden die Gestaltungsideen, die mit potenziellen Nut-
zer*innen generiert worden waren (Förster et al. 2011), kaum auf den Prototypen-
bau angewendet. In einem Designworkshop zu Beginn des Projekts wurde von den
Teilnehmenden vor allem hinterfragt, ob der Roboter eine funktionale oder men-
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schenähnliche Gestalt aufweisen sollte. Es zeigte sich eine Tendenz zur Bevorzu-
gung eines nicht-anthropomorphen Designs. Die Teilnehmenden wünschten sich
einen Roboter mit einem tierähnlichen Kopf und nur einem Arm zur Objektma-
nipulation (siehe Abbildung 5). Die Design-Entscheidungen für den humanoiden
Kopf, die vierrädrige Plattform und die beiden gummiartigen »Dummyarme« wur-
den jedoch ausschließlich von Forschenden und Entwickler*innen getroffen, oft-
mals mit dem Argument, diese Entscheidungen seien notwendig, um die Funktio-
nalität des Roboters zu gewährleisten (siehe Abbildung 5).
Abbildung 5: Links: Ergebnis des IURO Designworkshops (Förster
et al. 2011); rechts: IURO Hardware Set-up (Weiss et al. 2015)
Die fehlende Beteiligung von potenziellen Nutzer*innen in der Umsetzungs-
phase führte auch in diesem Projekt dazu, dass manche Detailaspekte, wie der
Wunsch nach einem tierähnlichen Kopf verloren gingen. So wurde zum Beispiel zu
Beginn der Kopf des IURO-Roboters ohne weitere kritische Hinterfragung auf Ba-
sis eines schon existierenden prototypischen Kopfes mit tierähnlichen Merkmalen
entwickelt (EDDIE, siehe Abbildung 6, links). Als jedoch die Entscheidung getrof-
fen wurde, für den finalen Prototypen eine schönere Hülle zu schaffen, ging diese
frühere Designentscheidung verloren – vielleicht aufgrund der impliziten Vorstel-
lung der Entwickler*innen, dass Serviceroboter humanoide Gestaltungsmerkmale
aufweisen – und ein anthropomorpher Kopf wurde gestaltet (IURO, siehe Abbil-
dung 6, rechts). In ähnlicher Weise wurden auch andere Entscheidungen bei der
Konstruktion der Roboterplattform letztlich ausschließlich von den Forschenden
und Entwickler*innen getroffen, wie es von den Forschenden auch implizit in ei-
ner Publikation dargestellt wurde:
»As the robot did not need to be able to grasp or manipulate anything we decided
against equipping it with an arm with a pointing hand. Thereby, we wanted to
avoid wrong expectations if the robot had a hand, but would not be able to grasp
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with it. Instead, we used a pointer, mounted on the head of the robot, for indicat-
ing directions.« (Weiss et al. 2015: 45f.)
Abbildung 6: links: EDDIE Kopf mit »Pointer« (Mirnig et al. 2012a), rechts: IURO Kopf des
finalen Prototypen © 2013 Accrea.
Technische Perspektiven allein machen keinen Serviceroboter
Die Entwicklung sozialer Serviceroboter, die erfolgreich eingesetzt werden können
sollen, braucht mehr Blickwinkel als nur den technischen. In einem nutzungszen-
trierten Prozess werden typischerweise primäre Nutzer*innen einbezogen (Payr et
al. 2015). Daneben gibt es jedoch sehr viel mehr relevante Interessengruppen, die
einen wertvollen Beitrag zur Entwicklung sozialer Serviceroboter leisten könnten.
Im kürzlich abgeschlossenen EU-Projekt Responsible Ethical Learning With Ro-
botics (REELER) wurde das sogenannte Human-Proximity-Model erarbeitet. Dieses
Modell basiert auf ethnografischen Studien (Hasse et al. 2018) und listet drei re-
levante Interessengruppen auf, die aktiv an der Entwicklung von Servicerobotern
beteiligt werden sollten (siehe Abbildung 7).
Das Zentrum bilden hier die Entwickler*innen der Roboter. Diese setzen sich
zusammen aus Personen mit technischem Fachwissen, deren Aufgabe es ist, Ro-
boter ganz oder teilweise zu entwickeln (z.B. Maschinenbauer*innen, Informa-
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Abbildung 7: Das Human-Robot-Proximity-Model entwickelt im
REELER Projekt (https://reeler.eu, 16.12.20)
tiker*innen, Industriedesigner*innen), sowie Entscheidungsträger*innen, deren
Rolle darin besteht, den Rahmen für die Entwicklung festzulegen (z.B. Förderein-
richtungen, Regulierungsbehörden), aber auch Personen, die auf andere Weise die
Finanzierung und den Marktzugang erleichtern (z.B. Anwält*innen, Investor*in-
nen, Marketing- oder Public-Relations-Personen), und schließlich Personen mit
Expertise im Anwendungsbereich (z.B. ein Bauunternehmen oder Bauträger für
einen Industrieroboter oder ein*e Molkereibesitzer*in für einen Melkroboter).
Der mittlere Kreis besteht aus Vermittler*innen zwischen Entwickler*innen
und (direkten und indirekten) Anwender*innen von Robotern. Hier wird weiter
unterschieden zwischen Vermittler*innen, die im Namen von Anwender*innen
sprechen (z.B. das Pflegepersonal, das im Namen der Patient*innen spricht) und
Vermittler*innen, die im Namen von Entwickler*innen sprechen und meist ei-
nen interdisziplinären, sozialwissenschaftlich geprägten Hintergrund in Mensch-
Roboter-Interaktionsforschung haben.
Den äußersten Kreis desModells bilden direkt oder indirekt betroffene Anwen-
der*innen, also Personen, die den Roboter direkt nutzen (bedienen oder mit ihm
interagieren) werden (z.B. Patient*innen, die einen Rehabilitationsroboter benut-
zen) oder die mit dem Roboter indirekt in Berührung kommen und von ihm be-
troffen sind (z.B. Familienmitglieder, die Patient*innen bei der Benutzung eines
Rehabilitationsroboters helfen, oder Pflegepersonal, das mit einem Reinigungsro-
boter interagiert). Indirekt betroffen können auch Personen sein, die den Roboter
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wahrscheinlich nie direkt bedienen, benutzen oder mit ihm interagieren werden,
aber dennoch von ihm betroffen sein können (z.B. Physiotherapeuten, deren Tä-
tigkeitsprofil sich durch den Roboter ändert).
Eine derart breit angelegte Beteiligung ist jedoch selten in Entwicklungspro-
jekten. Im IURO-Projekt wurden Interessengruppen über direkte Anwender*innen
hinaus gar nicht in Betracht gezogen. Die grundlegende Herausforderung bestand
schon in der Definition der direkten Anwender*innen, da der Projektanspruch dar-
in bestand, einen Roboter für »potenziell jede*n Passant*in auf der Straße« (Weiss
et al. 2015) zu entwickeln. Diese Definition ist eine immer wiederkehrende Her-
ausforderung für die Entwicklung von Servicerobotern, die als Führer*in von Be-
sucher*innen (Triebel et al. 2016) oder Tourist*innen (Karreman et al. 2012) oder
als Empfangs- und Informationsschalterroboter (Lee et al. 2010) gedacht sind. Im
IURO-Projekt führte dies zu der Entscheidung, dass alle Proband*innen ohne Vor-
erfahrung in Robotik für eine Einbindung als Nutzer*innen geeignet sind. Work-
shops und andere Anforderungsstudien können jedoch, realistisch betrachtet, die-
se Bandbreite an Vielfalt nicht abbilden. Vielmehr wurde aus der Not eine Tugend
gemacht und eine willkürliche Stichprobe in der Münchener Fußgängerzone (wo
der Roboter final evaluiert wurde) als angemessen betrachtet.Umdie Schwierigkeit
der Definition von direkten Anwender*innen abzufedern, wurde früh im Projekt
entschieden, mit Personas (Nutzermodelle, die Personen einer Zielgruppe in ihren
Merkmalen charakterisieren) und Szenarien zu arbeiten (Zlotowski et al. 2011), die
basierend auf vorherigen Studiendaten entwickelt wurden, aber von den Annah-
men und Interpretationen der Forschenden geprägt und nicht gemeinsammit den
Nutzer*innen entworfen wurden.
Im Hobbit-Projekt wurde bereits eine größere Bandbreite an Interessengrup-
pen involviert. Es wurden sowohl direkte und indirekte Anwender*innen beteiligt
als auch Anwendungsvermittler*innen aus der Gerontologie. Es wurden ebenso
Entscheidungen durch Standardisierungs- und Zertifizierungsaspekte beeinflusst,
wie z.B. der Verzicht auf die Integration einer Gehhilfe (wie eine Rollatorfunktion
oder einen intelligenten Spazierstock), da dies den Roboter zu einem Medizinpro-
dukt gemacht hätte, das höhere Standardisierungsanforderungen hätte erfüllen
müssen.
Ein Akteur, der unserer Meinung nach noch viel zu wenig Beachtung in partizi-
pativen Methoden der Mensch-Roboter-Interaktionsforschung erfährt, obwohl er
einen maßgeblichen Teil des sozio-technischen Gefüges darstellt, ist der Roboter
selbst als nichtmenschlicher, lernender Agent. In der Forschungsgemeinschaft des
partizipativen Design wird KI bereits als eine neue Art von Design-Material ange-
sehen, das gestaltet werden kann (Holmquist 2017). Ähnlich wie Holz, das verarbei-
tet wird, kann sich auch KI nach »Fertigstellung« eines Artefakts weiter verändern.
Da wir davon ausgehen, dass Roboter ihre soziale Nützlichkeit aus der Interaktion
mit Nutzer*innen und deren sozialemKontext generieren, sollten sie unseremVer-
118 Astrid Weiss und Katta Spiel
ständnis nach als nichtmenschliche Akteure in einem wechselseitigen Lernprozess
intensiver mitgedacht werden, wie wir später noch ausführen werden.
Der adaptive Roboter – Das sich immer weiter entwickelnde System
Viele Probleme und Anwendungen von Servicerobotern sind zum Zeitpunkt ihrer
Konstruktion nicht vollständig vorhersehbar und ergeben sich auch durch die In-
teraktion mit Nutzer*innen. Ein adaptives System kann demnach nie vollständig
ausgestaltet sein; es bleibt variabel. In der Forschungsgemeinschaft des partizipa-
tiven Designs spricht man in diesem Zusammenhang von der Notwendigkeit von
Meta-Design (Fischer und Giaccardi 2006). Dazu versucht man in interdiszipli-
nären Teams ein ganzheitliches sozio-technisches Umfeld zu entwickeln, in dem
Menschen Systeme während ihrer Nutzung weiter gestalten können, anstatt kon-
textlose Technologien zu konzeptionieren.
Soziale Serviceroboter müssen als offene Systeme gedacht werden, die von ih-
ren Nutzer*innen modifiziert werden können, da sie sich an den jeweiligen Inter-
aktionskontext anpassen müssen. Dafür müssen zwei unterschiedliche Zeitachsen
berücksichtigt werden: der Lebenszyklus eines einzelnen Roboters (ontogenetisch)
und die aufeinander folgenden Lebenszyklen verschiedener Generationen von Ro-
botermodellen/-prototypen (phylogenetisch) (McGinn 2019). Ontogenetische Ver-
änderungen der Interaktion (aufgrund von maschinellem Lernen, Verbesserung
der Software, Hinzufügen von Hardwaremodulen usw.) sind eine Herausforde-
rung, die bisher kaum in Roboterprojekten bedacht wurde. Bisher konzentrierte
sich die Beteiligung von Nutzer*innen hauptsächlich auf die Erforschung der Rol-
len, die Roboter in Zukunft spielen könnten (Huber et al. 2014) und aus dieser Per-
spektive auf Aspekte des Erscheinungsbildes (Förster et al. 2011), der multimodalen
Kommunikation (Mirnig et al. 2011) oder sozialer Navigationsstrategien (Carton et
al. 2013), ohne die Adaptivität eines lernenden Roboters zu diskutieren oder in der
Gestaltung zu berücksichtigen. In Zukunft wird es jedoch notwendig sein sicher-
zustellen, dass das Erscheinungsbild dem Verhaltensrepertoire und den Funktio-
nalitäten des Roboters entspricht und die Zeitachsen der weiteren Entwicklung zu
berücksichtigen, damit sich die kognitiven und interaktiven Fähigkeiten von Ro-
botern im Laufe der Zeit für die Nutzer*innen nachvollziehbar anpassen (Tapus et
al. 2007).
Roboter lernen, wenn sie genutzt werden
Im IURO-Projekt wurde der Aspekt des Lernens von Forschenden nur im Hinblick
darauf berücksichtigt, dass der Roboter von Fußgänger*innen »lernt«, wie er im
öffentlichen Raum navigieren kann, und dass für den Algorithmus wertvolle und
wertlose menschliche Angaben (z.B. widersprüchliche Wegbeschreibungen) iden-
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tifiziert werden. Nichts davon wurde jedoch mit Anwender*innen diskutiert, die
sich dieser Aspekte höchstwahrscheinlich nicht bewusst waren. Die Nutzer*innen
wurden während der Integration der ersten Prototypen sogar eher als ›Sensorrau-
schen‹ und damit nicht als Partner*innen in der Interaktion, sondern als ambiva-
lente Eingabequelle betrachtet.
Im Hobbit-Projekt haben Forschende und Entwickler*innen die notwendige
Adaptivität des Roboters durch Parameter definiert: Je nach Einstellung dieser Pa-
rameter war Hobbit eher passiv oder proaktiv, indem er Nutzer*innen z.B. nach
längeren Pausen aufforderte, wieder in Interaktion zu treten. Diese Parameter
wurden allerdings nicht gelernt, sondern von Entwickler*innen vorab definiert.
So sollte der Roboter sich z.B. nach einer Untätigkeit von »x« Stunden proaktiv
nähern und eine der Unterhaltungsfunktionen vorschlagen (Bajones et al. 2018).
Technisch gesehen war es bereits eine Herausforderung, diese Parameter in das
autonome Roboterverhalten zu integrieren. Wie sich diese Parametrisierung auf
das tatsächliche Roboterverhalten in den Haushaltsstudien auswirken würde, war
auch für die Entwickler*innen nicht vorhersehbar. Doch auch dieser Parameter-
Ansatz hätte mit Nutzer*innen gemeinschaftlich definiert werden können, um das
Roboterverhalten schon vor der Durchführung von Haushaltsstudien transparen-
ter zu machen.
Autonomes Roboterverhalten als »Blackbox«
Die Unvorhersagbarkeit des tatsächlichen Verhaltens eines autonomen Servicero-
boters stellt eine der größten Herausforderungen dar. Selbst für Entwickler*innen
ist es aufgrund der steigenden Komplexität nichtmehrmöglich, genau zu erklären,
warum und wie eine KI das tut, was sie gerade tut. Daher ist es umso relevanter,
Nutzer*innen die Möglichkeit zur Kontrolle über das System zu geben (Holmquist
2017). Um aktive Teilhabe im Entwicklungsprozess überhaupt möglich zu machen,
müssen Nutzer*innen verstehen, wie die Maschine lernt, wie sie trainiert wird
und welche Auswirkungen dieses Training auf die Interaktion hat. Ein Interakti-
onsparadigma in derMensch-Roboter-Interaktion ist das Learning-by-demonstration
(Weiss et al. 2009) oder Learning-by-imitation (Alissandrakis et al. 2011). Dabei lei-
tet der Roboter eine Strategie ab, die auf einer oder mehreren Demonstrationen
von Nutzer*innen basiert (Argall et al. 2009). Dieser Ansatz wird von Robotiker*in-
nen als sehr geeignet angesehen, um der Notwendigkeit Rechnung zu tragen, dass
zukünftige Serviceroboter ständig von ihrer (sozialen) Umgebung lernen und sich
anpassen müssen.
Die Herausforderung für partizipative Entwicklungsprojekte im Hinblick auf
die Adaptivität des Roboters besteht daher darin, dass das Erscheinungsbild und
das Verhalten des Roboters im Entwicklungsprozess zwar nur für die aktuelle
Version ausgestaltet werden kann, aber dabei der gesamte Lebenszyklus mitge-
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dacht werden muss, um eine langfristige Nutzung überhaupt zu ermöglichen.
Eine gestaltungsoffene und -sensible Technologieentwicklung, in der Menschen,
Sozialsysteme und technologische Entwicklung als zusammenhängend und
sich wechselseitig bedingend betrachtet werden, wird in der Mensch-Roboter-
Interaktionsforschung schon länger gefordert (Šabanović 2010), allerdings ist ihre
Umsetzung immer noch sehr anspruchsvoll und auch ressourcenintensiv. Im
Folgenden stellen wir unsere Ideen für mehr aktive Beteiligung und gegenseitiges
Lernen aller Teilnehmenden in Roboterprojekten dar und geben Handlungsemp-
fehlungen, wie diese zukünftig zur Anwendung kommen können.
Mehr partizipative Teilhabe in der Roboterentwicklung – Nur wie?
Den Kern einer gestaltungsoffenen Beteiligung von potenziellen Nutzer*innen und
weiteren Interessengruppen an der Technologieentwicklung bildet das gemeinsa-
me Lernen sowie der Abbau sozialer Hierarchien zwischen den beteiligten Grup-
pen (Bannon and Ehn 2012). Die Idee ist eine Verschiebung vom Modell der Nut-
zer*innen als Informant*innen, zu einer aktiven undmaßgeblichen Beteiligung. In
jüngster Zeit finden wir vermehrt partizipatorische Ansätze auch in der Roboter-
entwicklung (Lee et al. 2017); die Schwierigkeit dabei stellt allerdings die gleichbe-
rechtigte Beteiligung in allen Entwicklungsphasen dar, wie wir es auch in unseren
eigenen Projekten feststellen konnten.
In der Konzeptualisierungsphase des Hobbit-Projekts wurde versucht, in De-
signworkshops mit älteren Erwachsenen zu lernen, was sinnvolle Nutzungsmög-
lichkeiten für den Roboter sein könnten (Körtner et al. 2012; Frennert et al. 2012).
Allerdings ging die aktive Beteiligung der Senior*innen in den späteren Entwick-
lungsphasen immer weiter zurück bis sie nur noch Proband*innen in Labor-und
Feldstudien waren.Wir gehen wie Lee et al. (2017) davon aus, dass die aktiveMitge-
staltungsmöglichkeit die Chancen für einen erfolgreichen Adoptionsprozess sozia-
ler Serviceroboter in unserem Alltag erhöht, da die entwickelten Lösungen eher als
sinnvoll und nützlich wahrgenommen werden. Forschungsprojekte, die komplexe
soziale Serviceroboter hervorbrachten, wie IURO, Hobbit, SPENCER und FROG
konzentrierten sich in erster Linie darauf, technische Anforderungen zu erfüllen,
damit diese Roboter in menschlichen Umgebungen autonom funktionieren kön-
nen. Nutzer*innen werden dabei als wertvolle Informant*innen betrachtet, um
dies zu ermöglichen. Dennoch kommt keiner dieser Roboter (oder ähnliche kom-
merzielle Abwandlungen davon) bisher tatsächlich zum Einsatz. Das liegt unseres
Erachtens nicht nur daran, dass diese Roboter noch zu kostspielig für den Alltag
oder technisch nicht robust genug sind, sondern auch daran, dass es ihnen an
wahrgenommener Nützlichkeit fehlt.
Mit welchen Beteiligungsmethoden kann es also besser gelingen, als nützlich
bewertete soziale Serviceroboter zu entwickeln? Unserer Analyse nach müssen da-
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zu drei Kernkriterien erfüllt sein: (1) ein ausbalanciertes Kräfteverhältnis zwischen
Forschenden, Nutzer*innen und weiteren Interessengruppen, (2) die stärkere Be-
rücksichtigung von Robotern als nichtmenschliche lernende Agenten im Gestal-
tungsprozess, (3) die Betrachtung der Sozialität eines Roboters als Ergebnis von
Interaktion, die nicht durch Schlüsselreize determiniert werden. Basierend darauf
geben wir im Folgenden Handlungsempfehlungen für (1) aktuelle Entwicklungs-
projekte und (2) für Projekte, die in Zukunft mit fortgeschrittener technischer Rea-
lisierbarkeit konzeptualisiert werden könnten.
Was wir jetzt gleich tun können …
Wie wir gesehen haben, sind Diskrepanzen zwischen erwarteten und tatsächlichen
Fähigkeiten von Robotern oft im populär geprägten Roboter-Narrativ begründet.
Abhilfe schaffen könnte hier eine Methode des inkrementellen, partizipativen Roboter-
designs. Hierbei würden nicht erst integrierte Prototypen mit Nutzer*innen evalu-
iert, sondern einzelne Funktionalitäten. Dabei könnten in Studien mit repräsenta-
tiven Nutzer*innen auch gleichzeitig Trainingsdaten für den Roboter gesammelt
werden. Durch diesen engeren Bezug würden Nutzer*innen auch besser nachvoll-
ziehen können, wie sich die Komplexität und Funktionalität des Roboters entwi-
ckelt und wie unterschiedliche technische Designentscheidungen einander beein-
flussen. Im Hobbit-Projekt hätten wir das beispielhaft folgendermaßen umsetzen
können: Wenn man den Roboter gerufen hat, musste er zu Nutzer*innen hinfah-
ren und in angemessener Distanz stehen bleiben. Um das robust zu entwickeln,
wurden viele Stunden lang im Labor Tests gemacht, in denen Forschende Nut-
zer*innen nachstellten und diese Situation wieder und wieder wiederholten, um
die autonome Navigation zu optimieren, z.B. für verschiedene Lichtverhältnisse,
unterschiedlich große Personen, in Röcken oder Hosen etc. Nutzer*innen könn-
ten in diese Testphasen eingebunden werden und dadurch viel über das Verhalten
des Roboters lernen. Zugleich würde der Roboter Trainingsdaten durch repräsen-
tative Nutzer*innen erhalten. Wie auch Lee et al. (2017) festhalten, kann eine ak-
tive Beteiligung nur dann erzielt werden, wenn sich der Wissensstand zwischen
Forschenden und Nutzer*innen über mehrere Sitzungen hinweg allmählich etwas
angleicht. Diese Art des inkrementellen, partizipativen Designs kann auch das Ver-
trauen der Nutzer*innen in ihren Beitrag zur Entwicklung des Serviceroboters er-
höhen. Forschende haben zudem mehr Möglichkeiten, die Vorschläge anderer In-
teressengruppen einzubeziehen.
Ein inkrementeller, partizipativer Prozess ermöglicht darüber hinaus, dass
Nutzer*innen lernen, das Roboterverhalten vor allem im Fehlerfall besser zu
verstehen. Um bei dem Beispiel zu bleiben, würden Nutzer*innen lernen, welche
technischen Ursachen bestimmten Fehlern zugrunde liegen und weshalb der
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Roboter z.B. gar nicht erst los fährt, auf halbem Weg stehen bleibt, Nutzer*innen
nicht findet etc. Ebenso würden sie lernen, welche Möglichkeiten der Korrek-
tur es im Fehlerfall gäbe (z.B. den Vorhang zuziehen, wenn es zu hell ist; den
Roboter wieder in die Ladestation schieben, damit er sich neu orientieren kann
etc.). Studien haben gezeigt, dass Erklärungen und Problemlösungsvorschläge in
solchen Situationen dazu beitragen können, das Vertrauen in den Roboter und
die Interaktion aufrechtzuerhalten (Bajones et al. 2016; Tolmeijer et al. 2020).
Ebenso kann ein inkrementeller, partizipativer Gestaltungsprozess genutzt wer-
den, um kontextspezifische Darstellungsweisen zu finden, wie ein Roboter seinen
Systemzustand im Falle eines Fehlers selbst erklären kann, damit dieser von
Nutzer*innen behoben werden kann. Es liegt auf der Hand, dass nicht für alle
potenziellen Fehler geeignete Erklärungen mit Nutzer*innen entwickelt werden
können, da autonomes Verhalten immer Unvorhersehbares hervorbringt, aber
dennoch könnte dieser Ansatz Interaktionsstörungen und -abbrüche zwischen
Robotern und Nutzer*innen reduzieren und das Vertrauen in die Technologie
erhalten (Tolmeijer et al. 2020).
Nutzer*innen sollten jedoch nicht nur in die Testung der Roboterfunktiona-
litäten einbezogen werden, sondern auch in das Programmieren und Einlernen
neuer Fähigkeiten für spätere Nutzungsphasen. So wurde z.B. das iCustomPro-
gramme (Chung et al. 2016) als ein System zur Programmierung sozial interakti-
ver Verhaltensweisen für Serviceroboter entwickelt. Mit einer Reihe von Studien
konnten Chung et al. (2016) die Nützlichkeit ihres Systems in der Praxis zeigen. In
ähnlicher Weise entwickelten Saunders et al. (2015) eine Schnittstelle, die das Ein-
lernen neuer Fähigkeiten eines Serviceroboters für technische Laien ermöglichen
sollte. Solche Schnittstellen könnten es verschiedenen Interessengruppen ermög-
lichen, sich aktiv an der Gestaltung des Robotersystems zu beteiligen, sowohl in
der Implementierungs- als auch in der Nutzungsphase. Derartige Ansätze werden
auch als »co-learning« und »reablement« (Saunders et al. 2015) bezeichnet; Nut-
zer*innen sollen die Möglichkeit haben, die Interaktion durch die eigene Nutzung
eines Roboters zu gestalten. Die Auseinandersetzung mit einem Roboter dient da-
bei auch einer Verstärkung der vermehrten Nutzung im Alltag:
»Thus, rather than passively accepting imposed solutions to a particular need, the
user actively participates in formulating with the robot their own solutions and
thus remains dominant of the technology and is empowered, physically, cogni-
tively, and socially.« (Saunders et al. 2015: 27)
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Wie Projekte der Zukunft aussehen könnten …
Wie in der Einleitung erwähnt, rückte die Vision koexistierender Roboter erst kürz-
lich wieder stärker in den Fokus der wissenschaftlichen Aufmerksamkeit (Riek
2013). Das Konzept an sich ist in der Robotikforschung nicht neu, jedoch wird die
damit verbundene Komplexität für das Interaktionsdesign immer deutlicher. Da-
bei stellt sich die Frage, wie wir die Interaktionmit einer Technologie, die sich über
die Zeit durch ihre Nutzung verändert und einen hohen Grad an Personalisierung
für unterschiedliche Nutzer*innen verlangt, vorausplanen können. Gerade das da-
für notwendige wechselseitige Lernen zwischen Nutzer*innen und Forschenden,
aber auch das Lernen der Roboter stellt eine der größten Herausforderungen dar,
da sich die Art und Weise, wie Menschen lernen, grundlegend von den derzeitigen
Techniken der KI und des maschinellen Lernens unterscheidet. Bereits 2004 stellte
Dautenhahn (2004) dazu die Vision von »heranwachsenden Robotern« vor. Sie argu-
mentierte, dass längerfristig nützliche multifunktionale Serviceroboter nicht auf
einem eingebauten festen Repertoire an Verhaltensweisen beruhen können, son-
dern die persönlichen Präferenzen von Nutzer*innen erlernen müssen, mit denen
sie interagieren. Dautenhahn plädiert für einen »Entwicklungspfad«, auf dem Ro-
boter wie in Mensch-Hund-Beziehungen sozialisiert werden, sodass gewisserma-
ßen der Serviceroboter wie ein Hundewelpe durch seine Beziehung zu einemMen-
schen zu einem wertvollen Haushaltsmitglied wird. Um dies zu erreichen, schlägt
sie einen 3-Phasen-Plan vor, der sich unserer Meinung nach mit einer zukünftigen
Methodik für aktive Teilhabe in der Roboterentwicklung verbinden ließe:
Phase I: Aneignung von Hintergrundwissen – Diese Phase kann mit der Konzep-
tualisierungsphase verbunden werden. Hier geht es darum, Anforderungen an
den Roboter zu identifizieren und auf der Forschung zu erfolgreicher Mensch-
Roboter-Interaktion aufzubauen, wobei Dautenhahn (2004) anerkennt, dass die
Erforschung des Designraums wahrscheinlich nie abgeschlossen sein wird. Im
Sinne eines gestaltungsoffenen Designprozesses sollte in dieser Phase besonderes
Augenmerk auf die unterschiedlichen Erwartungshaltungen aller Interessengrup-
pen gelegt werden.
Phase II: Sozialisierung im Labor – In dieser Phase wird ein erster Prototyp ent-
wickelt, um die Standardeinstellungen für sein Verhaltensrepertoire festzulegen
(Dautenhahn 2004). Dautenhahn schlägt für diese Phase vor, dass Roboter durch
»Robotertrainer*innen« sozialisiert werden können, d.h. dass in einem Training
dem Roboter grundlegende Verhaltensweisen beigebracht werden. In unserem
Verständnis von aktiver Teilhabe sind diese Trainer*innen Forschende und Ent-
wickler*innen, die den eigentlichen Nutzer*innen zur Seite stehen, Robotern
neue Funktionalitäten einzulernen. Dieses Training kann als eine technologische
Erweiterung des inkrementellen, partizipativen Designs verstanden werden. Tech-
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nologisch vielversprechende Ansätze hierfür sind wie bereits erwähnt »learning-
by-demonstration« oder »learning-by-imitation« (Argall et al. 2009).
Phase III: Personalisierung – In dieser Phase wird der Roboter für seinen Zielkon-
text personalisiert, z.B. eine Familie, ein Pflegeheim, eine Schule usw. Der Robo-
ter muss die verschiedenen Personen, ihre Routinen usw. erlernen. Das Ergebnis
dieses Prozesses ist laut Dautenhahn:
»…even two robots of the same ›breed‹ that leave the laboratory with identical behavioral
default settings, will over time develop into individualized machines, machines with a unique
personality« (Dautenhahn 2004: 21).
In dieser Phase sollten Nutzer*innen schon viel über die grundlegende Robo-
terfunktionalität erlernt haben, um den Roboter eigenständig personalisieren zu
können. Gerade für diese Phase werden Meta-Design-Richtlinien (Fischer und Gi-
accardi 2006) in der Methodik für die aktive Teilhabe relevant sein. Diese Richt-
linien beschäftigen sich damit, wie lernende und sich verändernde Technologien
gestaltet werden können, damit Nutzer*innen sie langfristig nutzen können. Die
Sozialität und Nützlichkeit eines Roboters sollten sich schließlich in dieser Pha-
se durch die eigentliche Nutzung entwickeln und nicht durch vordefinierte, vom
Menschen implementierte, soziale Schlüsselreize (siehe auch Chang und Šabanović
2015).
Unsere Handlungsempfehlungen für eine gestaltungsoffene aktive Beteiligung
in aktuellen und zukünftigen Entwicklungsprojekten können nicht alle Schwierig-
keiten lösen. Allerdings wird eine gestaltungssensible Stärkung der Beteiligungs-
prozesse (1) das Wissen von Nutzer*innen über die Technologie erhöhen, (2) das
Kräfteverhältnis zwischen Nutzer*innen und Forschenden und weiteren Interes-
sengruppen ausgleichen, sowie (3) Robotik für Nutzer*innen transparenter ma-
chen und ihnen eher ein Gefühl von Kontrolle über ein System geben, wenn sie in
die Gestaltung der Lernalgorithmen und die Personalisierung des Roboters invol-
viert sind.
Fazit
In den letzten JahrenwurdenNutzer*innen undweitere Interessengruppen immer
stärker in den Entwicklungsprozess sozialer Serviceroboter eingebunden, dennoch
ist meist zu beobachten, dass Forschende und Entwickler*innen Nutzer*innen
eher in einer passiven Rolle als Informant*innen sahen und die Einstellung hatten,
dass diese zuerst »kluge Nutzer*innen« werden müssten, um mit den entwickel-
ten Systemen erfolgreich zu interagieren.Mit der rasanten technischenWeiterent-
wicklung in der Robotik und KI-Forschung entstehen jedoch neue Chancen für eine
konstruktivere Partizipation in der Entwicklung sozialer Serviceroboter (Lee et al.
2017). Daher plädieren wir für eine enge Zusammenarbeit und ein wechselseitiges
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Lernen aller Interessengruppen, um nützliche Serviceroboter zu entwickeln, die
tatsächlich in sozialen Kontexten funktionieren. Unsere skizzierten Anforderun-
gen für eine Neuausrichtung dieser Beteiligung sowie die Handlungsempfehlun-
gen, wie diese in aktuellen und zukünftigen Forschungsprojekten erreicht werden
könnte, können dabei als Basis für inter- und transdisziplinäre Entwicklungspro-
jekte dienen.
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Versprechen, Visionen und Wege des digitalen Planens und
Bauens
Kathrin Braun und Cordula Kropp
Damit das Bauwesen den Herausforderungen der Zukunft gerecht wird und nach-
haltige, nutzergerechte und bezahlbare Gebäude in ausreichender Menge zur Ver-
fügung stellt, muss sich vieles ändern. Denn die Bauindustrie befindet sich einer
Mehrfachkrise: einer Produktivitäts-, Qualifikations- und Rentabilitätskrise, aber
auch einer Ressourcen-, Nachhaltigkeits- und Vertrauenskrise, um nur einige zu
nennen. In dieser Situation versprechen digitale Technologien neuartige Möglich-
keiten und Wege für ein zukunftsfähigeres Bauschaffen. Die digitale Transforma-
tion, die auch in Deutschland zunehmend an Fahrt gewinnt, stellt die Branche
vor große Herausforderungen, bietet jedoch auch enorme Potenziale, deren Er-
schließung die Bauwirtschaft in die Lage versetzen kann, ihre Krisen zu bewältigen
und darüber hinaus einen Beitrag zur Lösung drängender Menschheitsprobleme
zu leisten. So jedenfalls die Erwartung zahlreicher Akteur*innen in Wissenschaft,
Politik, Wirtschaft und Zivilgesellschaft.
Allerdings wird die digitale Durchdringung des Bauwesens durchaus ambiva-
lent bewertet und löst sowohl Hoffnungen als auch Befürchtungen aus. Aus Sicht
der Bauschaffenden besteht also Grund genug, sich mit den Potenzialen und Vor-
aussetzungen sowie den voraussichtlichen Implikationen für die Zukunft der Be-
triebe der Branche, der Professionen oder auch der individuellen Lebens- und Ar-
beitsperspektiven auseinanderzusetzen. Über die Baubranche hinaus geht es um
gesellschaftliche Herausforderungen von weitreichender Relevanz, die nach gesell-
schaftlicher Reflexion und demokratischer Gestaltung verlangen.
1 Die Forschung für diesen Beitrag wurde gefördert durch die Deutsche Forschungsgemein-
schaft (DFG) im Rahmen der Exzellenzstrategie des Bundes und der Länder – EXC 2120/1 –
390831618. Die empirischen Daten für diesen Beitrag wurden im Rahmen des Projekts »Co-
design from architectural, historical and societal perspectives« im Exzellenzcluster Integrated Com-
putational Design and Construction for Architecture (IntCDC) von Yana Boeva, Kathrin Braun und
Cordula Kropp erhoben. Ein Großteil der Interviews wurde von Yana Boeva durchgeführt.
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Der Bausektor istmit ca. 6 Prozent der globalen Bruttowertschöpfung einer der
größten Einzelsektoren der Weltwirtschaft (BBSR 2019: 11). In Deutschland zähl-
te die Baubranche im Jahr 2018 2,5 Mio. Erwerbstätige, trug mit 5,3 Prozent zur
Bruttowertschöpfung bei und ist damit der sechstgrößte Wirtschaftszweig (BMAS
2019: 5; 12). Über die wirtschaftlichen Kennzahlen hinaus prägt die Gestaltung der
gebauten Umwelt die gesellschaftlichen Wohn-, Lebens- und Arbeitsverhältnisse.
Menschen inmodernen Gesellschaften verbringen den Großteil ihres Lebens in ge-
schlossenen Räumen2. Eine vorausschauende Planung, die der Diversität der Be-
völkerung Rechnung trägt und den Bedürfnissen verschiedener gesellschaftlicher
Gruppen, wie z.B. Kindern und alten Menschen, Menschen mit Behinderungen,
großen Familien oder Alleinlebenden, gerecht wird, muss dem subjektiven Sicher-
heitsempfinden gerecht werden, Teilhabechancen bieten und den gesellschaftli-
chen Zusammenhalt stärken. Gebäude können die Lebensqualität verbessern oder
verschlechtern,Menschen isolieren oder zusammenbringen, vielfältige Formen des
sozialen Zusammenlebens ermöglichen oder behindern. Unsere gebaute Umwelt
trägt somit in vielen verschiedenen Weisen zu unserem Leben und Zusammenle-
ben bei.
Nicht zuletzt muss sich die Baubranche ihrer Verantwortung in der globalen
Umwelt- und Klimakrise stellen und eine Transformation in Richtung Nachhal-
tigkeit vollziehen. 2018 gingen 36 Prozent des globalen Endenergieverbrauchs und
39 Prozent der globalen energie- und prozessbezogenen CO2-Emissionen auf den
Sektor Bauen und Gebäude zurück (Global Alliance for Buildings and Construction
and International Energy Agency and the United Nations Environment Program-
me 2019: 9). Eine Trendwende ist bislang nicht zu erkennen. Gleichzeitig erwarten
die Vereinten Nationen, dass sich der Gebäudebestand der Welt bis 2050 verdop-
peln wird (United Nations 2019). Die Bauindustrie steht also global betrachtet vor
der Herausforderung, lebenswerte Räume für eine wachsendeWeltbevölkerung zu
schaffen und gleichzeitig Emissionen, Abfallproduktion und Ressourcenverbrauch
drastisch zu reduzieren.
Wo aber und von wem werden die Entwicklungspfade der Bauindustrie und
die möglichen Bauwelten der Zukunft diskutiert? Bislang erfahren die aktuellen
Herausforderungen und Transformationsprozesse der Branche nicht die ihrer Be-
deutung angemessene öffentliche Aufmerksamkeit, nicht zuletzt, weil das enor-
me Transformationspotenzial neuer Bauweisen kaum bekannt ist. Da Planen und
Bauen jedoch von existenzieller Bedeutung für das menschliche Zusammenleben
2 Im bau- und planungsbezogenen Diskurs ist immer wieder die Aussage zu finden, »der
Mensch« verbringe rund 90 Prozent seines Lebens in geschlossenen Räumen (bspw. Bun-
desBauBlatt 2013). Diese Aussage wird jedoch nie mit einer Quellenangabe versehen. Es ist
daher völlig unklar, auf welche Untersuchung in welchem Zeitraum und welchem geografi-
schen Raum sie sich bezieht.
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sind und umwälzende soziotechnische Transformationen wie die Digitalisierung
des Bauwesens mit weitreichenden gesellschaftlichen Folgen einhergehen, sollten
sie Gegenstand gesellschaftlicher Reflektion und demokratischer Gestaltung sein.
Welche Fragen wären hier zu stellen, welche Probleme zu behandeln und wie kön-
nen wir uns ihnen nähern?
Demokratische Technikgestaltung in Bezug auf die Digitalisierung des Planens
und Bauens kann, so unser Argument, nicht sinnvoll innerhalb eines konzeptionel-
len Rahmens begriffen werden, in dem »die« Digitalisierung, je nach Sichtweise,
entweder »die« Lösung oder »das« Problem darstellt. Vielmehr ist es notwendig,
zunächst zu fragen, welche Formen und Wege der Digitalisierung zu betrachten
sind,was diese fürwen und inwelchemKontext bedeuten,welche Versprechungen,
Erwartungen und Befürchtungen mit ihnen verbunden sind, mit welchen wirt-
schaftlichen, politischen oder professionellen Strategien sie sich verknüpfen und
mit welcher Durchsetzungs- und Deutungsmacht diese ausgestattet sind.
»Die« Digitalisierung gibt es nicht
Digitalisierung des Planen und Bauen meint Verschiedenes. Die unter dem allge-
meinen Etikett »digitale Transformation« propagierte Nutzung digitaler und ins-
besondere computerbasierter algorithmischer Möglichkeiten eröffnet soziotechni-
sche Zukünfte, die weit über die seit den 1970er Jahren vorangetriebene Umwand-
lung von analogen Informationen in digitale Formate hinausgehen und die operati-
ven Praktiken des Bauens und der Ressourcennutzung viel unmittelbarer betreffen.
Die vonMario Carpo (2017) als »zweite digitale Wende« bezeichneten, heute disku-
tierten Spielarten der Nutzung digitaler Werkzeuge für das Entwerfen und Bau-
en verdanken sich neuartigen Möglichkeiten durch maschinelles Lernen und er-
heblich gewachsene Rechnerkapazitäten. In dieser zweiten Welle, so Carpo, schaf-
fe die Architektur auf Basis der Nutzung großer Datenmengen sowie der Fähig-
keit von Computern, diese Daten zu filtern und daraus gleichermaßen simulierte
wie physische Gebäude zu erzeugen (3D-Druck), neue Bauwelten. Diese zeichnen
sich aus durch ungekannte Skalierungsmöglichkeiten sowie neue Berechnungs-,
Kalkulations- und Denkweisen für komplexe Entwurfs- und Bauprozesse, in denen
alle Elemente in kybernetischen Feedbackprozessen miteinander kommunizieren.
»Solche Prozesse sind freilich mit der Hand nicht mehr kontrollierbar, sondern
nur mit dem Rechner, weil jede lokale Änderung eines einzigen Elements globa-
le Auswirkungen auf das Gesamtsystems hat«, schreibt Hovestadt schon 2008 mit
Blick auf die neuartigen architektonischen Möglichkeiten (Hovestadt 2008: 11). Sie
eröffnen außerdem revolutionäre Möglichkeiten der demokratischen Mitsprache.
Während viele unter der Digitalisierung des Bauens aber vor allem die digi-
tale Modellierung der Bauwertschöpfungskette und ihre datenbasierte Koordina-
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tion und Kontrolle verstehen, denken andere vor allem an eine Automatisierung
modularer Bauprozesse in Analogie zum Fahrzeugbau. Wiederum andere sehen
hochkomplexe ikonische Gebäude als Resultat digital gestützter, parametrischer
Entwurfstechniken und noch andere denken an die Nutzung umweltschonender
Material- und Bausysteme durch computerbasierte Konstruktionsmethoden. Zwi-
schen manchen dieser Visionen liegen (Bau-)Welten, andere ähneln oder überlap-
pen sich. Was eine Wunschvorstellung für die einen ist, kann für andere ein Alb-
traum sein. Welche Visionen der Zukunft des Bauens in welchem Maße Definiti-
onshoheit gewinnen, welche Innovationspfade weitergeführt, welche verkümmern
oder sich schließen werden, ist derzeit noch nicht mit Sicherheit abzuschätzen.
Verschiedene soziotechnische Zukünfte sind möglich und ihre Chancen auf Reali-
sierung werden nicht zuletzt von gesellschaftlichen Prioritätensetzungen und Pro-
blemwahrnehmungen bestimmt sowie von der Durchsetzungsmacht soziotechni-
scher Visionen im Rahmen ungleicher gesellschaftlicher Kräfteverhältnisse.
Die Bedeutung solcher Visionen lässt sich gut mit dem von Sheila Jasanoff und
anderen entwickelten Begriff der sociotechnical imaginaries greifen (Jasanoff undKim
2009; 2015; Konrad und Böhle 2019; Sismondo 2020). Jasanoff und Kim verstehen
sociotechnical imaginaries als
»collectively held, institutionally stabilized, and publicly performed visions of de-
sirable futures, animated by shared understandings of forms of social life and so-
cial order attainable through, and supportive of, advances in science and technol-
ogy.« (Jasanoff 2015: 4)
Sociotechnical imaginaries sind wirkmächtige Leitvorstellungen davon, wie wissen-
schaftliche und technologische Entwicklungen zukünftig zu einem guten gesell-
schaftlichen Zusammenleben beitragen können und beitragen werden, insbeson-
dere im Wettstreit mit den Forschungs- und Entwicklungsvorstellungen anderer
Staaten oder Wirtschaftsräume. Beispiele solcher Vorstellungen, die als »Infra-
strukturen der Vorstellung und Planung von Zukünften« (Sismondo 2020: 505)
technologiepolitische Entscheidungen vorzugeben scheinen, wären etwa die Idee
»Industrie 4.0« (Meyer 2019) oder »fourth industrial revolution (4IR)« (Schiolin
2019), oder auf Ebene der EU das Projekt der »knowledge-based bioeconomy« (Levi-
dow et al. 2012).
Wissenschaftlich-technischer Wandel und gesellschaftliche Ordnungsprojek-
te sind in diesem Konzept eng miteinander verbunden und bringen sich inter-
dependent hervor. Sie sind nicht das Werk begabter Marketingspezialisten allein,
obwohl diese an ihrer Herausbildung beteiligt sein können, sondern emergieren
aus den Deutungsangeboten verschiedener relevanter Akteursgruppen vor dem
Hintergrund kollektiv geteilter Ziele, Wünsche und Hoffnungen sowie materiel-
ler Möglichkeiten und Widerstände. Soziotechnische Imaginationen werden dis-
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kursiv in öffentlichkeitswirksamen Berichten, Empfehlungen und Narrativen über
wissenschaftlich-technisch mögliche und wünschbare Zukünfte verbreitet.
Die Digitalisierung des Planens und Bauens ist Gegenstand von Visionen und
Leiterzählungen in diesem Sinne. Wichtig ist, dass sich hinter Slogans wie »know-
ledge-based bioeconomy«, »Industrie 4.0« oder eben »digitales Bauen« unterschiedli-
che Vorstellungen verbergen, die auf unterschiedliche Zukünfte abzielen und mit-
einander um gesellschaftliche und politische Unterstützung konkurrieren. Sozio-
technische Imaginationen sind also veränderliche, normativ aufgeladene, kollektiv
geteilte, zukunftsbezogene Vorstellungen, die –und dies ist wichtig –mögliche Zu-
künfte nicht nur ausmalen, sondern deren Realisierung auch beeinflussen. Sie wir-
ken performativ auf Prozesse der Forschung und Technologieentwicklung, der In-
novation, des politischen Agenda Settings, der Regulierung und Implementierung
wissenschaftlich-technischer Projekte ein. Sie können eine wichtige Rolle in der
Öffnung oder Schließung unterschiedlicher Entwicklungspfade spielen, indem sie
Ressourcen mobilisieren, Allianzen zwischen verschiedenen Akteursgruppen stif-
ten, Forschungsfelder definieren, Ziele veranschaulichen sowie Schritte und Maß-
nahmen spezifizieren und dadurch die Möglichkeiten der Gestaltung soziotechni-
scher Zukünfte strukturieren.Visionen sind konstitutive Elemente dieser Imagina-
tionen. Nicht jede individuelle Vision ist bereits eine soziotechnische Imagination,
aber Visionen können zu einer solchen werden, wenn sie von Regierungen, sozia-
len Bewegungen, Unternehmen, Berufs- oder Interessenverbänden oder anderen
Kollektiven geteilt und institutionell verankert werden (Jasanoff 2015: 4).
In diesem Beitrag wollen wir untersuchen, welche soziotechnischen Visionen
derzeit im Diskurs um die digitale Transformation des Planens und Bauens um
Deutungsmacht ringen und die Möglichkeiten der weiteren Gestaltung strukturie-
ren. Wir beziehen uns dabei weitgehend auf Deutschland, haben allerdings auch
Diskursbeiträge einflussreicher transnationaler Akteure sowie Beiträge aus dem
angelsächsischen Raum, die als Vorreiter gelten, miteinbezogen.
Dazu haben wir Dokumente untersucht, die sich nicht nur beobachtend, son-
dern auch operativ-eingreifend auf die digitale Transformation des Planens und
Bauens beziehen und dazu Einschätzungen, Erwartungen, Problembeschreibun-
gen, Zielformulierungen, Strategien und Handlungsaufforderungen formulieren.
Es handelt sich um Berichte und Analysen, Stellungnahmen und Diskussionsbei-
träge aus der architektonischen Fachdebatte sowie von Stakeholdern aus Wirt-
schaft, Politik und Zivilgesellschaft.3 Weiterhin greifen wir auf Interviews mit Ex-
3 Die Dokumentenanalyse umfasst einschlägige Berichte und Analysen, Leitfäden und
Stellungnahmen von Bundesministerien und Bundesbehörden, Consultingunternehmen,
Berufs- und InteressensverbändenausBauwirtschaft, Architektur und Ingenieurswesen,Um-
weltverbänden, Unternehmen, wichtigen internationalen Organisationen u.a.m. Wir haben
die Dokumente gemeinsam mit Experteninterviews und Internetquellen einer vergleichen-
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pert*innen und Stakeholdern aus Forschung,Unternehmen,Verbänden und Politik
zurück. Interviews und Dokumente haben wir einer explorativen Analyse hinsicht-
lich der dort formulierten Ziele, Probleme, Erwartungen und Visionen unterzogen
mit einem besonderen Fokus auf die Frage, welche Leistungen von computerba-
sierten Technologien des Planens und Bauens erwartet werden. Die untersuch-
ten Berichte, Analysen, Leitfäden und Stellungnahmen greifen performativ in das
enactment soziotechnischer Zukünfte ein; sie sind darauf gerichtet, bestimmte Zu-
künfte des digitalen Planens und Bauens aktiv herbeizuführen und andere zu ver-
hindern. Es sind innovations- und transformationspolitische Interventionen, die
Ziele ausmalen, die Wünschbarkeit oder Nicht-Wünschbarkeit bestimmter Alter-
nativen aufzeigen,Handlungsnotwendigkeiten benennen,Handlungsoptionen na-
helegen oder Handlungsvorgabenmachen. Sie repräsentieren nicht einfach mögli-
che Zukünfte, sondern selektieren diese auch, gestalten sie und formulieren, wel-
che Innovationsschritte im Weiteren zu gehen sind. Im Sinne von Joly und Rip
(2012: 226) lassen sie sich als Elemente einer »Ökonomie wissenschaftlich-techni-
scher Versprechen« begreifen, die Gewinner und Verlierer, vielversprechende und
verzichtbare Entwicklungen, richtige und falsche Wege der Innovationspolitik de-
finieren und sich unter Umständen, oftmals unter dem ›Diktat der Dringlichkeit‹,
so verdichten, dass sie »zunehmend als politische Ordnung funktionieren« (Joly
und Rip 2012: 226) und sogar hegemonial werden können.
Viele der untersuchten Beiträge präsentieren die digitale Transformation des
Bauwesens als zwingend notwendig, um die großen Herausforderungen nicht nur
der Branche sondern der ganzen Menschheit zu bewältigen: von der Steigerung
der Produktivität in der Bauwirtschaft über Klimaneutralität, Abfallreduzierung
und Katastrophenresilienz bis zur Schaffung von hochwertigem und zugleich be-
zahlbarem Wohnraum (World Economic Forum 2017: 3).
In unserer Untersuchung haben wir bewusst nicht nur umfassende Lösungs-
versprechen betrachtet, sondern auch kleinere Beiträge zur Debatte um Innova-
tionsmöglichkeiten und -bedarfe im Bauwesen berücksichtigt. Auf dieser Basis
identifizieren wir vier konkurrierende Leitvorstellungen als erstrebenswert pro-
pagierter computerbasierter Bauwelten: 1) eine auf Automatisierung zielende, pro-
duktivitätsorientierte Leitvorstellung, die Produktivitäts-, Effizienz- und Kontroll-
gewinne verspricht und letztlich auf eine Erhöhung derWettbewerbsfähigkeit aus-
gerichtet ist, 2) eine auf Integration gerichtete Leitvorstellung, der zufolge neue
computerbasierte Technologien es ermöglichen, die bestehende Fragmentierung
den, kodierenden Analyse unterzogen und dabei Wünsche, Erwartungen, Versprechungen,
aber auch wahrgenommene Zwänge, Hemmnisse und Ansprüche herausgearbeitet, ummit
Blick auf Ensembles von Visionen, diskursstrukturierenden Konzepten und akteursspezifi-
schen Überzeugungen, zentrale storylines und Diskurskoalitionen in Anlehnung an Hajer
(1997; 2002) zu identifizieren.
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im Baubereich zu überwinden, Kooperation zu stiften und Abläufe störungsfreier
zu gestalten, 3) die Vision einer singularisierten Bauweise, in welcher die Logik des
Besonderen in Form vielfältiger Entwürfe und digital maßgeschneiderter Gebäude
zu neuer Geltung gelangt, und 4) die Vision einer digitalen Nachhaltigkeit, in wel-
cher computerbasierte Technologien das Bauen mit weniger Ressourcen, weniger
Emissionen und weniger Abfall ermöglichen.
Diese Leitvorstellungen, so wollen wir zeigen, verweisen auf verschiedene
mögliche soziotechnische Zukünfte und entsprechende soziotechnische Inno-
vationspfade, um deren Öffnung oder Schließung sie ringen. Anliegen unseres
Beitrags ist es, diese konkurrierenden Zukunftsentwürfe sichtbar zu machen
und auf die Notwendigkeit einer gesellschaftlichen Auseinandersetzung über die
entstehenden Bauwelten der Zukunft hinzuweisen.
Die Bauwelten der Zukunft
Im Folgendenwerfen wir einen Blick in das Feld der Versprechungen, Visionen und
Pfade in Richtung der angekündigten Bauwelten der Zukunft. Dafür ist es hilf-
reich zwischen digital und computerbasiert (computational) zu unterscheiden, denn
es sind vor allem computerbasierte Technologien, die die »zweite digitale Wende«
im Bausektor ermöglichen. Im letzten Jahrhundert hat die Digitalisierung vor al-
lem die Verwaltung von Bauprozessdaten verändert, indem analoge Prozesse und
Werte nachlaufend verarbeitet und gespeichert wurden und auf dieser Basis die
wirtschaftliche Betrachtung von Beschaffungs- und Bauprozessen einem schär-
feren Blick unterzogen wurden. Seit den 1980er Jahren haben sich zudem CNC-
Maschinen in der Vorfertigung einzelner Bauelemente verbreitet, also Werkzeug-
maschinen, die durch eine computernumerische Steuerung (computerized numerical
control) einzelne Bauteile wie Dachbalken, Türstöcke und Fenster automatisiert er-
zeugen, indem die Planungsdaten (Maßzahlen) dieser Werkstücke entweder ma-
nuell aus den technischen Zeichnungen in eine Steuerungssoftware eingegeben
oder aber direkt aus computergestützten Zeichenprogrammen (computer aided de-
sign, CAD) in die Maschinensteuerung übernommen werden (computer aided ma-
nufacturing, CAM) (Hirsch-Kreinsen 1993). Dabei wird verstärkt daran gearbeitet,
CAD und CAM stärker miteinander zu verschmelzen. Zudem hat parametrische
Konstruktionssoftware die algorithmische Festlegung von Beziehungen zwischen
verschiedenen Parametern eines Entwurfsmodells ermöglicht, sodass im Falle ein-
zelner Änderungen der Rest des Modells interaktiv aufgrund voreingestellter Re-
geln reagiert.
In diesem Jahrhundert treiben zudem computerbasierte Berechnungs-,
Modellierungs- und Denkwerkzeuge die Bauprozesse und ihre Bewertung vor-
auslaufend an: Die genaue Planung und die anschließenden Bauprozesse folgen
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nicht mehr den geometrischen Berechnungen der entworfenen Formen, sondern
Planungsentwürfe werden aus zugrunde gelegten Berechnungslogiken und (pa-
rametrischen) Entwurfsprogrammen erzeugt bzw. modelliert und sukzessive in
einem digitalen Hin und Her zwischen simuliertem Entwurfsmodell und struk-
turierender Berechnungslogik optimiert, bis hin zu experimentellen Ansätzen,
die computerbasierte Design- und Simulationstechnologien und robotische Fer-
tigungsmethoden verbinden, um zum Beispiel die spezifischen Potentiale von
Materialien zu erkunden und zu erschließen (Menges 2016). Caetano und Leitão
(2020) zeichnen die Entstehung dieser neuen Herangehensweisen in der Architek-
tur nach und kommen zu dem Schluss, dass die technologischen Entwicklungen
von den frühen Vorläufern bis in die Gegenwart sowohl die Architekturtheorie
und -praxis beeinflusst haben als auch von den dort formulierten Ansprüchen
und Erwartungen geprägt wurden. Im Ergebnis lassen sich heute theoretisch
Gebäude unter Nutzung computerbasierter Modelle planen, durch die Einbe-
ziehung von Planungsdaten zu Ressourcenverbrauch, Kosten, Arbeitsprozessen,
Stabilität etc. optimieren, abseits der Baustelle auf Roboterplattformen modula-
risiert vorfertigen und/oder unter Nutzung von Robotern, computergesteuerter
Sensorik, 3D-Druck und cloud computing vor Ort erstellen und schließlich über
ihren Lebenszyklus hinweg bewirtschaften. Ob und wie diese Möglichkeiten aber
aufgegriffen, weiterentwickelt, eingebettet, organisiert und reguliert werden,
ist bislang noch offen. In den von uns untersuchten Dokumenten lassen sich
(zumindest) vier unterschiedliche Vorstellungswelten erkennen, die sich in Bezug
zueinander entwickeln, aber zugleich unterschiedliche »Fortschrittserzählungen«
zum Ausdruck bringen.
Vision 1: Schöne effiziente Bauwelt
Die derzeit wohl dominanteste Leitvision digital ertüchtigter Bauwelten ist die ei-
ner technologisch induzierten Sprunginnovation, durch welche die Bauindustrie
die ihr nachgesagte technologische Rückständigkeit, ihre organisatorische Frag-
mentierung und vorindustrielle Orientierung am Einzelprojekt überwindet und
dadurch Anschluss an die Produktivitätssteigerungen anderer Industriezweige fin-
det.
Die Bauindustrie gilt allgemein als handwerklich orientiert und wenig innova-
tionsfreudig. Als Nachzügler im Bereich der Digitalisierung sei sie hinter der Pro-
duktivitätsentwicklung anderer Industriezweige zurückgeblieben (BBSR 2019: 11).
Zwar äußert sich die Krise aufgrund des anhaltenden Baubooms derzeit nicht in
sinkenden Auftragszahlen, steigender Arbeitslosigkeit oder Betriebsschließungen,
aber die projektierten Bauzeiten und -kosten werden selten eingehalten, Baumän-
gel sind an der Tagesordnung und fast jedes größere Bauprojekt endet vor Gericht.
In der Folge sehen zahlreiche Berichte, vor allem von Regierungen, Behörden und
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Consultingfirmen, die Bauindustrie in einer tiefen Krise, die sich dramatisch zu-
spitzen werde, wenn nicht bald die Potenziale der Digitalisierung genutzt würden.
»There is no alternative to digitization. […] Construction needs to catch up«, pos-
tuliert etwa die Beratungsfirma Roland Berger (2016: 3).
Die Erwartungen an die digitale Transformation konzentrieren sich dabei auf
Produktivitäts- und Effizienzsteigerung und letztlich Konkurrenzfähigkeit auf glo-
balen Märkten. Richtungsgebend ist hier die Vorstellung einer Industrialisierung
des Baubereichs durch die Umstellung auf eine automatisierte oder teilautomati-
sierte modulare Produktionsweise. In dieser (nicht mehr nur) imaginierten Bau-
welt werden Gebäude in modularen Elementen, fabrikmäßig und unabhängig von
den Unwägbarkeiten und Widrigkeiten auf der Baustelle hergestellt. Außerhalb
der Fabrik kann die modularisierte Produktionsweise mit dem Einsatz von Ro-
botern, Drohnen, Augmented Reality-Brillen, Exoskeletten, 3D-Druck und weiteren
computer-gestützten Technologien auf der Baustelle verbunden werden (Microsoft
& RIBA 2018).4 Während ein solchermaßen effizientes Bauen in Deutschland lan-
ge Zeit mit eintönigem »Plattenbau« assoziiert wurde, ist die modulare Bauweise
(Elementbauweise) in anderen Ländern wie z.B. Skandinavien oder Japan weiter
verbreitet (McKinsey & Company 2019: 1).
Neben der Effizienzsteigerung durch Modularisierung und Standardisierung
spielt in dieser imaginierten Bauwelt auch ein verbessertes Baumanagement eine
wichtige Rolle. Dazu kann die Integration aller bauwerksrelevanten Daten in ein
Modell beitragen, um zu jedem Zeitpunkt über den Baufortschritt und die Bau-
kosten informiert zu sein. Dies wird insbesondere durch eine Bauwerksdatenmo-
dellierung (Building Information Modeling BIM) vorangetrieben, die wir als Teil des
integrativen Versprechens der zweiten Vision ansprechen werden. Hier konzen-
trieren wir uns zunächst auf die effizienzorientierte Modularisierung des Bauens.
Vor allem im angelsächsischen Raum wird unter dem Stichwort digitales Bau-
en die modularisierte, voll- oder teilautomatisierte, fabrikmäßige Produktion von
Bauelementen oder auch ganzen Gebäuden verstanden5: »In broad terms,modular
construction involves producing standardized components of a structure in an off-
site factory, then assembling them onsite«, so McKinsey & Company (2019: 7). Die
Fertigung von Bauelementen,wie z.B. Tragwerkselementen,Decken oderWänden,
wird also nicht von einzelnen Gewerken auf der Baustelle vorgenommen, sondern
in der Fabrikhalle (off site fabrication) in (teil-)automatisierter Massenproduktion.
Die vorgefertigten Bauelemente werden anschließend zur Baustelle transportiert
4 Siehe auch die Features von The BIM, einemVideokanal für die Baubranche auf YouTube, z.B.
https://www.youtube.com/watch?v=BkRsA_v5oY4.
5 Im »Glossar Digitalisierung am Bau« der Bundesarchitektenkammer ist das Stichwort Modu-
larisierung nicht enthalten, Digitalisierung wird hier weitgehend mit BIM identifiziert (BAK
2019).
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und zusammengesetzt. Unter den kontrollierten Bedingungen der Fabrikhalle, so
die Verfechter*innen dieses Ansatzes, wird möglich, was unter den wechselhaften
und mit vielfältigen Unsicherheiten verbundenen Bedingungen auf der Baustelle
nicht möglich ist: die Übertragung der automatisierten Massenproduktion auf das
Bauwesen. Die off site fabrication beinhaltet den Versuch, das im Automobil- und
Flugzeugbau entwickelte Paradigma der seriellen, robotischen Produktionsweise
auf das Erstellen vonGebäuden zu übertragen.Modulare Konstruktion gibt es zwar
auch ohne Automatisierung und Roboterisierung, automatisierte und roboterisier-
te Massenproduktion von Bauelementen jedoch nicht ohne Modularisierung.
Dabei verändert sich notwendig der Charakter dessen, was gebaut wird; die
Gebäude werden von Projekten zu Produkten, »[f]rom projects to products« (Mc-
Kinsey & Company 2019). Das risikokapitalfinanzierte US-amerikanischeHolzbau-
Start-up Katerra war mit dieser Strategie des produktifizierten Bauens zeitweilig
sehr erfolgreich (Wadlinger 2020), bis es im Frühjahr 2021 in Konkurs ging. War
ein Gebäude zuvor ein einmaliges Objekt, das für einen bestimmten Ort unter be-
stimmten lokalen Bedingungen, Anforderungen, Schwierigkeiten und Risiken ge-
plant und gebaut wurde, so wird es nun als standardisierbares Produkt gesehen,
welches unter kontrollierten Bedingungen produziert und beliebig repliziert wer-
den kann. Dass die neuen technologischen Möglichkeiten dabei auch eine gewisse
Variierbarkeit erlauben, werden wir im Folgenden noch vorstellen.
Off site construction wird nicht nur von Consulting-Firmen propagiert, sondern
auch von anderen einflussreichen stakeholdern wie z.B. der britischen Architekten-
vereinigung (Microsoft &RIBA 2018) oder demWorld Economic Forum (2016; 2017).
Digitalisierung, Automatisierung und Modularisierung sind die Zukunft der Bau-
industrie, ihre neue Existenzbedingung, so die Botschaft bspw. des einflussrei-
chen Farmer Reports für die britische Regierung (Farmer 2016). Die Vision digitaler
Transformation, die hier präsentiert wird, ist die eines reibungslosen, störungs-
freien, ressourceneffizienten und risikoarmen Prozessablaufs und einer automa-
tisierten und optimierten Wertschöpfungskette. Kosten- und Zeitersparnis sollen
nicht zuletzt dadurch erreicht werden, dass der automatisierte Prozessablauf den
Einsatz qualifizierter Fachkräfte überflüssig macht – und so zugleich das Problem
des Fachkräftemangels in der Baubranche löst:
»…off-site (modular) manufacture, robotics, and additive manufacturing or 3D
printing of components (.) can lead to faster, cheaper, more resource-efficient
and easier-to-assemble building components that help the industry fill the con-
tinually widening skills gap by needing less skilled workers.« (Microsoft & RIBA
2018: 41)
So werde die modularisierte Fertigung von Bauelementen bereits in britischen Ge-
fängnissen eingesetzt, wo ungelernte Gefangene Bauteile für zukünftige Gefäng-
nisse bauen (Mills 2019). Dass es auch Schattenseiten und Verlierer*innen dieser
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Entwicklung gibt, ist zwischen den Zeilen allerdings auch zu lesen. So ist bspw. ab-
sehbar, dass die Lösung des Fachkräftemangels durch Automatisierung und Robo-
terisierung eben auch eine Reduktion von Arbeitsplätzen bedeutet. Zwar verspre-
chen z.B. McKinsey & Company, dass die Reduktion unterm Strich durch Produk-
tionswachstum ausgeglichen werde, aber selbst wenn dies zuträfe, wird erwartet,
dass die Schere zwischen einem Hoch- und Niedriglohnsektor, zwischen quali-
fizierten und unqualifizierten Arbeitsbereichen innerhalb der Baubranche weiter
aufgeht und ein wachsender Teil von Fachkräften in die Rolle von Handlangern
oder Aufpassern für algorithmisch gesteuerte Maschinen rutschen wird (Kropp
und Wortmeier 2020).
Deutlicher werden die Voraussagen dahingehend, dass wohl nicht alle Bü-
ros und Wirtschaftsunternehmen den Sprung in die Digitalwirtschaft schaffen
werden. Die Umstellung auf automatisierte off site Produktion ist mit enormen
Investitionskosten verbunden. Nicht nur die Anschaffung entsprechender Hard-
und Software, Maschinerie, Roboter, Fabrikhallen, sondern auch das Anwerben,
Aus- und Weiterbilden von geeignetem Personal ist mit Hürden und Risiken
verbunden, die von international agierenden Großkonzernen leichter und schnel-
ler zu bewältigen sind als von kleinen und mittleren Unternehmen (BMVI 2015:
2). So wird die automatisierte, produktifizierte Bauweise mit wirtschaftlichen
Konzentrationsprozessen verbunden sein, aus denen vermutlich kapitalinten-
sive, global agierende Tech-Konzerne als Gewinner hervorgehen werden. Ein
techno-ökonomischer Trend, der sich dabei abzeichnet, ist der Trend zu einem
»ganzheitlichen«, vertikal integrierten Ansatz. Auch Katerra und Sidewalk Labs,
ein Alphabet Inc-Tochter- und Google-Schwesterunternehmen im Bereich des
produktifizierten Holzbaus, das in Toronto ein ganzes Viertel geplant hatte, ver-
folgten einen Ansatz der vertikalen Integration. »Ganzheitlich« bedeutet hier ein
»all in one«-Modell, mit dem die ganze Kette der Bauleistungen von der Planung
bis zur Endfertigung im eigenen Unternehmen erbracht und eine möglichst
lückenlose, optimierte Wertschöpfungskette erreicht wird. Dies umfasst auch
die Übernahme spezialisierter Unternehmen und das Abwerben qualifizierten
Personals (McKinsey & Company 2020b: 6).
Diese Vision trifft jedoch auch auf Vorbehalte. Insbesondere unter Archi-
tekt*innen löst sie Befürchtungen einer anspruchslosen, unattraktiven, konven-
tionalisierten Billigbauweise aus, für die sie und ihre Kunst kaum mehr gebraucht
werden. Aber auch glühende Verfechter*innen eines produktifizierten Ansatzes
sehen kulturell bedingte Widerstände auf Seiten der prospektiven Kund*in-
nen. Insbesondere ein Eigenheim solle etwas Besonderes sein, Individualität
ausdrücken und dem Geschmack der Bewohner*innen entsprechen:
»…we live in a society where standardisation is celebrated and even desired in ar-
eas, but where the vast majority of consumers seek a bespoke building or home.
146 Kathrin Braun und Cordula Kropp
This is in notable contrast to some other cultures around the world, where off-
site manufacturing techniques andmodular homes have thrived. In the UK, many
consumers perceive the term »offsite« to mean low quality, boxy lookingmodular
buildings or homes that lack character or architectural appeal….«,
so ein Experte im B1M feature ›Manufacturing Construction.‹ (Mills 2019).
Eine der Herausforderungen für die Industrie besteht deshalb darin, den An-
spruch auf Individualität und Besonderheit mit dem Ansatz der standardisierten
Massenfertigung zu vereinbaren: »One of the fundamental challenges in automa-
ted construction is the one-off, highly customized nature of architecture compa-
red with industrial manufacturing« (Tibbits 2017: 12). Genau dies sei aber mit Hil-
fe neuer computerbasierter Technologien möglich geworden: Diese erlauben die
Standardisierung des Produktionsprozesses bei gleichzeitiger Variation einzelner
Produkteigenschaften und damit die Annäherung an die Vision einer singularisier-
ten Bauweise, auf die wir weiter unten eingehen werden.
Vision 2: Schöne integrierte Bauwelt
Weniger von industriellen als von administrativen Stakeholdern vorangetrieben
wird eine Leitvorstellung, in der das schon erwähnte Building Information Modeling
(BIM) eine zentrale Rolle spielt. Dabei geht es vor allem um eine planbare, transpa-
rente Darstellung von Bauprojekten in Form digitaler 3D-Modelle, die um ständig
aktualisierte Echtzeitdaten aus Bauprozess und -betrieb angereichert werden.
Laut Bundesarchitektenkammer bezeichnet BIM
»…eine kooperative Arbeitsmethodik, mit der auf der Grundlage digitaler Model-
le eines Bauwerks die für seinen Lebenszyklus relevanten Informationen und Da-
ten konsistent erfasst, verwaltet und in einer transparenten Kommunikation zwi-
schen den Beteiligten ausgetauscht oder für die weitere Bearbeitung übergeben
werden.« (BAK 2019)
Das zweidimensionale, zeichnungsbasierte Planen wird von einem dreidimensio-
nalen, digitalen Bauwerksmodell abgelöst, in welches theoretisch alle für die Pla-
nung, Ausführung und Bewirtschaftung relevanten Informationen einfließen und
für alle Beteiligten in Echtzeit verfügbar sind (Sundermeier und Beidersandwisch
2019: 28). Es ermöglicht das schnelle Iterieren von Entwurfsvarianten, das zügige
Implementieren von Planungsänderungen und theoretisch das integrierte Verfol-
gen von Planungsinformationen über den gesamten Lebenszyklus eines Gebäudes
(Menges 2018: 111).
Diese Vision einer besser integrierten Planung und Fertigung von Gebäuden
hat eine lange Geschichte, die weniger von den wachsenden Anforderungen an
die Projektdokumentation geprägt ist, die heute viele Architekt*innen und Inge-
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nieur*innen mit BIM verbinden, als vielmehr von den kybernetischen Hoffnungen
einer umfassenden Steuerung und Kontrolle durch digitale Vernetzung, die sich
in der zweiten Hälfte des letzten Jahrhunderts mit dem Computer als universa-
ler Maschine verknüpften (Vrachliotis 2012). Im Zentrum der Integration steht ein
objektbezogenes,mit einer Datenbasis verbundenes 3D-Modell, das als eine Art di-
gitaler Zwilling die Bauprozesse für alle Beteiligten unmittelbarer nachvollziehbar
machen soll, als dies aufgabenbezogene 2D-Zeichenpläne für verschiedene Gewer-
ke und Ziele eines Bauprozesses tun. Die Integration aller Prozesse einer Baustelle
in einemModell – eine wahre Herkulesaufgabe – verspricht nicht nur eine vielsei-
tige Synopse, sondern ein besseres Bauwerk, in dessen Entstehung die verschie-
denen Möglichkeiten sowie die Vielfalt der Teile Berücksichtigung finden und das
durch geeignete Interaktions- und Integrationsprozesse und wechselseitige Infor-
mationen zu einem besser abgestimmten Ganzen führt. Dabei sollen gleicherma-
ßen physikalische, technische, materielle, wie auch wirtschaftliche, baukulturelle,
ökologische und nutzungsspezifische Parameter einfließen. So verbinden sich mit
dem digitalen Objektbezug in BIM Hoffnungen, oftmals fehlende technische, zeit-
liche und materielle Passungen sowie Konflikte und falsche Bezüge zu vermeiden
und stattdessen neuartige Synergien zu ermöglichen.
Während 1975 erste »BuildingDescription Systems« Erwähnung finden, formu-
lierte der renommierte Computertechniker Douglas C. Engelbart schon 1962 die
entsprechende Architekturvision unter dem Namen »Augmented Human Intellect«.
Im Rahmen eines Forschungsantrag illustriert er diese Vision mit einem fiktiven
Beispiel (Engelbart 1962: 3ff.):
»Let us consider an augmented architect atwork.He sits at aworking station that has
a visual display screen some three feet on a side; this is his working surface, and is
controlled by a computer (his »clerk«) withwhich he can communicate bymeans of a
small keyboard and various other devices.
He is designing a building. He has already dreamed up several basic layouts and
structural forms, and is trying themout on the screen. The surveying data for the lay-
out he isworking on nowhave already been entered, and he has just coaxed the clerk
to show him a perspective view of the steep hillside building site with the roadway
above, symbolic representations of the various trees that are to remainon the lot, and
the service tiepoints for thedifferentutilities. Theviewoccupies the left two-thirdsof
the screen. With a »pointer,« he indicates two points of interest, moves his left hand
rapidly over the keyboard, and the distance and elevation between the points indi-
cated appear on the right- hand third of the screen.
Now he enters a reference line with his pointer, and the keyboard. Gradually the
screen begins to show thework he is doing--a neat excavation appears in the hillside)
revises itself slightly, and revises itself again. After a moment, the architect changes
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the scene on the screen to an overhead plan view of the site, still showing the excava-
tion. A fewminutes of study, and he enters on the keyboard a list of items, checking
each one as it appears on the screen, to be studied later.
Ignoring the representationon thedisplay, the architect next begins to enter a se-
ries of specifications and data--a six-inch slab floor, twelve-inch concrete walls eight
feet high within the excavation, and so on. When he has finished, the revised scene
appears on the screen. A structure is taking shape. He examines it, adjusts it, pauses
long enough to ask for handbook or catalog information from the clerk at various
points, and readjusts accordingly. He often recalls from the »clerk« his working lists
of specifications and considerations to refer to them, modify them, or add to them.
These lists grow into an evermore-detailed, interlinked structure, which represents
thematuring thought behind the actual design.
Prescribing different planes here and there, curved surfaces occasionally, and
moving the whole structure about five feet, he finally has the rough external form of
the building balanced nicely with the setting and he is assured that this form is ba-
sically compatible with the materials to be used as well as with the function of the
building.
Now he begins to enter detailed information about the interior. Here the capa-
bility of the clerk to show him any view hewants to examine (a slice of the interior, or
how the structurewould look fromthe roadwayabove) is important.Heenters partic-
ular fixture designs, and examines them in a particular room.He checks tomake sure
that sunglare fromthewindowswill notblindadriveron the roadway,andthe»clerk«
computes the information that onewindowwill reflect strongly onto the roadwaybe-
tween 6 and 6:30 onmidsummermornings.
Next he begins a functional analysis. He has a list of the people who will occupy
this building, and the daily sequences of their activities. The »clerk« allows him to
follow each in turn, examining how doors swing, where special lighting might be
needed.
Finally he has the »clerk« combine all of these sequences of activity to indicate
spots where traffic is heavy in the building, or where congestion might occur, and to
determinewhat the severest drain on the utilities is likely to be.
All of this information (the building design and its associated »thought struc-
ture«) can be stored on a tape to represent the designmanual for the building. Load-
ing this tape into his own clerk, another architect, a builder, or the client canmaneu-
ver within this designmanual to pursuewhatever details or insights are of interest to
him--and can append special notes that are integrated into the designmanual for his
own or someone else’s later benefit.«
Heute wird die Verbreitung des Building Information Modelling in Deutschland (wie
in den Nachbarländern) vor allem vom Staat vorangetrieben. Regierungsinstanzen
versprechen sich dadurch zum einen den Anschluss der Baubranche an die Pro-
Schöne neue Bauwelt? 149
duktivitätsgewinne anderer Branchen (BMVI 2018: 3), zum anderen an die inter-
nationale Konkurrenz: »Vor allem in den Vereinigten Staaten, dem ostasiatischen
Raum, den skandinavischen Ländern, dem Vereinigten Königreich und den Nie-
derlanden wird die Nutzung von BIM systematisch vorangetrieben« warnte der
Bundesminister für Verkehr und digitale Infrastruktur (BMVI 2015: 3). Seit Dezem-
ber 2020 ist die Nutzung von BIM auch in Deutschland für Infrastrukturvorhaben
gesetzlich vorgeschrieben, eine Ausweitung auf öffentlich finanzierte Hochbauten
ist angekündigt. Die Bundesregierung erwartet von der allgemeinen Umstellung
auf BIM eine bessere Koordination und optimierte Steuerung des Bauablaufs, die
Reduzierung von »Planungsrisiken, technische(n) Risiken, Genehmigungsrisiken,
Schnittstellenrisiken« (BMVI 2015: 7) sowie von Fehlern, aufwändigen Nachträgen
und Gerichtsverfahren, dazu mehr Kostensicherheit, verbesserte Termintreue und
Qualität. Integration bedeutet hier eine intensivere Koordination der Projektbetei-
ligten auf der Basis von Datenmodellen zum Zwecke der Fehlervermeidung:
»Teamorientierte, kooperative Problemlösungsmechanismen sind mit hohen Ef-
fizienzvorteilen und Produktivitätssteigerungen verbunden. Fehler bzw. Lücken
bei der Planung können durch die enge Kooperation der Planer und IT-gestützte
Kollisionsprüfungen weitgehend vermieden werden.« (BMVI 2015: 7)
Um Nachhaltigkeit und eine klima- und umweltschonendere Bauweise geht es in
den deutschen Regierungsberichten demgegenüber bisher nicht (BMVI 2015: 2018).
Auch die BIM-Euphorie wird nicht von allen Bauschaffenden gleichermaßen
geteilt. So fällt die Rezeption unter Architekt*innen wesentlich verhaltener aus.
Eine Umfrage unter Mitgliedern der Bundesarchitektenkammer von 2018 ergab,
dass im Schnitt 12 Prozent der Architekturbüros in den vorangegangenen Jahren
BIM eingesetzt hatten (Reiß & Hommrich 2018: 108). Allerdings war der Anteil
sehr unterschiedlich verteilt: unter Büros mit 10 oder mehr Personen lag er bei 34
Prozent, bei solchen mit 2-4 Personen nur bei 8 Prozent wobei der Anteil der Ar-
chitekturbüros in Deutschland, in denen zehn oder mehr Personen arbeiten, nur
10 Prozent aller Büros beträgt (Reiß & Hommrich 2018: 36). In einer Befragung von
Entscheidungsträgern aus Planung undDesign, Bauunternehmen und Anlagenbau
von 2019 gaben 35 Prozent der Befragten aus dem Bereich Planung und Design an,
eine ausgereifte BIM-Strategie zu haben, nach der sie bereits arbeiten (Pricewater-
house Coopers 2019: 9). 52 Prozent der Planenden meinten jedoch, es sei schwierig
Fachkräfte für BIM zufinden und 48 Prozent sahen die notwendigen hohen Investi-
tionen als Herausforderung an, 46 Prozent die technische Implementierung (PwC
2019: 27). Während das Bundesbauministerium also eine BIM-Zukunft mit Risi-
kominimierung, Umsatzsteigerung, wirtschaftlichem Wachstum, Produktivitäts-
und Qualitätszuwächsen verspricht, sehen andere Akteur*innen auch Risiken und
Gefahren:
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»Neben demgroßen Potential, das BIM birgt, gibt es auch Gefahren. Die Industrie
kann dadurch einen so starken Einfluss entwickeln, dass Architekten in ihrer Ge-
staltungsfreiheit beeinträchtigt werden. Fürmanche Bauaufgaben ist es hilfreich,
bei innovativen Lösungen wird es schwieriger. Auch können Firmen, die planen
und ausführen, die Vorteile in der Prozessoptimierung stärker ausspielen, wenn
sich ihre Baustellen und Bauten stark ähneln. Natürlich auch, weil bei Totalun-
ternehmern zahlreiche Schnittstellen (und somit Kommunikationsprobleme) zu-
mindest stark verringert werden, da alles »aus einem Haus« kommt. Bei komple-
xerer Architektur ist jedes Bauwerk ein Prototyp, was auch die Baustelle kompli-
zierter macht.« (Zöch 2020: 63)
Bruno Latour (2005: 221ff.) hat vorgeschlagen, für das Verständnis von techni-
schen Stabilisierungswirkungen all jene Bewegungen zu notieren, die notwendig
wären, um die gleichen Wirkungsergebnisse ohne die Technologien zu erreichen.
Im Fall von BIM ist es so, dass die Widerstände gegen die Nutzung erheblich sind
und das scheint daran zu liegen, dass diese Bewegungen vor allem von kleine-
ren Planungsbüros als Gefährdung ihrer Gestaltungs- und Planungsfreiheit und
auch ihrer Geschäftsmodelle wahrgenommen werden. Während die Advokat*in-
nen der Bauwerksdatenmodellierung die schleppende Verbreitung von BIM vor
allem auf fehlende Kenntnisse und Anreize, sich mit dem Verfahren vertraut zu
machen, zurückführen, scheinen die Versprechen von besserer Transparenz und
Effizienz auf Nutzerseite nicht auszureichen: Sie nehmen die versprochene »Inte-
gration« vielmehr als Bedrohung wahr. Aus organisationssoziologischer Sicht wird
für die zögerliche Aufnahme von BIM vor allem die kleinteilige und fragmentierte
Struktur der Baubranche verantwortlich gemacht, in der neben rechtlichen Hür-
den auch fehlendes Kooperationsvertrauen der Übernahme integrativer digitaler
Ansätze im Wege stehen (Bishop et al.: 2009). Miettinen und Pavola (2014) führen
zudem die fehlende Evidenz für die versprochenen Produktivitätsgewinne durch
BIM ins Feld, sodass in ihremUntersuchungsfeld die befürchteten negativen recht-
lichen und planerischen Folgen und die erwarteten Umstellungskosten für diese
Form der digitalisierten Zusammenarbeit abschreckender erscheinen als der mög-
liche (und zudem unsichere) Nutzen.
Die schleppende Aufnahme von BIM in der Breite der deutschen Architektur-
büros kann nicht allein auf deren Innovationsfeindlichkeit zurückgeführt werden.
Vielmehr zeigen Sundermeier und Beidersandwisch (2019) aus bauwirtschaftlicher
Sicht, dass sich die versprochenen Effizienz- und Produktivitätsgewinne auf zwei
Teilsegmente des Baumarktes konzentrieren: zum einen auf hochkomplexe, kun-
denspezifische Einzelprojekte, die budgetkräftige Auftraggeber voraussetzen, zum
anderen auf standardisierte Serienbauten, bei denen die hohen Investitionskosten
durch Skaleneffekte aufgefangen werden. Was sich dagegen nicht rechnet, sind
kleinere, kundenorientierte, nicht-skalierbare Einzelprojekte. Zu erwarten wäre
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demnach eine Konzentration des Baugeschehens mit BIM in diesen zwei Markt-
segmenten: Ausnahmebauten und Serienbauten. Diejenigen Büros und Unterneh-
men, die in BIM investieren, werden sich vermutlich auf diese Segmente konzen-
trieren, während diejenigen, die dies nicht tun, ihr ökonomisches Überleben ris-
kieren. »Modernise or die« (Farmer 2016) lautet entsprechend der Imperativ des
Farmer Reports zur Lage der britischen Bauindustrie. Diese Problematik ist nicht
auf BIM beschränkt, sondern trifft unter kapitalistischen Wettbewerbsbedingun-
gen auf jede bautechnische Innovation zu, diemit hohen Anfangsinvestitionen ver-
bunden ist. So ergab eine Unternehmensumfrage in der Bauwirtschaft von 2018,
dass ein zu hoher Investitionsbedarf sowie ein erhöhter Zeitaufwand aus Sicht der
befragtenUnternehmen die beiden größtenHemmnisse für die Digitalisierung der
Planungsprozesse bildeten (BBSR 2019: 61).6
Während das Integrationsversprechen von BIM sich im Wesentlichen auf eine
reibungslosere Kooperation der verschiedenen menschlichen Baubeteiligten rich-
tet, beziehen umfassendere Integrationsvorstellungen auch die Interaktion mit
und zwischen nicht-menschlichen Baubeteiligten wie digitalen Entwurfsmodel-
len, Maschinen, Robotern, Simulationen und Sensoren mit ein. Die datenbasierte
Vernetzung und Kommunikation ermögliche eine direktere, kontinuierliche und
wechselseitige Anpassung von Planungsinformationen und Produktionsschritten
und damit nicht nur eine integrative Organisation vonManagement und Planungs-
abläufen, sondern zugleich das Zusammenführen von Planung und Produktion:
»More recently, the research has been expanded towards cyber-physical produc-
tion systems, in which the fabrication machine is no longer dependent on receiv-
ing a comprehensive and finite set of manufacturing instructions, but instead has
the sensorial ability to gather information from its fabrication environment and
change its production behaviour in real time.« (Menges 2016: 80)
Computerbasierte Integration bedeutet hier nicht nur Kooperation am Modell,
sondern die Integration von Entwurf und Ausführung, Planung und Produktion.
Damit verbunden wäre eine, wie Jan Knippers schreibt, grundlegende Neuorgani-
sation des Baugeschehens:
»This intertwined interaction between global form, generation ofmesh, structural
analysis and fabrication has little or nothing in common with the classical linear
sequence of design: form by the architect, structure by the engineer and, finally,
fabrication and installation by the contractor. […] the use of computational design
linked to computationally driven manufacturing breaks down traditional linear
6 Eine Umfrage unter Architekturbüros in Großbritannien kommt ebenfalls zu dem Ergebnis,
dass hohe Investitionskosten das Haupthindernis für die Umstellung auf computer-basierte
Planungstechnologien darstellen (Microsoft & RIBA 2018: 35).
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and hierarchical design strategies. It requires a new interpretation of the entire
process and the involvement of the different players and the communication be-
tween them.With computational design andmanufacture,who is doingwhat and
how the data is transferred is not defined at the beginning and has to be discussed
and agreed upon each time.« (Knippers 2013: 78f.)
Gleichzeitig zeigen sich in der Bauwirtschaft Integrationsversionen, die weniger
mit persönlichen Aushandlungs- und Verständigungsprozessen als mit technoöko-
nomischen Konzentrationsprozessen zu tun haben. Auf das Modell der vertika-
len Integration, d.h. die Vereinigung der Wertschöpfungskette in einem Unter-
nehmen, sind wir bereits eingegangen. Vertikal integrierte Unternehmen bieten
gebündelte Leistungen an und können gegenüber dem Auftraggeber als alleini-
ger Vertragspartner agieren. Sie bedienen damit einen Trend, der im angelsäch-
sischen Raum unter dem Titel Design-Build bekannt ist und sich zunehmend eta-
bliert.Design-Build ist ein Modell der Integration von Planung und Ausführung, bei
dem die Auftraggeber alle Leistungen aus einer Hand erhalten. BIM bietet dafür
als gemeinsame Arbeitsplattform die technologische Voraussetzung. In der Pra-
xis bedeutet dies meist, dass Bauunternehmen dazu übergehen, Architekt*innen
einzustellen und eigene Planungsabteilungen aufzubauen. Architekturbüros kön-
nen zwar als Subunternehmer agieren, als Anbieter von Design-Build jedoch kaum
mit großen, integrierten Bauunternehmen (»Generalunternehmer«) konkurrieren,
zumal die allermeisten Architekturbüros in Deutschland kleine und mittlere Bü-
ros sind. Es könnte daher sein, dass die Integration von Planung und Ausführung
mittelfristig zur Stärkung großer Bauunternehmen auf Kosten kleinerer Architek-
turbüros führt, wie ein Interviewpartner darstellt:
»Dann werden nämlich die [Firmenname] und wie sie heißen, halt mit ihren
Design-Build Konzepten rauskommen und dann haben die den Geschosswoh-
nungsbau in der Schublade, haben ihren Architekten da sitzen, der lässt ein
Skript laufen, der macht drei Vorschläge, Fenster so groß, Fenster so groß, Fenster
so groß, der drückt dann wirklich nur noch auf den Knopf, das ist ja softwaremä-
ßig möglich. Dieses generative development design, das überrollt uns.« (Interview
BIM-Koordinator)
Vision 3: Schöne singularisierte Bauwelt
Die Digitalisierung des Bauens verspricht nicht nur Automatisierung und inte-
grierte Planung, sondern auch neueMöglichkeiten der Individualisierung von Bau-
werken. Die Ansprüche auf Besonderheit, auf den individuellen Charakter von Ge-
bäuden, ästhetische Attraktivität und Ausdrucksstärke oder auf die Berücksichti-
gung lokaler Besonderheiten oder Bedürfnisse der späteren Nutzer*innen adres-
siert eine weitere Vision des digitalen Planens und Bauens, die zu den bereits vor-
Schöne neue Bauwelt? 153
gestellten in einem Spannungsverhältnis steht. Wir können sie als Leitvorstellung
einer computerbasierten Singularisierung im Baubereich bezeichnen. Singulari-
sierung bezeichnet im Sinne von Andreas Reckwitz (2017) den soziokulturellen Be-
deutungsgewinn einer Logik des Besonderen, im Gegensatz zur konventionalisier-
ten Logik des Allgemeinen. Dieser Bedeutungsgewinn des Besonderen verändere
seit etwa den 1980er Jahren das Wertesystem und die Strukturen der spätmoder-
nen Gesellschaft. Die Durchsetzung der Singularisierungslogik verdankt sich, so
Reckwitz, dem Zusammentreffen dreier Strukturmomente, nämlich dem Aufstieg
des Kulturkapitalismus mit den creative industries als Leitbranche, dem Siegeszug
der digitalen Medientechnologien, d.h. des Internet, der sozialen Medien und der
damit verbundenen Kommunikations- und Kulturformate, und der »postromanti-
schen Authentizitätsrevolution in der neuen Mittelklasse« (Reckwitz 2017: 19).
Die Logik der seriellen, industrialisierten Massenproduktion entspricht der
modernen, rationalistischen Logik des Allgemeinen. Sie manifestiert sich im
Architektur- und Baubereich in der Dominanz und auch gesellschaftlichen Ak-
zeptanz konventioneller, genormter, einheitlicher Wohn- und Bauformate vom
Plattenbau bis zum Reihenhaus. Während sich jedoch auf Ebene der Produkte,
d.h. der Häuser und Gebäude, oder auch der Teilelemente und Bausysteme bereits
in den 1950er und 60er Jahren eine Standardisierung, Konventionalisierung und
Vereinheitlichung durchgesetzt hatte, blieben die Bauprozesse noch weitgehend
an den spezifischen Gegebenheiten des Einzelprojektes sowie den Traditionen und
Organisationsformen des Handwerks orientiert. Mit den spektakulären neuen
computer-basierten Entwurfsmöglichkeiten treffen nun Singularisierung und
Standardisierung im Baubereich aufeinander und durchdringen sich gegenseitig;
auf der einen Seite stehen soziokulturelle Ansprüche und Sehnsüchte, die sich auf
das Einzigartige, Unverwechselbare, Besondere richten, welches Identifikation,
Authentizität und Aufmerksamkeit verspricht, und auf der anderen eine neue
Stufe der Rationalisierung und Standardisierung, die sich nun vor allem auf der
Ebene der Prozesse und der diese ermöglichenden technischen Infrastrukturen
vollzieht. So kann mass customization als Resultat einer wechselseitigen Anpassung
der Logik industrialisierter Massenproduktion und der Logik der Singularisierung
verstanden werden.
Bezogen auf Architektur und Bauwesen und deren digitale Transformation las-
sen sich zwei Stränge einer Singularisierungsvision identifizieren: im hochprei-
sigen Marktsegment gehören dazu Stichworte wie »ikonische Architektur«, »non-
standard architecture« sowie »komplexe Geometrien«, im unteren Preissegment herr-
schen individuell variierte Produkte auf Basis modularisierter Bausysteme vor.
In den 1990er Jahren, der Zeit des global durchgesetzten Kapitalismus, be-
schleunigte sich sowohl die Entwicklung computergestützter Technologien in der
Architektur als auch die Proliferation ikonischer Architektur. Zwar gab es schon zu-
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vor herausragende, einzigartige Gebäude, die zum Wahrzeichen einer Stadt oder
eines ganzen Landes wurden, aber, so Leslie Sklair
»the production and representation of architectural icons in the pre-global era
(roughly before the 1950s) were mainly driven by those who controlled the state
and/or religion, whereas the dominant forms of architectural iconicity for the
global era are increasingly driven by those who own and control the corporate
sector.« (Sklair 2006: 21)
In dieser Zeit, so Sklair, entstehen mit Hilfe von CAD und CAM eine Reihe ikoni-
scher Bauwerke von gefeierten »starchitects« wie Norman Foster oder Frank Gehry.
Das GuggenheimMuseum in Bilbao, welches mittels einer von Gehry Technologies
weiterentwickelten, aus dem Flugzeugbau stammenden Software (CATIA) geplant
und gebaut wurde (Kolarevic 2001: 122), wurde zum Wahrzeichen der Stadt und
zum Inbegriff moderner ikonischer Architektur schlechthin. Nach ihm bezeich-
net der »Guggenheim Effekt« oder auch »Bilbao Effekt« seitdem die gezielte Auf-
wertung einer Stadt oder eines Ortes durch ikonische Architektur. »Ikonisch« be-
deutet für Sklair einerseits Berühmtheit, andererseits »reference to the symbolism
and expression of difference, the special and the unique, as in the ›iconic status‹
of notable buildings and spaces and their sites, and architects« (Sklair 2006: 30).
Das Ikonische folgt damit einerseits einer Logik der Singularisierung im Reckwitz-
schen Sinne, andererseits ist es im globalisierten Kapitalismus eingebaut in Strate-
gien kommerziellerMacht; ikonische Bauten sind einzigartig und unverwechselbar
und repräsentieren zugleich die Macht, den Erfolg und den Reichtum von Banken,
Versicherungen, Großkonzernen oder anderen vermögenden Auftraggebern und
dienen als Besucher- und Konsumentenmagnete für eine ganze Region.
Die 1990er markieren nach Mario Carpo (2013) die erste digitale Wende in der
Architektur, wobei digitale Architektur nach Carpo nicht einfach Gebäude bezeich-
net, die mit Hilfe digitaler Technologien entworfen oder erstellt wurden, sondern
Bauprojekte, die ohne diese so nicht hätten entstehen können (Carpo 2013: 8). Die
verschiedenen Strömungen und Phasen dieser Wende können hier nicht nachge-
zeichnet werden. Unter dem Aspekt der Versprechen und Erwartungen, die an di-
gitale Architektur geknüpft werden, kann jedoch gesagt werden, dass digitale Tech-
nologien in Architektur- und Designkreisen mit neuartigen, nahezu unbegrenz-
ten Möglichkeiten und Spielräumen für komplexe, nicht-standardisierte (non-stan-
dard), variationsreiche Architektur verknüpft werden und tatsächlich eine Vielfalt
einzigartiger, spektakulärer, häufig kurviger und organizistisch anmutender Bau-
ten hervorgebracht haben. Mit den seit den 1990er Jahren entwickelten computer-
basierten Modellierungs- und Berechnungstechnologien standen Architekt*innen
und Designer*innen zunehmend Instrumente zur Verfügung, um solche nicht-eu-
klidischen Gebäude zu realisieren, die ohne computerbasierte Technologien nicht
möglich gewesen wären (Imperiale 2000: 38). Digitale Architektur in diesem Sinne
Schöne neue Bauwelt? 155
eröffnete für eine Avantgarde des Planens und Bauens einen ungekannten Mög-
lichkeitsraum zur Schaffung einer neuen Formenvielfalt in Gestalt unkonventio-
neller, spektakulärer Einmal-Bauten, m.a.W. einer neuen singularisierten Archi-
tektur. Die Realisierung dieser Singularisierungschancen basierte lange Zeit auf
dem Interesse ressourcenstarker Auftraggeber; computerbasierte singularisierte
Architektur blieb daher ein Ausnahmephänomen:
»Adopting these offerings required exceptional circumstances: high-profile, com-
plex and risky projects, often led by singular visionary project owners who knew
that ›safer‹ methods were riskier than trying a different approach, were willing
to be the magnets for risk associated with change, and had the ambition to take
control and lead.« (Shelden 2020: 8)
Dies ändert sich gegenwärtig durch die Verbreitung vonmass customization, d.h. die
industrielle Herstellung individualisierter Produkte zu Kosten der Massenproduk-
tion. Auch dieses Prinzip wird seit Längerem in anderen Industriebranchen wie
der Automobil- oder Textilindustrie angewendet und wandert nun in den Bausek-
tor ein.
Die Idee, das Prinzip der mass customization zur Produktion von Bauelementen
zu nutzen, um die ökonomischen Vorteile der standardisierten Massenproduktion
mit den Ansprüchen von Kund*innen an personalisierte Besonderheit zu verein-
baren, taucht in der Literatur seit Anfang der 2000er auf (Kolarevic 2003: 52f.), in
der industriellen Baurealität jedoch erst in den letzten Jahren. Diesbezüglich ist im
Deutschen auch von individueller Vorfertigung die Rede. Die Deutsche Bauzeitung
(DBZ) erwartet, dass dieses Prinzip in nächster Zeit »die jetzt etablierten Prozesse
in der Baubranche etwas aufmischen« wird (Centgraf o.J.).
Inzwischen gibt esmitWikihouse bereits ein digitales Bausystem zur Eigenfer-
tigung eines Häuschens nach eigenen Vorstellungen und Bedürfnissen – innerhalb
bestimmter, vorgegebenerWahlmöglichkeiten: »WikiHouse is an adaptable system
of standardised parts.This means each house can be unique without costing more.
One size doesn’t need to fit all«, verspricht dieHomepage vonWikihouse.7 Die digi-
tale Singularisierung oder singularisierte Digitalisierung des Planens und Bauens
ist damit auf der Ebene des Massenkonsums angekommen.
Vision 4: Schöne nachhaltige Bauwelt
Eine weitere Vision, die an Bedeutung gewinnt, ist die Vision einer nachhaltigen
Transformation des Bausektors durch digitale Möglichkeiten in Richtung umwelt-,
klima- und ressourcenschonenderer Bauweisen. Lange Zeit spielte der Bausektor
7 https://www.wikihouse.cc/About, abgerufen 29.10.2020.
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im öffentlichen und politischen Umweltdiskurs kaum eine Rolle, dieser konzen-
trierte sich vielmehr auf die Handlungsfelder Verkehr, Industrieproduktion, Ener-
gieerzeugung oder auch Landwirtschaft und privaten Konsum. Der Energie- und
Ressourcenverbrauch der Bauwirtschaft und die damit verbundenenKlimawirkun-
gen treten erst seit Kurzem ins öffentliche Bewusstsein. Zahlreiche Organisationen
und Stakeholder in Politik,Wirtschaft und Zivilgesellschaft setzen derzeit dasThe-
ma Nachhaltigkeit im Bauwesen auf die politische Tagesordnung.8
Die Anforderungen betreffen den Beitrag der Bauindustrie zur Erreichung der
Klimaziele durch ressourcenschonende Bauprozesse, aber auch Fragen der Entsor-
gung von Baumaterialien z.B. bei Abriss von Gebäuden, das Problem der Flächen-
versiegelung sowie die Erschöpfung von nicht-nachwachsenden Baustoffen. Im
Jahr 2016 waren laut Umweltbundesamt die mineralischen Bauabfälle einschließ-
lich des Bodenaushubs die mengenmäßig wichtigste Abfallgruppe in Deutschland
(Umweltbundesamt 2019). Laut Umweltprogramm der Vereinten Nationen hat sich
die Nachfrage nach Sand und Kies in den letzten 20 Jahren verdreifacht (Matzig
2019; UNEP 2019). Sand dient als unverzichtbarer Grundstoff für Beton und Ze-
ment, ist aber endlich.
Die Bauindustrie steht vor der Herausforderung, eine grundlegende nachhal-
tigkeitsorientierte Transformation zu vollziehen und dies in sehr kurzer Zeit. Der
Schlüssel zur Bewältigung dieser Herausforderung, so ist zuletzt häufiger zu ver-
nehmen, liege darin, die beiden aktuellen »Megatrends« in der Bauindustrie,Nach-
haltigkeit und Digitalisierung, zu verbinden, um die vielfältigen Potenziale digi-
taler Technologien für die Entwicklung umwelt- und klimaschonender Planungs-
und Bauprozesse zu nutzen (BundesBauBlatt 2016; Lehmann 2020). Die digitale
Dokumentation von Baumaterialien kann bspw. alle nutzbaren Bestandteile eines
Gebäudes erfassen, so dass diese bei Abbruch oder Rückbau wiederverwendet wer-
den können (Oppen 2019). Die Digitalisierung kann damit die Grundlage für das
Recycling von Baumaterialien (Urban Mining) bieten und den Einstieg in eine kon-
sequente Kreislaufwirtschaft beschleunigen. Digitale Planungsmodelle, Gebäude-
simulationen und die kollaborative Daten- und Informationsnutzung im Rahmen
von BIM bieten neue Möglichkeiten für eine energie- und ressourceneffiziente-
re Gebäudeplanung sowie ein verbessertes Life Cycle Assessment des Gebäudes und
8 Für Deutschland siehe bspw. das Bundesinstitut für Bau-, Stadt- und Raumforschung
(BBSR, https://www.bbsr.bund.de/BBSR/DE/themen/bauen/nachhaltiges-bauen/_node.html),
die Deutsche Gesellschaft für Nachhaltiges Bauen (DGNB, https://www.dgnb.de/de/verei
n/), die Bundesarchitektenkammer (BAK, https://www.bak.de/presse/aktuelles/phase-nachh
altigkeit-gestartet/) sowie (BMI 2019) und (Umweltbundesamt 2010); international u.a. das
IPCC (Lucon et al., 2014) sowie Sustainable Development Goal (SDG) 11 der Agenda 2030
(United Nations 2015).
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helfen, materialintensive Doppelplanungen und Bauprozesse zu vermeiden. Addi-
tive Fertigungsverfahren oder 3D-Druck in der Fertigung von Bauelementen kön-
nen Ressourcen- und Abfallmengen reduzieren und zudem die lokale Produktion
stärken und Transportwege verkürzen (Suntharalingam et al. 2019). In der Visi-
on digitaler Nachhaltigkeit oder nachhaltiger Digitalisierung konvergiert ökologi-
sche Nachhaltigkeit mit ökonomischer und technischer Effizienz. Einer unserer
Gesprächspartner, ein Experte für BIM, bringt diese Vision auf den Punkt:
»Ja, also das ist das Thema, wo ich die Nachhaltigkeit bei uns sehe oder die Chan-
ce noch nachhaltiger zu planen. Ich vermeide einfach Wiederholung in der Pla-
nung, ich vermeide sinnlose Aufgaben für Leute, die Maschinen machen können,
weil auch das ist ein Stück weit Nachhaltigkeit, wenn ich einfach vielleicht nicht
jemand hinstellen muss, der zwanzig Pläne tausend Mal kopieren muss oder zu
einem Bauamt acht Ordner mit denselben Plänen bringen muss, wenn ich da ein
… Modell schicke, ein IFC-Modell oder ein Revit-Modell, was auch immer, ist das
auch ein Stück weit Nachhaltigkeit. Wenn ich im Vorhinein koordiniert miteinan-
der zusammenarbeite, mit allen Projektbeteiligten, spare ich mir viel Stress und
viele, viele Überstunden auf der Baustelle und Material, das effektiver eingesetzt
werden kann. Ich kann viel genauerMengen ermitteln und dadurch, dass ich auch
die Statik mit ins Modell integriere, kann ich auch viel genauer rechnen, d.h. viel
materialsparender und im besten Falle… Attribute fürs Facility Management (…),
wenn die reinschreiben, wie oft Wartungsintervalle notwendig sind für gewisse
Elemente, dann hilft das allen und dann hilft das der Nachhaltigkeit, dann sind
die Maschinen oder Gebäudeausstattungen länger in Betrieb, dadurch dass sie
einfach besser gewartet werden können. Und am Ende weiß ich auch, indem ich
schon im Vorhinein plane, wie Sachen recycelt werden können oder müssen.« (In-
terview BIM Koordinator)
Vereinzelt gibt es jedoch auch Stimmen, die darauf hinweisen, dass Digitalisie-
rung und Nachhaltigkeit nicht unbedingt gleichgerichtet sind. So ist insbesondere
der erhöhte Strombedarf durch digitale Steuerung und Vernetzung zu nennen.
Derzeit entfallen 11 Prozent des globalen Stromverbrauchs auf das Internet, zwei
Drittel davon werden noch immer durch fossile Energien gedeckt (Lehmann 2020:
20). Hinzu kommt der Mehrbedarf an endlichen Ressourcen, wie z.B. seltenen Er-
den für die Herstellung digitaler Geräte (Crawford und Joler 2018). Und nicht zu-
letzt fällt die Problematik der Rebound-Effekte ins Gewicht, d.h. die Steigerung
der Energie- und Ressourceneffizienz bezogen auf das Einzelprodukt wird durch
Mehrproduktion und Mehrverbrauch wieder aufgehoben. Ähnliches gilt für das
Ziel der Abfallvermeidung durch digitale Fertigungsmethoden, wie z.B. 3D-Druck,
wie uns ein Gesprächspartner erklärte:
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»Also wieviel Abfall fällt eigentlich dann doch an beim Fertigen? Weil normaler-
weise ja die These ist, dass relativ wenig Abfall anfällt. Wennman sich dann doch
mal anguckt, wie gedruckt wird, wie gebaut wird mit solchen digitalen Prozes-
sen, sieht es vielleicht doch anders aus und da sozusagen genau hinzugucken und
auch die Schwierigkeiten genau zu benennen, ist, glaube ich, wichtig, umauch die
Qualität auf dieser Ressourcenebene dann darstellen zu können.« (Interview For-
schung und Entwicklung)
Es kann also nicht vorab davon ausgegangen werden, dass der Einsatz digita-
ler Technologien per se Effizienz- und Nachhaltigkeitsgewinne erzeugt, sondern
es kann durchaus zu Zielkonflikten zwischen Nachhaltigkeit und Digitalisierung
kommen.Wenn das Ziel tatsächlich die Etablierung einer klimaneutralen Bauweise
ist, müssen Probleme und Zielkonflikte als solche benannt und adressiert werden.
Das allerdings ist bisher nur ausnahmsweise der Fall.
Schluss
Ein bekanntes, Winston Churchill zugeschriebenes Zitat besagt: »Zuerst formen
wir unsere Gebäude, dann formen sie uns«. Tatsächlich prägen gebaute Räume un-
sere Erfahrungen, unsere alltäglichen Praktiken und unsere Vorstellungen, Ideen
und Möglichkeiten eines guten Lebens und Zusammenlebens. Doch wie bewusst
formen wir diese Räume und wieviel Aufmerksamkeit schenken wir den genutzten
und vor allem den nicht genutzten Möglichkeiten?
Die Sammlung und Analyse aktueller Leitvorstellungen zur (digitalen) Zukunft
der Bauindustrie macht deutlich, dass durch computerbasierte Entwurfs- und
Bauprozesse neue bautechnische Möglichkeiten in der Branche denkbar werden,
die mit weitreichenden und sehr unterschiedlichen Vorstellungen von zukünfti-
gen Bauwelten verbunden sind. Auch wenn diese Möglichkeiten in Deutschland
derzeit kaum ausgeschöpft werden, so zeigen unsere Interviews und die Doku-
mentenanalyse doch die durchgehende Erwartung, dass digitale Technologien
die Baubranche, die Bauweisen und die entstehenden Gebäude, Infrastrukturen
und Räume in den kommenden Jahren fundamental verändern werden. Die
Art und Weise, wie diese bautechnischen Möglichkeiten aufgegriffen und wei-
terentwickelt werden, bestimmt, was in der Zukunft als schöne Bauwelt gilt,
welche Qualitätsansprüche zukünftig formuliert und welche Qualitätskriterien
berücksichtigt werden. Ob sich die zukünftige Baukultur dabei vor allem an
Produktivitäts- und Gewinnoptimierung, an Integrationsleistung, ikonischer Sin-
gularität oder an Nachhaltigkeit orientiert, wird aber schon im heutigen Gerangel
um Deutungsmacht mitentschieden: je nach errungener Deutungshoheit und
Überzeugungskraft setzen sich dabei bestimmte Leitvorstellungen für soziotech-
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nische Bauzukünfte durch und schließen oder marginalisieren damit alternative
Vorstellungen und Entwicklungspfade. Aus der Vielfalt der Möglichkeiten werden
auch in der digitalen Gesellschaft der Zukunft – nicht anders als in Gegenwart
und Vergangenheit – nur wenige realisiert. Diese selektive Auswahl bestimmt die
gebaute Umwelt, unsere architektonisch geprägten Praktiken der Raumnutzung
und -aneignung (Lefebvre 1991) und auch die Formen ihrer mehr oder weniger
flexiblen, nachhaltigen oder industriellen Produktion bis hin zu den Vorstellun-
gen möglicher Räume und wünschenswerter Räumlichkeiten als grundlegende
Komponenten des Zusammenlebens (Soja 2000). Es lohnt sich, diesen Entwick-
lungen heute Aufmerksamkeit zu schenken und sich in die Debatten um digitale
Bautechnologien, Bauweisen und Baukulturen einzumischen. Aus der Perspektive
demokratischer Technikgestaltung geht es dabei um die Bewertung konkurrieren-
der Leistungsversprechen und der ihnen zugrundeliegenden Leitvorstellungen,
die immer auch Vorstellungen des guten Lebens und Zusammenlebens auf diesem
Planeten sind.
Zu diesem Zweck haben wir in diesem Beitrag einen Überblick über das dis-
kursive Feld der gegenwärtig vorherrschenden Leistungsversprechen erstellt, den
wir mit der folgenden Abbildung noch einmal verdichtet präsentieren wollen. Das
Feld spannt sich zwischen vier maßgeblichen Leitvorstellungen zu möglichen zu-
künftigen computerbasierten Bauwelten auf, die umBeachtung, Einfluss, Vorrang,
Verwirklichungs- und Weiterentwicklungsmöglichkeiten ringen.
Im gegenwärtigen Diskurs, so können wir festhalten, kommen Spannun-
gen und Zielkonflikte zwischen diesen unterschiedlichen Leitvorstellungen und
Leistungsversprechen kaum vor. Im Gegenteil, durch die Berichte, Leitfäden
und Stellungnahmen zieht sich eine dominante Botschaft: Die digitale Durch-
dringung der Bauwirtschaft ist die Lösung für alle drängenden Probleme. Ob
Fachkräftemangel oder Bevölkerungswachstum, Wohnraummangel, Schwäche
der öffentlichen Haushalte, Wettbewerbsfähigkeit der nationalen Bauwirtschaft,
Erhöhung des Durchschnittsalters in der Bevölkerung oder die globale Klima- und
Umweltkrise – für all diese großen Herausforderungen scheint die Digitalisierung
die richtige Antwort, und zwar für alle gleichermaßen.
Diese umfassenden Lösungsversprechen lassen leicht übersehen, dass die je-
weiligen Imaginaries sehr wohl Schwerpunkte setzen, die in verschiedene Richtun-
gen weisen und Zielkonflikte verursachen: Eine Verbesserung der Produktivität
und Wettbewerbsfähigkeit muss nicht zugleich auch eine optimierte Bauökologie,
Flexibilität und Kooperation bedeuten. Maßgeschneiderte Bauprozesse ermögli-
chen singuläre Planungsobjekte mit hoher Leistungsfähigkeit, aber Flexibilität und
Ressourcensparsamkeit können auf der Strecke bleiben und auch die gesellschaft-
lich geforderte Bezahlbarkeit gerät in dieser Perspektive leicht aus dem Blick. Da
Digitalisierung und Computerisierung Zielkonflikte nicht aus der Welt schaffen
können, ist die in vielen Dokumenten suggerierte, allumfassende Verbesserung
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Abbildung 1: Leistungsversprechen digital und computerbasiert ermöglichter Bauwelten
(eigene Darstellung)
kaum erwartbar, eher wohl, dass die Widersprüche und Spannungsverhältnisse
zugunsten algorithmisch bearbeitbarer Parameter ausgeblendet werden. So kön-
nen wir feststellen, dass eine Reihe von Fragen nicht gestellt werden, wie z.B. die
Frage, welche Umwelt- und Klimawirkungen durch das erhöhte Transportaufkom-
men von off site fabrication entstehen oder ob es unter Nachhaltigkeitsgesichtspunk-
ten überhaupt sinnvoll ist, möglichst schnell möglichst viel zu bauen oder ob nicht
andere Nutzungs-, Wohn- und Lebensformen sowie eine öffentliche Kontrolle der
Miet- und Bodenpreise denMangel an bezahlbaremWohnraum besser lösen könn-
ten (Vogel 2019). Schattenseiten, Ambivalenzen und Zielkonflikte müssen sichtbar
gemacht werden, um verhandelbar zu sein. Dabei wird auch verhandelbar sein
müssen, ob die digitale Transformation in jedem Fall die beste Antwort auf alle
eingangs genannten Krisen darstellt, oder ob (auch) andere soziotechnische oder
auch nicht-technische Arrangements für bestimmteHerausforderungen die besse-
re Alternative sein können. Die technischen Neulinge des generativen Designs, die
digitalen Zwillinge, Roboterflotten und -plattformen werden sich in Zukunft wohl
an der Schaffung unserer Bauwelten beteiligen: Uns obliegt jedoch, Ansprüche und
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Kriterien zu formulieren, wie dies geschehen soll, damit zukünftige Lebewesen in
diesen Bauwelten lebenswerte Bedingungen finden können.
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»Die Benutzer sind das Problem, nicht das System«
Verantwortung, Vertrauen und Vulnerabilität in
IT-Sicherheitsdiskursen
Alexander Wentland und Nina Klimburg-Witjes
Einleitung: Das »Hacking menschlicher Schwächen«
Während wir diesen Artikel geschrieben haben, sind wir beide mehrfach Ziele von
Social Hacking Angriffen geworden – so wie täglich Millionen Menschen, die von
falschen Absender*innen per Email gebeten werden, auf einen Link zu klicken oder
eine Datei zu öffnen. In einemunserer Fälle kamdie E-Mail von einemAccount, der
jenem der IT-Abteilung der Universität Wien täuschend ähnlichsah. Die Nachricht
enthielt die dringende Aufforderung, das Passwort für den Universitätszugang an
den Absender zu schicken, damit dieser ein technisches Problem mit dem Zugang
lösen könne. In einer anderen fingierten E-Mail wurde jemand von uns gebeten, ei-
nen vermeintlichen Bericht einer Regierungsorganisation zu kommentieren – zum
Thema international cybersecurity. Anbieter*innen von Sicherheitsdienstleistun-
gen schätzen, dass 90 Prozent aller Hackerangriffe Gebrauch von manipulativem
Social Hacking machen (Kaspersky 2019; PurpleSec 2020).
Social Hacking (SH) im Kontext der IT-Sicherheit bezeichnet eine Angriffsart,
bei der Hacker*innen sowohl auf die technischen als auch die soziale Komponen-
ten eines IT-Sicherheitssystems abzielen (Abraham und Chengalur-Smith 2010).
Das Ziel von Hacker*innen ist dabei, Benutzer*innen so zu manipulieren, dass sie
vertrauliche Informationen preisgeben, mittels derer sich Hacker*innen dann Zu-
gang zu Daten und Netzwerken verschaffen. Im Bereich der IT-Sicherheit hat sich
mit der verbreiteten Nutzung des Internets Anfang der 1990er Jahre die Bezeich-
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nung SH bzw. Social Engineering1 für diese Art der Manipulation etabliert (Coleman
2012; Thomas 2002).
Mit der zunehmenden kommerziellen Relevanz des Internets und der Digitali-
sierung dermeisten Lebens- undWirtschaftsbereiche hielt der Begriff dann Einzug
in IT-Sicherheitsdiskurse und mittlerweile auch in die Nachrichtenberichterstat-
tung. Wie die Anschuldigungen über das angebliche Hacking des Demokratischen
Nationalkomitees während der Kampagne der Demokratischen Partei für die US-
Präsidentschaft 2017 oder der Twitter Bitcoin Betrug 20202 gezeigt haben, rufen
SH-Angriffe nicht nur ein großes mediales Echo hervor, sondern können auch po-
litische Implikationen nach sich ziehen.
Als besonders gefährlich und problematisch gilt SH im Kontext der IT-
Sicherheit von Unternehmen, die besonders lukrative Ziele für Angriffe darstellen.
Selbst kleine Unternehmen verfügen in der Regel über eine Dateninfrastruktur,
auf der sämtliche internen und externen unternehmerischen Aktivitäten basieren.
Die Kompromittierung solcher Netzwerke kann dazu führen, dass sensible Da-
ten ausgespäht, manipuliert oder gelöscht werden. Derartige Einbrüche können
massive wirtschaftliche Schäden mit sich bringen – für das Unternehmen selbst,
aber auch für Kund*innen und Zulieferer, zum Beispiel durch den Zugang zu
sensiblen Daten oder Betriebsgeheimnissen. IT-Verantwortliche in Unternehmen
– aber auch in anderen Organisationen – sehen sich vor diesem Hintergrund vor
der Herausforderung, kontinuierlich wirksame Gegenmaßnahmen zu entwickeln,
die sowohl auf technischer als auch sozialer Ebene greifen müssen, da SH grund-
legende menschliche Eigenschaften wie Unaufmerksamkeit, Neugier, Angst oder
Gier als Einfallstor in die vermeintlich nach rein technischer Logik operierenden
IT-Systeme ausnutzt (Hadnagy 2010; Krombholz et al. 2015).
Mitarbeiter*innen von Unternehmen und anderen Organisationen wie-
derum stehen mittlerweile im Zentrum eines Wettrüstens zwischen externen
1 Social Hackingwird insbesondere im angelsächsischen Raum häufig als Social Engineering be-
zeichnet. Eine Verbindung zu der Verwendung des Begriffes in den Sozialwissenschaften im
Sinne einer Beeinflussung der Gesellschaft durch Planung und Steuerung ist dabei nicht be-
absichtigt. Aus diesem Grund verwenden wir in diesem Text ausschließlich die Bezeichnung
»Social Hacking« (SH), auch wenn in den meisten Dokumenten und Interviews von »Social
Engineering« gesprochen wird. Beide Formen gelten als synonym.
2 Beim Hackerangriff auf Twitter 2020 wurden am 15. Juli bei dem populären Mikroblogging-
Dienst Benutzerkonten von ca. 130 prominenten Personen und Unternehmen gehackt – u.A.
die der Unternehmer Elon Musk und Bill Gates sowie von Politikern wie Barack Obama und
Joe Biden. Über diese Konten wurden Tweets veröffentlicht, die darauf abzielten, Internet-
nutzer*innen um Bitcoin-Guthaben zu betrügen. In der medialen Berichterstattung wurde
der Vorfall einerseits als gravierend, anderseits jedoch auch als glimpflich eingeordnet, da
keines der Benutzerkonten als Sprachrohr zur Verbreitung politischer Inhalte oder Falsch-
meldungen verwendet wurde, was ohne Weiteres in orchestrierter Form möglich gewesen
wäre.
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Angreifer*innen und den Sicherheitsabteilungen ihrer Organisation. Der Schutz
von Firmen vor Cyberangriffen, externer Einmischung und Spionage ist al-
les andere als neu, jedoch hat die massive Verbreitung von Informations- und
Kommunikationstechnologien (IKT) im beruflichen wie privaten Umfeld, die
Sicherheitsproblematik in den letzten Jahrzehnten zusätzlich verstärkt (Moro-
zov 2013). Aus Unternehmenssicht können daher praktisch alle Beschäftigten
unfreiwillig zu einem Sicherheitsrisiko werden, weshalb die Investitionen in
IT-Sicherheitsschulungen und -trainings für Mitarbeitende seit Jahren massiv
steigen (Grand View Research 2020).
In diesem Bereich hat sich in den letzten Jahren eine eigene Branche etabliert,
die Beratung, Trainings und Bewertungsinstrumente anbietet, um mit derartigen
Risiken umzugehen. Besonders wird hier die Konvergenz von technischer und so-
zialpsychologisch inspirierter Expertise betont, die zum Schutz vor SH-Angriffen
zentral sei und eine spezifische Expertengemeinschaft hervorgebracht hat. Aller-
dings: Die meisten der angebotenen Trainings und Sicherheitslösungen zeigen
nicht die erwünschte Wirkung, wie unsere Interviewpartner*innen immer wie-
der festgestellt haben. Denn mehr noch als herkömmliche Hacking Methoden, die
auf Schwachstellen in fehlerhafter Software abzielen, ermöglicht es SH den An-
greifern, auch in vorbildlich gewartete und abgesicherte IT-Systeme einzudringen.
Diese kontinuierliche Bedrohung und die scheinbare Unmöglichkeit eines flächen-
deckenden Schutzes vor SH-Angriffen hat das Wachstum dieser Branche der Si-
cherheitsindustrie eher zusätzlich gefördert als gehemmt.
Dieser Beitrag untersucht,wieHacker*innen und Sicherheitsexpert*innen dis-
kursiv die Figur der, wie wir sie bezeichnen, defizitären Benutzer*in konstruieren
und den Menschen als das schwächste Glied in der Sicherheitsarchitektur darstel-
len. Unsere Analyse baut auf den Science and Technology Studies (STS) auf, welche
die wechselseitigen Einflüsse von technischer Rationalität und gesellschaftlichen
Wertvorstellungen in den Blick nehmen (Jasanoff 2004; Sismondo 2010; Wynne
2006).
Anhand von qualitativen Expert*innen-Interviews untersuchen wir das Zu-
sammenspiel zwischen Nutzer*innen, IT-Sicherheitsabteilungen und dem weiter
gefassten SH-Expertendiskurs in Bezug auf die IT-Sicherheit in Unternehmen.
Hier zeigt sich eine Verschiebung in der Art und Weise, wie individuelle Defizite
vis-à-vis einer kollektiven Sicherheit konstruiert werden: Während viele Unterneh-
men weitgehend von der sogenannten digitalen Revolution profitiert haben, wur-
den damit einhergehende sicherheitsbezogene Risiken zunehmend auf die einzel-
nen Mitarbeitenden ausgelagert.
Unsere Analyse basiert auf insgesamt 13 Expert*innen-Interviews sowie teil-
nehmender Beobachtung und Hintergrundgesprächen während der beiden wich-
tigsten Computersicherheits- und Hacking-Konferenzen Black Hat und Defcon im
Juli 2017 in Las Vegas. Zum Abgleich unserer induktiv generierten Interpretatio-
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nen mit europäischen Debatten haben wir an der Vienna Cyber Security Week im
Januar 2018 teilgenommen und weitere Personen aus Unternehmen mit umfas-
sender IT-Sicherheitsinfrastruktur in Finanz- und Gesundheitswesen interviewt.
Zudem haben wir eine Dokumentenanalyse durchgeführt, für die wir systema-
tisch Medienberichte und Blogs zumThema IT-Sicherheit sowie Websites von SH-
Expert*innen-Netzwerken ausgewertet haben.
Zunächst zeigenwir in unserer Analyse,wie Nutzer*innen einerseits als grund-
sätzlich unberechenbare Gefahrenquelle, zugleich jedoch auch als einzig wirksa-
mer Ansatzpunkt für eine Gegenstrategie konstruiert werden. Diese Herstellung
eines Defizitverständnisses, betrifft nicht nur einzelne Sicherheitspraktiken, son-
dern erstreckt sich über weite Bereiche von Organisationen und Institutionen in
Politik und Wirtschaft, Wissenschaft und Medien. Abschließend diskutieren wir,
wie eine Alternative zum Defizitdenken im Bereich der digitalen Sicherheit aus-
sehen könnte, und zwar in der Form einer »Kultur der Vulnerabilität« und der ak-
tiven Auseinandersetzung mit einem im Entstehen begriffenen sozio-technischen
Regime digitaler Organisationssicherheit, das auf geteilter statt auf individueller
Verantwortung basiert.
Konzeptioneller Zugang
Von einer Politik der Defizitkonstruktion …
In Bezug auf SH-Angriffe werden die Mitarbeiter*innen oft als das »schwächste
Glied« in der Sicherheitsinfrastruktur bezeichnet. In unserer empirischen Auswer-
tung wurde deutlich, dass viele IT-Spezialist*innen von unwissenden und leicht-
gläubigen Benutzer*innen ausgehen, die in ihrer Arbeitsroutine zwar leicht zuma-
nipulieren seien, deren Verhalten in Bezug auf die Sicherheitspraxis des Unterneh-
mens zugleich jedoch schwer vorhersehbar sei.
Diese Muster der Problematisierung ähneln dem Defizitmodell in Teilen der
konventionellen Wissenschaftskommunikation (public understanding of science), wel-
ches in den STS umfassend kritisiert worden ist (Irwin 2014; Jasanoff 2016; Wynne
2006). Die Kritik richtet sich vor allem auf ein reduktionistisches Verständnis von
gesellschaftlichen Kontroversen, die regelmäßig um neue wissenschaftliche Ein-
sichten und Technologien entbrennen, wie beispielsweise Gentechnik oder Atom-
energie. Obwohl gesellschaftliche Konflikte umWissenschaft und Technik niemals
rein epistemischmotiviert sind, sondern vielmehr grundlegende politische und so-
ziale Wertfragen adressieren, sehen Vertreter*innen des Defizitmodells das Heil-
mittel gegen Dissens darin, die wissenschaftliche Kompetenz (literacy) der Bevöl-
kerung zu fördern. Diese, so die Annahme, führe dann automatisch zur Akzep-
tanz umstrittener wissenschaftlich-technischer Entwicklungen (Bodmer und Wil-
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kins 1992; Bybee 1997). Während diese Perspektive eine breite institutionelle Un-
terstützung fand, wurde die implizite Charakterisierung von Bürger*innen als ir-
rational und aufklärungsbedürftig jedoch auch normativ hinterfragt und empi-
risch widerlegt. So zeigte BrianWynne (1992) in einer vielzitierten Studie zumUm-
gangmit radioaktiv kontaminierten Ländereien in England nach demTschernobyl-
Reaktorunglück, wie vorkonfigurierte Machtasymmetrien eine Dominanz von wis-
senschaftlichemExpertenwissen sicherstellen.Widersprechende Positionenwurde
in dem untersuchten Fall frühzeitig als Wissenschaftsfeindlichkeit gedeutet, ob-
wohl die Farmer*innen über relevantes Erfahrungswissen verfügten und als un-
mittelbar Betroffene ein besonderes Interesse an der Mitdeutung der Problemlage
hatten – anders als die Forschenden.
Forschung in den STS verweist häufig darauf, dass institutionell getragene In-
itiativen, die von Kompetenzdefizits ausgehen, nicht die erwünschten Ergebnisse
erbracht haben – nämlich Kontroversen um Expertise zu befrieden (Irwin 2014;
Jasanoff 2016; Stilgoe et al. 2014). Darüber hinaus haben STS-Studien untersucht,
wie Machtasymmetrien durch die Professionalisierung und Institutionalisierung
von Expertise zu einer Schließung von Diskursen führen, wodurch nicht-wissen-
schaftliche, aber potenziell betroffene Akteur*innen nicht auf Augenhöhe mitwir-
ken können (Wynne 2006). Aus Sicht des Defizitmodells gelten Personen undGrup-
pen, die nicht durch ihre institutionelle Position als Wissensträger*innen legiti-
miert sind lediglich als Rezipient*innen vonWissen.Diese Gruppen bedürfen einer
angemessenen Aufklärung und Bildung oder müssen sich – falls sie diese ablehnen
– den Vorwurf mutwilliger Ignoranz gefallen lassen.
Die Verbreitung und Wirkmächtigkeit des Defizitmodells kann auch in ande-
ren gesellschaftlichen Kontexten beobachtet werden. So konstatieren Pfotenhauer
et al. (2019) den Trend, die Zukunftsfähigkeit von institutionellen Akteuren aller Art
– angefangen bei Unternehmen bis hin zu ganzen Nationalstaaten – in Kategorien
eines »Innovationsdefizits« zu betrachten. Akteur*innen, denen ein Innovations-
defizit diagnostiziert wird, werden dadurch unter Rechtfertigungsdruck gesetzt.
Von ihnen wird erwartet, das Defizit mittels externer Expertise zu schließen. Die
Autoren argumentieren, dass solche Defizitdiagnosen eine bestimmte politische
Problemlage performativ erzeugen, statt diese – wie oft behauptet – objektiv zu
beschreiben. Pfotenhauer und Jasanoff (2017) beobachten hier eine »Wende in der
Innovationspraxis« der letzten Jahre: Indemwirtschaftliche, politische undwissen-
schaftliche Akteur*innen sich zunehmend an globalen Vorbildern für erfolgreiche
Innovation wie dem Silicon Valley oder MIT orientieren, werden lokales Wissen,
regionale Erfahrungen und Interessen Betroffener häufig marginalisiert. Dieser
Dynamik liegt die Annahme zu Grunde, dass Akteur*innen, die nicht dem domi-
nanten Innovationsregime folgen, unweigerlich ins Hintertreffen geraten würden,
so Pfotenhauer und Jasanoff.
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Analog zu diesem Defizitmodell der Innovation, gehen auch Führungskräf-
te von Unternehmen und IT-Abteilungen häufig davon aus, dass ihre Belegschaft
durch fehlende Kompetenz im Umgang mit potenziellen SH-Angriffen hinter die
Sicherheitsstandards des Unternehmens zurückfällt. Dieses Framing zeigte sich
deutlich in den von uns ausgewerteten Sicherheitsstrategien der Firmen, Berich-
ten in Branchennachrichten und in den Diskussionen auf den von uns besuch-
ten Security-Tagungen. Auch in diesem Fall erheben technische Expert*innen den
Anspruch auf alleinige Definitionsmacht darüber, was als geeignetes Wissen im
Umgang mit (Sicherheits-)Problemen gelten soll. Die von uns recherchierten SH-
Schulungen für Mitarbeitende gehen dem entsprechend davon aus, dass die Teil-
nehmenden selbst ein Sicherheitsrisiko innerhalb des Unternehmens darstellen.
Ziel sei es dieses Risiko auf der Individualebene zu identifizieren, zu »diagnos-
tizieren« und somit die Daten- und Kommunikationssysteme der Firmen wider-
standsfähiger gegenüber SH-Angriffen zu machen.
Pfotenhauer et al. (2019) haben in diesem Kontext eine Forschungsperspektive
entwickelt, welche die Aufmerksamkeit auf die verschiedenen Ebenen der Defizit-
konstruktion lenkt: Etwas als defizitär zu konstruieren – sei es die Benutzer*innen
eines Computers oder eine ganze Volkswirtschaft – beginntmit der Diagnose eines
Problems, das es zu lösen gilt. Expert*innen versprechen in diesem Sinne nicht nur
potentielle Lösungsansätze, sondern beanspruchen zugleich auch die Deutungs-
hoheit über die Problemdefinition selbst und stützen sich dabei auf vermeintlich
objektiv feststellbare Methoden und Maßstäbe. Arbeiten aus den STS zu diesem
Spannungsfeld haben gezeigt, dass solche Problematisierungen und vorgeschla-
genen Lösungsansätze immer auch Annahmen über eine wünschenswerte soziale,
politische und wirtschaftliche Ordnung implizieren (Jasanoff 2016; 2015).
… zu einem neuen Verständnis von sozio-technischer Vulnerabilität
Um die Bedeutung von SH für Sicherheitsdiskurse zu verstehen, schlagen wir ei-
ne Perspektive vor, die die Belegschaft nicht prinzipiell pathologisiert, sondern
von technifizierten Lebenswelten ausgeht, die aus dem Wechselspiel technischer
Rationalität und sozialer Normen hervorgehen. Aufbauend auf STS-Arbeiten zu
»technological culture« (Bijker 2006) und »socio-technical vulneraility« (Hommels
et al. 2014) schlagen wir in diesem Beitrag den Begriff Kultur der Vulnerabilität vor,
um dem eher technokratischen Risikovokabular eine reflexive Sicht hinzuzufügen.
Die Figur der Vulnerabilität wurde in den STS als Antwort auf den Risikobegriff
im Sinne von Ulrich Becks (1992) Risikogesellschaft entwickelt. Vulnerabilität ist
in der STS-Konzeption weder objektivierbar noch kann sie als inhärentes Merk-
mal bestimmter als risikohaft beschriebener gesellschaftlicher Bereiche verstanden
werden. Auf normativer Ebene kann die Berücksichtigung von Vulnerabilität den
Deutungsraum einer Gesellschaft über das vorherrschende Risikoverständnisses
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hinaus ausweiten, was besonders dringlich erscheint, wenn sich im Zuge der zu-
nehmenden Digitalisierung vieler Lebensbereiche Fragen von Verantwortung und
Vertrauen neu stellen.
Methodischer Ansatz und Feldforschung
Unsere Analyse stützt sich auf ethnographische Feldforschung sowie Exper-
teninterviews, welche im Rahmen von drei internationalen Konferenzen zu
IT-Sicherheit und Hacking durchgeführt wurden. Wir haben dafür an der Vienna
Cyber Security Week im Januar 2018 sowie den internationalen Konferenzen Black
Hat und Defcon teilgenommen, die im Juli 2017 in Las Vegas, USA stattfanden.
Insbesondere die beiden letztgenannten Konferenzen sind die führenden Veran-
staltungen in diesem Bereich und ziehen jedes Jahr rund 20.000 Interessierte
an. Black Hat richtet sich v.a. an Unternehmen und Regierungsbehörden in
verschiedenen Bereichen, wie Justiz, Wirtschaft und Gesundheit sowie Energie
und Verteidigung. Die Defcon wiederum gilt als die informellere und kreativere
Konferenz mit einem gemischten Publikum, welches aus Hacker*innen und
IT-Fachleuten sowie Journalist*innen, Nichtregierungsorganisationen im Bereich
des Datenschutzes, Aktivist*innen und Forschenden besteht. Während der letzten
Jahre wurden auf beiden Konferenzen vermehrt Vorträge über menschliche Fak-
toren in der IT-Sicherheit gehalten sowie ein Social Engineering Village eingerichtet
– vergleichbar mit einer Sektion bei akademischen Konferenzen.
Konferenzen und Großveranstaltungen wie diese können als ›Seismographen‹
der Debatten, Schlüsselthemen und sozialen Interaktionen ihrer jeweiligen Be-
reiche verstanden werden und sind zentral für anthropologische Untersuchungen
(Høyer Leivestad und Nyqvist 2017). Darüber hinaus verstehen wir diese Großver-
anstaltungen, von Keynote Talks, Lunch Talks, Podiumsdiskussionen und Arbeits-
gruppen bis hin zu After-Partys, als aktive gesellschaftspolitische Räume, in denen
wir die Prozesse untersuchen können, durch die Wissen und Expertise präsen-
tiert, generiert, erprobt oder stabilisiert werden (Hajer 2009; 2005; Harper 1998;
Little und Painter 1995).
Die Teilnahme an den jeweiligen Konferenzen ermöglichte es uns, zu verste-
hen, in welcher Form »contextualized interactions produce social realities like un-
derstandings of particular problems and the power relations brought into being
in addressing those problems« (Campbell et al. 2014: 5). Darüber hinaus, und auf-
grund des oft sensiblen Charakters von IT-Sicherheitsthemen, haben wir während
der Veranstaltungen informelle Interviews und Diskussionenmit den Teilnehmen-
den durchgeführt, oft in Form von unstrukturierten Gesprächen während der Pau-
sen oder in der Warteschlange für einen Vortrag.
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Das empirische Material wurde nach Hajers (2003) Ansatz der argumentativen
Diskursanalyse ausgewertet. Dieser sieht Diskurs »als ein Ensemble von Ideen,
Konzepten und Kategorien [.], durch das ein Phänomen mit Bedeutung versehen
wird, und welches durch ein bestimmtes, identifizierbares Set von Praktiken pro-
duziert und reproduziert wird« (Hajer 2003: 278). Dieser Ansatz ermöglicht es zu
verstehen, wie und unter welchen Bedingungen ein spezifischer Diskurs dominant
wird. Besonders relevant für unseren Beitrag ist dabei der Begriff der Storylines, der
verdichtende, zentrale Elemente eines breiteren SH-Diskurs bezeichnet.
Empirische Analyse
SH gilt heute als zentrale Komponente nahezu aller Cyberangriffe (Abraham und
Chengalur-Smith 2010: 183) und basiert auf einer Kombination aus technischen
und sozialen Angriffen, wie die folgende Anekdote exemplarisch illustriert: Ke-
vin Mitnick, einer der Protagonist*innen des sozialpsychologisch interessierten
Teils der Hackerszene, legte 2010 die inhärente Vulnerabilität maschinenlesbarer
Dienstausweise und Zugangskontrollen in gesicherten Gebäuden offen. Im Auf-
trag eines Kunden, der die Sicherheitsinfrastruktur seines Unternehmens testen
wollte, kam Mitnick in der Raucherecke vor dem Gebäude ins Gespräch mit Mit-
arbeitenden, die ihn für einen Kollegen hielten. Währenddessen gelang es Mitnick
unbemerkt über einen versteckten RFID-Scanner in seiner Tasche, die Zugangs-
karten der Mitarbeitenden auszulesen, die Kartendaten zu kopieren und sich so
Zugang zu verschaffen. Im Gebäude selbst war Mitnick mittels einer in seiner Bril-
le installierten Mini-Webcam in der Lage, die Mitarbeitenden bei der Eingabe ihrer
Passwörter zu filmen und sich so auch Zugang zur digitalen Infrastruktur zu ver-
schaffen (Klimburg 2017). Dieses Beispiel verweist auf den kritischen Problemfo-
kus des SH-Expertendiskurses, welchen wir in der folgenden empirischen Analyse
systematisch dekonstruieren.
Die Suche nach den Verantwortlichen: Die »dummen Mitarbeitenden«
als Sicherheitsrisiko?
In den letzten Jahren sind im Bereich der IT-Sicherheit zahlreiche Fachbücher pu-
bliziert worden, die sowohl Methoden und Techniken zur Manipulation menschli-
chen Verhaltens als auch Präventionsstrategien gegen solche Angriffe thematisie-
ren (Hadnagy 2010; Long et al. 2011;Workman 2007). Professionelle Anbieter*innen
werben im Internet für ihre Beratungsleistungen und führen dabei häufig spekta-
kuläre Hackerangriffe wie das oben erwähnte Beispiel als Beleg für die Dringlich-
keit des Problems an. Dabei wird häufig eine permanente Bedrohungslage kon-
struiert, in der katastrophale Angriffe jederzeit eintreten können oder bereits ein-
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getreten, jedoch vomUnternehmen unbemerkt geblieben sind.Ein Artikel im Tech-
MagazinWiredmit dem Titel »Social Engineering AlwaysWins: An Epic Hack Revi-
sited« bringt dieses Gefühl der permanenten Bedrohung auf den Punkt: »In short,
all of this has happened before, and all of it will happen again« (Honan 2014).
Während sich Ingenieur*innen und Programmierer*innen vormals hauptsäch-
lich mit Schwachstellen in Soft- und Hardware beschäftigten, wird in den zuneh-
mend nutzerzentrierten Sicherheitsdiskursen die menschliche Fehleranfälligkeit
als das Hauptproblem dargestellt. In unseren Interviews und während der Kon-
ferenzen wurde deutlich, dass die meisten befragten Expert*innen den Menschen
als das »schwächste Glied« in der Sicherheitsinfrastruktur sehen (IP 1; 3, 4, 5), was
in Aussagen wie dieser deutlich wird: »users are the problem, not the system« (IP
2). Bemerkenswert an diesem Zitat ist, dass der bzw. die Benutzer*in nicht als Teil
des Systems verstanden wird, sondern als ein externer Faktor, der entweder rich-
tig oder falsch handelt. In Interviews und in Vorträgen wurde häufig die Figur der
»stupid people« angeführt, die auf die vermeintliche Unfähigkeit der Benutzer*in-
nen, sich den immer komplexeren sozio-technischen Herausforderungen der IKT
anzupassen, rekurriert – unabhängig davon »how much education and training
is thrown upon them« (IP 4). Dieses Zitat deutet bereits an, dass die Benutzer*in-
nen als unfähig angesehen werden, selbst die einfachsten Vorsichtsmaßnahmen zu
treffen, wie beispielsweise adäquate Passwörter zu erstellen oder die Identität ei-
nes*r vermeintlichen Mitarbeitenden zu prüfen, die/der sich Zugang zu sensiblen
Information verschaffen möchte.
Unabhängig davon, wie gesichert die IT-Infrastruktur eines Unternehmens
auch sein mag, wie der IT-Sicherheitsexperte Hulme (2015) in einem Onlinebei-
trag betont, »there’s always going to be employees who hand over the keys to the
kingdom – or at least raises the drawbridge when asked nicely, or with authority.«
Besonders auffällig war, dass in den meisten Interviews und auf allen von uns
besuchten Konferenzen die Angreifer*innen als ein unvermeidliches Übel gesehen
wurden. Dies zeigte sich u.a. in der häufigen Darstellung des Hackers und der
Hackerin als jemand, der bzw. die in der Lage sei, alles zu tun, was er oder sie will
– nicht aufgrund außergewöhnlicher technischer Fähigkeiten, sondern aufgrund
der vermeintlichen Unfähigkeit der Nutzer*innen.Während also Hacker*innen oft
mit Bewunderung für ihre elaborierten Angriffe beschrieben wurden, sind es die
unachtsamen Mitarbeiter*innen, die ihre Daten versehentlich an diese preisgeben
würden und somit diskursiv als die eigentliche Gefahrenquelle konstruiert werden.
Doch warum rekurrieren so viele Expert*innen in erster Linie auf menschliche
»Dummheit« und worauf gründet sich diese ihrer Ansicht nach?
Unseren Interviewpartner*innen zufolge und in Übereinstimmung mit der
(eher technischen) Literatur zu SH ist seitens der Expert*innen die wichtigste
Erklärung für den Erfolg von SH-Angriffen, dass diese Manipulationen auf Emo-
tionen wie Angst, Neugier, Aufregung oder Gier nach ökonomischen Gewinnen
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abzielen. Zudem öffnet oftmals auch Vertrauen den Angreifenden die Tür, wie ein
weiteres Zitat aus dem oben genannten Onlinebeitrag zeigt:
»Humans are fairly dumb; we are easily led; trust readily and we have this natural
tendency (for themost part) to think other folk have our best interests inmind. It’s
this naivety that attackers will take advantage of when attacking your system. SE
is taking advantage of a human’s natural desire to trust and reciprocate kindness.«
(Hulme 2015)
Dabei wird in der Regel wenig berücksichtigt, dass Vertrauen eine Grundvorausset-
zung der Zusammenarbeit in einem Unternehmen, aber auch für unternehmens-
übergreifende Kooperationen ist. Wenn selbstverständliche Vertrauensbeziehun-
gen in Frage gestellt werden, kann dies für die individuellen Mitarbeiter*innen im
Arbeitskontext zu Spannungen zwischen widersprüchlichen Erwartungen führen.
Zwei unserer Interviewpartner*innen aus dem mittleren Management im Bank-
bzw. Gesundheitswesen berichteten von dieser Gratwanderung zwischen pragma-
tischem Vertrauen und kodifiziertm Misstrauen, insbesondere in Interaktionen
mit den jeweiligen Kund*innen.
Zum Beispiel gelte im Außeneinsatz in den Büros der Kund*innen für alle An-
wesenden die strikte Sicherheitsregel, den eigenen Laptop mit Schloss und Kabel
zu sichern. Halte man sich nicht an diese Regel, werden unabgeschlossene Laptops
konfisziert und erst nach demEnde einesMeetings wieder ausgegeben. »Trotzdem
schließt oft niemand seinen Laptop an«, erklärt uns einer der Interviewpartner.
»Wenn die Kunden das selbst nicht machen, dann machst du das auch nicht als
Externer, du möchtest nicht den Eindruck vermitteln, dass du misstrauisch bist.
[…] Man will ja keinen Zweifel an der anderen Person kommunizieren« (IV 12).
Diese symbolische Geste des Vertrauens, seinen Laptop nicht anzuschlie-
ßen, wird von den Akteur*innen für wichtiger erachtet als die Einhaltung der
IT-Sicherheitsvorgaben, was jedoch auch bedeutet, dass im Falle eines Daten-
diebstahls der oder die individuellen Mitarbeiter*in die Verantwortung und
damit das Risiko trägt, wenn er oder sie im Sinne des eigenen Unternehmens
einen vertrauensvollen Umgang mit den Kund*innen kultiviert. Dieses Risiko
war unseren Interviewpartner*innen, die sich in ihrem Arbeitsalltag über eine
Reihe von Regeln wissentlich hinwegsetzten, bewusst. Sie empfanden die Praxis
aller Beteiligten, ihre Laptops nicht anzuschließen, als fahrlässig, weil die Büros
»meistens so groß sind, dass einfach jemand einen Laptop mitnehmen könnte,
ohne dass das auffällt«. Aber, so die Person, »dadurch, dass das oft keiner macht,
würde man dann komisch auffallen« (IV 13).
Auch aufseiten der IT-Sicherheitsabteilungen sind sich viele Verantwortliche
der Tatsache bewusst, dass die Mitarbeiter*innen mit einer Situation konfrontiert
sind, die sie selbst nicht aktiv herbeigeführt haben und die vor einigen Jahrzehn-
ten noch unvorstellbar war. Einer unserer Gesprächspartner gab an, dass sich die
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Last, für die Sicherheit des eigenen Unternehmens zu sorgen, mit der Anzahl der
Mitarbeiter*innen und den technischen Entwicklungen vervielfacht hat: »A while
ago, you had a fence, a guard with a flashlight and a German shepherd at the gate,
and your premises were basically secured«. Heute wiederummüssten fast alle Mit-
arbeiter*innen so vorsichtig und gut geschult sein wie der besagte Wachmann am
Tor und verdächtige Aktivitäten von sich aus erkennen. »But of course, this is not
the people’s primary job. They are office workers, accountants, technicians – how
are they supposed to handle targeted phishing attacks deliberately designed for
them, while going about their regular business?« (IP 7).
Diese durchaus differenzierte Sichtweise steht jedoch in starkem Kontrast zu
dem, was in vielen Vorträgen auf den besuchten Konferenzen diskutiert wurde.
In Bezug auf Informationssicherheit wurden die Mitarbeiter*innen insbeson-
dere auf SH-Events als ungebildet und unfähig dargestellt, sich selbst oder ihr
Unternehmen zu schützen. Die beschriebene Verantwortungsverlagerung und
-diffusion in Bezug auf die Unternehmenssicherheit wurde von den meisten
SH-Expert*innen dabei jedoch nicht hinterfragt. Auch die Paradoxie, die sich aus
dem Abzielen von SH-Angriffen auf menschliche Emotionen wie Vertrauen, die
auch im Arbeitsumfeld eine entscheidende Rolle spielen, ergibt, wurde in diesem
Kontext kaum kritisch reflektiert. Auffallend war vor allem, wie viele Redner*in-
nen auf eine Arzt-Patienten Metaphorik zurückgriffen, in der sie Beschäftigte
als Patient*innen beschrieben, während sie sich selbst oder die Mitglieder der
SH-Expertengemeinschaft wiederum mit Ärzt*innen gleichsetzten, also mit den-
jenigen, »who take care of the stupid people because they need us« (IP 2). Wie im
nächsten Abschnitt ausführlicher dargelegt wird, stützen sich die Expert*innen
häufig auf Metaphern aus Medizin und Psychologie um die Pathologie des »dum-
men« Benutzers bzw. der »dummen« Benutzerin und die begrenzte Wirksamkeit
von IT-Sicherheitsschulungen zu diagnostizieren.
Die Rolle von Expertise und die fortlaufende Defizitkonstruktion
In der folgenden Vignette erörtern wir eine Beobachtung, die wir während unse-
rer Feldforschung auf der Defcon Tagung gemacht haben, die eindringlich zeigt,
wie IT-Sicherheitsexpert*innen ihre SH-Expertise konstituieren und performativ
umsetzen:
Am zweiten Tag der Defcon stehe ich an der Circle Bar im berühmten Caesar’s
Palace Hotel in Las Vegas. Der Andrang an der Bar ist nach den Vorträgen groß.
Diemeist männlichen Konferenzteilnehmer, die sich hier versammeln tragen alle
möglichen – z.T. ironisch gemeinten – Hacker-Insignien, angefangen von Abzei-
chen aus früheren Konferenzen bis zuHüten aus Alufolie »zum Schutz subversiver
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Gedanken«. Plötzlich kommen zwei Männer auf eine Gruppe von etwa zehn Per-
sonen zu, einer von ihnen hält eine kleine silberne Dose in der Hand, die schnell
die Aufmerksamkeit der Gruppe erregt. Auf die Frage, was da drin sei, antwortet
er: »Pfeffer. Sehr scharfer Pfeffer, der euch zumWeinen bringen wird wie ein Baby.Wollt
ihr ihn probieren?« Jemand aus der Gruppe nimmt die Dose, streut etwas von dem
roten Pulver auf seinen Handrücken und leckt ihn ab. Die Menge jubelt, während
er zu husten beginnt, flucht und würgt. Der Mann, der die Dose anbot – nennen
wir ihn Lukas – lächelt und übergibt sie dem Freiwilligen feierlich zusammen mit
einem T-Shirt – jetzt ist es an ihm, jemanden außerhalb seiner Gruppe für diese
Herausforderung zu gewinnen. Was wie ein Initiationsritus wirkt, wird mehrmals
fortgesetzt, und fast alle, die den Pfeffer nehmen, bleiben im Anschluss bei der
Gruppe.
Es stellt sich heraus, dass Lukas nicht nur zum Spaß Fremden Pfeffer anbot. Er
ist der Inhaber einer sehr erfolgreichen »Penetrationstest«-Firma, die diese Me-
thode nutzt, umMenschen in unbequeme Situationen zu locken, die diese als auf-
regendund verbindend erleben, umdadurchneueGeschäftskontakte zu knüpfen.
Lukas Kunden – meist Wirtschaftsunternehmen, aber auch Regierungsbehörden
– beauftragen ihn, das Risikobewusstsein ihrer Mitarbeiter zu testen und sie im
Zuge dessen wissentlich oder unwissentlich unter enormen Stress zu setzen. An-
schließendmeldet seine Firma diese »menschlichen Sicherheitsverletzungen« an
die Führungskräfte undbietet Schulungen an, die zeigen sollen,wie diese »Fehler«
in Zukunft verhindert werden können. Laut Lukas könnte jeder auf diese Angriffe
hereinfallen, und je schwieriger es ist, Social Hacking erfolgreich durchzuführen,
desto mehr spornt das ihn und seine Kollegen an. (FN. 2:2017_7.27)
Diese Feldnotiz enthält bereits einige der Schlüsselelemente für die Konstituie-
rung eines SH-Expertisebereiches, einer entsprechenden Community und der für
sie zentralen Prämissen, durch die der bzw. die »defizitäre Nutzer*in« konstru-
iert wird. Erstens verdeutlicht sie, dass SH-Expert*innen in den meisten Fällen
nicht nur technische Expert*innen sind, sondern die für SH-Angriffe erforderli-
chen sozialen Kompetenzen mit ihrer technischen Expertise kombinieren. Sofern
sie nicht in anderen Bereichen der IT-Sicherheit tätig sind, leitet sich ihre episte-
mische Autorität daher nicht primär aus ihren technischen Fähigkeiten ab. Auch
der zuvor erwähnte Hacker Kevin Mitnick hat seinen Ruf nicht seinen besonderen
Programmierfähigkeiten zu verdanken. Vielmehr ergibt sich die Rolle derartiger
SH-Expert*innen aus der Tatsache, dass sie beide »Sprachen« sprechen können –
(technischen) »Code« und »Social« –eine Verbindung, welche häufig von Konfe-
renzteilnehmer*innen verwendet wurde. Wie in vielen professionalisierten Berei-
chen wird auch in der IT-Sicherheit vor allem technisches Knowhow als Experten-
wissen dargestellt, welches qua Definition der breiten Öffentlichkeit unzugänglich
bleibt, sodass es ausgewiesener Expert*innen bedarf, um Probleme und Fragestel-
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lungen adäquat zu adressieren. Im Falle von SH wird diese Wissensasymmetrie
noch in eine weitere Richtung ausgedehnt: Das unterstellte Kompetenzdefizit be-
zieht sich hier nicht nur auf das technische Fachwissen, sondern auch auf die so-
ziale Kompetenz.
Gerade diese Verknüpfung gilt als Alleinstellungsmerkmal, das SH-Expert*in-
nen sowohl von z.B. Personalmanager*innen als auch von den vermeintlich rein
Technik-fokussierten Hacker*innen unterscheidet.
Zweitens wurde nicht nur in der oben beschriebenen Situation, sondern in
zahlreichen Gesprächen und Interviews deutlich, dass SH-Expert*innen nicht
nur Antworten auf Sicherheitsproblematiken präsentieren, sondern zugleich auch
selbst bestimmte Betriebsabläufe als Sicherheitsprobleme konstruieren. Um ihr
Geschäftsmodell aufrechtzuerhalten, perpetuieren sie ein Narrativ von ständiger
Bedrohung und sprechen sowohl diffuse Ängste bei Mitarbeiter*innen an, die
nicht für die Gefährdung des gesamten Unternehmens verantwortlich sein wollen,
als auch die schwer nachvollziehbare Fehleranfälligkeit der Technik selbst. Hierbei
ist die Art, wie suggeriert wird »nobody is safe, everybody could become a victim,
even experts« (IP6) von grundlegender Bedeutung, um erfolgreich Beratungs-
leistungen und Weiterbildungen anzubieten bzw. für diese Leistungen zahlende
Kund*innen zu finden. Daraus ergibt sich, drittens, eine wechselseitige Abhän-
gigkeit zwischen Expert*innen und Laien bei der Konstruktion von SH-Expertise:
Da sich das Fachgebiet der Expert*innen letztlich aus den Folgen menschlicher
Verhaltensmuster ergibt, erwartet kaum jemand aus diesem Bereich, dass die
adressierten Probleme jemals endgültig gelöst werden. In diesem Sinn leben
SH-Expert*innen von der fortwährenden Defizitkonstruktion. Diese Dynamik
spiegelt sich, wie im Folgenden gezeigt wird, auch in der Konstruktion möglicher
Maßnahmen und Erfolgsbeurteilungen wider.
Vertrauenswürdigkeit testen: Präventionsmaßnahmen
und ihre Erfolgsmessung
In Anbetracht von SH als häufigstem Angriffsmodus im Bereich der Cyberkrimi-
nalität sowie der diskursiv verstärkten Risikowahrnehmung, diskutieren wir im
letzten Teil dieses Beitrags,wie sich SH-Expert*innen Sicherheitsmaßnahmen vor-
stellen, wer diese durchführen soll und woran sich ihr Erfolg messen lässt. In den
meisten Gesprächen, Interviews und Dokumenten wurde die wiederholte Schu-
lung und Ausbildung der Mitarbeiter*innen als die vielversprechendste Lösung
des SH-Problems genannt. In seinem Vortrag zu »Why most cyber security trai-
nings fail« auf der Black Hat Conference argumentierte Arun Vishwanath jedoch,
dass die meisten benutzerorientierten IT-Sicherheitsbewusstseinsschulungen bei
weitem nicht den gewünschten Effekt hätten. Der Grund dafür sei, so Vishwa-
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nath, dass die finanziellen Ausgaben für die Schulungen (z.B. durch hohe Honora-
re für die eingeladenen SH-Experten und den Dienstausfall der Mitarbeiter*innen)
die finanziellen Verluste durch Angriffe oft überwiegen. Gleichzeitig würden auch
selbst nach wiederholten Schulungen Mitarbeiter*innen fehlerhafte Links öffnen
oder sensible Informationen unbedacht preisgeben. Obwohl diese Beobachtung in
SH-Kreisen weit verbreitet ist, würden Unternehmen und Regierungen weiterhin
große Summen für Sicherheitsfirmen ausgeben, die ihren Mitarbeiter*innen zu-
mindest theoretisch beibringen, wie sie sich vor SH-Angriffen schützen können.
Laut Vishwanath sei erfolgreiches SH demnach nicht das Ergebnis des sprich-
wörtlichen »people problem«, sondern ein Problem von »our understanding of
people«. Für ihn liegt die Hauptherausforderung in den Unternehmen darin, ihre
Mitarbeiter*innen richtig zu diagnostizieren und Antworten auf die Fragen zu
finden »Who is at risk from spear phishing?Why are they at risk? And howmuch of
a risk are they?« Um diejenigen Mitarbeiter*innen zu selektieren, die am ehesten
Opfer eines SH-Angriff werden könnten und dadurch das gesamte Unternehmen
gefährden, entwickelten Vishwanath und seine Kolleg*innen den Cyber Risk Index
(CRI).Der CRI ist eineMetrik zur Identifizierung von Risiko-Mitarbeiter*innen, in
welcher individuelles Verhalten am Arbeitsplatz und darüber hinaus systematisch
erfasst und nach festgelegten Kriterien bewertet wird. Als Selbsttest konzipiert
umfasst der CRI 40 Fragen zu individuellen Gewohnheiten und Arbeitsroutinen
(z.B. SMS schreiben während des Autofahren und damit zusammenhängende
Unaufmerksamkeit gegenüber möglichen betrügerischen Nachrichten), heuristi-
schem Denken (z.B. ob ein fehlenden Buchstaben wie das »s« auf einer gefälschten
Starbucks-website bemerkt wird), persönlichen Einstellungen zu Cyber-Risiken
(z.B. die Annahme, Microsoft Word sei sicherer als PDF) sowie die nicht näher
spezifizierte Kategorie »Persönlichkeit«. Obwohl man erwarten könnte, dass Ge-
schlecht, Alter, kultureller Hintergrund oder der Status in der internen Hierarchie
der Institution bei dieser Risikobewertung eine Rolle spielen, sind diese sozialen
Kategorien laut Vishwanath sowie den meisten unserer Interviewpartner*innen
irrelevant. Im Gegenteil, viele bewerten diese sozialen Kategorien als unerheblich
für die Wahrscheinlichkeit, ein Opfer von SH zu werden.
Nach dem Ausfüllen des Formulars werden die Mitarbeitenden anhand ihrer
individuellen Antworten bewertet, wobei ihre Punktzahl die Entscheidungs-
grundlage dafür bildet, ob sie weiterhin Zugang zu den sicherheitsrelevanten
Netzwerken des Unternehmens erhalten. Die Grundidee des CRI besteht darin,
Unternehmen die Möglichkeit zu geben, vermeintlich risikoreiche Mitarbei-
ter*innen zu identifizieren und ggf. nicht mit sicherheitsrelevanten Aufgaben
zu betrauen und ihren Zugang zu sensiblen Daten einzuschränken und so
Präventionsmaßnahmen treffen zu können. Um die Auseinandersetzung von
Mitarbeiter*innen mit demThema SH und seinen Risiken zu erhöhen, empfehlen
Vishwanath schlechte CRI Ergebnisse firmenintern zu veröffentlichen und ein-
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zelne Mitarbeiter*innen als »Sicherheitsrisiko« bloßzustellen. Diese – durchaus
zweifelhafte – Praxis deckt sich größtenteils mit den vorherrschenden Ansichten,
die uns während der Black Hat Konferenz mitgeteilt wurden, nämlich »the need
to identify the weak-links in the organization«, »to track and improve individual
readiness and cyber-attack resilience«, oder sogar der Aufruf, »stupid people
should be embarrassed and eventually fired« (IV 3, 6).
Auch in diesem Kontext zeigt sich wieder die medizinische Rhetorik des
Diskurses: Vishwanath vergleicht SH mit einer sich ausbreitenden Epidemie.
Dabei konstruiert er die Nutzer*innen als Patient*innen, welche schlichtweg einer
genaueren Diagnose bedürfen, um sie selbst und ihre Umgebung vor möglichen
Bedrohungen schützen zu können und deren Symptomatik die Unfähigkeit sei,
verantwortungs- und risikobewusst zu agieren. Der hier verwendete Vergleich mit
Patient*innen steht stellvertretend für einen prominenten Teil des SH-Diskurses
(und einer damit verbundenen Schulungs- und Softwareindustrie), der verstärkt
das Prinzip der »Cyberhygiene« propagiert. »Cyberhygiene« soll, analog der Krank-
heitsprävention in medizinischen Bereichen, dazu beitragen, Hacker*innen und
deren Computerviren aus den IT-Systemen fernhalten. In dieser Rhetorik werden
Unternehmen dazu angehalten, solch prophylaktische Maßnahmen zu ergreifen
und zu forcieren. Diese medizinische Metaphorik untermauert das fortlaufende
Narrativ von Individuen als primäres Sicherheitsrisiko in »gefährlichen« digitalen
Räumen, in denen »cyber insecurities« generiert werden »by individuals who
behave irresponsibly thus compromising the health of the whole« (Hansen und
Nissenbaum 2009: 1166).
Maßnahmen der Cyber-Hygiene wurden auch in den Interviews mit Mitarbei-
ter*innen im Banken- und Gesundheitswesen angesprochen, die beide regelmäßig
ähnliche Tests wie den CRI machen müssen. Dabei zeigte sich ein auf verschiede-
nen Ebenen problematisches Bild der standardisierten und vermeintlich objektiven
Werkzeuge der SH-Prävention. Zum einen fühlten sich dieMitarbeiter*innen trotz
ausgeprägter IT-Kompetenz von ihren Unternehmen auf die jährlich stattfinden-
den Tests schlecht vorbereitet: Ein Mitarbeiter schilderte, dass die Tests »eher so
in Eigenregie« konzipiert wurden, es wurde demnach »vorher nicht erwähnt oder
erprobt, was richtig wäre.Wir wussten nichts über den Aufwand, hatten keine Vor-
bereitung. Aber es musste halt irgendwie bestanden werden, das auf jeden Fall.«
Der Aufwand der Maßnahmen wurde zudem als sehr hoch eingestuft: »Das hat
schon lange gedauert, die ganzen Fragen […] da hat man dann einfach oft geraten«
(IV 12). »Manche Szenarien waren so kompliziert […] das war eine Kette, da konnte
ich nicht drüber nachdenken, da hatte ich gar keine Zeit für und dann war meine
Antwort falsch« (IV 13).
Auch wenn solche SH-Tests in Unternehmen sehr unterschiedlich gehandhabt
werden, bergen die Ergebnisse in den meisten Fällen Konfliktpotential für Unter-
nehmensführung undMitarbeiter*innenwährend gleichzeitig eine genaue Umset-
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zung aller verordneten Sicherheitspraktiken durch die Mitarbeitenden unmöglich
scheint. Bei einem der befragten Mitarbeiter wurde das Testergebnis an die Füh-
rungskraft gemeldet: Das »war schon ein bisschen peinlich […] wennman das nicht
geschafft hat. Aber das war so viel, man hatte keine Zeit dafür oder irgendeine Dis-
kussion davor« (IV 12). Selbst, wenn sämtliche erforderlichen Verhaltensweisen be-
kannt sind, können Mitarbeitende diese in ihrem Unternehmen unter Umständen
nicht umsetzen. Dies wurde ebenfalls in einem unserer Mitarbeiter-Interviews am
Beispiel der Verarbeitung sensibler Daten deutlich.Mit Blick auf die Frage, wie sol-
che Daten ohne den potentiellen Einblick Dritter verarbeitet werden können, zeig-
ten sich unter anderem Schwierigkeiten in Bezug auf die Arbeitsplatz-Situation:
»Bei uns geht das ganz einfach [, dass jemand Zugang bekommt], der Raum ist
klein, wir sitzen zu eng zusammen. Eine Führungskraft schaut sicher dreimal die
Stunde auf deinen Screen, trotz Schonern [Blickwinkelschutz], die werden einfach
hintergangen« (IV 13).
Unsere empirischen Erkenntnisse verdeutlichen wie im Rahmen von SH-
Expertendiskursen das Bild des bzw. der »defizitären Nutzer*in« als primäres
Risiko für die IT-Sicherheit gezeichnet wird, welchem durch einen etablierten
Wissensbestand zu Diagnose- und Abhilfemaßnahmen begegnet werden soll.
Im folgenden Abschnitt diskutieren wir, wie eine alternative Konzeptualisierung
aussehen könnte.
Der Weg zu einer Kultur der Vulnerabilität
In unserem Beitrag haben wir gezeigt, wie Expert*innen systematisches SH-
Wissen samt entsprechender Gegenmaßnahmen entwickeln und Unternehmen
als Dienstleistung anbieten. Als Kern dieses SH-Diskurses beobachten wir die
Konstruktion eines bzw. einer »defizitären Nutzer*in«, welche*r aufgrund von
Emotionen und erlernten Verhaltensmuster nicht in der Lage ist, den zunehmen-
den Anforderungen an die eigene IT-Sicherheitskompetenz gerecht zu werden.
Schwachstellen, die jedem technologischen System inhärent sind, werden dabei
zunehmend dem oder der Benutzer*in zugeschrieben, welche*r wiederum als
das »schwächste Glied« in der Kette und potenziell größte Sicherheitsbedrohung
dargestellt wird. Diese spezielle Form der Defizitkonstruktion ähnelt sehr stark
dem, was die Sicherheitsforschung als Versicherheitlichung (securitization) be-
zeichnet (Balzacq 2005; McDonald 2008), d.h. dem Prozess, in dem etwas oder
jemand kollektiv als Bedrohung konstruiert wird. Im Kontext des SH-Diskurses
in der IT-Sicherheit wird das Individuum als unfreiwilliger Hauptrisikofaktor
und gleichzeitig als Verantwortlicher für die kollektive Sicherheit dargestellt.
Desweiteren führt die Identifizierung bestimmter Defizite, ähnlich wie in der
klassischen Wissenschaftskommunikation, zu simplifizierenden Forderungen
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nach mehr Aufklärung für die Bürger*innen oder, wie in unserem Fall, nach mehr
»Cyberhygiene« und Schulungen zu »Cyberselbstverteidigung« für Mitarbeitende.
Wir haben gezeigt, dass die in SH-Diskursen konstruierte Sicherheitsbedro-
hung die Benutzer*innen (und nicht die Angreifer*innen) als Gefahrenquelle iden-
tifiziert und zur Entstehung einer Branche von Beratungsfirmen geführt hat, wel-
che ein starkes Eigeninteresse daran hat, dieses Narrativ aufrecht zu erhalten.
Dabei wird primär auf das Individuum fokussiert und dessen als »falsches« oder
»dummes« definiertes Verhalten. Wir verstehen dies als eine Form der doppelten
Absicherung epistemischer Autorität: Erstens wird ein Defizit konstruiert (auf Sei-
ten der Benutzer*innen), dem mittels Expert*innen und Schulungen abgeholfen
werden soll – anstelle denkbarer Alternativen wie etwa der Neugestaltung von Ar-
beitsroutinen, die Mitarbeitenden beispielsweise mehr Zeit zur Prüfung der Ver-
trauenswürdigkeit eines Links oder Anrufs einräumen. Zweitens liegt dem SH-
Diskurs das fortlaufend forcierte Narrativ einer immanenten und unvermeidba-
ren Bedrohung zugrunde. Dieses Narrativ suggeriert zwar, dass nicht alle Mitar-
beiter*innen effektiv geschult werden können und zudem Angreifende in der Lage
seien immer neueWege zu entwickeln, um selbst die am besten geschulten Benut-
zer*innen zu täuschen.Da Risiken in diesemDefizitframing jedoch nur individuell
konzipiert und daher auch nur individuell adressiert werden, bleibt das Mittel der
Wahl dennoch als risikoreich verstandene Benutzer*innen zu identifizieren, analy-
sieren und quantifizieren. SH-Schulungen suggerieren allen Beteiligten, dass Mit-
arbeitende mit dem richtigen Training zu verantwortlichen Hüter*innen der Un-
ternehmenssicherheit ausgebildet werden können – obwohl diese paradoxerweise
zeitgleich als unkontrollierbares Risiko dargestellt werden.
Als Alternative zu dieser Art von dramatisiertem Sicherheitsdenken (Hansen
und Nissenbaum 2009) und hartnäckiger Defizitkonstruktion bei der Risikoanaly-
se von IT-Systemen schlagen wir vor, den Zusammenhang zwischen technischen
und menschlichen »Schwachstellen« von der Vorstellung »socio-technical vulnera-
bility« (Bijker 2006; Hommels et al. 2014) ausgehend zu denken. Dieser Begriff
wurde von STS-Forschenden als Antwort auf die anhaltende Debatte über die »Ri-
sikogesellschaft« (Beck 1992) eingeführt. Bijker et al. begreifen Vulnerabilität »as an
emergent system’s property« [that] »should not be considered as given, intrinsic,
and essential, nor as purely negative« (Bijker u.a. 2014: 6). Stattdessen sei Vulnera-
bilität »natural, sociocultural, and technical,« [as it] »relates to the unit of analy-
sis, as well as to its environment« (ibid. 7). Eine konventionelle Risikobewertung
betrachtet Daten und objektivierbare Zusammenhänge, statistische Korrelationen
und darausmodellierbare Szenarien in einem vordefinierten System, beispielswei-
se der Gesamtheit aller IT-Sicherheitsvorkehrungen eines Unternehmens.
»Vulnerability, however, cannot be analyzed by looking only at the inside of a sys-
tem. It also relates to that system’s environment. The same person, clad in many
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layers of wool, can be invulnerable up in the Himalayas but vulnerable in Hyder-
abad, India. A characterization of a system’s vulnerability thus requires attention
to its environment, including the risks that it runs as well as the resources that it
may draw upon.« (Bijker u.a. 2014: 6, Hervorhebung Original)
Drei Aspekte des Konzepts der socio-technical vulnerability sind für den Kontext
der IT-Sicherheit im Allgemeinen und SH im Besonderen von Bedeutung: Erstens
ist die sozio-technische Vulnerabilität zu einem allgegenwärtigen Merkmal der
heutigen Welt geworden. Mit ihrer Durchdringung des Alltagslebens haben digi-
tale Systeme Schnittstellen zwischen praktisch allen Bereichen sozialer Beziehun-
gen und den jeweiligen kritischen Infrastrukturen geschaffen (Graham und Thrift
2007). Während Menschen auch zuvor auf das Funktionieren technischer Infra-
strukturen wie Elektrizität angewiesen waren und diese ebenfalls verwundbar wa-
ren, konnten Störungen nur durch physische Eingriffe verursacht werden (Neuman
2006). Der Erfolg des Internets und zunehmend des »Internets der Dinge« hat über
die rein physische Anfälligkeit hinaus jeden Teil dieses Netzwerks – Geräte, Men-
schen und Organisationen gleichermaßen – für potenzielle Störungen angreifbar
gemacht (Slayton und Clark-Ginsberg 2018). Zweitens sind diese Schwachstellen
ambivalent: Eine Bank kann beispielsweise als besonders verwundbar angesehen
werden, da sie ein hohes Volumen an finanziellen Vermögenswerten und Transak-
tionen verwaltet. Alternativ kann sie jedoch auch als besonders sicher verstanden
werden, da Banken oftmals große IT-Sicherheitsabteilungen beschäftigen und so
schneller als andere Unternehmen auf potenzielle Bedrohungen reagieren können.
In jedem Fall ist das, was Vulnerabilität ausmacht, flexibel, kontextabhängig und
interpretationsbedürftig. Drittens ist Vulnerabilität nicht generell negativ. Wie Bi-
jker et al. (2014: 1) argumentieren:
»A certain degree of vulnerability is necessary to create space for learning and
adaptation in a society. Vulnerability, in this sense, is equivalent to openness and
flexibility. Once properly addressed, such vulnerabilitywith accompanying coping
mechanisms may yield a more flexible and resilient society than one that tries to
avoid all vulnerabilities«. (Bijker et al. 2014: 1)
Somit hilft Vulnerabilität als sensibilisierende Perspektive in ihrer praktischen An-
wendung den artikulierten Defizitdiagnosen der Security-Expert*innen auf einer
anderen Ebene zu begegnen. Es geht nicht mehr um die Optimierung von Syste-
men – zu denen eben auch Menschen gehören – durch die Mehrung und besse-
re Anwendung von instrumentellem Wissen. Stattdessen wird kollektive Sicher-
heit als lebensweltlich eingebettete Wertdimension verstanden – eine unter vie-
len. Mehr noch lässt sich hinterfragen, ob Sicherheit als Streben nach maximaler
Kontrolle von Menschen und ihrer soziomateriellen Umwelt überhaupt als erstre-
»Die Benutzer sind das Problem, nicht das System« 185
benswertem Zustand gelten kann, in welchen Fällen Sicherheit auf Kosten anderer
Werte priorisiert werden darf und wer über diese Werteordnung entscheidet.
Schluss
In diesem Beitrag haben wir aufgezeigt, wie IT-Sicherheitsexpert*innen SH als
ein schnell wachsendes und potenziell katastrophales Risiko für Unternehmen und
andere Organisationen darstellen. Hierbei wurden die Mitarbeitenden diskursiv
als »schwächstes Glied« in der Sicherheitsarchitektur von Unternehmen markiert.
Derartige Defizitdiagnosen bilden den Grundstein für einen Expertendiskurs so-
wie eine daran anschließende Beratungsindustrie, die Abhilfe für das verspricht,
was unsere Interviewpartner*innen bzw. SH-Expert*innen als die »unachtsamen«
oder »dummen« Mitarbeitenden dargestellt haben. Als erfolgreiche Schutzmaß-
nahmen werden dabei eine verstärkte »Cyberhygiene« sowie Schulungen zur »Cy-
berselbstverteidigung« empfohlen. Wir wollen mit diesem Beitrag nicht in Abrede
stellen, dass derartige Maßnahmen für die IT-Sicherheit eines Unternehmens ge-
winnbringend sein können. Wir möchten jedoch verdeutlichen, welche performa-
tiven Auswirkungen die damit einhergehendenDiskurse haben können, inwelchen
die Mitarbeitenden und nicht die Angreifer*innen als das primäre Problem kon-
struiert werden – nicht zuletzt auch als Anstoß für eine gesamtgesellschaftliche
Betrachtung der Problematik jenseits von IT-Sicherheitsabteilungen und Manage-
mentkreisen.
In unserer Analyse haben wir die Verlagerung der Verantwortung für ein kol-
lektives Problem auf die einzelnen Mitarbeiter*innen beobachtet. Diese Verschie-
bung spiegelt einen allgemeinen Trend zur Flexibilisierung von Arbeitsumgebun-
gen wider, welche den Arbeitnehmer*innen mehr Autonomie, aber auch Verant-
wortung bei der Selbstverwaltung ihrer eigenen Produktivität einräumt (Sennett
2007; Boltanski und Chiapello 2005). Aus dieser Perspektive haben Innovationen
am Arbeitsplatz, wie z.B. das Home-Office oder Bring your own device-Reglungen,
die Barriere zwischen dem sozio-technischen Rahmen des zu schützenden Un-
ternehmens und dem oft anfälligeren privaten Umfeld seiner Mitarbeiter*innen
zunehmend durchlässiger gemacht. SH-Schulungen problematisieren das Indivi-
duum als Risiko, thematisieren aber selten die Tatsache, dass einige Unternehmen
bewusst die Grenzen zwischen Arbeit und Privatleben verwischen und damit einen
wesentlichen Teil des Problemkontextes überhaupt erst schaffen.
Mit Verweis auf die Literatur in den STS zu Vulnerabilität in technologischen
Kulturen haben wir argumentiert, dass die Lösungen für mehr IT-Sicherheit nicht
in immer neuen Formen der ausgelagerten Risikobeherrschung liegen können, die
das Individuum pathologisieren. Als Alternative zu dieser Sichtweise sollten Füh-
rungskräfte von Unternehmen, Regierungen und IT-Sicherheitsabteilungen stär-
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ker auf institutionelle Aspekte der IT-Sicherheit fokussieren und dabei auf die zu-
nehmenden Unsicherheiten und unbeabsichtigten Konsequenzen achten, welche
durch die Digitalisierung der Arbeitswelt entstehen. Auch wenn aus der Sicht von
SH-Expert*innen der Mensch das »schwächste Glied« darstellt, wäre es nachhalti-
ger, eine Balance zu finden zwischen diskursiver Versicherheitlichung, und einer
symmetrischen Betrachtung der sozio-technischen Vulnerabilität, die gesellschaft-
liche Werte und die potenzielle Produktivität von Risiken hervorhebt. Andernfalls
laufen IT-Verantwortliche – und letztlich die Gesellschaft – Gefahr, die Verantwor-
tung bei den Opfern statt bei den Täter*innen zu suchen. Wir hoffen daher, dass
unsere Analyse nicht nur einen empirischen Beitrag in den Sozialwissenschaften
leistet, sondern auch politische Diskurse stimuliert, indem er aufzeigt, wie Kon-
figurationen von Sicherheit und Arbeitswelt neuartige sozio-technische Defizite
konstituieren und Fragen von Risiko und Sicherheit aus der Perspektive der sozio-
technischen Vulnerabilität angegangen werden können.
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Digitale Energiezukünfte und ihre Wirkungsmacht
Visionen der smarten Energieversorgung zwischen
Technikoptimismus und Nachhaltigkeit
Friederike Rohde und Leslie Quitzow
Einleitung
Der Ausbau der erneuerbaren Energien stellt das deutsche Energiesystem vor gro-
ße Herausforderungen. Insbesondere die Energienetzemüssen durch die naturbe-
dingten Schwankungen von Wind- und Sonnenenergie sowie deren ungleichmä-
ßige räumliche Verteilung ganz neuen Anforderungen gerecht werden. Um diesen
Herausforderungen zu begegnen, sollen Energieverbrauch und Energieerzeugung
in Zukunft stärker kommunikativ verknüpft und in einem weitgehend automati-
sierten und digital vernetzten Energiesystem aufeinander abgestimmt werden. In
einem solchen System sollen Energieflüsse in Echtzeit gemessen, gesteuert und ge-
handelt werden (Marris 2008). Diese und ähnlicheThemen werden schon seit über
einer Dekade unter dem Begriff Smart Grids diskutiert und europaweit derzeit in
rund 950 Smart-Grid Demonstrationsprojekten erprobt (Gangale et al. 2017). Un-
ter anderem wird auch unter Begriffen wie Demand Side Management diskutiert,
wie Haushalte und große Verbraucher*innen ihren Energiebedarf flexibilisieren
und an die Verfügbarkeit erneuerbarer Energien anpassen können (Strbac 2008).
Die digitale Vernetzung innerhalb privater Haushalte, die unter Schlagworten wie
Smart Home und Smart Living diskutiert wird, soll zu einer Flexibilisierung und
Reduzierung von Energieverbräuchen beitragen (vgl. z.B. Ford et al. 2017). Betrach-
tet man die Diskussion um Smart Grids, so wird deutlich, dass die involvierten Ak-
teur*innen sehr unterschiedliche Interessen haben (Stephens et al. 2015) und diese
Entwicklung auf unterschiedlicheWeise vorantreiben oder auch behindern (Rohde
und Hielscher 2021). Es fehlt eine gemeinsame Vision (Tricoire 2015), nicht zuletzt,
weil die Diskussion um ein intelligentes Energiesystem durch eine erhebliche be-
griffliche Unschärfe gekennzeichnet ist (Xenias et al. 2015). Bereits über die Frage,
obman im Sinne eines übergreifenden Systems von einem Smart Grid spricht oder
ob im Hinblick auf Dezentralität eher von einer Vielzahl von Smart Grids auszu-
gehen ist, besteht Uneinigkeit (Konrad und Scheer 2014). Um die vielschichtigen
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Ansprüche und Vorstellungen, die mit der Digitalisierung des Energiesystems ver-
bunden sind, zu erforschen, wurde in den letzten Jahren verstärkt auf die Ana-
lyse sozio-technischer Zukünfte zurückgegriffen (Ballo 2015; Tidwell und Tidwell
2017; Vesnic-Alujevic et al. 2017). Denn Visionen, Narrative oder Imaginationen so-
zio-technischer Zukünfte spielen schon bei Entscheidungsprozessen hin zu einem
bestimmten Entwicklungspfad eine bedeutende Rolle (Sovacool et al. 2020). Eine
kritische Analyse konvergierender oder divergierender sozio-technischer Zukünfte
»bewahrt davor, die von einer dominierenden soziotechnischen Zukunft prognos-
tizierten künftigen Veränderungen als alleinig aussichtsreiche Zukunftsoptionen
zu betrachten« (Lösch et al. 2016).
Unsere Analyse soziotechnischer Zukünfte zum digitalisierten Energiesystem
(im Folgenden: digitale Energiezukünfte) soll beispielhaft aufzeigen, welche Vi-
sionen in den Anwendungsfeldern Smart Grid und Smart Home in Deutschland
zurzeit hervorgebracht werden und in welcher Weise diese Visionen mit der Ent-
stehung von socio-technical imaginaries (Jasanoff und Kim 2009) zum zukünftigen
Energiesystem verbunden sind.Mit unseremBeitrag wollen wir zu einer kritischen
Analyse soziotechnischer Zukünfte zur Digitalisierung des Energiesystems beitra-
gen.Denn auch ohne ›Expertenwissen‹ sollte das Recht aufMitsprache, Beteiligung
und kritische Reflexion in einem Bereich möglich sein, der als Daseinsvorsorge für
jede und jeden von uns heute und in Zukunft in seinen sozio-materiellen Verfesti-
gungen und Auswirkungen relevant sein wird.
Sociotechnical imaginaries und die Transformation des Energiesystems
Die Diskussion um unsere Vorstellungen von Zukunft hat in Zeiten von technik-
induzierten gesellschaftlichen Veränderungsprozessen, wie sie durch die Digitali-
sierung vorangetriebenwerden, viel Aufmerksamkeit auf sich gezogen.Die Entste-
hung, Nutzung und Verbreitung von digitalen Technologien führt zu teilweise tief-
greifenden gesellschaftlichen Veränderungen, bei deren Ausrichtung und Steue-
rung Vorstellungen zukünftiger Zustände eine maßgebliche Rolle spielen (Mager
und Katzenbach 2020). Charles Taylor (2004) hat die Bedeutung von imaginaries
für die Entstehung neuer Praktiken, neuer Lebensweisen und institutioneller For-
men hervorgehoben. Imaginaries basieren dabei nicht lediglich auf Ideen, sondern
bilden die Grundlage für die sinnhafte Erschließung von sozialen Praktiken und
auch von sozialer Ordnung (Taylor 2004). Das Konzept sociotechnical imaginaries von
Jasanoff und Kim (2009) soll darauf hinweisen, dass als wünschenswert behaup-
tete Zukünfte sehr häufig mit der Vorstellung von wissenschaftlich-technischem
Fortschritt verknüpft sind und davon angetrieben werden. Mit dem Begriff des
sociotechnical imaginary wollen Jasanoff und Kim erfassen, wie kulturelle Orientie-
rungen und soziale Normen mit der materiellen Welt verwoben sind (Jasanoff und
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Kim 2015). Die Entwicklung von wissenschaftlichem Wissen und Technik ist, so
Jasanoff und Kim, sowohl eingebettet in soziale Praktiken, Identitäten, Normen,
Diskurse und Institutionen als auch konstitutiv für die sozialeWelt. Sociotechnical
imaginaries beschreiben
»the myriad ways in which scientific and technological visions enter into the as-
semblages of materiality, meaning, and morality that constitute robust forms of
social life« (Jasanoff 2015: 4).
Sie definieren sociotechnical imaginaries als
»collectively held, institutionally stabilized, and publicly performed visions of de-
sirable futures, animated by shared understandings of forms of social life and so-
cial order attainable through, and supportive of, advances in science and technol-
ogy.« (Jasanoff 2015: 4).
Bei sociotechnical imaginaries können positive Vorstellungen von gesellschaftlichem
Fortschritt, aber auch Befürchtungen und Dystopien eine bedeutende Rolle spielen
(Jasanoff 2015).
Unter Rückgriff auf das Konzept der sociotechnical imaginaries wollen wir erste
empirische Erkenntnisse aufzeigen, um beispielhaft zu analysieren, welche digita-
len Energiezukünfte von welchen Akteur*innen hervorgebracht werden. In die-
sem Beitrag beleuchten wir dies anhand von zwei Untersuchungsgegenständen
aus dem Bereich der Digitalisierung, die mit großen Hoffnungen für eine nach-
haltige Gestaltung der Energieversorgung verbunden sind, nämlich Smart Grids
und Smart Homes. In beiden Anwendungsfeldern wird Vorstellungen zukünfti-
ger Zustände eine große Rolle zugesprochen (Ballo 2015; Cherry et al. 2017; Stren-
gers 2016), die dazu beitragen könnten, dass »dominante Akteure problematische
Entwicklungen verschleiern und unvollständige Lösungen vorantreiben« (Sovacool
et al. 2020: 675, Übers. d. Verf.). Die wissenschaftliche Analyse soziotechnischer
Energiezukünfte ist ein bedeutsamer Strang in der Erforschung der Transforma-
tionsprozesse, die sich im Energiesystem im Zusammenspiel mit Digitalisierung,
Automatisierung undDatafizierung abspielen,wie wir im Folgenden darlegenwer-
den.Dabei sind die Deutungsweisen, Visionen und Vorstellungen davon,wie unser
Energiesystem in Zukunft aussehen wird und welche Rolle digitale Technologien
dabei spielen, höchst unterschiedlich (Skjølsvold et al. 2015). Schließlich zielt unser
Beitrag auch darauf ab, erste konzeptionelle Ansatzpunkte zu diskutieren im Hin-
blick darauf, wie die institutionelle Stabilisierung von digitalen Energiezukünften
betrachtet werden kann, die aus unserer Sicht von besonderer Bedeutung ist.
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Visionen, imaginaries und die Verfestigung von kollektiven Vorstellungen
Für unsere Untersuchung ist auf konzeptioneller Ebene das Verhältnis von Visio-
nen und sociotechnical imaginaries von besonderer Bedeutung. In Anlehnung an Sand
und Schneider (2017) sowie Schneider und Lösch (2019) verstehen wir Visionen als
sozio-epistemische Praktiken, die über die Grenzen unterschiedlicherWissenskul-
turen hinweg (Dierkes et al. 1992) die Erwartungen der beteiligten Akteur*innen
homogenisieren und synchronisieren und somit gemeinsame Aktivitäten koordi-
nieren (Schneider und Lösch 2019). Visionen wirken also durchaus performativ
im Hinblick auf die Akteur*innen, Wissensbestände und Handlungen, die mit ih-
rer Entstehung und Verbreitung verbunden sind. Das heißt, dass sich Visionen in
sprachlichen, symbolischen, bildlichen oder materiellen Repräsentationen wieder-
finden und zu der Entwicklung eines geteilten Vorstellungsraumes beitragen. Die
Frage von wem dieser Vorstellungsraum geteilt wird, ist nach Jasanoff ausschlag-
geben dafür, ob ein sociotechnical imaginary zu beobachten ist:
»Though collectively held, sociotechnical imaginaries can originate in the visions
of single individuals or small collectives, gaining traction through blatant exer-
cises of power or sustained acts of coalition building. Only when the originator’s
»vanguard vision« (Hilgartner 2015) comes to be communally adopted, however,
does it rise to the status of an imaginary.« (Jasanoff 2015: 4)
Mit dem Konzept der sociotechnical imaginaries weisen Jasanoff und Kim (2015) dar-
über hinaus darauf hin, dass kollektiv geteilte Vorstellungen institutionell (also in
formalen und informellen Regeln, Normen und kulturellen Orientierungen) und
materiell (in technischen Artefakten, Objekten, Repräsentationen und Infrastruk-
turen) verankert sind. In unserem Verständnis von sociotechnical imaginaries (im
Folgenden: imaginaries) unterscheiden sich Visionen von imaginaries dadurch, dass
imaginaries eine Verfestigung in institutionellen Ordnungen beinhalten und einen
gesellschaftlich sehr breit geteilten Vorstellungsraum bezeichnen. Visionen sind
somit ein konstituierendes Element von imaginaries neben anderen Elementen.
Unter institutionellen Ordnungen verstehen wir im Sinne von Scott (2008) ge-
sellschaftliche Erwartungsstrukturen bestehend aus regulativen, normativen und
kulturellen-kognitiven Elementen, die eine große Stabilität aufweisen. Wenn Vi-
sionen, die durch Vorstellungen technisch-wissenschaftlichen Fortschritts konsti-
tuiert werden, sich kommunikativ verbreiten, durch materielle und symbolische
Repräsentationen in der gesellschaftlichen Wahrnehmung etablieren und schließ-
lich in gesellschaftlichen Erwartungsstrukturen verankert werden, erst dann spre-
chen wir von sociotechnical imaginaries (Abbildung 1). Die Unterscheidung zwischen
Vision und imaginaries dient uns dabei in erster Linie als analytisches Hilfsmittel,
um spezifische Visionen bestimmter gesellschaftlicher Gruppen von gesellschafts-
übergreifenden (z.B. nationalen oder europäischen) imaginaries zu unterscheiden.
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Abbildung 1: Die Stabilisierung von soziotechnischen Zukünften
Visionen und imaginaries lassen sich gleichermaßen beispielsweise über Dis-
kurse beobachten. Visionen werden häufig von spezifischen Akteursgruppen
formuliert, die als ›Vorhut‹ (sociotechnical vanguards) (Hilgartner 2015) des wissen-
schaftlichen und technischen Fortschritts beschrieben werden können und sie
bilden zwischen den Mitgliedern innerhalb dieser Teil-Community einen geteilten
Vorstellungsraum:
»To be sure, the visions of vanguards sometimes grow into imaginaries, but fol-
lowing Jasanoff (2015), wewill not consider them to have done so unless they have
come to be communally held by larger andmore stable groups.« (Hilgartner 2015:
35).
Wir fokussieren dabei jedoch weniger auf die Verbreitung innerhalb bestimmter
gesellschaftlicher Gruppen, sondern betrachten den Prozess der Entstehung und
mögliche Hinweise auf die institutionelle Stabilisierung von Visionen. Der tiefer-
gehende Prozess der Entstehung von sociotechnical imaginaries beinhaltet eine In-
stitutionalisierung, also die breite gesellschaftliche Verankerung in Regeln, Rollen
undDenkmustern und den damit verbundenen soziotechnischenKonfigurationen,
die häufig erst retrospektiv analysiert werden kann.
Bei digitalen Energietechnologien wie Smart Home oder Smart Grid handelt
es sich zunächst um technische Innovationen. In Visionen einzelner Akteursgrup-
pen werden Notwendigkeit, Nutzen und Einsatzbereiche dieser technischen In-
novationen beschrieben, die Vorstellungen zum gesellschaftlichen Nutzen und der
künftigen gesellschaftlichen Einbettung dieser technischen Innovation beinhalten.
Unsere empirischen Untersuchungen in den Anwendungsfeldern Smart Grids und
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Smart Homes zeigen auf, welche Visionen derzeit zu beobachten sind und welchen
Einfluss diese Visionen auf entstehende imaginaries zur digitalen Energiezukunft
haben können, wenn sich die darin enthaltenen Vorstellungen institutionell stabi-
lisieren. Dabei wollen wir auch darauf eingehen wie Visionen und imaginaries sich
gegenseitig ergänzen, überschneiden und bedingen.
Vorstellungen von Smart Grids und Smart Homes und die Zukunft
der Energieversorgung
Die Analyse von Visionen, imaginaries und Technikzukünften hat sich zu einem
bedeutenden Strang in der sozialwissenschaftlichen Energieforschung entwickelt
(Skjølsvold et al. 2015; Tidwell und Tidwell 2018). Die wissenschaftliche Forschung
zu verschiedenen soziotechnischen Elementen der zukünftigen Energieversor-
gung, wie Smart Grids, Smart Meter oder Smart Home hat sich intensiv mit den
damit verbundenen Vorstellungen beschäftig, die sehr stark variieren je nach Kon-
text, Reichweite und Betrachtungsebene (Ballo 2015). Eine Analyse von 38 Visionen
zur Dekarbonisierung des Energie- und Mobilitätssystems in unterschiedlichen
Ländern (darunter Großbritannien und USA) kommt zu dem Ergebnis, dass sich
die Visionen imHinblick auf zeitliche Perspektive (temporality),Wertigkeit (valence),
also zum Beispiel Utopie oder Dystopie, und Radikalität (inkrementell oder trans-
formativ) unterscheiden lassen (Sovacool et al. 2020). Die Autor*innen der Studie
weisen darauf hin, dass in einigen Fällen (z.B. autonomer Wirtschaftsverkehr)
zu beobachten ist, dass sich Visionen von machtvollen Akteur*innen durchset-
zen, während andere Visionen (z.B. zu Smart Meter) hochgradig umstritten und
umkämpft sind (Sovacool et al. 2020).
Das Interessante an digitalen Energiezukünften ist dabei, dass sie häufig ver-
bindend und divergent zugleich sind. Auf der einen Seite können Visionen eine
gemeinsame Orientierung darüber bieten, worum es bei Smart Cities und Smart
Grids gehen soll (z.B. Engels und Münch 2015, Quitzow und Rohde 2021), auf der
anderen Seite bleiben sie meist sehr diffus und unkonkret. Am Ende kannman sich
immerhin noch darauf einigen, dass sie ›die Zukunft‹ sind:
»Smart grids consist of many components, actors and potential roles. In line with
this, the answer towhat it is, what it could become andwhat it should becomewill
differ between implicated actors that ultimatelymay agree only on one thing: that
smart grids are »the future«.« (Skjølsvold et al. 2015: 1)
Gleichzeitig sind digitale Energiezukünfte stark umkämpft. Wie am Beispiel des
Smart Meter Diskurses in Großbritannien gezeigt wurde, ist der mediale Diskurs
sowohl von positiven Erwartungen imHinblick auf die Ermächtigung von Verbrau-
cher*innen und ein dekarbonisiertes Energiesystems geprägt, als auch durch Be-
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fürchtungen in Bezug auf Überwachung, Cyberangriffe, erhöhte Kosten und sozia-
le Ungerechtigkeiten gekennzeichnet (Hielscher und Sovacool 2018). Ähnlich pola-
risierte Diskurse lassen sich auch im Themenfeld Smart Home beobachten (Sova-
cool und Furszyfer Del Rio 2020).
Untersuchungen zu Smart Grid Visionen in der Europäischen Union haben er-
geben, dass diese stark durch Akteur*innen aus der Industrie geprägt sind: »SG
[Smart grids] are heralded as the smart, reliable, competitive and innovative bre-
akthrough, as well as, the means to solve our growth, sustainability and energy
security challenges« (Vesnic-Alujevic et al. 2016)
Vesnic-Alujevic et al. (2016) zeigen auf, dass alternative Vorstellungen in Kom-
munikationen der EU zum Thema Smart Grids wenig Raum einnehmen und Ri-
siken wenig diskutiert werden. Die vorherrschenden sociotechnical imaginaries im
Hinblick auf Smart Grids in der EU werden von der Industrie hervorgebracht und
dann von den politischen Entscheidungsträgern aufgegriffen (Vesnic-Alujevic et al.
2016). Vorstellungen von Smart Grids in Europa umfassen ein digital vernetztes En-
ergiesystem, in dem nicht nur erneuerbare Energien, technische Geräte und Flexi-
bilitäten dezentral gemanagt werden können, sondern auch die Verbraucher*innen
eine aktive Rolle einnehmen (Verbong et al. 2013). Also nicht nur die Netze, Geräte
und Wohnungen sollen ›smart‹ werden, sondern die Nutzer*innen ebenso. Beglei-
tet von Vorstellungen des aktiven und ermächtigten Energieverbrauchers (Hiel-
scher und Sovacool 2018) und den Möglichkeiten Energie, Zeit und Geld zu sparen,
sollen digital vernetzte Geräte denWeg in den privatesten Bereich unseres Lebens –
unser Zuhause – Einzug halten. Visionen des durch digitale Daten und Vernetzung
›quantifizierten‹, ›automatisierten‹ und ›verbesserten‹ Smart Homes versprechen
seinen Nutzer*innen mehr Komfort, Gelassenheit und Zeit und eine Technologie,
die sich quasi nahtlos in die Alltagspraktiken integrieren lässt (Strengers 2016).
Studien aus Australien zeigen, dass Industrievisionen vor allem Lifestyle-Aspekte
und Bequemlichkeit proklamieren (Strengers et al. 2020), die jedoch aufgrund von
verändertem Nutzungsverhalten wie beispielsweis dem Vorheizen von Räumen,
am Ende nicht zu Energieeinsparungen führen (Tirado Herrero et al. 2018).
In der Europäischen Union sind Smart Home Technologien einer der zehn
Schwerpunkte im Strategic Energy Technology Plan und Ihnen wird ebenso wie
dem Smart Grid eine wichtige Rolle als Puzzleteil bei der Digitalisierung des Ener-
giesystems zugesprochen, welches den Weg zu einer nachhaltigen Energieversor-
gung ebnen soll (Sovacool und Furszyfer Del Rio 2020). Im Hinblick auf das Ener-
giesystem ist die Idee vom Smart Home vor allemmit denThemen Flexibilisierung
des Energieverbrauches (demand side management) und intelligentem Energiema-
nagement im Haushalt verknüpft, die einen Beitrag zu einem dekarbonisiertem
Energiesystem leisten sollen (Martiskainen und Coburn 2011). In diversen Ländern
und Kontexten (z.B. UK, Australien, Norwegen) wurden Visionen, Narrative und
imaginaries zu Smart Homes und Smart Grids erforscht (zum Beispiel: Ballo 2015;
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Cherry et al. 2017; Strengers 2016). Im Folgenden stellen wir erste Ergebnisse von
empirischen Untersuchungen zu Visionen von Smart Grids und Smart Homes in
Deutschland vor. Dabei interessiert uns zum einen die Hervorbringung der Visio-
nen und zum anderen, welche Ansätze ihrer Verfestigung zu beobachten sind.
Smart Grid Imaginaries zwischen Zukunftstechnologie
und Zukunftsstadt
Smart Grids sind eine digitale Innovation, die mit vielfältigen Versprechen für die
Energiesysteme der Zukunft einhergeht.Wessen Versprechen jedoch in diese Tech-
nologie einfließen, in welche Richtung sich die Technologie entwickelt und was
dies für die Produktion, die Nutzung und die Verteilung von Energie letztendlich
bedeuten wird, ist derzeit noch unklar. Anhand von Daten, die im Rahmen eines
Dissertationsprojekts erhoben wurden, beschreibt der folgende Abschnitt, welche
Zukunftsvorstellungen mit Smart Grids in der Stadt Berlin einhergehen (Quitzow
und Rohde 2021).
Seit circa acht Jahren werden Smart Grids in Berlin im Rahmen von Pilotpro-
jekten an mehreren sogenannten ›Zukunftsorten‹ erforscht, entwickelt, getestet
und öffentlich zur Schau gestellt. In diesen Projekten arbeitenWissenschaftler*in-
nen unter anderem mit Energieunternehmen und Unternehmen aus dem Bereich
Informations- und Kommunikationstechnologien (IKT) an der Weiterentwicklung
von Smart-Grid-Technologien zusammen. Gleichzeitig haben die ›Zukunftsorte‹
besondere stadtplanerische Bedeutung und sollen als ›Leuchttürme‹ richtungswei-
send zur Entwicklung der Gesamtstadt beitragen. Sie dienen somit auch als Aus-
hängeschilder für die stadtplanerischen Visionen des Berliner Senats.
Im Folgenden zeichnen wir nach, wie der Diskurs zu Smart Grid Technolo-
gien im Zusammenspiel mit der Vermarktung dieser ›Zukunftsorte‹ in Berlin be-
stimmte imaginaries der ›Stadt von morgen‹ prägt, und was sich daraus für die
kritische Auseinandersetzung mit imaginaries im Zusammenhang mit städtischer
Energiezukunft ergibt. Unter dem Begriff ›Diskurs‹ werden dabei sowohl schriftli-
che und mündliche Äußerungen als auch materielle Gegenstände und Infrastruk-
turen gefasst (Keller and Truschkat 2013). Die Analyse des Smart Grid Diskur-
ses stützt sich auf Daten aus Dokumenten und Interviews, die im Zeitraum von
2016-2018 in Berlin erhoben wurden. Insgesamt wurden für die Analyse 42 Do-
kumente und 13 Interviews von verschiedenen Diskursproduzenten ausgewertet:
Netzbetreiber, Stadtwerke, Senat und Senatsverwaltung, Forschungsinstitutionen,
Projektmanagement GmbHs, Elektronikfirmen, Energie Start-ups und zivilgesell-
schaftlichen Organisationen. Auf diese Weise wurden Smart Grid Diskurse auf
zwei analytischen Ebenen miteinander in Beziehung gesetzt: auf der gesamtstäd-
tischen Ebene einerseits und auf der Ebene von drei Berliner ›Zukunftsorten‹ bzw.
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drei dort angesiedelten Smart Grid Pilotprojekten andererseits. Die Daten zu den
Pilotprojekten und den Zukunftsorten wurden durch persönliche Begehungen er-
gänzt.
Reduziert man den Begriff auf das Wesentliche, dann stehen Smart Grids zu-
nächst für digitalisierte Stromnetze. Mithilfe digitaler Sensoren und Steuerungs-
mechanismen können Smart Grids – im Gegensatz zu herkömmlichen Stromnet-
zen – Stromflüsse zwischen Anbieter*innen und Nutzer*innen verbrauchsange-
passt, flexibel und in Echtzeit lenken. Diese Steuerungsmöglichkeiten werden mit
diversen Erwartungen verbunden, insbesondere mit der Integration dezentraler
Anlagen z.B. für die Produktion oder Speicherung von Strom aus erneuerbaren
Energiequellen in lokalen Verteilnetzen sowie mit der breiten Partizipation von
Prosument*innen am Energiemarkt (Berliner Senat, 2016; Erbstößer and Müller,
2017; Gangale et al., 2017). Diese dezentralen Anlagen können eine Bandbreite ver-
schiedener Technologien umfassen, von Solarpanelen über Elektroautos bis hin
zu Smart-Home-Anwendungen (Berliner Senat 2015; Clustermanagement Energie-
technik Berlin-Brandenburg 2017).
In den städtischen Energiezukünften, die im Zusammenhang mit Smart
Grids an Berlins Zukunftsorten verbreitet werden, verschmelzen Vorstellungen
von Zukunftstechnologien und Zukunftsstadt. Unsere empirische Analyse hat
ergeben, dass Smart Grids dabei vor allem für High-Tech, Intelligenz, Flexibilität,
Modernisierung, Dekarbonisierung und Prosumertum stehen. Die Vermarktung
der Zukunftsorte verbindet diese Vorstellungen darüber hinaus mit Vorstellungen
von wissenschaftlicher Exzellenz, Technologieführerschaft, Re-Industrialisierung,
Wettbewerbsfähigkeit und Standortattraktivität. Gemeinsam zeichnen sie das
Bild einer wirtschaftlich prosperierenden, klimaneutralen ›Stadt von morgen‹ auf
der Basis grüner, digitaler Technologien. Diese Vorstellungen werden in politi-
schen Strategien wie der ›Smart City Strategie‹ (re)produziert, in Erzählungen
verbreitet und über Internetpräsenzen, öffentlich zugängliche Veranstaltungen
oder Showrooms in die Öffentlichkeit kommuniziert. Über technische Artefakte
wie Ladesäulen für Elektroautos oder Anschauungsobjekte wie Messanlagen für
Energieflüsse werden sie im städtischen Raum in materielle Realität übersetzt.
An den Zukunftsorten verschwimmen also nicht nur Zukunftstechnologie und
Zukunftsstadt, sondern auch Vision und gebaute Gegenwart. Dadurch entsteht
ein sich gegenseitig verstärkender Diskurs, in dem die Zukunftsorte einerseits
und Smart Grids andererseits insbesondere mit der Vorstellung einer innovativen,
wettbewerbsfähigen, wirtschaftlich prosperierenden und gleichzeitig ressourcen-
schonenden, klimafreundlichen Stadt, sowie einer von Bürgerinnen und Bürgern
getragenen urbanen Energiewende einhergehen.
Risiken oder Alternativen werden in diesen Vorstellungen kaum thematisiert.
Im Falle von Smart Grids könnten dies zum Beispiel Fragen von Datensicherheit
oder der Sicherheit vor Cyber-Attacken sein; es könnten aber auch grundsätzli-
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chere Fragen sein, wie z.B. nach notwendigen Verhaltensänderungen oder nach
Energie-Suffizienz als alternativem Weg zur Klimaneutralität. Es könnten auch
Vorstellungen einfließen, in denen Klimaneutralität unabhängig von technologi-
schem Fortschritt erreicht wird. Berlins ›Zukunftsorte‹ könnten Orte sein, an de-
nen die Umstellung von energierelevanten Routinen zum Beispiel im Rahmen von
Autoverzicht erprobt wird, und somit grüne städtische Zukunft ganz anders ima-
giniert wird. Stattdessen weisen die Vorstellungen, die an Berlins ›Zukunftsorten‹
unter anderem im Zusammenhang mit Smart Grids entwickelt werden, vor allem
in eine Richtung: Sie stellen Digitalisierung und technische Innovation als Lösun-
gen für die Umsetzung der Energiewende und des Klimaschutzes dar und kreieren
so ein einseitiges Bild der Smarten Öko-Stadt von morgen.
Diese Vorstellungen von Smart Grids werden von einer Diskursgemeinschaft
(Hajer 1993) aus der Energiebranche, der IKT-Branche, der Forschung, der Politik
und der Projektentwicklung vorangetrieben. In hochspezialisierten Forschungs-
projektenwird dabei die ›Stadt vonmorgen‹ nicht nur imaginiert, sondern (teilwei-
se) umgesetzt. Die daraus resultierenden technischen Artefakte werden wiederum
für die Vermarktung der ›Zukunftsorte‹ genutzt und fließen somit in die Visionen
für die Gesamtstadt ein. An diesem diskursiven Kreislauf nehmen städtische Ak-
teur*innen, zum Beispiel aus der Stadtplanung oder der allgemeinen Bevölkerung,
kaum teil. Obwohl z.B. Prosument*innen-Haushalte in diversen Programmen der
Stadt eine große Rolle spielen (Berliner Senat 2015, 2016; Enquête-Kommission
2015), sind sie an den ›Zukunftsorten‹ kaum oder gar nicht eingebunden. Die Par-
tizipation von Prosumer-Haushalten spielt zwar in den Visionen dieser Diskurs-
gemeinschaft eine wesentliche Rolle in Berlins smarten Energiezukünften, findet
aber an den Zukunftsorten zurzeit (noch) kaum statt. Auch Energie-Quartiere spie-
len in diesen Visionen eine Rolle, deren Umsetzung wird aber nicht stadtplanerisch
begleitet (Erbstößer und Müller 2017).
Dabei hat die Entwicklung von Visionen – oder städtebaulichen Leitbildern –
in der Stadtplanung eine lange Tradition. Im Idealfall werden diese in Leitbild-
Prozessen zusammen mit unterschiedlichen Stakeholdern gemeinsam entwickelt.
Die Aufgabe der Stadtplanung in diesen Prozessen besteht darin, diese zu mode-
rieren und dabei unterschiedliche Visionen zusammenzubringen und zu konden-
sieren (Kuder 2001). Auf diese Weise sollen diverse Vorstellungen in das Bild der
›Stadt von morgen‹ einfließen.
Ähnlich könnten auch Visionen einer städtischen Energiezukunft entwickelt
werden. In der sozialwissenschaftlichen Energieforschung werden daher zuneh-
mend ›kollektive Erzählungen‹ oder stories (Moezzi et al. 2017; Raven 2017; Smith et
al. 2017) untersucht, die vielfältigere Zukünfte abbilden:
»By drawing on traditions that imagine whole worlds, rather than isolated ele-
ments as affixed to pre-determined policy desires, the energy and climate change
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research, policy, advocacy, and industrial communities can come to better under-
standings about how things change and how to promote, discourage, manage, or
at least estimate consequences of socio-technical transitions. Instead of focusing
narrowly on political targets, these broader and more intricate visions may lead
to stronger, more integrated modes of planning a workable future« (Moezzi et al.
2017).
Das Beispiel von Smart Grids in Berlin veranschaulicht, wie technische Innovatio-
nen über das Zusammenspiel diverser Akteur*innen in einer Diskursgemeinschaft
zu Vorstellungen von urbaner, soziotechnischer Zukunft heranwachsen können. So
hat der Smart Grid Diskurs im Zusammenspiel mit Berlins Zukunftsorten und den
dort ansässigen Pilotprojekten eine Vision der ›smarten Öko-Stadt von morgen‹
herausgebildet. Smart Grid Technologien haben sich in dieser Vision als technische
Lösungen für die Umsetzung von Energiewende und Klimaschutz jenseits mögli-
cher Risiken und Alternativen etabliert. In jedem Fall muss die konkrete Ausge-
staltung dieser zukünftigen ›Smart Grid Stadt‹ in den nächsten Jahren noch spezi-
fisch ausgehandelt werden. In diesem Aushandlungsprozess sollte danach gefragt
werden, wozu die Digitalisierung im Fall des Energiesystems dient und wer daran
beteiligt ist, dies zu bestimmen. Es könnte fruchtbar sein, das Bild der Smart Grid
Stadt um vielfältigere Vorstellungen einer smarten, nachhaltigen und dekarboni-
sierten Stadt zu ergänzen.
Smart-Home-Visionen in Deutschland zwischen Sicherheit, Komfort
und Klimaschutz
Der zweite Untersuchungsgegenstand, anhand dessen wir die Visionen zu digita-
len Energiezukünften untersuchen wollen, ist das Anwendungsfeld Smart Home
in Deutschland. Die hier gezeigten empirischen Befunde basieren auf einer inter-
disziplinären Untersuchung zum Anwendungsfeld Smart Home, häufig auch als
Smart Living bezeichnet, im Rahmen derer verschiedene Erhebungen durchge-
führt wurden. In 2019 wurde eine quantitative Befragung (N=375) von Smart Home
Nutzer*innen mit Smarter Heizungssteuerung in Deutschland (Frick und Ngyen
2020) sowie Leitfaden-Interviews mit zwölf Smart Home Nutzer*innen durchge-
führt.Darüber hinaus wurden dieWebseiteninhalte der zehn größten Smart Home
Hersteller in Deutschland im Jahr 2019 sowie insgesamt 15 Dokumente (Presse-
mitteilungen, Positionspapiere, Strategien) von deutschen Bundesministerien zum
Thema Smart Home und Smart Living aus den Jahren 2018 und 2019 mittels ei-
ner qualitativen Inhaltanalyse untersucht. Die übergeordnete Fragstellung lautet,
welche gesellschaftlichenWertvorstellungen in SmartHomeVisionen transportiert
werden und welche Rolle Nachhaltigkeit in den Narrativen von Industrie und Poli-
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tik sowie den Erwartungen und Nutzungsmustern der Verbraucher*innen spielt.
Mittels qualitativer Inhaltsanalyse (Mayring 2015) wurden die wichtigsten Narra-
tive ermittelt und Visionen der verschiedenen Akteursgruppen (Industrie, Nut-
zer*innen, Politik), diemit demSmartHome verbunden sind, identifiziert. Ziel der
Untersuchung ist es, die Hervorbringung sozio-technischer Zukünfte vom Smart
Home seitens unterschiedlicher Akteursgruppen zu analysieren und herauszuar-
beiten welche Überschneidungen und Konvergenzen oder Divergenzen zwischen
diesen erkennbar werden. Damit soll veranschaulicht werden, wie die Zukunft des
vernetzten Wohnens von verschiedenen Akteur*innen imaginiert wird und welche
Wirkungen mit diesen Visionen verbunden sein könnten.
In den Industrievisionen wird das Bild eines komfortablen, sicheren und
stressfreien vernetzten Zuhauses gezeichnet, in dem Nutzer*innen jederzeit
kontrollieren können, was zuhause vor sich geht und ihre Haustiere, Kinder oder
unerwünschte Besucher*innen jederzeit überwachen können. Drei übergeordnete
Narrative lassen sich identifizieren: Komfort und Bequemlichkeit, Sicherheit und
Kontrolle und Erleichterung und Sparsamkeit. Das Zuhause ›kümmert sich‹ um
die Bewohner*innen, ›denkt mit‹ und erleichtert den Alltag. Besonders häufig
findest sich das Narrativ einer Kontrolle durch Fernsteuerung, die den Men-
schen Sicherheit und Gelassenheit ermöglichen soll. Die Einsparung von Energie
wird dabei von der Industrie als einfacher, positiver Nebeneffekt betrachtet. Im
Vergleich zu anderen Narrativen wie Komfort, Sicherheit und Kontrolle nimmt
Energiesparen in den Unternehmensnarrativen keinen großen Raum ein; es wird
nur etwa halb so häufig adressiert wie Narrative von Komfort und Bequem-
lichkeit. Energiesparen wird häufig mit Begrifflichkeiten wie einfach, spielend,
automatisch, Komfort oder Wohlfühlwärme verknüpft. Energiesparen soll of-
fenbar nicht als ein zusätzlicher Aufwand wahrgenommen werden oder etwas
worum Nutzer*innen sich bemühen müssen oder was eine Verhaltensänderung
erfordert, sondern es wird quasi automatisch erledigt. Der potenzielle Beitrag von
Smart Home zum Klimaschutz wird nur ein einziges Mal von einem Smart Home
Hersteller adressiert.
ImHinblick auf die Perspektive der Nutzer*innen haben Studien zuNutzungs-
praktiken und Adoptionsprozessen von Smart Homes in Großbritannien gezeigt
(Hargreaves et al. 2018), dass die neuen digitalen Geräte sich nicht ganz reibungslos
in die Alltagspraktiken integrieren lassen. Vielmehr sind damit verschiedene Lern-
prozesse (Hargreaves et al. 2018) und Domestikations-Prozesse (Gram-Hanssen
und Darby 2018) verbunden. Befragungen in Deutschland kommen sogar zu dem
Ergebnis, dass die Mehrzahl der Bürger*innen sich gar nicht für Smart Home Pro-
dukte interessiert und es sich hier eher um eine marginale Entwicklung handelt
(acatech und Körber Stiftung 2018). Nur 8,1 Prozent der Befragten gab in einer
Umfrage (acatech und Körber Stiftung 2018) an, Smart Home Systeme zu nutzen
und weitere 6,2 Prozent haben dies zumindest vor. Über die Hälfte der Befragten
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(57,3 Prozent) gibt an, kein Interesse an Smart Home Systemen zu haben (acatech
und Körber Stiftung 2018: 39).
Die hier befragten Nutzer*innen können dementsprechend der eher kleinen
Gruppe der early adopters (Wilson et al. 2017) zugeordnet werden. Eine umwelt-
psychologische Clusteranalyse der eingangs genannten quantitativen Befragung
(Frick und Nguyen 2020) kam zu dem Schluss, dass sich vier Nutzungsgruppen
identifizieren lassen, nämlich Enthusiasten, Pragmatische, Energiesparende und
Skeptische. Die größte Gruppe bildet dabei das sehr begeisterte Cluster der Enthu-
siasten, für die der Sicherheitsaspekt überdurchschnittlich wichtig zu sein scheint.
Beim Cluster der Energiesparenden ließ sich »das ökologische Energiesparmotiv
sich nicht vom finanziellen trennen« (Frick und Nguyen 2020: 19). Somit geht der
Wunsch nach Energieeinsparung häufig mit dem nach Einsparung von Geld ein-
her und ist nicht notwendigerweise ökologisch motiviert. Die quantitative Befra-
gung zeigt, dass Aspekte wie Sicherheit, Alltagserleichterung, praktische Bedie-
nung, Komfort und finanzielle Einsparungen wichtige Motive für die Nutzung von
Smart Home Systemen sind (Frick und Nguyen 2020). Bei den Leitfadeninterviews
berichten sechs von zwölf Interviewten, dass sie sich das Smart Home System we-
gen der Heizungssteuerung angeschafft haben und zwei der Befragten wiesen ex-
plizit darauf hin, dass sie damit Strom einsparen möchten. Für die Smart Home
Nutzenden sind die Kontrollierbarkeit des eigenen Zuhauses, Arbeitserleichterun-
gen und erhöhter Komfort Aspekte, die sich in den analysierten Interviews immer
wieder finden. Von den zwölf interviewten Nutzer*innen geben acht Nutzer*in-
nen an, dass das Smart Home Ihren Alltag einfacher macht. Darüber hinaus wer-
den die Steuerung über das Smart Phone, die Kontrolle und Energieeinsparungen
als Erwartungen und Anschaffungsgründe genannt. Auf die Frage hin, ob sie mei-
nen, damit einen Beitrag zum Klimaschutz zu leisten geben fünf Nutzer*innen
an, dass sie damit einen Beitrag zum Klimaschutz leisten würden, allerdings sa-
gen vier Nutzer*innen auch, dass sie dies nicht glauben und zwei sagen, dass sie es
zumindest hoffen. Die übergeordnete Zielsetzung des Umwelt- und Klimaschut-
zes steht demnach für die Smart Home Nutzer*innen in Deutschland nicht im
Vordergrund.
Die analysierten Politikdokumente lassen andere Narrative erkennen. Hier
ist zunächst anzumerken, dass nur beim Bundesministerium für Wirtschaft und
Energie (BMWi) (elf Dokumente) und beim Bundesministerium für Justiz und
Verbraucherschutz (BMJV) (vier Dokumente) relevante Dokumente identifiziert
wurden. Beim Bundesministerium für Verkehr und digitale Infrastruktur (BMVI)
konnten keine relevanten Dokumente identifiziert werden und erstaunlicherweise
auch nicht beim Bundesministerium für Umwelt und nukleare Sicherheit (BMU).
Beim Bundeswirtschaftsministerium wird Smart Home synonym mit Smart
Living verwendet, welches auch der Name, der mit ihrer Geschäftsstelle beim BM-
Wi ansässigen Wirtschaftsinitiative Smart Living ist. Diese hat sich zum Ziel ge-
202 Friederike Rohde und Leslie Quitzow
setzt »den Transfer von Innovationen in den Markt zu beschleunigen, bestehen-
de Hemmnisse zu beseitigen und zukunftsfähige Marktstrategien zu entwickeln«
(BMWi 2017: 5) sowie die Entwicklungen von Smart Living »politisch [zu] flankie-
ren« (BMWi 2017: 6). Entsprechend sind die Aktivitäten dieses Ministeriums vor-
ranging auf Wirtschaftsförderung ausgerichtet und es werden vor allem die Chan-
cen betont. Aspekte wie Klimaschutz, Erreichen der Klimaziele oder Einsparung
von CO2-Emissionen werden in den Dokumenten häufig im Zusammenhang mit
Smart Home-Lösungen verwendet, beispielsweise wird der Begriff Klimaschutz
fünfmal in einer zweiseitigen Pressemitteilung verwendet (BMWi 2020). Dabei
wird in einemPositionspapier derWirtschaftsinitiative Smart Living darauf hinge-
wiesen, dass »aktuell […] einige rechtliche, formelle und infrastrukturelle Hemm-
nisse die CO2- Minderungspotenziale von Gebäudeautomations- und Energiema-
nagementsystemen noch aus [bremsen]« (BMWi 2020: 1). Nachhaltigkeitszielset-
zungen, die mit neuen digitalen Lösungen erreicht werden sollen, stehen im Mit-
telpunkt und Deutschland möchte sich als Vorreiter vertrauenswürdiger Lösungen
positionieren. Die Standardisierungsstrategie des BMWi weist darauf hin, dass
»Standardisierte Kommunikationsplattform und der »Privacy und Security by De-
sign«-Ansatz zum Markenzeichen »Made in Germany« werden [können]« (BMWi
2019). Auch imBMJVwerden Aspektewie Verbraucherschutz,Datensicherheit oder
Produkthaftung adressiert. Diese Themen spielen auch in öffentlichen Diskursen
eine bedeutende Rolle, z.B. werden sie in Online-Diskursen von netzpolitischen
Akteur*innen und Akteur*innen der Tech-Szene adressiert. Die hier nur in Ansät-
zen erkennbare Vision bei politischen Akteur*innen stellt demnach unter anderem
sichere Smart Home Lösungen ‘made in Germany‹ zur Nutzung von Klimaschutz-
potenzialen in den Vordergrund.
Aktuellen Meldungen zur Bundesförderung für effiziente Gebäude (BEG) zu-
folge sollen Digitalisierungsmaßnahmen zur Verbrauchsoptimierung (Efficiency
Smart Home) in die Förderung für effiziente Gebäude, die sich auf acht Milliarden
Euro beläuft, einbezogen werden. Die Smart Living Industrie zeigt sich »erfreut
über denMut der Politik, auf innovative und digitale Lösungen im Gebäudebereich
zu setzen« (Wirtschaftsinitiative Smart Living 2020). In diesem Anwendungsfeld
sind somit erste Entwicklungen zu beobachten, die als institutionelle Stabilisie-
rung von digitalen Energiezukünften (hier in Fördergesetzen) interpretiert werden
können.
Vor dem Hintergrund, dass Smart Home Systeme also ein wesentlicher Be-
standteil der Digitalisierung der Energiewende sein sollen (BMWI 2019), muss kri-
tisch hinterfragt werden, ob die Deutungsmacht über die zukünftige Ausgestal-
tung des Energiesystems der Smart Home Industrie überlassen bleiben sollte. Die
Politik sollte sich aus unserer Sicht sehr viel kritischer mit neuen materialinten-
siven Energiezukünften befassen, und stärker reflektieren mit welchen digitalen
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Technologieoptionen die nachhaltige Ausgestaltung des Energiesystem tatsächlich
erreicht werden kann (Rohde et al. 2020).
Die Wirkungsmacht digitaler Energiezukünfte: Konzeptionelle
Herausforderungen und gesellschaftliche Implikationen
Unsere empirischen Befunde haben verschiedene Visionen aufgezeigt, die mit
Smart Grids und Smart Homes in Deutschland verbunden sind. Diese können
freilich nur einen Ausschnitt des Diskurses abbilden, in welchem beispielsweise
Akteur*innen aus der Tech- oder netzpolitischen Szene sowie zivilgesellschaftliche
Akteur*innen sehr viel kritischere Positionen einnehmen. Aus unserer Perspek-
tive ist jedoch ein selbstverstärkender Prozess zu beobachten, im Zuge dessen
Visionen der soziotechnischen Vorhut (sociotechnical Vanguards) (Hilgartner 2015)
von Akteur*innen aus der Politik aufgegriffen, mit Narrativen zu Umwelt- und
Klimaschutz verknüpft werden und sich in politischen Strategien und Förderpro-
grammen wiederfinden.
Um diese Zusammenhänge systematisch zu untersuchen, ist aus unserer Per-
spektive auf empirischer Ebene mehr Forschung zur Rolle von Politik und Wissen-
schaft bei der Hervorbringung und Verfestigung digitaler Energiezukünfte not-
wendig. Dafür erscheint es uns angebracht, die Institutionalisierung von sozio-
technischen Zukünften auch auf konzeptioneller Ebene besser zu erfassen. Einige
mögliche Ansatzpunkte dazu möchten wir im Folgenden skizzieren.
Prozesse der Institutionalisierung von soziotechnischen Zukünften
Die analytische Herausforderung besteht unseres Erachtens darin, nicht nur zu
beschreiben, wie kollektive Vorstellungen von verschiedenen Akteur*innen her-
vorgebracht werden, sondern vor allem deren Institutionalisierung (Meyer 2019b)
konzeptionell zu fassen. Die Institutionalisierung von soziotechnischen Zukünf-
ten beschreibt dabei auch die machtvollen Auseinandersetzungen und Kräftever-
hältnisse, die zur Durchsetzung von bestimmten Zukunftsvorstellungen führen,
welche eng mit kulturellen, gesellschaftlichen oder staatlichen Normen und Kon-
ventionen verbunden ist. Damit imaginaries eineWirkungsmacht in der Gegenwart
entfalten, müssen sie sich in Regeln, Normen und kulturellen Orientierungen in
der Gesellschaft ablagern. Über Prozesse der Institutionalisierung werden sie zu
objektivierter gesellschaftlicher Wirklichkeit (Berger und Luckmann 1967). Erfolg-
reiche Zukunftsvisionen wirken als interpretative Schemata, die Ideen, Interessen
und normativen Orientierungen anordnen (Meyer 2019b, 2019a): »Successful fu-
ture visions provide an interpretative framework for existing information. Thus,
they are not about detailed facts concerning future technology. Instead, they pro-
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vide interpretative frames that help people make sense of what these technologies
mean, what they stand for, and what relevance they have for different groups.«
(Meyer 2019b)
Dieses Verständnis findet sich bereits in Jasanoffs Begriff von Ko-Produktion,
der besagt, dass Wissen, Identitäten und Normen, beispielsweise über Narrative,
in die Etablierung von imaginaries einfließen. Der Prozess der institutionellen Sta-
bilisierung in Regeln, Rollen und kulturellen Orientierungen kann dabei sehr stark
mit der Infragestellung oder Aufrechterhaltung einer bestimmten institutionellen
Ordnung verbunden sein. Folgt man sozialkonstruktivistischen Argumentationen
(Berger und Luckmann 1967), dann ist die Entstehung von gesellschaftlicher Ord-
nung mit Prozessen der Externalisierung (Kommunikation mithilfe mündlicher
oder schriftlicher Symbole), Objektivation (Verdinglichung) und Internalisierung
(individuelle Erschließung der objektiven Wirklichkeit) verbunden. Diese Prozes-
se sollten bei der Stabilisierung von socio-technical imaginaries stärker in den Blick
genommen werden.
Darüber hinaus spielt bei Institutionalisierungsprozessen nach Berger und
Luckmann Legitimität eine entscheidende Rolle (Berger und Luckmann 1967).
Wir argumentieren, dass im Fall von digitalen Energiezukünften verstärkt öko-
logische Vorteile (Klimaschutz, Energieeinsparungen) als Legitimation fungieren
und als Triebkraft für einen Institutionalisierungsprozess dienen. Eine unserer
Hypothesen lautet daher: Auch wenn sich in späteren Untersuchungen zum Nut-
zungskontext oder in Umsetzungsprojekten der positive ökologische Nutzen als
nicht zutreffend herausstellt, ist die institutionelle Stabilisierung der Visionen in
Richtung von sociotechnical imaginaries bereits fortgeschritten und es besteht die
Gefahr, dass alternativen Zukünften nur noch wenig Raum eingeräumt wird. Die
digitalen Energiezukünfte entfalten dann eine Wirkungsmacht, die weit über das
Repräsentative hinausreicht, und die sich beispielsweise in politischen Strategien,
Förderprogrammen und schließlich der Konfiguration unserer Städte, Häuser
und des sozialen Lebens niederschlagen kann. Aus demokratischer Sicht werden
solche Institutionalisierungsprozesse vor allem dann problematisch, wenn sie
von machtvollen Eliten und einer soziotechnischen Vorhut dominiert werden und
andere gesellschaftliche Gruppen stattdessen marginalisiert oder ausgeschlossen
bleiben.
Digitale Energiezukünfte und sozial-ökologische Transformationsprozesse
Unsere Darstellungen haben gezeigt, dass Visionen von Smart Homes und Smart
Grids häufig von dominanten Interessensgruppen hervorgebracht werden und
mit technikoptimistischen Vorstellungen einhergehen, die darin bestehen, dass
den Herausforderungen, denen unsere Gesellschaft gegenübersteht, vor allem
mit technischen Lösungen begegnet werden könnte. Dabei werden die Risiken,
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die mit einer umfassenden Digitalisierung des Energiesystems einhergehen,
wie beispielsweise eine Verlagerung der ökologischen Wirkungen in Richtung
der Herstellung elektrischer Geräte (Ipsen et al. 2018) oder die Frage welche
gesellschaftlichen Gruppen von digitalen Lösungen im Energiesystem überhaupt
profitieren, nur unzureichend adressiert. Im Bereich Smart Home würde dies
bedeuten vor allem eine kritische Distanz zu Aussagen über die ökologische
Vorteilhaftigkeit einzunehmen und Versprechungen kritisch zu hinterfragen
(Strengers 2020). Hier stellt sich beispielsweise die Frage ob es im Sinne einer
sozial-ökologischen Transformation sinnvoll erscheint, den privatesten Bereich
des Lebens umfassend zu digitalisieren und digitaler Überwachung und Kontrolle
zugänglich zu machen (Maalsen und Sadowski 2020) wenn sich damit im Durch-
schnitt 4 Prozent Heizenergie einsparen lassen (Rehm et al. 2018). Hinzu kommt,
dass bislang ein Großteil der Menschen (jedenfalls in Deutschland) offenbar kein
Interesse an dieser Art der Heimvernetzung hat (Acatech und Körber Stiftung
2018), wenngleich hierbei im Zuge aktueller ›Digitalisierungsschübe‹, ausgelöst
durch die COVID-19-Pandemie, auch neue Dynamiken denkbar sind. Gegenwärtig
sollten insbesondere von Seiten der Politik sehr viel stärker die Vorteile und
Nachteile abgewogen werden, wenn neue Förderprogramme und Gesetzgebungs-
prozesse initiiert werden. Hier könnte beispielsweise das Thema Suffizienz statt
Effizienz zukünftig stärker ins Zentrum der Debatte gerückt werden (Colaço 2021).
Die Vision, dass die Transformation unseres Energiesystems allein durch die
Implementation digitaler Technologien gelingen kann, greift zu kurz. Für eine
nachhaltige Digitalisierung des Energiesystems müssen sowohl geeignete Rah-
menbedingungen geschaffen werden (Hintemann und Hinterholzer 2018) als auch
neue Denkmuster etabliert werden (Reetz und Göhlich 2020). Das Zusammen-
wirken von technischen Elementen und sozialen Elementen muss dabei stärker
in den Vordergrund treten. Das bedeutet beispielweise sich viel stärker damit zu
beschäftigen mit welchen veränderten Akteurskonstellationen und neuen sozio-
technischen Konfigurationen die Digitalisierung des Energiesystems verbunden
ist. Der Fokus auf rein technische Innovationen verstellt den Blick darauf, dass
Normen, Denkmuster, Praktiken und Regeln verändert werden müssen, um zu ei-
nem nachhaltigen Energiesystem zu kommen (Wittmayer et al. 2020). Im Bereich
Smart Grids umfasst dies beispielsweise die Frage, wie sich die Denkmuster und
die Formen der Zusammenarbeit verschiedener Akteur*innen im Energiesystem
verändern müssen, wenn wir ein dezentralisiertes System mit digitalisierten
Stromnetzen, flexiblen Verbraucher*innen und dezentralen Erzeugungsanlagen
haben?
Aus unserer Perspektive besteht das transformative Potenzial der großen
sozial-ökologischen Visionen wie Energiewende, Agrarwende oder Verkehrswende
häufig darin, dass bestehende institutionelle Ordnungen infrage gestellt wer-
den. So ist beispielsweise der Aufbau von Smart Grids mit einem tiefgreifenden
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institutionellen Wandel verbunden im Rahmen dessen die Rollen, Regeln und
Denkmuster im Energiesystem sehr umfassend in Frage gestellt werden (Rohde
und Hielscher 2021). Diese tiefgreifenden Veränderungsprozesse sind in hohem
Maße mit gesellschaftlichen Kräfteverhältnissen verbunden (Lösch und Schneider
2016) und Akteur*innen versuchen auf unterschiedliche Weise diese Prozesse
zu beeinflussen. Mit unserem Beitrag zur kritischen Analyse von digitalen En-
ergiezukünften haben wir aufgezeigt, dass Visionen zu Smart Grids und Smart
Home sehr stark von Akteur*innen der soziotechnischen Vorhut (Hilgartner 2015)
hervorgebracht werden, bestehend aus Industrie- und Wirtschaft, Forschung,
politischen Akteur*innen oder Nutzer*innen, die als sehr technik- und kon-
sumbegeistert identifiziert wurden (Frick und Nguyen 2020). Eine Verfestigung
und institutionelle Verankerung dieser technikoptimistischen Visionen, z.B. in
politischen Strategien oder Förderprogrammen, birgt die Gefahr, dass von der
Stadtplanung bis zur privaten Lebensführung die unternehmerische Dominanz
an die Stelle demokratischer Aushandlungsprozesse tritt (Pasquale 2018). Solche
Visionen sind verbunden mit Narrativen von Wettbewerbsfähigkeit, einem ver-
besserten Leben und Nachhaltigkeit und beinhalten das Potenzial zur Entstehung
von sociotechnical imaginaries beizutragen, die sich auch in Demonstrationspro-
jekten, politischen Arrangements (Politikstrategien, Förderprogrammen usw.)
und möglicherweise auch in Denk- und Handlungsmustern verfestigen. Eine
wesentliche Erkenntnis unserer Untersuchungen ist, dass potenzielle ökologische
Vorteile häufig als Legitimation genutzt werden, um Visionen voranzutreiben,
die am Ende eher Partikularinteressen dienen und die nicht durch partizipative
Mitgestaltung gekennzeichnet sind.
Alternativen Zukünften muss deshalb mehr Raum eingeräumt werden, denn
für eine nachhaltige Gestaltung der Energieversorgung ist ein gesellschaftli-
cher Aushandlungsprozess notwendig, im Rahmen dessen alle Perspektiven
gleichermaßen Gehör und Berücksichtigung finden. Es sollten deutlich mehr
Vorstellungen beispielsweise von zivilgesellschaftlichen Akteur*innen, Stadtpla-
ner*innen oder wenig einflussreichen gesellschaftlichen Gruppen wie Kindern und
Jugendlichen, Menschen mit Migrationshintergrund oder sozial schwachen Grup-
pen in die Entwicklung und Gestaltung von Energiezukünften einbezogen werden.
Dies kann nur gelingen, wenn vorherrschende technikzentrierte Narrative und
Visionen infrage gestellt und insbesondere von politischen Akteur*innen auf ihre
impliziten Annahmen und Versprechungen hin hinterfragt werden. Wenn Politik
als wichtige gestaltende gesellschaftliche Kraft sich von technikoptimistischen
Digitalisierungsversprechen leiten lässt, dann werden unsere Energiezukünfte in
erster Linie von unternehmerischen und wirtschaftlichen Interessen sowie For-
schungsdrang geleitet sein. Stattdessen sollten gemeinsam Visionen zur Lösung
unserer drängendsten gesellschaftlichen und ökologischen Probleme geschaffen
werden.
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Human-Machine Learning und Digital Commons1
K/Ein Manifest
Jutta Weber
Als Anthropolog*innen möglicher Formen
des Selbst sind wir zugleich Techniker*in-
nen für den Entwurf von Wirklichkeiten,
die eine Zukunft haben. Wissenschaft ist
Kultur
(Haraway 1995: 199; Hervorhebung JW)
Intro
Welche Entwürfe technokultureller Wirklichkeiten sind möglich jenseits der Heils-
versprechen des kapitalistisch-autoritären Technosolutionism oder des apokalypti-
schen Narrativs der Klimakatastrophe? Worauf können wir in (und nach) der Pan-
demie hoffen, nach dem (vorläufigen) Ende der schwarzen Null – dem Symbol der
strafenden Austerität –, dem allerdings schnell das massive Sponsoring toxischer
Konzerne folgte und das von der oft tödlichen Verachtung für arme Menschen,
People of Colour, LGBQTs und ›andere Andere‹ begleitet ist?
Ich frage in diesem Beitrag nach Praktiken und Perspektiven, an die wir nach
all den gescheiterten Cyber-, Cyborg- und Wiki-Euphorien der letzten Jahrzehnte
anknüpfen können.Wie lassen sich neue komplexeMensch-Maschine Assemblages
für eine lebbarere Welt entwickeln – gewissermaßen ein emphatisches Human-
Machine Learning – im Zeitalter von Big Data, Mustererkennung und Machine
Learning, das von der soziotechnischen Logik der Korrelation dominiert ist?
Die Liste enthält fast perfekte Korrelationen zwischen der Scheidungsrate in
Maine und dem pro-Kopf-Verbrauch von Margarine sowie zwischen den US-
Amerikanischen Ausgaben für Wissenschaft, Weltraumforschung und Technik
und Selbstmorden durch Erhängen, Strangulierung und Erstickung. (Zittrain
2019; Übers. JW)
1 Dieser Beitrag ist eine leicht überarbeitete Fassung von Human-Machine Learning und Digi-
tal Commons. K/Ein Manifest. In: DAS ARGUMENT 335/2020, 62.Jg./Heft 2/3, 2020, 103-111.
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Digitale Transformation: Big Data, Maschinelles Lernen
und Mustererkennung
Als große Hoffnung zur Lösung/Verbesserung aktueller Weltunordnung gilt in
unserer Technowissenschaftskultur die digitale Transformation. Automatisierung
wird einmal mehr als Lösung ökonomischer, politischer und gesellschaftlicher
(Kontroll-)Probleme zelebriert. Man setzt auf Big Data, maschinelles Lernen und
schnelle, vernetzte digitale Infrastrukturen, um nicht nur logistische Probleme
der Produktion, Distribution oder Konsumption zu optimieren, sondern auch
neue Verfahren der Massenkommunikation und des Marketing zu ermöglichen
sowie neue gesellschaftliche Felder kommerziell zu erschließen: Der Bereich des
›Theoriefreien‹, des nicht-regelgeleiteten Verhaltens wird zum Zielgebiet der Tech-
nowissenschaften. Man analysiert auf der Grundlage von Big Data, also riesigen
Datenmengen und ihren Verknüpfungen u.a. Präferenzen, Emotionen, Kauf- oder
Wahlentscheidungen, um diese mit Hilfe von Korrelation, Mustererkennung und
Profiling präjudizieren und manipulieren zu können. Die Geschäftsmodelle der
großen Technologie-Konzerne wie z.B. Google, Apple, Facebook, Amazon und
Microsoft (GAFAM) beruhen auf nichts anderem. Eine zentrale Rolle spielt hier
die Weiterentwicklung des maschinellen Lernens, das sich zunehmend zu einer
»Methode zum Finden von Mustern in Daten [entwickelt hat; JW], welche man
zum Vorhersagen zukünftiger Ereignisse nutzen kann, die aber nicht notwendi-
gerweise eine theoretisch fundierte Begründung liefert« (Valiant 2014: 8; Übers.
JW)
Gleichzeitig soll die Automatisierung dabei helfen, komplexe Entscheidungs-
und Legitimationsprobleme heutiger Gesellschaften nicht nur zu formalisieren
und technische Lösungen zu finden, sondern diese auch durchzusetzen. James
Beniger (1986) hat schon früh ähnliche Prozesse für die US-amerikanische Gesell-
schaft am Ende des 19. und in der ersten Hälfte des 20. Jahrhunderts beschrieben.
Entsprechend ist trotz der epistemologischen Verschiebung von der Repräsenta-
tion von Welt zu prädiktiver Analyse von Verhalten die digitale Transformation
– sprich Softwareproduktion, Big Data und maschinelles Lernen – in die alte
technikgläubige Rhetorik datenbasierter Objektivität eingebettet. Selten werden
die grundlegenden Parameter und Entscheidungen bei der Softwarekonstruktion
oder der Datenproduktion nachgefragt. Algorithmen gelten als neutraler und ef-
fektiver als die als subjektiv denunzierten menschlichen Urteile – als wären diese
nicht in die Software eingebaut. Daten werden mehr oder weniger mit Fakten
identifiziert, und so behauptet man, dass die Software aufgrund ihrer ›objektiven‹
Algorithmen komplexe Fakten besser repräsentieren und daher die automatisier-
ten Entscheidungen vornehmen könne (Kitchin und Dodge 2011; Kropp 2020). Vor
allem in jenen Bereichen, in denen die Implikationen dieser Annahmen in ihrer
Radikalität besonders sichtbar werden – z.B. wenn Künstliche Intelligenz (KI) in
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autonomen Waffensystemen die Auswahl und Tötung von Menschen übernehmen
soll – wurden schon früh kritische Fragen laut (Weber 2009; 2016; Schuppli 2014).
Zugleich gibt es viele Beispiele für einen sozialen oder rassistischen Bias von
wesentlich unspektakuläreren, aber nicht weniger relevanten algorithmischen An-
wendungen (Boyd 2014; Citron und Pasquale 2014; Tufekci 2014). Die Informatike-
rin Cathy O’Neil machte schon früh durch praktische Beispiele sehr anschaulich,
wie Algorithmen und/oder einseitig ausgewähltes Datenmaterial Ungleichheit per-
petuieren oder produzieren – u.a. bei der automatisierten Evaluation von Lehre-
rinnen und Lehrern, bei der Kalkulation der Kreditwürdigkeit durch Banken oder
bei automatisierten Entscheidungssystemen im US-amerikanischen Justizsystem
(2016; für den letzteren Fall auch Angwin 2016). Doch werden diese Beispiele meist
als Ausnahmen abgetan.
Man glaubt auch noch im 21. Jahrhundert – trotz der alltäglichen Erfahrung
dysfunktionaler Maschinen wie abstürzenden Computern, unbrauchbarer Ergeb-
nisse aus Suchmaschinen oder Filter Bubble-Effekten – an die objektive(re) Ratio-
nalität der Maschine. Das mag unter anderem daran liegen, dass auch vierzig Jah-
re nach dem Siegeszug des Personal Computers technokultur-wissenschaftliche Bil-
dung in Schulen undUniversitäten nicht gefördert wird undWissen über die Funk-
tionalität von Software oder die Bedeutung der Auswahl von Datenbanken und -
beständen wenigen Menschen vorbehalten bleibt. Und wie Lukas Introna (2017)
betont, lassen sich selbst mit versiertem Computerwissen viele Algorithmen nicht
überprüfen, z.B. wenn sie Teil proprietärer Software sind, deren Offenlegung bis
heute gesetzlich nicht erzwungen wird.
Der aktuelle Automatisierungsschub ist Teil einer »Kontrollrevolution« (Beni-
ger 1986), in deren Rahmen komplexe Entscheidungs- und Legitimationsproble-
me ausgelagert, formalisiert und unsichtbar gemacht werden. Gleichzeitig hilft
die »Gouvernementalität des automatisierten Managements« (Kitchin und Dodge
2011) auch bei der friktionsfreien Durchsetzung dieser Entscheidungen. Man wür-
de in einer reflexiv gewordenen Moderne eine Begründung und Legitimation von
wichtigen Entscheidungen wie der Kündigung einer/s Angestellten oder des Ge-
währens eines Kredits erwarten. Doch mit der Delegation entsprechender Ent-
scheidungen an algorithmenbasierter Software werden die Vorgänge in die Black-
box eingeschlossen und ›sanft‹ – nämlichmöglichst unsichtbar und ohne ansprech-
bare Verantwortliche – durchgeführt. Ein vermeintlich objektiver und wertfreier
»Technosolutionism« (Morozov 2013) macht esmöglich, dass Entscheidungen nicht
mehr verhandelt, sondern entpersonalisiert von Software kalkuliert werden. Dabei
werden der Bias und die ihm inhärenten Vorurteile häufig von primär weißen,
männlichen Software-Ingenieuren produziert, so dass deren spezifische Lebens-
wirklichkeiten den Maßstab für die Bestimmung der Kategorien, Parameter und
Benchmarks setzen.
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Technikforscher*innen wie Donna Haraway, LangdonWinner oder Lucy Such-
man machten schon in den 1980er Jahren nicht nur auf die zentrale Bedeutung
von Technik für unsere Kultur aufmerksam und darauf, dass Technik mehr ist als
Werkzeuggebrauch, sondern auch darauf, dass Technologien unseren Alltag, aber
auchwir Technik durch unserenGebrauch konfigurieren:Wir nutzen Technik nicht
nur, sondern leben sie. Vor diesem Hintergrund plädierte Donna Haraway (1983)
in ihrem Manifest für Cyborgs für eine offensive und engagierte Auseinanderset-
zung mit unserer Technowissenschaftskultur. Gleichzeitig beschrieb sie ihre onto-
logischen und epistemologischen Grundlagen. Anders als die klassischen Natur-
und Technikwissenschaften basiert die aktuelle Technoscience auf einer neoky-
bernetischen Rationalität der Rekombination. Heute erleben wir zudem eine Ver-
schiebung von der klassischen mathematisch-naturwissenschaftlichen Logik der
Repräsentation, Kausalität und Deduktion hin zu einem zuvor eher randständi-
gen, erfahrungsbasierten Ansatz der Korrelation, Induktion/Abduktion, des Trial-
and-Errors und Tinkerings. Und wie Haraway nach den Implikationen der sozio-
technischen Logik der Rekombination fragte, gilt es heute, nach der Logik und
Wirksamkeit des »Korrelationsparadigmas« (Weiß 2014) in Wissenschaft, Politik,
Ökonomie und Alltagspraktiken zu fragen: Welches sind die zentralen Begriffe,
Bilder und Metaphern, mit denen wir unsere Welt begreifen? Wer kann was in die-
serWissensordnung überhaupt wissen, wahrnehmen und gestalten?Wem gereicht
diese Ordnung zum Vorteil?
Haraways ironische Erzählung dekonstruierte alte Narrative von Fortschritt
und Untergang und forderte Deutungs- und Handlungsmacht für die Ausgegrenz-
ten, die ›anderen Anderen‹, Cyborgs, Trickster und Coyotes, ein. Damals ging es
um die prinzipielle Offenheit für unsere Kooperation mit den Maschinen. Der Hot
Spot heutiger Technikentwicklung ist nicht mehr die Fusion von Mensch und Ma-
schine, der Cyberspace oder die Cyborg. Er ist die Algorithmisierung und Datafi-
zierung aller gesellschaftlichen und persönlichen Bereiche, womit man Entschei-
dungen blackboxt und damit unangreifbar macht. Dies soll die Effizienz steigern
und Komplexitätsprobleme lösen. Zugleich sind wir schon längst mit unseren Ma-
schinen (Laptop, Handy, Autos mit Assistenzsystemen etc.) verschmolzen und das
Agieren in komplexen Human-Machine Assemblages (Mensch-Maschine Gefügen)
wird zum Normalfall.
Deshalb brauchen wir nicht primär neue Formen Big Data-gestützter Anwen-
dungen des maschinellen Lernens, sondern Human-Machine Learning, um andere
Technopraktiken und Human-Machine Assemblages zu ermöglichen. Es stellt sich
die Frage, wie wir diese Praktiken durchschaubarer, lebbarer machen können. Ob
wir sie demokratisieren können und ob es so etwas wie Human-Machine Learning
geben kann, so dass wir weiterhin komplexe Mensch-Maschine Assemblagen bau-
en können, die aber ihre multiple Akteurschaft nicht verleugnen und für die wir
Verantwortung übernehmen können und müssen.
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Auch unter Covid-19 setzt sich die bisherige naive Haltung gegenüber Tech-
nik fort bzw. beschleunigt sich noch: Automatisierung 4.0 wird uns als Lösung
für die Probleme während des Shutdowns und als Antwort auf das Gebot des Ab-
standhaltens (Social/Physical Distancing) verkauft. E-Health und Tracking-Apps,
Online-Shopping und -socializing,Home-Office, kontaktloses Zahlen,Crowdwork,
E-Learning, smarte Energienetze, automatisierte Gesichtserkennung oder Arbeit
4.0 sollen unter Corona (noch) attraktiv(er) werden. Die Vision von der digitalen
Transformation im datengetriebenen Kapitalismus, die durchaus auch Kritik aus-
löste, soll mit dem Versprechen des Tele-Everything in der kontaktscheuen Covid-
19 Welt alternativlos werden – wie es aktuell Eric Schmidt, der ehemalige CEO
von Google bzw. Alphabet, gerne betont. Nicht zufällig war Eric Schmidt bis vor
kurzem auch technischer Berater und Vorsitzender des US Defense Innovation
Board des US-amerikanischen Verteidigungsministeriums, das schon lange auf di-
gitale Überlegenheit und netzwerkzentrierte Kriegsführung setzt, die aktuell mit
Machine bzw. Deep Learning, sozialer Netzwerkanalyse, automatisierten Inhalts-
und Emotionsanalysen u.ä. weiter ausgebaut werden. Der Military-Surveillance-
Industry-Media Complex erstellt heute nicht nur Profile und Tötungslisten vonAuf-
ständischen im In- und Ausland, sondern man scannt ganze Bevölkerungen und
nimmt soziale Bewegungen daheim unter einen sozialen Radar, um Protest prä-
emptiv und prämediativ abzufangen – wie etwa im Falle von Black Lives Matter
(Ahmed 2014; Reuter 2020). Oder man durchsucht Videomaterial mit Gesichtser-
kennungssoftware nach Beendigung der Aktionen, um Protestierende zu identi-
fizieren und anzuklagen – so geschehen nach dem G7-Treffen in Hamburg. Der
Export biometrischer und datenanalytischer Systeme aus Deutschland und ande-
ren EU-Staaten auch in autoritäre Systeme stellt heute eine tödliche Gefahr für
Protestierende in Ländern wie der Türkei, Libyen, Bahrain, Syrien und vielen an-
deren dar.
Der Traum von Tele-Everything, die Illusion, alles aus der Ferne und digital lösen
zu können, ist ganz offensichtlich einer von und für meist weiße, gutverdienende
Bürger im ›intelligenten‹ Heim oder in der Trutzburg der Smart City. Diese Visi-
on wollen manche imWindschatten der Pandemie in New York als Großinkubator
implantieren, nachdem schon diverse Versuche, z.B. in Berlin und Toronto, amWi-
derstand der Bevölkerung gescheitert sind. Auch militärische und politisch frag-
würdige Aktionen (#StopHateForProfit) wurden von der eigenen Belegschaft der
High-Tech Konzerne in Frage gestellt. So brachten Aktivist*innen und Bürger*in-
nen 2018 einenHigh-Tech Google Campus in Berlin zu Fall, umweitere Gentrifizie-
rung, aber auch Datafizierung und die öffentliche digitale Kontrolle von Wissen,
Bewegung, Körpern zu verhindern.Und sie unterstützten Gleichgesinnte in Toron-
to, die Googles Smart-City-Projekt für Reiche dann auch stoppten (O’Kane 2019).
Aber nicht nur Aktivist*innen, sondern auch die High-Tech-Eliten selbst schei-
nen angesichts zunehmender Militarisierung des Alltags, des Wucherns der Hass-
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diskurse und des Rechtsradikalismus in den USA, aber auch Europa und anderswo,
Zweifel angesichts diverser Marketingpraktiken der GAFAM-Riesen zu bekommen:
Letztes Jahr weigerten sich High-Tech-Angestellte des Google-Konzerns – dessen
Leitmotto ironischerweise lange ›Don’t be evil!‹ lautete – an demmilitärischen Pro-
jekt ›Maven‹ weiterzuarbeiten, in dem man die Automatisierung von Drohnen mit
Gesichtserkennungssoftware vorantreiben wollte. Angestellte von Facebook spra-
chen sich vor Kurzem gegen die weitere Duldung rechtsextremistischer Inhalte von
Präsident Trump aus, welcher Black Lives Matter Demonstrierende als »Anarchis-
ten, Unruhestifter, Plünderer oder Gesindel« (Zeit Online 2020) zu diskreditieren
suchte (Frenkel u.a. 2020).
Wir können nicht die schwierigen Entscheidungen, die Neuverteilungen von
Macht und das Alltagsverhalten automatisieren, die wir brauchen, um gerechte
Gesellschaften zu formieren. Wir werden unseren Weg aus diesen Krisen in
Richtung auf eine bessere Zukunft nicht berechnen. (Noble 2020; Übers. JW)
Alltags-DIY-Hacking für den Frühstückstoast
Ein spannendes Narrativ des kreativen Human-Machine Learnings, das soziotech-
nische Verantwortung, technologische Souveränität und Dekommodifizierung be-
inhaltet, stellt Cory Doctorow (2018; 2019) in seiner Novelle ›Unauthorized Bread‹
oder ›Wie man einen Toaster überlistet’vor: Nach Jahren in einem schäbigen
Flüchtlingsheim kann die junge Protagonistin Salima endlich in eine eigene, voll
möblierte und sogar ›intelligente‹ Wohnung in einem Bostoner Wohnturm ziehen.
Doch mit Hilfe von KI sind in dem Gebäude nicht nur die Aufzüge für die ärmeren
Bewohner*innen nur dann nutzbar, wenn die Reicheren gerade keinen Lift brau-
chen, sondern auch die vernetzten Haushaltsgeräte sind so präkonfiguriert, dass
die Haushaltsmaschinen nur mit firmeneigenen Produkten funktionieren: Der
Toaster toastet nur überteuertes zertifiziertes Brot, der Geschirrspüler spült nur
entsprechend teures Geschirr mit dem Spülmittel der Firma. So ›refinanzieren‹
sich die Gebäudeeigentümer*innen die kostengünstigeren Sozialwohnungen,
die es ihnen erlaubten, 50 statt 30 Stockwerke zu bauen. Die Bewohnerinnen
und Bewohner akzeptieren die digitale Erpressung zähneknirschend, bis die
Firma pleitegeht und ihre Cloud abschaltet – und damit alle Geräte unbrauchbar
werden. Erbost über die Tücken des Internet der Dinge (IoT) entwickelt sich
Salima mit überraschender Unterstützung von Freund*innen sowie Infos aus
dem sogenannten ›Darknet‹ zu einer Do-it-yourself-Hackerin (DIY), die lernt, wie
man Betriebssysteme umschreiben und neue Funktionalitäten sogar in Aufzüge
einbauen kann, so dass sie, aber auch ihre Nachbar*innen die Geräte sinnvoll
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nutzen können – bis man von offizieller Seite gegen das Jailbreaking bzw. das
Umgehen der Softwarebeschränkungen der findigen Bewohner*innen vorgeht.
Unauthorized Bread ist eine wunderbare Parabel über Profitgier, Netzwerkeffek-
te, gemeinschaftliche Selbstermächtigung und digitalen Widerstand. Sie verdeut-
licht,was technokulturelle Bildung bedeuten könnte – auchwenn es nur ein kleiner
Ausschnitt aus denMöglichkeiten vonHuman-Machine Learning zur Konstruktion
von dekommodifizierten, gemeinnützigen Human-Machine Assemblages ist.
Nichts wird sein wie vorher. Es gibt zwei mögliche Entwicklungen. Einerseits die
absolut autoritär[-technologisch; JW]e und letztlich militärisch gewaltförmige
Durchsetzung der Kapitalinteressen oder starke strukturelle Veränderungen,
die Herausbildung von neuen politischen [, soziotechnischen; JW] und ökono-
mischen Systemen. Wahrscheinlich ist, dass beides geschehen wird. (Azzellini
2020)
Human-Machine Learning, Digital Commons und
technologische Souveränität
Ein weniger fiktionales als realweltliches Experiment in Human-Machine Learning
ist die Stadt Barcelona, die keine kontaktlose, privatisierte Smart City im Sinne der
Big Tech Konzerne á la Eric Schmidt sein will, sondern eine intelligente Stadt, in
der »Bürger*innen mitentscheiden sollten, wie die sie umgebende technologische
Infrastruktur funktioniert und welchen Zwecken sie hauptsächlich dienen soll«.
(Morozov und Bria 2017: 49)
Die beherrschenden Prinzipien dieser neuen smarten Stadt sind technologi-
sche Souveränität, Digital Commons sowie Gemeinwohlorientierung. Technologi-
sche Souveränität meint hier aber nicht primär die Sicherstellung des Marktzu-
gangs oder die Erhaltung von Wettbewerbsfähigkeit, wie es von Akteur*innen wie
dem Verein Deutscher Ingenieure oder Acatech zunehmend uminterpretiert wird,
sondern »die relativ simple Idee, dass Bürger*innen mitentscheiden sollten, wie
die sie umgebende technologische Infrastruktur funktioniert und welchen Zwe-
cken sie hauptsächlich dienen soll«. (Morozov u. Bria 2017: 47)
Entsprechend will die Stadt Barcelona als realweltliches Labor ein Gegenbild
entwickeln zur profitorientierten Automatisierung 4.0 und smarten Austerität,
die unter den Bedingungen des Abstandhaltens, des Zuhausebleibens, des Tele-
Everything der globalen Covid-19 Pandemie – meist GAFAM-gestützt – noch an
Boden gewinnt.
Für die Städte stellt sich heute immer dringlicher die Frage, wie sie »Orte des
Werdens, des Gestaltenkönnens, der Auseinandersetzung und der Anonymität […]
sein [können], wenn überall Algorithmen eingesetzt werden, um auftretende Kon-
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flikte in Echtzeit zu lösen und wir außerdem in der Zwangsjacke der Austeritäts-
logik stecken?« (Morozov und Bria 2017: 47). Wenn die zentralen städtischen Infra-
strukturen wie Energie- und Wasserversorgung, Abfallentsorgung, Mobilität, Ge-
sundheitswesen etc. nicht mehr öffentlich sind und der Zugang von privaten Un-
ternehmen reguliert wird, dann lässt sich das Recht auf diese Dienstleistungen zu
sozial verträglichen Preisen, aber auch die Freiheit von Überwachung und Daten-
extraktivismus schwer verteidigen. Technosolutionism fördert nicht die Initiativen
und das Engagement von Bürger*innen, sondern kontrolliert und lenkt siemit Hil-
fe von sozioökonomischen Praxen subtiler Verhaltenssteuerung wie z.B. Nudging
und Gamification.
Dagegen stellt das Konzept der technologischen Souveränität die Frage, wie
man wichtige digitale Infrastrukturen und technisches Know how jenseits von Big
Tech, aber auch Software-basierte Spielräume mit einer offeneren, sozialeren und
freiheitlicheren Regulation entwickeln kann.
(Nicht nur) Das Smart-City-Projekt in Barcelona betont die zentrale Rolle neu-
er Formen von Dateneigentum, das die Bürger*innen selbst sammeln und kontrol-
lieren und – wenn sie das wollen – auch dem Gemeinwohl zur Verfügung stellen
können. Dabei werden sie selbst zu Akteur*innen anstatt nur als mobile Sensoren
Daten für Big Tech zu liefern. Es bedarf der Nutzung von Open-Source-Software,
der Regulierung von digitalen Plattformen wie Uber oder Airbnb, neuer ethischer,
nachhaltiger und inklusiver Standards für städtische Ausschreibungen und Pro-
jekte, aber auch den Aufbau eigener offener, inter/national vernetzter Plattformen,
umNetzwerkeffekte langfristig zu brechen, dem Gemeinwohl verpflichtete Projek-
te zu Big Data undmaschinellem Lernen sowie Graswurzelinnovationen zu ermög-
lichen. Sozialprogramme (Grundeinkommen), der Ausbau von Partizipation durch
Bürgerhaushalte und Zugang zuWissen bilden nicht zuletzt die Voraussetzung für
demokratische, partizipative Prozesse (Morozov und Bria 2017: 45ff). Vieles davon
ist nicht neu, aber in ihrer komplexen Konstellation vielleicht doch ein Ansatz für
neue Formen des Human-Machine Learning und von Human-Machine Assembla-
ges.
Nun stellt sich die Frage, ob Regierungen und Konzerne die Krise als Moment
erkennen, um neue Ansätze technologischer Souveränität und digitaler Demokra-
tie zu unterstützen, die auf menschliche, technische und ökologische Notwendig-
keiten fokussieren – oder ob der Shutdown eher zur Radikalisierung des datenge-
triebenen Kapitalismus genutzt wird.
Anzeichen für beides lassen sich erkennen.
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Die Rolle der Regulierung von Algorithmen
Robert Seyfert
Einleitung
Die aktuelle Verbreitung von Algorithmen in die Gesamtheit des sozialen Lebens
macht Algorithmen zu einem der wichtigsten Untersuchungsgegenstände der So-
ziologie des 21. Jahrhunderts (Totaro und Ninno 2014; Amoore und Piotukh 2016;
Roberge und Seyfert 2017). Anstrengungen, die gesellschaftliche Bedeutung von
Algorithmen zu verstehen, können in den verschiedensten Formen der Beschäfti-
gung mit Algorithmen gefunden werden: während der Konzeption und Herstel-
lung, des Be- und Vertriebs, bis hin zur Nutzung, Wartung und Kontrolle (Seaver
2014). Wichtige Aspekte sind dabei Fragen der Nachvollziehbarkeit und Transpa-
renz, d.h. der Sichtbarmachung technischer Prozesse, die für die gesellschaftliche
Mehrheit häufig unsichtbar sind. Im Folgenden soll es am Beispiel rechtlicher Re-
gulierungen auch um den gesellschaftlichen Umgang mit diesen intransparenten
Technologien gehen. Ich werde zeige, dass regulatorische Prozesse nicht nur dar-
auf abzielen bestimmte algorithmische Aktivitäten zu verhindern oder durchzusetzen,
sondern dass sie Algorithmen auch verändern; sie bestimmen in sehr spezifischen
Zusammenhängen,was ein Algorithmus ist undwas er tun soll. Regulierungen sind
selbst soziale Praktiken, die die Subjekte und Objekte der sozialen Wirklichkeit
verändern. Den Fokus stärker auf die ko-produktive Natur der Regulierung zu len-
ken, kann dabei helfen, die Mechanismen und Effekte von Regulierungen besser zu
verstehen. Meine vergleichende Analyse regulatorischer Texte zeigt, wie sehr ver-
schiedeneDefinitionen des gleichenObjektes (Algorithmus) zu ganz verschiedenen
Regulationen führen und in der Folge ganz verschiedene regulatorische Wirksam-
keiten entfalten.
Im ersten Schritt werde ich eine kurze Einleitung in soziologische und juris-
tische Ansätze der Regulierung geben und zeigen, inwiefern die Konzeption der
1 Eine Version ist in englischer Sprache als »Algorithms as regulatory objects« in Information,
Communication & Society (https://doi.org/10.1080/1369118X.2021.1874035) erschienen. Bei dem
vorliegenden Aufsatz handelt es sich um die deutsche überarbeitete Fassung.
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Regulierung als Ko-Produktion der existierenden Forschung analytische Tiefe ver-
schafft. Nachdem ich das Konzept der Ko-produktion eingeführt habe, werde ich
zwei sehr verschiedene Regulierungen analysieren und zeigen, wie die regulatori-
schen Texte Algorithmen auf zwei sehr verschiedene Arten mit hervorbringen bzw.
transformieren.
Ich werde dabei auf zwei Regulierungen algorithmischer Praktiken fo-
kussieren, die vor Kurzem erlassen worden sind: die Regulierung von Han-
delsalgorithmen im Deutschen Hochfrequenzhandelsgesetz und in der EU-
Finanzmarktrichtlinie (MiFID II) und die Regulierung des algorithmischen
Verarbeitens persönlicher Daten in der Datenschutzgrundverordnung (DSGVO).
Während die DSGVO versucht algorithmische Systeme in Richtung der Er-
wartungen digital gebildeter Subjekte zu rekonfigurieren, operiert MiFID II
algorithmisch agnostisch, d.h. dass diese Regulierung eher auf Ergebnisse als auf
die Verstehbarkeit des algorithmischen Codes fokussiert.
Regulierung in den Rechtswissenschaften und in der Rechtssoziologie
Obwohl ich hier keine vollumfängliche Übersicht geben kann, würde ich doch gern
zeigen, wie die konzeptuelle Rahmung der Regulierung als Ko-Produktion exis-
tierenden Forschungsansätzen eine zusätzliche analytische Ebene hinzufügt. Der
Begriff der Regulierung ist umstritten und Gegenstand einer langanhaltenden De-
batte in verschiedenenDisziplinen,wie z.B. in der Rechtstheorie, der Jurisprudenz,
der Rechtssoziologie, den Governance-Studies und den Socio-Legal Studies. In der
Rechtssoziologie können verschiedene Ansätze unterschieden werden, z.B. Recht
als die Repräsentation sozialer Normen (Durkheim 1992); als Typ rationaler und le-
gitimer Herrschaft (Weber 2002); oder als Legitimation und Durchsetzung binden-
der Entscheidungen (Luhmann 2002). In ähnlicher Weise können in der Jurispru-
denz und den Rechtswissenschaften sehr verschiedene Ansätze unterschiedenwer-
den, z.B. Recht als die Schöpfung einer normativen Ordnung, als ein System von
Regeln, als ein formales Instrument der Regulierung und so weiter (Banakar 2009:
59). Die vielleicht weiteste Definition, die alle bisher angesprochenen umfasst, ist
Recht als normative Ordnung sozialer Verhaltensregeln. Dementsprechend sind
auch die Vorstellungen dessen, was man unter Regulierung versteht vielfältig, an-
gefangen von der Vorstellung von Regulierungen als Instrumenten »embedded wi-
thin legal rules« bis hin zur Vorstellung von Regulierungen als Instrumenten, um
Regeln »legally binding« zu machen (Morgan und Yeung 2007: 26, 66). Obwohl es
einen Konsens darüber gibt, dass Verhaltensregeln die soziale Ordnung beeinflus-
sen und gestalten sollen, unterscheidet sich das Ausmaß solcher Einflüsse in den
verschiedenen Ansätzen stark. Sie können als allgemeine Orientierung verstanden
werden (Marmor 2007), als Korrektur (Orbach 2012), als eine Form der Governance
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(Hart 2012), oder sogar als eine Form der Verhaltenskontrolle (Black 2010). Zum
Beispiel befassen sich risikobasierte Ansätze häufig mit der Frage, welche Effek-
te bestimmte Technologie auf die Gesellschaft haben (Beaussier et al. 2016). Auch
hier hängt die Einschätzung solcher Effekte von den entsprechenden theoretischen
Ansätzen ab. Während risikobezogene Regulierungen häufig darauf abzielen be-
stimmte Risiken in bestimmten Grenzen zu halten, können sie dennoch eine eher
normative Orientierung haben, z.B. »guiding action and shaping relationships«
(Banakar 2009: 59).
Darüber hinaus können regulatorische Ansätze nach der Art und Weise, wie
sie Verhaltensregeln anwenden, unterschieden werden. Für unser spezifisches Feld
(die Regulierung algorithmischer Technologien) sind drei Regulationstypen rele-
vant: beschreibungs-, leistungs- und ergebnisbasierte Ansätze (Wagner und Fain
2018). Beschreibungsbasierte Ansätze erfordern häufig detaillierte Spezifikationen
des ›Wesens‹ des regulatorischen Objekts. Im Fall von Algorithmen konzentrieren
sich solche Regulierungen auf die genauen Ausdrücke im algorithmischen Code.
Ich bezeichne solche Typen als essentialistische Ansätze.
Essentialistische Ansätze verstehen einen Algorithmus als distinktes Objekt
oder System, das alle seine Spezifikationen in seinem inneren Kern enthält (Croll
2016). Ein bestimmter Algorithmus ist in gewisser Weise unabhängig von ande-
ren Algorithmen. Ein solcher Ansatz bestimmt den Code eines Algorithmus als das
›Wesen‹ und die ›Natur‹ desselben. Für Außenstehende erscheint ein solches Sys-
tem üblicherweise als eine Black Box. Die regulatorischen Forderungen, die sich
aus essentialistischen Ansätzen ergeben, zielen üblicherweise darauf ab, Zugang
zum Code zu erhalten, ihn lesen und entziffern zu können. Einer solchen Forde-
rung folgt in der Regel der allgemeine Aufruf, alle Black Boxes der Algorithmen
zu öffnen (Diakopoulos 2014; Pasquale 2015) und den gesamten Quellcode offen zu
legen (Scherer 2016: 397). In einer solchen Vorstellung ändert sich ein Algorithmus,
wenn sich dessen Code ändert, woraufhin der Algorithmus einer neuen Regulie-
rung unterliegen müsste.
Sehr häufig ändert sich allerdings ein Code, während die allgemeine Funktio-
nalität gleich bleibt, was beschreibungsbasierte Ansätze für die Regulierung al-
gorithmischer Technologien eher ungeeignet erscheinen lässt. In solchen Fällen
könnte man leistungsbasierten Ansätzen den Vorzug geben. In deren Zentrum
steht nicht die Analyse der technischen Struktur (des Codes), sondern die Analyse
der Strategie dieser Technologien (May 2011). Ich nenne leistungsbasierte Ansätze
deshalb intentionalistisch, da sie den Fokus auf die Strategien statt auf den Inhalt des
Codes der algorithmischen Aktivitäten legen. Intentionalistische Ansätze ähneln
essentialistischen Ansätzen, sind aber nicht mit ihnen identisch, weil die Identi-
tät des algorithmischen Objekts nicht in dessen Code verortet wird, sondern in der
Strategie, die es verfolgt. Ein Algorithmus definiert sich in dieser Sicht durch seine
Intentionen, nicht durch seine essentiellen Spezifikationen, die im Code enthalten
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sind.Wenn sich die Strategie eines Algorithmus ändert, ändert sich dessen Identi-
tät. Insofernmuss die Veränderung der Identität des Algorithmus nicht notwendig
mit Veränderungen im Code zu tun haben, sondern kann sich auch dann ereignen,
wenn es zu Veränderungen in der Umgebung eines Algorithmus kommt. Das of-
fensichtlichste Beispiel dafür wäre eine neue Regulierung, die bislang akzeptable
Finanzmarktstrategien zu manipulativen macht. In solchen Fällen ändert sich die
Identität des Algorithmus (z.B. von ungefährlich zu manipulativ) ohne eine Verän-
derung in einer einzigen Zeile des Codes.2
Allerdings haben auch leistungsbasierte Ansätze ihre Grenzen, da sie detail-
liertes Wissen über die inneren Funktionen von Technologien voraussetzen und
die »costs of being informed on the technological means of achieving the regulato-
ry goals [and] determining the causal connection are often very high« (Ogus 2004:
166). Darüber hinaus gilt »specific intent is difficult to establish« (Aktas 2013: 96).
Das ist vermutlich auch der Grund, warum die Regulierung komplexer Tech-
nologien häufig auf einen dritten Typ zurückgreift, die ergebnisorientierte Regu-
lierung. Während beschreibungsbasierte und leistungsbasierte Ansätze detaillier-
te Kenntnisse über die Spezifikationen und Strategien der jeweiligen (algorith-
mischen) Technologien voraussetzen, lassen ergebnisorientierte Ansätze Spezifi-
kationen und Strategien des (algorithmischen) Designs meist völlig unerwähnt.
Stattdessen konzentrieren sich solche Regulierungen auf die messbaren Ergebnis-
se (O’Reilly 2013: 290). Die Details und Strategien, wie diese Ergebnisse zu errei-
chen sind, bleiben im Ermessen der individuellen Akteure (Ogus 2004: 151). Ich
nenne solche ergebnisorientierten Ansätze behavioristische Regulierungen, weil sie
statt auf den Code oder die Strategie auf das Verhalten der Algorithmen fokussie-
ren. Wie wir sehen werden, lässt sich die Regulierung von Handelsalgorithmen im
Finanzmarkt am besten als behavioristisch und ergebnisorientiert definieren, wo-
hingegen die Regulierung des algorithmischen Prozessierens persönlicher Daten
essentialistisch und beschreibungsbasiert erfolgt.
Jenseits der Frage, wie sich Regulierungen ihren Objekten nähern (beschrei-
bungsbasiert, durch die Analyse der Spezifikationen oder ergebnisbasiert durch die
Untersuchung der Strategien oder ihrer Effekte), interessiert sich die vorliegende
Arbeit auch für die performativen Effekte von Regulierungen. Über die Korrektur,
Orientierung und Kontrolle von Algorithmen hinaus sind Regulierungen auch aktiv
2 Ein Beispiel ist das sogenannten spoofing. Dabei handelt es sich umeine häufig imalgorithmi-
schen Hochfrequenzhandel eingesetzte Handelsstrategie, die darin besteht, Kauf- und Ver-
kaufsgebote zu stellen und innerhalb von kürzester Zeit (Bruchteilen einer Sekunde) wieder
zurückzuziehen. Hochfrequenzhandelsunternehmen haben diese Strategien aus verschie-
denen Gründen genutzt: um ihre Angebote den veränderten Marktpreisen anzupassen, um
die Angebotstiefe des Marktes zu testen (›pinging the market‹), aber eben auch um Markt-
preise zu manipulieren (Coppler 2017). In den USA ist Spoofing seit der Inkraftsetzung des
Dodd-Frank Act 2010 verboten.
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an derenHervorbringung beteiligt (Lenglet 2019). Zusammenmit anderen sozialen
Prozessen, wie der Produktion, der Anwendung und Nutzung, beeinflusst und ko-
produziert die Regulation Algorithmen. Um den regulatorischen Effekten gerecht
zu werden, führe ich im nächsten Schritt das analytische Konzept der Ko-produktion
ein.
Das Konzept der Ko-Produktion
Das Konzept der Ko-Produktion folgt einem relationalen Ansatz, der in verschie-
denen Theorie- und Forschungsrichtungen vorgefunden werden kann, so z.B. in
den Governmentalitätsstudien (Bröckling, Krasmann und Lemke 2012), der Actor
Network Theorie (Latour 1998), den Science und Technology Studies (MacKenzie
und Millo 2003; MacKenzie 2006; Callon 2008) und den Social Studies of Finance
(Muniesa 2015; Lenglet und Taupin 2018). Es operiert mit der Annahme, dass »the
ways in which we know and represent the world (both nature and society) are in-
separable from the ways in which we choose to live in it« (Jasanoff 2004: 2). Damit
sind der performative Charakter derWissensproduktion sowie dieWechselwirkun-
gen zwischen Wissensproduktion und politischer Repräsentation angesprochen.
Performativität beschreibt die Effekte von theoretischen Annahmen und explizi-
ten Äußerungen auf die Welt. Fabian Muniesa (2015: 4) hat Performativität als et-
was-explizit-Machen beschrieben. Etwas-explizit-Machen beschreibt nicht einfach
einen Prozess der Wahrheitsfindung, einen Prozess, der etwas benennt, das vor-
her zwar unbekannt aber bereits da war. Vielmehr gilt: »explicitness […] affects
what is at stake in a truly inventive fashion, with no particularly transcendental
antecedent« (Muniesa 2015: 24). Performativität ist also eine schöpferische Angele-
genheit. Häufig besteht der erfinderische Aspekt in einem Prozess der Klassifika-
tion und Grenzziehung (Fisher 2014). Beispielsweise erfordert eine risikobasierte
Regulierung die Einführung von Richt- und Grenzwerten, also von etwas, das vor-
her so nicht existiert hat und durch Regulierung hervorgebracht wird: »Regulati-
on explicitly or implicitly creates demarcations and boundaries that make objects
appear hazardous or harmless, safe or risky, natural or unnatural, important or
unimportant« (Lidskog et al. 2011: 112).
Klassifikationen und Grenzziehungen (durch Regulierungen und anderen Ver-
fahren) sind im Falle von Algorithmen besonders wirkmächtig, da diese sehr fluide
Objekte sind. Genau genommen ist der Begriff des Algorithmus bereits eine ko-pro-
duktive Reduktion, da ein Algorithmus immer bereits eine Vielfalt von Algorithmen
ist (Morris 2015). Erstens besteht ein Algorithmus aus einemCluster oder einer Ket-
te von Algorithmen. Die Grenzziehung, die diese multiplen Algorithmen zu einem
Algorithmus macht, ist auch Teil des regulatorischen Prozesses, der im Zentrum
dieses Aufsatzes steht. Zum zweiten sind Algorithmen hochgradig abhängige Ob-
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jekte, die nur in einer algorithmusgerechten Umwelt existieren können (Gillespie
2014). Drittens sind sie interaktionale Objekte, deren Interaktionen zu nicht inten-
dierten Effekten führen können (Knorr Cetina 2013; MacKenzie 2019). Und schließ-
lich sind sie hochgradig opake Gegenstände. Diese Opakheit geht auf ihren kontex-
tuellen, interaktionalen und häufig proprietären Charakter zurück (Introna 2011;
Steiner 2017). Sie geht im Falle maschinell-lernender Algorithmen auch zurück auf
»the mismatch between mathematical optimization in high-dimensionality, char-
acteristic of machine learning and the demands of human scale reasoning and
styles of semantic interpretation« (Burrell 2016: 2). Mit anderen Worten sind ma-
schinell lernende Algorithmen opak, da sie nicht so konstruiert sind, umMenschen
ihre Ergebnisse zu erklären.
Im Folgenden werde ich zwei verschiedene Arten analysieren, wie Algorithmen
reguliert werden: im Finanzmarkt und im Datenschutz. Ich habe diese beiden Fäl-
le gewählt, weil sie gut zur Illustration zwei sehr unterschiedlicher Arten der Re-
gulierung von Algorithmen geeignet sind. Das zentrale Ziel der DSGVO besteht
in der Regulierung des algorithmischen Umgangs mit Nutzerdaten. Die DSGVO
operiert implizit mit der Vorstellung eines Algorithmus, der persönliche Daten auf
eine prinzipiell nachvollziehbare Art undWeise verarbeitet. In der Konsequenz ko-
produziert die Definition eines Algorithmus in der DSGVO den Algorithmus als
ein intelligibles, d.h. prinzipiell verstehbares algorithmisches Objekt. Im Vergleich
dazu konzeptualisieren Regulierungen im Finanzmarkt (Deutsches Hochfrequenz-
handelsgesetz und Europäische Finanzmarktrichtline MiFID2) Handelsalgorith-
men als weitestgehend opake Gegenstände, besonders für Menschen in Aufsichts-
und Regulierungsbehörden. In solchen Regulierungen werden die regulierenden
Subjekte explizit und strategisch als algorithmisch agnostisch positioniert, d.h.
als Subjekte, die sich eher auf die Ergebnisse statt auf die Intentionen und Stra-
tegien der Algorithmen konzentrieren. Die ko-produktive Macht der Regulierung
liegt nicht darin den algorithmischen Prozess für menschliche Subjekte verständ-
lich und nachvollziehbar zu machen, sondern eher darin, den Algorithmus dazu
zu zwingen, sich so zu ›verhalten‹ wie es die Aufsichtsbehörden erwarten.
Ich werde die Konsequenzen dieser regulatorischen Ko-Produktion und deren
Wirkmächtigkeit in der Diskussion am Ende besprechen.
Finanzmärkte regulieren
Aktuell kann ein Fall, der die Regulierung von Handelsalgorithmen betrifft, in
der Europäischen Finanzmarktrichtline MiFID2 gefunden werden. Dieser Euro-
päischen Regulierung ging das Deutsche Hochfrequenzhandelsgesetz voraus, die
erste Regulierung des Algorithmischen Wertpapierhandels in der Europäischen
Union und der Wegbereiter für MiFID2. Dem Deutschen Hochfrequenzhandels-
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gesetz wiederum gingen intensive öffentliche Debatten voraus. So publizierte
der Kanzlerkandidat der SPD von 2012, Peer Steinbrück, ein Arbeitspapier mit
dem Titel »Vertrauen zurückgewinnen: Ein neuer Anlauf zur Bändigung der
Finanzmärkte«. Als ein zu bändigendes Phänomen wird dort der algorithmische
Hochfrequenzhandel angesehen. Das Arbeitspapier definiert den algorithmischen
Hochfrequenzhandel als Wertpapierhandel zwischen Maschinen: »Algorithmen
kaufen in hohem Volumen Wertpapiere, um sie bereits nach kurzen Haltezeiten
im Bereich weniger Millisekunden wieder zu verkaufen« (Steinbrück 2012: 18).
Das Dokument verbindet die Sorge über die Effekte des Hochfrequenzhandels mit
einer speziellen »Angst vor Algorithmen mit manipulativen Handelsstrategien«:
»Kernpunkt einer wirksamen Regulierung muss ein Zulassungsverfahren nicht
nur für Handelsunternehmen, sondern direkt für die handelnden Algorithmen
sein. Im Zulassungsverfahren muss ein Algorithmus durch die Aufsicht zuerst
anhand der verfolgten Handelsstrategie beurteilt werden: Schädliche Handels-
strategien müssen verboten werden! Zudemmuss der Algorithmus in Stresstests
auf seine Stabilität hin überprüft werden. Ein zugelassener Algorithmus erhält
dann eine eindeutige Kennung, mit der er sich bei den Handelsplätzen identifi-
ziert. Wird der Algorithmus verändert, muss er erneut zugelassen werden und
erhält eine neue Kennung. Die eindeutige Kennung stellt sicher, dass nur zuge-
lassene Algorithmen handeln und ermöglicht es, im Krisenfall gezielt einzelne
gefährliche Algorithmen aus dem Verkehr zu ziehen oder den automatisierten
Handel insgesamt auszusetzen.« (Steinbrück 2012: 18).
Eine solche Definition folgt einem intentionalistischen Ansatz: jeder Algorithmus
lässt sich ausgehend von seiner Strategie identifizieren. Ein solches regulatorisches
Vorgehen bringt nicht nur die Grenze zwischen manipulativen und angemessenen
algorithmischen Strategien hervor, sondern etabliert auf einer viel grundsätzliche-
ren Ebene die Grenzen des algorithmischen Objektes selbst. In der Tat ist die De-
markation des manipulativen (gefährlichen) Handelsalgorithmus nur ein derivati-
ver zweiter Schritt nach der Objektivierung des Algorithmus als distinktes Objekt. Der
Prozess der Hervorbringung des Algorithmus als regulatorisches Objekt beinhaltet
die Trennung des Händlers/Handelsunternehmens vom Handelsalgorithmus, die
Zuweisung einer Intention (Strategie) des Algorithmus, die Identifizierung durch
eine Kennung und anschließend die öffentliche Zulassung des Algorithmus.
Auf den ersten Blick scheint das Zulassungsverfahren in Steinbrücks Arbeits-
papier dem sehr ähnlich zu sein, was 2013 im Deutschen Hochfrequenzhandels-
gesetz erlassen wurde: die Forderung nach einer Kennzeichnung von Handelsal-
gorithmen. Jedoch handelt es sich dabei nur um den ersten Schritt in der Her-
vorbringung eines Handelsalgorithmus als regulatorisches Objekt. Nicht alle Vor-
schläge des Arbeitspapiers finden sich im regulatorischen Text wieder. Steinbrücks
Arbeitspapier ist eher als Teil eines Prozesses der Annäherung an ein opakes Ob-
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jekt zu verstehen, das eine Grenzziehung verlangt. Es ist wichtig daran zu erin-
nern, dass die initiale Motivation der Regulierung von Handelsalgorithmen in der
Sorge umMarktmissbrauch bestand und die sich daraus ergebende Notwendigkeit
solche Algorithmen korrekt zu identifizieren, die mit einer missbräuchlichen Stra-
tegie in Verbindung gebracht werden können. Es sind nun aber genau Strategien,
die sich nur sehr schwer regulieren lassen. Die stetig steigende Komplexität der
Marktmikrostruktur macht es zunehmend schwierig Marktmissbrauch von -risiko
zu trennen. Nathan Coombs, der sich im Detail mit der Entstehung des Deutschen
Hochfrequenzhandelsgesetzes beschäftigt hat, zeigt, dass solche Schwierigkeiten
hauptsächlich mit der Identifizierung von Intentionen verbunden sind: »[E]ven if
trades bear the hallmarks of manipulative activity, with the interactions in the or-
der book of a financial exchange being so complex it is difficult to know whether or
not they were the result of a deliberate strategy« (Coombs 2016: 285f.). Darüber hin-
aus können algorithmische Aktivitäten Marktrisiken hervorrufen, ohne überhaupt
auf manipulativen Intentionen zu beruhen. Des Weiteren stellen sich hier auch
epistemische Fragen. Manche vermuten hinter bestimmten Marktereignissen ma-
nipulative Intentionen, wo andere Programmierfehler und emergente Ereignisse
sehen (Lenglet 2011; Seyfert 2016).
Aus diesen Gründen erwies sich der Rückgriff auf intentionalistische (und es-
sentialistische) Arten von Regulierungen als nicht praktikabel. Erstens zeichnet
sich der algorithmische Hochfrequenzhandel durch eine allgemeine »Kultur der
Geheimhaltung« aus (Gomolka 2011: 5). Handelsalgorithmen stehen nicht als open
source zu Verfügung. Die Unternehmen schützen ihre proprietären Algorithmen
und lehnen es ab die Strategien der Algorithmen und den Quellcode preiszuge-
ben. Zweitens ist es aufgrund der für den algorithmischen Börsenhandel typi-
schen Menge an Daten und Operationen schlicht unmöglich den gesamten Code
zu überprüfen. Und drittens gibt es die oben angesprochenen Komplexitätspro-
bleme. Die unvorhersehbaren Rückkopplungseffekte algorithmischer Interaktio-
nen lassen grundsätzlichen Zweifel an der Sinnhaftigkeit aufkommen, Intentionen
und Operationen individueller Algorithmen analysieren zu wollen. Darüber hinaus
fehlt den entsprechenden Regulierungs- und Aufsichtsbehörden häufig die Exper-
tise und das Personal, das nötig wäre, um diese neueMarkttechnologie zu überwa-
chen. Jenseits des einfachenMangels an Expertise gibt es aber auch technologische
Schwierigkeiten. Der kontextuelle und interaktionale Charakter von Algorithmen
impliziert, dass eine algorithmische Aktivität normalerweise die kombinierte Ak-
tivität von verstreuten, dynamischen und relationalen Teilen ist. Darüber zu ent-
scheiden, welches System oder Teilsystem, welche Summe der Teile oder Untertei-
le, welches Cluster oder welche Kette von Algorithmen einen Algorithmus konsti-
tuiert, ist häufig eine arbiträre Entscheidung. Eine solche Entscheidung wird von
den Systemgestalter*innen und Programmierer*innen normalerweise aus prakti-
schen und kontextuellen Gründen vorgenommen. Solche Konstruktionen können
Codes, Strategien, Verhalten 233
in verschiedenen Unternehmen verschieden aussehen: Was eine Vielfalt von Algo-
rithmen für die einen ist, kann für andere ein einziger Algorithmus sein. Auch
diese organisationellen Unterschiede machen essentialistische und intentionalis-
tische Regulierungen sehr schwierig. Das erklärt vielleicht, warum Regulierungen
von Algorithmen selten am algorithmischen Code oder dessen Strategie orientiert
sind, sondern eher an den Ergebnissen und Wirkungen (outcomes) der algorithmi-
schen Aktivitäten.
Eine solche Variante kann in den Formulierungen des Deutschen Hochfre-
quenzhandelsgesetzes gefunden werden. Wie wir sehen werden, führt dieser
ergebnisorientierte Ansatz dazu, Algorithmen behavioristisch zu definieren. Auf-
grund des fehlenden Zugangs zum Quellcode und den Strategien des Algorithmus
und aufgrund eines Mangels an Expertise und Personal, die für solche Auf-
sichtsaktivitäten nötig wären, legten die Regulierungsbehörden eine Definition
eines Algorithmus bzw. eines erwarteten algorithmischen Verhaltens fest und
verpflichteten die Marktteilnehmer dazu ihre Systeme gemäß dieser Definition
umzugestalten. Dabei definiert diese algorithmisch agnostische und ergebnis-
orientierte Regulierung nicht nur die Ergebnisse der algorithmischen Aktivität,
sondern auch das Wesen des Algorithmus selbst.
Das Gesetz zur Vermeidung von Gefahren und Missbräuchen im Hochfrequenzhandel
(Hochfrequenzhandelsgesetz) trat am 7.Mai 2013 in Kraft (BGBl I 2013/1). Es enthält
zusätzliche Richtlinien zur Einhaltung der Regulierung. In der relevanten Passage
dieses Dokumentes heißt es:
»Ein Handelsalgorithmus ist ein rechnergetriebener Algorithmus, der eine wohl-
definierte, ausführbare Folge von Anweisungen endlicher Länge zur Durchfüh-
rung des Handels, d.h. die Bestimmung der Auftragsparameter und das Einstel-
len, Ändern und Löschen von Aufträgen beinhaltet, ohne dass hierfür ein weiteres
menschliches Eingreifen erforderlich ist.« (Hessisches Ministerium 2014: 1)
Als Auftragsparameter definiert sind die Art des Finanzinstruments, die Auftrags-
art (Kaufen-Verkaufen), die Größe des Auftrages etc. Eine Folge von Anweisungen
ist durch »die vorstehend genannten Auftragsparameter« bestimmt und »von je-
der anderen Folge von Anweisungen im Hinblick auf die erforderliche Kennzeich-
nung zu unterscheiden« (Hessisches Ministerium 2014: 2). Entscheidend dabei ist,
dass ein Algorithmus definiert wird als die vollständige Folge algorithmischer Aktivi-
täten, die zu einem tatsächlichen Auftrag führen. Der regulatorische Text bezieht
alle Ereignisse, die zu einer Handelsaktivität führen, inklusive der Informations-
beschaffung, Entscheidungsfindung und Auftragsausführung etc., auf einen Algo-
rithmus zurück. Für die Regulierungs- und Aufsichtsbehörden ist die ›Absicht des
Algorithmus‹ völlig unwesentlich. Was zählt, ist, was in den elektronischen Auf-
tragsbüchern der Wertpapierbörsen passiert (Lauer 2014). Ein Auftragsbuch ist ei-
ne Liste einer elektronischen Wertpapierbörse, in der Aufträge der Marktteilneh-
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mer abgeglichen werden, ein »exchange’s […] electronic file of the bids to buy each
stock and the offers to sell it‹ (MacKenzie 2018: 1644; siehe auch MacKenzie 2019).
Das Deutsche Hochfrequenzhandelsgesetz orientiert sich nicht an den Quellcodes
und Strategien von Algorithmen, sondern überlässt es den Marktteilnehmern ei-
nen Handelsalgorithmus ausgehend von den Effekten zu bestimmen, den er auf
die Finanzmärkte (bzw. deren elektronische Auftragsbücher) hat. Die relevanten
Fragen sind dann: Um welches Finanzinstrument handelt es sich, welche Art von
Auftrag wurde an das Auftragsbuch geschickt (Kaufen-Verkaufen) und in welcher
Quantität. Somit wird der Handelsalgorithmus (retrospektiv) mit Blick auf die Ef-
fekte, die er auf das Orderbuch hat, rekonstruiert – ausgehend von den Parame-
tern, die im Auftragsbuch festgelegt sind. Insofern ist diese Art der Regulierung
am besten als ergebnisorientierte Regulierung zu bezeichnen. Der regulatorische
Text überlässt es den Handelsunternehmen, wie sie ihre internen algorithmischen
Operationen organisieren. Es ist deren Aufgabe zu entscheiden, wie die Anwei-
sungsfolge bestimmt ist und wie die algorithmischen Abläufe als ein Algorithmus
zu versammeln sind. Es überlässt es auch demErmessen der Unternehmen,wie sie
manuelles (menschliches) von automatisiertem (algorithmischem) Handeln unter-
scheiden. Alles, was ein algorithmisches Wertpapierhandelsunternehmen zu tun
hat, ist das mit einer Kennzeichnung zu versehen, was es entschieden hat, ein
algorithmisches Kaufs- bzw. Verkaufsangebot zu nennen. Allerdings verpflichtet
die Regulierung die Unternehmen dazu, alle Handelsdaten für einen Zeitraum von
fünf Jahren zu speichern. Auf diese Weise behalten die Regulierungs- und Auf-
sichtsbehörden es sich vor, die Unterscheidung derHandelsunternehmen,was eine
algorithmische oder eine menschliche, eine manipulative oder eine angemessene
Handelsaktivität darstellt, retrospektiv in Frage zu stellen. So gesehen nehmen die
Regulierungs- und Aufsichtsbehörden hinsichtlich des Wesens und der Strategien
der Algorithmen implizit eine algorithmisch agnostische Rolle ein. Unter algorithmi-
schem Agnostizismus verstehe ich, dass die Definition eines Algorithmus nicht aus
der empirischen Analyse der algorithmischen Operationen gewonnen wird, son-
dern ausgehend von den messbaren Ergebnissen. Zugleich befreit ein solches Vor-
gehen die Regulierungs- und Aufsichtsbehörden von der tatsächlichen Analyse der
algorithmischen Aktivitäten. Das heißt jedoch nicht, dass eine solche Analyse nicht
zu jedem Zeitpunkt initiiert werden kann. So werden die Aufsichtsbehörden ihr
Urteil über die Entscheidungen der Algorithmischen Handelsunternehmen fällen.
Wenn Dinge schief gehen, sind sie jederzeit dazu in der Lage die algorithmischen
Aktivitäten aus den historischen Daten in den Auftragsbüchern zu rekonstruieren.
Am 3. Januar 2018 hat die Europäische Wertpapier- und Marktaufsichtsbehör-
de (ESMA) die Richtlinie über Märkte für Finanzinstrumente (MiFID II) erlassen.
Diese übernimmt im großen Maße Bestimmungen des Deutschen Hochfrequenz-
handelsgesetzes, wie z.B. die Kennzeichnungspflicht. So »sollten alle durch algo-
rithmischen Handel generierten Aufträge gekennzeichnet werden« (ErwGr. 67). Al-
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gorithmischer Handel wird verstanden als »Handel mit einem Finanzinstrument,
bei dem ein Computeralgorithmus die einzelnen Auftragsparameter automatisch
bestimmt, z.B., ob der Auftrag eingeleitet werden soll, Zeitpunkt, Preis bzw.Quan-
tität des Auftrags« (Art. 4(1) (39)).
Die Kennzeichnungspflicht markiert einen epistemischen Bruch, eine Abkehr
von der Vorstellung des Öffnens einer Black Box und dem Studium der Strategien
hin zu einem behavioristischen Ansatz algorithmischer Objekte. Wenn der Fokus
auf den Code eines Algorithmus einen klaren Analyserahmen demarkiert, verän-
dert die Kennzeichnungspflicht die Identität des Algorithmus. Durch die Kenn-
zeichnungspflicht kann eine Anzahl, eine Serie oder ein ganzer Komplex zu einem
Algorithmus werden: »The tagging device was never intended to represent trading
firms‹ algorithms as they ›really are‹.The point was instead to generate information
that would render visible the relational interactions between algorithmic strate-
gies.« (Coombs 2016: 293).
Zusammenfassend kann man sagen, dass der behavioristische Ansatz von den
essentialistischen und intentionalistischen Definitionen insofern unterschieden
ist, als er sich dem Algorithmus nicht als einem bereits existierenden Objekt
nähert. Statt den Algorithmus ausgehend von seinem Kern (Code) oder seiner
Intention (Strategie) zu bestimmen, definiert er ihn ausgehend von seinem Ver-
halten bzw. dem Effekt, den er auf seine Umwelt (das Auftragsbuch) ausübt.
Obwohl das Deutsche Hochfrequenzhandelsgesetz und MiFID II die Idee der
Identifizierung eines Algorithmus, wie sie in Steinbrücks Arbeitspapier formuliert
wurde, übernommen zu haben scheint, hat die Kennzeichnungspflicht dennoch
eine Definition eines Algorithmus eingeführt, die sich von der im Papier ent-
falteten deutlich unterscheidet: Kennzeichnungspflicht und Definition lassen
die Idee eines Algorithmus mit einem inneren Kern oder einer Intention hinter
sich. Sie lassen auch die Idee vom Algorithmus als einer Black Box, die zu öffnen
und regulieren wäre, hinter sich. Stattdessen wird der Algorithmus als etwas
verstanden, das einen Effekt (im Auftragsbuch) hervorruft, wobei diese Effekte
präzise kategorisiert sind (z.B. die spezifischen Parameter).
Diese neuartige Definition wird sich als besonders aufschlussreich erweisen,
wenn sie mit der Vorstellung eines Algorithmus als Werkzeug, das die Intentio-
nen menschlicher Subjekte materialisiert, verglichen wird. Eine solche Vorstellung
findet sich in der kürzlich erlassenen Datenschutzgrundverordnung der Europäi-
schen Union.
Grundrechte und Freiheiten regulieren
Die Verordnung 2016/679 (DSGVO) des Europäischen Parlaments und des Rates
der Europäischen Union (2016) trat am 25. Mai 2018 in Kraft (Europäisches Par-
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lament und Rat 2016). Wie im Fall des Deutschen Hochfrequenzgesetzes und der
MiFID II ging es aus einer Krise hervor, die mit der gegenwärtigen technologi-
schen Entwicklung und der zunehmenden kommerziellen Verwertung persönli-
cher Informationen im Zusammenhang stehen. Während die Marktregulierung
im Deutschen Hochfrequenzgesetz und in MiFID II mit der technischen Integri-
tät der Markstruktur zu tun haben, hat die DSGVO humanistischere Intentionen:
»Die Verarbeitung personenbezogener Daten sollte imDienste derMenschheit ste-
hen.« (ErwGr. 4). Als Konsequenz wird die Definition eines Algorithmus in dieser
Verordnung in Übereinstimmung mit denjenigen ko-produziert, deren Daten au-
tomatisch verarbeitet werden. Will man also die spezifische Definition eines Algo-
rithmus dieser Verordnung herausarbeiten, muss man die Definition des digitalen
Subjekts rekonstruieren, von dem ausgehend die Definition des Algorithmus ge-
wonnen wird. Es lässt sich nun zeigen, dass die Regulierung von Algorithmen in
der DSGVO einem essentialistischen Ansatz folgt, und das deswegen, weil sie ei-
ner essentialistischen Vorstellung des Subjektes folgt, eines menschlichen Subjekts
mit Grundrechten, von dem aus die Definition des Algorithmus als Gegenbild ge-
wonnen wird.
Das Zentrum dieser Regulierung bildet das digitale Subjekt und seine Bezie-
hung zur natürlichen Person3, die Frage also, ob das von uns gemachte digita-
le Bild hinreichend mit unserem Selbstbild als natürlicher Person übereinstimmt
(Schweitzer 2017: 251). Ab wann wird das algorithmische Bild des digitalen Sub-
jekts zu einer Bedrohung des Persönlichkeitsschutzes und ab wann hat das digitale
Subjekt das Recht, dieses Bild verändern oder löschen zu lassen, z.B. öffentlich in
Vergessenheit geraten zu lassen? Die DSGVO zielt darauf ab, der natürlichen Per-
son die Kontrolle über dieses digitale Bild zu geben. Die DSGVO zielt darauf ab die
Rechte und Kontrolle der natürlichen Person über »die automatisierte Verarbei-
tung personenbezogener Daten« zu regulieren (ErwGr. 15): »Die betroffene Person
hat das Recht, nicht einer ausschließlich auf einer automatisierten Verarbeitung −
einschließlich Profiling − beruhenden Entscheidung unterworfen zu werden« (Art.
22, Ab. 1).
Darüber hinaus hat die automatisierte Verarbeitung personenbezogener Da-
ten für die natürliche Person »transparent« zu erfolgen, was Informationen über
mögliche Risken einer solchen Datenverarbeitung beinhaltet. Weiterhin hat das
Datensubjekt das »Recht auf Erwirkung des Eingreifens einer Person seitens des
Verantwortlichen, auf Darlegung des eigenen Standpunkts und auf Anfechtung der
Entscheidung« (Art. 22, Abs. 3). Schließlich hat die natürliche Person das Recht
darauf die persönlichen Daten berichtigen, vervollständigen (Art. 16), löschen und
3 In der Jurisprudenz steht natürliche Person für einen individuellenMenschen. Demgegenüber
kann sich der Begriff des Rechtssubjekts auch auf Organisationen wie z.B. Privatunternehmen
beziehen.
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nicht mehr verarbeiten zu lassen (ErwGr. 65). Dieses Recht bezieht sich auch auf
die Sekundärnutzung der Daten, auf Daten, die »zu einem anderen Zweck als zu
demjenigen, zu dem die personenbezogenen Daten erhoben wurden« verarbeitet
werden (Art. 6, Abs. 4).
Die DSGVO überträgt selektiv bestimmte Aspekte der natürlichen Person auf
deren digitales Bild und überträgt der natürlichen Person das Recht der Verfügung
über diese Aspekte. Diese Aspekte beziehen sich auf die Grundrechte »insbesonde-
re Achtung des Privat- und Familienlebens, derWohnung und der Kommunikation,
Schutz personenbezogener Daten, Gedanken-, Gewissens- und Religionsfreiheit,
Freiheit der Meinungsäußerung und Informationsfreiheit« (ErwGr. 4). Diese Rech-
te werden auf das Datensubjekt angewandt, das durch die Anordnung spezifischer
persönlicher Datenpunkte wie »persönliche Vorlieben, Interessen, Zuverlässigkeit,
Verhalten, Aufenthaltsort oder Ortswechsel« (Art. 4, Abs. 4) ko-produziert wird.
Damit geht die Konzeptualisierung des Rechts der natürlichen Person entlang spe-
zifischer Aspekte ihrer digitalen Identität einher.
Wie ich weiter oben bereits angedeutet habe, geht es bei dieser Regulierung
nicht nur um das Recht der natürlichen Person und des digitalen Subjektes, son-
dern gleichzeitig um die Ko-Produktion von algorithmischem Objekt und digita-
lem Subjekt (Carstensen et al. 2014). Zum einen ko-produziert die Regulierung zur
automatisierten Verarbeitung personenbezogener Daten das digitale Subjekt. Sie
ko-produziert das digitale Subjekt als digital gebildetes Subjekt.4 Impliziert in dieser
Regulierung ist die Vorstellung eines technisch affinen, aufgeklärten und digital
gewandten Subjekts mit grundlegenden Menschenrechten, das eine algorithmi-
sche Beziehung fordert, die auf wechselseitiger Zustimmung beruht und das Recht
beinhaltet, diese Beziehung abzulehnen5. Diese Vorstellung des digitalen Subjekts
geht von einer natürlichen Person aus, die den Willen, die digitale Kompetenz und
Expertise hat, sich mit ihrem digitalen Image auseinanderzusetzen. Sie verbindet
die Regulierungmit dem,was N. Katherine Hayles als die »values of liberal human-
ism« beschrieben hat, nämlich »the right of a self to autonomy and freedom, and a
sense of agency linked with a belief in enlightened self-interest‹. All technology is
to be designed to serve human subjects, understood as ›coherent, rational sel[ves]
[…] (Hayles 1999: 85f.).
4 Malgieri und Niklas argumentieren dagegen, dass die DSGVO paternalistische Regeln ent-
hält, die von einemdigital nicht alphabetisierten Subjekt ausgehen, z.B. ein »vulnerable data
subject« (2020).
5 Eine philosophische Zusammenfassung dieses imaginären Subjekts, die imGesetzestext im-
pliziert ist, findet sich in Anthony Giddens Magna Carta for the Digital Age, die er während
seiner Zeit im House of Lords Select Committee on Artificial Intelligence in Großbritannien
formuliert hat (Giddens 2018).
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Diese Definition des digitalen Subjekts als digital kompetentes Subjekt hat für
das algorithmische Objekt ko-produktive Effekte. Die DSGVO bringt das algorith-
mische Objekt als Spiegelbild des digitalen Subjektes hervor. Sie ko-produziert
dieses als einWerkzeug, das einem technisch kompetenten Individuum prinzipiell
verständlich ist. Insofern setzt die Regulierung voraus, dassman auf algorithmisch
hervorgebrachte Daten auf die gleicheWeise zugreifen kann,wie auf klassische In-
formationen, wie z.B. auf eine Postadresse und das Alter einer Person. So schreibt
das Recht auf Information vor, dass ein Datensubjekt über »das Bestehen einer
automatisierten Entscheidungsfindung [und] aussagekräftige Informationen über
die involvierte Logik sowie die Tragweite und die angestrebten Auswirkungen einer
derartigen Verarbeitung« informiert werden muss (Art. 13, 2f). Eine solche Pflicht
zur Informationsbereitstellung gilt auch für Daten, die »für andere Zwecke als die,
für die die personenbezogenen Daten ursprünglich erhoben wurden«, verarbeitet
werden (Art. 6, 4).
Das algorithmische Objekt wird in der DSGVO als ein epistemisches Objekt ko-
produziert, das prinzipiell interpretierbar ist. Diese Regulierung geht davon aus,
dass diejenigen, die willens, technisch affin und digital kompetent sind, die algo-
rithmischen Operationen verstehen können (sollen). Eine solche Regulierung führt
zu Konflikten mit Technologien, die kognitive und aktive Verantwortung überneh-
men, wo das algorithmische Objekt und das digitale Subjekt problemlos die Seiten
wechseln können (Lange, Lenglet und Seyfert 2018).
Zum einen schaffen die Produzent*innen digitaler Subjekte, wie z.B. Social-
Media-Unternehmen, Online-Identitäten, die nicht direkt aus öffentlichen Infor-
mationen, wie z.B. Alter, Ethnie, Geschlecht, Postadresse etc. konstruiert sind.
Vielmehr werden die digitalen Profile aus demOnline-Verhalten der digitalen Sub-
jekte zusammengestellt. Soziale Medien konstruieren das digitale Subjekt parado-
xerweise als anonyme Identität. Der Anonymisierungsprozess umfasst verschiedene
Schritte, wie z.B. Generalisierung: Die Betreiber von Sozialen Medien »entfernen
dabei Teile der Daten oder ersetzen diese mit einem allgemeinen Wert« und fü-
gen den »Daten Rauschen« hinzu (Google 2019).6 Im Prinzip soll also zwischen
dem digitalen Bild der natürlichen Person und dem daraus konstruierten digitalen
Subjekt keine direkte Verbindung bestehen. Allerdings kann eine solche Beziehung
6 Das heißt nicht, dass klassische Aspekte der natürlichen Person beim Prozess der anonymen
Identifikation keine Rollen spielen. Diese können aus den Daten rekonstruiert werden, z.B.
durch Inferenz. In der Tat gehen einige Forscher davon aus, »that Google has the ability to
connect the anonymous data collected through passivemeanswith the personal information
of the user‹ (Schmidt 2018, 4). Das heißt, individuelle Attribute wie Geschlecht, (ethnische)
Herkunft, Alter etc. können aus denmutmaßlich anonymenDaten gewonnenwerden (Kuner
et al., 2012).
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durch Inferenz und der Zuweisung von Bedeutung von und zu diesen Daten her-
gestellt werden. In der gegenwärtigen Form erlaubt es die DSGVO den natürlichen
Personen jedoch nicht, Rechte über die Schlüsse und Inferenzen, die von den Da-
ten gewonnen werden, einzufordern: »data subjects have control over how their
personal data is collected and processed, but very little control over how it is eva-
luated« (Wachter und Mittelstadt 2019: 499). Die DSGVO reguliert nicht die Effekte,
die die Algorithmen auf die digitalen Subjekte haben, d.h. die Effekte, denen sie
durch die algorithmischen Prozesse ausgesetzt sind: »inferred data (assessments
or opinions) and the underlying reasoning behind inferred data – even if conside-
red personal data and objectively wrong – cannot be rectified under data protection
law« (Wachter und Mittelstadt 2019: 550). Daraus folgt, dass »a challenge will only
be successful if the input data was incorrect or incomplete, or other data protection
principles were infringed« ((Wachter und Mittelstadt 2019: 571).
Zweitens sind maschinell lernende Algorithmen nicht so konstruiert, dass sie
die Korrelationen ›erklären‹ können, die sie entdeckt haben. Sie identifizieren »pat-
terns and correlations that cannot be detected by human cognition« (Yeung 2018:
505). Sie weisen einen inhärenten Mangel an Interpretierbarkeit auf (Lisboa 2013:
17), da ihre Prozesse die Korrelationen, die sie entdecken, nicht ›erklären‹. Good-
man und Flaxman formulieren das Problem folgendermaßen: »Putting aside any
barriers arising from technical fluency, and also ignoring the importance of train-
ing the model, it stands to reason that an algorithm can only be explained if the
trainedmodel can be articulated and understood by a human‹ (Goodman und Flax-
man 2017: 55).
Das heißt jedoch nicht, dass die DSGVO nur hinsichtlich der digitalen Sub-
jekte ko-produktive Effekte aufweist und hinsichtlich der algorithmischen Objekte
gänzlich ineffektiv bleibt. Die ko-produktiven Effekte der DSGVO können mögli-
cherweise woanders gefundenwerden. In letzter Zeit werden zunehmend Anstren-
gungen unternommen nicht nachvollziehbare (maschinell lernende) Algorithmen
›nachvollziehbar‹ zu machen, d.h. ihre Entscheidungen den digitalen Subjekten
›explizit zu machen‹. In diesem Zusammenhang lässt sich vermuten, dass Regu-
lierungen wie die DSGVO selbst zu einer intensivierten Forschung und der Ent-
wicklung solcher maschinell lernender und sich explizit machender Algorithmen
geführt hat (Holzinger et al. 2018). Obwohl aktuelle maschinell lernende Algorith-
men ihre Ergebnisse nicht erklären, könnte das für zukünftige Algorithmen durch-
aus der Fall sein. Die ko-produktiven Effekte der DSGVO könnten also in der Ko-
Produktion von erklärbarem und also ›verständlichem‹Maschinenlernen bestehen.
Solche Technologie würden es zugleich ermöglichen, die Inferenzen, die von per-
sonenbezogenen Daten gebildet wurden, zu evaluieren und zu kontrollieren.
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Diskussion: Potentiale und Grenzen der regulatorischen Ko-Produktion
In diesem letzten Abschnitt soll es um die Wirksamkeit der beiden Regulierungen
gehen.Die empirische Anwendung des Konzepts der Ko-produktion zeigt uns, dass
Regulierungen viel wirksamer sind als es in anderen Ansätzen – Regulierung als
Anpassung, Verhaltenskontrolle etc. – erscheint. Regulierungen schränken nicht
nur bestimmte Aktivitäten ein, sondern partizipieren aktiv an der Hervorbringung
der gesellschaftlichen Wirklichkeit. Eine solche Einsicht stärkt die Rolle der Regu-
lierung. Allerdings erschwert sie auch die Beurteilung der Wirksamkeit.
Zweifellos ist es allgemein schwierig regulatorischeWirksamkeit zu beurteilen.
Häufig gehen die Effekte von Regulierungen über die reine Implementierung von
regulatorischen Vorgaben hinaus. So betont Julia Black, dass Regulierungen aus
»regulatory conversations […] between regulators, regulated and others involved
in the regulatory process« hervorgehen (Black 2002: 170). Insofern können Regu-
lierungen performative Effekte haben, die über die erfolgreiche technische Imple-
mentierung hinausgehen, z.B. in dem sie die öffentliche Meinung beeinflussen,
was wiederum zu neuen Regulierungen in der Zukunft führen kann. Darüber hin-
aus können Regulierungen technologische Entwicklungen beeinflussen, wie z.B.
erklärbares Maschinenlernen. So gesehen kann meine Einschätzung nur tentativ
sein.Weitere Untersuchungen sind nötig, um sich ein feinkörnigeres Bild von die-
sen Entwicklungen machen zu können.
Für den Fall des Deutschen Hochfrequenzhandelsgesetzes und der MiFID II
kann man sicher sagen, dass die regulatorische Artikulation die Algorithmen dem
Bild der Regulierung entsprechend rekonfiguriert hat. Genau genommen haben
die regulatorischen Anforderungen ko-produktive Rückkopplungseffekte, die die
technologische Struktur der Algorithmus verändert haben. So wurden die Bör-
senhandelsunternehmen aufgrund der Kennzeichnungspflicht dazu gezwungen,
die Demarkationen der algorithmischen Objekte in ihren sozio-technischen Sys-
temen neu zu entwerfen, um die menschlichen von den algorithmischen Akti-
vitäten streng zu trennen und die Algorithmen ausgehend von ihrem Verhalten
und den Ergebnissen, die man von ihnen erwartet, umzugestalten. Darüber hin-
aus bestimmt sich das Verhalten der Algorithmen durch die in der Regulierung
vorgegebenen Parameter. Obwohl die konkreten algorithmischen Demarkationen
weitestgehend dem Ermessen der Unternehmen überlassen werden, können die
Aufsichtsbehörden diese Entscheidungen anhand der von den Unternehmen zu
speichernden Handelsdaten nachträglich jederzeit in Frage stellen. Die Aufsichts-
behörden können Zugang zu diesen Daten verlangen und sie gemäß ihren eigenen
Klassifikationen analysieren. Sie haben die regulatorische Macht die Handelsak-
tivitäten nachträglich als illegal und manipulativ zu definieren. Dabei operieren
diese ergebnisbasierten Regulierungen algorithmisch agnostisch, d.h. sie sind in-
different gegenüber der Substanz, den Intentionen und den Strategien der Algo-
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rithmen. Stattdessen geben sie an, welche Ergebnisse und Verhaltensformen sie
bei Handelsalgorithmen als akzeptabel ansehen und welche nicht.
Im Vergleich dazu ist dieWirksamkeit der DSGVO viel schwieriger einzuschät-
zen. Für viele Expert*innen hat diese Regulierung bei weitem nicht dieselbe Wirk-
samkeit wie die Regulierungen in den Finanzmärkten, zumindest bisher nicht. Bis
zum Zeitpunkt der Veröffentlichung dieses Aufsatzes wird noch um die Imple-
mentierung und Durchsetzung dieser Regulierung gerungen (Davies 2019; Mal-
gieri 2019). Während kleinere Unternehmen diese Regulierung zum größten Teil
sehr pflichtbewusst implementiert haben, z.B. in dem sie die Nutzer*innen vor die
Wahl stellen, ob ihre Aktivitäten nachverfolgt werden sollen oder nicht, gilt dassel-
be nicht für größere Unternehmen wie Google und Facebook. Diese Unternehmen
geben ihren Nutzer*innen häufig nur die Möglichkeit auf ihre in der DSGVO ga-
rantierten Rechte zu verzichten oder denDienst überhaupt nicht zu nutzen. ImAn-
betracht der Marktposition und der Marktanteile dieser Unternehmen kommt ein
solches Vorgehen der Erpressung gleich, woman entweder alles zu akzeptieren hat
oder in die soziale Isolierung gedrängt wird. Anders gesagt, haben diese Unterneh-
men ihre Position dazu genutzt, die Regulierung komplett zu umgehen (Forbruker-
rådet 2018). Gegen diese Praxis – den Zugang zu Diensten komplett zu verweigern,
wennman nicht vollständig auf seine Rechte verzichtet – habenmittlerweile einige
Nichtregierungsorganisationen, wie noyb.eu Europäisches Zentrum für digitale Rechte
und die französische Interessengruppe La Quadrature du Net, Beschwerde wegen
der Verletzung von Artikel (4) der DSGVO eingelegt. Es muss sich noch zeigen,
inwiefern das die Durchsetzung der Regulierung beeinflusst.
Allerdings könnten die ko-produktiven Effekte der DSGVO eher im technolo-
gischen Wandel zu finden sein, der mit ihr in einem Zusammenhang steht. Durch
die Ko-Produktion des Algorithmus als nachvollziehbares Objekt könnte die DS-
GVO die Industrie zur Entwicklung von verständlichen und erklärbaren maschi-
nell lernenden Algorithmen bewegen, einfach deswegen, weil die Regulierung den
natürlichen Personen das Recht auf eine Erklärung zugesteht (Arrieta et al. 2020:
101). Solche Algorithmen würden den digitalen Subjekten zudem Zugriff auf die
Inferenzen ermöglichen, die diese Algorithmen bilden, wenn sie die personenbe-
zogenen Daten automatisiert verarbeiten.
Schluss
Der Schluss, den wir aus der vergleichenden Analyse der beiden Fälle ziehen kön-
nen, besteht darin, dass Regulierungen wirksamer sein können als bisher ange-
nommen. Beide Arten von Regulierungen ko-produzieren das algorithmische Ob-
jekt (und das digitale Subjekt) auf verschiedene Weise. Sie operieren mit sehr ver-
schiedenen Annahmen über das algorithmische Objekt, wobei sie die Algorithmen
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auf verschiedene Weise adressieren: als Objekt mit bestimmten Charakteristika
(dem Code), Intentionen (seiner Strategie) und Effekten (Verhalten). Insbesonde-
re der Fall der Regulierung von algorithmischen Instrumenten in Finanzmärkten
zeigt die Macht und die Wirksamkeit von Regulierungen, wenn die Dinge tech-
nologisch zu komplex, zu proprietär oder zu geheimnistuerisch werden. Ein be-
havioristischer Ansatz, der auf die Ergebnisse und die sozialen Effekte fokussiert,
ermöglicht es Algorithmen ohne die Expertise von Computerwissenschaftler*in-
nen zu regulieren. Es ist eine effiziente Strategie gegen eine algorithmische Hege-
monie, die jede Diskussion über die (Notwendigkeit, Möglichkeit und den Umfang
von) Regulierung stets von einer umfangreichen digitalen Expertise der Regulie-
rungsbehörden abhängig macht. Solch eine algorithmische Hegemonie bindet die
regulatorische Autorität an eine spezifische Elite (mit algorithmischer Expertise)
und entzieht die Diskussion damit der (digital ungebildeten) Öffentlichkeit. Um-
gekehrt kann ein behavioristischer (ergebnisbasierter) Ansatz die Designer*innen
und Produzent*innen von Algorithmen dazu zwingen, basale soziale Normen zu
implementieren, die ganz unabhängig von den algorithmischen Prozessen formu-
liert werden können. Letztendlich kann die Regulierung algorithmischer Techno-
logien auch an kritische Diskussionen zur Algorithmenethik anschließen (vgl. Mit-
telstadt et al. 2016; Amoore 2020). Indem regulatorische Texte Algorithmen als ethi-
sche Objekte behandeln und artikulieren, können sie dabei helfen diese als ethische
Objekte zu ko-produzieren.
Dagegen konstruiert die DSGVO das algorithmische Objekt als Spiegelbild des
digital kompetenten Subjekts. Das Problem dieser Regulierung besteht darin, dass
sie (1.) nicht angemessen durchgesetzt worden ist und (2.), dass sie den digitalen
Subjekten das Recht gibt, die algorithmische Verarbeitung der personenbezogenen
Daten erklärt zu bekommen, obwohl die üblicherweise eingesetzten Algorithmen
technisch nicht in der Lage sind, ihre Entscheidungen zu erklären. Allerdings ist
der Erfolg der regulatorischen Ko-Produktion schwer einzuschätzen und die per-
formativen Effekte liegen in der Zukunft.
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Öffentliche Kommunikation in der digitalisierten
Gesellschaft
Plattformisierung – Pluralisierung – Synthetisierung
Jan-Felix Schrape
Noch bevor die Rückwirkungen der fortschreitenden Digitalisierung auf Markt-
undOrganisationszusammenhänge in den Fokus der Sozialwissenschaften gerückt
sind, wurden die Folgen des Internets als neues Kommunikations- und Verbrei-
tungsmedium diskutiert. Bereits ab Mitte der 1990er-Jahre erhofften sich viele Au-
tor*innen einen radikalen Wandel der gesellschaftlichen Öffentlichkeitsstruktu-
ren, der in einem »Ende der herkömmlichen Massenmedien« münden sollte (Röt-
zer 1996: 119), da mit dem World Wide Web ein »partizipatives Massenkommuni-
kationssystem« in Entstehung begriffen sei, in dem sich »die Rollentrennung von
Kommunikator und Rezipient auflöst« (Höflich 1996: 13). Daneben warnten Ste-
fan Münker und Alexander Roeser (1997) im Vorwort ihres Sammelbandes »Mythos
Internet« ebenso schon vor der »haltlosen Kommerzialisierung privater und öf-
fentlicher Räume« und dem »Aufkommen neuer Formen eines digitalen Kolonia-
lismus« (Münker/Roeser 1997: 7). Auch der jüngere Digitalisierungsdiskurs seit der
Aufbruchsstimmung um das ›Web 2.0‹ war und ist durch einen Wechsel eupho-
rischer und kritischer Grunderwartungen geprägt (Dickel/Schrape 2017; Schrape
2021, 2019).
Wie zweifelsohne weitreichend die Rekonfigurationen im Medienbereich seit
der sozialen Indienstnahme der Online-Technologien sind, führt ein kurzer Blick
zurück vor Augen: Noch 1996 verfügten lediglich 7 Prozent der Deutschen über
einen Mobilfunkanschluss, Ortsgespräche über das Festnetz kosteten 8 Pfennig
(4 Cent) die Minute und in nur vier Prozent der deutschen Haushalte gab es ei-
nen Internetzugang, über den sich für 5 Pfennig die Minute das Web erkunden
ließ (Zerdick et al. 1999: 275ff.). Medial vermittelte many-to-many-Kommunikation
war ohne Aufwand kaummöglich.Wer seine Meinung jenseits seines persönlichen
Nahbereichs kundtun wollte, konnte einen Leserbrief verschicken, bei Präsenzver-
anstaltungen seine Stimme erheben oder versuchen, seine Inhalte in Alternativ-
blättern unterzubringen. Hätte die COVID-19-Pandemie die Welt in dieser Zeit in
ihren Bann geschlagen, wären viele digitale Selbstverständlichkeiten, die uns heu-
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te Alternativen zu unmittelbarer Face-to-Face-Kommunikation bieten (z.B. Video-
chats) und die Einschränkungen des öffentlichen Lebens erträglicher machen (z.B.
Streaming Media), schlicht nicht verfügbar gewesen (Dickel 2020).
Die »komplexen institutionalisierten Systeme um organisierte Kommunikati-
onskanäle von spezifischem Leistungsvermögen«, die wir Medien nennen (Saxer
1980: 532), sowie die damit verknüpften Möglichkeitsräume haben sich insofern
in den letzten 25 Jahren fundamental gewandelt. Angesichts der damit verbunde-
nen Diversifizierung der Mediennutzung, der Entgrenzung zwischen den Sphä-
ren öffentlicher Kommunikation, der Auflösungstendenzen bei bisherigen Rollen
und nicht mehr linear ablaufender Prozesse schlagen u.a. Thomas Friemel und
Christoph Neuberger vor, auf probateMehrebenenmodelle von Öffentlichkeit (Ger-
hards/Neidhardt 1991) zu verzichten und Öffentlichkeit stattdessen situationsbezo-
gen als ein »dynamisches Netzwerk« aus Akteuren, kommunikativen Handlungen
sowie Inhalten zu konzeptualisieren, »um flexibel die Fülle der Phänomene in der
öffentlichen Kommunikation zu erfassen« (Friemel/Neuberger 2021: 88ff.).
Eine solche offengehaltene Untersuchungsperspektive ist fraglos wichtig, um
neuartige Kommunikationsdynamiken sowie veränderte Interaktionsprozesse
identifizieren zu können. Dies gilt insbesondere in Phasen laufender Umwäl-
zungen, in denen sich die Etablierung medialer Neuerungen zumeist nicht in
kurzer Frist vollzieht, sondern in längerfristigen sozialen Aneignungsverläufen,
die durch vielfältige Uneindeutigkeiten geprägt sind. Nichtsdestoweniger ist es
inzwischen empirisch evident, dass mit der Digitalisierung kein Relevanzverlust
von journalistischen Angeboten oder massenhaft rezipierten Inhalten schlechthin
einhergeht und in der öffentlichen Kommunikation trotz aller soziotechnischen
Effektivierungen Selektionsschwellen erhalten bleiben, deren Überwindung wei-
terhin sozial voraussetzungsreich ist (Mölders 2019; Curran/Hesmondhalgh 2019;
Bruns 2018). Insofern erscheint es – so die hier vertretene These – im Sinne einer
analytischen Heuristik nach wie vor instruktiv, öffentliche Kommunikation als ei-
nen Mehrebenenprozess zu beschreiben, der nun allerdings durch die Eigenheiten
digitaler Plattformen mitgeprägt wird.
Der vorliegende Beitrag entfaltet diese These in vier Schritten: Zunächst neh-
me ich die Plattformisierung der Mediendiffusion und Rezeption sowie die damit
verbundene Diversifizierung der Medien- und Kommunikationsrepertoires in den
Blick. Anschließend diskutiere ich die Pluralisierung der Öffentlichkeitsarenen und
arbeite daran anknüpfend drei basale Ebenen öffentlicher Kommunikation heraus,
die sich durch ein unterschiedliches Zusammenspiel von sozialen und technischen
Strukturierungsleistungen auszeichnen.
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Plattformisierung der Mediendiffusion
Wie auf anderen sozioökonomischen Feldern (mit Blick auf die Organisation von
Märkten: Kirchner/Schüßler 2019; Staab 2019) rückt seit einigen Jahren auch im
Bereich der öffentlichen Kommunikation die sich intensivierende Plattformorien-
tierung von Transaktions- und Austauschprozessen in den Fokus des sozialwissen-
schaftlichenDiskurses und ist dortmit demAusdruck Plattformisierung (Helmond
2015) auf den Begriff gebracht worden. An sich sind intermediäre Plattformstruk-
turen in der Medienökonomie indes kein exklusives Phänomen der Gegenwart:
Mit der Verbreitung der Telegrafie entstanden Mitte des 19. Jahrhunderts moderne
Nachrichtenagenturen, dieMeldungen sammeln, kuratieren undweitervermitteln;
zur selben Zeit gründeten sich im Buchhandel erste Barsortimente als logistische
Zwischenglieder zwischen Verlagen und Bucheinzelhandel. Und in nicht wenigen
Belangen lassen sich auch Zeitungshäuser neben ihrer Position als Produzenten
als vermittelnde Plattformen zwischen (freien) Journalist*innen, Agenturen, wer-
betreibenden Unternehmen und Publikum beschreiben (Rochet/Tirole 2003).
Erst mit der Etablierung des Internets und alltagstauglicher informationstech-
nischer Endgeräte sehen sich Mediennutzer*innen allerdings in der Lage, unab-
hängig von Ort und Zeit auf die jeweiligen Plattformkataloge zuzugreifen und die
angebotenen Inhalte mit algorithmischen Hilfsmitteln selbsttätig zu selegieren –
ebenso wie sich alle dort stattfindenden Nutzungsdynamiken auswerten lassen.
Dadurch tritt zum einen die Plattform als »digital service that facilitates interac-
tions between two or more distinct but interdependent sets of users« (OECD 2019:
21) in den Vordergrund der Wahrnehmung. Zum anderen resultieren aus der da-
mit einhergehenden Informatisierung aber auch einschneidende Verschiebungen
in denmedienökonomischen Konkurrenz- und Kooperationsmustern. José van Di-
jck und Kolleg*innen sprechen in dieser Hinsicht für den Nachrichtenbereich sehr
treffend von einer Entflechtung und Neubündelung von Inhalten, Werbung und
Publikum:
»As one of the first societal sectors, news was transformed through the develop-
ment of online platforms […]. This is effectively a history of the ›unbundling‹ and
›rebundling‹ of news content, audiences, and advertising. […] the contemporary
news ecosystem is constituted through a variety of platforms, of which social me-
dia are only one type.« (Van Dijck et al. 2018: 51)
Mit Blick auf den Wandel der Infrastrukturen der öffentlichen Kommunikation ist
hierbei nicht nur entscheidend, dass in diese Dynamiken der Neubündelung tech-
nikzentrierte Internetkonzerne wie Apple, Alphabet und Twitter involviert sind,
die sich journalistischen Leitlinien kaum verpflichtet fühlen, sondern auch, dass
mit dem Ineinandergreifen verschiedenartiger Plattformstrukturen wie Suchma-
schinen, Social-Media-Diensten, Werbenetzwerken und Medienportalen ein ver-
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ändertes Verhältnis von Zentralisierung undDezentralisierung verbunden ist: Zum
einen bestimmen sich die übergreifenden Diffusionschancen von Inhalten in der
öffentlichen Kommunikation heute nicht mehr alleine durch deren Reflexion in
den vielrezipierten Publikationen großer Medienunternehmen, sondern in einem
soziotechnischen Wechselspiel zwischen allen genannten Plattformen und ihren
algorithmischen Logiken. Zum anderen ist der gegenwärtige Strukturwandel nicht
mehr nur durch klassische Dynamiken der Medienkonzentration geprägt, sondern
auch durch eine historisch singuläre infrastrukturelle Dominanz weniger weltweit
agierender IT-Konzerne.
Hinsichtlich der zunehmenden Plattformorientierung in der Nachrichtendif-
fusion und -rezeption lassen sich anhand der Erhebungsergebnisse des Reuters
Digital News Reports(Newman et al. 2020; Hölig/Hasebrink 2020) drei Trends her-
ausstellen:
• 40 Prozent der deutschen Bevölkerung ab 18 Jahren und 60 Prozent der Unter-
45-Jährigen sahen Anfang 2020 das Internet insgesamt als ihre Hauptnach-
richtenquelle an. 30 Prozent der 18- bis 24-Jährigen und 20 Prozent der 25- bis
35-Jährigen griffen dabei primär über Social-Media-Plattformen auf Nachrich-
ten zu. In der wöchentlichen Nutzung lagen Internet und TV im Januar 2020
mit jeweils 70 Prozent erstmals gleichauf; in der COVID-19-Pandemie konnten
TV-Nachrichten bis April 2020 wieder etwas an Boden gewinnen. Für andere
Länder wie die USA und Großbritannien zeigt sich die steigende Relevanz des
Internets in der Nachrichtenrezeption noch einmal deutlicher (Tabelle 1).
• Zugleich speisten sich die verbreiteten Anlaufstellen für Nachrichten und
meistgeteilten Nachrichteninhalte im deutschsprachigen Social Web nach
wie vor vorrangig aus den Angeboten etablierter Medienmarken wie ARD
Tagesschau, RTL, Spiegel und BILD. Ähnliche Verteilungen lassen sich für
weitere westliche Länder diagnostizieren. Daneben haben sich allerdings
vielfältige Teilöffentlichkeiten um alternative Medienangebote herausgebildet,
»die sich in Auswahl und Darstellung berichteter Inhalte tendenziell eher an
den Rändern des politischen Spektrums orientieren« (Hölig/Hasebrink 2020:
27f.).
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Großbritannien (UK) 79 47 71 35 18
USA 73 47 60 21 16
Deutschland 69 39 72 41 26
Spanien 83 63 71 24 28
Argentinien 90 78 77 24 30
Ø-Abweichung zu 01/2020 + 2 + 5 + 5 + 2 – 2
Quelle: Newman et al. 2020 (Mehrfachnennungen möglich)
Insbesondere junge Mediennutzer*innen greifen in der Nachrichtenrezeption
allerdings oft nicht mehr direkt auf eine Nachrichtenquelle zu, sondern über Ag-
gregatoren wie Google News, oder stoßen auf Social-Media-Plattformen wie Insta-
gram, Twitter oder YouTube ausgerichtet an ihren dort explizierten Interessenpro-
filen auf Nachrichteninhalte. Anfang 2020 gaben 23 Prozent der Befragten (18-24
Jahre: 37 Prozent) an, regelmäßig über Social Media auf Nachrichten zuzugreifen;
24 Prozent (18-24 Jahre: 38 Prozent) taten dies über News-Aggregatoren oder einen
Alarm auf ihrem Smartphone oder Tablet.
Auch wenn der professionelle Journalismus in der Produktion von Nachrich-
ten bis dato weder durch die »Aktivitäten von Amateuren« noch durch die »Au-
tomatisierung öffentlicher Kommunikation […] eine bedrohliche Konkurrenz« er-
fährt, sondern sich eher von »komplementären und integrativen Beziehungen«
sprechen lässt (Nuernbergk/Neuberger 2018: 4), verlieren etablierte Medienunter-
nehmenmithin zunehmend die Kontrolle über die Diffusion und Verwertung ihrer
Angebote, da digitale Plattformen zu den maßgeblichen Intermediären zwischen
Inhalten, Publikum und Werbetreibenden werden. Auf diesen Plattformen richtet
sich die Diffusion vonNachrichten verstärkt an den algorithmisch erfassbaren Prä-
ferenzen der Rezipient*innen aus, was sich auf der einen Seite zwar bis zu einem
gewissen Grad als eine Dezentralisierung in der Nachrichtengewichtung beschrei-
ben lässt, die mit neuen Sichtbarkeitspotenzialen für randständige Inhalte (und
fake news) eingeht. Auf der anderen Seite zeichnet sich jede Plattform durch einen
starken organisationalen Nukleus aus, der durch in die technischen Architekturen
eingeschriebene Regeln und Orientierungen die dortigen Kommunikationsdyna-
miken mitstrukturiert.
Digitale Plattformen lassen sich insoweit – und das macht ihre politische wie
rechtliche Bearbeitung so diffizil – nicht mehr in konventionelle Medientaxono-
mien einordnen: Social-Media-Plattformen bzw. ihre betreibenden Konzerne sind
keine Medienunternehmen, die informative oder unterhaltende Angebote für den
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Massenmarkt produzieren. Sie sind aber auch keine neutralen Übertragungs-
dienstleister wie die Post oder ein Internetprovider, denen es rechtlich untersagt
ist, kanalisierend in die übermittelten Inhalte einzugreifen. Die Leistungen, die
Plattformen wie Facebook, Instagram und Twitter indirekt an ihre Nutzer*in-
nen verkaufen, bestehen vice versa explizit in der automatisierten Sammlung,
Selektion und Verknüpfung von andernorts produzierten oder nutzerseitig gene-
rierten Inhalten. Tarleton Gillespie (2018) beschreibt digitale Plattformen daher
als eine neue hybride Medienform zwischen technischen Intermediären und
massenmedialen Anbietern:
»In a way, those choices are the central commodity platforms sell, meant to draw
users in and keep them on the platform, in exchange for advertising and personal
data. […] Because of this, they are neither distinctly conduit nor content, nor only
network or media, but a hybrid that has not been anticipated by information law
or public debates.« (Gillespie 2018: 210)
Wie viele Medieninnovationen der Moderne dehnen digitale Plattformen die
individuellen und kollektiven Informations- und Kommunikationsräume aus und
könnten daher – ohne weitere Orientierungspunkte – rasch in Überforderung
münden. Zugleich bilden sich auf der Grundlage der jeweiligen medientechni-
schen Architekturen allerdings regelmäßig orientierende Instanzen heraus (wie
zuvor z.B. TV-Nachrichten), die Lösungen zur Reduktion dieser Komplexität in der
individuellen wie kollektiven Weltsicht bieten. Das Novum digitaler Plattformen
besteht insofern nicht in ihren Strukturierungsleistungen an sich und auch nicht
in der Selbstverständlichkeit, mit der sich die viele Onliner auf diese einlassen,
sondern in dem hohen Maß der technischen Automatisierung dieser Leistungen,
das zu der Zentralstellung weniger plattformbetreibender Konzerne beigetragen
hat. Ob diese Strukturierungsleistungen ›gut‹ funktionieren, erscheint zunächst
zweitrangig; sie bieten eine erste Orientierungsgrundlage, von der sich in der
weiteren Nutzung ausgehen lässt.
Diese Form der informationstechnischen Automatisierung wirkt ebenso auf
dem Feld der Unterhaltungsmedien, die mit derWohlstandsexpansion im 20. Jahr-
hundert (Beck 1986) eine häusliche Zentralstellung erlangt haben.Während noch in
den 1990er-Jahren nicht nur spezifische Endgeräte, sondern auch die gewünschten
Inhalte auf physischen Trägermedien erworben werden mussten, reicht es heute
aus, den Zugang zu einer Medienplattform zu abonnieren, um auf einen umfang-
reichen Katalog an Unterhaltungsinhalten zuzugreifen. Am Beispiel von Musikin-
halten lässt sich diese Entwicklung eindrücklich vor Augen führen: Während 2001
fast 97 Prozent der Umsätze in der globalen Musikindustrie mit Tonträgern ge-
macht wurden, betrug ihr Anteil 2019 nur noch 20 Prozent. Das Streaming auf
Plattformen wie Spotify hingegen generierte 2019 über 55 Prozent der Umsätze
(Dolata 2020).
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Mit der Digitalisierung wird das Streaming von Inhalten im alltäglichen Me-
dienkonsummithin zur Regel, während der Erwerb von physischen Mediengütern
(mit Ausnahme von Büchern) nur noch in Spezialfällen erfolgt. Angesichts der Fül-
le an verfügbaren Inhalten – Apple Music und Spotify boten Ende 2020 jeweils
Zugriff auf 70 Mio. Musiktitel – werden indes auch auf Unterhaltungsplattformen
algorithmisch gestützte Kuratierungsleistungen notwendig. Obgleich die Digitali-
sierung das Potenzial für eine nahezu unlimitierte Personalisierung des Medien-
konsums eröffnet, führt diese automatisierte Organisation von Inhalten im Ver-
bund mit der Konzentration des Streaming-Marktes in der Praxis zu einer wei-
teren Kanalisierung der Rezeptionsdynamiken im Musik- und Videobereich (Na-
poli 2019). Im äußersten Fall finden Inhalte gar keinen Eingang in die Kataloge
der Plattformen; aber auch schon eine (Nicht-)Inklusion in zentrale Playlists kann
den Erfolg eines Angebots deutlich mitbestimmen. Wie Prey (2020: 3) anhand von
Spotify herausarbeitet, erlangen plattformbetreibende Konzerne so eine weitrei-
chende »curational power«, die aber zugleich von volatilen Nutzungsdynamiken
und Konkurrenzverhältnissen abhängig bleibt.
Sowohl im Nachrichten- als auch im Unterhaltungsbereich unterliegt die Me-
diendiffusion und -rezeption insofern einer Plattformisierung, in deren Zuge ein-
gespielte Konstellationen aufbrechen und neue Abhängigkeitsverhältnisse entste-
hen. Damit ist einerseits eine Flexibilisierung der Mediennutzung verbunden, die
vorderhand das Versprechen des personalisierten Medienkonsums einlöst; ande-
rerseits werden aufgrund der Fülle medialer Inhalte informationstechnische Ku-
ratierungsleistungen unabdingbar. Jene »Macht der Hersteller«, die Popitz (1992:
31f.) für die Produzenten sachtechnischer Artefakte erkannte, lässt sich heute al-
so auf die Anbieter zentraler digitaler Plattformen übertragen. Diese Macht der
Plattformbetreiber*innen besteht in der Definition der algorithmischen Logiken,
welche die dortigen Rezeptions- und Kommunikationsdynamiken prägen.
Diversifizierung der Medienrepertoires
Mit der zunehmenden Durchdringung der Lebenswelt mit informationstechni-
schen Diensten – Hepp (2019: 3) nennt das »deep mediatization« – wird die Aus-
differenzierung individueller Medienrepertoires auch im Alltag offenkundig: In
beruflichen wie privaten Kontexten stehen vielfältige Kommunikationskanäle zur
Verfügung, deren Verwendung situativ abgesprochen werdenmuss; in Gesprächen
lässt sich nicht mehr umstandslos davon ausgehen, dass alle Beteiligten ähnliche
Inhalte rezipiert haben; niemand muss sich mehr den ›Programmdiktaten‹ der
Massenmedien beugen. Die »typische Zusammenstellung von Medienrepertoires«
sind seit jeher »sozial ungleich verteilt« (Weiß/Hasebrink 1995: 195). Im Online-
Bereich allerdings erfährt die Mediennutzung nicht nur hinsichtlich der genutz-
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ten Medienkanäle und Inhalte, sondern auch mit Blick auf die regelmäßig einge-
setzten Funktionen innerhalb eines Plattformangebots eine Diversifizierung und
Individualisierung.
Tabelle 2: Strukturierungsleistungen von Social-Media-Plattformen
Sachliche Dimension Soziale Dimension Zeitliche Dimension
Selektion
Filterung der dargebotenen










in persönliche und kollektive
Kommunikationsverläufe
Quelle: Schrape/Siri 2019
Insbesondere Social-Media-Plattformen bieten nicht nur ein sich stetig erwei-
terndes Spektrum an Kommunikationsmöglichkeiten, sondern prägen das digita-
le Leben ihrer Nutzenden zudem durch zahlreiche sachliche, soziale und zeitliche
Strukturierungsleistungen, die sich an der jeweils explizierten Plattformidentität
ausrichten (Tabelle 2). In einem Zusammenspiel zwischen den plattformimmanen-
ten Strukturierungslogiken sowie den auf der Plattform jeweils angegebenen Inter-
essen und Kontaktbezügen entstehen so bereits auf einer Plattform wie Facebook,
Instagram oder TikTok für sich genommen überaus heterogene Informations- und
Kommunikationsportfolios (Schrape/Siri 2019).Durch die kontextspezifische Kom-
bination unterschiedlicher Plattformen, Kommunikationskanäle und Medienan-
gebote bilden sich vor diesem Hintergrund höchst individuelle Medienrepertoires
heraus, die nach sozialen Milieus, aber auch nach lebensweltlichen Anforderun-
gen variieren. Untersuchungen zu den Kommunikationsverläufen auf einer iso-
lierten Plattform können insofern einzig Aussagen über die dortigen Austauschdy-
namiken treffen; ein Übertrag auf das allgemeine Informationsmanagement der
betrachteten Nutzer*innen ist nicht ohne weiteres möglich, da sich diese in der
Regel auf mehreren Plattformen bewegen, auf divergenteMedienangebote zurück-
greifen und nach wie vor an Face-to-Face-Interaktionen teilhaben.
Die von Pariser (2012) vertretene These der Informationsverengung durch Fil-
terblasen auf digitalen Plattformen, die durch die dortigen Personalisierungsleis-
tungen entstehen, lässt sich in ihrer Radikalität folglich allenfalls auf die Plattform-
identität eines Nutzenden, nicht jedoch auf seine Gesamtperson beziehen. Bruns
(2019) weist darüber hinaus darauf hin, dass die von Pariser diskutierten Phäno-
mene – eine selektiveWahrnehmung und eine Präferenz für Meinungen nahe dem
eigenen Standpunkt – schon lange bekannt sind und sich nicht auf die Plattfor-
misierung alleine zurückführen lassen: »Echo chambers and filter bubbles are ex-
ceptionally attractive concepts […] However, […] the research we have encountered
Öffentliche Kommunikation in der digitalisierten Gesellschaft 257
shows simply no empirical evidence for these information cocoons in their ab-
solute definitions, especially in a complex, multi-platform environment.« (Bruns
2019: 95f.)
Einen ersten Eindruck von der Diversifizierung der Medienrepertoires ver-
mitteln die für die deutschsprachige Bevölkerung ab 14 Jahren repräsentative
ARD/ZDF-Langzeitstudie Massenkommunikation sowie die seit 1997 erhobene
ARD/ZDF-Onlinestudie. Ihre Ergebnisse weisen auf drei grundsätzliche Tenden-
zen hin (Breunig et al. 2020; Beisch et al. 2020):
• Das Zeitbudget, das pro Tag für die Nutzung von Medien eingesetzt wird, hat
sich seit 1970 von 3,5 Stunden auf 9,5 Stunden erhöht. Insbesondere für jün-
gere Altersgruppen lässt sich eine Verschiebung von der Nutzung klassischer
›Offline‹-Medien (v.a. Radio, TV, Print) hin zu dem Online-Abruf von Medien-
inhalten (›mediales Internet‹) feststellen. Insgesamt verbrachten die 14- bis 29-
Jährigen Anfang 2020 inklusive Parallelnutzung 10,5 Stunden täglichmit Medi-
en und Internet, davon entfielen 2,5 Stunden aufMedien ohne Internetkontext,
während die mediale Internetnutzung 4,5 Stunden einnahm. Die verbliebene
Zeit galt der nicht-medialen Internetnutzung (u.a. Kommunikation, Gaming).
• Seit 2010 gewinnt dementsprechend der nicht-lineare Abruf von Medieninhal-
ten gegenüber dem Konsum linearer Rundfunkprogramme an Relevanz. An-
fang 2020 entfielen mit Blick auf die Gesamtbevölkerung in der Bewegtbildre-
zeption nur noch 72 Prozent auf das klassische Fernsehen und 22 Prozent auf
Streaming-Dienste, Videoportale sowie Videos auf Social-Media-Plattformen.
In der Altersgruppe der 14- bis 29-Jährigen dominierte der zeitsouveräne Abruf
von Videoinhalten mit 65 Prozent bereits deutlich.
• Mit Blick auf die tägliche Nutzung von Social-Media-Plattformen zeigt sich
anhand der ARD/ZDF-Onlinestudie, dass es mit Ausnahme des Instant-
Messaging-Dienstes WhatsApp keine ubiquitär genutzte Plattform gibt,
sondern die populären Angebote eine kontext- und altersgruppenspezifische
Verwendung erfahren (Tabelle 3). Anders als dies ausgehend von der journalis-
tischen Berichterstattung angenommen werden könnte, spielt Twitter in der
alltäglichen Social-Media-Nutzung in Deutschland bislang keine prominente
Rolle. In den USA gaben 2019 rund 10 Prozent der Onliner an, Twitter täglich
zu nutzen (PEW 2019).
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WhatsApp 55 63 68 92 79 62 32
Facebook 21 21 14 24 19 10 1
Instagram 6 13 15 53 13 1 1
Snapchat 4 5 6 27 1 – 0
Twitter 1 2 2 4 3 2 1
TikTok n.a. 1 2 7 1 0 –
Quelle: ARD/ZDF-Onlinestudie 2020
Insbesondere unter den 14- bis 29-Jährigen nahm zudem die Parallelnutzung
verschiedener Medienformen zuletzt deutlich zu: Während die parallele Nutzung
in dieser Altersgruppe 2015 bei 64 Minuten lag, erreichte diese 2020 rund zwei
Stunden pro Tag (Breunig et al. 2020). Eine qualitative Langzeitstudie von Röser
et al. (2019) zum Wandel der Mediennutzung führt dabei vor Augen, dass sich die
Verwendung eines Second Screens bei der Rezeption von Bewegtbildinhalten unab-
hängig von dem Alter der Befragten bereits zwischen 2008 und 2016 durchgesetzt
hat: Während der ›Fernsehabend‹ als strukturierendes Element im Alltag erhalten
blieb, wurde bereits 2016 in 75 Prozent der untersuchten Haushalte währenddessen
über einen zweiten Bildschirm kommuniziert, gespielt oder gesurft. Schon vor der
Digitalisierung ließen sich Ausprägungen der parallelen Mediennutzung beobach-
ten; mit der sich intensivierenden Konvergenz der Endgeräte vereinfacht sich die
Kombination unterschiedlich ausgerichteter Medienformen gleichwohl erheblich
– von Mikromedien zur Individualkommunikation (z.B. Instant Messaging) über
themen- oder personenzentrierte Mesomedien (z.B. Video-Blogs, Podcasts) bis hin
zu massenmedialen Inhalten, die ein allgemeines Publikum adressieren.
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Tabelle 4: »Wo informieren Sie sich über das politische Geschehen?« (BRD, 2020, in Pro-
zent)









Öffentlich-rechtliche TV- oder Ra-
dioanbieter (auch online)
58 24 42 26
Zeitungen, Zeitschriften (auch
online)
24 44 28 28
Private TV- oder Radioanbieter
(auch online)
8 16 7 15
Social-Networking-Dienste 5 8 12 15
YouTube und andere Videoplatt-
formen
4 8 11 17
Quelle: ARD/ZDF-Langzeitstudie Massenkommunikation 2020
Die Diversifizierung bzw. Individualisierung der Medienrepertoires ist aller-
dings nicht mit einer vollumfänglichen Fragmentierung des Publikums in der Re-
zeption von Nachrichten- und Unterhaltungsangeboten verbunden. Einer derar-
tigen Zergliederung wirken nicht nur die Strukturierungsleistungen großer Platt-
formen entgegen, sondern ebenso die bis dato beobachtbaren Präferenzen der Me-
diennutzer*innen selbst, die sich neben Empfehlungen aus der eigenen Peergroup
zu einem Gutteil an Expert*innen und Influencer*innen ausrichten. Insbesondere
im Nachrichtenbereich lässt sich darüber hinaus eine Orientierung an den An-
geboten etablierter Medienmarken feststellen (Tabelle 4). Einerseits haben wir uns
heute insoweit weit entfernt von jener vielkritisiertenMedienkonfiguration des 20.
Jahrhunderts, in der wenige Medienanbieter für eine passive Mehrheit an Rezipi-
ent*innen das Programm definieren konnten. Die Digitalisierung führt aber ande-
rerseits keineswegs zu einem Bedeutungsverlust von Leitmedien oder massenhaft
rezipierten Inhalten schlechthin.
Pluralisierung der Öffentlichkeitsarenen
Mit der Diversifizierung und Flexibilisierung der Medienrepertoires gehen nicht
nur erweiterte Kommunikationsräume für Mediennutzer*innen, sondern auch
vielschichtige Rekonfigurationen in den Strukturen öffentlicher Kommunikation
einher, die seit der Anfangszeit des World Wide Webs immer wieder Anlass für
weitreichende Erwartungen geboten haben. Der Begriff ›Öffentlichkeit‹ zeichnet
sich dabei zunächst durch eine bemerkenswerte Unschärfe aus: Zum einen sug-
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geriert der Begriff in der deutschen Sprache eine Einheitlichkeit, die realiter nicht
erreicht werden kann: Angesichts der »Differenzierung und Individualisierung«
gibt es »keinen Zustand schrankenloser Öffentlichkeit«, sondern stets nur ein
Konglomerat aus Teilöffentlichkeiten, deren »Teilnehmer und Inhalte erheblich
variieren« (Merten/Westerbarkey 1994: 91). Zum anderen tritt Öffentlichkeit als
eine Seite der Unterscheidung von ›privat‹ und ›öffentlich‹ in Erscheinung, die seit
dem 19. Jahrhundert mit jeder neuen Medientechnik eine Rejustierung erfahren
hat: Nicht zufällig liefertenWarren/Brandeis (1890) angesichts der Etablierung von
Presseprodukten eine erste juristische Definition von Privatheit. Ebenso wurden
der Hörfunk und das Fernsehen nachfolgend je nach Standpunkt als Bedrohung
für die bekannten Formen entweder von ›Privatheit‹ oder von ›Öffentlichkeit‹
angesehen (Schrape 2019b).
Mit der digitalen Transformation scheint sich nun sowohl die einspielte Dif-
ferenz zwischen ›privat‹ und ›öffentlich‹ als auch ›die Öffentlichkeit‹ als sinnvolle
Bezugsgröße in politischen und ökonomischen Kontexten aufzulösen. So vertritt
etwa Andreas Reckwitz die These, dass das Internet zu einer »Schwächung der all-
gemeinen Öffentlichkeit führt« und die Trennung von privat und öffentlich mit der
Digitalisierung in sich zusammenfällt:
»Die Differenzierung zwischen dem Persönlich-Privaten und dem Systemisch-
Allgemeinen kollabiert in der Spätmoderne […]; die Einzigartigkeit des Subjekts
hat dem Raum des Privaten und Persönlichen verlassen und tritt mit Hilfe der
digitalen Infrastruktur ins Licht der Öffentlichkeit eines globalen Publikums.«
(Reckwitz 2017: 254)
Bereits Ronald Hitzler (1985: 503) hat in dieser Hinsicht allerdings darauf hinge-
wiesen, dass sich ›privat‹ und ›öffentlich‹ in der Alltagserfahrung ohnehin nicht
»scharf gegeneinander abgrenzen« lassen, sondern wir uns eher in einem »Kon-
tinuum zwischen den beiden Extremen Privatheit und Öffentlichkeit« verorten.
Hitzer (1985: 506) plädiert daher dafür, ›Öffentlichkeit‹ nicht nur quantitativ, son-
dern auch qualitativ zu bestimmen: »Öffentlichkeit meint die Erfahrung weniger
des wechselseitigen Wahrnehmens als die des wechselseitigen Wahrgenommen-
Werdens.« Mit anderen Worten: Eine populäre Influencerin wird sich darüber be-
wusst sein, dass ihre Beiträge von vielen Followern rezipiert werden, und sich in
diesem Kommunikationszusammenhang in der öffentlichen Sphäre verorten. Teil-
habende an einer persönlichen Konversation über einen Instant-Messaging-Dienst
werden dagegen in aller Regel davon ausgehen, sich im privaten Raum zu bewegen.
Unter diesem Gesichtspunkt bleibt es auch in Zeiten der Medienkonvergenz
kaum instruktiv, von einem Zusammenfall privater und öffentlicher Sphären zu
sprechen oder von einem Zerfall der allgemeinen ›Öffentlichkeit‹ auszugehen –
denn beide Konzepte haben als Bezugsgrößen nicht an Bedeutung verloren. Wei-
terführender erscheint es, den aktuellen Wandel als eine Pluralisierung medial
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vermittelter Kommunikationssphären zu verstehen. Neben als persönlich-privat
empfundenen Konversationsräumen und semi-öffentlichen Kommunikationskon-
texten hat sich ein weites Spektrum an neuartigen Öffentlichkeitssphären heraus-
gebildet, die auf divergenten Medienformen basieren. Vor diesem Hintergrund
schlägt Mark Eisenegger (2021) mit Rekurs auf Anderson (2006) vor, die Digitali-
sierung der Öffentlichkeitsstrukturen entlang der Vorstellung einer »plattformba-
sierten Longtail-Öffentlichkeit« zu beschreiben, die durch einen shortheadmit »we-
nigen Anbietern von hoher Reichweite« und einen longtail mit »laufend an Quan-
tität zunehmenden Anbietern von nur geringer Reichweite« gekennzeichnet ist.
Der shorthead erfährt aus dieser Perspektive durch eine »Aufwertung der Digital-
prominenz gemäß Kriterien des Plattformprestiges« eine Erweiterung; im longtail
sinken die »Zugangsbarrieren zur Öffentlichkeit« und die »Einflusspotenziale für
Herausforderer vergrößern sich« (Eisenegger 2021: 27ff., 35f.).
Eine in der empirischen Analyse unmittelbar anwendbare Taxonomie internet-
zentrierter öffentlicher Kommunikationssphären haben Jan Schmidt (2013) sowie
Ines Lörcher und Monika Taddicken (2019) entwickelt. Schmidt (2013: 41) definiert
eine Öffentlichkeitsarena anknüpfend an Friedhelm Neidhardt (1994) als »spezifi-
sche Konstellation von Akteuren […], die auf Grundlage jeweils eigener Selektions-
und Präsentationsregeln sowie spezifischer Software-Architektur Informationen
bereitstellen«. Orientiert an diesen Überlegungen lassen sich in erster Annäherung
sieben Öffentlichkeitsarenen unterscheiden, die sich in ihren Reichweiten und In-











































































Quelle: Lörcher und Taddicken 2019; Schmidt 2013 (modifiziert, *ergänzt durch Autor)
• Die massenmediale Arena umfasst journalistische und publizistische Angebote
aus dem Informations- und Unterhaltungsbereich, die ein anonymes Millio-
nenpublikum adressieren. Die Inklusion von Inhalten richtet sich an ihrer an-
tizipierten allgemeinen Relevanz sowie an etablierten Auswahlkriterien aus.
Die Zugangshürden sind angesichts professioneller Standards sowie organisa-
tionaler Gatekeeping-Positionen hoch.
• DerWerbe- undOrganisationsarena lassen sich die Selbstbeschreibungen von Un-
ternehmen, Parteien, Stiftungen und anderen korporativen Akteuren zuord-
nen, die mit ihren Online-Auftritten und Werbeschaltungen ebenfalls ein di-
sperses Publikum ansprechen. Die verbreiteten Inhalte richten sich an unter-
nehmerischen Interessen aus. Interaktionsmöglichkeiten werden meist nur in
kontrollierter Form eröffnet, so etwa über die eigenen Social-Media-Präsenzen
oder im Rahmen von Crowdsourcing-Aktivitäten.
• In der hier ergänzten Influencer-Arena werden die Kanäle von Video-, Bild- und
Text-Blogger*innen verortet, die als Multiplikatoren eine große following public
erreichen und daher auch für dieWerbewirtschaft interessant sind. Ihre Inhal-
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te fokussieren oft auf die eigene Person oder auf einen benennbaren Themen-
bereich (z.B. Gaming, Mode). Die Hürden für den Betrieb eines Kanals sind
niedrig; dennoch bleibt es auch im Social Web voraussetzungsreich, regelmä-
ßig eine hohe Sichtbarkeit zu erreichen.
• Die Expertenarena benennt thematisch fokussierter Kommunikationszusam-
menhänge, in denen sich die Genese von Inhalten intersubjektiv nachvollziehen
lässt. Lörcher und Taddicken nennen als Beispiel hierfür Diskurse in Fachjour-
nalen, die sich durch hohe Zugangshürden auszeichnen. In diese Kategorie
fällt aber auch die Kommunikation in digitalen Projektkontexten (z.B. in
Open-Source-Communities), die ab einem gewissen Verfestigungsgrad ebenso
durch hohe epistemische Partizipationshürden geprägt ist.
• Diemassenmedial-induzierteDiskussionsarenawird vonKommunikationsverläufen
auf Social-Media-Plattformen bestimmt, die durch massenmediale Nach-
richten- und Unterhaltungsangebote angestoßen werden. Die Zugangshürden
sind niedrig; die Inhalte richten sich an individuellen Relevanzkriterien
aus. Sofern die dortigen Meinungsbeiträge nicht von prominenten Personen
getätigt werden, bleibt ihre Reichweite beschränkt.
• Auch die allgemeine Diskussionsarena, in der Standpunkte zu situativ als rele-
vant empfundenenThemenstellungen eingebracht werden, zeichnet sich durch
ein hohes Maß an Interaktion und überaus niedrige Zugangshürden aus. Die
meisten Stellungnahmen Inhalte erlangen keine weitergehende Sichtbarkeit.
Punktuell kann es durch eine Vernetzung der Beiträge gelingen, Prozesse des
Bottom-up-Agenda-Settings anzustoßen.
• Die persönliche Arena schließlich ist in ihrer Reichweite auf eigene soziale Netz-
werke wie etwa Bekanntenkreise auf Social-Media-Plattformen beschränkt und
richtet sich an persönlichen Prioritäten aus und ist in der Präsentation auf Au-
thentizität ausgelegt. Sie deckt sich indes nichtmit als privat eingestuften Kon-
versationszusammenhängen, sondern lässt sich als semiöffentlich empfunde-
ne Kommunikationssphäre beschreiben, in der die Erfahrung des wechselsei-
tigen Wahrgenommen-Werdens im Vordergrund steht.
Eine solcher keineswegs abgeschlossener taxonomischer Überblick führt vor Au-
gen, dass sich ›Öffentlichkeit‹ auch im Internet als ein weitverzweigter Verknüp-
fungszusammenhang verschiedenartiger Arenen öffentlicher Kommunikation ver-
stehen lässt. Die Basisdefinition, die JürgenHabermas (1992: 436, 452) vor 30 Jahren
zu Protokoll gab, hat in ihrem Grundsatz insoweit auch in der digitalisierten Ge-
sellschaft nicht an Gültigkeit verloren:
»Die Öffentlichkeit läßt sich am ehesten als ein Netzwerk für die Kommunikation
von InhaltenundStellungnahmen, also vonMeinungen, beschreiben […]. Sie stellt
ein hochkomplexes Netzwerk dar, das sich räumlich in eine Vielzahl von überlap-
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penden […] Arenen verzweigt; das sich sachlich nach funktionalen Gesichtspunk-
ten, Themenschwerpunkten, Politikbereichen usw. in mehr oder weniger spezia-
lisierte […] Öffentlichkeiten […] gliedert; und das sich nach Kommunikationsdich-
te, Organisationskomplexität undReichweite nach Ebenen differenziert […].« (Ha-
bermas 1992: 436, 452)
Aushandlung von öffentlicher Sichtbarkeit
Durch die Digitalisierung der gesellschaftlichen Kommunikationsstrukturen
erfahren die Konstitutionsmöglichkeiten für spezialisierte Teilöffentlichkeiten,
das Spektrum der Öffentlichkeitsarenen sowie deren Interaktionen allerdings
eine substanzielle Veränderung bzw. Erweiterung. Auf der einen Seite sind mit
diesem Wandel neue Spielräume für zivilgesellschaftliche Agenda-Setting-Dyna-
miken verknüpft, da die Digitalisierung zumindest vorderhand lange kritisierten
Ungleichgewichten im Nachrichtenbereich entgegensteuert. Das betrifft sowohl
die Frage, wer als Autor*in oder Meinungsmacher*in auftreten kann, als auch
die Frage, welchen Themen überhaupt Nachrichtenwert zugesprochen wird und
welche Ereignisse keine Reflexion erfahren. Beide Engführungen werden mit
der Plattformisierung der öffentlichen Kommunikation bis zu einem gewissen
Grad aufgebrochen: Jeder Onliner kann im Internet seine Meinung artikulieren
und jedwedes Thema kann im Grundsatz an dem Spiel um öffentliche Relevanz
partizipieren. Zudem lassen sich Lücken und Fehler in der Berichterstattung heute
unmittelbarer benennen, als das im 20. Jahrhundert der Fall war.
Auf der anderen Seite geht mit der Pluralisierung der öffentlichen Kommuni-
kation aber auch ein wachsender Selektionsdruck einher, der zum einen durch au-
tomatisierte Strukturierungsleistungen auf digitalen Plattformen und zum ande-
ren durch klassische sowie neuartige publizistische Angebote adressiert wird. In
dieser Hinsicht vermutete bereits Siegfried Weischenberg (1995: 552), dass sich in
Zeiten nahezu unbegrenzter »Verfügbarkeit von Informationen« vielfältige »Pro-
bleme der Zugänglichkeit« stellen, die sich primär durch die »Erschließung, Auf-
bereitung, Organisation und Präsentation zunächst undimensionierter Daten und
Fakten […] durch kompetente Kommunikatoren« auflösen lassen. Auch die Diskus-
sionen um online-zentrierte Desinformationskampagnen weisen darauf hin, dass
sich diese journalistischen Synthetisierungsleistungen bis auf Weiteres nicht voll-
auf technisch überbrücken lassen, obgleich diese heute auch auf algorithmischen
Ordnungsleistungen aufbauen (Loosen/Scholl 2017). Ferner wird mit Blick auf er-
folgreiche zivilgesellschaftliche Agenda-Setting-Dynamiken deutlich, dass in der
Herstellung öffentlicher Sichtbarkeit nach wie vor Selektionsschwellen bestehen, de-
ren Überwindung jenseits des Zufalls eine intendierte Erarbeitung von Aufmerk-
samkeit voraussetzt (Mölders 2019). Das zeigt sich auch an dem Beispiel der Kli-
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mabewegung Fridays for Future, die 2018 in den Bereich öffentlicher Sichtbarkeit
getreten ist und seitdem nicht nur vielschichtige interne Koordinationsstrukturen,
sondern auch sehr zielbewusste Formen der Außenkommunikation entwickelt hat,
welche die gesamte Klaviatur erprobter Protest-PR ausspielen (Haunss/Sommer
2020).
In einer Gesellschaft, die durch fast unbegrenzte Optionen zur Informations-
gewinnung und ubiquitäre Konnektivität gekennzeichnet ist, bleiben in der öf-
fentlichen Kommunikation mithin kumulative Muster der Komplexitätsreduktion
unentbehrlich (dazu schon: Simon 1971: 40ff.), mit denen individuelle, kollektive
und organisationale Akteur*innen auch rechnen (können). Die Betrachtungen zu
den Öffentlichkeitsarenen im Online-Bereich zeigen in diesem Zusammenhang
auf, dass die Auswahlmuster mit ihrer typischen Reichweite kontinuierlich spe-
zifischer werden: Während in kaum reglementierten Diskussionsarenen im So-
cial Web nahezu alle Themen eingebracht werden können, die aus individueller
Sicht relevant erscheinen, müssen für deren Integration in Öffentlichkeitsarenen
mit höherer Reichweite enger gefasste Auswahlkriterien erfüllt werden. Zweifels-
ohne lassen sich immer wieder prägnante Beispiele für Hashtag-Dynamiken oder
Social-Media-Beiträge finden, die einThema auf den ersten Blick relativ unvermit-
telt in den Bereich der allgemeinen Aufmerksamkeit katapultieren. Gerade aber
weil die Digitalisierung mit zuvor ungekannten individuellen und kollektiven Arti-
kulationsmöglichkeiten einhergeht, erfahren Verfahren zur kognitiven Reduktion
der Fülle an Inhalten eine hervorgehobene Relevanz.
Vor diesem Hintergrund erscheint es mir im Sinne einer orientierenden Heu-
ristik weiterhin sachdienlich, die Aushandlung öffentlicher Sichtbarkeit ausgehend
von der Basisdefinition von Habermas (1992) als graduellen Mehrebenenprozess zu
konzeptualisieren, wie das u.a. auch Elisabeth Klaus (2017) und Mark Eisenegger
(2021) vorschlagen. Otfried Jarren (2019) hat allerdings zu Recht darauf hingewie-
sen, dass einMehrebenenmodell öffentlicher Kommunikation sowohl mit Blick auf
die Eigenheiten digitaler Plattformen als auch mit Blick auf die intensivierten Aus-
tauschbeziehungen zwischen den Arenen eine Spezifizierung erfahren sollte. In ei-
nem solchen Übersichtsmodell, das diese Verknüpfungszusammenhänge ähnlich
einer Landkarte auf ein verarbeitbares Maß herunterbrechen will, lassen sich drei
grundsätzliche Ebenen von Öffentlichkeit unterscheiden: Die Ebene der situati-
ven öffentlichen Kommunikation, die Ebene der themenzentrierten öffentlichen
Kommunikation in arrangierten Zusammenhängen und die Ebene der übergrei-
fenden gesellschaftlichen ›Öffentlichkeit‹ als Bezugsgrundlage in der allgemeinen
Kommunikation (Abbildung 1).
In der situativen öffentlichen Kommunikation treten Kommunikationspartner*in-
nen mit heterogenen Hintergründen auf der Basis der jeweils gegebenen sozio-
technischen Infrastrukturen mehr oder minder ungeplant miteinander in Inter-
aktion. In der klassischen Literatur werden als Beispiele dafür Gespräche in öf-
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Abbildung 1: Ebenen öffentlicher Kommunikation
Quelle: Eigene Überlegungen
fentlichen Verkehrsmitteln oder in Kneipen und Bars genannt – also eher zufällige
Kommunikationsprozesse, die durch die infrastrukturellen Rahmungen deutlich
mitgeprägt werden. Im Online-Bereich lassen sich diesbezüglich u.a. volatile Aus-
tauschdynamiken auf Facebook, Twitter oder Instagram aufführen, die sich durch
soziale Offenheit auszeichnen und durch die ermöglichenden sowie strukturie-
renden Eigenheiten der genutzten Plattformen mitbestimmt werden. Im Unter-
schied zu Face-to-Face-Interaktionen kann es durch die veränderten infrastruktu-
rellen Prämissen rascher zu basalen Verknüpfungen kommen (z.B. über Hashtags).
Ohne weitergehende soziale Koordinierungsleistungen bleibt eine momentüber-
dauernde Verfestigung jedoch unwahrscheinlich. Da die dort verhandelten Inhalte
allerdings sichtbarer sind als in weniger technisierten Kontexten, kann in stabile-
ren Kommunikationszusammenhängen (z.B. in der journalistischen Berichterstat-
tung) umstandsloser daran angeschlossen werden (Bruns 2018).
Demgegenüber zeichnen sich Ausprägungen der themenzentrierten öffentlichen
Kommunikation durch einen deutlich höheren Grad an Organisiertheit, Regelungs-
dichte und kommunikativer Asymmetrie aus. Als einschlägige Beispiele hierfür
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gelten öffentliche Veranstaltungen, die über eindeutige Sprecher- und Publikums-
rollen verfügen, sich an einem strukturgebendenThema ausrichten und von einem
benennbaren Personenkreis durchgeführt werden. Darüber hinaus lassen sich on-
line wie offline sämtliche Formen von arrangierten Kommunikationszusammen-
hängen auf dieser Ebene verorten, die sich durch einen koordinierenden Kern und
eine klare thematische Ausrichtung auszeichnen. Solche arrangierten Kommuni-
kationszusammenhänge schälen sich mit der Zeit aus situativen Diskussionsdy-
namiken heraus, die heute oft auf digitalen Plattformen stattfinden. Sie bilden
mit der Zeit aber eigene Koordinationsstrukturen aus, die sie unabhängiger von
den Eigenheiten spezifischer Plattformen machen, und verfolgen ausgearbeitete
Kommunikations- und Öffentlichkeitsstrategien. Auch politische Protestzusam-
menhänge, die überdauernde Relevanz erfahren, verfestigen sich nicht vorausset-
zungsfrei, sondern entlang benennbarer thematischer und organisationaler Be-
zugspunkte. Das zeigt sich am Beispiel von fokussierten Bewegungen wie Fridays
for Future, das zeigt sich aber auch in den Stabilisations- bzw. Zerfallsdynamiken
rechts-populistischer Initiativen wie Querdenken 711 oder PEGIDA.
Angesichts der Vielzahl an Öffentlichkeitsarenen und Kommunikationszusam-
menhängen bleiben freilich auch in der digitalisierten Gesellschaft Synthetisie-
rungsinstanzen relevant, die auf der Ebene einer übergreifenden gesellschaftlichen Öf-
fentlichkeit regelmäßig eine komplexitätsreduzierte Fassung der gerade ablaufen-
den Dynamiken herstellen. Im 20. Jahrhundert wurde diese Aufgabe primär den
traditionellen Massenmedien – also großen Rundfunkanbietern und Zeitungshäu-
sern – zugeschrieben. Inzwischen nehmen große Medienmarken diese Rolle un-
abhängig von den jeweiligen Verbreitungskanälen ein. Solche reichweitenstarken
Angebote schaffen kontinuierlich eine rasch überblickbare Orientierungsgrundla-
ge, indem sie entlang journalistischer Leitlinien und sozial kristallisierter Kriteri-
en (z.B. Konflikt, Quantität, Alltagsrelevanz) aus der Fülle an flottierenden Inhal-
ten jene Themen selegieren, die übergreifend relevant erscheinen (Grosser et al.
2016). Das Resultat dieser Selektionsleistungen ist eine hochgradig komplexitäts-
reduzierte Gegenwartsbeschreibung, die fortlaufend Themen und Sichtweisen aus
dem allgemeinen öffentlichen Diskurs ausschließt. Dies ändert aber nichts an dem
Bedarf für eine schnell erfassbare allgemeine Bezugsgrundlage in einer polykon-
texturalen Gesellschaft, an der sich unspezifische Kommunikations- und politische
Entscheidungsprozesse orientieren können.
Damit ist weder gesagt, dass eine einheitliche Öffentlichkeit vorläge, noch dass
es nichtmöglichwäre, sich vonmassenmedialen Beschreibungen abzusetzen.Den-
noch kristallisieren sich beständig übergreifend bekannte kommunikative Objekte
heraus, die selbst im Falle ihrer Ablehnung als Bezugspunkte dienen – auch in
Kommunikationszusammenhängen, in denen (z.B. entlang der Vokabel ›Lügen-
presse‹) die massenmediale Berichterstattung angezweifelt wird. Niklas Luhmann
(1998: 190ff.) hat in diesem Zusammenhang gleichwohl früh darauf hingewiesen,
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dass diese Funktion nicht an spezifische Medienorganisationen gekoppelt ist, son-
dern generaliter an intermediäre Instanzen, die mit einer inhaltlichen Einheit re-
gelmäßig ein großes Publikum erreichen. Insoweit bleibt es durchaus denkbar,
dass künftig neue Knotenpunkte massenhafter Aufmerksamkeit an Bedeutung ge-
winnen, die auch auf automatisierten Auswahlleistungen gründen.
›Öffentlichkeit‹ lässt sich in der digitalisierten Gesellschaft dementsprechend
nach wie vor als ein weitverzweigtes Netzwerk ineinander verschränkter Kommu-
nikationsarenen beschreiben, das sich analytisch nach Kommunikationsdichte und
Reichweite inmehrere Ebenen ausdifferenzieren lässt.Die hier skizzierte Systema-
tik unterscheidet in diesem Sinne mit der situativen öffentlichen Kommunikation,
der themenzentrierten öffentlichen Kommunikation und der übergreifenden ge-
sellschaftlichen ›Öffentlichkeit‹ drei grundsätzliche Ebenen von Öffentlichkeit, die
jedoch nicht in einem rein hierarchischen Verhältnis zueinanderstehen, sondern
durch multiple Interaktionen geprägt sind (Curran/Hesmondhalgh 2019). Mit die-
ser intensivierten Austauschprozessen gehen für neue Sichtweisen und Inhalte al-
lerdings nicht zwangsläufig auch erhöhte Integrationschancen in die übergreifen-
de Öffentlichkeit einher. Da die Menge an potenziell sichtbaren Inhalten bestän-
dig zunimmt und sich die kognitiven Kapazitäten nicht gleichermaßen erweitern,
sinkt für jede inhaltliche Einheit vielmehr die Wahrscheinlichkeit, aufzufallen und
allgemeine Resonanz zu erfahren.
Um jenseits des Zufalls aus einer kommunikativen Nische heraustreten zu kön-
nen, bleibt folglich eine koordinierte Erarbeitung von Aufmerksamkeit notwen-
dig (Mölders/Schrape 2019): Es macht einen Unterschied, ob Impulse ohne Ab-
stimmung in der situativen Kommunikation artikuliert oder in themenzentrierten
Kommunikationszusammenhängen kollektive Kommunikationsstrategien umge-
setzt werden. Es macht einen Unterschied, in welcher Intensität kollektive Forma-
tionen undOrganisationen durch planvolle Publikationsweisen nach einer Integra-
tion ihrer Inhalte und Positionen in die allgemeine massenmedialen Berichterstat-
tung streben. Und es macht einen Unterschied, inwieweit dabei die sowohl algo-
rithmischen Logiken digitaler Plattformen als auch die Selektionskriterien journa-
listischer Angebote reflektiert werden.
Die Aushandlung öffentlicher Sichtbarkeit beruht heute insofern noch einmal
eindeutiger als zuvor auf einem Zusammenspiel von sozialen und technischen
Strukturierungsleistungen, das nach Kommunikationsdichte und Reichweite va-
riiert: Während sich die Austauschdynamiken auf der Ebene der situativen Kom-
munikation zu einem Gutteil durch die ermöglichenden und kanalisierenden Ei-
genheiten der genutzten Plattformen geprägt werden, bilden sich in themenzen-
trierten Kommunikationszusammenhängen mit der Zeit distinkte eigene Koor-
dinationsstrukturen und institutionelle Muster heraus, die sie unabhängiger von
spezifischen Infrastrukturen machen. Auf der Ebene der übergreifenden gesell-
schaftlichen ›Öffentlichkeit‹ hingegen stehen sozial kristallisierte Auswahlkriterien
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im Vordergrund, auf deren Basis Themen selegiert werden, die sich durch allge-
meine Anschlussfähigkeit auszeichnen – so etwa Konflikte, Krisen und Skandale.
Selbst wenn diese Auswahlleistungen in der Zukunft zunehmend durch intelligente
informationstechnische Systeme erbracht werden sollten, bleiben die dahinterlie-
genden Selektionsmuster letztlich ein Gegenstand distribuierter gesellschaftlicher
Aushandlung: Über fast nichts wird in modernen Gesellschaften mehr diskutiert
als über die Weise, wie die täglichen Nachrichten zustande kommen – das gilt für
die letzten und vermutlich auch für die kommenden 150 Jahre.
Bilanz: Pluralisierung und Synthetisierung
Die Strukturen der öffentlichen Kommunikation erfahren mit der Digitalisierung
eine substanzielle Neuordnung, die sich allerdings weniger als revolutionsartiger
Bruch, sondern eher als inkrementeller Transformationsprozess verstehen lässt,
der durch das vielschichtige Ineinanderwirken eingespielter und neuartiger Medi-
enformen geprägt ist. Dabei lassen sich folgende Veränderungsdynamiken heraus-
stellen, die zusammengenommen dafürsprechen, die öffentliche Kommunikation
in der digitalisierten Gesellschaft nach wie vor als einen Mehrebenenprozess zu
beschreiben, der nun allerdings durch die ermöglichenden und strukturierenden
Eigenheiten digitaler Plattformen mitgeprägt wird:
• Die Prozesse derMediendiffusion undMedienrezeption unterliegen imNachrichten-
wie Unterhaltungsbereich einer zunehmenden Plattformisierung, die mit ei-
ner Entflechtung und Neubündelung medienökonomischer Konstellationen
verbunden ist. Damit ist zum einen eine Flexibilisierung der Mediennutzung
verbunden; zum anderen werden angesichts der Allverfügbarkeit medialer
Inhalte informationstechnische Ordnungsleistungen unabdingbar. Vor diesem
Hintergrund erlangen dominante plattformbetreibende Unternehmen eine
Definitions- und Strukturierungsmacht, die mit klassischen Ausprägungen
der Medienkonzentration nicht mehr vergleichbar ist.
• Die persönlichen Kommunikations- und Medienrepertoires durchlaufen eine Diver-
sifizierung nicht nur mit Blick auf die verwendeten Medienkanäle, sondern
auch hinsichtlich der kontextspezifischen Kombination unterschiedlicher
Plattformstrukturen und -funktionen. Einerseits eröffnet die Digitalisierung
auf diese Weise das Potenzial für eine nahezu schrankenlose Personalisierung
alltäglicher Informations- und Kommunikationsroutinen. Andererseits richtet
sich das Gros der Nutzenden nicht nur an den Kuratierungen ihrer favorisier-
ten Plattformen aus, sondern greift insbesondere im Nachrichtenabruf nach
wie vor primär auf etablierte Medienmarken zurück.
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• Das Spektrum der Arenen öffentlicher Kommunikation hat mit der zunehmen-
den informationstechnischen Durchdringung der Gesellschaft eine Pluralisie-
rung erfahren. Diese Öffentlichkeitsarenen unterscheiden sich eindeutig von
in der Alltagswahrnehmung als privat eingestuften Kommunikationssphären
und heben sich durch unterschiedliche Interaktionsmöglichkeiten und Reich-
weiten voneinander ab. Neben den auch im Online-Bereich reichweitenstarken
Organisations- und Expertenarenen sowie der massenmedialen Arena, sie sich
durch strenge Relevanzkriterien kennzeichnen, hat sich das Spektrum an nied-
rigschwelligen Diskussions- und Selbstdarstellungsarenen erheblich erweitert.
• Die Aushandlung öffentlicher Sichtbarkeit lässt sich in der digitalisierten Gesell-
schaft noch einmal expliziter als ein soziotechnischer Prozess beschreiben, in
demdivergente Ebenen der öffentlichenKommunikation vielgerichtet ineinan-
derwirken. Dynamiken auf der Ebene der situativen Kommunikation richten
sich dabei in einemhohenMaße an den Eigenheiten der genutzten Plattformen
aus,während der Austausch und dieHerstellung von Aufmerksamkeit in arran-
gierten Kommunikationszusammenhängen auf einem Zusammenspiel sozia-
ler und technischer Strukturierungsleistungen fußt. Auf der Ebene der über-
greifenden gesellschaftlichen ›Öffentlichkeit‹ herrschen sozial ausgehandelte
Auswahlmuster vor, entlang derer allgemein anschlussfähige Inhalte identifi-
ziert werden.
Auf der einen Seite haben sich mit der fortscheitenden Digitalisierung insofern
die Möglichkeitsräume für persönliche Interaktionen und den öffentlichen Aus-
tausch spürbar ausgeweitet. Damit gehen nicht nur, wie hier diskutiert, erweiter-
te Artikulations- und Diffusionschancen sowie veränderte Dynamiken in der Aus-
handlung öffentlicher Sichtbarkeit einher, sondern auch neuartige Potentiale zur
individuellen Selbstdarstellung: Bereits Erving Goffman (1956) stellte dieThese auf,
dass Individuen in dermodernen Gesellschaft existenziell danach streben, eine un-
verwechselbare Identität aufzubauen und ihr Außenbild möglichst umfassend zu
kontrollieren. Genau hierfür bieten Plattformen wie YouTube und Instagram heu-
te die passgenauen soziotechnischen Korrelate – insbesondere, wenn andere Foren
zur Selbstdarstellung (wie in der COVID-19-Pandemie) in den Hintergrund treten.
Auf der anderen Seite erhöht sich mit den erweiterten Möglichkeiten zur in-
dividuellen Artikulation, der Heterogenität der Öffentlichkeitsarenen und den in-
tensivierten Austauschprozessen jedoch gleichermaßen der Bedarf für leistungs-
fähige Verfahren der kumulativen Komplexitätsreduktion bzw. erwartungssiche-
re Synthetisierungsinstanzen, die entlang sozial kristallisierter Selektionskriteri-
en eine rasch erfassbare allgemeine Gegenwartsbeschreibung als Bezugsgrundlage
in der individuellen Wahrnehmung wie auch in kollektiven Kommunikations- und
Entscheidungsprozessen herstellen können. Es spricht nach dem gegenwärtigen
Stand der Beobachtung vieles dafür, diese Aufgabe weiterhin bei journalistischen
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Anbietern zu verorten. Ob die damit befassten Leistungsrollenträger*innen (Stich-
weh 2016) freilich auch künftig der vertrauten Vorstellung einer Journalistin oder
eines Journalisten entsprechen, welche technischen Hilfsmittel in das Zentrum ih-
rer Tätigkeit rücken und inwieweit die entsprechenden Selektions- und Synthe-
tisierungsprozesse eine algorithmische Automatisierung erfahren werden, bleibt
eine offene empirische Frage.
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Reallabore
Simulierte Experimente – Simulierte Demokratie?
Stefan Böschen, Julia Backhaus, Ana de la Varga, Stefan John, Gabriele Gramelsberger
Einleitung: Reallabore – schillernd real-irreal
Die Einrichtung von Reallaboren stellt in wissenspolitischer Hinsicht die bisher
ambitionierteste Form der Expansion von Praktiken des Experimentierens in Ge-
sellschaften dar. Solche Praktiken des Experimentierens weisen nicht nur inner-
halb derWissenschaft eine erstaunliche Vielfalt auf, sondern sindmehr noch in Ge-
genwartsgesellschaften geradezu allgegenwärtig (Krohn 2007; Böschen et al. 2017).
Unter den Vorzeichen einer ›Großen Transformation‹ wird der Einrichtung von Re-
allaboren eine besondere Bedeutung beigemessen. Transformative Prozesse stel-
len hochgradig experimentelle Prozesse dar und somit können Reallabore trans-
formativer Forschung einen stabilen Rahmen geben. In Reallaboren (Wanner et al.
2018; Engels et al. 2019) sollen Akteur*innen verschiedener Akteurskreise, insbe-
sondere Wissenschaft und Zivilgesellschaft, aber ebenso Politik und Wirtschaft,
kooperieren (Compagnucci et al. 2021), um experimentell neue Ansätze nachhalti-
gen Handelns hervorzubringen und so Transformationsprozesse zu gestalten. Zu-
gleich stellen sich, nimmt man die bisherigen Erfahrungen in Reallaboren unter
die Lupe, schwierige Fragen in zwei Richtungen:
Der erste Fragenkomplex betrifft die Wissensproduktion. Es ist unzweifelhaft,
dass bei der Forschung in Reallaboren dieWissensproduktion transdisziplinär aus-
gerichtet ist, da eine Vielzahl unterschiedlicher Akteur*innen das Spielfeld der
Wissensproduktion bevölkern (Schäpke et al. 2018; Defila und Di Guilio 2019; Par-
odi und Beecroft 2021). Wenn aber viele mitwirken, dann stellt sich die Frage, wie
man die Qualität von Wissen sicherstellen, es also mit Merkmalen epistemischer
Qualität versehen kann. Typischerweise verweist man dabei insbesondere auf Pro-
zessmerkmale (Bergmann et al. 2010, 2021; Wanner et al. 2018). Aber ist das hin-
reichend? Betrachtet man die verschiedenen Varianten von Wissensproduktion in
Reallaboren, dann drängt sich der Eindruck auf, dass das Hervorbringen von Wis-
sen sich auf sehr heterogene Gegenstände bezieht. Es unterliegt einer Vielzahl von
Einschränkungen, insbesondere der situativ-kontextuellen Einbettung, und wird
zugleich nicht mehr ausschließlich von Expert*innen autorisiert. Betrachtet man
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diese Spannungsfelder, dann lässt sich pointiert die Frage stellen: Wird in Realla-
boren die experimentelle Produktion von Wissen simuliert?
Die zweite Fragerichtung betrifft die demokratische Ordnung in solchen Real-
laboren. Nun werden bisher Reallabore vor allem im Rahmen von Projektförderun-
gen aufgesetzt. Das können Forschungsförderungen der öffentlichen Hand sein
(MWK 2013; BMWi 2019), oder Projekte, bei denen Unternehmen eine Innovati-
on einem lebensweltlichen Test aussetzen (von Hippel 2005; Hyysalo et al. 2016).
Auch sind es oftmals Kommunen, die entsprechende Projekte aufsetzen (Engels
undWalz 2018). Es ist in vielen dieser Fälle auffallend, dass, obgleich Reallabore ei-
nen Eingriff in den zivilgesellschaftlichenNahraumdarstellen, die demokratischen
Grundlagen in den meisten Fällen nur begrenzt reflektiert werden. Das ist umso
bemerkenswerter, als viele dieser Initiativen sich unter dem Banner der Auswei-
tung von Partizipation bilden.Weniger bemerkenswert ist es, wenn man den Blick
darauf lenkt, dass in vielen Reallaboren eine instrumentalistische Agenda entfaltet
wird (Engels et al. 2019). Solche Überformungen, wie sie in der Tat für Wissensge-
sellschaften typisch zu sein scheinen, wurden schon analysiert und kritisiert (Bo-
gner 2010). Vor diesem Hintergrund stellt sich die Frage umso dringlicher: Wird
trotz anderslautender Vorzeichen in Reallaboren Demokratie simuliert?
Reallabore sind, im Lichte der beiden Vermutungen, eine Forschungsinfra-
struktur mit einem hoffnungsfroh gestimmten Anfang, aber einer vielschichtig of-
fenen Zukunft. Hoffnungsfroh stimmt, dass ganz unterschiedliche gesellschaftli-
che Probleme zum Gegenstand gemacht und auf diese Weise die Synchronisation
zwischen wissenschaftlich-technologischer Entwicklung und sozialem Raum, in
dem diese Entwicklung gestaltend wirksam werden soll, zu verbessern. Das Spek-
trum an Problemen reicht von Nutzungsfragen einzelner Produkte oder Services
(Schuurman und Protic 2018), über die Gestaltung von sozio-technischen Räu-
men (man denke an ambient assisted living; Pallot et al. 2010) und Infrastruktu-
ren (etwa e-Mobilität; Engels et al. 2019) bis hin zu Nachhaltigkeitstransforma-
tionen (Quartier Zukunft 2020). Erstaunlich viele Projekte, die sich als Reallabo-
re verstehen, behandeln Problemstellungen im Feld der Digitalisierung, sei es als
Mensch-Computer-Interaktion, als Mensch-Roboter-Interaktion oder dann wei-
tergehend die ›Smartifizierung‹ von Räumen des Alltags, seien dies Wohnungen,
Häuser, Quartiere oder Infrastrukturen (Alavi et al. 2020).
Hierbei greifen nun nicht nurThemen der digitalen Ausstattung und Transfor-
mation von (technischen) Objekten, sondern zugleich auch solche der öffentlichen
Kommunikation. Es sind ja ganz unterschiedliche Akteur*innen, die, lokal oder
regional verbunden, sich über Gestaltungsfragen verständigen (müssen). Die For-
mierung von Reallaboren findet in einem Feld statt, das oftmals nur mit Mühe
aus dem öffentlich-politischen Raum herauszudefinieren ist. Das bedeutet nicht
notwendigerweise, dass alle Reallabore öffentlich-politische Einrichtungen sind.
Vielmehr weisen die darin verhandelten Fragen vielfach das Potenzial auf, die kol-
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lektive Ordnung zu verändern. Entsprechend prekär sind die Grenzbildungen in
Reallaboren, selbst wenn sie als ›rein‹ industriebezogene Forschungsinfrastruktu-
ren aufgesetzt wurden. Dies bedeutet, dass nicht allein die funktionale Relevanz
der in Reallaboren erforschten Gegenstände im Blick steht, sondern zugleich auch
politische Fragen. Diese dürften umso bedeutsamer werden, wenn die in einem
Reallabor verhandelten Fragen die Lebenswirklichkeit der Menschen vor Ort ver-
ändern. Denn dann steigt die Legitimationspflicht. Zugleich werden Kommuni-
kationen in Reallaboren durch den beobachtbaren »digitalen Strukturwandel der
Öffentlichkeit« (Eisenegger et al. 2020) erschwert. Kanäle und Formen der Kommu-
nikation verändern sich und unzutreffende Erzählungen, die als »Verschwörungs-
theorien« unnötig geadelt werden, greifen leichter um sich (Allgaier 2019) – und
erschweren öffentlich-politische Verständigung.
Vor diesem Hintergrund macht dieser Aufsatz vier argumentative Schritte. In
einem ersten Schritt sollen knapp eine Reihe von aktuellen Entwicklungen aus dem
Kontext von Reallaboren referiert werden, um einige Besonderheiten und Erwar-
tungen an diese Forschungsinfrastruktur herauszuarbeiten. Dabei fällt auf, dass
gerade das Feld der Digitalisierung vielfach Gegenstand von Reallaboren ist. In ei-
nem zweiten Schritt soll auf das Problem experimenteller Wissensproduktion in
Reallaboren eingegangen werden. Wie lässt sich diese verstehen – und was zeigt
sich hier an Schwierigkeiten? In einem dritten Schritt wird der Blick auf die in
Reallaboren auftretenden demokratietheoretischen Herausforderungen gerichtet.
Dabei vertreten wir die These, dass Formen simulativer Demokratie in dem Ma-
ße vermieden werden können, in dem neben dem politischen Können bei unzu-
reichend strukturierten Problemen auch die beiden Dimensionen des politischen
Wollens und Sollens zum Tragen kommen (Böschen und Sigwart 2020). Abschlie-
ßend wird dafür argumentiert, dass die Idee der Reallabore ein Stück weit vor
ihren Befürworter*innen beschützt werden muss, weil der Begriff des Labors und
des Experiments dabei überdehnt wird. Und anders herum: die Idee ist auch vor
Ihren Verächter*innen in Schutz nehmen, die einen viel zu strengen Maßstab von
Experiment und Labor an die physisch existierenden Reallabore anlegen.
Schöne neue Welt von Reallaboren …
Ein Konzept, welches die jüngste Debatte zu transformativer und nachhaltigkeits-
orientierter Forschung prägt, ist das der Reallabore. Seit den ersten Ideen zu de-
ren Realisierung haben sich in der Zwischenzeit eine ganze Reihe von Initiativen
zur Förderung sowie auch ganz unterschiedliche konkrete Formen von Reallabo-
ren national und international etabliert (Evans und Karvonen 2014; Parodi et al.
2018; Wanner et al. 2018; Engels et al. 2019). Letztlich gehen mit diesem Kon-
zept eine Vielzahl unterschiedlicher Formen lokalen Experimentierens einher. Da-
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zu zählen etwa Living Labs, Urban Labs, Transition Experiments, Social Innovation
Labs und viele andere (Schäpke et al. 2018). Zwar mangelt es nicht an Versuchen,
die verschiedenen Formen analytisch voneinander zu trennen und zueinander zu
positionieren, jedoch ist dieser begriffliche Dschungel bisher noch nicht wirklich
durchdrungen, schon allein, weil die Vielfalt der sozialen und kulturellen Kontexte
von Reallaboren sehr hoch ist. Dessen ungeachtet besteht ein all diesen Aktivitä-
ten übergreifendes Bestimmungsmerkmal von Reallaboren darin, dass mit diesen
als gesellschaftlich relevant positionierte Probleme experimentell aufgegriffen und
mittels kollaborativen Handelns (Wissens-)Lösungen erarbeitet werden sollen. Da-
bei lassen sich ganz grob drei Gruppen von Reallaboren klassifizieren.
Da ist erstens die Gruppe von Reallaboren, die sich um einzelne Produkte,
Dienstleistungen oder anderweitig klar abgrenzbare Gegenstände gruppieren
(Hyysalo/Hakkarainen 2014; Liedtke et al. 2015). Solche Reallabore zeichnen sich
durch eine hohe Verdichtung der konkreten Forschungssituation und Spezifika-
tion von Fragestellungen aus, die im Rahmen des Reallabors behandelt werden
sollen. Wohl nicht zufällig wurden gerade im Feld von digitalen Technologien
eine Fülle von Reallaboren dieses Typs platziert. Alavi et al. (2020) haben eine in-
struktive Gruppierung dieses Typs von Reallaboren vorgeschlagen (vgl. Abbildung
1).
Reallabore 279
Abbildung 1: Comparing the five strands of living lab in terms of their methodological ad-
vantages, main limitations, as well as their distinguishing characteristics (basierend auf:
Alavi et al. 2020: 19)
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Die zweite Gruppe von Reallaboren konzentriert sich auf Aktivitäten aus dem
Feld raumgebundener Entwicklungen. Hier stehen insbesondere Quartiere oder
auch Städte im Blickpunkt (Reinermann und Behr 2017). Dieser Typus, der als Ur-
ban Transition Labs, Urban Labs oder City Labs (Scholl und de Kraker 2021) auch
mit ganz eigenständigen Bezeichnungen versehen wird, erhält eine exponierte Be-
deutung, weil die damit verbundenen experimentellen Praktiken nicht nur räum-
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lich klar zugeordnet sind, sondern zugleich über Planungsstäbe in Verwaltungen
hierarchische Handlungskoordination erleichtert wird, sowie über spezifische Mi-
lieus zivilgesellschaftlicher Akteur*innen neue Optionen eher ins Spiel gebracht
werden können (WBGU 2016; Evans und Karvonen 2014; Voytenko et al. 2016).
Der Wissenschaftlicher Beirat der Bundesregierung Globale Umweltveränderun-
gen (WBGU) ermutigte in seinem exponierten Transformationsgutachten die Ge-
meinden: »Kommunen sollten generell mehr Mut für ambitionierte Experimente
mit Signalwirkung aufbringen« (WBGU 2011: 316). In einem jüngeren Jahresgut-
achten plädiert der WBGU gar für die Idee von »50 globalen urbanen Reallabo-
ren auf 50 Jahre« (WGBU 2016: 36), um transformativer Forschung einen stabilen
Rahmen zu geben. In Reallaboren sollen Akteur*innen von Wissenschaft, Zivil-
gesellschaft, Politik und Wirtschaft kooperieren, um experimentell neue Ansätze
nachhaltigen Handelns hervorzubringen und so Beiträge für die Transformation
vor Ort zu gestalten.
Die dritte Gruppe behandelt Fragen der Nachhaltigkeitstransformation in un-
terschiedlichen Facetten. Auch wenn hierbei vielfach das Moment nah-räumlicher
Koordination (etwa in Quartieren) bedeutsam ist, so sind diese Aktivitäten ge-
rade nicht von einem spezifischen innovatorischen Willen geprägt, sondern ver-
suchen vielmehr einen Raum für vielfältiges experimentelles Erproben zu öffnen
(Quartier Zukunft 2020). Zugleich hat sich in diesem Feld der Nachhaltigkeits- und
Transformationsforschung ein reichhaltiger Reflexionsdiskurs etabliert. So zeich-
nen Schäpke et al. (2018) Reallabore durch fünf relevante Dimensionen aus, die sie
als Beitrag zu Transformationsprozessen, den Einsatz experimenteller Methoden,
die Orientierung an einem transdisziplinären Forschungsmodus, die Skalierbar-
keit und Transferierbarkeit von Ergebnissen sowie Lernen und Reflexivität bestim-
men. In anderen Arbeiten werden spezifische normative Wertungen noch stärker
akzentuiert, wie etwa die »normative Orientierung an Nachhaltigkeit« oder »zi-
vilgesellschaftliche Orientierung« (Beecroft und Parodi 2016: 7). Im Kern geht es
um die Ko-Produktion modellfähigen Gestaltungswissens, das mittels transdis-
ziplinärer Transformations- bzw. Nachhaltigkeitsforschung an einem festen Ort
erarbeitet wird, um konkrete, bisher schlecht definierte bzw. schlecht definierba-
re gesellschaftliche Probleme zu lösen. Gleichwohl bleiben solche Grundmerkma-
le von Transformations-Reallaboren zu unspezifisch, um damit umstandslos ihre
Charakteristik hinreichend beschreiben und zugleich von anderen Aktivitäten ab-
grenzen zu können.
Reallabore fungieren in dem in den unterschiedlichen Typen zum Ausdruck
kommenden Spektrum von experimentellen Praktiken gleichsam als innovations-
politische Schnittstelle, um praktische Herausforderungen der Entwicklung und
Umsetzung von Innovationen realweltlich adressieren zu können und darüber hin-
aus Fragen der »sozialen Robustheit« (Nowotny et al. 2001) von Innovationen zu
bearbeiten. Gleichwohl ist zu spezifizieren, was mit der sozialen Robustheit ge-
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meint ist. Reallabore stellen Orte der Wissensproduktion dar. Jedoch: Reallabore
erlauben zwar Wissensproduktion, sie sind aber ebenso Orte der Arbeit an Ord-
nungen. Engels et al. (2019) haben in ihrer aus der Science and Technology Stu-
dies (STS) motivierten Analyse ebenfalls das ko-produktive Moment herausgestellt
und die aus ihrer Sicht für Reallabore charakteristische Dimensionen als Span-
nungsverhältnisse angelegt, nämlich als »controlled experiments versus messy co-
creation: allowing society to ›speak back‹«, »testing emergent technologies versus
demonstrating viability: scrutinizing path-dependencies« und schließlich »unique
real-world setting versus scalable solutions: taking situatedness seriously« (Engels
et al. 2019: 8f.). In diesen Überlegungen erhält das Moment des Politischen eine
viel größere Rolle als bei solchen Ansätzen der Reallabor-Forschung, welche auf
ausgesuchte epistemische, ökologische, technische und soziale Praktiken in einer
transformativen oder transdisziplinären Grundorientierung fokussieren. Möchte
man also soziale Robustheit bestimmen, dann lässt sich dies an der Offenheit bzw.
Geschlossenheit des Settings für Kommunikationen jenseits des Könnens festma-
chen. Ist es möglich, politisches Wollen und Sollen zu artikulieren, also die Ge-
staltung oder eben nur eine bestimmte Form von ihr zu wollen, und auch zugleich
die Chance zu haben, die Maßstäbe der Bewertung innovatorischer Optionen mit
zu artikulieren (politisches Sollen)? Geschlossene Settings sind in der Regel nur
dann sozial robust, wenn die entsprechenden institutionellen Rahmenbedingun-
gen dafür vorliegen, beispielsweise in Form von Planungsprozeduren.1 Aber das
Schließen findet immer stärker unter Öffnungsvorbehalt statt (Stirling 2008).
Von daher stellt die Rekonfiguration in Reallaboren eine potenziell immer wie-
der neu zu vollziehende sozio-epistemische Grenzziehungsarbeit dar. Knorr Cetina
(1988) fasste Labore als Orte der Rekonfiguration von natürlichen und sozialenOrd-
nungen auf. Auf diesemWege konnte sie die Transformationen natürlicher Objekte
nachzeichnen, welche diese gleichsam ›laboratoratisieren‹ und somit erst zu Un-
tersuchungsgegenständen machen. Untersucht wird keine Natur, sondern immer
nur eine spezifisch zugerichtete Natur. Dabei sichert die institutionell hochgezo-
gene Grenze zwischen akademischer Wissenschaft und anderen Teilbereichen der
Gesellschaft die Definitionshoheit der Wissenschaftler*innen über die epistemi-
schen Vorgänge im Labor. Wie verhält sich dies in Reallaboren? Hier wird nicht
primär die Ordnung der Natur unter die Lupe genommen, sondern es werden Ge-
staltungsperspektiven entwickelt. Im Mittelpunkt steht der Bezug zu konkreten
Problemen und deren Lösungen. Dabei muss die Passfähigkeit der Gestaltung zur
1 Diese sind aber vor demHintergrund des »participatory turn« (Jasanoff 2003) immer stärker
begründungspflichtig, wie sich eindrücklich an den Protesten rund um den Bahnhof Stutt-
gart 21 gezeigt hat. Die Planung konnte, wegen der Komplexität der Planungsmaterie wie
-form, nur als geschlossenes Setting vollzogen werden, was aber sozial zu entsprechenden
Restriktionen geführt hat.
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Lebenswelt der Akteur*innen aufrechterhalten werden. Zudem findet die Tätigkeit
in Reallaboren, im Gegensatz zur Tätigkeit in Laboren, inmitten der ›Gesellschaft‹
statt. Dessen ungeachtet wird in Reallaboren nicht mit der ›Gesellschaft‹ experi-
mentiert, um solche Gestaltungsoptionen zu entwickeln, sondern – vergleichbar
des Falls des naturwissenschaftlichen Labors, wo es um eine spezifisch zugerich-
tete Natur ging –mit einer spezifisch zugerichteten ›Gesellschaft‹. Das drückt sich
u.a. darin aus, dass in vielen Fällen Akteur*innen gar nicht die Möglichkeit haben,
sich einzumischen, oder, wie es Franziska Engels und ihre Koautoren formulieren:
»A critical design question for test beds is hence to what extent they allow the
tested society to ›speak back‹ – that is, to disrupt preconceived test designs and
implementations [sic!] pathways, and to inject their own visions of a desirable
future into the innovation process.« (Engels et al. 2019: 8)
Vielmehr staunen viele Innovateur*innen über das Problem der Akzeptanz bezüg-
lich ihres technologischen Entwicklungsangebots, wobei das Problem der Akzep-
tanz vielfach nur die Folge der vorangehend vollzogenen Grenzziehungsarbeit dar-
stellt, bei denen dieNutzer*innen nicht als inhärenter Teil des technischen Systems
mitgedacht wurden, sich das Akzeptanzproblem mithin also als Nebenfolge falsch
gezogener Erprobungsgrenzen verdankt (Grunwald 2019).
Reallabore stellen also – ebenso wie klassische Labore – eine beleuchtungs-
würdige Rekonfiguration von natürlichen und sozialen Ordnungen dar. Im Unter-
schied zu klassischen Laboren ist aber die Grenzziehungsarbeit mitunter schwie-
riger zu vollziehen. Jedoch wurden auch hier in der Zwischenzeit Strategien ent-
wickelt, um diese Grenzziehungsarbeit möglichst geräuschlos vollziehen zu kön-
nen. Betrachten wir die drei Gruppen von Reallaboren, die wir ausgemacht haben,
dann ist auffallend, wie unterschiedlich hier Fragen der Grenzziehung beantwor-
tet werden. Im ersten Fall, der übrigens die weitaus größte Zahl an Reallaboren
vorgebracht hat, werden allein schon durch den hoch spezifizierten Wirklichkeits-
ausschnitt, die Restriktionen durch die platzierten technischen Objekte und die
sozial reduzierte Umgebung eine entsprechende Grenzziehungsarbeit vollzogen,
in der die Definitionshoheit der Innovateur*innen bzw. der Wissenschaftler*in-
nen mehr oder weniger erhalten wird. Bei raumgebundenen Reallaboren sind es
ja in ganz vielen Fällen kommunale Planungsstäbe, die hier eine spezifische Ord-
nung garantieren. Allein in Transformationslaboren ist die Lage etwas anders.Hier
können Experimentator*innen sich nicht in jedem Fall umstandslos aus der öf-
fentlich-politischen Atmosphäre von Reallaboren ziehen. Einerseits sind Reallabo-
re für Wissenschaftler*innen, pointiert formuliert, Orte des Kontrollverlustes, des
Verlustes von Kontrolle über die Muster der Rekonfiguration von Natur und Gesell-
schaft nach den von ihnen praktizierten wissenskulturellen Mustern. Andererseits
lässt sich ein solcher Kontrollverlust deutlich seltener beobachten als man vermu-
ten würde. Vielmehr reproduzieren die meisten Living Labs die soziale Ordnung
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der Forschung, wobei die Teilnehmenden eher Objekte als Subjekte der Forschung
sind und die Problem- oder Fragestellung und die bevorzugten Lösungsansätze
nicht zur Disposition stehen. Jedoch gibt es in Ausnahmefällen auch andere Vari-
anten, in denen zivilgesellschaftliche Akteur*innen das wissenschaftliche Design
mitbestimmen. Dies geht wiederum mit erheblichen Problemen für die Rollende-
finition der Forschenden einher (Böschen et al. 2020).
Betrachtet man Reallabore als sozio-ökologische Räume, in denen heterogene
alltägliche und wissenschaftlicheWissenssysteme verknüpft werden können – und
sollen – dann sind sie dadurch charakterisiert, dass die jeweils angemessenen For-
men der Re-Konfiguration nicht von vornherein vorhanden sind, sondern vielmehr
erst entwickelt werden. Denn die Ausgangslage ist verwickelt und kontrastreich.
Anspruchspositionen der beteiligten Akteur*innen treffen zusammen, verschiede-
ne Wissensquellen sind zwar zugänglich, zugleich aber auch vermischt mit diffe-
renten Wert- und Interessenspositionen. Deshalb entstehen nicht selten komple-
xe soziale Settings mit schwer zu entziffernden Mustern der Mobilisierung und
Rechtfertigung von und durch Wissen. Wie lässt sich Wissen für die spezifisch-
praktischen Anforderungen in ausgesuchten Handlungsräumen produzieren? Wie
lässt sich ein solches Wissen als sozial robustes Wissen ausweisen? Das ist nicht
trivial. Denn diese Wertung bestimmt sich nicht allein nach epistemischen Maß-
stäben. Mit Prozessen der Re-Konfiguration rücken in Reallaboren (Nicht-)Wis-
senskonflikte in den Vordergrund. (Nicht-)Wissenskonflikte lassen sich verstehen
als »Auseinandersetzungen, in denenWissensakteure umRichtigkeitsansprüche in
Bezug aufWissen und Aufmerksamkeitshorizonte für Nichtwissen ringenmit dem
Ziel, das für gesellschaftliche Problemlösungsprozesse relevante und legitimeWis-
sen bereitzustellen.« (Böschen 2010: 108) Nun ist es nicht so, dass solche Konflikte
immer explizit auftreten müssen. Vielmehr dürfte gerade die Vermeidung von sol-
chen Konflikten sogar eine wichtige Strategie darstellen. Jedoch ist die Kontrolle
über das Vermeiden solcher Konflikte im Prinzip begrenzt. Denn hier treten nicht
nur viele unterschiedliche Wissensakteure aus den verschiedenen gesellschaftli-
chen Teilbereichen auf. Mehr noch: Wissensakteure sind in Reallaboren zunächst
einmal alle, die sich zu Wissensakteuren erklären. Das ist in sich schon ein Pro-
blembefund,weil klar ist, dass nicht alle Partizipationen auchwünschenswerte und
konstruktive Partizipationen darstellen, aber die Auswahl der Partizipierenden ist
eben ein öffentlich-politischer Prozess. Entsprechend stellt die Zusammenstellung
zwischen den Akteursgruppen einen gleichsam permeablen Prozess dar (vgl. Ab-
bildung 2:).
Mit diesem Netzwerk von (teils vertraglich) miteinander verbundenen
Reallabor-Akteuren entsteht ein Gebilde, das als Gesamtheit der Vorstellung
eines quasi-institutionellen Ensembles nahekommt, das nach außen hin wie ein
Akteur auftritt (Seebacher et al. 2018: 158).
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Abbildung 2: Das 3-Kreise-Modell der Akteurskonstellation in einem Real-
labor
Den Kernbereich (1) nehmen die für Konzeption, Kohärenz, Prozessgestal-
tung und Steuerung verantwortlichen Akteure ein. Zum inneren (Akteurs-)
Kreis (2) gehören die Akteure, die besonders intensiv an den Reallaborakti-
vitäten mitwirken. Im äußeren (Akteurs-)Kreis (3) befinden sich die Akteure,
die sich punktuell an Reallaboraktivitäten beteiligen. Akteure, die demsel-
ben Kontext angehören (Akteurstypen), bilden Sektoren, die im Regelfall
kreisübergreifend sind und sich im Idealfall über alle drei Kreise erstrecken.
Die Kreise haben durchlässige Grenzen, auch nach außen (zur umgeben-
den Welt), und erlauben Fluktuation (grüne Pfeile); möglicherweise erlauben
auch die Grenzen zwischen Sektoren Fluktuation. Die schematische Darstel-
lung zeigt beispielhaft eine Momentaufnahme einer möglichen Akteurskon-
stellation (Seebacher et al. 2018: 156).
Diese Ensemble-Bildung von Reallabor-Akteuren hat aber Konsequenzen, weil
die Akteur*innen jeweils verschiedene Fragen, Themen und Perspektiven mit in
den Pool von Optionen zur Definition und Lösung von Problemstellungen einflie-
ßen lassen. Somit stellen sich etwa Fragen der Nützlichkeit und Verlässlichkeit des
Wissens gerade in Relation zu dem jeweils relevanten ökologischen, sozialen und
kulturellen Kontext. Mehr noch tritt das Paradox auf, dass diese Qualitätsmerk-
male zwar von vornherein sichergestellt werden müssen, zugleich jedoch erst im
Prozess der Transformation durch experimentelles Handeln festgestellt und fest-
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gelegt werden können. Von daher stellt die doppelte Sicherung der transdiszipli-
nären Struktur von Wissen und Prozess eine zentrale Aufgabe in Reallaboren dar,
da erstens die Kriterien der Verlässlichkeit von Menschen vor Ort wie ebenso von
Wissenschaftler*innen gemeinsam zu bestimmen sind und zweitens die Feststel-
lung epistemischer Qualität nicht unabhängig von einem institutionellen Rahmen
gesehen werden kann.
Simulierte Experimente?
In einem herkömmlichen Verständnis von Experiment muss eine solche Vermu-
tung von Produktionen von Wissen abenteuerlich klingen. Denn einem solchen
Verständnis nach dienen Experimente dazu, unter Anwendung von methodisch
gesicherten Verfahren Wissen zu überprüfen und zu validieren. Jedoch könnte
man Experimente viel stärker im Sinne von Aufdeckungsverfahren verstehen (Groß
2016). Ein Weiteres ist es, die Öffnung der sozialen Orte des Experimentierens an-
zuerkennen. Dabei tritt das Experiment hinter den institutionellen Mauern her-
vor, welche Laboratorien als Strategie etablierten, »um Fehlschläge zu erzeugen,
ohne Misserfolg zu haben« (Schwarz und Krohn 2014: 147). Demgegenüber zeich-
nen sich Feldexperimente (dieser Begriff wird als analytischer Oppositionsbegriff
genutzt) dadurch aus, dass sie mit »Objekten ›draußen‹, in einer unkontrollierten
Umgebung befasst sind« und durch »Individualität, Einzigartigkeit, Kontingenz,
Instabilität und auch ein potenziellerMangel an Sicherheit« charakterisiert werden
müssen (Schwarz und Krohn 2014: 145). Zudem:
»Das Feldexperiment beruht nicht nur auf anderen materiellen Gegebenheiten,
sondern auch auf einem anderen metaphysischen Verständnis als das Laborex-
periment. Das wichtigste Merkmal ist jedoch, dass Feldexperimente in und mit
besonderen und variablen Orten durchgeführt werden und dass jeder dieser Or-
te aus einer besonderen und einzigartigen Geschichte hervorgegangen ist. […]
Zusammenfassend halten wir fest, dass sich das Feldideal des Experimentierens
daran orientiert, wie mit einem Ort zu verfahren ist, für den räumliche Unabge-
schlossenheit, Individualität und Einzigartigkeit, Instabilität und Kontingenz die
bestimmenden Charakteristika sind.« (Schwarz und Krohn 2014: 151).
Nimmt man diesen Topos der Feldexperimente als Ausdruck für Realexperimente
in spezifischen räumlich situierten Umgebungen, dann rückt weniger der Aspekt
der Validierung als vielmehr der Aspekt der Entdeckung in den Vordergrund.
Realexperimente sind Formen der Wissensproduktion, die sich am Modell re-
kursiven Lernens orientieren (Groß et al. 2005: 21). Entscheidend für dieses
Modell ist der Zusammenhang, dass Überraschungen zu Anpassungen im Um-
gang mit einem Wirklichkeitsausschnitt führen. Diese Anpassungen stellen das
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Ergebnis von mitunter verwickelten Auseinandersetzungen um einen Wissens-
wie Interessensabgleich dar, welche durch deutungsbedürftige Überraschungen
freigesetzt werden. Dieser deutend-intervenierende Umgang mit spezifischen
sozio-ökologischen Handlungsräumen ermöglicht ein gezieltes Aufbauen von
Erfahrungen sowie das Sicherstellen von Handlungsfähigkeit. Dies lässt sich bei
ganz unterschiedlichen experimentellen Praktiken in der Wissensgesellschaft
beobachten (Weingart et al. 2007; Böschen et al. 2017)
Da solche Entdeckungen mitunter riskant sind, stehen hierbei nicht nur epis-
temische Fragen im Raum, sondern ebenso Fragen danach, welche Rahmenbedin-
gungen gegeben sein müssen, um eine produktive Umgebung für das Entdecken
von neuen Kombinationen in der Interaktion zwischen den verschiedenen Akteurs-
gruppen in einer legitimen Weise zu erlauben. Solche Interaktionen sind nicht
selbstverständlich, weil hier die Frage nach den Experimentator*innen und Au-
tor*innen in den Raum tritt. Wer soll etwas entdecken? Genau genommen hängt
die Produktivität und Legitimität realexperimenteller Prozesse mit dem Gelingen
der Grenzziehungsarbeit an den Grenzen zu Reallaboren zusammen. Denn das
Credo, dass Partizipation schon die Lösung darstellt, trifft nicht umstandslos zu.
Vielmehr geht es um eine passende Balance zwischen Öffnen und Schließen, wel-
che legitim und produktiv ist. Wer sind die Akteursgruppen, welche etwas ent-
decken sollen und sich damit selbst, etwa in einem Prozess der Transformation,
ermächtigen dürfen? Das wiederum bedeutet eine ganz andere Perspektive für For-
scher*innen und auch die Institution der Universität. Sie sollen nebst dem eigenen
Entdecken andere zum Entdecken befähigen und das ist ein offener Prozess – den
sie nicht kontrollieren, wohl aber begleiten und mitgestalten können.
Betrachtet man konkret Reallabore im Feld ICT, dann zeigt sich eine auf-
schlussreiche Korrespondenz zwischen dem Raum der Wissensproduktion und
der Art der Reallabore, die sich daraus letztlich ergeben. Alavi et al. (2020) un-
terteilen ihr Verständnis von Reallaboren in fünf Bereiche. Diese setzen sich aus
spezifischen Vorstellungen und Orten des Experimentierens zusammen. Doch
auch eine weitere Betrachtung unter dem Aspekt des generierten Wissens ist
möglich. Ihre erste Kategorie mit der niedrigsten Beitrittsschwelle sind Visited
Places. Diese
»environments resembling typical living spaces (kitchen, living room, office etc.)
that are heavily equippedwith sensors, VisitedPlaces are still essentially laborato-
ries for research, shaped and equipped to provide naturalistic test environments«
(Alavi et al. 2020: 13).
In diesem Sinne sind die Beteiligten des Labs Versuchsgruppen als aktive Ko-




(a) Visited Places are built environments that resemble a living space and are
heavily equipped with sensors. Participants, in sequential sessions »visit«
the place (live in the environment for a few hours to a few month [sic!] and
then leave). (b) Instrumented Places are real living environments that are
used by their ordinary inhabitants and are instrumented with a set of sen-
sors. Sensors are removed from the place after the study. Typically, several
places are monitored simultaneously in a study. (c) In the Instrumented
People model a group of participants carry sensors embedded in wearables
or as smartphone applications. Many people in many places can be studied
simultaneously. (d) Lived-in Places are built environments equipped with
sensors (similar to Visited Places) and host permanent residents (similar to
Instrumented Places). Various methods are used to incentivize such long-
term participation. The Innovation Spaces, is [sic!] not included in this fig-
ure because the ideas behind this model may be implemented in various
types of spaces and take different shapes, with the common goal of creating
a platform for stakeholders’ active participation in the process of innovative
design (Alavi et al. 2020, S. 18).
Auf der anderen Seite stehen die Innovation Spaces, welche einen sehr weit-
verbreiteten Typus von Living Labs ausmachen. Diese Aufstellung ist vor allem im
Kontext von Human Computer Interaction (HCI), Internet of things (IoT) und an-
deren Digitalisierungsbestrebungen zu sehen. Obgleich diese Klassifikation sehr
nützlich und weiterführend ist, so kannman jedochmit Blick auf Digitalisierungs-
prozesse nicht übersehen, dass hier ein weiterer Horizont aufgemacht werden
muss. Digitale Transformation ist letztlich ein sehr weites Feld. In ganz unter-
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schiedlichen Bereichen vollzieht sich digitale Transformation, man denke nur an
so variantenreiche Domänen wie Energie, Mobilität, Gesundheit, Bauen, Informa-
tion & Kommunikation etc. Ein kurzer Blick auf ein paar ausgesuchte Reallabore
verdeutlicht dies. Allein an oder mit der RWTH Aachen lassen sich in sämtlichen
relevanten Bereichen Anstrengungen, die Reallabor-Charakter haben, finden, z.B.
in Bezug auf nachhaltige Energieerzeugung, -versorgung oder -nutzung (Smart-
Quart, TransUrban.NRW), effiziente oder neue Ressourcennutzung (Reallabor Ni-
velstein, BioTexFuture),Mobilität (ErlebnisweltMobilität Aachen,KlimaNetze),Ge-
sundheit (Innovationszentren fürDigitalisierung,AutomatisierungKI undRobotik
im Krankenhaus der Zukunft), Bauen (Smart Urban Skin, Referenz Baustelle Cam-
pus WestCenter), ökonomische Transformation (Blockchain Reallabor im Rheini-
schen Revier) oder Stadtentwicklung (proGIreg, Mittelstadt als Mittmachstadt).
Gemeinsam sind diesen doch sehr verschiedenen Einrichtungen eine Governance-
Struktur, die die Zusammenarbeit verschiedener Wissensakteure organisiert, und
Infrastrukturen, die die Zusammenarbeit überhaupt erst ermöglichen. Bezugneh-
mend auf gängige Definitionen von Reallaboren, ist eine transdisziplinäre und
transformative Arbeitsweise bei allen Unternehmungen – zumindest in ihrer Ziel-
setzung – durchweg zu verzeichnen. Nimmt man drei Projekte genauer in den
Blick, dannwird schon deutlich,wie sehr Digitalisierung die bisherigenOrdnungs-
vorstellungen von Wirklichkeit zu verändern in der Lage ist.
RWTHProjekt SmartQuart (Leitung: E.ON): Das Projekt SmartQuart wird von ei-
nem Konsortium durchgeführt, das alle zentralen Akteur*innen eines Quartieres
von der Planung über die Bewohner*innen bis hin zum Energieversorger mitein-
ander vereint. Zentrales Projektziel ist die Entwicklung einermodularen Blaupause
für eine dezentrale Energie- undWärmewende auf Quartiersebene. Um die Klima-
ziele zu erreichen, muss aus der Stromwende eine tatsächliche Energiewende ge-
macht werden, die die Sektoren Energie, Wärme und Mobilität stärker als bislang
miteinander verknüpft.
RWTH Projekt Blockchain Reallabor im Rheinischen Revier (Leitung: Fraunhofer-
Institut für Angewandte Informationstechnik FIT): Im Rahmen des Blockchain Re-
allabors werden Use-Cases in den fünf Anwendungsbereichen Energieversorgung,
Finanzen und Versicherungen, Produktionstechnik, Logistik und Supply Chains
sowie Daseinsvorsorge identifiziert. Die branchenspezifischen Distributed Led-
ger Technologie-Lösungsansätze werden in interdisziplinären Projektgruppen hin-
sichtlich der rechtlichen, technologischen und wirtschaftlichen Umsetzbarkeit, so-
wie der sicherheitsrelevanten Aspekte überprüft. Im gemeinsamen Diskurs mit
Partner*innen aus Wirtschaft und Verwaltung entstehen aus diesen Konzepten
Praxisprojekte für die Umsetzung im Rheinischen Revier.
RWTHProjekt Innovationszentren für Digitalisierung, Automatisierung KI und Robotik
im Krankenhaus der Zukunft (Leitung: Universitätsklinikum Aachen): Diese Innova-
tionszentren bieten anmietbare Flächen für innovationsfreudige Unternehmen im
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Bereich Digitalisierung, Automatisierung, KI und Robotik im Krankenhaus. Durch
die direkte Anbindung werden die Krankenhäuser zu Living Labsmit einzigartigen
Vorteilen: Endanwender*innen wie Ärzt*innen, Pflegefachkräfte und Patient*in-
nen können eng in die Innovationsprozesse eingebunden werden, es entstehen
Ideen und es kommt zu einem Transfer von Wissen.
RWTH Projekt Referenz Baustelle Campus WestCenter (Koordination: Center Con-
struction Robotics): Die Referenzbaustelle, die als Pilotprojekt zunächst temporär
auf dem Campus West entsteht, dient als Reallabor. Hier werden neue Bauprozes-
se, Bauprodukte, vernetzte Maschinen, der Einsatz von Robotern, Softwarelösun-
gen sowie Lehr-, Arbeits- und Kommunikationskonzepte unter realen Baustellen-
bedingungen erprobt.
Möchte man die zugrundeliegenden Prozesse dieser einzelnen Formen tiefer
durchdringen, dann scheint eine Unterscheidung hilfreich zu sein, die Hans-Jörg
Rheinberger (2001) zur Untersuchung der Geschichte der Molekularbiologie ge-
nutzt hat: die zwischen »epistemischen« und »technischen Dingen«. Nach Rhein-
berger zeichnen sich epistemische Dinge dadurch aus, dass sie im Forschungspro-
zess den Untersuchungsgegenstand bilden, anhand derer Fragen generiert und
damit die in Frage stehende Wirklichkeit erschlossen wird. Epistemische Dinge
sind, pointiert formuliert, Fragenmaschinen. Zugleich verfestigen sich diese epis-
temischen Dinge zu stabilen Objekten, die dann die technische Apparatur für die
weitere Untersuchung darstellen. Diese Grenze ist allerdings nicht statisch und die
Identifizierung als entweder »epistemisches Ding« oder »technisches Objekt« nicht
zwangsläufig dauerhaft. Erkenntnis ist also weder zwangsläufig noch vollständig.
Technische Objekte sind somit Teil und Gegenstand »epistemischer Dinge«, weil
sie als Instrument einzusetzen sind. Sie stellen die modellhafte und funktionie-
rende Verdichtung von Frageräumen dar. Modelle dienen der Repräsentation bzw.
auch der funktionalen Erschließung von Wirklichkeitsausschnitten.
In jedem Fall lässt sich festhalten: Prozesse der Materialisierung nehmen in
solchen Reallaboren einen besonderen Stellenwert ein. Denn durch konkrete Din-
ge oder Objekte können Anhaltspunkte sowie Aufforderungen im Raum des Re-
allabors platziert werden. Schon Ludwik Fleck sprach vom »Widerstandsaviso«,
das durch seine materielle Festigkeit eine gedankliche Stabilität ermögliche (Fleck
1935/1993). Gerade in wissenschaftlich offenen Räumen wie Reallaboren werden
solche Objekte nicht allein von einzelnen Wissenschaftler*innen ›bewirtschaftet‹,
sondern nehmen vielmehr die Struktur von Boundary Objects an (Star 2010). Doch
welche Form nehmen sie an? Werden solche Objekte von vornherein als technische
Objekte formuliert, bei denen per definitionem die Funktionalitäten schon eindeu-
tig festgelegt sind, dann gibt es umso weniger Mitwirkungsmöglichkeiten für an-
dere Akteur*innen als die Innovateur*innen. Generell gesprochen sind Boundary
Objects gestaltete Formen und je stärker diese in heterogene Felder der sozialen
Wirklichkeit expandieren, um so stärker müssen die vielschichtigen Gestaltungs-
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bezüge in den Blick genommen und gewürdigt werden (Krohn et al. 2017).2 Oder
die Reallabore werden gestaltet, um epistemische Dinge zu entwickeln, also etwa
»sozio-technische Imaginarien« (Jasanoff 2015) zu entwerfen und darin zunächst
einmal Szenarien sozio-technischer Koordination zu formulieren (Schulz-Schäffer
und Meister 2017). Dies ist um so bedeutsamer, wenn sozio-technische Konfigu-
rationen in den Blick gerückt werden sollen, die eine eigene Art von Komplexität
aufweisen und die genutzten Formen der Vereinfachungwohl bedacht werdenwol-
len.
Richtet man den Blick jetzt noch einmal auf Reallabore im Kontext der Digitali-
sierung, dann fällt auf, dass wir hier zum einen eine Unterscheidung treffen können
zwischen einerseits Reallaboren zur Digitalisierungsforschung und andererseits
digitalisiert-infrastrukturierte Reallabore. Im ersten Fall werden, wie bei Alavi et
al. (2020) beschrieben, konkrete ausgesuchte singularisierbare Fragen behandelt.
Im zweiten Fall wird die Aufmerksamkeit darauf gerichtet, dass bei digitalen Tech-
nologien Prozesse der Vernetzung und Infrastruktur-Bildung eine wesentliche Rol-
le spielen und dann das weitere Geschehen bestimmen. Infrastrukturen erzeugen
aus der besonderen Logik der verknüpften Lösung von sozio-technischen Proble-
men (Edwards 2004; Büscher et al. 2019) stabile Pfade künftigen Experimentierens.
Manche Experimente können sogar als Infrastruktur-Experimente gekennzeichnet
werden (Lösch et al. 2017).
Zum anderen ergibt sich aber eine andere wichtige Entwicklung durch die Digi-
talisierung, die nicht einfach über eine Unterscheidung abzubilden ist, sondern ei-
ne grundlegende Veränderung darstellt, welche die kulturell-institutionellen Rah-
menbedingungen von Reallaboren betreffen. Diese beinhalten die strukturellen
Veränderungen von Öffentlichkeit und die damit sich verschiebenden Rahmen-
bedingungen von öffentlichen Debatten. Denn diese bringen die Kommunikation
von und mit Wissen in eine prekäre Position, Diskursarenen werden als zerklüf-
tet beschrieben. Obgleich eine monokausale Verantwortlichkeit etwa der digitalen
Medien empirisch nicht ohne weiteres nachweisbar ist (Rau und Stier 2019), sind
überkommene Theorien und Modelle der Öffentlichkeit herausgefordert (Godulla
2017). Ein solcher »algorithmischer Strukturwandel von Öffentlichkeit« (Hagen et
al. 2017) bedeutet nicht allein eine Vervielfältigung und Diversifizierung von Ka-
nälen mit entsprechend zielgruppenspezifischen Besonderheiten, sondern mehr
noch eine ganz andere Konfiguration und Konstitution von Öffentlichkeit durch
deren Plattformisierung (schon: Castells 2001) sowie durch den Einsatz von Social
Bots, die eine neue Dimension von Desinformationsstrategien eröffnen, um den
Verlauf öffentlicher Debatten zu manipulieren (European Commission 2018).
2 Denn wir haben es hier ja mit einer spezifischen Form derWirklichkeitserschließung zu tun.
Vielleicht sind das auch die darin aufscheinenden grundlegenden Rahmungen: das Wahre,
Schöne und Gute, das bei der Funktionalisierung die Form derselben steuert.
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In der Summe ergibt sich also eine spannungsreiche Mischung, zumal die Fra-
ge der Einrichtung von Reallaboren über deren Grad an Infrastrukturierung und
Relationierung mit öffentlichen Debatten mit entschieden wird. Betrachtet man
die verschiedenen Formen von Reallaboren, dann muss man letztlich zu folgender
Einschätzung gelangen:
Entweder sind Reallaboremehr oder weniger aufwändig konstruierte Expansio-
nen von naturwissenschaftlich-technischen Laboren in die sozio-kulturelle Wirk-
lichkeit hinein, um auf diese Weise die Definitionshoheit, also Kontrolle, vor dem
Hintergrund von Entwicklungen begrenzter Kontrolle in Transformationsprozes-
sen nicht zu verlieren. Die Produktion von Wissen ist dabei auf die Ausweitung
der Kontrolloptionen in einem u.U. naturwissenschaftlich-technisch umstrittenen
Gelände gerichtet. Auf diese Weise soll zum einen Kontrolle im Innovationsmo-
dellraum, zum anderen aber ebenso auch über den Risikomodellraum geschaffen
werden. Akzeptanz ist das Stichwort der Stunde. Die Systemgrenzen werden auf
diese Weise stabilisiert, die eben fragil erschienene Akzeptanz ist der Gradmesser
des Rückgewinnens von Kontrolloptionen in einem Raum der drohte, sozio-tech-
nisches Niemandsland zu werden. Letztlich versammeln sich hier die in Abbildung
3 genannten Formen von Plätzen oder menschlichen Körpern, die experimentali-
siert werden. Definitionshoheit und Kontrolle können in allen diesen Formen re-
lativ klar den Innovateur*innen bzw. Forschenden zugeordnet werden. Allein die
nicht abgebildeten Innovation Spaces lassen eine solche Vorabbestimmung nicht
automatisch zu. Hier zeigt sich nicht nur die Vielfalt der möglichen Settings, son-
dern zugleich auch die Grenzen der epistemischen Kontrolle.
Oder Reallabore sind keine Orte wissenschaftlich-technischer Wissensproduk-
tion, sondern vielmehr Orte des kreativen Erprobens und freien Erkundens von
möglichen Perspektiven für sozial konfliktreich besetzte Themen, bei denen sehr
rasch auf technische Lösungen gesetzt wird, weil sie weniger soziale Koordinati-
on erforderlich zu machen scheinen. Deshalb haben es soziale Innovationen viel-
fach schwer, entwickelt zu werden, weil sie nicht nur vielschichtige Koordinations-
leistungen erfordern, sondern auch oft langsamer diffundieren (Howaldt/Schwarz
2010). Da gelten dann Reallabore als Schutzräume, die – ähnlich dem Nischen-
Begriff in der Mehr-Ebenen-Perspektive in der Transitionsliteratur (Geels 2004) –
Experimentierenmit neuen Konfigurationen erlauben und gleichzeitig sozio-tech-
nischen Wandel verfolgen. In der Praxis existiert ein breites Spektrum von Real-
laboren, jedoch lässt sich sagen, dass freie und kreative Formen von Reallaboren
eher eine Seltenheit darstellen – nicht zuletzt, weil Gelder für derartige Prozesse
und Experimente zumeist von Forschungseinrichtungen (zusammen mit Vertre-
tern der Wirtschaft) beantragt werden, was die Forschenden in eine Position der
Macht rückt und sie zu Gatekeepern macht. Von Städten und Gemeinden organi-
sierte und finanzierte Prozesse eröffnen hier vielfach mehr Spielräume.
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Simulierte Demokratie?
Die genannten Herausforderungen durch Digitalisierung, sei es durch den Wan-
del kulturell-institutioneller Rahmenbedingungen (Öffentlichkeit), sei es durch die
Digitalisierung von Reallaboren, stellen auch die Frage, welche Konsequenzen mit
einer solchen Digitalisierung auch für die Entwicklung von Demokratien damit
einhergehen. Wir hatten eingangs von der doppelten Simulation gesprochen. In-
wiefern werdenWissensproduktion und Demokratie in Reallaboren simuliert bzw.
inwieweit können sie simuliert werden? Pointiert gefragt: Inwiefern sind die Digi-
talisierung oder digitalisierte Reallabore eine ganz andere Art der Simulation? Und
trägt digitale Simulation effizienter zu Nachhaltigkeit der Prozesse bei? Wie parti-
zipativ ist überhaupt digitale Partizipation? Es stellen sich also knifflige Fragen –
und Simulation ist Chance und Hindernis zugleich. Wenn wir hier von Simulation
sprechen, dann schließen wir gerade nicht an das Konzept und Argument einer
»simulierten Demokratie« von Ingolfur Blühdorn (2013) an. Vielmehr sollen auf
diese Weise möglichst konkret und spezifisch die demokratiepolitischen Heraus-
forderungen bei der Gestaltung von Reallaboren herausgearbeitet werden können.
Sicherlich könnteman ein Argument à la »Es gibt kein richtiges Leben im falschen«
anbringen, jedoch würden wir grundsätzlich von einer öffentlich-politischen Ge-
staltbarkeit von Reallaboren ausgehen, die als Reflexion so weit gehen kann, sogar
die eigenen Grundlagen mit in den Raum der Reflexion hineinzubringen. Jedoch
stellt sich dies als enorm herausfordernde Aufgabe dar. Da sollte man nicht naiv
sein. Allerdings sollte man auch nicht – etwa durch ein Argument der Totalität von
Simulation – von vornherein der Gestaltbarkeit entsagen.
Die zweite Fragerichtung betrifft also die demokratische Ordnung in Realla-
boren. Bisher werden Reallabore zumeist im Rahmen von Projektförderungen auf-
gesetzt. Und dies, obgleich Reallabore einen Eingriff in den zivilgesellschaftlichen
Nahraumdarstellen. In Reallaborenwerden Fragen der gesellschaftlichen Entwick-
lung und Problemlösung behandelt und neue Strategien der Lösung erprobt. Die
dabei entwickelten Strategien sind aber auf eine besondereWeise verwickelt. Denn
es geht nicht allein um Fragen des Wissens, sondern in solchen Realexperimen-
ten werden sozio-technische Zukünfte artikuliert und damit zugleich der künftige
Problemlösungsraum strukturiert.Diese Konstruktion sozio-technischer Zukünfte
wird durch das Etablieren von materialisierten Objekten erleichtert (Dickel 2019),
zugleich ist es zur Analyse solcher Konstruktionsprozesse relevant, die Koopera-
tion unterschiedlicher »epistemischer Agenten« (Knorr Cetina 2002: 51) im Blick
zu behalten. Für diese transdisziplinäre Struktur der Wissensproduktion spielen
Kooperation und Vertrauen eine zentrale Rolle:
»Trust is one element that the special attributes of living labs impose to [sic!] the
relationship between researchers and the subjects of their studies; Empowerment
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is another. Living lab interventions need to bring meaningful value to the users
to be able to persist in real homes, offices, hospitals, or schools for a long time.«
(Alavi et al. 2020: 22)
Dieses Vertrauen und Empowerment kann u.a. durch Visualisierung und Offen-
legung der aufgezeichneten quantitativen Daten »or through assistive solutions
that, even though under examination, are mature enough to be enabling« (Alavi et
al. 2020: 23) ermöglicht werden. Fragen dieser Art wurden in der Literatur schon
behandelt. Weniger behandelt wurde die Frage, was denn passiert, wenn Algorith-
men und KI in Reallaboren das Feld der epistemischen Agenten erweitern. Simula-
tion und Automatisierung von Erkenntnisproduktion würden dann Hand in Hand
mit lebensweltlichen Bezügen gehen, die per se komplex sind. Diese Frage führt
uns zu dem zweiten Problemkomplex simulierter Demokratie. Denn wenn Algo-
rithmen als epistemische Akteure in demokratischen Innovationen auftreten, dann
verändern sich Grundkoordinaten. Die Frage hierbei ist dann nicht allein, welche
Konsequenzen dies für die Wissensproduktion in Reallaboren hat, sondern mehr
noch für die Formen von Demokratie.
Um diese Frage angemessen adressieren zu können, bedarf es eines spezifi-
zierten Blicks auf die Form der Kommunikation in Reallaboren. Wie strukturieren
sich Kooperation und Kommunikation in Reallaboren? Die physischen Orte lassen
sich als hybride Arenen begreifen, in denen nicht allein pragmatische Fragen des
Könnens verhandelt werden. Freilich ist die Kategorie des pragmatischen Könnens
zentral, geht es doch umdie Erprobung neuerHandlungsmöglichkeiten.Das Spek-
trum dieser Erprobungen ist weit gesteckt und zeigt, wie unterschiedlich hierbei
die Möglichkeiten für Prozesse in Reallaboren sind. Jedoch haben die Ausführun-
gen zu Realexperimenten auch deutlich werden lassen, dass sich die Prozesse in
Reallaboren zumeist nicht in diesen Fragen der Erweiterung von Handlungsmög-
lichkeiten erschöpfen. Denn mit dieser gezielten Erprobung werden ja in vielen
Fällen zugleich werthaltige Fragen, wie die nach einem »guten Leben« mit behan-
delt.3 Das sind genuin politische Fragen und hier zeigt sich, dass die Befunde aus
verschiedenen Formen der Partizipationsforschung, gerade dann, wenn es um die
so genannte »eingeladene Partizipation der Zivilgesellschaft« (Wehling und Viehö-
ver 2013) geht, nicht besonders ermutigend sind.
Zwar lässt sich mit Fug und Recht behaupten, dass in der Gegenwart eine nie
gekannte Vielfalt von Partizipationsmöglichkeiten existiert. Jedoch fällt auf, dass
diese vielfach gerade die politischen Qualitäten negieren. Bürger*innen werden als
3 An dieser Stelle lässt sich ganz generell auf die zentrale Bedeutung des Leitbilds Nachhalti-
ge Entwicklung für die Gestaltung von Reallaboren verweisen (Schäpke et al. 2018; Quartier
Zukunft 2020). Mit diesem Leitbild werden ja nicht allein Fragen des Könnens verhandelt,
also welche Handlungsstrategien etwa den Carbon Footprint senken, sondern zugleich auch
Fragen der normativen wie sozialen Ordnung (Neckel et al. 2018).
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Nutzer*innen angesprochen (Hyysalo et al. 2016) oder auf die Rolle von Wissens-
gebende in einem laboratorisierten Handlungssetting begrenzt (Bogner 2010: 102).
Partizipation lässt sich relativ mühelos durch die jeweiligen Innovateur*innen in-
strumentalisieren. Oftmals wird mit Chancen auf Teilhabe geworben, jedoch sieht
dann die konkrete Praxis anders aus. So kann, durchaus ungewollt, Partizipati-
on sich in eine Maschinerie der Nützlichkeits- und Legitimationsproduktion ver-
wandeln. Bei Bürger*innen und zivilgesellschaftlichen Akteur*innen zeigen sich
schon Anzeichen von Partizipationsmüdigkeit (Rhodius et al. 2016; Richter 2018).
Das stellt, so unsere Vermutung, eine generelle Problemanzeige dar. Denn in vielen
Partizipationsverfahren erhalten die besonderen auf Interessen und Werte abzie-
lenden Fragen der Beteiligten nicht ausreichend Spielraum zur Entfaltung. Das
wird insbesondere dann wichtig, wenn sich lokal gebundene Innovationsprozesse
in Reallaboren vollziehen sollen. Weil in diesem Zusammenhang Fragen von Her-
kunft und Zukunft, Exnovation und Innovation sowie der Tradition und Identität
eine facettenreiche und oftmals konfligierende Bedeutung gewinnen und entspre-
chend bearbeitet werden müssen.
Vor diesem Hintergrund lässt sich, so unsere These, von simulierter Demo-
kratie im Kontext von Reallaboren dann sprechen, wenn die Besonderheiten poli-
tischer Diskurse situativ nicht ausreichend gewürdigt werden. Um kein Missver-
ständnis zu provozieren: Es gibt Reallabore, bei denen eine Fokussierung auf das
Können zielführend und angemessen ist. Das ist dann der Fall, wenn es sich um
gut strukturierte Probleme handelt. Hierbei ist gerade der Fokus auf die noch aus-
stehenden Sachfragen funktional. Anders verhält es sich bei mehr oder weniger
schlecht strukturierten Problemen. Das sind solche, bei denenWissensgrundlagen
noch nicht konsentiert sind, bei denen die normativenMaßstäbe der Bewertung di-
vergent sind, oder bei denen schließlich beide Formen der Nicht-Strukturiertheit
zutreffen (Hurlbert und Gupta 2015: 102). Wird jedoch bei solchen ungenügend
strukturierten Problemen eine ausgesuchte Perspektive als mehr oder weniger ein-
zig möglicher Weg des Vorgehens exponiert und zugleich mittels Partizipation
zu untermauern versucht, dann entsteht ein Moment der Simulation. Denn we-
der wird die politische Qualität der Situation gewürdigt, noch der Beitrag von
Bürger*innen, welche gleichsam als Systemexterne konzeptualisiert wurden, also
nicht als wesentlich Mitwirkende an der Innovation. So zugeschnitten kann man
sich in partizipativen Settings dann zwar auf ›Sachfragen‹ konzentrieren, muss
wohl aber damit rechnen, dass die weiter gehenden politischen Fragen, die man
ausgeklammert hatte, am Ende der Entwicklung zurückkommen und u.U. ›Sand
ins Getriebe‹ bringen.
Wie kann einer solchen Entwicklung antizipierend begegnet werden? Wir
möchten die These dahingehend erweitern, dass simulierte Demokratie in dem
Maße vermieden werden kann, indem neben dem politischen Können (Sach-
fragen), sofern entsprechende Debatten Raum einnehmen wollen, auch der
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politischen Willensbildung ausreichend Spielraum zur Entfaltung zugesprochen
wird. Die Dynamik von Öffnung und Schließung von Problemhorizonten sollte
zu einem konkreten Gestaltungsgegenstand von Prozessen in Reallaboren werden
(Stirling 2008). Dabei wird die Struktur der zur Analyse und Lösung anstehenden
Probleme situativ fixiert. Um hierbei aber nicht vorschnell in eine Sachzwanglogik
zu geraten, kommt der Konstruktion von Problemen unter Beachtung der spezi-
fisch politischen Qualitäten öffentlicher Debatten eine entscheidende Bedeutung
zu. Die Dimensionen politischer Kommunikation können im Grunde in drei Ebe-
nen unterteilt werden: die des politischen Könnens, des politischen Wollens und
des politischen Sollens (Böschen und Sigwart 2020). Können zielt auf die fachliche
Expertise, die anderen beiden Dimensionen auf die spezifischen Interessenlagen
und Ziele, welche Akteure verfolgen (politisches Wollen), bzw. die Kriterien und
Prozeduren, nach denen die Gestaltung von Innovationen zu bewerten sind und
die deshalb als verbindliche kulturelle-institutionelle Regeln in der politischen
Kommunikation positioniert werden (politisches Sollen). Gerade die letzten beiden
Dimensionen eröffnen einen Blick auf die verschiedenen Zielbestimmungen sowie
die Maßstäbe der Erreichung von Zielen – bzw. deren Nicht-Erreichung.
Reallaborforschung am Scheideweg
Reallabore als Infrastrukturen für real-experimentelle Praktiken stellen einen
strukturierten Erfahrungsraum zur Verfügung, um Innovations- oder Transfor-
mationsoptionen zu erkunden und zu stabilisieren. Da Reallabore dabei gleichsam
expansiv in die Lebenswelt vieler Bürger*innen hineinragen, kommt der insti-
tutionellen Gestaltung solcher Reallabore umso mehr Bedeutung zu, je mehr
dabei Grundfragen der Ordnung in den jeweiligen Lebenswelten berührt werden.
Vor diesem Hintergrund ist es bedeutsam, die Beteiligung bei solchen sozio-
techno-ökologischen Innovationen hinsichtlich ihrer demokratischen Implikatio-
nen rechtzeitig zu prüfen und diesen Fragen auch nicht aus dem Wege zu gehen.
Andernfalls bleibt Partizipation allzu leicht in expertokratisch-technokratischen
Angeln hängen. Vor diesem Hintergrund steht die Reallaborforschung am Schei-
deweg. Die entscheidende Differenz besteht darin, ob Reallabore konsequent als
Medium der Demokratieentwicklung verstanden und entwickelt werden sollen –
oder nicht.
Wir verstehen unsere Argumentation als Einladung zum erstgenannten Weg.
Möchte man den Weg von Reallaboren als Medium der Demokratieentwicklung
beschreiten, dann lassen sich aus den Ausführungen insbesondere zwei Hinweise
ableiten. Erstens gilt es, den mitunter verwickelten Zusammenhang von zu kon-
struierenden Problemen und Innovationen sowie den darin zum Ausdruck kom-
menden Dimensionen politischer Diskurse angemessen Rechnung zu tragen. In
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Abhängigkeit von der Strukturiertheit des Problems weist sich die spezifische Be-
deutung der Dimensionen des politischen Könnens, politischen Wollens und po-
litischen Sollens aus. Dabei ist zu bedenken, dass, auch wenn sich zunächst eine
Problemstellung als reines Sachproblem darstellen mag, Optionen der Öffnung für
die anderen beiden Dimensionen mit vorgesehen sein sollten. Denn: Dinge weisen
Politik auf (Winner 1980), können also immer wieder zum Gegenstand der Politi-
sierung werden. Im anderen Fall, also bei schlecht strukturierten oder gar schlecht
strukturierbaren Problemen, ist sogar ein besonderes Augenmerk auf das politi-
sche Wollen und Sollen zu richten, um den Problemlösungsraum sinnvoll abzuste-
cken, in dem dann die Sachfragen behandelt werden können.
Neben diesen diskursiven Rahmenbedingungen sind aber ebenso die institu-
tionellen von erheblicher Bedeutung. Um Innovation zu demokratisieren, braucht
es eine für die jeweilige Situation gültige Verfassung für die durchzuführenden
Prozesse. Eine solche Verfasstheit bietet Schutz vor möglicher einseitiger Instru-
mentalisierung. Der gewünschte Schutz sowie die Stärke des Schutzes hängen
von der Form sowie der Qualität solcher Verfassungen ab. Somit stehen Realla-
bore und die Forschung dazu an einem Scheideweg. Und dieser Scheideweg tritt
in digitalisierten Kontexten besonders prägnant hervor. Es geht darum, neue For-
men der kulturell-institutionellen Rahmung solcher Reallabore zu entwickeln, um
dann auch die spezifischen Leistungsmerkmale digitaler Reallabore demokratisch
gesichert zur Wirkung zu bringen.
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Bericht aus der Praxis
20 Jahre TA-SWISS
Sergio Bellucci
Ein zentrales Anliegen der Stiftung für Technologiefolgen-Abschätzung TA-SWISS
(www.ta-swiss.ch) ist, einen Beitrag zur Demokratisierung von Wissenschaft und
Technologieentwicklung zu leisten. So lautet der Auftrag des Schweizer Parlaments
und des Bundesrates an TA-SWISS. Formuliert wird er vom Gesetzgeber wie folgt:
»TA-SWISS hat die Aufgabe, Chancen und Risiken neuer Technologien zu unter-
suchen.«
Mit Studien und partizipativen Projekten kommt die Stiftung TA-SWISS ihrem
Auftrag nach, der seit 1999 im Schweizerischen Bundesgesetz über die Forschung
festgehalten ist – dessen Geschichte aber bereits viel früher begann. Initiant von
TA-SWISS war der damalige sozialdemokratische Nationalrat René Longet. Er
forderte die Gründung einer institutionalisierten Technologiefolgenabschätzung
(TA) erstmals im Jahr 1982 in einem Postulat. In seinem Vorstoß spiegelten sich
zwei Grundstimmungen der damaligen Epoche wider: Erstens eine zunehmende
Skepsis gegenüber Großtechnologien im Allgemeinen und der Atomtechnik im
Besonderen; und zweitens das Bedürfnis, forschungspolitische Entscheidungen
vermehrt in der Öffentlichkeit zur Diskussion zu stellen, damit bei technolo-
gischen Weichenstellungen auch gesellschaftliche Anliegen angemessen zum
Tragen kämen. Es ging Longet in seinen eigenen Worten darum, eine Schnittstelle
zwischen Meinungen und Fakten zu schaffen als Instrument zur Stärkung der
demokratischen Legitimität technologiepolitischer Entscheide.
Made in USA
Das Vorbild zu diesem Vorgehen stammte aus den USA. Dort war 1972 das Office
of Technology Assessment (OTA) gegründet worden, mit dem Auftrag, den US-
amerikanischen Kongress im Hinblick auf immer komplexere Forschungs- und
Technikentscheidungen möglichst frühzeitig zu beraten. Die politischen Verant-
wortungsträger hatten bemängelt, dass ihnen für die Gestaltung des wissenschaft-
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lich-technischen Fortschritts und den Umgang mit seinen gesellschaftlichen Fol-
gen das nötige, nicht interessengeleitete Hintergrundwissen fehlte.
In der Schweiz mit ihren gemächlichen politischen Prozessen musste, wie Re-
né Longet es ausdrückt, erst eine »Inkubationszeit« von gut zehn Jahren verstrei-
chen, bis 1991 dem Schweizerischen Wissenschaftsrat (SWR) das Mandat übertra-
gen wurde, ein vierjähriges Pilotprojekt für Technologiefolgenabschätzung auf die
Beine zu stellen. Dieser Pilot war nicht unumstritten: Um den Vorwurf der »Tech-
nikverhinderung« zu kontern, legte die die Schweizer TA deshalb von Anfang an
großen Wert darauf, neben den Risiken immer auch die Chancen neuer Technolo-
gien wissenschaftlich auszuleuchten. Dies überzeugte schließlich auch die anfäng-
lichen Skeptiker: Nach der erfolgreichen Probephase wurde das Mandat verlängert
und die Aufgabe der Technikfolgenabschätzung 1999 im Schweizerischen Bundes-
gesetz über die Forschung fest verankert. 2007 wurde TA-SWISS organisatorisch
den Schweizer Akademien derWissenschaften angegliedert und seit 2016 ist die In-
stitution eine Stiftung, die mit der eigenen Rechtspersönlichkeit den Status eines
vollwertigen, unabhängigen Mitglieds des Akademienverbunds erlangt hat. Ein-
zig durch öffentliche Mittel finanziert, versteht sich die Stiftung TA-SWISS als ei-
ne von Interessengruppen unabhängige Betrachterin der möglichen positiven wie
negativen Folgen technologischer Entwicklungen.
Schwarz oder weiß ist nicht genug
Als langjähriger Geschäftsführer von TA-SWISS war für mich bei der Erfüllung un-
seres Mandates insbesondere ein Aspekt zentral: der möglichst frühe Einbezug der
Schweizer Bevölkerung in Fragen rund um neue technologische Entwicklungen.
Nicht nur Wissenschaftler*innen, Expert*innen, Politiker*innen, NGOs und die
Wirtschaft sollten über die Einführung oder Nicht-Einführung von neuen Techno-
logien entscheiden können, sondern auch Empfehlungen aus der Stimmbevölke-
rung sollten dem Parlament als wichtige Grundlage bei technopolitischen Abwä-
gungen frühzeitig unterbreitet werden. Es ist von (spiel-)entscheidender Bedeu-
tung, die Akzeptanz von neuen technologischen Entwicklungen in der Bevölkerung
abzuklären.
In der Schweiz ist die Beteiligung der Bürgerinnen und Bürger an politischen
Entscheidungen kein leeres Wort. Mehrmals im Jahr ist das Volk aufgerufen, per
Referendum über die unterschiedlichsten Fragen zu befinden, wie z.B. die Ein-
wanderungspolitik, die Steuerpolitik, die Verkehrspolitik oder auch die europäi-
sche Integration. Und auch die Wissenschafts- und Technologiepolitik kann sich
dieser »Einmischung« durch die Bevölkerung nicht entziehen: In den 1970er- und
80er-Jahren hat das Volk z.B. mehrmals über die Kernenergie abgestimmt; 1998
über die Gentechnik.
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Aus der Sicht Deutschlands mögen die (direkt-)demokratischen Möglichkei-
ten, die das politische System der Schweiz bietet, manchmal als Idealbild erschei-
nen. Dabei wird aber nicht berücksichtigt, dass die Formen der politischen Betei-
ligung, welche die schweizerische plebiszitären Demokratie vorsieht, komplexen
Abstimmungsvorlagen nicht immer gerecht werden. Neue Technologien und ihre
Anwendungen betrifft dies ganz besonders. Denn dort, wo Bürgerinnen und Bür-
ger nur »Ja« oder »Nein« stimmen können, gibt es nur schwarz oder weiß. Die
Rolle der Abstimmenden bleibt auf die eines Schiedsrichters beschränkt, der sich
für oder gegen eine bestimmte Entwicklung ausspricht. Differenziertere Aussagen
wie: »Ja, aber nur wenn gleichzeitig dafür gesorgt wird, dass…« oder: »Nein, es sei
denn, dass auch… », sind nicht möglich. Bei neuen technologischen Anwendun-
gen kommt dazu, dass sie meist durch spezialisierte Fachleute definiert werden.
Doch nicht alles, was technisch machbar ist, ist auch gesellschaftlich erwünscht.
Wer nur nach »Ja« oder »Nein« fragt, kann Fragen, Ängste, Wünsche und Erwar-
tungen nicht erfassen. Das kann zu hochemotionalen Abstimmungskampagnen
führen, in denen es für sachliche Argumente und Differenzierung keinen Raum
mehr gibt. Oder dazu, dass Vorlagen zur großen Bestürzung der Politik unerwar-
tet und heftig abgeschmettert werden, wie das seit 2005 in der Schweiz geltende
Gentech-Moratorium zeigt, auf das ich weiter unten zurückkommen werde.
Den Dialog fördern
TA strebt, wie bereits erwähnt, eine Demokratisierung vonWissenschaft und Tech-
nikentwicklung an. Neben der Erarbeitung von sachlichen, breit fundierten und
unabhängigen Informationen für politische Entscheidungsträgerinnen und Ent-
scheidungsträger gehört es deshalb auch zu ihrer Aufgabe, Bürgerinnen und Bür-
ger in die Technologiedebatte einzubeziehen – und dies über die oben beschriebe-
nen Volksentscheide hinaus. Aus diesemGrundwendet TA-SWISS seit 1998 dieMe-
thode der partizipativenMitwirkungsverfahren (PubliForum, PubliTalk oder publi-
focus) an. Ziel dieser Verfahren ist, verschiedene organisierte Interessengruppen
sowie die allgemeine Bevölkerung möglichst frühzeitig in technologiepolitische
Entscheidungsvorbereitungen einzubinden und dabei Fragen, Vorbehalte, Erwar-
tungen, Ängste und Wünsche zu erfassen.
Bei diesen Dialogverfahren werden den Beteiligten zuerst Informationsbro-
schüren an die Hand gegeben, die möglichst ausgewogen über ein zu diskutie-
rendes Technologiethema informieren. Dieses Hintergrundwissen soll den Teil-
nehmenden eine Vorstellung von den Themen vermitteln und ihnen ermöglichen,
sich schon vorab Gedanken zu ihren persönlichen Ansichten zu verschiedenen Pro-
blemstellungen zumachen.Durchgeführt werden die Gesprächsrunden in den drei
großen Sprachräumen der Schweiz –meist in Lausanne, Lugano und Zürich –mit
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zufällig ausgewählten Bürgerinnen und Bürgern. Dabei werden nach Bedarf auch
Expertinnen und Experten oder so genannte Stakeholder miteinbezogen, d.h. Ver-
treterinnen und Vertretern von Interessensgruppen, die sich jeweils mit bestimm-
ten Aspekten des diskutiertenThemas befassen und den Teilnehmenden ihre Sicht-
weise darlegen sowie in der Diskussion aufgekommene Fragen beantworten kön-
nen.
Die partizipativen Verfahren zielen darauf ab, die Auseinandersetzung mit
komplexen oder kontroversen Technologien zu fördern, die Betroffenen-Sicht
einzuholen, die Akzeptanz neuer Technologien zu untersuchen, resp. die Wünsch-
barkeit erkannter Auswirkungen zu beurteilen und Vertreter*innen der Zivilgesell-
schaft die Möglichkeit zu geben, Vorschläge oder Empfehlungen zu formulieren.
Besonders interessant ist im Fall der Schweiz auch, Hinweise auf sprachregionale
Unterschiede in der Argumentation zu erhalten und Vergleiche zwischen verschie-
denen Bevölkerungsgruppen vornehmen zu können. Alle diese Informationen
werden in einem Synthesebericht festgehalten, der nicht nur die Empfehlungen
der Bürgerinnen und Bürger enthält, sondern auch die fundierten Argumenta-
tionsketten reflektiert, die erklären, weshalb sie etwas befürworten oder aber
kritisch beurteilen. Die Resultate werden den (politischen) Stakeholdern als Ent-
scheidungshilfe vorgelegt und können diesen in der Folge dabei helfen, nicht an
der Bevölkerung vorbei zu regieren.
Was passiert, wenn bei technologischen Weichenstellungen die Befürchtun-
gen und Empfehlungen der Bevölkerung nicht angemessen berücksichtigt werden,
zeigte sich im Fall der Schweiz beim Thema Gentechnik. Ein von TA-SWISS 1999
durchgeführtes Publiforum hatte aufgezeigt, wie kritisch die Schweizer Bevölke-
rung gegenüber dem Einsatz von Gentechnik zur Erzeugung von Nahrungsmit-
teln eingestellt war. Eine der zentralen Empfehlungen der befragten Bürgerinnen
und Bürger an die Politik war damals, ein Gentech-Moratorium zu erlassen. Ins
Gentech-Gesetz wurde diese Empfehlung jedoch nicht aufgenommen. Daraufhin
kam es zu einer Volksinitiative für ein Gentechnik-Moratorium, welche imNovem-
ber 2005 mit 56 Prozent der Stimmen angenommen wurde.
Partizipation und Digitalisierung
Der Bereich der Informationstechnologien und der Digitalisierung spielt bei TA-
SWISS seit den 1990er-Jahren eine zentrale Rolle. Insgesamt wurde ein gutes Dut-
zend Projekte und Studien u.a. zum elektronischen Patientendossier, dem Vorsor-
geprinzip in der Informationsgesellschaft, autonomen IT-Systemen und Ortungs-
technologien erarbeitet. Als gemeinsamer Nenner stellte sich dabei immer wieder
eine grundsätzlich positive Haltung der Schweizer Bevölkerung gegenüber neuen
Technologien heraus. Gerade in Bezug auf die Digitalisierung sieht die Bevölke-
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rung viele Vorteile und Nutzen und wäre kaum mehr bereit, das tägliche Leben
ohne Internet und Smartphone zu bewältigen.
Unabdingbare Voraussetzung für diese Akzeptanz ist allerdings – auch das
trat bei diesen Projekten immer wieder klar hervor – dass sich die Bevölkerung in
transparenter Art und Weise informiert fühlt, und dies nicht nur über die Chan-
cen, sondern eben auch über mögliche negative Folgen der Digitalisierung. Gerade
in einem Bereich wie der Digitalisierung, in dem die Entwicklung so rasant ver-
läuft und mit signifikanten Veränderungen in vielen Lebensbereichen – von der
Telekommunikation, über das Gesundheitswesen, Bildung und Forschung bis hin
zur Finanzwelt und zum Tourismus – verbunden ist, besteht ein großes Bedürf-
nis nach objektiven Wissensgrundlagen. Insbesondere in Bezug auf Privatsphäre,
Datenschutz und den möglichen Missbrauch der Überwachung von Datenströmen
bestand die Bevölkerung immer wieder auf klaren Antworten.
Als Beispiel hierfür soll auf das von TA-SWISS im Jahr 2008 durchgeführte
partizipative Verfahren zu eHealth und zum elektronischen Patientendossier hin-
gewiesen werden. Trotz vieler Vorbehalte sprachen sich die wenigsten Bürgerin-
nen und Bürger grundsätzlich gegen das elektronische Patientendossier aus. Die
Überzeugung, dass Vertraulichkeit und effizienter Datenaustausch keineswegs im
Widerspruch zueinander stehen müssten und auch im digitalen Zeitalter dafür
gesorgt werden könne, dass im Gespräch mit der Ärztin oder dem Arzt preisge-
gebene Angaben den Rahmen der vertraulichen Unterhaltung nicht verlassen und
weiterhin besonderen Schutz genießen würden, überwog bei den meisten.
Die Schweizer Bürgerinnen und Bürger konnten der elektronischen Patienten-
akte mehrheitlich Positives abgewinnen: größere Transparenz für die verschiede-
nen Stellen, die in eine medizinische Behandlung eingebunden sind, Zugriffsmög-
lichkeiten auf Patientendaten auch aus dem Ausland, lebenslange Dokumentation
der Gesundheitsentwicklung und nicht zuletzt die Möglichkeit, auch nach dem
Besuch in der Praxis die Angaben noch einmal in aller Ruhe durchzusehen und
allenfalls ergänzende Recherchen anzustellen.
Allfällige Einsparmöglichkeiten standen bei der positiven Beurteilung des elek-
tronischen Patientendossiers nicht im Vordergrund – imGegenteil: Etliche der Be-
fragten rechneten nicht damit, dass das Gesundheitswesen dank elektronischen
Datenaustauschs billiger werde. Die inhaltlichen Vorteile machten in ihren Augen
indes finanzielle Aufwendungen wieder wett.
Der Schutz sensibler Gesundheitsdaten bereiteten den Bürgerinnen und Bür-
gern vergleichsweise wenig Kummer: Die Banken hätten gezeigt, dass heikle und
zudem lukrative Daten im Großen und Ganzen recht zuverlässig geschützt wer-
den könnten. Beim elektronischen Patientendossier waren die Befürchtungen vor
Missbrauch umso geringer, als sich kaum jemand aus demKreis der Befragten vor-
zustellen vermochte, welchen Gewinn ein Hacker aus Gesundheitsinformationen
ziehen könne. Teilweise war die abgeklärte Haltung gegenüber Fragen des Daten-
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schutzes allerdings auch einer gewissen Resignation geschuldet: In einer Zeit, wo
ohnehin über jeden Bürger, jede Bürgerin, zahllose Daten im Umlauf seien, wögen
die Vorteile größerer Transparenz im Gesundheitswesen schwerer als eventuelle
Nachteile.
Vor Missbrauch schützen – insbesondere durch interessierte Dritte wie Versi-
cherungen oder Arbeitgeber – soll die Informationsautonomie jeder und jedes ein-
zelnen. Den Bürgerinnen und Bürgern war es ein zentrales Anliegen, dass sie als
Patientinnen und Patienten selbst darüber bestimmen könnten,welche Angaben in
ihr Dossier eingetragen würden und welche nicht. Auch wünschte sich die über-
wiegende Mehrzahl, dass das elektronische Patientendossier freiwillig sein solle
und niemandem aufgedrängt werden dürfe.
Welche Fragen sind für die Gesellschaft von Bedeutung?
Bei den vielen Projekten, die wir im Laufe der Jahre bei TA-SWISS im Bereich der
Digitalisierung durchgeführt haben, wurden immer wieder ähnliche Vorbehalte
formuliert. So wurde oft befürchtet, dass große Teile der Gesellschaft mit dem
Tempo der Transformation nicht mithalten könnten und damit die Gefahr bestehe,
dass viele Menschen (allen voran die älteren Generationen) von der Nutzung die-
ser neuen Technologien ausgeschlossen würden. Gerade bei der Anwendung von
Smartphones oder des Internets zeigen sich ältere Generationen schnell überfor-
dert. Man denke zum Beispiel, wenn ältere Personen im Internet neue Programme
herunterladen oder aktualisieren müssen oder wenn sie die Fahrkarte für den Zug
nur noch mit dem Smartphone kaufen können.
Sorge bereitete, neben der Angst vor einem klaffenden digital divide, auch die
Datensicherheit, beispielsweise bei der Einführung einer elektronischen Identität.
Es zeigte sich, dass hier nicht nur ältere Menschen verunsichert sind und sich dem
Missbrauch ihrer Daten durch Unbefugte schutzlos ausgeliefert fühlen, insbeson-
dere weil nationale Gesetzgebungen im grenzüberschreitenden world wide web
wirkungslos bleiben müssten.
Zentral ist für viele weiter der Datenschutz, der im Recht des Individuums auf
informationelle Selbstbestimmung wurzelt, d.h. dem Recht der Einzelnen, grund-
sätzlich selbst über die Preisgabe und Verwendung seiner personenbezogenen Da-
ten zu bestimmen. Der Datenschutz hat aber auch eine gesellschaftliche Kom-
ponente. Die zunehmende digitale Erfassung aller Informationsflüsse erhöht die
Möglichkeit der Kontrolle von Individuen durch staatliche oder private Institutio-
nen. Hierbei handelt es sich um ein inhärentes Problem der Digitalisierung, das
einer vertieften gesellschaftlichen Diskussion bedarf.
Wie also lässt sich in einer digitalisierten Welt die Privatsphäre schützen? Ei-
nerseits muss gesichert sein, dass die Nutzer und Nutzerinnen, die private Infor-
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mationen preisgeben, genau wissen, wofür diese verwendet werden. Zum ande-
ren muss eine Möglichkeit zur Veränderung bzw. Löschung dieser Informationen
gegeben sein. Beide Aspekte – Einwilligung und Kontrolle – können bei Internet-
Anwendungen faktisch kaum gegeben sein.
Schließlich ist es für Anwenderinnen und Anwender ungemein schwierig, die
Zuverlässigkeit der Information im Internet zu überprüfen, was die Gefahr der
Manipulation (beispielsweise bei Wahlen) mit sich bringt – Stichwort Fake News.
Weitere Anwendungsbereiche digitaler Technologien
Verschiedene digitale Anwendungen im Bereich der Medizin, wie zum Beispiel
die Einführung des digitalen Patientendossiers und die sogenannte personalisierte
Medizin, sind für die Bevölkerung von größter Bedeutung. Zu beiden Themen hat
TA-SWISS Studien und zum elektronischen Patientendossier auch ein Bürgerpa-
nel durchgeführt. Beide Anwendungsfälle versprechen große Vorteile. Das digitale
Patientendossier ermöglicht Patientinnen und Patienten, jederzeit und von überall
Zugriff auf ihre Gesundheitsdaten zu haben und umfasst zudem eine wichtige ent-
scheidungsunterstützende Dimension für Gesundheitspersonal sowie Ärztinnen
und Ärzte. Bei der personalisierten Medizin werden große Mengen an Daten erho-
ben, in denen mithilfe von Künstlicher Intelligenz bisher unbekannte Muster und
Zusammenhänge eruiert und auf dieser Grundlage Aussagen über Krankheitsrisi-
ken getroffen sowie wirksamere Behandlungen für spezifische Patientengruppen
entwickelt werden können. Wichtig ist hier, dass ein hoher Datenschutzstandard
garantiert werden muss, wenn es um das Sammeln von sensiblen Gesundheitsda-
ten geht. Zudem ist gezieltes Fachwissen notwendig, um die richtigen Schlussfol-
gerungen aus den Datenanalysen ziehen zu können, was sich auf die Anforderun-
gen für Aus- und Weiterbildung des Gesundheitspersonals auswirken sollte.
Die Digitalisierung wird auch im Bereich der Sicherheitstechnologien zentral.
Insbesondere der Aspekt der Überwachung spielt eine immer größere Rolle. Lap-
tops, Tablets und Smartphones erlauben uns, immer und überall mit der Welt ver-
netzt zu sein. Doch sobald wir uns einloggen oder eine App starten, hinterlassen
wir Datenspuren und geben unseren Standort preis –manchmal ist Einloggen da-
zu nicht einmal nötig. Auch Ortungsdaten entstehen immer häufiger unbeabsich-
tigt, sondern als Nebeneffekt der Nutzung vielfältiger Informations- und Kom-
munikationsdienste. Auf Grundlage dieser Datenspuren können Bewegungsprofi-
le oder auch Beziehungsprofile von Personen erstellt werden, mit oder ohne deren
Wissen. Die fehlende Transparenz stellt das Recht der Einzelnen auf informatio-
nelle Selbstbestimmung zunehmend infrage, wird gleichzeitig aber gerne mit dem
Verweis auf größere Sicherheit im öffentlichen Raum gerechtfertigt.
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TA-SWISS hat im Jahr 2014 an einem EU-Projekt mit dem Namen SurPRISE
(Surveillance, Privacy, Security) mitgewirkt, welches der Frage nachging, inwie-
weit die Bevölkerung bereit ist, diesem Trade-off zwischen (in Aussicht gestellter)
Sicherheit und dem Schutz der Privatsphäre und anderer Grundrechte zuzustim-
men. SurPRISE war als großflächiges Beteiligungsverfahren aufgezogen und wur-
de gleichzeitig in neun europäischen Ländern jeweils mit Partnern aus Akademien
derWissenschaften,Datenschutzbehörden, privaten und öffentlichen Forschungs-
einrichtungen, Technikfolgenabschätzungsinstitutionen und Universitäten durch-
geführt. Insgesamt 2500 Bürgerinnen und Bürger diskutierten mit und halfen
bei der Entwicklung von Leitlinien und Empfehlungen für Sicherheitsmaßnahmen
und -technologien, die dazu beitragen sollen, dass die zukünftige Sicherheitspo-
litik und ihre Umsetzung auf grundrechtskonformen Konzepten und Technologi-
en beruhen. In der Schweiz war das Interesse an diesen Diskussionsforen riesig:
TA-SWISS erhielt über 1300 Anmeldungen für drei Bürgerforen mit je 110 Teilneh-
menden in der deutsch-, französisch- und italienischsprachigen Schweiz.1
Das Resultat fiel durchaus kritisch aus. Bürgerinnen und Bürgern leuchtete es
zwar ein, dass in den Diensten des Staates eingesetzte intelligente Überwachungs-
technologien der öffentlichen Sicherheit zuträglich sein könnten, die wenigsten
waren jedoch bereit, dafür die Kontrolle über die eigenen Daten zu verlieren. Ins-
besondere in Ländern, in denen die öffentliche Sicherheit allgemein als gut emp-
funden wird, zeigten sich die Befragten skeptisch und forderten, dass Überwa-
chungstechnologien nur in einem klar definierten rechtlichen Rahmen eingesetzt
werden dürften und die Öffentlichkeit genau darüber informiert werden müsse,
wer welche Informationen zu welchem Zweck sammle. Wo weniger (empfunde-
ne) Sicherheit im öffentlichen Raum gegeben ist, treten solche Forderungen in den
Hintergrund. Frappant war dabei das Nord-Süd-Gefälle in Europa: Am sichersten
fühlt man sich in Dänemark, Norwegen und in der Schweiz (über 80 Prozent der
Befragten), am unsichersten in Italien und Spanien (knapp 40 Prozent). Deutsch-
land liegt mit 66 Prozent dazwischen.2
Viren können den Datenschutz gefährden
Die Diskussion über Datenschutz, Privatsphäre und die Überwachung hat seither
weiter an Bedeutung gewonnen, insbesondere angesichts der Covid-19-Pandemie.
1 Mehr dazu hier: http://surprise-project.eu/wp-content/uploads/2014/10/D6.8_Country_report
_Switzerland_8.10_v1.pdf. Zugegriffen: 19. März 2021.
2 Einzelheiten zum Projekt sowie Auswertungen und Berichte aller beteiligten Länder hier: ht
tp://surprise-project.eu/. Zugegriffen: 19. März 2021.
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In der Schweiz wird beispielsweise das Contact-Tracing durchaus kontrovers be-
trachtet. Anfangs war eine stark ablehnende oder zumindest verunsicherte Hal-
tung der Schweizer Bevölkerung zu beobachten. So verzeichnete die Webseite der
Zürcher Datenschutzstellemehr Zugriffe als je zuvor.Die Schweizer Datenschützer
griffen häufig formulierte Befürchtungen auf und warnten vor der Gefahr, dass im
Dienste der Virusbekämpfung dieWeichen für eine totale Überwachung der Gesell-
schaft gestellt werden könnten, die, erst einmal eingeführt, kaummehr rückgängig
zu machen sei.
Allerdings gelang es in der Folge den Behörden, überzeugend aufzuzeigen, dass
die SwissCovid App als wichtiges digitales Tool zur Bewältigung der Corona-Virus-
Krise beitragen könnte und dass sie im Vergleich zu anderen europäischen Lösun-
gen absolut datenschutzkonform entwickelt worden sei. Damit stiegen das Ver-
trauen in sowie die Anwendung der App in der Bevölkerung.
Wie bei anderen durch die Anwendung neuer Technologien ausgelösten De-
batten war auch hier die Frage zentral, welche Chancen und Risiken bzw. welcher
Nutzen oder welcher Schaden für die Anwenderinnen und Anwender entstehen
können. Entscheidend ist in solchen Fällen, dass diese Fragen in einer breiten, fak-
tenbasierten öffentlichen Debatte erörtert werden. Diese Debatte muss demokra-
tisch und transparent und unter Einbezug möglichst vieler betroffener Stakehol-
der geführt werden. Inzwischen empfiehlt sogar die recht kritische Konsumenten-
schutzorganisation Stiftung für den Konsumentenschutz SKS, die SwissCovid App
herunterzuladen. Entscheidend war für sie, dass die Freiwilligkeit und der Schutz
der Privatsphäre sichergestellt seien. Entscheidend ist, dass die breite Öffentlich-
keit versteht, worum es geht. Nur so lässt sich ein Vertrauensklima schaffen, in
dem sich Bürgerinnen und Bürger eine eigene Meinung bilden können.
Mein Fazit: so partizipativ wie nur möglich …
Wie eingangs erwähnt, sollte bei der Gestaltung von neuen technologischen An-
wendungen möglichst früh der Einbezug aller gesellschaftlichen Gruppen ange-
strebt werden. Aufgabe der Politik ist es dann, Bestimmungen auszugestalten und
Verhaltensweisen zu fördern, die den Anliegen der Allgemeinheit entgegenkom-
men undMinderheiten schützen. Die Anwendung von neuen technologischen Ent-
wicklungen und digitalen Hilfsmitteln sollte grundsätzlich freiwillig bleiben und
den Einzelnen nicht aufgezwungen werden.
Mit partizipativen Mitwirkungsverfahren konnte TA-SWISS dafür Sorge tra-
gen, dass die breite Öffentlichkeit bei der Gestaltung künftiger digitaler Entwick-
lungen nicht ausgeschlossen bleibt. Genauso wichtig ist, dass sich die Menschen
der totalen Vernetzung bei Bedarf entziehen können: Das elektronische Patienten-
dossier beispielsweise ist in der Schweiz freiwillig und kann, einmal eröffnet, auch
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jederzeit wieder geschlossen werden. Beides – der Einbezug genauso wie der frei-
willige Verzicht – kann, wie die Rechtsanwältin und Ärztin Kerstin Noelle Vokinger
in der Neuen Züricher Zeitung darlegt, nicht durch Recht allein geregelt werden. Es
braucht einen ethischen Kompass sowie Kontrollmechanismen, um neue techno-
logische Anwendungen, wie eben beispielsweise das digitale Contact-Tracing, auf
ein normatives Fundament zu stellen. Dies wiederum setzt einen verstärkten Dia-
log zwischen den Disziplinen und Stakeholdern voraus. Nur so lässt sich das in-
formierte Vertrauen der Bürgerinnen und Bürger gegenüber dem Staat, aber auch
untereinander schaffen, das die Grundlage zumgemeinsamen demokratischen Ab-
wägenmöglicher technologischer Zukünfte bildet. Dass es diesbezüglich noch Ver-
besserungsspielraum gibt, bestätigte unlängst der bisherige Präsident der Natio-
nalen Wissenschaftlichen Task Force Covid-19, Matthias Egger, auch Präsident des
Schweizerischen Nationalfonds zur Förderung der wissenschaftlichen Forschung:
Angesichts der erneut explodierenden Fallzahlen bedauerte er am Mikrophon von
Radio SRF, dass die Regierung die Gelegenheit verpasst habe, die Bevölkerungwäh-
rend der Sommermonatemit Hilfe von Dialogforen insManagement der Epidemie
einzubinden und so mehr Verständnis und Unterstützung für nötige und auch für
einschneidende Maßnahmen zu schaffen.
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