For power industries electricity load forecast plays an important role for real-time control, security, optimal unit commitment, economic scheduling, maintenance, energy management, and plant structure planning etc. A new technique for long term load forecasting (LTLF) using optimized feed forward artificial neural network (FFNN) architecture is presented in this paper, which selects optimal number of neurons in the hidden layer as well as the best training method for the case study. The prediction performance of proposed technique is evaluated using mean absolute percentage error (MAPE) of Thailand private electricity consumption and forecasted data. The results obtained are compared with the results of classical auto-regressive (AR) and moving average (MA) methods. It is, in general, observed that the proposed method is prediction wise more accurate.
INTRODUCTION
In recent years, especially in last decade, after deregulation of electricity market, the electric load profile is led to non-linear and a deteriorating or chaotic time series is observed. As the time is passing year by year, the electrical load demand is increasing continuously in a nonuniform fashion. The conventional resources of power, on the earth, are limited and therefore, other options are being searched to fulfill the future load demand. These new resources are called non-conventional resources. Besides it the conventional resources are also under research so that they may work optimally with maximum power demand output. Load forecasting is not only used to know future load, but also for various electrical engineering applications associated with this as listed in Tab. 1. The literature survey exhibits that even 1 % forecasting error may results in hundred of thousand or even more currency units [1, 2] . Besides it, in the fast developing countries the load demand is varying drastically. No planning of power system is possible without forecasting. Therefore, it becomes necessary to forecast the load demand with least error so that power supply industries may make proper arrangements [3, 4] . Keyhani and El-Abiad were the first to present very short term load forecasting using Auto-regressive Moving Average (ARMA) model [5] in 1975. The classical approaches [6] [7] [8] [9] [10] [11] [12] used for forecasting electrical demand were regression method; statistical tools forecasting, autoregressive models, Moving Average (MA) models, ARMA, Autoregressive Integrated Moving Average (ARIMA) model, ARMA model with exogenous variables (ARMAX), etc. Basically the time series forecasting method is subdivided into two basic parts. One is conventional statistical/mathematical models and other one is modern artificial intelligence (AI) based models [13] . Recent research provides a proof that AI techniques are drawing more attention of the researchers in the area of load forecasting as they produce better results over the classical models. In general, there are five main categories [16, 17] of load forecasting. These categories along with their applications are documented in Tab.-1.
The ANN has undoubtedly emerged as promising AI tool due to its ability to extract the implicit non-linear relationship among input-output variables when learning from training data. Besides it ANN has good generalization ability. ANN is used for myriad problems in the areas of pattern recognition, curve fitting, data mining, load forecasting, system/process modeling, controls, system identification and many more problems of nonlinear fitting [14] as it does not require any complex mathematical formulations or quantitative correlation between inputs and outputs. In last twenty years a lot of research is put on the platform of electric load forecasting. Daneshi et al [15] introduced electric load and corresponding load factor model and stated different types of parameters influencing the load i.e. weather, time, population, econometric and demographic data, energy supply and price, regional development, facilities, sales of electrical appliances and some other random disturbances.
Year by year the load pattern becomes highly mismatched due to regularly increasing annual demand as industrial load is increased more in past years. Environmental disturbances i.e. average atmospheric temperature increase creates a great nonlinearity [18] [19] [20] . Demo- [21, 22] . The demand for accurate load forecasting is increased in deregulated environment because of enhanced competition among power industries.
Selecting an optimized architecture of the ANN is a tedious task as a small structure does not exhibit a proper non-linear relationship among input and output variables. However, a large structure creates a complex structure and takes a lot of time in training and may not properly generalized for ill-posed problems. In the literature it is illustrated that there is no exact procedure to select the number of hidden layer and number of neurons in hidden layer. However, some of the researchers have proposed some thumb rules for selecting the number of neurons in the hidden layer [15] . The paper discusses a new methodology of selecting number of neurons in hidden layer of FFNN.
In Section 2, basic description of ANN architecture and detailed discussion of proposed methodology to select optimal ANN architecture as well as suitable training method used for forecasting are presented. The case study along with the conventional AR and MA method [23] is described in Section 3. Besides it the Section 3 carries all the simulative information. Forecasting results and their comparison are presented in Figs. 10-14 and Tab. 4. The conclusion is then given in Section 4.
ARTIFICIAL NEURAL NETWORK

Architecture
An ANN is a dataflow-model, made up of non-linear computing units, and motivated by the complex connections of cells in a biological brain. The ANN provides an alternative computational approach inspired by the biological nervous systems process [24] . It has advantages viz. adaptive in nature, capability to handle complex systems and iterative learning process by adjustments of their weights and biases etc.
A specific type of ANN, ie fully connected FFNN [25] with a single hidden layer is exercised in the work presented here. The proposed FFNN has three layers, namely, input, hidden and output layers. Numbers of neurons in input layer (N i ) and output layer (N o ) layers are correspondingly selected on the basis of number of inputs available in one input vector and output required, whereas the nonlinearity of the system decides the number of neurons in the hidden layer (N h ). The data flow starting from input layer and traversing through a hidden layer arrives at the output layer. The adjustable parameters of ANN, which provide different mappings from input to output, are called weights. ANNs have the ability to learn by adjusting weights to be estimated by iterative training algorithm based on mathematical rules. The most used architecture is the so-called multi-layer, and the back-propagation algorithm is the most frequent algorithm for the training of the multi-layer networks [25] .
A basic structure for exercising and experimentation of FFNN is depicted in Fig. 1 . Here, matrix W and V contains weights of hidden layer and output layer, respectively; to predict the i th month load I(i), historical load is used as input in a specific sequence as shown in Appendix 1. Inputs are indexed from i − 1 upto i − 61 . If input I(i − 61) is unavailable then I(i − 60) is treated as the last (seventeenth) input. Intermediate outputs of the network used are calculated using equation
Here N is the number of hidden layers in FFNN; P N −1 q is the input at the q th neuron of the input layer, if N = 1 ; P N q is the summed output of the q th neuron of the N th layer; y is the output of the q th neuron of the output layer, if N is the last hidden layer; w qk is the weight In this paper the primary attention is paid towards the selection of neural network (NN) architecture, especially the number of neurons in the hidden layer neurons and training method. The specific pattern of data assures that using FFNN, forecasting can be done with higher accuracy. In this paper the FFNN is selected in such a way that the forecasted results are as exact as real load.
Methodology proposed: FFNN architecture and number of hidden layer neuron selection
Network type, architecture, number of neurons in different layers and the training method are the key factors for a good mapping and hence results in good forecasting using FFNN. Proper input-output sequence arrangement of the training data is mandatory for accuracy in forecasting. For the case study FFNN as shown in Fig. 1 is used. It consists of three layers; the first layer contains seventeen neurons, which are fixed from the specified input sequence as listed in Appendix 1, hidden layer contains one neuron because this led to lesser prediction error. Output layer contains one neuron as single month data is predicted for one input vector. As it is obvious that the data can never contains a negative value so it will be beneficial to normalize the data in between zero and one using equation (2) .
where S max and S min are the maximum and minimum value from the data series used for training of NN respectively, S is the value which is to be normalized and d is the normalized value between 0 and 1. In this work, the training data are kept in a specific sequence such that these 72 months data makes a column matrix. The input selection scheme is given in Appendix 1. For forecasting data mean absolute percentage error (MAPE), given in equation (3) is used [26] . Non-absolute error value may lead to ambiguity. For better realization of forecasting results absolute error is selected, because in certain conditions, mean may be zero, for wrongly fitted data as positive errors are compensated with the negative errors. In literature MAPE is found to be the most suitable base for the same.
where M represents number of forecasted data to calculate error, K is index, X 0 shows original value and X f expresses forecasted value corresponding to X 0 . To reduce the MAPE, the architecture of FFNN should be optimized. For selecting the N h of a 3 layer FFNN, researchers used a relation [27, 28] that is equation (4). It gives an approximation to select number of neurons in hidden layer (N h ).
In the proposed scheme a wide range of number of neurons in hidden layer ie 1 to 30, and training methods(TM) [29] ie seventeen as tabulated in Appendix 2, are picked up to incur more accurate and promising architecture of FFNN. The step-wise sequence of the proposed approach, in scientific order, is evinced in pictorial form in Fig. 2 .
In Fig. 2 , various parameter used are number of layers in FFNN (N L ), index (i and j ) for the loop which are set to be at 0 initially. N i and N o are number of neurons in input and output layer respectively. MAPEmin is the value of minimum MAPE, Nhmin is the value of N h when MAPE is minimum. N h old and T M old show the value of N h and TM in previous loop respectively. TMmin is the value of TM when minimum MAPE is achieved.
The neural network is trained and tested by normalized data which are spitted into three parts that are training data, validation data and testing data. For this intent, data from January 2000 to December 2006 is used. Primarily selected TM is Levenberg-Marquardt (LM) due to its efficient and fast convergence [30] towards the goal. In this deal, keeping the LM training method fixed, value of N h is varied and hence, value of Nhmin is obtained. In succession, keeping value of N h constant value of TM is varied from 1 to 17 as demonstrated in Appendix 2. This practice will lead to find new value of N h . If the current value of the current variable is found to be the same as previous value, next to it, recent value of TM as well as N h are selected to be the final value and the stopping criteria of either value of TM or the N h to be same is met, the optimized architecture of the FFNN is selected and trained. Further the forecasting is performed for months January 2007 to December 2009. 
Auto-regressive(AR) model [32]
Compact Mathematic form of AR model is φ(B)Z t = a t .
(5) Here,
where Z t is the parameter value at instant t, B is lag operator, a t is random shock for p previous values from stochastic time series are selected for forecasting.
Moving Average Method [23]
In MA method it is assumed that the next predicted value will be the average of some past values. In case of 6 months MA prediction six recent values of the past data is used and the new value is forecasted using equation (3) . Similarly 10 and 12 months MA prediction can be done using the same equation. With the help of equation (3) load is predicted and shown in Fig. 13 .
Here, L C i is the MA (in this case energy consumption in Million KWh) of past C months data for the i th month.
Observations During Simulation
According to the proposed methodology, specified in Section 2.2, the graphical results after every round are exhibited in Tab. 2 and the graphical diagrams are depicted in Figs. 3 to 8 . For the last round when, stopping criteria is met, is depicted through Fig. 8 The tabulated form of various observations during different experiments, are listed in Tab. 2. In this table minimum MAPE obtained and the MAPE obtained concerned From the observations as detailed in Tab. 2, there were total 6 rounds to reach to stopping criteria. In the sixth round the TM is found to be same as the previous, i.e. SCG. At this stage of experiment, it is obvious that optimized structure of FFNN is 17-01-01 and should be trained with training method SCG. The upper row of a round displays the results for a specific 6. Keeping N h = 1 , T M = SCG is found to be the most efficient with minimum M AP E = 2.05 % for year 2007. Training performance (root mean square error) curve using the training parameters, obtained is appearing in Fig. 9 . It shows the performance of the training after 40 epochs to be 0.0343426 . Figs. 10-12 . The fore-casting results using MA method for various period averages are pointed out in Fig. 13 . Similarly Fig. 14 is drawn using the actual and forecasted data obtained from AR (2) method. AR method does not trace the actual data of the case study and hence called not suitable for this case study and produce a large MAPE during the experimentation. Table 4 gives various results obtained from classical AR method, MA method and ANN. Referring Tab. 4, MAPE with proposed technique is less than or equal to 4.63 % for three consecutive years, which is below the normal accepted forecasting MAPE [15, 26, 33] in case of medium and long term load forecasting. Table 4 shows that MAPE in the predicted data is least in case of proposed ANN architecture, and in MA method on considering more terms of the historical data the prediction goes smoother, which does not provide good forecasting. 
CONCLUSION
An easy and cyclic methodology to explore number of neurons in the hidden layer as well as the best training method is developed, for the case study. Monthly loads from January to December is forecasted for three consecutive years 2007, 2008 and 2009 using the proposed ANN architecture with considerable and satisfactory limit of accuracy.
It is observed that there is an unusual dip in electricity consumption in Dec. 2008 and Jan. 2009 which is rare phenomenon, and normally not used while training the proposed ANN, therefore large absolute errors are observed at these points. Overall finding, from Tab.4 shows that ANN method is better than the conventional AR and MA method of forecasting. 
