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The average effective mass of charge carriers produced by an intense ultrashort laser pulse in a
transparent solid increases significantly as the excitation mechanism changes from multiphoton tran-
sitions to interband tunneling. We theoretically investigate this phenomenon for several dielectrics
and semiconductors. For diamond as a representative dielectric, we present a detailed analysis of
the laser-induced change of optical properties. When the concentration of free carriers is high, we
find that the average effective mass controls not only the intraband charge-carrier transport but
also the interband contributions to the optical response. We observe that the excitation-induced
birefringence is particularly large for parameters where the plasma response compensates for the
linear response of an unperturbed solid.
I. INTRODUCTION
The effective mass of charge carriers controls the opti-
cal and electric properties of solids. When electrons and
holes are produced by an intense laser pulse, their tran-
sient state is characterized by an average effective mass
that may significantly exceed that in a state prepared
by a weak laser pulse. While this basic fact is well es-
tablished1–9 and explained by band nonparabolicity, the
quest for extending the frontiers of ultrafast optoelec-
tronic metrology requires a more detailed knowledge of
the properties of photoexcited solids. In this paper, we
study the optical response of dielectrics and semiconduc-
tors excited by an intense few-cycle laser pulse, the spec-
trum of which lies within the medium’s transparency re-
gion. In this nonresonant regime, band nonparabolicity
is essential when a laser pulse drives interband transi-
tions within a large part of the first Brillouin zone. This
occurs when probabilities of various multiphoton excita-
tion pathways become comparable to each other. Conse-
quently, band nonparabolicity is particularly important
in the nonperturbative regime.
Early work on the optical effective mass of laser-excited
carriers was motivated by the problem of optical deter-
mination of the carrier density1. Since the Drude model
operates with the density-to-mass ratio, the mass must
be known to extract the density from reflection or trans-
mission spectra. Conversely, presuming the applicabil-
ity of the Drude model, an optical measurement of the
effective mass is possible only if the density of charge
carriers is known. Such measurements on silicon at the
melting threshold showed a 20% increase of the optical
effective mass3, confirming theoretical predictions2. Hot
free electrons and dense electron–hole plasmas were also
investigated using terahertz pump–probe spectroscopy.
While band nonparabolicity played an important role
in these experiments10,11, their research focus was on
studying scattering phenomena. In particular, it was ob-
served that intervalley scattering leads to a significant
change of the effective mass5,12, while deviations from the
Drude model were explained by long-range transport and
backscattering events6,13–15. Typical times for electron
scattering lie between 100 femtoseconds and 100 picosec-
onds16,17, even when the exciting laser field is strong18.
Thus, to a first approximation, scattering is negligible
during the interaction with a laser pulse that is as short
as a few femtoseconds (unless the pulse is weak and indi-
rect interband transitions dominate the optical response).
At the same time, the peak intensity of such a short pulse
may be very high without inducing any damage, which
allows one to study extremely nonlinear processes19. Sev-
eral recent theoretical papers report on the optical effec-
tive mass of charge carriers produced by such intense
few-cycle laser pulses. A good fit quality with the Drude
model was reported in [7], where the average effective
mass of charge carriers in silicon was predicted to in-
crease, depending on the orientation, by 20–30% upon
the increase of the peak laser intensity from 1012 W/cm2
to 5 × 1012 W/cm2. The latter theoretical work em-
ployed the time-dependent density functional theory, and
it was extended to finite electron temperatures8, where
the authors came to the following conclusion: “In spite of
the large difference of the electron–hole distributions be-
tween the thermal model and the numerical pump–probe
simulation, the real parts of the dielectric functions are
qualitatively similar.” The time-dependent density func-
tional theory was also applied to model how an intense
ultrashort laser pulse changes the optical properties of
diamond20, where one of the main findings was that the
pulse may induce anisotropy in an isotropic solid. Very
recently, the same team predicted that, at extremely high
intensities, the induced anisotropy reaches a level where
laser-excited diamond may acquire a hyperbolic disper-
sion9, where the real part of the permittivity is positive
in one direction and negative in a perpendicular direc-
tion. In the context of attosecond measurements, the
formation of the effective mass after sudden excitation
has recently been a matter of theoretical and experimen-
tal research21,22.
The purpose of this paper is to systematically analyze
how an intense few-cycle laser pulse changes the optical
properties of a transparent solid. The motivation for this
work came from several sources. Apart from a lack of
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2such an analysis in the literature, we wanted to point
out that the average effective mass experiences a mani-
fold increase within the parameter space relevant to ul-
trafast nondestructive measurements. The dependence
of the effective mass on laser-pulse parameters is impor-
tant for measuring charge-carrier density23,24, analyzing
data acquired by ultrafast reflection25,26 and transmis-
sion27–30 spectroscopies in the strong-field regime, as well
as interpreting time-resolved measurements of optical-
field-driven charge-carrier transport31–33.
II. METHODS
The main challenge in modeling the interaction of in-
tense few-femtosecond laser pulses with solids is that in-
terband transitions takes place in the entire Brillouin
zone among many bands. At the same time, the brief
duration and the strength of the interaction allow one
to make approximations that would be unjustified for
longer, less intense laser pulses19. From several recent
experiments and their numerical analysis, we infer that
relaxation processes, lattice motion, and electron–hole
interaction usually play a minor role34–36.
For the purposes of this paper, we chose to solve the
time-dependent Schro¨dinger equation (TDSE) in a sta-
tionary basis of Kohn–Sham orbitals, where the electron–
electron interaction and correlation enter our model only
by affecting band energies and transition matrix ele-
ments. For diamond as a prototypical dielectric, this
approximation has recently been shown to produce re-
sults that are very similar to those obtained with the
time-dependent density-functional theory (TDDFT)37,
where the effect of electron–electron interaction was re-
evaluated at every step of time propagation. This is con-
sistent with the observation that freezing the Coulomb
and exchange-correlation terms in TDDFT calculations
to their ground-state values tends to have a negligible
effect on the polarization response of a bulk solid38. In
this case, local fields and band renormalization induced
by exciting a small fraction of valence electrons can be
neglected. Under this presumption, it is advantageous
to work in a stationary basis of Bloch states, rather than
employ TDDFT. The main advantage is flexibility. Band
energies, transition matrix elements and other input pa-
rameters can, in principle, be obtained with any suitable
electronic-structure method: tight binding, density func-
tional theory, quasiparticle self-consistent GW etc.
A. Numerical simulations
For each crystal momentum k and each initial valence
band n, we solved the TDSE
i~
d
dt
|ψnk(t)〉 =
(
Hˆ
(0)
k +
e
m0
A(t) · pˆ
)
|ψnk(t)〉 (1)
in the basis of stationary three-dimensional Bloch states
|mk〉:
|ψnk(t)〉 =
∑
m
αmn(k, t)e
− i~ m(k)t |mk〉 . (2)
Here, pˆ is the momentum operator, e > 0 is elemen-
tary charge, m0 is the free-electron mass, t0 is the start-
ing time of a simulation, and the eigenstates of the
unperturbed Hamiltonian are defined by Hˆ
(0)
k |mk〉 =
m(k) |mk〉. The expansion coefficients αmn(k, t) are the
probability amplitudes of finding an electron in state
|mk〉 provided that the electron was initially in state
|nk〉. So, the initial condition for solving Eq. (2) is
αmn(k, t0) = δmn.
In this velocity-gauge model, the electric field F(t) act-
ing on electrons enters Eq. (1) viaA(t) = − ∫ t−∞F(t′) dt′.
We define the vector potential via
A(t) = −eLFL
ωL
θ(TL − |t|) cos4
(
pi
2TL
)
sin(ωLt), (3)
where eL is a unit vector that defines the polarization
of the laser pulse, FL is approximately equal to the
amplitude of the electric field, ωL is the pulse’s cen-
tral frequency, θ is the Heaviside step function, and
TL ≥ −t0 > 0 is related to the full width at half
maximum (FWHM) of the pulse intensity via TL =
pi FWHM/
(
4 arccos(2−0.125)
)
.
All the information about a medium that our numer-
ical model requires is m(k) and the matrix elements of
the momentum operator:
pmn(k) = 〈mk |pˆ|nk〉 , (4)
where the integration is performed over a unit cell. We
obtained this input data from density functional the-
ory using standard packages: Wien2k39 for SiO2 and
Abinit40 for all the other solids. For most of our calcula-
tions, we used the Tran–Blaha correction to the Becke–
Johnson meta-GGA exchange–correlation potential with
Perdew–Wang correlation. This functional is known to
produce more accurate values of the energy band gap as
compared to the local density approximation (LDA)41.
The energy cutoff was set to 19 Hartree, and we used a
nonshifted Monkhorst-Pack k grid.
Most of the results in this paper were obtained by an-
alyzing occupations at the end of the laser pulse:
fm(k) =
∑
n∈VB
|αmn(k, TL)|2, (5)
where we add contributions from all the valence bands
(VB). In Sec. III E, we also show results that require
the evaluation of the electric current density, J(t). It is
convenient to express J(t) via the density operator:
ρˆk(t) =
∑
n∈VB
|ψnk(t)〉 〈ψnk(t)| , (6)
J(t) = − e
m0
∫
BZ
d3k
(2pi)
3 Tr
[
ρˆk(t)
(
pˆ+ eA(t)
)]
+ ∆J(t).
(7)
3Here, the integral is taken over the first Brillouin zone
(BZ), and ∆J(t) is an adiabatic correction introduced
in [42]. Note that Eq. (7) does not explicitly account
for spin degeneracy (if the valence states are doubly oc-
cupied, the right-hand side of this equation needs to be
multiplied with 2).
B. Linear response
Let us consider a solid excited by an intense laser pulse.
Investigating the laser-induced change of a medium’s op-
tical properties, we are interested in its response to a
weak probe pulse, the electric field of which is Fprobe(t) =
−A′probe(t). This response can be calculated numeri-
cally, using the method described in the previous subsec-
tion, or analytically, using the standard time-dependent
perturbation theory. The analytical approach has two
main advantages: it allows us to decompose the laser-
induced change of optical properties into intra- and in-
terband components, and it also obviates the necessity
to control numerical convergence when we consider the
limit of an infinitesimally weak probe pulse. However,
the expressions derived below are applicable only to non-
overlapping pump and probe pulses.
The first-order perturbation theory yields the following
expression for the electric current density induced by a
weak probe pulse:
Jprobe(t) =
− e
2
m0
∫
BZ
d3k
(2pi)
3
{∑
n
fn(k)
[(
Aprobe(t)∇k
)
pnn(k)
~
+
2
m0
∑
m6=n
Re
[(
pnm(k)Aprobe(t)
)
pmn(k)
]
~ωmn
]
+
∫ ∞
0
dτ sˆ(k, τ, t)Aprobe(t− τ)
}
, (8)
where the Cartesian components of the sˆ tensor are given
by
sαβ(k, τ, t) =
2
~m0
Im
[∑
nm
e−i(t−TL−τ)ωnm(k)
× ρnm(k)
∑
n′
pαmn′(k)p
β
n′n(k)e
−iτωn′m(k)
]
. (9)
Here,
ρnm(k) = 〈nk |ρˆk(TL)|mk〉 (10)
is the density matrix at the end of the pump pulse
[ρnn(k) ≡ fn(k)], pαmn(k) = eαpmn(k) denotes the
Cartesian components of the momentum matrix element
(α ∈ {x, y, z}, eα is a unit vector), and we have intro-
duced the transition frequencies:
ωmn(k) =
m(k)− n(k)
~
. (11)
Equation (8) incorporates first-order adiabatic velocity-
gauge corrections42. These corrections compensate for
numerical artifacts arising in the velocity gauge due to
the violation of the Thomas-Reiche-Kuhn rule caused,
e.g., by basis truncation.
The model defined by Eqs. (8) and (9) considerably
simplifies if one neglects interband coherences, that is,
the off-diagonal elements of ρnm(k). In the next sec-
tion, we provide some evidence that this is a reasonable
approximation; we also verified this approximation by di-
rectly by evaluating Eq. (9) with and without interband
coherences. Once the off-diagonal elements of ρnm(k)
are neglected, sαβ(k, τ, t) no longer depends on t, so that
the integration over τ in Eq. (8) becomes a convolution.
In this case, the linear response of the medium can be
described with the tensor of linear susceptibility, χˆ(1),
which we first define in the time domain. In CGS units,
Pprobe(t) =
∫ t
0
dτ χˆ(1)(τ)Fprobe(t− τ). (12)
Let us distinguish between the intra- and interband con-
tributions deriving χˆ(1)(τ) from Eqs. (8) and (9):
χˆ(1) = χˆintra + χˆinter.
The terms that enter χˆintra must not contain matrix el-
ements describing transitions between different states,
while χˆinter may only contain off-diagonal elements of the
momentum matrix. Neglecting interband coherences, we
obtain
χˆintra(τ) = θ(τ)
e2τ
~m0
∫
BZ
d3k
(2pi)
3
∑
n
fn(k)
∂ pαnn
∂kβ
(13)
and
χinterαβ (τ) = e
−γτθ(τ)
2e2
~m20
∫
BZ
d3k
(2pi)
3
∑
n
{
fn(k)
× Im
[∑
m 6=n
pαnm(k)p
β
mn(k)
1− e−iτωmn(k)
ω2mn(k)
]}
, (14)
where θ(τ) is the Heaviside step function, and we have in-
troduced a phenomenological decoherence rate, γ = T−12 .
Without decoherence, the absorption spectrum in the nu-
merical model would consist of a discrete set of infinitely
narrow absorption lines.
In the frequency domain,
Pprobe(ω) = χˆ
(1)(ω)Fprobe(ω). (15)
Using F [f(t)] = ∫∞−∞ f(t) exp[iωt]dt as the definition of
the Fourier transform and employing the well-known ex-
pression for the inverse-mass tensor,
(
mˆ−1(n,k)
)
αβ
=
1
~m0
∂ pαnn
∂kβ
, (16)
4we arrive at the following expressions for the frequency-
domain intraband tensors of linear susceptibility:
χˆintra(ω) = − e
2
ω2
∫
BZ
d3k
(2pi)
3
∑
n
fn(k)mˆ
−1(n,k), (17)
χinterαβ (ω) =
e2
~m20
∫
BZ
d3k
(2pi)
3
∑
n
{
fn(k)
×
∑
m6=n
[
1
ω2mn(k)
(
2i
ω + iγ
Im
[
pαnm(k)p
β
mn(k)
]
+
pαnm(k)p
β
mn(k)
ωmn(k)− ω − iγ +
pαmn(k)p
β
nm(k)
ωmn(k) + ω + iγ
)]}
. (18)
Let us compare the intraband susceptibility to that in
the collisionless Drude model:
χˆDrude(ω) = − e
2
ω2
(
Nemˆ
−1
e +Nhmˆ
−1
h
)
,
where Ne and Nh are the concentrations of electrons and
holes, while mˆ−1e and mˆ
−1
h are their average inverse-mass
tensors. Assuming that there are no charge carries in the
ground state (before the pump pulse), we set Nh = Ne =
Ne−h, define the average tensor of the reduced inverse
mass as mˆ−1eff = mˆ
−1
e + mˆ
−1
h , and write
χˆDrude(ω) = − e
2
ω2
Ne−hmˆ−1eff . (19)
Henceforth, we will refer to mˆ−1eff as the average inverse
mass. Comparing Eq. (19) with Eq. (17) and using
Ne−h =
∫
BZ
d3k
(2pi)
3
∑
n∈CB
fn(k),
where the summation is performed over conduction
bands (CB), we define the average inverse mass as
mˆ−1eff =
∫
BZ
d3k
∑
n fn(k)mˆ
−1(n,k)∫
BZ
d3k
∑
n∈CB fn(k)
. (20)
Not surprisingly, this result represents averaging the
inverse-mass tensor over the ensemble of electrons and
holes using the occupation numbers as averaging weights.
In the next section, we investigate the optical response
to a linearly polarized laser pulse. Let eprobe be a unit
vector that is parallel to the electric field of the probe
pulse. We evaluate the average inverse mass with respect
to the probe pulse as
m−1eff = eprobe
(
mˆ−1eff eprobe
)
. (21)
The average effective mass with respect to this pulse is
then defined by meff = 1/m
−1
eff .
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FIG. 1. (a) The dependence of the average effective mass
on the peak electric field of a 4-fs 800-nm laser pulse. For
diamond, we compare data obtained with two exchange–
correlation potentials: Tran–Blaha41 (TrB) and local-density
approximation (LDA). For all the other solids, we show only
the outcomes of calculations with the Tran–Blaha functional.
(b) The same data as in panel (a) plotted against the Keldysh
parameter.
III. RESULTS AND DISCUSSION
A. Comparison of several crystals
In Fig. 1, we compare average effective masses (20) for
several solids excited by a 4-fs 800-nm laser pulse. The
optic axis of each uniaxial crystal was taken as the laser-
beam axis. For Al2O3, SiO2, and GaN, the optic axis
was parallel to [001], and we took the [100] direction as
the polarization direction of the pump pulse, epump. For
diamond, which is an isotropic medium, we took [111] as
the beam axis and epump ‖ [11¯0]. We evaluated the ef-
fective masses using Eqs. (20) and (21) with eprobe being
perpendicular to both epump and the optic axis.
The peak electric field in this and other figures is the
field within the medium. The relationship of this field
with the vacuum field of an incident laser pulse may
be complex because laser-induced interband transitions
change the reflectivity and may be responsible for com-
plex propagation effects. Since our goal is to study the
general properties of electron–hole plasmas created by
an intense few-cycle laser pulse, we assume that the laser
pulse in our simulations represents a pulse that has prop-
agated to a particular position within a solid. The max-
5imal electric field that we used for Fig. 1 was 2 V/A˚,
which is close to the damage threshold of the considered
materials. At 1 V/A˚, we do not expect any of these ma-
terials to be damaged by such a laser pulse (at this field
strength, we observe the highest concentration of excited
electrons in GaN, where it takes a value of 1.9 × 1021
cm−3).
Figure 1 thus illustrates that a significant increase of
the effective mass is a general effect observed in many
solids. As we mentioned in the Introduction, this in-
crease is expected upon the transition from the multi-
photon excitation regime to the tunneling one because
the multiphoton regime presumes that the probability
of absorbing N photons rapidly decreases with N (as
long as the transitions are energetically allowed). If the
probability of absorbing N + 1 photons is much smaller
than that of absorbing N photons, then a laser pulse will
usually inject carriers within a fraction of the Brillouin
zone, where the lowest multiphoton order dominates. As
long as the involved valence and conduction bands are
approximately parabolic within this reciprocal-space vol-
ume, their contributions to the average effective mass are
approximately independent of the peak injection field.
To support these arguments with evidence, we plot in
Fig. 1(b) the average effective masses as functions of the
Keldysh parameter43
γK =
ωL
|eF pump0 |
√
Egm∗, (22)
where Eg is the direct band gap. Here, we evaluated the
reduced mass, m∗, at the Γ point. Since some bands are
degenerate at k = 0, we did not limit the band selec-
tion to the top valence and bottom conduction bands.
Instead, we calculated a weighted average over all the
bands: for each band, we calculated its curvature in the
direction of the pump field and multiplied it with the con-
centration of charge carriers created in this band by the 1-
V/A˚ pulse. The Keldysh parameter classifies the regimes
of interband transitions into multiphoton (γK  1) and
tunneling (γK  1). From Fig. 1(b) we see that the tran-
sition from the multiphoton regime to the tunneling one
is indeed accompanied by a large increase of the average
effective mass.
B. The composition of the average effective mass
In this subsection, we examine various factors that
contribute to the average effective mass and its prop-
erties. As a representative crystal for our analysis, we
chose diamond—a medium with isotropic linear prop-
erties, a relatively simple band structure, and a high
damage threshold. Figure 1 shows that, for diamond,
the Tran–Blaha and LDA exchange–correlation poten-
tials produce similar average effective masses. We note,
however, that there are considerable differences in the
electronic structure. For example, the direct band gaps
in the TrB and LDA calculations were 6.4 eV and 5.5 eV,
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FIG. 2. Contributions to the average inverse mass of charge
carriers (solid black curve) from the valence-band states
(holes), as well as from the lowest three conduction bands
(CB1-CB3) in diamond.
respectively. Even though the LDA exchange–correlation
potential is known to underestimate band gaps, it is a
well-studied approximation where the effective potential
experienced by each electron is local, which gives us more
confidence in our numerical results (in general, nonlo-
cal potentials lead to additional terms in velocity-gauge
propagation equations). Therefore, we use the LDA for
the numerical analysis in this and following subsections.
In Fig. 2, we show how different bands contribute to
the average inverse mass. The lowest three conduction
bands of diamond are degenerate at the Γ point (neglect-
ing the spin–orbit interaction), so we plot the sum of their
contributions. We also plot the inverse mass averaged
over all the holes, as well as the net inverse mass obtained
by averaging over all the charge carriers. Electrons and
holes in diamond have comparable average masses, which
is why valence and conduction bands make comparable
contributions to m−1eff . We also see that higher conduc-
tion bands contribute surprisingly little. After the 2-V/A˚
pulse, 28.1% of excited electrons reside in bands above
the third conduction band, but their relative contribution
to the average inverse mass is as little as 9.4%.
Figure 3 gives a more detailed view on what con-
tributes to the dependence of the effective mass on the
peak laser field. For the 1- and 2-V/A˚ pulses, we plot
k- and energy-dependent quantities that determine the
average mass of charge carriers. Panels (a) and (b) of
this figure visualize excitations within the primitive unit
cell in reciprocal space, where we added the diagonal ele-
ments of the density matrix for all the conduction bands
and integrated the transition probabilities along the b3
vector. More precisely, these two false-color diagrams
visualize
y(ξ1, ξ2) =
∑
n∈CB
∫ 1/2
−1/2
dξ3ρnn (k) , (23)
k = ξ1b1 + ξ2b2 + ξ3b3, (24)
where bi are the primitive vectors of the reciprocal lat-
tice. In their basis, the coordinates of the crystal mo-
6mentum are ξi = (aik)/(2pi), where ai are Bravais lattice
vectors. Figures 3(a) and 3(b) illustrate that an intense
laser pulse drives transitions within a substantial part of
the first Brillouin zone.
The rigorous definition of the average effective mass
demands the knowledge of ρnn(k). Nevertheless, in our
experience, the shape of a reciprocal-space excitation pat-
tern is insignificant. We illustrate it in Figs. 3(c)-(f). In
Figs. 3(c) and 3(d), each bar represents the concentration
of charge carriers in states where the energy belongs to
the corresponding 2-eV-broad energy bin. These prob-
ability distributions are very sensitive to F pump0 . For
each bin, we also calculate the average inverse mass of
charge carriers within the bin’s energy range and plot
the result in Figs. 3(e) and 3(f). These energy-dependent
inverse masses depend on how the |k, n〉 states within
a particular energy bin are populated, that is, on the
reciprocal-space excitation pattern. However, this de-
pendence is weak, as we see by comparing Figs. 3(e) and
3(f). Knowing such an energy-dependent effective mass
for a representative laser pulse, one can directly relate
energy-dependent occupation numbers to the average ef-
fective mass. For example, using the 2-V/A˚ occupations
[Fig. 3(d)] to average the 1-V/A˚ inverse masses from
Fig. 3(e) yields an average inverse mass of 1.0m0, while
the accurate value from Eq. (20) is 0.8m0. Applying the
same procedure to extrapolate from 1 V/A˚ to 0.5 V/A˚,
we get 2.6m0 as the estimation of inverse mass, which is
close to the accurate value of 2.9m0 at 0.5 V/A˚.
C. Intra- and interband contributions to the
optical response
When a laser pulse excites electrons from valence
to conduction bands, the linear susceptibility of the
solid, χˆ(1)(ω), changes. We decompose this change,
∆χˆ(1)(ω), into two components: We evaluate the in-
traband component, ∆χˆintra(ω), assuming that the in-
teraction with a weak probe pulse consists in chang-
ing the crystal momentum of each charger carrier ac-
cording to the acceleration theorem, disregarding tran-
sitions between bands. This is equivalent to the Drude
model that neglects relaxation (scattering) processes. In
this model, ω2∆χˆintra(ω) is a frequency-independent real-
valued quantity (see Eq. (17)) representing the response
to an infinitesimally weak long-wavelength probe pulse.
The difference between the total and intraband
changes of the linear susceptibility is the interband com-
ponent:
∆χˆinter(ω) = ∆χˆ(1)(ω)−∆χˆintra(ω), (25)
which represents the optical response due to transitions
between bands. Even if a probe pulse has no frequency
components above the band edge, it is responsible for two
types of interband dynamics: virtual transitions describe
a transient polarization induced by the probe pulse, while
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FIG. 3. The left and right panels represent simulations with
peak laser fields of 1 V/A˚ and 2 V/A˚, respectively. (a,b)
The probability density of exciting a valence-band electron at
a certain crystal momentum. The probability densities were
integrated over the first Brillouin zone along the b3 vector.
(c,d) The area of each bar represents the number of charge
carriers with an energy within the corresponding 2-eV-wide
bin. (e,f) The average inverse masses of charge carriers (holes
for negative energies and electrons for positive ones) within
the energy bins that were used for (c) and (d).
real transitions among valence or conduction bands de-
scribe excitation and de-excitation of charge carriers left
by a pump pulse. If the frequency of a probe field exceeds
the band edge, then ∆χˆinter(ω) also reflects transitions
between valence- and conduction-band states driven by
a weak probe pulse.
In Fig. 4, we compare the real part of
∆χ(1)(ω) ≡ eprobe
(
∆χˆ(1)(ω)eprobe
)
with
∆χintra(ω) ≡ eprobe
(
∆χˆintra(ω)eprobe
)
for a 1-V/A˚ pulse interacting with diamond in the
local-density approximation. Below the band edge, the
electron–hole plasma created by the laser pulse decreases
the real part of the linear susceptibility. The intraband
contribution to the susceptibility does not depend on de-
phasing and, in this plot, it is represented by a hori-
zonal line that coincides with ω2 Re[∆χˆ(1)(ω)] in the limit
ω → 0. Intraband dynamics dominate the optical re-
sponse for photon energies ~ω . 3 eV, with the exception
of the range 0.5 eV . ~ω . 0.6 eV. The resonant tran-
sitions in this range mainly take place among the lowest
conduction bands, which are degenerate at the Γ point.
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FIG. 4. The change of the real part of the linear suscep-
tibility induced by a 1-V/A˚ 4-fs 800-nm laser pulse in dia-
mond (LDA). The dashed black line represents ω2∆χintra(ω).
Plotting ω2 Re[∆χ(1)(ω)], we compare two dephasing times:
γ−1 = T2 = 10 fs (thin red curve) and T2 = 100 fs (thick
gray curve). The vertical dotted line shows the position of
the band edge for direct transitions.
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FIG. 5. The change of the linear response at ~ω = 4 eV as a
function of the peak laser field for γ−1 = T2 = 10 fs.
Figures 5 and 6 show how the intra- and interband con-
tributions to Re[∆χˆ(1)(ω)] depend on the peak laser field.
Since we consider the case where all energy bands are
initially either fully occupied or empty, both ∆χˆintra and
∆χˆinter are proportional to Ne−h and, therefore, rapidly
increase with the amplitude of the laser pulse as shown
in Fig. 5. Furthermore, both ∆χˆintra and Re[∆χˆinter] are
negative at ~ω = 4 eV.
It is well known that band curvatures control the prob-
abilities of interband transitions. In particular, this is
why the effective mass appears in the Keldysh param-
eter43. Figure 6 strongly suggests that, for large exci-
tation probabilities, the relationship between the aver-
age band curvatures and the interband component of the
laser-induced susceptibility change is particularly simple:
Re[∆χinter] ∝ Ne−h/meff . This result is not obvious be-
cause the effective mass does not explicitly appear in
Eq. (18). Also, for weak laser fields, Re[∆χinter] ∝ Ne−h.
The change of the scaling law as F pump0 increases explains
the decrease of Re[∆χinter]/∆χintra in Fig. 6(a). (Note
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FIG. 6. The laser-induced susceptibility change, ∆χ(1)(ω) ≡
eprobe(∆χˆ
(1)(ω) eprobe), at ~ω = 4 eV. (a) The ratio of
Re[∆χinter] to the intraband component of ∆χ(1), plotted
against the peak laser field. Consistently with Fig. 4, there
is almost no difference between the two dephasing times:
γ−1 = T2 = 10 fs (thin red curve) and T2 = 100 fs (thick
gray curve). (b) The dependence of Re[∆χinter] on the con-
centration of charge carriers for T2 = 10 fs.
that Re[∆χˆintra] ∝ Ne−h/meff by definition.) The ob-
servation that Re[∆χinter] ∝ ∆χˆintra in the strong-field
regime is consistent with the interdependence of inter-
and intraband dynamics19,36,44. It also explains why the
Drude fit works so well7 for the net response, Re[∆χ(1)].
The fact that a substantial part of this response is of
the interband nature translates into the phenomenologi-
cal relaxation time, which was found to be on the order of
∼ 1 fs in numerical simulations that neglected relaxation
processes45.
D. Excitation-induced birefringence
Prior to the excitation by a laser pulse, diamond is
an isotropic crystal. By exciting charge carriers, a laser
pulse induces birefringence, which is easily measured by
optical means. One could expect that a linearly polar-
ized pulse should turn diamond into a uniaxial crystal,
but, according to our calculations, this is not the case—
for a sufficiently strong injection field, laser-excited dia-
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FIG. 7. The effective permittivities for light propagating in
the direction of the pump beam. The three shaded areas
correspond to light frequencies ~ω = 1 eV (magenta), 2 eV
(green), and 4 eV (blue). The upper and lower boundaries
of each shaded area correspond to two modes that propagate
preserving their polarization state (the polarization directions
of these modes depend on F pump0 ). The dots represent numer-
ical data, the curves are cubic splines. For these calculations,
we used γ−1 = T2 = 10 fs.
mond is, in general, a biaxial crystal. In Fig. 7, we illus-
trate the induced birefringence probed by an infinitesi-
mally weak pulse. We obtained the data for this figure
by analyzing the χˆ(1)(ω) tensor [see Eqs. (17) and (18)].
For a given wave vector, k, a biaxial crystal supports
two modes characterized by effective permittivities, εeff ,
which satisfy the following equation:
det
[
1 + 4piχˆ(1) − εeff
(
1− kk
>
‖k‖2
)]
= 0. (26)
Birefringence consists in the two effective permittivities
being different.
In Fig. 7, we plot the effective permittivities for three
frequencies of probe light: ~ω ∈ {1, 2, 4} eV, which we
show in magenta, green, and blue, respectively. We see
from this plot that the induced birefringence decreases
with the probe frequency and increases with the strength
of the injection field. The dependence on F pump0 is, how-
ever, not monotonous. We observe particularly large val-
ues of the induced birefringence for field strengths where
the real part of the permittivity takes negative values due
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FIG. 8. Comparison of the effective inverse masses calculated
with two methods: The solid black curve, labeled as “pump
only”, is identical to that in Fig. 2; it was obtained by apply-
ing Eq. (20) to the outcomes of simulations with a sole pump
pulse. The dashed red curve represents pump–probe simula-
tions, where the time-dependent polarization induced by the
probe pulse was approximated with the relaxation-free Drude
model. The inset illustrates the Drude fit for F pump0 = 1 V/A˚
and F probe0 = 0.1 V/A˚.
to the presence of electron–hole plasma. This happens for
plasma frequencies ωpl =
√
4piNe−he2/meff & ωn0(ω),
where n0 is the unperturbed refractive index of the solid.
For the ~ω = 1 eV dataset, this condition is fulfilled for
F pump0 & 1.2 V/A˚.
E. Pump–probe simulations
This subsection provides evidence that the average ef-
fective mass defined by Eq. (20) indeed determines the
strength of the electric current induced by a probe pulse.
For these pump–probe simulations, we used the same 4-
fs 800-nm pump pulse, followed by a 12-fs 2000-nm lin-
early polarized probe pulse with a peak electric field of
0.1 V/A˚. The two pulses had no overlap, and their polar-
izations were orthogonal to each other. To determine the
effective mass from the pump–probe simulations, we first
evaluate how the pump pulse changes the medium po-
larization in the direction of the probe field. We accom-
plish this by subtracting the polarization induced by the
sole probe pulse from that induced by both pulses. For
each amplitude of the pump pulse, this procedure yields
a time-dependent function ∆P (t), which we fit with the
following ansatz within the central cycle of the probe
pulse:
∆P (t) ≈ P0 +J0t+e2Ne−hm−1eff
∫ ∞
t
Aprobe(t
′) dt′. (27)
Here, Ne−h is the concentration of conduction-band elec-
trons after the pump pulse. From the three fit parameters
(P0, J0, and m
−1
eff ), we are interested only in m
−1
eff , plot-
ting it with the dashed curve in Fig. 8. The good agree-
ment between the outcomes of this analysis and those
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FIG. 9. The dependence of the effective inverse mass, evalu-
ated from the Drude fit, on the amplitude of the probe pulse.
For these simulations, we used F pump0 = 1 V/A˚.
of Eq. (20) validates the analysis presented in the previ-
ous subsections. This is not a trivial result because the
assumption of purely intraband motion is generally in-
applicable at those crystal momenta where some bands
are either degenerate or experience an avoided crossing.
In the vicinity of such crystal momenta, even a weak
infrared pulse can drive interband transitions with a sig-
nificant probability46. Figure 8 demonstrates that even
though the dynamics of a particular charge carrier in
the field of a weak probe pulse may violate our assump-
tions, the dynamics of the entire electron–hole plasma
are well described by the intraband approximation, es-
pecially when charge carriers occupy a large part of the
Brillouin zone. The good agreement illustrated by Fig. 8
also demonstrates that interband coherences, neglected
in Eqs. (17) and (18), have a negligible effect on the low-
frequency optical response of a laser-excited solid.
The inset in Fig. 8 illustrates how the fit was per-
formed. We also note that ∆P after the probe pulse
is not zero. Charge carriers can get displaced and accel-
erated by the end of a weak probe pulse, which would be
impossible if the pulse induced strictly intraband dynam-
ics. The transitions that are responsible for the formation
of the residual polarization and electric current are the
same transitions that manifest themselves in Fig. 4 as the
low-energy resonances.
The effective mass evaluated from the Drude fit de-
pends on the amplitude of the probe pulse, which we
illustrate in Fig. 9. We obtained this data by scan-
ning over F probe0 in the same pump–probe arrange-
ment as before. The amplitude of the pump pulse was
F pump0 = 1 V/A˚. The decrease of m
−1
eff with a growing
amplitude of the probe pulse is due to the interband
motion in nonparabolic bands. Indeed, for F probe0 =
0.4 V/A˚, the amplitude of reciprocal-space excursion is
|eF probe0 |/(~ωprobe) = 6.45 nm−1, which is as large as
37% of the reciprocal-lattice period. The fact that the
effective mass considerably depends on the amplitude of
the probe pulse implies a significant nonlinearity of the
intraband polarization response.
IV. SUMMARY
The effective mass averaged over all charge carries ex-
cited by a laser pulse in a transparent solid strongly de-
pends on the amplitude of the pulse. This effect stems
from band nonparabolicity, it is particularly important
in the tunneling regime, and it is pronounced in all the
solids that we investigated. Apart from pointing out the
magnitude of this effect, we also make several observa-
tions related to its nature and properties. Even though
the coherence between energy bands occupied by a pump
pulse has measurable outcomes47, we point out that it
has a minor effect on the permittivity change within the
transparency region. This is one of the reasons why the
Drude response dominates ∆χˆ(1)(ω) in most of this re-
gion. The insignificance of interband coherences means
that, to a good approximation, an average effective mass
depends only on band occupations and band curvatures.
Moreover, the availability of k-dependent data is not es-
sential for evaluating the average effective mass—it can
be estimated with a reasonable accuracy from energy-
dependent average band curvatures, excitation probabil-
ities, and the density of states. It is possible because the
average mass of charge carriers within an eV-broad en-
ergy range weakly depends on the peak electric field of a
laser pulse.
We observed that, starting from a certain field
strength, the interband component of ∆χˆ(1)(ω) becomes
proportional to theNe−h/meff ratio, that is, to the square
of the plasma frequency; in this regime, we expect the
intraband motion to have an impact on interband transi-
tions. Investigating the excitation-induced birefringence,
we observed that it is particularly large when the plasma
frequency exceeds the probe-pulse frequency multiplied
by the unperturbed refractive index. We also observed
that the average effective mass that describes the ballis-
tic acceleration of charge carriers in the field of a near-
infrared probe pulse considerably depends on the pulse’s
amplitude.
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