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Abstract
Reliable quantum chemical methods for the description of molecules with dense-
lying frontier orbitals are needed in the context of many chemical compounds and
reactions. Here, we review developments that led to our new computational toolbox
which implements the quantum chemical density matrix renormalization group in a
second-generation algorithm. We present an overview of the different components
of this toolbox.
1 Introduction
Computational modeling has undoubtedly become an integral part of chemical research.1
For instance, understanding a (photo-)chemical process in atomistic detail — including
all elementary reaction steps involved — calls for a reliable, but feasible and preferably
black-box computational approach that provides a sufficiently accurate approximation to
the exact solution of the electronic Schro¨dinger equation. A typical example for a complex
chemical process is a reaction catalyzed by a transition-metal complex.2 A metal center
can directly activate a reagent through bond formation and/or bond breaking or act as
a photoacceptor for a subsequent energy transfer to the reagent from an electronically
excited state. The common challenge is then to quantitatively describe open shells that
will emerge in such processes, which is far from trivial to meet.3, 4, 5, 6, 7 The presence
of open shells and/or activated bonds usually entails a multiconfigurational electronic
structure where strong static electron correlation becomes sizable. Molecules with these
features then exhibit many dense-lying orbitals in the frontier-orbital region.
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Although by construction a single-configuration ansatz, to date, density functional
theory (DFT)6 is by far the most popular approach to study photochemistry (see for
example Ref. 8 and references therein) and transition-metal chemistry4, 9, 10 because of its
low computational cost, often at reasonable accuracy, and because of its favorable scal-
ing with the size of a molecule. The standard approach to describe half-filled shells in
molecules with small HOMO-LUMO gaps is to break a symmetry of the system within
DFT, usually the total-spin symmetry.11, 12 Besides known fundamental problems of
single-configuration DFT in correctly describing strong static correction13 all spin sym-
metries can be properly introduced in DFT leading to spin-state dependent functionals,14
but little work along these lines has been carried out so far.15
A multiconfigurational wave function based method tailored to recover static corre-
lation is the complete active space (CAS) ansatz ,16 often combined with a simultaneous
self-consistent field (SCF) optimization of the orbital basis. Naturally, CASSCF-type
approaches have been applied in theoretical photochemistry and transition-metal chem-
istry.17, 18, 19 The central idea of a CASSCF-type approach is the selection of an active
space of N electrons in L orbitals to yield a CAS(N ,L), on which a full configuration
interaction (FCI) expansion
|ΨCAS−CI〉 =
∑
n1,...,nL
Cn1n2...nL |n1n2 . . . nL〉 , (1)
of the wave function is constructed (|n1n2 . . . nL〉 is an occupation number vector cor-
responding to an orthonormal basis state, e.g., a Slater determinant). This procedure,
however, does not yield an exact wave function as the orbital basis is restricted. More-
over, the underlying FCI expansion still scales exponentially with respect to the number
of active electrons and orbitals so that the computational feasibility of traditional CAS
methods reaches a limit at a CAS size of about CAS(18,18).19
Originally developed to study the physics of spin chains, the density matrix renor-
malization group (DMRG)20, 21 algorithm emerged as a viable alternative to traditional
CAS methods. This is rooted in the fact that it is capable of iteratively converging to the
exact solution in a given active orbital space with polynomial rather than exponential
cost.22 In DMRG, CASs are accessible with up to about 100 orbitals exceeding by far the
limits encountered by traditional CAS methods. Many quantum-chemical DMRG im-
plementations, with (DMRG-SCF) and without (DMRG-CI) orbital optimization, have
been developed since the late 1990s.
Here, we present an overview of our recent efforts to further develop methods that rely
on the DMRG. They comprise features (i) to locate for a given molecule the minimum
structure of its ground and excited states, (ii) to take into account electron correlation ef-
fects beyond static correlation, (iii) to model a complex molecular system embedded in a
structured environment, and (iv) to account for effects of Einstein’s theory of special rela-
tivity, when needed. To this end, we developed the second-generation quantum-chemical
DMRG program QCMaquis23 that unites these objectives in a unique framework. In
actual applications, the break-even point for computational costs of a DMRG calculation
compared to a traditional CASSCF calculation is reached for CAS(14,14) in QCMaquis.
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2 Second-generation DMRG
DMRG20, 21 invented by White was inspired by its predecessor, Wilson’s numerical renor-
malization group, in which a Hilbert space is truncated by selecting the lowest-lying
eigenstates of a Hamiltonian. By contrast, White proposed to select states according
to their weight in the density matrix, which dramatically improved the performance of
the renormalization group. To date, DMRG is the most successful numerical method to
solve one- or quasi-one-dimensional systems in solid state physics. In quantum chemistry,
DMRG has been established as a powerful active-space method, allowing for much larger
active spaces than a traditional CASSCF-type approach. The higher performance comes
at a price, however. The truncation of the density matrix by only retaining the m states
with the highest weight implies that the accuracy of the approximation is to be assessed
a posteriori. The latter can be achieved by analyzing the weights of the discarded density
matrix eigenstates and by performing calculations with different values for m (that may
then be subjected to an extrapolation towards m→∞).
A few years after the introduction of DMRG, it was realized, that the DMRG al-
gorithm is equivalent to the variational optimization of a special class of ansatz states
called matrix product states (MPSs),24, 25
|ΨMPS〉 =
∑
n1,...,nL
Mn1Mn2 · · ·MnL |n1n2 . . . nL〉 , (2)
where L is the total number of active orbitals as before and Mnl are matrices for the l-th
spatial orbital whose product yields the corresponding CI coefficients Cn1...nL (implying
thatMn1 andMnL are actually vectors). Each local space nl of the l-th spatial orbital is of
dimension four corresponding to the possible orbital occupations nl = |↑↓〉 , |↑〉 , |↓〉 , |0〉.
The connection between DMRG and MPS provided the theoretical understanding of
why DMRG works well for one-dimensional systems but becomes less efficient in higher
dimensions.26, 27, 28 Moreover, it allowed for very flexible implementations in which wave
functions and operators can be combined arbitrarily in operations such as overlap and
expectation value calculations, operator-wave function actions, and operator-operator
actions.
In quantum chemical MPS-DMRG in conjuction with a Hamiltonian expressed as
a matrix product operator (MPO), the main challenge is the efficient construction of
the MPO, because the performance of the method depends critically on it. We demon-
strated23 that the full quantum-chemical Hamiltonian MPO can be efficiently constructed
so that the same computational scaling is achieved as in traditional, i.e., pre-MPO
quantum-chemical DMRG. We refer to this MPO-based algorithm implemented in QC-
Maquis as second-generation DMRG.23
Compared to traditional DMRG, second-generation DMRG is more versatile with re-
spect to the decisive quantities, i.e., wave functions and operators, that can be handled
independently of each other. As a consequence, for example, we were able to quickly im-
plement relativistic Hamiltonians (see Section 4) by simply exchanging the MPO while
re-using all contraction routines handling the application of the MPO to the MPS. An-
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other example for the efficiency of a second-generation algorithm is the implementation
of spin-adapted MPSs and MPOs.29
3 Tensor Network Parameterizations
The MPS ansatz imposes a one-dimensional ad hoc ordering of molecular orbitals in the
construction process of the total basis states and wave function. While for linear spin
chains in solid-state physics this is a natural procedure, for chemical systems this is in
general not the case and can give rise to convergence problems. To overcome these issues
stimulated further developments and led to the formulation of a new family of states, the
so-called Tensor Network States (TNS).30, 31, 32, 33 The TNS approach tends to break down
the high-dimensional CI coefficient tensor Cn1n2...nL of the FCI ansatz into a network of
low-rank tensors. One of the latest developments in this field are Tree Tensor Network
States (TTNS).34,35, 36 For the quantum chemical Hamiltonian a TTNS variant has been
developed by Nakatani and Chan37 that is essentially a generalization of the MPS concept.
Interestingly, the Nakatani-Chan implementation was an MPO-based second-generation
quantum-chemical DMRG program prior to QCMaquis with the correct scaling,38 and
has been turned into the general MPO/MPS library MPSXX available on GitHub.39
In the Nakatani-Chan approach, tensors are connected as a tree graph of degree z
(any orbital has at most z neighbors) and depth ∆ (number of edges/arcs from the root
node to the leaf node of the tree). For a given orbital (site) i their TTNS ansatz reads
|ΨTTNS〉 =
∑
b1i ...b
z
i ni
Cni
b1i ...b
z
i
∣∣b1i . . . bzini〉 , (3)
where |bαi 〉 (α = 1, . . . , z) is the renormalized basis in the α-th branch of site ni.
37
Nakatani and Chan define this basis recursively contracting tensors in the branch from
the leaves up to site i
|bαi 〉 =
∑
b1j ...b
z−1
j nj
A
nj
b1
j
...bz−1
j
bα
i
∣∣b1j . . . bz−1j nj〉 , (4)
where the sites j are adjacent to i in the branch.37 The absence of loops in the tree
graph simplifies many mathematical properties of the TTNSs and makes them similar to
MPSs.37 This allows Nakatani and Chan to use the DMRG optimization algorithm for
TTNSs, where one site at a time is considered.
TTNSs approximate many-dimensional entanglement by a tree-entanglement struc-
ture, which can still be inappropriate for molecules with some extended two- and three-
dimensional structure, give nonuniform entanglement, and lead to convergence problems.
In general, molecular orbitals (even specially prepared ones) are delocalized over more
than one atom, and hence they may not strictly follow the graph underlying a TTNS.
By contrast, the Complete Graph Tensor Network States (CGTNS) ansatz 40 consid-
ers entanglement of all orbitals on equal footing by so-called correlators. The CGTNS
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approach factorizes the high-dimensional CI coefficient tensor Cn1n2...nL into a product of
all possible 2-site correlators C
[ij]
ninj∣∣Ψ2sCGTNS〉 = ∑
n1n2...nL
∏
i≤j
C [ij]ninj |n1n2 . . . nL〉 . (5)
The total number of correlators used in this ansatz is equal to L(L+ 1)/2, which makes
the number of variational parameters in this ansatz equal to L(L + 1)q2/2, where q is
the number of local states (q = 2 for spin orbitals and q = 4 for spatial orbitals). One
can consider the CGTNS ansatz as a generalization of the Correlator Product States
ansatz suggested by Changlani et al.,41 where correlators were only used between nearest-
neighbor sites. Higher accuracy can be achieved by invoking higher-order correlators (3-
site correlators, 4-site correlators, and so forth).41,40, 42 While we continue to investigate
such general decompositions of CI coefficients,42 the advantage of the MPS ansatz is that
it can be efficiently optimized by the DMRG algorithm.
4 Relativistic Hamiltonians and Symmetries
In 1928 C. G. Darwin wrote:43 In a recent paper Dirac has brilliantly removed the de-
fects before existing in the mechanics of the electron, and has shown how the phenomena
usually called the “spinning electron” fit into place in the complete theory. Since the
non-relativistic Schro¨dinger equation was spin-free, it was clear at that time that a new
formalism was needed to combine quantum theory with Einstein’s theory of special rela-
tivity. Since the 1970s numerous unusual features have been recognized in heavy-element
chemistry and spectroscopy that can only be explained considering a relativistic quantum
description of electrons.44, 45, 46, 47 The liquid state of mercury under ambient condition48
and the lead battery in cars49 are prominent examples for which these so-called ’relativis-
tic effects ’ are in operation.
Today, relativistic electronic structure theory is a mature and well-understood field.47, 50
Once a relativistic Hamiltonian is chosen, established electronic-structure methods can
be employed to approximate the wave function. Our QCMaquis program package can
handle the symmetry properties of the Dirac-Coulomb and Dirac-Coulomb-Breit Hamil-
tonians as well as of their two-component analogs.51 Whereas the first such implemen-
tation into a traditional DMRG program52 could only handle real double groups (DG),
these limitations are overcome in QCMaquis.
In the molecular spinor basis significant computational savings can be achieved by
adopting the symmetries that are obeyed by two- and four-component Hamiltonians. In
non-relativistic quantum chemistry, one only needs to treat space inversions and rotations
because all other symmetries can be generated by a successive application of these two.
In the relativistic framework, time and space are tied together to the space-time, and
hence the time reversal operator Kˆ is to be addressed and double point groups need to be
taken into account. The effect of Kˆ on a wave function Ψ(t) yields the time-reversed wave
function Ψ¯(−t). It can be shown50 that the pair {Ψ, KˆΨ = Ψ¯} corresponds to a doubly-
degenerate fermionic state function which is called a Kramers pair (loosely speaking, the
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relativistic analog of two degenerate non-relativistic α- and β-spin orbitals). Performing
calculations in a Kramers basis reduces the possible number of two-electron integrals
(ij|kl) arising from all combinations of unbarred and barred indices, 16 in total, to only
six symmetric non-redundant integrals.53
Double groups are constructed from the direct product of point groups and the sub-
group {E, E¯} where E¯ represents a rotation through 2pi and E a rotation through 4pi.
Double groups are in general non-abelian which gives rise to additional complications for
symmetry multiplications in quantum chemistry programs. If time reversal symmetry
can be considered (e.g., in the absence of an external magnetic field), it can be shown50
that certain classes of two-electron integrals are real, complex, or can be excluded a
priori, because they are equal to zero. Finally, for systems of interests to chemists, the
number of particles is conserved, which implies that the unitary one-dimensional group
U(1), can also be included along with all other symmetries introduced above. In our case,
with DMRG as the post-Hartree-Fock method of choice, U1DG symmetry is employed to
decrease the number of many-particle states for symmetry reasons. Characters and mul-
tiplication tables for C1, Ci, C2, C2h, C64 and C32h double groups
54 were implemented in
QCMaquis.51
The relativistic DMRG model in QCMaquis supports double group symmetries in
order to assign to every site an irreducible representation corresponding to the spinor
placed there. No assumptions are made with respect to the spinor basis which can be
either a Kramers-restricted or Kramers-unrestricted basis. In addition, no formal distinc-
tion is made between barred and unbarred spinors but simplifications due to the selected
symmetry may lead to an elimination of certain terms in the Hamiltonian. Finally, no
explicit reference of two- or four-component quantities is made inside QCMaquis and
the only input data for the calculations are the pre-computed relativistic one- and two-
electron integrals from Molcas,19 Dalton,55 Molpro,56 Dirac57 or Bagel.58
5 Set-up, Parameter Dependence, and Convergence
Acceleration
The ability of DMRG to handle active orbital spaces that are much larger than those
of conventional CASSCF approaches comes with an additional set of mainly technical
parameters that can affect convergence and accuracy.59 Among these parameters are the
ordering of the orbitals as sites on the one-dimensional lattice, the number of renormalized
states m, the number of sweeps, and the initialization procedure of the MPS in the first
sweep, the so-called warm-up sweep. This increase in the number of control parameters
is a threat to the routine application of DMRG in standard computational chemistry.
As our aim is to make DMRG a valuable and reliable tool for computational chemistry,
easy usage as well as stable and fast convergence are of paramount importance for a
’black-box’ set-up of such calculations.
While the number of sweeps required for convergence and the number of renormalized
states necessary can be easily controlled, the ordering of the orbitals on the lattice and the
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initialization procedure need more sophisticated ideas. Both problems were adressed by
Legeza and co-workers60, 61 by making use of entanglement measures for the active orbitals
expressed in terms of one- and two-orbital von Neumann entropies.62, 63, 64 Especially the
mutual information matrix I, which is a measure for the entanglement of pairs of orbitals,
proved to be a valuable tool in the analysis of MPS wave functions and multi-reference
wave functions in general. For fast convergence of a DMRG calculation, it is essential that
highly entangled orbitals are close to each other on the lattice. This will be guaranteed
if the orbitals are ordered according to the Fiedler vector,65, 66 which is the eigenvector
corresponding to the second smallest eigenvalue of the graph Laplacian Lg, defined in
this case as Lg = D − I, where D is a diagonal matrix, Dii =
∑
j Iij (i and j are labels
for the orbitals on the lattice, i.e., for the orbitals chosen to be in the CAS). The Fiedler
vector minimizes the cost measure61
ω =
∑
ij
Iij |i− j|
2 . (6)
This Fiedler ordering significantly improves the convergence and is implemented in QC-
Maquis.
Convergence can further be improved by a suitable guess of the environment states
in the warm-up sweep. While an obvious choice is to start from an MPS that contains
a reference determinant (such as the Hartree-Fock determinant or the determinant with
the largest weight in configuration-interaction language), it is possible to improve on this
by including the most important determinants into the initial MPS. These most impor-
tant determinants are selected by varying the occupation on those sites that have the
highest one-orbital entropies. If these determinants are further limited to have a specific
excitation level with respect to a reference determinant, this initialization procedure in-
vented by Legeza67, 68 is referred to as CI-DEAS. Calculations starting from a CI-DEAS
MPS are less prone to get stuck in local minima and show enhanced convergence be-
haviour.61, 69, 70, 71 The specific CI-DEAS procedure available in QCMaquis is described
elsewhere.70
Although the maximally possible size for an active space is enlarged by DMRG, the
choice of a suitable set of active orbitals is still largely a matter of experience. It has
already been pointed out in the context of traditional CASSCF methodologies that the
selection of orbitals is a non-trivial problem and can lead to qualitatively wrong re-
sults.72, 73, 74 This problem is in general not solved by the possibility of including more
orbitals. On the contrary, the distinction between non-dynamically and dynamically
correlated orbitals is equally important in DMRG75 and requires a separate description
of dynamical correlation by means of perturbation theory or short-range DFT (see Sec-
tion 6). However, entropy-based entanglement measures can be of valuable help for the
assessment of a chosen CAS.76
This entanglement information can already be obtained from a preliminary calcula-
tion performed with a low number of renormalized states m.71 Combined with the fact
that DMRG is an iterative algorithm that allows one to stop a calculation well before
full (energy) convergence is reached, this enables us to quickly assess automatically con-
structed CASs.71 Moreover, such unconverged DMRG calculations can additionally be
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used for the optimized Fiedler ordering and the CI-DEAS initialization procedure,71 all
at low additional cost.
6 Dynamical Correlation
Whereas static electron correlation effects can be well described by DMRG on the ba-
sis of sufficiently large active orbital spaces, a remaining, yet essential part of electron
correlation, commonly referred to as dynamical correlation, cannot be accounted for.
It originates from electronic interactions described between orbitals in the active space
and external (inactive and secondary) orbitals as well as among inactive and secondary
themselves. For quantitative results, it is mandatory to account for dynamical electron
correlation.
Following the developments of multi-reference wave functions based on traditional
multi-configurational wave function approaches such as CASSCF, internally-contracted
multireference CI (MRCI)77 and multireference perturbation theory (MRPT) approaches
—most importantly, N -electron valence perturbation theory to second-order (NEVPT2)78
and complete-active space perturbation theory to second order (CASPT2)79, 80 — were
combined with MPS reference wave functions.
The central idea of all of these methods is to describe dominating static correlation
effects by a zeroth-order Hamiltonian, while capturing dynamical correlation in a sub-
sequent step which follows a ’diagonalize-then-pertub’81 strategy. The price to pay is
the need to calculate n-particle reduced density matrices (n-RDMs, with n > 2 and up
to 5) of the DMRG wave function and to carry out a four-index transformation of all
two-electron integrals in the full molecular orbital basis. The computational cost of the
former scales in a na¨ıve implementation approximately as L2n where L is the number of
orbitals defining the active orbital space. A possible solution to this problem comprises
a cumulant-based reconstruction scheme of higher-order n-RDMs, typically for n = 3, 4,
from the knowledge of the 2-RDM alone (see Ref. 82 for a comprehensive review). Al-
though such a reconstruction is appealing, neglecting higher-order cumulants (required
for the desired computational savings) results in a loss of the N -representability of the
high-order RDM (meaning that the trace of the matrix does not yield the number of
active electrons N). The latter can in turn introduce unphysical solutions to the eigen-
value problem under consideration.77, 80 For these reasons, our current NEVPT278cand
CASPT2 implementations83 in QCMaquis avoid cumulant approximations, although
the full elegance of our MPO DMRG program for an efficient calculation of 3- and 4-
RDMs has not been fully exploited yet.
In addition to perturbation theory based methods, we also implemented a conceptu-
ally different approach based on short-range (sr) DFT84, 85 that (i) does not require the
evaluation of higher-order n-RDMs, (ii) is capable of simultaneously handling dynamic
and static correlation, and (iii) combines wave function theory with DFT. As such, our
DMRG-srDFT approach86 preserves all efficiency advantages of DMRG.
Hybrid methods between DFT and wave function theory often face the so-called
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’double-counting problem’ of electron-correlation effects because of the correlation energy
functional that introduces correlation effects in a way unrelated to the multi-determinant
ansatz for the wave function. This issue can be solved elegantly with a range-separation
ansatz 84, 85 where the two-electron repulsion operator is separated into a short-range
and a long-range part. While such an ansatz was explored for standard wave function
methods,85, 84, 87, 88, 89, 90, 91 we introduced the DMRG–srDFT approach86 where long-range
electron correlation is treated by MPSs in QCMaquis complemented with a short-range
DFT description of the two-electron interaction in Dalton.55
In contrast to two-step approaches (vide supra), the overall scaling of DMRG-srDFT
does not exceed that of a DMRG calculation since it requires at maximum an additional
evaluation of a 1-RDM. This feature is particularly advantageous for transition-metal
complexes or large organic chromophores when combined, for example, with the em-
bedding methods described in Section 7. Although DMRG-srDFT can, in its present
formulation, only be used for state-specific optimization of excited states, a simultaneous
state-average optimization of ground- and excited states is possible in an ensemble DFT
ansatz (see, for example, Ref. 92). We are currently exploring the latter option based on a
(long-range) DMRG wave function in our laboratory. The efficiency of srDFT originates
from the description of the Coulomb hole of the electron-electron interaction. However,
this does not account for long-range dynamical correlation effects, which are neglected.
7 Embedding in a Structured Environment
In appreciation of the fact that the majority of experimental investigations are carried out
in some medium, such as a solvent or a protein environment, the QCMaquis program
is coupled to schemes that can describe such a surrounding environment. We first focus
on the coupling of DMRG to the frozen density embedding scheme (FDE)93, 94, 95 in
QCMaquis.96
The FDE scheme belongs to a group of sub-system approaches in which the total sys-
tem is partitioned into smaller fragments, thereby reducing the total computational cost.
Density-based sub-system approaches assume that the total density can be described as
a sum of the densities of the individual subsystems, for instance,
ρ(r) = ρact(r) + ρenv(r), (7)
where the environment density ρenv(r) itself can be described as a sum of densities of
individual fragments, ρenv(r) =
∑
J
ρJenv(r). The FDE scheme is typically employed as a
focused model which has shown to be a very successful route to model local chemical
phenomena such as a solute in a solvent or a chromophore within a protein.95 Tradi-
tionally, focused models employ a quantum mechanical (QM) method for a pre-defined
active region and a more approximate model for the environment. Some models treat the
environment as a structureless continuum, whereas others (such as FDE) use an explicit
description. An example of the former is a polarizable continuum model,97 while the
most renown explicit model is probably the quantum mechanics / molecular mechan-
ics (QM/MM) coupling scheme.98, 99 FDE strives for higher accuracy than QM/MM by
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moving beyond a purely classical description for the environment and by also allowing
for a polarization of the environment.
The FDE approach was originally devised within DFT and thus ρenv(r) is obtained
from Kohn-Sham DFT calculations of the individual fragments constituting the envi-
ronment. This density is then used to construct an effective embedding operator which
enters the Kohn-Sham equations of the active region, thereby including the effect of the
surrounding environment. Originally, the environment density was kept frozen which can
be a severe approximation in cases of large mutual polarization of active region and envi-
ronment. To handle such cases, the two regions can be allowed to polarize each other by
iteratively exchanging the role of active and environment sub-systems until convergence,
known as ’freeze-and-thaw’ cycles.100 The DMRG-FDE implementation builds upon an
extension of the original DFT-in-DFT based scheme in order to treat the active region
with a wave function method.101, 102 The DMRG-FDE electronic energy reads96
Etot = E
DMRG
act + E
KS−DFT
env + E
OF−DFT
int , (8)
where the first term is
EDMRGact = 〈ΨMPS|HˆMPO|ΨMPS〉. (9)
In practice, this term is evaluated as the pseudo-energy
EDMRGact =
〈
ΨMPS
∣∣∣∣∣HˆMPO +
N∑
i=1
vˆactemb[ρact, ρenv](ri)
∣∣∣∣∣ΨMPS
〉
. (10)
which can be optimized in an MPO-based formalism in a way that ensures that the
embedding potential is obtained self-consistently.96 The sum in Eq. (10) runs over the
active electrons N and the MPS obtained from Eq. (10) yields the energy in Eq. (9).
EKS−DFTenv in Eq. (8) is the environment energy evaluated within DFT, while E
OF−DFT
int is
the interaction between active and environment sub-systems. EOF−DFTint also contains a
so-called non-additive energy correction, arising from the exchange-correlation functional
and the kinetic energy operator. This non-additive kinetic energy is most efficiently
evaluated by orbital-free DFT (OF-DFT), which requires accurate orbital-free kinetic
energy functionals (see, e.g., Ref. 95 and references cited therein).
Several other embedding schemes also build on a divide-and-conquer approach. Many
of these schemes have complementary strengths and weaknesses. In addition to the FDE
scheme, we have very recently combined103 QCMaquis with a polarizable embedding
(PE) scheme104 that was shown105 to yield promising results in combination with mul-
tireference methods. In PE, environment fragment densities ρJenv(r) are represented by
a classical multipole expansion with atom-centered multipoles and (anisotropic) polariz-
abilitites.
8 Structure optimization
A major area of research in computational chemistry encompasses the study and pre-
diction of (photo-)chemical reaction mechanisms, in which the determination of stable
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intermediates, the location of transition states and the exploration of excited state re-
action pathways are crucial tasks that necessitate access to a reliable potential energy
surface (PES) at hand. Such stationary states can be determined by calculating the first
(’gradient’) and second (’Hessian’) derivatives of the electronic energy with respect to
all nuclear displacements at a fixed reference geometry, which makes a fast and compu-
tationally stable evaluation of gradients and Hessian elements an essential feature of ab
initio methods.
Since the majority of structure optimization algorithms follow a gradient-only driven
optimization scheme (with approximate Hessian evaluations) to find extremal points on
the PES, we focus here on the derivative of a DMRG state |Ψ〉 in its orbital-optimized
form from a DMRG-SCF calculation. In this case, the Hellmann-Feynman theorem
holds such that no coupled-perturbed equation for the orbital relaxation part needs to be
solved.106, 107 An analytic energy gradient is readily obtained by taking the first derivative
of the electronic energy EDMRG with respect to the nuclear displacement vector R at a
given reference geometry (0),
∂EDMRG−SCF
∂R
∣∣∣∣
0
=
〈
ΨMPS
∣∣∣∣∣ ∂HˆMPO∂R
∣∣∣∣∣
0
∣∣∣∣∣ΨMPS
〉
, (11)
where HˆMPO is the electronic Hamiltonian in MPO format. It can then be shown
70 that
the gradient evaluation in Eq. (11) reduces to a simple evaluation of 1- and 2-RDMs that
are to be contracted with the derivatives of the one- and two-electron integrals in full
analogy to CASSCF.106
Although a majority of chemical reactions takes place on a single Born-Oppenheimer
PES (adiabatic processes), in particular photo-chemical processes proceed through one
or several conical intersections of two PES along a reaction pathway. Since the Born-
Oppenheimer approximation breaks down in the vicinity of a conical intersection, non-
adiabatic transitions (driven by non-zero non-adiabatic coupling elements between the
intersecting states) are possible. A computationally sound description of such a case is
therefore best achieved in a state-averaged wave function optimization approach which
allows one to treat a number of (near-degenerate) electronic states simultaneously on
equal footing.
In contrast to the state-specific case, where the wave function (and therefore the
energy) is fully variational, this is no longer the case for the energy of a given target
state in a state-averaged space of all states under consideration. The gradient evaluation
for a target state requires therefore the use of the Lagrange technique,108, 109 in which
the wave function of the target state is further relaxed with respect to all variational
parameters (orbital rotations and CI coefficient changes) in order to obtain a now fully
variational (’state-specific’) wave function. With the latter at hand, the gradient of
the target state in a state-average wave function optimization can then be evaluated
according to Eq. (11).70
Within QCMaquis, a target state can easily be tracked during the structure op-
timization by using the MPS of the preceding step as a starting guess for the current
step.23, 70 This procedure ensures a maximum overlap between both states. Additionally,
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each state is successively calculated23 which prevents state-flipping or state-crossing in
case of near degeneracies. The latter task is less trivial within the framework of traditional
DMRG, because in this case all states are calculated simultaneously. If state-flipping or
crossing occurs, it will be more difficult to track the target root for requiring particular
tools such as the maximum overlap technique.107
9 The Singlet-Triplet Gap of Methylene
As an example, we present results for the singlet-triplet (S-T) gap of methylene, CH2.
Although CH2 is small and clearly not a typical target for DMRG-based approaches, it is
a benchmark molecule for new theoretical methods.110 Here, we select small active spaces
to demonstrate that DMRG-SCF (with NEVPT2) yields the same results as traditional
CASSCF-type approaches. Methylene has, in accordance with Walsh’s rules, a bent C2v
equilibrium structure (see Ref. 111 for a qualitative study on the angle dependence of
the S-T gap). The HOMO of the singlet a˜1A1 state is doubly occupied and of symmetry
a1. In the triplet X˜
3B1 state this electron pair becomes unpaired with one electron now
residing in an orbital of symmetry b1 that corresponds to the LUMO in the singlet state.
Unlike its heavier valence-isoelectronic homologs silylene (SiH2) and germylene (GeH2),
which feature ground states of singlet spin symmetry,112, 113 methylene has a triplet de-
generate ground state with the lowest-energy singlet state lying about 9.2 kcal/mol (9.0
kcal/mol including zero-point vibrational corrections) higher in energy.114 A qualitative
explanation for this observation could be based on the magnitude of the HOMO-LUMO
gap which increases from CH2 to SiH2 to GeH2, but as discussed in detail in Ref. 115
other electronic and steric effects need to be taken into account to arrive at a quantitative
understanding.
For the results presented in this work, we employed a cc-pVTZ basis set.116 The
equilibrium structures of the triplet X˜3B1 ground state and the first excited singlet a˜
1A1
state correspond to those determined by Sherrill and co-workers with an FCI/TZ2P
approach.117 Adapting a C2v structure, the HCH angle and C-H bond lengths are 133.29
◦
(101.89◦) and 1.0775 A˚ (1.1089 A˚), respectively, in the triplet (singlet) state.
We carried out a series of state-specific CASSCF, CASSCF/CASPT2, DMRG-SCF,
and DMRG-SCF/NEVPT2 calculations with increasing size of the active orbital space
to study the S-T splitting in methylene. The CASSCF and CASSCF/CASPT2 calcu-
lations were performed with a developers’ version of the Molcas 819 software package
with its default zeroth-order Hamiltonian for CASPT2. The DMRG-SCF and DMRG-
SCF/NEVPT2 calculations were carried out with QCMaquis and our local NEVPT2
implementation78c. For DMRG-SCF/NEVPT2 we report only data for the so-called par-
tially contracted approach as the results for the strongly contracted approach are similar.
The number of renormalized DMRG block states m was set to m=1024 which is sufficient
to reach CASSCF accuracy for those active orbital spaces where a comparison with tra-
ditional CASSCF data was possible. Our CAS(6,6) comprises three orbitals in symmetry
a1, one in b1, and two in b2, while the CAS(6,12) comprises six orbitals in a1, two in b1,
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and four in b2. For comparison, we also performed single-point DFT calculations with
the PBE118 and PBE0119 density functionals (as implemented in the Turbomole 6.5 pro-
gram package120). All results are compiled in Table 1 for the S-T splitting in methylene
together with previous theoretical results and the experimental reference value.
Table 1: Calculated adiabatic singlet-triplet gap, E(a˜1A1)–E(X˜
3B1), in kcal/mol for
methylene.
Method singlet-triplet gap
CAS(6,6) CAS(6,12) CAS(6,20)
CASSCF 10.53 5.71 9.93
CASSCF/CASPT2 11.87 10.56 10.26
DMRG-SCF 10.53 5.71 9.93
DMRG-SCF/NEVPT2 11.71 9.13 10.17
PBE 16.03
PBE0 17.72
previous work
CAS-BCCC4 (Ref. 121) 9.60
MR–CISD+Q (Ref. 121) 9.68
FCIa (Ref. 117) 11.14
MR(6,12)MP2b (Ref. 122) 9.9
CCSDT (Ref. 123) 9.0c
Exp. (Ref. 114) 8.99d/9.37d
a TZ2P basis set; one core and one virtual orbital frozen.
b cc-pVTZ basis set; equilibrium structures taken from Ref. 110.
c Equilibrium structures optimized with CCSD(T)/6- 311++G(2d,2p);
extrapolation to the complete basis set limit from CCSDT/cc-pVTZ and
CCSDT/cc-pVQZ calculations.
d Modified for direct comparison with the electronic energy difference;
see also Refs. 114, 123.
As expected, the deviations of our S-T splittings from the experimental reference
decrease with an increasing active orbital space (with the exception of CAS(6,12) where
clearly a poor reference yields accidentally a seemingly accurate DMRG-SCF/NEVPT2
result). Moreover, our calculated S-T splittings agree well with previous theoretical
results obtained by various methods. Somewhat surprising is the excellent performance of
the single-reference CCSDT model123 for the multi-configurational character of the singlet
a˜1A1 state that is best described in a two-configuration model.
110 However, our CASSCF
calculation with a CAS(6,20) yields a distribution of 91% of configuration 2a21 1b
2
2 3a
2
1 and
3% of 2a21 1b
2
2 1b
2
1. Interestingly, CASPT2 (NEVPT2) does not improve on the CASSCF
(DMRG-SCF) S-T splitting (again with the CAS(6,12) result for DMRG-SCF/NEVPT2
as an exception), but yields a result that deviates more from experiment. This observation
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was already made for CASPT2 in Ref. 121. In addition, we also observe a similar trend
for DMRG-SCF/NEVPT2. A possible explanation might be a differential dynamical-
correlation effect where less dynamical correlation is recovered for the singlet a˜1A1 state
than for the triplet state by either variant of multi-reference perturbation theory that in
turn leads to an overstabilization of the triplet X˜3B1 ground state. Finally, note that
the DFT S-T gaps are off by almost a factor of two.
10 Conclusions
A reliable computational exploration of complex chemical reactions requires sophisticated
ab initio approaches that are capable of accurately describing an electronic structure dom-
inated by strong static correlation. The quantum-chemical DMRG algorithm iteratively
converges to the exact solution of the electronic Schro¨dinger equation within a given
complete active (orbital) space. Unlike traditional CAS-based approaches, which suffer
from an exponential scaling of the computational cost with respect to an increase in the
number of active orbitals and electrons, DMRG with its polynomial scaling emerged as
a new option to explore the spectroscopy and chemical reactivity of molecular complexes
with active spaces comprising up to 100 orbitals. Different possibilities are available
to take into account dynamical correlation effects based on a DMRG wave function.
Structure optimizations in ground and electronically excited states are possible. Also an
embedding in a structured environment can be efficiently modeled. Finally, relativistic
DMRG models allow us to account for spin-orbit coupling and other ’relativistic effects’
in a rigorous way. All these building blocks complete our new computational toolbox
QCMaquis that is available free of charge from our webpage.124
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