Summary: Cellular mechanism-of-action is of fundamental concern in many biological studies. It is of particular interest for identifying the cause of disease and learning the way in which treatments act against disease. However, pinpointing such mechanisms is difficult, due to the fact that small perturbations to the cell can have wide-ranging downstream effects. Given a snapshot of cellular activity, it can be challenging to tell where a disturbance originated.
pursue joint modelling in a different way, using drug sensitivity data and gene expression measurements in a Bayesian factor analysis to identify drug targets.
In addition to the difficulty of isolating the primary mover from the vast chain of trailing interactions, the recent trend of data integration introduces further modelling complexity.
Researchers often collect measurements of multiple types on a single subject or sample, quantifying phenomena like gene expression, methylation status, and protein abundance. Recent efforts have established that examining a biological phenomenon from multiple 'angles' using multiple types of data can provide important additional mechanistic insight (Bordbar et al., 2012; Zhang et al., 2012; MacNeil et al., 2015) . For human studies, multiple types of measurements may be taken in order to get the most information out of a limited pool of subjects.
Though multiple measures are often collected now, the analytic techniques to cope simultaneously with multiple data types are still developing. In many studies, each data type is analyzed separately and then subjected to some joint postprocessing, such as a check for correlation, or annotation for proximity between sets of results (for example, Fournier et al. 2010; Lee et al. 2011; Varambally et al. 2005; Tsavachidou-Fenner et al. 2010) . Alternatively, one data type may be used as a discovery data set, while a second is reserved for validation.
Analyses of this variety assume that there should be some mirroring of effects between data types, but typically ignore the inherent dependency between biological elements. For instance, the quantity of mRNA transcript is not independent of the abundance of its protein product, nor of its own methylation status. Various methods exist for inference of potential drug targets (for an overview, see Lecca and Priami 2013 and Csermely et al. 2013 ), but to our knowledge none have addressed the question of how to jointly model multi-type data while explicitly filtering out effects due to network-based propogation.
In this paper, we present a strategy for identifying gene-level perturbation sites in multi-type biological data. We construct a joint Gaussian graphical model incorporating all data types. Next, we estimate network structure using a graphical lasso, informed by prior data regarding gene-gene interactions. After then filtering for network effects, we develop a ranking of likely primary perturbation sites based on a series of likelihood ratio tests. We also offer an extension for inference of secondary sites. We demonstrate the efficacy of this methodology in a simulation study, and in an application to joint methylation and gene expression data from The Cancer Genome Atlas (TCGA; Cancer Genome Atlas Network 2012).
Joint Gaussian graphical model
In defining a framework to model cellular activity, we adopt a gene-centric perspective.
Specifically, we match attributes of K different types to form a joint gene-level "node."
We then form a graph G = {V, E} of gene-wise interactions across these joint nodes.
For example, a node may be constructed with a gene's K = 3 attributes of expression, methylation status, and protein abundance. Since we expect biologically that cross-gene interactions are relatively rare compared to interactions across measurement types, this joint-node simplification facilitates estimation, reducing the number of potential edges in G from pK(pK−1) 2 to p(p−1) 2 , for p genes.
In more detail, for a single node i ∈ {V : 1, . . . , p}, we have K measurements
T . These nodes are are combined into a "stacked" vector Y by node, writing
1 , Y
1 , . . . , Y
. . . , Y
p , . . . , Y
We then specify a conditional Gaussian graphical model, in which each element may be expressed as a linear combination of its neighbors, plus some perturbation µ and error : that results in a mean-shift, and is distinct from the effects of i's neighbors. Taking all nodes jointly, we can rewrite the model of Equation (1) as
Derivation of this formulation follows as in Cressie (1993) . The matrix B is constructed from coefficients in the conditional formulation, and so an entry b i , and results in a zero in the precision matrix Ω = Σ −1 . The vector of external perturbations µ is believed to be sparse, and our goal will be to identify likely nonzero entries in µ, corresponding to perturbation sites.
In practice, we do not know Σ, and must estimate it from our data. If there are no external perturbations to the network (µ = 0), then we have Y ∼ N (0, Σ), which allows estimation of Σ. We define a perturbation as occurring relative to a control in case/treated data. We assert µ = 0 holds in the control data, and estimate Σ with control samples only. We will then useΣ to make inferences about µ in case/treated samples.
As the number of entries in Σ far exceeds the available sample size, we apply a variant on the regularization of Kolar et al. (2014) in estimation ofΣ. For precision matrix Ω, we build a block matrix according to node membership.
In estimation ofΩ, we apply a penalty to the Frobenius norms of these submatrices, and optimize according tô
Penalizing on the level of these submatrices encourages entire (K × K) blocks inΩ to zero. As previously noted, if submatrix Ω ab = 0 K×K , then nodes a and b are conditionally independent. This type of variable selection procedure is a variant of covariance selection (Dempster, 1972) . Further, a zero entry in the covariance matrix Σ = Ω −1 further indicates a lack of indirect influence, meaning the nodes are in separate components of the graph G.
Building our network this way offers an attractive compromise between allowing interactions across data types and limiting the number of edges that must be estimated. Optimization based on Equation (5) proceeds according to approximate block-gradient descent, with details in Kolar et al. (2014) . We recommend selection of the tuning parameter λ based on minimum extended Bayesian information criterion with γ = 0.5 (EBIC; Chen and Chen, 2008 ), which we have found offers better network recovery than the Bayesian information criterion (BIC)
for small sample sizes.
In addition to the block structure, we allow an optional weight to increase the penalty on biologically unlikely edges. In Equation (5), w ab represents a plausibility score for betweennode interactions. This offers biologically reasonable interactions a lower barrier to entry in the model. Such scores can be constructed using a database such as STRING (Szklarczyk et al., 2011) , as we do in Section 4, or ENCODE (ENCODE Project Consortium, 2004) .
The weights may also be left at a constant value if insufficient prior information exists for the scenario at hand. This can facilitate estimation of larger networks with relatively few samples.
Perturbation site identification

Multi-attribute testing procedure
Given an estimateΩ, we now proceed to our main problem of interest, i.e., inference on perturbation site in case data, through inference on µ. Cosgrove et al. (2008) introduce the method of using an estimate of the covariance matrix to invert the propagation of network effects, which they called "network filtering." We can extend this concept to multi-type data by using a joint covariance matrix, obtained by the previously outlined method. In order to ascertain which node has been perturbed, we propose the use of node-wise likelihood ratio tests. Note that, as the material that follows in this section and the next do not depend directly on the particular choice of estimatorΩ adopted in Section 2, we present our proposed methodology in terms of known Ω (or Σ), and then address the question of how estimation
of Ω impacts the overall procedure through a general analysis.
For a given node i, we test the hypothesis that only the entries in µ corresponding to node
, against the null hypothesis of an entirely zero mean-shift vector (µ = 0). This may be interpreted as a test of whether a particular gene has been perturbed, conditional on it being the only perturbation.
Without loss of generality, we consider a test at the first node, i.e., a test that µ 1 = 0. We invert the network propagation and filter the data to obtain Z = ΩY ∼ N (µ, Ω). That is, through 'network filtering' we produce an alternative representation of the data with mean µ, rather than Σµ. In this parametrization, we obtain the maximum likelihood estimator for µ 1 under the alternative hypothesis aŝ
wherez · indicates the mean of the filtered data not being presently tested (i.e.,z (−1) ), Σ ·· indicates the corresponding submatrix in Σ, and so on. The resulting likelihood ratio test may be written
Note that the precision of the filtered data is the covariance of the data on the original scale, Σ. The formula for the conditional precision
As such, the form of this test statistic is reminiscent of Hotelling's T 2 statistic on the filtered data (z T Prec(Z)z), less its portion deriving from the portion of µ that has been assumed-zero
We perform this test for each node in turn, and then rank their likelihood of being the true perturbation site by test statistics T 1 , T 2 , . . . , T p .
Under the null hypothesis of µ = 0, T j ∼ χ 2 K (0) for all j. Under the the alternative hypothesis of µ = 0, each test statistic T j has a noncentral chisquare distribution. For example, for j = 1, this takes the general form
Suppose that the true perturbation is located at the first gene, i.e., that µ 1 = 0 and µ · = 0.
Comparing T 1 with a test at another node j = 1, we obtain
Since
jj Σ j1 µ 1 ), and T 1 stochastically dominates T j for any node j not containing a true perturbation.
While these derivations are shown here as a node-wise test, this test can be applied to any predefined sets of nodes of arbitrary size and overlap. In principle, testing could be based on individual elements of µ, or on entire pathways. The test statistics T may not be directly compared if groups of varying sizes are tested, but p-values may be calculated on the basis of the chisquare distribution, with degrees of freedom equal to the total number of nodes in the group being tested.
Sequential multi-target testing
We have so far considered the occurrence of a single perturbation, but this is not always realistic. A treatment may have off-target effects, resulting in multiple interaction sites (Afzal et al., 2014) , or a disease may be caused by perturbations to more than one gene. In such a case, interpretation of the previously described results becomes less straightforward. Since each of our previously described tests assumes that all other nodes have zero mean, we automatically perceive nodes near the truly perturbed node to be likely sites, so a neartarget effect may be confused with a distinct, off-target effect. Once we have identified a primary perturbation site, we may wish to consider the most likely site for a secondary perturbation, in a manner that accounts for the location of the first.
Nested likelihood ratio tests provide a natural framework for a sequential ranking. At step s + 1, we denote the sites already identified in steps 1, . . . , s as a set S. Having already determined that that the subvector µ S of µ contains nonzero entries, we can conduct a likelihood ratio test on the remaining nodes to search for additional perturbations. Thus, at step s + 1, for node i, we test the hypothesis that an additional perturbation is located at node i (µ i = 0, µ S = 0, µ −(S,i) = 0) against the null that no perturbations outside of S exist (µ S = 0, µ −(S) = 0). We perform this calculation for all nodes i not determined to be perturbation sites in steps 1, . . . , s.
The resulting test statistic T
[s+1] i may be written as a difference of unadjusted likelihood ratio test statistics:
where T S corresponds to testing µ S = 0, µ (−S) = 0 against µ = 0, and T (i,S) corresponds to testing µ i = 0, µ S = 0, µ (−i,−S) = 0 against µ = 0, Inference can proceed on the conditional sequence, or p-values can be calculated and adjusted to maintain an appropriate false discovery rate across s using the method of Benjamini and Yekutieli (2001) .
The magnitude and direction of the difference between this value and the original test statistic depends upon the correlation between the node currently being tested and the nodes already "found" by the sequential procedure. Theorems 1 and 2 establish some properties relevant to the relative ranking of the adjusted test statistics.
Theorem 1: Given a set of nodes already found to have nonzero mean in steps 1, . . . s, consider testing for a perturbation at an additional node i in step s + 1. Denote the indices in Z = ΩY corresponding to the nodes found in steps 1, . . . , s as S.
We can write the expected difference between the original test statistic and the test statistic adjusted for perturbations in S as
In the special case that µ i = 0,
As such, if no perturbation is truly present at node i, we expect its adjusted test statistic to be no larger than the unadjusted statistic.
Theorem 2: Under the same conditions outlined in the general case of Theorem 1, if
The proofs of Theorems 1 and 2 are given in Supplementary Materials, Section 2. Taken together, these facts give us insight into the way that secondary targets are identified.
Suppose we test for secondary perturbations at nodes i and j after finding an initial set of nodes S. When Σ i,S = 0, i and S are not connected in our graph, and the sequential test statistic for i is the same as the unadjusted statistic. Simultaneously, a correlation between measurements on j and S removes the near-target effects due to proximity to S, resulting in an expected decrease in T
Since at any step s we are concerned with relative ranking of test statistics, the decreased T
makes i a better candidate for an additional perturbation than it was previously. Accordingly, this procedure has the largest potential benefit when the two perturbations are completely separated in the graph.
For an illustration, see Figure 1 . This simple network of n = 100 samples has only p = 3 nodes, each with K = 2 attributes, and a single edge between nodes 1 and 2. In Ω, we set the within-node partial correlation ρ in , to 0.8 and the between-node partial correlation ρ out to 0.2. In Figure 1 (a), only a single perturbation is present, at node 1, with signal-to-noise ratio (the value of the perturbation size of µ relative to a diagonal element of Ω) SNR = 1.
Node 1 is ranked as the most likely perturbation site, followed by node 2. This is desirable behavior in 1(a) -if we know that only one perturbation exists, then node 2 is the next-best choice. In 1(b,c), we add a second perturbation at node 3 with a weaker signal (SNR = 0.25).
According to the initial multi-attribute network filtering (NF) ranking shown in 1(b), node 2 is the runner-up due to its proximity to node 1. However, if we condition on the presence of a perturbation at node 1 as in 1(c), then node 3 is considered a more likely site for a second perturbation than node 2.
Performance of the sequential procedure is discussed in Section 4.2.
[ Figure 1 about here.]
Accuracy
We have described our proposed procedure for detecting multiple perturbation sites in multiomics data as if the precision Ω (or covariance Σ) were known. In practice, of course, to expect exact knowledge of Ω is unrealistic. Firstly, error in estimation may occur. In addition, we take the network estimated in the control data to be representative of the network in the case/treated data, but if the network itself is dysregulated, this may not be an appropriate assumption. While a detailed practical examination of these various sources of errors and their impact on our procedure is beyond the scope of this paper, we provide here a general characterization result.
Without loss of generality, let σ 2 = 1 and consider the case of T j for j = 1. LetΩ = Ω+∆ be an erroneous version of the true Ω, and denote byT 1 the corresponding version of T 1 resulting from usingΩ in place of Ω. Our interest will be on the distribution of the discrepancy T 1 −T 1 .
Towards that end, we define the K × K matrix
Assume Σ 11 is positive definite. For the product DΣ 11 , express its spectral decomposition as
such that rank(E k ) = r k (corresponding to the multiplicity of the eigenvalue a k ) and
We then have the following result.
Theorem 3: Under the conditions above, the discrepancy T 1 −T 1 is equal in distribution to a linear combination of mutually independent, noncentral chisquare random variables,
where
Accordingly,
and
The proof of this theorem is given in Supplementary Materials, Section 3. The distributional result follows from application of Theorem 1 of Baldessari (1967) , while the moment results follow from definition of first second and moments of noncentral chisquare random variables.
In the case that Σ 11 is not positive definite, more general results in Tan (1977) may be used, at the cost of additional notation and conditions.
Note that D in our results above, as a function of ∆ =Ω − Ω, plays the key role of capturing the impact of the discrepancy between Ω andΩ. A more relaxed -but arguably more informative -statement of our moment results is the following, wherein the role of ∆ is made explicit.
Corollary 1: Let || · || 2 denote the spectral norm. Then
Hence, we see that for a given discrepancy ∆ between the true Ω and the valueΩ, the expected level of discrepancy between the corresponding statistics T 1 andT 1 , as well as the standard deviation, are both of magnitude on the order of the spectral norm of ∆. Proof of the corollary may also be found in Supplementary Materials.
Simulation
Single-target simulations
We want to consider two aspects of potential performance gains: (1) conducting a networkaware analysis method, and (2) using multiple data sources. To our knowledge, no other method has yet been proposed for joint modeling and detection of perturbations in this multiattribute setting. As such, we conduct comparisons in simulation against established methods for single-type data, and a naïve extension of these methods to accommodate multi-type data. To assess gains from network analysis, we compare our method with simple differential expression (t-tests for single-attribute data, and Hotelling's T 2 for multi-attribute). To examine the benefit from considering multiple data sources, we consider the improvement obtained from using K = 2 sources, versus a single data type. We also perform SSEM-Lasso (Cosgrove et al., 2008) for the single-attribute case.
We simulate data across a range of network conditions, varying the strength of associations between data types and nodes. We construct a network of p = 20 nodes according to a stochastic block model (Holland et al., 1983) , with n = 50 cases and controls. The network is divided into two groups of nodes, where cross-block connections are more likely to occur within a block (probability θ within = 0.4) than between blocks (probability θ across = 0.2).
Network links are assigned −ρ out in the precision matrix.
For each node with K = 2 attributes, we first assign all within-node correlations the value −ρ in in the precision matrix, creating a block-structure along the diagonal. A small value is added to the diagonal of Ω until the minimum eigenvalue is at least 0.5 to ensure invertibility, then the precision matrix is scaled to have diagonal 1. For each network constructed, for node i to be perturbed means that a mean-shift µ i is applied to its elements. We simulate null data from N (0, Σ) and perturbed data with one nonzero node in µ from N (Σµ, Σ), and perform the aforementioned estimation and testing procedure.
From the likelihood ratio tests, we obtain a ranked list of nodes, with our truly perturbed node sitting at rank r. For each of 100 simulated networks, we perturb each of the p = 20 nodes in turn and observe their rank according to the multi-attribute network filtering (NF) procedure. We average over the proportion of sites occurring in our ranked list and construct receiver-operator characteristic (ROC) curves. These curves can be directly related to an empirical CDF, with positions along the x-axis indicating the proportion of total sites in a top k list. The y-axis, then, indicates the probability that the true perturbation site was included in that list of k sites. Results for single-perturbation simulations are shown in Figure 2 . In addition, the probability that the top-ranked site correctly identifies the perturbation is shown in Table 1 .
[ Figure 2 about here.]
[ Across a range of partial correlations, multi-attribute network filtering (NF) has most successful recovery of the perturbed site with respect to AUC and the probability of selecting the true perturbation as the top-ranked site (an "ideal detection"). Multi-attribute NF is followed by its single-attribute counterpart and SSEM-lasso. Hotelling's T 2 follows, narrowly but consistently outperforming standard differential expression on a single attribute. Under all correlation settings considered here, the multi-attribute modeling strategy identifies the site correctly more than half of the time. On average, such ideal detections are made 54.0%
of the time for multi-attribute NF, 42.8% for its single-attribute counterpart. By contrast, differential expression ranks the truly perturbed site first only 27.0% of the time using either method. SSEM-lasso with a single attribute identifies the true perturbation first 39.3% of the time, despite a comparable AUC to the single-attribute NF method, as shown in Table 1 .
Multi-target simulations
We also wish to evaluate the performance of the sequential procedure when multiple perturbations are present. As previously noted, any advantage over simply taking the initial rankings will depend upon the network structure and the distance between perturbations. If two perturbations occur adjacent to one another, the near-target and off-target effects will be aligned, and the ranking will not be substantively changed. However, if the perturbations are far apart in the graph, this procedure may substantially improve the chances of detecting both effects.
We extend our previous simulations study to include a second perturbation. In the context of a stochastic block model, we simulate two perturbations: a nonzero node in the first block with SNR = 0.20 as before, and a second, weaker perturbation in the second block with SNR = 0.10. We then vary the probability of a cross-block edge (θ across ) relative to the probability of an edge within each block (θ within ) to demonstrate the role of distance on the graph in the efficacy of the sequential procedure. We consider θ across /θ within = 0.25 (slight separation), 0.125 (moderate separation), and 0 (complete separation). Table 2 shows the probability of ranking both true perturbations in the top two sites, and Figure 3 shows the ROC curves for identifying both perturbations. The sequential procedure outperforms the initial ranking on both counts for these scenarios, with gains increasing according to separation between the perturbations for probability of ideal identification.
[ Figure 3 about here.]
[ In certain circumstances, the sequential procedure may produce suboptimal results. For example, suppose that the first identification is a false positive due to proximity to a true perturbation. The truly perturbed site will have a lower ranking after conditioning for the false positive site, as this procedure would adjust away some of that node's own signal. This is particularly likely to occur when signal-to-noise ratio is low, or when multiple perturbations have common neighbors. As such, we recommend the use of this procedure when an unambiguous initial identification has been made, and suspected secondary perturbations are not in close proximity to the initial site.
Comparison to post-analysis aggregation
While the multi-attribute NF method provides improved perturbation site detection over single-attribute methods and multivariate differential expression, we wish to consider how much is gained by considering cross-attribute relationships, as opposed to some comparatively simpler 'aggregation' of single-attribute results. This benchmark is of particular interest given the popularity of network recovery methods by Guo et al. (2011) and Danaher et al. (2013) for simultaneous inference of multiple, related networks across data types, but without cross-type interactions. Following the same simulation strategy as described in Section 4.1, we consider the performance of a "separated" ranking procedure, in which we estimate and filter for separate networks for each data type, then combine results into a block-precision matrix to rank individual biological attributes, setting cross-type entries to zero. This amounts to asserting independence between each data type. Results are shown in Figure 4 , and Table 3 . Note that for the separated procedure, we look for the probability that both attributes of the perturbed node are ranked highly.
[ Figure 4 about here.]
[ Table 3 about here.]
The multi-attribute NF performs best in terms of AUC and the probability of ideal identification. Separated and single-attribute methods perform comparably to each other by both of these metrics. This also holds if we rank according to the first appearance of a gene's measurements, rather than requiring top ranks for both. Given that a slightly higher burden is imposed on the separated method than the single-attribute (two attributes must be ranked highly rather than one), this is a slight advantage to the separated method over analysis of a single attribute. Nevertheless, our results indicate that most benefits attained from this type of data integration emerge from consideration of interaction between attributes when such interactions are present in the underlying data. The design of our model specifically exploits the existence of cross-type interactions, and is able to better discover perturbation sites as a result.
Analysis of TCGA breast cancer data
We apply this methodology in an analysis of breast cancer data from The Cancer Genome Atlas (TCGA). We have gene expression and methylation data obtained from tumor samples of 60 patients with metastatic cancer and and 569 with nonmetastatic cancer. Both the expression and methylation data were downloaded as Level 3 normalized data, and then processed to achieve approximately Gaussian distributions. RNA-seq data was preprocessed by TCGA using RSEM (RNASeq by Expectation Maximization; Li and Dewey, 2011) and
MapSplice (Wang et al., 2010) . Transcripts per million (TPM) were then transformed via quantile normalization on log 2 (TPM+1). The 450k methylation array data was preprocessed by TCGA using the ratio of the intensity of methylated probes to the total probe intensity to produce β values (Du et al., 2010) . We then transformed these values according to log 2
For our analysis, we extracted measurements from 274 genes up-or down-regulated in an analysis of TGF-β-mediated cancer progression of hepatocytes performed by Gotzmann et al. (2006) . If more than one measurement was present per gene attribute (multiple methylation sites or transcript segments), a 90% trimmed mean was taken. Subjects were considered to have metastatic cancer if classified as such at baseline or at any subsequent follow-up. Details of the data processing may be found in the Supplementary Materials.
We first estimate the block-precision matrix of the network using the n = 569 tumor samples from nonmetastatic cancers. Using our estimated precision matrixΩ, we filter for network effects in the data from n = 60 metastatic cases, and perform gene-wise likelihood ratio tests in order to ascertain which gene is the most perturbation candidate.
The top-ranked sites are shown in Table 4 . The node-wise Benjamini-Yekutieli adjusted p-values are significant at p adj < 0.05 for 18.1% of the genes in our list, a strong indication that at least one perturbation is present (Benjamini and Yekutieli, 2001) . A drop-off in the test statistic is visible after the 4th position (for IRGM, p adj = 3.22e − 06, while the next gene MMP13 has p adj = 3.27e − 05). This drop-off is visible in the top panel of Figure 5 .
As such, we consider the top 4 genes in Table 4 Given that genes in our list were selected for differential expression in a previous analysis of metastatic processes, we require additional validation of our results. We perform crossvalidation to assess the predictive accuracy of the mean vector implied by each gene ranking. 
for each gene under each fold. We take the average of these errors to obtain a ranking of predictive ability by cross-validation, with smallest MSE indicating the best accuracy.
[ Table 4 We also show ranking from a joint differential expression analysis using Hotelling's T 2 test in Figure 5 and Table 4 . We note that after multiple comparisons adjustments, no genes show statistically significant differential expression (only 4.8% of our genes have a raw pvalue lower than 0.05). While a handful of top-ranked genes according to multi-attribute NF are also ranked relatively highly in differential expression results (IRGM, LGALS9, and GAS8 ), many of our other top genes do not show strong evidence of differential expression (extended results in Supplementary Materials). By leveraging knowledge of the interactions between genes in our data set, we are able to observe an effect from a highly relevant gene that we would not have detected by performing a multi-omic differential expression analysis.
Considering the possibility of multiple perturbations, we also performed the sequential multi-attribute NF procedure as described in Section 3.2. At each step, the node with the largest test statistic in the previous step is conditioned on as a nonzero portion of the mean vector, and testing is performed to ascertain whether additional nodes are nonzero. In the second panel of Figure 5 , we see that after adjusting for a perturbation at NFKBIA, the next most likely perturbation sites is IRGM, and then MMP13, originally ranked as the fourth and fifth most likely perturbation sites respectively. NPEPPS, originally the second-highest ranked site, is not considered to be a likely secondary perturbation site. This is in agreement with known biological results; many more citations exist linking NFKBIA to metastatic processes than do for NPEPPS.
Remarks
The multi-attribute network filtering methodology does suffer from some limitations. It relies upon the assumption that the network structure encoded in Ω does not vary between the control data and the case data. As such, this method is likely best suited to experimental settings in which it may be plausible to believe under investigator-limited perturbations that the underlying network relationships are fairly similar between case and control settings.
The framework here also depends upon multivariate Gaussian distributions for all data
types. An extension of this network filtering procedure to non-Gaussian distributions would enable inclusion of additional phenotypes, such as SNP and CNV data. This extension has not been undertaken even in the univariate case thus far, but semi-parametric copula methods (such as those by Liu et al. (2012)) show promise for the network estimation portion of this problem.
As is always a concern with large network models, computational costs in estimation of Ω may be prohibitive. This is particularly the case in recovery of large, densely connected networks. As noted by Kolar et al. (2014) , the block gradient descent algorithm employed here performs most efficiently when the graph can be separated into smaller connected components (as a rough guide, we recommend use of this algorithm when the largest connected component has fewer than 100 joint nodes). If estimation of the block-precision matrix is infeasible, use of a separated estimation procedure with network filtering, such as the joint graphical lasso (Guo et al., 2011; Danaher et al., 2013) , may still be employed. This is expected to yield a large performance improvement over differential expression procedures, and potentially a smaller additional improvement over an analysis of a single attribute.
Our work shows that if cross-attribute interactions are present in the data, benefits from data integration are strongest when these interactions are explicitly modeled. Across all tested network settings, the multi-attribute NF procedure provides better detection of perturbation sites than any single-attribute method, or multi-attribute method that ignored the network structure. In addition, we found that there were substantial gains to be had from a network-filtering based ranking on a single attribute alone compared with differential expression-it easily outperformed Hotelling's T 2 statistic, and provided a greater chance of an ideal identification than SSEM-lasso. The results in this paper underscore the need to take network effects into account when working with bioinformatic data, and offers a statistically principled method for a truly integrative analysis of multi-attribute data for better understanding cellular mechanism-of-action.
Supplementary Materials
Supplementary materials are available with this paper at the Biometrics website on Wiley Online Library. These include links to relevant software (an R package for these methods, TCGA data and processing scripts, as well as a pipeline for the simulations study), the proofs referenced in Sections 3.2 and 3.3, and additional simulation results. Along the x-axis, we consider the proportion of all sites in a top k list, and along the y-axis, the probability that the truly perturbed site is contained within that top k list. In each plot, the jump at the leftmost edge of the graph corresponds to the probability of identifying the true perturbation as the highest-ranked site (values in Table 1) . . Table 4 are highlighted in red. Figure 2 . ρin indicates the strength of within-node partial correlation, and ρout of cross-node partial correlations. Figure 4 .
NF methods
These simulations feature a single perturbation. 
Software
An R package mapggm containing methods for multi-attribute network estimation and perturbation detection is available at https://github.com/paulajgriffin/mapggm. To use this package, install the devtools package from CRAN and run:
Other supplementary files, including the simulation pipeline and TCGA scripts/processed data, may be found at https://github.com/paulajgriffin/mapggm_supplemental.
Properties of sequential tests
We prove the following theorems, presented in Section 3.2 of the paper.
Theorem 1 Given a set of nodes already found to have nonzero mean in steps 1, . . . s, consider testing for a perturbation at an additional node i in step s + 1. Denote the indices in Z = ΩY corresponding to the nodes found in steps 1, . . . , s as S. We can write the expected difference between the original test statistic and the test statistic adjusted for perturbations in S as
1 Theorem 2 Under the same conditions outlined in the general case of Theorem 1, if
Proof of Theorem 2. Denote the indices in Z = ΩY corresponding to the nodes found in steps 1, . . . , s as S, and the indices corresponding to the node currently under consideration as i. Denote all other indices X. For any Σ S,i we can write the test statistic T i for the unconditional test as
whereμ 0 andμ A denote the maximum likelihood estimators for µ under the null and alternative hypothesis, respectively. Without loss of generality, we reorder the filtered data so that Z = (Z i , Z S , Z X ) Following formula (7) in the main paper, for the unconditional test, we havê
Similarly, a nested likelihood ratio test that conditions on the presence of nonzero mean values for indices S has the form
with restricted MLEŝ
Recall Σ i,S = 0 by assumption. We may rewriteμ A ,μ
Our unadjusted test yields
By a similar process, the adjusted test statistic is
Note that both of these statistics have the form 
Bounds on error in test statistic
We prove the following theorem, presented in Section 3.3 of the paper.
Theorem 3 Under the conditions above, the discrepancy T 1 −T 1 is equal in distribution to a linear combination of mutually independent, noncentral chisquare random variables,
11 Σ 1· µ . Accordingly,
and Var T 1 −T 1 = 2tr (DΣ 11 ) 2 + 2nµ T Σ ·1 DΣ 11 DΣ 1· µ .
Proof of Theorem 3. Begin by noting that T 1 −T 1 = X T DX, where
, as defined in the paper, and X is a multivariate normal random variable with mean n 1/2 Σ 1· µ and covariance Σ 11 . Since D is symmetric and Σ 11 is symmetric and positive definite (the latter by assumption), it follows from Lemma 1 of ? that DΣ 11 has spectral decomposition DΣ 11 = s k=1 a k E k , such that rank(E k ) = r k (corresponding to the multiplicity of the eigenvalue a k ) and s k=1 r k = K. By direct application of Theorem 1 of ?, the expression in (2) then follows.
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As for the mean and variance expressions in (3) and (4), we see that where we have exploited independence among the chisquare random variables in both cases.
The following corollary was also provided in Section 3.3 of the paper.
Corollary 1 Let || · || 2 denote the spectral norm. Then
Proof of Corollary 1. The statements in this corollary follow through application of bounds on the trace of matrix products and repeated application of Cauchy-Schwartz, coupled with an appeal to the Lipschitz smoothness of the mapping between Ω and the expression Ω 11 − Ω 1· Ω −1
·· Ω ·1 . The latter follows from a straightforward Taylor series argument and the continuity of matrix inversion.
? establish that for two matrices M and N , with N symmetric and positive semidefinite, that |tr(M N )| ≤ ||M || 2 tr(N ). For the mean, therefore, we have that tr(DΣ 11 ) ≤ ||D|| 2 tr(Σ 11 ). At the same time, 
