Abstract -a comparative study and proposal of a new approach to the task of face recognition is done in this paper. The proposed approach addresses images with partial obstructions. Eigenfaces, Fisherfaces and Laplacianfaces methods are compared and taken as references. The experiments show that the suggested approach is more robust than the other methods.
INTRODUCTION
In recent years, researches on face recognition methods have received great attention from the scientific community. The first systems were proposed on the years 60, with the work of Bledsoe [1] , who developed a method based on geometric distance between feature points of the face. Since then strong advances have been obtained, despite of the major issue, regarding to create systems that can operate robustly in real time, still remains as an important challenging. Since the beginning, various algorithms and variants have been proposed [18] and basically these algorithms can be classified into three major categories [19] : Template Matching; appearance (holistic) detection and local features correlation.
In the Template Matching approach a face or parts of it are represented by one or more templates inside a data base of reference. The recognition is achieved comparing the input face (template) with all faces (templates) stored in the reference data base and selecting the one that shows the largest matching [2, 20] . The major disadvantage of this method is related to the memory requirements.
In appearance based method, the image is transformed into a vector that is seen as a point in a high dimensional space [3] . The goal on this approach is to represent the vector in a reduced dimensional space, in which images from different people may form different groups, facilitating the task of classification. Principal Components Analysis (PCA) [4] and Linear Discriminant Analysis (LDA) [5] are two of the most popular techniques for the dimensional reduction purpose. Researches show that changes in lighting as well as in facial expression have great impact on the nonlinearity of the space domain of the faces and that different regions of the face have different importance for the recognition [21, 23] . In [6] is proposed an efficient method to treat with the nonlinearity this space that is called Laplacianfaces and is based on Local Preserving Projection technique (LPP).
The work of Wiskott et al [7] , called Elastic Bunch Graph Matching (EBGM), had a great influence on local featuresbased approach. This study represents the face as a graph, with nodes positioned at some specific points (fiducial points), for example, eyes, mouth, nose. These points are extracted through Gabor wavelet [22] , with different orientations and scales; they are called "jets". The edges of the graph are labeled with the distance between the nodes. Given a set of faces to be used for training the classifiers, a corresponding set of graphs are constructed, one for each face. The recognition process consists of seeking the graph that best fits the image to be recognized. The major disadvantage of this approach is the difficulty to automatically locate and select the feature points.
In general, the majority of the algorithms proposed in the literature put their focus only on problems considering frontal faces and changes in illumination; mustaches; eye glasses and facial expressions. Few or almost nothing can be seen addressing the problem of recognizing faces partially obstructed [24] .
In this paper we describe a study realized with three of the most well-known holistic (appearance) approaches: Eigenfaces, Fischerfaces and Laplacianfaces, where they are applied over an artificially created problem simulating partial obstructions on faces extracted from Yale, ORL and PIE databases [8 -10] . We also propose an approach to deal with this kind of problem and compare the performance of the four methods considering different degrees of obstruction (0%, 12.5%, 27.5% and 50%).
II. HOLISTIC ALGORITHMS

A. Eigenfaces
Eigenfaces [4] is the first method for face recognition proposed based on appearance (holistic). The method uses Principal Component Analysis -PCA for dimensionality reduction and Euclidean distance for classification. Below is a brief description of the main steps of the method:
Creation of the reference base:
 Step 1 -Selection of the training set. o The input image is classified as belonging to the same group of individuals that present the lowest distance in step 4, i.e., the most similar.
B. Fischerfaces
Fischerfaces originally proposed by [5] is also a holistic method as Eigenfaces. The basic difference between Fischer and Eigenface methods is that the first applies a Linear Discriminant Analysis [11] over the reference base generated by the second. The main goal of Belhumeur was to create a fast algorithm with low computational complexity and capable to perform the task of recognition given a controlled environment, i.e., with images containing predominantly the face of a person, but with higher variations on illumination, expression and rotation than those addressed on the Eigenfaces approach.
The algorithm starts from the  
matrix that is generated in the same way it is in the Eigenfaces algorithm. Considering now that in X there are more than one vector belonging to the same person, it is possible to cluster them in order to form different groups, one for each person, as µ -is the average vector for all samples.
C. Laplacianfaces
Many authors advocate that algorithms based on LDA are stronger than those based on PCA, but in [12] they show that when the training set is small, PCA outperforms LDA and also that in these conditions PCA is less sensitive to variations in the set of training.
Following the reasoning that an image can be viewed as a point in a space of equivalent dimension to their size so, a set of images is nothing more than one set of points distributed on this high dimensional space. Works like [3, 13, 14] aimed to show that if it was possible to visualize the surface described by points in this high dimensional space, we would see that the points form a nonlinear surface, indicating that linear techniques of dimensionality reduction such as PCA and LDA would not work well in these cases.
Laplacianfaces is another holistic method. It is based on PCA (Principal Components Analysis) and LPP (Locally Preserving Projections). It is originally proposed by [15] , with the goal of providing a method to reduce the dimensionality of images faces, modeling the possible nonlinearities of the space of faces and preserve its structure.
As in the case of Fischerfaces, the algorithm computes the reference database and the optimum transform matrix as in equations 6 and 7.
The LPP transform matrix is computed through three steps as following:
 Step 1 -Construction of the graph of "p" nearest neighbors of each image.
o The graph links the images to generate a mesh that models the space of faces and carry with them the location information. During the construction process of the graph, two points, or rather two images, are connected by an edge only if the two points i x and j x belong to the set of "p" neighbors of each other.

Step 2 -Selection of weights for the edges.
o The weight of the edge that connects points i x and j x is given by equation 8 as follows:
S -is the matrix that models the space of faces; t -is a constant value; and S = 0 whenever no edge
o This computation deals with the generalized eigenvectors [16] for solving the equations 9 and 10. 
III. PROPOSED APPROACH
The algorithm proposed here, named Eigenblocks, makes use of the Census Transform [17] , split the original image into four sub-images and applies the Eigenfaces method over each of these sub-images. As a final step, there is a decision module based on the results obtained on each of the sub-images. Figure  1 shows the Eigenblocks scheme. The decision module computes the recognition for each block of the input image and uses a majority like decision rule to provide the final response.
The decision rule used in this work selects the winner label based on a majority scheme as follow:
 Each block presents its own answer;
 If there is a label with the majority of votes than it will be the answer of the system;  In case of two draw results the answer of the system will be the label with smallest join Euclidean distance (summation of all blocks with the same label);
 Otherwise, the system rejects the classification.
A. Census Transform
In the Eigenfaces method the percentage of accuracy tends to decrease with the increasing nonlinearity of the space of faces. In view of this, it is common to apply techniques such as histogram equalization and Discrete Cosine Transform (DCT) [25] to minimize the effects of variation in brightness, once this variable exerts a strong influence on the nonlinearity of the space of faces.
The Census Transform (CT) is a non-parametric local transformation that tries to reduce the brightness changing influence through a different approach. It was initially proposed by [17] . The operation is performed by comparing the luminance of the pixels of a given region with the luminance of the central element of this region. Formally, the Census Transform defines square regions, where the most common sizes are of the order of 3x3 and 5x5. The output of the CT is a bit string where each bit is calculated by equation Figure 3 shows the obtained results when applying Census Transform on two images of the same person that were taken in different lighting conditions. Notice that although the illumination varies significantly in the original images, the images resulting from the Census Transform remain quite similar. 
IV. EXPERIMENTS AND RESULTS
To validate the proposed approach, we compared its performance against the previously described holistic methods: Eigenfaces, Fischerfaces and Laplacianfaces. Several experiments were performed with the use of three publicly available face databases and widely used: Yale [8]; ORL [9] and CMU PIE [10] .
A. Face Databases
The Yale database was constructed at the Center for Computational Vision and Control of Yale University. It contains 165 images of 15 persons, in other words, 11 images per each person. The face images are frontal and present variations in illumination, facial expression (happy, sad, winking, sleepy and surprise) and persons wearing or not glasses.
The training set used in these experiments was formed with seven images per person, chosen at random. The test set was formed with the four remaining images per person. The images, in grayscale, were normalized in terms of scale and orientation, so that the eyes were horizontally aligned and then, they were cropped to contain only the internal structures of the face. Finally they were resized to the dimensions 128x128, 64x64, 32x32 and 16x16. Figure 4 shows a set of images in its original format and figure 5 shows the same images after these preprocessing steps. The training and test pairs were (12, 12) , (10, 14) , (8,16), (6, 18) and (4, 20) , where the first coordinate represents the number of images per individual used in the training set and the second coordinate shows the number used in the test set. Figures 7 and 8 , show examples of the PIE database images in their original and preprocessed formats. 
B. Obstruction Experiments
We also performed a set of tests considering two types of partial obstructions of the face. The partial obstructions were artificially generated over the original images as shown in figures 9 and 10. 
C. Experiments and results
The following three tables show the results using different quadrant obstructions applied over the three face's databases: Yale, ORL and PIE. Next tables show the results obtained when using the black stripe of different sizes (12.5%, 25%, 37.5% and 50% of the image's wide) dislocating pixel by pixel from the left to the right. 
V. CONCLUSIONS
As can be seen, Eigenblocks improved the performance of the original Eigenfaces in almost all cases, despite the face be or not partially obstructed. The proposed approach also provided better results than Fischerfaces and Laplacianfaces considering the cases where the face is under partial obstruction. Eigenblocks showed to be less sensitive to the types of obstruction tested in these experiments.
