The dramatic rise of smartphones has profound implications for survey research. Namely, can smartphones become a viable and comparable device for self-administered surveys? The current study is based on approximately 1,500 online U.S. panelists who were smartphone users and who were randomly assigned to the mobile app or online computer mode of a survey. Within the survey, we embedded several experiments that had been previously tested in other modes (mail, PC web, mobile web). First, we test whether responses in the mobile app survey are sensitive to particular experimental manipulations as they are in other modes. Second, we test whether responses collected in the mobile app survey are similar to those collected in the online computer survey. Our mobile survey experiments show that mobile survey responses are sensitive to the presentation of frequency scales and the size of open-ended text boxes, as are responses in other survey modes. Examining responses across modes, we find very limited evidence for mode effects between mobile app and PC web survey administrations. This may open the possibility for multimode (mobile and online computer) surveys, assuming that certain survey design recommendations for mobile surveys are used consistently in both modes.
Introduction and Background
Over the last decade, mobile phones have quickly become commonplace in societies throughout most of the world. Nielsen (2013a) estimates that 94% of Americans use a mobile phone. The use of smartphones, or mobile phones with a specialized operating system, continues to grow rapidly in the United States and elsewhere. According to Nielsen (2012 Nielsen ( , 2013b , 61% of all mobile phone users in the United States use a smartphone, up from 48% in 2012. Zahariev et al. (2009) conducted a random assignment mode effects study as part of a study investigating mobile surveys across online panelists in Canada. Their survey sample was restricted to prescreened smartphone users, meaning they had experience using the device. Eligible panelists were randomly assigned to a mobile web survey or a PC web survey, containing the same survey content. The researchers found very little evidence of mode effects between mobile web and online computer administrations. With closed-ended items, differences in response distributions were not statistically significant. With an open-ended item, mean number of characters typed was not statistically different by mode. In contrast to the earlier findings reported by Peytchev and Hill, they found that smartphone respondents were not reluctant to provide (short) responses to an open-ended question.
In their randomized experiment, Buskirk and Andrus (2012) administered a short survey on health-related apps to a sample of prescreened iPhone users from an online U.S. panel. Respondents were randomly assigned to take the web survey on a computer or on their iPhone. In terms of survey responses, the researchers also found no differences by mode in the number of characters typed for open-ended questions. Mavletova (2013) conducted a similar mode effects study with participants in an online Russian panel. Panelists were prescreened to include mobile web users and randomly assigned to complete a survey on a PC or on their mobile device (either a smartphone or a feature phone). Mavletova found that PC web respondents provided longer open-ended responses, but that they did not significantly differ from mobile web respondents in terms of primacy effects, socially desirable responses, or nonsubstantive responses.
de Bruijne and Wijnant (2013) also tested for mode effects in survey results, using panelists from a representative Dutch online panel. Panelists were prescreened and the sample was restricted to smartphone and tablet users. Eligible panelists were randomly assigned to a mobile web survey, a computer web survey, or a hybrid version-a computer web survey with a visual layout that resembled the mobile web survey. The researchers examined responses to 26 closed-ended scale items and only four revealed statistically different means between groups.
With these mobile/online computer mode effects studies, differences in survey responses between mobile and computer respondents were minimal. Differences by mode were only found with the length of open-ended responses and, with that measure, results were mixed.
Current Study
In this study, we build on the previous experimental research by utilizing a large, national sample of U.S. smartphone users, including an additional set of mobile survey experiments, conducting a parallel set of online computer survey experiments, and comparing results across mobile and computer respondents to test for mode effects.
There are two main goals to this methodological research. First, we test whether responses in mobile app surveys are sensitive to experimental manipulations (involving frequency scales, size of text boxes, etc.), as they are in other modes. In other words, do experimental findings from other modes carry over to mobile app surveys?
Second, we test whether responses collected in a mobile app survey are similar to those collected in an online computer survey. Using the same questionnaire and similar groups of respondents, we directly investigate mode effects across mobile app and computer survey administrations. We want to know whether survey responses (to frequency scales, open-ended text boxes, etc.) differ by mode of administration. Based on these two main goals, we make two sets of comparisons in our analysis: (1) across survey version, but within mode and (2) across mode, but within survey version.
By conducting this research, we hope to gain a better understanding of the effects of question design and format on mobile surveys. There are two major points to consider. First, the screen size has shrunk considerably from PC web surveys. At the time of the study, smartphones had, at best, 4.2
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Social Science Computer Review 32 (2) in. diagonal screens, meaning that what displays properly and is intuitive on a desktop or laptop computer might not have the same effect on a smartphone screen. Second, smartphones are used differently than other devices. Many smartphone owners are likely to keep their devices with them throughout the day, so the traditional ''at-home'' setting of survey completion may no longer apply.
Optimized Mobile App Survey and Design
For our mobile survey, we utilized an app-based mobile survey. The survey app is called the Survey on Demand App (SODA) and was developed by Techneos, a Confirmit company. One advantage of the SODA app is that a continuous Internet connection is not required throughout the survey. An Internet connection is only needed when the survey is loaded and when the survey is submitted. In addition, the app was programmed to be delivered on all major types of smartphone operating systems, with a separate optimized visual design for each. Screenshots from the Android, Black Berry, and iPhone versions of our mobile app survey are presented in Figure 1 . As seen in the figure, optimized visual designs differ by device type, however, differences are relatively minor. For instance, unique to the iPhone app, navigation buttons are located at the top of the screen, radio buttons and check boxes appear to the right of response options, and question text is set off in white boxes against a gray background. On the other hand, for both Android and BlackBerry versions of the app, navigation buttons are located at the bottom of the screen, radio buttons and check boxes appear to the left of response options, and question text is set off by a horizontal line. With Android and BlackBerry devices, the back button is a physical button on the phone, thus there is no need to also include it on-screen. Finally, the Android version of the app features a light blue background, while the BlackBerry version has a white background. Although it is plausible that these seemingly minor differences in visual design could affect responses across device types and operating systems, we did not directly test for this or attempt to measure the impact. The visual design and length of the survey were primarily suited to smartphone survey takers. The survey itself was optimized in order to fit the small screens of smartphones and to provide respondents with a positive user experience. Specifically, we included short questions and short sets of response lists in order to accommodate small screen sizes and to minimize the amount of vertical scrolling needed. In general, these survey design choices are also good for online computer surveys, as the empirical research has shown very clearly that web survey design can unintentionally influence survey responses (Couper, 2001 (Couper, , 2008 Couper, Tourangeau, Conrad, & Crawford, 2004) .
In our survey, we did not include any images or grid items, which Peytchev and Hill tested earlier, since they both consume a large amount of the available screen space on smartphones. We excluded these features in order to reduce the need for scrolling and to eliminate the need for any pinching or zooming. Additionally, grids often appear differently from device to device, making it difficult to ensure proper display on the screen. In fact, the SODA mobile app does not, by default, support conventional grid items. Likewise, we limited questions to one per screen, again to reduce the need for scrolling among smartphone users.
Despite our efforts to minimize the need for scrolling, the small screen size of BlackBerry devices necessitated vertical scrolling for several of the survey questions. This was not the case for survey questions displayed on Android and iPhone devices. Finally, it is also worth mentioning that with the iPhone and BlackBerry mobile app surveys, screen orientation was locked in portrait mode. With the Android mobile app survey, it was not possible to lock orientation in portrait mode, thus respondents could have responded to questions in either portrait mode or landscape mode, or a combination of the two. Unfortunately, it was not possible to capture paradata on screen orientation.
Study Design
The study was structured so that mobile survey responses could be compared to online computer survey responses and so alternative survey versions could be tested within each mode. We administered the survey to KnowledgePanel 1 -a nationwide U.S. probability-based online panel, maintained by GfK Knowledge Networks. The panel offers a large, prescreened group of online panelists who are also smartphone users and are willing to take a survey on their smartphone. Prescreening for smartphone users was done 1 week prior to the survey. A total of 25,221 active panelists were sent the screener survey; 10,156 (40.2%) responded over a 2-day period. Of those, 2,443 were identified as smartphone owners and those willing to complete a survey on their smartphone. Of the 2,443 eligible smartphone users, 1,254 were randomly assigned to take the survey on their smartphone via the mobile app, and 1,187 were randomly assigned to take the survey online, on a PC or laptop (as they usually do).
Panelists assigned to the mobile app survey were e-mailed instructions to download and install the survey app to their smartphone and were provided a survey code to start the survey. It is important to emphasize that this request to download a survey app was made to members of a panel with whom a preexisting relationship exists. Potential participants were not contacted for the first time and asked to download a survey app. After downloading the app, panelists were free to take the mobile app survey at their convenience. That is, the survey did not automatically launch or open after downloading and installation. After respondents opened the survey app, they were required to enter their survey code. This additional step was taken to ensure that only those assigned to the mobile app survey could access it and to record those that did in fact start the survey. Panelists assigned to the online computer survey were sent e-mail invitations that contained a link to the survey and were instructed to complete the survey on a PC or laptop.
We only included panelists who were smartphone users, even among those assigned to the online computer survey. By focusing on smartphone users, we can avoid confounding survey mode with respondent characteristics. For instance, we know that smartphone users are different from nonusers with respect to demographics and many other characteristics.
As an incentive for completing the survey, panelists were offered US$5 worth of points. This is more than the US$1 worth of points that is typically offered. However, we decided to offer the larger incentive to compensate for the burden of an anticipated 10-min mobile survey. The same incentive was also offered to PC web respondents to eliminate a possible source of response bias.
The survey itself contained 24 questions-three sections, each with eight questions. The three sections included questions on consumer behavior, Internet usage, and TV viewing habits. Each of the three sections contained five experimental questions and three filler questions. Similar experiments were included in each of the three sections, which allowed us to determine whether experimental findings were robust and able to be replicated regardless of content.
Within both the mobile app and PC web mode, respondents were randomly assigned to receive either survey Version A or Version B. The two versions of the survey were created and administered to directly test differences in question type and format. A summary of the experimental design is presented in Table 1 . Specific examples are also presented in Figure 1 .
We were interested in these particular experiments, as they are based on previous survey experiments designed to test alternative question types and formats. In previous research, these particular manipulations to survey question types and formats have affected responses in mobile web surveys, PC web surveys, and mail surveys and are discussed in more detail below. We focused on a small number of experiments that could be easily administered multiple times in a short survey. In addition, we decided to include experiments that involved variation in expected findings-that is, experiments where we did and did not expect to uncover differences in responses across survey version and across survey mode.
Results
The survey was fielded in November 2011. A total of 1,981 completed surveys were received. Table 2 contains various survey response measures. As noted above, panelists were randomly assigned to either the mobile app or PC web version of the survey, and within mode, to either survey Version A or Version B. A total of 732 panelists responded to the mobile app survey and 725 responded to the online survey. We received a total of 705 completed mobile app surveys and 711 completed online surveys. As shown in rows 7 and 8 of Table 2 , there was an interesting development during the fielding of the survey. By examining user agent strings, we were able to identify 161 panelists (23%) who were randomly assigned to the online computer mode but who completed the survey using a mobile web browser. Thus, rather than receiving 711 completed online computer surveys, we only received 550. This represents an example of treatment attrition, whereby respondents fail to complete the proper treatment but complete measurement (Shadish, Cook, & Campbell, 2002) . The percentage of respondents completing the online survey with a mobile device was unexpectedly high, although previous research (Buskirk & Andrus, 2012; Callegaro, 2009 Callegaro, , 2010 Cazes, Townsend, Rios, & Ehler-James, 2010; Peterson, 2012; Stapleton, 2011) has reported figures in the range of 1-30%. The majority of our unintended mobile respondents completed the survey with an iPhone or Android smartphone, but we also identified 33 who completed the survey on a tablet (and more specifically, an iPad).
There are two likely reasons why so many respondents opted to complete the online survey on their mobile device. First, mobile surveys are still relatively novel and perhaps more interesting to take, if one is given the opportunity. Currently, the vast majority of surveys taken by GfK Knowledge Networks panelists are taken on a computer. Second, while prescreening for smartphone users, those eligible for the survey were informed they would be randomly assigned to take the survey on their smartphone or on a computer, as usual. This notification made salient the idea of taking the survey on a smartphone. Apparently, 161 panelists assigned to the online computer mode were intrigued enough to access and complete the online survey by opening the e-mail invitation on their mobile device, despite being explicitly assigned to the online computer mode.
In our study, mobile web respondents were significantly more likely than the other two groups of respondents to be young, w 2 (6) ¼ 31.23, p < .001, and non-White, w 2 (6) ¼ 12.72, p ¼ .048, consistent with findings from Stapleton (2011) . In addition, they were significantly more likely to reside in larger households, w 2 (10) ¼ 24.41, p ¼ .007, to be female, w 2 (2) ¼ 21.86, p < .001, iPhone users, w 2 (4) ¼ 68.34, p < .001, and to access the Internet primarily with their smartphone, w 2 (4) ¼ 27.20, p < .001. On the other hand, the demographic characteristics of mobile app survey takers and PC web survey takers were similar, with the single exception that mobile app survey takers were significantly more likely to be of age 18-44, w 2 (3) ¼ 20.87, p < .001. As shown in Table 2 , the survey-specific completion rate (American Association for Public Opinion Research, 2011) for both mobile app and online modes was approximately 60%, which is very close to the general completion rate for KnowledgePanel surveys.
Across modes, the survey break off rate was quite low-6% or less. For mobile surveys, this is better than expected. Previous research with mobile web surveys (typically those not optimized for presentation on mobile devices) has reported break off rates in the range of 25-70% (Callegaro, 2009 (Callegaro, , 2010 . Even with an optimized mobile survey, Stapleton (2011) reports slightly higher break off rates of 6-10%. The relatively low break off rate can, in part, be attributed to the short and noncomplex nature of the survey as well as to the higher-than-normal incentive offered. For mobile app respondents, it should be noted that the break off rate presented in Table 2 is calculated among those who started the survey, not necessarily among those who initially downloaded the mobile survey app. The mobile app survey involved two stages of measurement attrition, in which respondents failed to complete measurement under the proper treatment (Shadish et al., 2002) . The first stage involved downloading the app and the second stage involved completing the survey. Unfortunately, we are not able to measure the number of panelists who downloaded the app but did not start the survey.
In general, the median completion time for the survey was about 5.5 min. Among smartphone web respondents, median completion time was considerably longer-8.9 min (about 50% longer 244 Social Science Computer Review 32 (2) than among other respondents). This is not at all surprising given that the survey was not optimized for smartphone web administration. The questions and text appeared very small on a smartphone browser. Reading the small print, zooming, and selecting among radio buttons and check boxes required more time and increased respondent burden. Given the self-selected nature of these respondents, the small sample size, as well as the different, suboptimal survey experience for these respondents, we exclude them from the analysis that follows. Similarly, given the self-selection and small number of tablet respondents, we exclude them from the analysis as well.
Experiment #1: Low-Versus High-Frequency Scales
In the first experiment, we manipulated frequency scales and attempted to replicate findings previously uncovered by Peytchev and Hill (2010) and by Schwarz, Hippler, Deutsch, and Strack (1985) . We included three questions in our survey to test low-versus high-frequency scales. One question (on television viewing) contained the exact same question wording and response options used in the previous research (see Figure 1 ). The two other survey questions involved in this experiment will be discussed shortly. With this experiment, we presented a low-frequency scale in one version of the survey and a highfrequency scale in the other. The types of scales provided to respondents can be influential, as respondents process response options as information and use them as a guide when providing a response. With the television example, '' . . . subjects inferred the average amount of television watching from the response alternatives provided them and used it as a standard of comparison in evaluating their behavior . . . '' (Schwarz, Hippler, Deutsch, & Strack, 1985, p. 388) . In their mail survey experiment, Schwarz et al. found responses to be sensitive to the type of scale providedthe high-frequency scale generated higher reported frequencies. Given the occurrence of this cognitive processing (processing information, editing one's responses), this pattern of results should not be sensitive to survey mode. Indeed, Peytchev and Hill performed the same experiment in their mobile web research and found similar results. For mobile app respondents, as well as for PC web respondents, our expectation was to uncover results similar to those in the previous studies. That is, we expected to find that the high-frequency scale produces higher reported frequencies, as respondents use the answer options as a cue.
As hypothesized, we were able to replicate the previous findings with the question about television (see Table 3 ). We collapsed response categories in order to make direct comparisons Note. We were unable to collect any survey data or paradata from mobile app respondents who did not complete the survey. Thus, we cannot calculate completion rates and break off rates by mobile platform. In addition, it is not possible to calculate mobile web completion rates (and by extension, the PC web completion rate) since eligible panelists were not actually assigned to the mobile web mode.
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across survey versions and with previously reported results. Respondents presented with the highfrequency scale were significantly more likely to report watching more than 2½ hr of television a day. This finding is consistent across mobile app and PC web survey administrations. w 2 tests confirm that differences across survey versions are statistically significant.
In addition to this particular question, we performed the same experiment with two similar questions in the survey about Internet usage and consumer behavior. Results from these questions are also presented in Table 3 . Although these questions have not been experimentally tested before, we again found that, directionally, the high-frequency scale generates higher reported frequencies. This pattern is consistent across mode and question. However, based on w 2 tests, differences in response distributions across survey versions are not statistically significant, with one exception among mobile app respondents.
In summary, with the well-tested question on television viewing, we replicated previous findings across both modes. With the other two (previously untested) questions, we consistently find response patterns in the expected direction, but in most instances, differences across survey versions are not statistically significant. The insignificant findings may be due to the different questions being asked or due to the different topics being asked about. But as these are untested questions, there are no previous experimental findings with which to compare them. Nonetheless, we consistently found that the high-frequency scale produces higher reported frequencies, with the implication that the same information processing and editing occurs with mobile app survey respondents as well.
A major advantage to our study design is that we can compare responses across survey versions as well as across survey modes. However, due to self-selection discussed above, we cannot make the same bivariate comparisons of responses across mode. Therefore, for this experiment and the others, to test for mode effects, we estimated multivariate regression models in order to statistically control for observed differences between mobile app and PC web respondents arising from treatment attrition and measurement attrition. For the cross-mode analysis, we pooled together survey data from mobile app and PC web respondents and estimated regression models separately by survey question and survey version. In the regression models, we included as our main variable of interest an indicator variable for the mobile app survey mode. As control variables, we entered into the Table 3 , to the right of the bivariate within-group results. Specifically, Table 3 contains estimated regression coefficients and standard errors for the mobile app survey variable. Controlling for other factors, none of the regression coefficients for the mobile survey mode are statistically significant. In other words, mobile app respondents are not more or less likely than PC web respondents to report higher frequencies of behavior. This pattern is uncovered with both the low-frequency scale and high-frequency scale.
With this first experiment, we were able to replicate previous findings from Schwarz et al. and Peytchev and Hill and show that the experimental findings based on the manipulation of a frequency scale also apply to a mobile app survey. For each individual question, experimental results across survey version and within mode are generally consistent among mobile app and PC web respondents. In addition, when examining responses across mode, we did not find evidence of survey mode effects for either version of the survey.
Experiment #2: Closed-Ended Versus Half-Open ''Other'' Category Our second experiment was also based on a survey item used by Peytchev and Hill, involving an ''other'' category in a response list, and manipulating it as either closed-ended or half-open (a radio button with a follow-up text box). Alongside the ''other'' category, unlikely responses were provided, which were intended to drive respondents to the ''other'' category (see Figure 1) .
In their mobile web survey experiment, Peytchev and Hill found that respondents gravitated to the closed-ended ''other'' category but avoided the half-open ''other'' category. In the latter case, a large percentage (39%) endorsed one of the unlikely responses, while an additional 23% failed to provide a response to the question altogether. The interpretation given by the authors is that respondents avoided the half-open ''other'' category because it required typing, which is difficult to perform with small keyboards on mobile devices. Given this consideration, for mobile app respondents, we expected to uncover results similar to those of Peytchev and Hill. That is, when presented with the half-open ''other'' category, we expected mobile app respondents to select an unlikely response due to their reluctance to type on a small keyboard or touch screen. Among computer respondents, who don't experience the same difficulties inputting text, we expected to find no differences in responses across the two versions of the survey. For both versions, we expected the majority of computer respondents to select the ''other'' category and those presented with the half-open ''other'' category to provide open-ended responses, since this is not a difficult or excessively burdensome task with a computer keyboard.
As presented in Table 4 , our results with this experiment trended away from our expectations. Holding constant survey mode, we found no differences across survey versions in terms of percentages selecting the ''other'' category. With the first question, previously tested by Peytchev and Hill, percentages are similar, among both mobile app and PC web respondents. w 2 tests reaffirm that differences in response distributions are not statistically significant. We found that mobile app survey respondents did not avoid the half-open ''other'' category nor did they skip this question. Additionally, these respondents were willing to provide a short open-ended response with a median length of about 15 characters. As shown in Table 4 , these patterns are also uncovered across two other similar questions and across modes.
To analyze responses across mode, we estimated logistic regression equations, for each survey question and survey version, predicting selection of the ''other'' category. As summarized in Table  4 , controlling for other factors, we found that in most instances, responses from mobile app respondents are not significantly different from those of computer respondents. The one exception is found Wells et al. 247 with the half-open format for the Internet access question, in which mobile app respondents were significantly less likely than PC web respondents to select the ''other'' category. Note that with this particular question on type of device used most to access the Internet, the ''unlikely'' response options provided were ''cell phone'' and ''tablet computer.'' In this instance, it appears that differences in responses across mode reflect actual differences in device usage behavior. Specifically, mobile app respondents use their cell phone to access the Internet more often and, due to this behavioral difference, are less likely than computer respondents to select the ''other'' category. With this second experiment, there are no significant differences in response distributions between the two versions of the survey. Contrary to our expectations, mobile app respondents are not reluctant to type in short open-ended responses. The experimental results and patterns are consistent across survey question and survey mode. Although these findings run counter to those of Peytchev and Hill, we are quite confident about our current findings given the consistency of results across question and mode. Recall that our study consisted of active smartphone users, about half of whom completed the survey with their own mobile device, which they presumably have facility and comfort using. This is not to dispute the earlier findings. We believe both sets of findings are applicable and valid under each set of study conditions. In 2007, smartphone ownership was very rare, and in the earlier study participants were given a new mobile phone with which to complete surveys. Since then, smartphone ownership and usage has become much more common. Additionally, smartphones have developed tremendously and have more features as well as enhanced usability (including touch screens rather than small keypads). Further, given the meteoric rise of social networking and texting, smartphone owners have quickly adapted to the smaller keypads and appear comfortable providing an open-ended response when necessary. Finally, in our examination of survey responses across mode, holding survey version constant, in most instances, we did not find significant differences across mode. We did find that responses to one question format varied across mode; however, this appears to reflect behaviors of people using different types of devices, not mode effects on survey responses, per se.
Experiment #3: Small Versus Large Text Box
The third experiment involved the manipulation of the size of text boxes for open-ended items. In both mail survey experiments (Christian & Dillman, 2004; Israel, 2010) and online computer survey experiments (Dennis, deRouvray, & Couper, 2001; Smyth, Dillman, Christian, & McBride, 2009) , respondents have been shown to provide longer responses when presented with a larger text box. That is, respondents infer the desired amount of information from the size of the text box provided. Consistent with previous research findings, we expected that computer respondents would provide longer responses when presented with a larger text box. This expectation is consistent with visual design theory, which states that respondents perceive and process visual nonverbal information in the survey (such as space, size, and shape) when formulating a response (Dillman, 2007; Smyth et al., 2009) . With mobile app survey respondents, we anticipated that length of response would not be sensitive to size of text box. Given the previously found reluctance to provide open-ended responses, uncovered by Peytchev and Hill, we expected that mobile app respondents would give short responses of equal length in both versions of the survey. We expected this reluctance would override visual design cues. In addition, when making comparisons across modes, but keeping survey version constant, we expected that computer respondents would supply longer responses than smartphone respondents, given the greater ease of using a computer keyboard. Mavletova (2013) found this to be the case, however Buskirk and Andrus (2012) and Zahariev et al. (2009) previously found that smartphone and computer respondents provided open-ended responses of equal length. Unfortunately, it was not possible to manipulate text box size with the iPhone mobile survey app. Consequently, we dropped iPhone survey respondents from this particular analysis. It should also be mentioned that for Android and BlackBerry mobile app survey takers, it was not possible to fully restrict the size of the smaller text box. The initial appearance and size can be restricted (see Figure 1 ), but after respondents enter a certain number of characters, the smaller text box expands to the size of the larger text box. Thus, even among Android and BlackBerry users, this was not a perfectly controlled experiment. 
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As shown in Table 5 , length of response is consistently greater when the large text box is provided. Differences in length of response between survey versions are small (4-14 characters) but are statistically significant in the majority of instances. Consistent with expectations, among computer respondents, size of text box significantly affects the length of response across all three survey questions. However, contrary to expectations, mobile app respondents are also shown to be sensitive to size of open-ended text boxes. Among mobile app respondents, open-ended responses are consistently longer with the large text box and differences in mean response length are significant for two of the three questions tested.
For the cross-mode analysis, we estimated ordinary least squares regression equations, separately by survey question and survey version, predicting the number of characters typed into the text box. We performed a natural log transformation of the dependent variable to account for the positive skew and nonnormal distribution of response length. The estimated regression coefficients presented in Table 5 show that, controlling for other factors, mobile app respondents consistently provide shorter open-ended responses than do computer respondents. With both the small and large text box, differences in length of response are significant for two of the three questions tested. This pattern is consistent with our earlier expectation and with the findings from Mavletova (2013) .
Based on this third experiment, the evidence generally shows that size of text box affects the length of open-ended responses. Consistent with patterns from PC web surveys and mail surveys, we also found this pattern with mobile app surveys. Consistent with findings from our second experiment, mobile survey respondents appeared willing to provide relatively short responses to open-ended items, as also shown by Buskirk and Andrus (2012) , Mavletova (2013), and Zahariev et al. (2009) . At the same time, with our cross-mode analysis, we found that open-ended mobile app responses are consistently and significantly shorter in length than those provided with a computer. With this experiment, we did find evidence of mode effects, consistent with findings from Mavletova (2013) .
Experiment #4: Randomized Versus Alphabetized Response List
In the fourth experiment, we tested for primacy effects-the greater tendency for respondents to select responses at the top of a list. This pattern has been previously uncovered in online computer surveys (Couper et al., 2004; Galesic et al., 2008; Malhotra, 2008) and mail surveys (Krosnick & Alwin, 1987; Schwarz, Hippler, & Noelle-Neumann, 1991) , both of which are self-administered surveys with response options presented visually. It should be mentioned, however, that in previous experimental research, primacy effects have been uncovered often but not always (see, e.g., Dillman et al., 1995) . Nonetheless, we expected to uncover primacy effects-disproportionately more endorsements for items appearing at the top of the list-and we expected to observe this pattern among both computer respondents and mobile app respondents. As discussed by Krosnick and Alwin (1987) , this may be due to respondents' deeper cognitive processing of initially presented items or to the tendency of respondents with low motivation to select the first satisfactory response they encounter, without evaluating the full slate of response options available (satisficing).
In Table 6 , we present the percentage of positive endorsements by response-order position. With the alphabetized list, the order of responses was constant and results are presented in that manner (response options are presented in parentheses for the sake for reference). With the randomized list, the order of responses was randomized and results are presented in terms of position, regardless of substantive content-see shaded areas in Table 6 . With both versions of the survey, ''None of the above'' was always presented last and positive endorsements can sum to more than 100% since the survey questions allow for multiple answers.
If primacy effects existed, with the randomized list we would expect to see, in the shaded areas of Table 6 , the highest percentage of positive endorsements for response options in Position 1.
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Social Science Computer Review 32 (2) However, with both the mobile app and PC web versions of the survey, this was not the case. In fact, percentages did not differ much at all by position. We conducted w 2 tests, comparing the observed pattern of selections with the randomized list (in the shaded areas of Table 6 ) against the pattern expected under the model of independence by position (not shown). Results from the w 2 tests, presented in Table 6 , show that the observed distributions of responses are not statistically different from those expected under independence. Thus, contrary to our expectations, we found no evidence of primacy effects or of response-order effects in general. This pattern is uncovered consistently across survey modes and survey questions.
To test for mode effects, we initially focused on the alphabetized lists and estimated a series of binary logistic regression equations, predicting the selection of each individual response option for each survey question. Recall that with these questions, more than one option can be selected. As presented in Table 6 , controlling for other factors, mobile app respondents are not significantly more or less likely than online computer respondents to select any of the options offered across the three questions tested. Of more interest, we next examined the randomized lists and analyzed responses by position across survey mode. Once again, we estimated a series of binary logistic regression equations, but in this case, predicting the selection of each response-order position, regardless of substantive content. As shown in Table 6 , response patterns of mobile app respondents are not significantly different from those of computer respondents, with one sole exception. In general, we did not uncover significant differences in response distributions across mode, thus primacy effects do not appear more likely to emerge with mobile app or PC web surveys.
With this fourth experiment, we found no evidence of primacy effects within survey mode nor did we find significant differences in responses across modes (with one exception, mentioned above). Similarly, Mavletova (2013) generally finds an absence of primacy effects among both mobile web and PC web respondents.
Although the findings on primacy effects run counter to findings from previous mail and online computer surveys, as noted earlier by Krosnick and Alwin (1987, p. 202) , ''many experiments designed to examine response-order effects found none.'' Similarly, based on their own experimental research, Dillman et al. (1995) found the emergence of significant primacy effects to be exceptional and inconsistent. The absence of response-order effects was also noted by Schwarz, Hippler, and Noelle-Neumann (1991) who state the emergence of response-order effects seems to depend on the interaction of several respondent-level and survey-level factors. Indeed, examples from previous research studies that did uncover primacy effects included response lists that were quite long (13 items, 17 items, etc.; Couper, 2008; Krosnick & Alwin, 1987) . We do not dispute those findings. We believe that the absence of primacy effects in our study is rooted in the fact that the response lists were kept short (to accommodate the small screens of mobile devices) and that all possible response options were visible on-screen with no need (or minimal need) for vertical scrolling. Although not directly tested, it is quite possible that primacy effects could have been detected had we included a long list of response options that required vertical scrolling and effectively penalized those items not initially visible on-screen.
Conclusion and Discussion
In this study, we conducted a mobile app survey utilizing a large, national sample of smartphone users. Within the survey, we embedded several experiments that had been previously tested in other modes. The first of our two main goals was to determine whether experimental findings from other modes carry over to the mobile app survey mode.
With Experiments #1 and #3, we replicated experimental findings from other modes. With a well-tested behavioral frequency question, respondents report higher frequencies when presented with a high-frequency scale compared to a low-frequency scale. With Experiments #2 and #4, we did not replicate previous experimental findings. We found no evidence that respondents avoid a half-open ''other'' category that is accompanied by a follow-up text box. Again, respondents appear willing to provide short open-ended responses in a mobile survey. We feel confident about our findings, as they are consistent across mode and question. We also tested for primacy effects but, overwhelmingly, found no evidence that respondents are more likely to select options at the top of a check-all-that-apply response list. This runs counter to the previous findings from mail and online computer surveys where primacy effects have been uncovered but 252 Social Science Computer Review 32(2) may reflect the fact that response lists were intentionally kept short. In general, the survey research literature on primacy effects is ''decidedly mixed'' (Dillman, 2007, p. 229) . Our second major goal was to directly test for mode effects. In general, we found limited evidence of mode effects on survey responses between mobile app and PC web respondents. We did uncover significant mode effects with length of open-ended responses, with PC web respondents providing significantly longer responses than mobile app respondents. However, with the other question formats examined, our predominant finding is that mobile survey responses are similar to those collected with a computer. With one survey item that did yield significantly different responses across modes, the difference appeared to reflect actual differences in behaviors tied to device usage, specifically the type of device used most to access the Internet.
By conducting this particular study, we gained a better understanding of the effects of question design and format on mobile surveys. We learned that mobile respondents are willing to provide short responses to open-ended questions. As with other modes, mobile respondents are sensitive to the presentation of frequency scales and to the size of open-ended text boxes. Finally, we found no evidence of primacy effects.
In addition, we uncovered relatively few differences in survey responses between mobile app and online computer respondents. This general finding is consistent with previous findings from mobile/online computer mode effects studies employing random assignment (Buskirk & Andrus, 2012; de Bruijne & Wijnant, 2013; Mavletova, 2013; and Zahariev, Ferneyhough, Ryan, & Bishop, 2009 ). The general absence of mode effects on survey responses suggests that smartphones can be a viable and comparable device for short, optimized, self-administered surveys. As noted earlier by Zahariev et al. (2009) , this may open the possibility for the use of multimode (mobile and online computer) surveys, assuming that certain recommendations for mobile surveys (short questions, short response lists, no grid items, minimal need for scrolling) are followed in both modes.
Smartphones are becoming more widely used for collecting survey data. With high-resolution displays and larger screens, smartphone owners are becoming more comfortable with their mobile devices. As smartphone ownership and usage continues to grow, it is important for survey researchers, especially at this relatively early stage, to continue to conduct empirical research on smartphone surveys and better understand the ways in which results may or may not differ from online computer survey results.
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