In this paper, we consider the necessary and sufficient conditions for the tensor product of the fundamental representations for the restricted quantum loop algebras of type A at roots of unity to be irreducible.
Introduction
Let g be a finite-dimensional complex simple Lie algebra and let g be the loop algebra of g. Let q be an indeterminate and let U q ( g) be the quantum algebra over C(q) associated with g and q, where C(q) is the rational function field. Let n be the rank of g and let I := {1, 2, · · · , n} be the index set. For a ∈ C(q) × and an index ξ ∈ I, there exists a finite-dimensional irreducible representation of U q ( g) which is called a fundamental representation denoted by V q (π a ξ ) (see §4.4). In 1997, Akasaka and Kashiwara gave the condition for V q (π n (see [AK] ). In 2002, Varagnolo and Vasserot showed that condition in the simply laced case (see [VV] ) and Kashiwara gave that condition for arbitrary g (see [K] ). Moreover, in 2002, Chari showed the sufficient condition for the tensor product of the finite-dimensional irreducible representations of U q ( g) to be a highest-weight representation (see [C] ).
In particular, if g = A
(1) n , we explicitly obtain the necessary and sufficient conditions for V q (π a1 ξ1 ) ⊗ · · · ⊗ V q (π ar ξr ) to be irreducible. Indeed, we have the following theorem (see [AK] and Theorem 5.8 of this paper).
Theorem. Let m ∈ N, ξ 1 , · · · , ξ m ∈ I, and a 1 , · · · , a m ∈ C(q) 
We want to extend this theorem for the restricted quantm algebras of type A
n at roots of unity. Let l be an odd integer greater than 3, let ε be a primitive l-th root of unity, and let U res ε ( g) be the restricted quantum algebra over C associated with g and ε (see [L89] , [CP97] , and §6.1). For a nonzero complex number a and an index ξ ∈ I, there exists a finite-dimensional irreducible representation of U res ε ( g) which is called a fundamental representation denoted by V res ε (π a ξ ) (see §6.5). In 1997, Chari and Pressley showed that for any finite-dimensional irreducible U res ε ( g)-representation V , there exist some nonzero complex numbers a 1 , · · · , a r and indexes ξ 1 , · · · , ξ r ∈ I such that V is isomorphic to a subquotient of V res ε (π a1 ξ1 ) ⊗ · · · ⊗ V res ε (π ar ξr ). However, the conditions for the irreducibility have not been given yet.
So we consider the conditions in the case that g is of type A 
The organization of this paper is as follows. In §2, we fix some notations. In §3, we review the generic quantum algebras of type A n and A
(1) n . In §4, we introduce the fundamental representations of the generic quantum algebras of type A n and A
(1) n . In §5 (resp. §6, §7), we prove the main theorem for the generic quantum algebras of type A (1) n (resp. the restricted quantum algebras of type A
(1) n at roots of unity, the small quantum algebras of type A
(1) n ).
Notations
We fix the following notations (see [Kac] , [BK] ). Let sl n+1 be the finite-dimensional simple Lie algebra over C of type A n . We define I := {1, 2, · · · , n}. Let (a i,j ) i,j∈I be the Cartan matrix of sl n+1 , that is, a i,i = 2, a i,j = −1 if |i − j| = 1, and a i,j = 0 otherwise. Let {α i } i∈I (resp. {α ∨ i } i∈I ) be the set of the simple roots (resp. simple coroots) of sl n+1 and let ∆ (resp. ∆ + ) be the root system (resp. the set of positive roots) of sl n+1 . Let h = i∈I Cα ∨ i be the Cartan subalgebra of sl n+1 and let h * = i∈I Cα i be the C-dual space of h. We have a C-bilinear map , : h * × h −→ C such that α j , α ∨ i = a i,j for any i, j ∈ I. Let Q := i∈I Zα i (resp. Q + := i∈I Z + α i ) be the root lattice (resp. positive root lattice) of sl n+1 , where Z + := {0, 1, 2, · · · }. Let {Λ i } i∈I be the fundamental weights of sl n+1 , that is,
(n − k + 1)α k } ∈ h * , (see [H] , §13). We have Λ i , α ∨ j = δ i,j for any i, j ∈ I. Let P := i∈I ZΛ i (resp. P + := i∈I Z + Λ i ) be the weight lattice (resp. positive weight lattice) of sl n+1 . Define a partial order < in P whereby ν ≤ ν ′ if and only if ν ′ − ν ∈ Q + for ν, ν ′ ∈ P . (2.1)
Let sl n+1 = sl n+1 ⊗ C[t, t −1 ] be the loop algebra of sl n+1 . We define I := I ⊔ {0} and a 0,0 := 2, a i,0 := a 0,j := 0, a n,0 := a 0,n := −1 for 1 ≤ i, j < n.
Then (a i,j ) i,j∈ e I is the generalized Cartan matrix of sl n+1 . Let {α i } i∈ e I be the set of the simple roots of sl n+1 . We define h * := Cα 0 ⊕ h * . We have a symmetric C-bilinear form (, ) : h * × h * −→ C such that (α i , α j ) = a i,j for any i, j ∈ I. Let s i be the simple reflection on h * , that is, s i (λ) = λ − (λ, α i )α i for λ ∈ h * . The affine Weyl group W of sl n+1 (resp. Weyl group W of sl n+1 ) is generated by {s i } i∈ e I (resp. {s i } i∈I ).
Let q be an indeterminate. For r ∈ Z and m ∈ N := {1, 2, · · · }, we define q-integers and Gaussian binomial coefficients in the rational function field C(q) whereby
Similarly, for c ∈ C (c = 0, ±1), we define
and Ψ ± i,±r := 0 if r < 0.
The isomorphism from D q to U q is given in [B] . Here we introduce an isomorphism from U q to D q introduced in [CP94a] , §2.5 (see also [AN] , II-C). There exists a C(q)-algebra isomorphism T :
for m, i ∈ I, where [u, v] q ±1 := uv − q ±1 vu for u, v ∈ U q (T is independent of the choice of m). We identify U q with D q by this isomorphism. Now, for i ∈ I and r ∈ Z, we define P i,r ∈ U q whereby
. Then U q also has the triangular decomposition, that is, the multiplication defines an isomorphism of C(q)-vector spaces:
(see [CP01] , §4, [BCP] , and [B] ). We define
where X ± (i) := 0 if I = {i}.
3.2 Representation theory of U q and U q Definition 3.5. Let V be a representation of U q (resp. U q ).
(ii) For any µ ∈ P , we define
If V µ = 0, we call V µ a weight space of V . For v ∈ V µ , we call v a weight vector with weight µ and define wt(v) := µ.
(iii) For any C-algebra homomorphism Λ : U 0 q −→ C(q), we define
If V Λ = 0, we call V Λ a pseudo-weight space of V . For v ∈ V Λ , we call v a pseudo-weight vector with pseudo-weight Λ and define pwt(v) := Λ. (iv) Let Λ : U 0 q −→ C be a C-algebra homomorphism and λ be an element in P + . If there exists a nonzero pseudo-primitive vector v Λ ∈ V Λ (resp. primitive vector v λ ∈ V λ ) such that V = U q v Λ (resp. V = U q v λ ), we call V a pseudo-highest weight representation of U q (resp. highest-weight representation of U q ) with the pseudo-highest weight Λ (resp. highest weight λ) generated by a pseudo-highest weight vector v Λ (resp. highest-weight vector v Λ ).
Let V be a representation of U q (resp. U q ). We call V of type 1 if
In general, finite-dimensional representations of U q (resp. U q ) are classified into 2 n types according to {σ : Q −→ {±1}; group homomorphism}. It is known that for any σ : Q −→ {±1}, the category of finite-dimensional representations of U q (resp. U q ) of type σ is essentially equivalent to the category of the finite-dimensional representations of U q (resp. U q ) of type 1 (see [CP94b] , §10- §11).
For any U q -representation (resp. U q -representation) V, we have
where i ∈ I, r ∈ Z, and µ ∈ P . The following theorem is well known (see [Ja] ).
Theorem 3.6. For any λ ∈ P + , there exists a unique (up to isomorphism) finite-dimensional irreducible highest-weight U q -representation V q (λ) with the highest weight λ of type 1. Conversely, for any finitedimensional irreducible U q -representation V of type 1, there exists a unique λ ∈ P + such that V is isomorphic to V q (λ) as a representation of U q .
We define a set of polynomials C(q) 0 [t] whereby
(1 − a s t)}.
where 10) in the sense that left-and right-hand terms are the Laurent expansions of the middle term about 0 and ∞, respectively (see also [CP95] , Theorem 3.3 and [CP94b] , 12.2B). For any pseudo-highest weight representation of U q with the pseudo-highest weight Λ π , we simply call it a pseudo-highest representation of U q with the pseudo-highest weight π.
n , there exists a unique (up to isomorphism) finite-dimensional irreducible pseudo-highest weight U q -representation V q (π) with the pseudohighest weight π of type 1.
From (3.2), (3.7), and (3.8), for λ ∈ P + and π = (
where < is the partial order defined in (2.1) and
It is known that for any ω ∈ W and µ ∈ P ,
Proposition 3.8 ( [CP95] , Proposition 3.4). Let V (resp. V ′ ) be a pseudo-highest weight representations of U q with the pseudo-highest weight π (resp. π ′ ) generated by a pseudo-highest weight vector v π (resp.
Corollary 3.9 ([CP95], Corollary 3.5 and [CP94b] , Theorem 12.2.6).
The dual and involution representations of
where S H is as in (3.5).
There exists a C(q)-algebra involution Ω :
14)
for i ∈ I, r ∈ Z, and s ∈ Z × (see [CP96] , Proposition 1.4(b)). For any U q -representation V , let V Ω be the pull-back of V through Ω. For any finite-dimensional U q -representations V and W , we obtain 
Hence, from the definition of V Ω , we have
Let W be a proper U q -subrepresentation of V . We shall prove W = 0. Since V is generated by v H as a representation of U q , v H is not included in W . Hence we have
Now we define
and let g H be an element in V * defined by
Therefore W = 0. 
There exists an integer c ∈ Z depending only on sl n+1 such that
(b) There exists a nonzero complex number κ ∈ C × depending only on sl n+1 such that
where π − i (t) is as in (3.9).
The extremal vectors in U q
In this subsection, we introduce the extremal vectors in V q (π) (see [C] , §4 and [AK] ). For w ∈ W , let w = s i1 s i2 · · · s i k be a reduced expression of w. For λ = i∈I λ i Λ i ∈ P + , we define
where m
n , let v π be a pseudo-highest weight vector in V q (π) and let λ(π) be as in (3.12). For w ∈ W , let w = s i1 s i2 · · · s i k be a reduced expression of w. For 1 ≤ j ≤ k, we define
We have (3.17) for any 1 ≤ j ≤ k and r ∈ Z. For i, j ∈ I such that i ≤ j, we define
Then ω 1,n is the longest element in W. For any λ = i∈I λ i Λ i ∈ P + , we have
(3.20)
Hence we obtain
Proposition 3.13 ( [C] , Proposition 4.1 and Proposition 6.
4 The fundamental representations: the generic case
The fundamental representations of U q
For λ ∈ P + , we call λ minimal weight if µ ∈ P + , µ ≤ λ implies that µ = λ. Moreover, we call a nonzero minimal weight a minuscule weight (see [Ja] , §5A.1).
Proposition 4.1 ([H], §13, Exercises 13). Let λ ∈ P + . (a) λ is minimal weight if and only if
λ, α ∨ ∈ {0, ±1} for all α ∈ ∆. (b) For ξ ∈ I, Λ ξ is a
minuscule weight. Conversely, if λ is a minuscule weight, there exists an index
For ξ ∈ I, we call V q (Λ ξ ) a fundamental representation of U q . We can construct these representations as follows. Let
We can define a U q -representation structure on W q (Λ ξ ) by the following formula:
We identify
. From (3.11) and (3.13), for any µ ∈ WΛ ξ , we have
(4.4)
Another realization of the fundamental representations of U q
We define I := I ⊔ {n + 1} = {1, 2, · · · , n + 1}. For ξ ∈ I, we define 
where, for a statement θ,
For ξ ∈ I, we define
The evaluation representations of U q
In this subsection, we introduce the evaluation representations of U q to consider the fundamental representations of U q in the next subsection.
Definition 4.4. The extended quantum algebra U
Remark 4.5. Let V be a representation of U q . For i ∈ I and µ = k∈I µ k Λ k ∈ P , we define
(see (2.1)). We can regard V as a representation of U ′ q by using the following formula:
Now, for X ∈ {E, F }, we define
. From Remark 4.5 and Proposition 4.6, we can regard any representation of U q as a representation of U q .
Definition 4.7. For λ ∈ P + and a ∈ C(q) × , we set
We regard V q (λ) as a representation of U q by using ev
and denote them by V q (λ) ± a which are called evaluation representations of V q (λ).
For i ∈ I, λ ∈ P + , and a ∈ C(q) × , we define π
The following theorem was proved by Chari and Pressley in [CP94a] (see also [AN] , IV).
).
In particular, we have
where v λ is a highest-weight vector in V q (λ).
The fundamental representations of U q
For ξ ∈ I and a ∈ C(q) × , we set π
± a be as in Definition 4.7. For ξ ∈ I, we set
(4.14)
From Theorem 4.8, we have
So we can regard V q (Λ ξ ) a as the fundamental representation of U q . From Proposition 3.11, we obtain the following proposition.
Proposition 4.9. Let ξ ∈ I and a ∈ C(q) × . (a) There exists an integer c ∈ Z depending only on sl n+1 such that
From (4.12), for i ∈ I, we have
Thus, from (3.19) and (4.3), we have
Similarly, if i = 1, by using (3.20) and (3.22), we obtain
Let L q (Λ ξ ) and J ξ H be as in §4.2. From Proposition 4.3, Proposition 4.6, and Definition 4.7, we have
Moreover, for J ∈ J ξ , we have
(see [DO] and [AK] ).
Proof. This proposition follows from Proposition 4.3 and the definition of the extremal vectors in §3.4.
From Lemma 4.2 in [C] , we obtain the following lemma.
n . Let V be a pseudo-highest weight representation of U q with the pseudo-highest weight π generated by a pseudo-highest weight vector
Proof. From Lemma 3.8, it is enough to prove that
Moreover, from the assumption of this Lemma, it is enough to prove that
Since v π is a pseudo-highest weight vector, for any i 1 , i 2 , · · · , i r ∈ I, we have
Hence, from Proposition 4.9 (b), we obtain
Therefore we obtain
The fundamental representations of
We denote the generators X
) has the following realization:
for any r ∈ Z. Moreover, for m ∈ N, we have (4.19) 5 Tensor product of the fundamental representations for the quantum loop algebras: the generic case 5.1 Irreducibility: the U q case
In this subsection, we review the results and proofs in [C] that will be needed later.
for any i ∈ I, r ∈ Z, and s ∈ Z × . Hence, for any U
Lemma 5.1. Let ξ ∈ I and a ∈ C(q) × . For any i, j ∈ I such that i ≤ j, as representations of U q ( sl 2 ),
Proof. We assume i = 1. We can prove the case of i = 1 similarly. We set µ := ω i,j Λ ξ . From (3.17), for any r ∈ Z, X + i−1,r z µ = 0. Hence we have
Since Λ ξ is a minuscule weight (see §4.1), for any ν ∈ WΛ ξ , we have | ν, α ∨ i−1 | ≤ 1. Thus we obtain
So if m ≥ 2, V q (Λ ξ ) µ−mαi = 0. Hence we obtain
Therefore, from (4.3), we obtain
We assume j − i + 2 ≤ ξ ≤ j. From (4.16), we have
On the other hand, from Proposition 4.10 (b), we have
Therefore we obtain b = aq
where, around u = 0, 
From the proof of Lemma 4.10 in [CP91] , we obtain the following lemma.
The following theorem is the special case of Theorem 4.4 in [C] . 
Proof. We prove this theorem by using the method in [C] and [CP91] . From Proposition 3.8, it is enough to prove that
We shall prove this claim by the induction on m. If m = 1, we have nothing to prove. So we assume m > 1 and the case of (m − 1) holds. We set
From Proposition 3.8 and the assumption of the induction on m, V ′ is a pseudo-highest weight representation of U q with the pseudo-highest weight π a2 ξ2 · · · π am ξm generated by a pseudo-highest weight vector z ′ .
Hence, from Lemma 4.12, it is enough to prove that
We shall prove that
for any i, j ∈ I such that i ≤ j. We set z ω1,0Λ ξ 1 := z Λ ξ 1 . We define a total order in
for 2 ≤ i ≤ n and 0 ≤ j ≤ n. We shall prove (5.4) by the induction on (i, j). If (i, j) = (1, 0), we have nothing to prove. So we assume (i, j) = (1, 0) and the case of (i, j) holds. We also assume i = 1. We can prove the case of i = 1 similarly. From (3.19), we have ω i,j , α
by the induction on (i, j). So we assume j − i + 2 ≤ ξ 1 ≤ j. Case 1) In the case of ξ 2 = · · · = ξ m = i − 1: From Proposition 3.4 (b), for r ∈ Z, we have
We have
We set
e a1 as representations of U q ( sl 2 ) and z ωi,j Λ ξ 1 is a pseudo-highest weight vector in U (i) q z ωi,j Λ ξ 1 . Hence, from (4.18), we have
(5.8)
From (3.10), for 1 ≤ k ≤ r − 1, we obtain
where d q k,1 ( a) be as in (5.2). From (5.6)-(5.9), we obtain
By repeating this procedure m-times, we obtain
from the assumption of the induction on (i, j), we obtain
where 
From the assumption of this theorem, for any 1 ≤ k ≤ m, we have
Thus, from the assumption of this theorem and Case 1, we have
for any 2 ≤ k < k ′ ≤ m. Therefore, from (5.10)-(5.12), we obtain
Case 2) There exists an integer
(see (5.6)). Hence, in a similar way to the proof of Case 1, we obtain
Therefore, from the assumption of this theorem, we obtain
Remark 5.4. Since the comultiplication ∆ H in this paper is slightly different from the one in [CP91] , det(A q (a)) is different from the one in the proof of Lemma 4.10 in [CP91] .
Corollary 5.5. Let m ∈ N, ξ 1 , · · · , ξ m ∈ I, and a 1 , · · · , a m ∈ C(q) × . We assume that for any
Ω is a pseudo-highest representation of U q . Hence, from Proposition 3.10, it is enough to prove that (V Ω ) * is a pseudo-highest representation of U q . From Proposition 4.9 (b) and (3.15), there exists a nonzero complex number κ ∈ C × such that
Thus, From Proposition 4.9 (a), there exists an integer c ∈ Z such that
From the assumption of this corollary, for 1 ≤ k < k ′ ≤ m, we have
Therefore, from Theorem 5.3, (V Ω ) * is a pseudo-highest representation of U q .
The R-matrices of the fundamental representations of U q
In this subsection, we regard V q (Λ ξ ) as L q (Λ ξ ) for ξ ∈ I (see §4.2). We review the R-matrices of the fundamental representations of U q introduced in [DO] . For ξ, ζ ∈ I, as representations of U q ,
where
where §2.3 (and (4.17) in this paper), we obtain the following theorem.
Then we have
5.3 Reducibility: the U q case Proposition 5.7. Let ξ, ζ ∈ I and a, b ∈ C(q)
Proof. We assume b = q 2p0+|ξ−ζ| a. We can prove the case of b = q −(2p0+|ξ−ζ|) a similarly. It is enough to prove that R ξ,ζ (a, b) is neither an isomorphism nor a zero map. Since b = q 2p0+|ξ−ζ| a, for
Since b = q 2p0+|ξ−ζ| a, we obtain
However this condition never occurs. Therefore R ξ,ζ (a, b) is not a zero map.
Main theorem: the U q case
Theorem 5.8. Let m ∈ N, ξ 1 , · · · , ξ m ∈ I, and a 1 , · · · , a m ∈ C(q) × . The following conditions (a) and
Proof. (b) is equivalent to the following condition (b)
Therefore this theorem follows from Corollary 5.5 and Proposition 5.7.
6 Tensor product of the fundamental representations for the restricted quantum loop algebras
In the rest of this paper, we fix the following notations. Let l be an odd integer greater than 2, let ε be a primitive l-th root of unity, and let A := C[t, t −1 ] be the Laurent polynomial ring. We regard C as an A-algebra by the following formula:
and denote it by C ε .
Definition of the restricted quantum loop algebras
For i ∈ I and m ∈ N, let E 
For i ∈ I, r ∈ Z, and m ∈ N, we define
It is known that
A (see [CP94b] , §9.3A). Moreover, we have
for i ∈ I, r ∈ Z, and s ∈ Z × , where P i,r be as in (3.6) (see [CP97] , §3.1).
Definition 6.1. We define
which is called a restricted quantum loop algebra (or quantum loop algebra of Lusztig type) (resp. restricted quantum algebra (or quantum algebra of Lusztig type)) (see [L89] and [CP97] ).
For i ∈ I, j ∈ I, r ∈ Z, s ∈ Z × , and m ∈ N, we set
6.2 The triangular decompositions of U res ε and U res ε
In a similar way to the proof of Lemma 3.4 in [AN] , we can prove the following lemma.
Lemma 6.2. Let V be a free A-module and let {v j } j∈J be a A-basis of V , where J is an index set. Then
Proof. It is enough to prove that {v j ⊗ 1} j∈J is C-linearly independent in V ⊗ A C ε . For c j ∈ C (j ∈ J), we assume j∈J c j (v j ⊗ 1) = 0. Then we have j∈J c j v j ∈ (q − ε)V . Since V is generated by {v j } j∈J as a A-module, there exist d j ∈ A (j ∈ J) such that
Since {v j } j∈J is A-linearly independent in V , for any j ∈ J, we have c j = (q − ε)d j . Hence there exist m ∈ N and c j,k ∈ C (−m ≤ k ≤ m) such that
Therefore we obtain c j = 0 for all j ∈ J.
, we obtain the triangular decomposition of U res ε , that is, the multiplication defines an isomorphism of C-vector spaces: 
Hence from (3.7), we obtain the triangular decomposition of U res A :
Therefore, from Lemma 6.2, we obtain the triangular decomposition of U res ε :
6.3 The comultiplication of U res ε and U res ε
For i ∈ I and m ∈ N, we have
(see [Ja] , §3-4). Hence U res A (resp. U res A ) is a Hopf subalgebra of U q (resp. U q ). In particular, we can define Hopf algebra structures on U 
We define
Proof. It is enough to prove that for i ∈ I and r ∈ Z, modulo U res
On the other hand, since U res A is a Hopf subalgebra of U res ε , we have
So it is enough to prove that
This follows from (3.7) and (6.2).
Representation theory of U res ε
and U res ε
(m) v = 0 for all i ∈ I, r ∈ Z, and m ∈ N (resp. e (m) i v = 0 for all i ∈ I and m ∈ N), we call v a pseudo-primitive vector (resp. primitive vector ) in V .
(ii) For µ ∈ P , we define
(iii) For any C-algebra homomorphism Λ : ( U res ε ) 0 −→ C, we define
If V Λ = 0, we call V Λ a pseudo-weight space of V . For v ∈ V Λ , we call v a pseudo-weight vector with pseudo-weight Λ and define pwt(v) := Λ. (iv) Let Λ : ( U res ε ) 0 −→ C be a C-algebra homomorphism and λ be an element in P + . If there exists a nonzero pseudo-primitive vector v Λ ∈ V Λ (resp. primitive vector v λ ∈ V λ ) such that V = U res ε v Λ (resp. V = U res ε v λ ), we call V a pseudo-highest weight representation of U res ε (resp. highest-weight representation of U res ε ) with the pseudo-highest weight Λ (resp. highest weight λ) generated by a pseudo-highest weight vector v Λ (resp. highest-weight vector v λ ).
Let V be a representation of U res ε (resp. U res ε ). We call V of type 1 if k l i = 1 on V for any i ∈ I. In general, finite-dimensional irreducible representations of U res ε (resp. U res ε ) are classified into 2 n types according to {σ : Q −→ {±1}; group homomorphism}. It is known that for any σ : Q −→ {±1}, the category of finite-dimensional representations of U res ε (resp. U res ε ) of type σ is essentially equivalent to the category of the finite-dimensional representations of U res ε (resp. U res ε ) of type 1. We define a set of polynomials C 0 [t] whereby
n (resp. λ ∈ P + ), let v π (resp. v λ ) be a pseudo-highest weight vector in V q (π) (resp. highest-weight vector in V q (λ)) (see §3.2). We define
where i ∈ I, r ∈ Z, m ∈ N, and µ ∈ P . Hence, by using (6.3), we have the following proposition.
n , there exists a unique C-algebra homomorphism Λ From Proposition 8.3 in [CP97] and Proposition 6.8, we obtain the following corollary.
6.5 The fundamental representations of U res ε and U res ε
For ξ ∈ I and a ∈ C × , let π (6.6) and
From (6.6) and Lemma 6.2, we have
(6.7)
For ξ ∈ I and a ∈ C × , let V res
(6.8)
From (4.16), for i ∈ I, we have
Moreover, from Proposition 4.10, we obtain the following proposition.
Proposition 6.10. Let ξ ∈ I and a ∈ C × . For i, j ∈ I such that i ≤ j, let ω i,j be as in (3.18) and let
From (3.14), we have a C-algebra involution Ω res :
for any i ∈ I, r ∈ Z, s ∈ Z × , and m ∈ N. From Proposition 4.9, we have the following proposition.
Proposition 6.11. Let ξ ∈ I and a ∈ C × . (a) There exists an integer c ∈ Z depending only sl n+1 such that, as a representation of U
By using Proposition 6.8 and Proposition 6.11 (b), in a similar way to the proof of Lemma 4.12, we obtain the following lemma.
Lemma 6.12. Let ξ ∈ I, a ∈ C × , and π ∈ (C 0 [t]) n . Let V be a pseudo-highest weight representation of U q with the pseudo-highest weight π and let v π be a pseudo-highest weight vector in V . We assume 6.6 Irreducibility: the U res ε case For r ∈ Z, s ∈ Z × , and m ∈ N, we denote (
. In a similar way to the proof of Lemma 5.1, we can prove the following lemma.
Lemma 6.13. Let ξ ∈ I and a ∈ C × . For any i, j ∈ I such that i ≤ j, let z ωi,j Λ ξ be the extremal vector
Theorem 6.14. Let m ∈ N, ξ 1 , · · · , ξ m ∈ I, and a 1 , · · · , a m ∈ C × . We assume that for any
with the pseudohighest weight π a1 ξ1 · · · π am ξm generated by a pseudo-highest weight vector z Λ ξ 1 ⊗ · · · ⊗ z Λ ξm . Proof. We can prove this theorem in a similar way to the proof of Theorem 5.3. From Proposition 6.8, it is enough to prove
From Proposition 6.8 and the assumption of the induction on m, V ′ is a pseudo-highest weight representation of U res ε with the pseudo-highest weight π a2 ξ2 · · · π am ξm generated by a pseudo-highest weight vector z ′ .
Hence, from Lemma 6.12, it is enough to prove that
for any i, j ∈ I such that i ≤ j. We define a total order in I ≤ as (5.5). We shall prove (6.10) by the induction on (i, j). If (i, j) = (1, 0), we have nothing to prove. So we assume that the case of (i, j) holds. We also assume i = 1. We can prove the case of i = 1 similarly. If ξ 1 < j − i + 2 or ξ 1 > j, we have
So we assume j − i + 2 ≤ ξ 1 ≤ j. From Lemma 6.3, for r ∈ N, we have
(see (5.6)). By using Lemma 6.13 and Lemma 5.2, we obtain
where M be as in (5.13). Therefore, from the assumption of this theorem, we obtain
By using Theorem 6.14 and Proposition 6.11, we obtain the following corollary (see Corollary 5.5).
Corollary 6.15. Let m ∈ N, ξ 1 , · · · , ξ m ∈ I, and a 1 , · · · , a m ∈ C × . We assume that for any
6.7 Reducibility: the U res ε case Proposition 6.16. Let ξ, ζ ∈ I and a, b
Proof. Let q be an indeterminate and let
We assume that V
, from Corollary 6.9, we obtain
Hence, from (6.7) and (6.8), we have
On the other hand, by the definition of V
Hence, from Corollary 3.9, 
Proof. This theorem follows from Corollary 6.15 and Proposition 6.16 (see Theorem 5.8).
7 Tensor product of the fundamental representations for the small quantum loop algebras
The tensor product theorems
Let P l be as in (6.4). For λ ∈ P + , let λ (0) ∈ P l and λ (1) ∈ P + be as in §6.4.
For π(t) ∈ C 0 [t], we call π(t) l-acyclic if it is not divisible by (1 − ct l ) for any c ∈ C × (see [FM] , §2.6). We define Let U := U ( sl n+1 ) (resp. U := U (sl n+1 )) be the universal enveloping algebra of sl n+1 (resp. sl n+1 ), that is, U (resp. U ) is an associative algebra over C generated by {ē i ,f i ,h i | i ∈ I (resp. i ∈ I)} with the defining relations:
h ihj =h jhi ,h iēj −ē jhi = a i,jēj ,h ifj −f jhi = −a i,jfj ,ē ifj −f jēi = δ i,jhi , Then, from [CP97] , §1, we have the following theorem (see also [CP94b] , Theorem 9.3.12 and §11.2B). For any U -representation V , we can regard V as a U res ε -representation by using Fr ε and denote it by Fr * ε (V ). Similarly, for any U -representation V , we can regard V as a U n (resp. λ ∈ P + ), let V (π) (resp. V (λ)) be the finite-dimensional irreducible representation of U (resp. U ) with the pseudo-highest weight π (resp. highest-weight λ) (see [CP97] , §2). 7.3 Definition and the representation theory of the small quantum algebras Definition 7.6. Let U fin ε (resp. U fin ε ) be the C-subalgebra of U res ε (resp. U res ε ) generated by {e i , f i , k i | i ∈ I (resp. i ∈ I)}. We call U fin ε a small quantum loop algebra (resp. small quantum algebra).
For any U fin ε -representation (resp. U fin ε -representation) V , we call V of type 1 if k i = 1 on V for all i ∈ I. For π ∈ (C 0 [t]) n (resp. λ ∈ P + ), we regard V res ε (π) (resp. V 
Proof. If (b) does not hold, then (a) also does not hold from Theorem 6.17. So we assume that (b) holds. From Theorem 6.17 and Corollary 6.9, as representations of U n . There exist π i (t) ∈ C 0 [t] (i ∈ I) such that π a ξ1 · · · π am ξm = (π i (t)) i∈I . If there exists an index i ∈ I such that π i (t) ∈ C l [t], there exists a nonzero complex number c such that (1 − ct)(1 − cεt) · · · (1 − cε l−1 t) divides π i (t). Then there exist 1 ≤ i 1 , · · · , i t ≤ m such that ξ i1 = · · · = ξ it , a i1 = c, a i2 = cε, · · · , a it = cε l−1 .
On the other hand, since (b) holds, a is a ir = ε ±2 , for any 1 ≤ r = s ≤ t. This is absurd.
