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i 
Preface 
 
 
Theoretical calculation methods which describe chemical phenomena are broadly 
classified into two categories, i.e., ab initio calculations as typified by the molecular 
orbital (MO) method and density functional theory (DFT), and molecular simulations as 
typified by the molecular dynamics (MD) and Monte Carlo (MC) simulations. The ab 
initio calculation can yield electronic wave functions, which are essential to describe 
chemical bonds, by solving the Schrödinger equation. Because most of the ab initio 
calculations are based on the Born-Oppenheimer (BO) approximation, it is difficult to 
directly obtain the dynamical information of nuclei. On the other hand, the molecular 
simulations can describe nuclear motion by using an empirical potential which cannot 
represent the formation and/or dissociation of chemical bonds in the quantitative 
accuracy. 
Ab initio simulations are the hybrid methods of the above two methods, and have 
been widely used. The ab initio molecular dynamics (AIMD) simulation, which is the 
combination of the ab initio calculation and the MD simulation, can directly trace the 
trajectory with the chemical bond formation/dissociation. The ab initio Monte Carlo 
(AIMC) simulation, which is the combination of the ab initio calculation and the MC 
simulation, can obtain thermal distribution of nuclei, and is also used for searching the 
local minima on the potential energy surface. However these hybrid methods have the 
disadvantage of high computational cost which is caused by the repetition of the ab 
initio calculation. 
Thus, this thesis aims for the acceleration of ab initio simulations. The author 
developed two acceleration methods. Furthermore, the AIMC simulation was applied to 
the bond switching equilibration reaction with hypervalent bond. 
 
This thesis consists of six chapters, which are summarized as follows. 
Chapter 1 described the general introduction, or the background, of this study. The 
MD, MC, AIMD, and AIMC simulations were introduced, and the concept of 
hypervalent bond was given. 
 
In Chapter 2, the acceleration method for the AIMD simulation, which is named 
Lagrange interpolation molecular orbital (LIMO) method, was introduced. The basic 
idea of the LIMO is the improvement of the initial guess of molecular orbitals (MOs) 
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for the self-consistent-field (SCF) procedure, which provides a BO potential energy and 
is the main bottleneck of the AIMD simulation. The LIMO predicts the converged MO 
at the next MD step by the linear combination of the converged MOs at several previous 
MD steps. By using the predicted MO as the initial guess at next MD step, the number 
of SCF iterations needed to achieve convergence is reduced. The linear combination 
coefficients are determined by the Lagrange interpolation (LI) polynomial technique 
introducing the information of the physical time of the MD simulations. Additionally, 
taking into account the crossing and/or mixing of MOs leads to orbital invariant 
formulation for the LIMO method. The author proposed a simple method for 
determining the optimal degree of the LI polynomial, which corresponds to the number 
of previous steps. Numerical tests confirmed that the proposed method is both effective 
and feasible for AIMD simulations. 
 
In Chapter 3, another acceleration method for the AIMD and AIMC simulations 
and geometry optimization, which is named least-square molecular orbital (LSMO), 
was proposed. The LSMO method is based on the idea of the LIMO in Chapter 2. A 
major difference from LIMO is determination of the linear combination coefficients. 
LIMO method determines the coefficients by the LI technique with the time information 
and thus cannot be straightforwardly applied to the AIMC simulation and geometry 
optimization for the lack of the time information. On the other hand, LSMO method 
determines the coefficients by the least-square technique with the geometrical 
information. The author checked the performance of the LSMO method and confirmed 
the effectiveness and feasibility in the AIMD and AIMC simulations, and geometry 
optimization. 
 
In Chapter 4, the author assessed the mechanism of bond-switching of 
1,6-diazadihydrothio (6aS) pentalene (10-S-3) systems and corresponding oxygen 
analogues. Geometries and energetics were examined along unimolecular and 
bimolecular reaction paths by taking into account solvent effects. It was clarified that 
the unimolecular reactions cannot proceed due to the high energy barriers. On the other 
hand, the bimolecular processes in neutral and acidic conditions can be accomplished 
for the sulfur compounds, not for the oxygen ones. The differences of the reactivities 
between the sulfur and oxygen compounds were found to be due to the difference of the 
stability of the symmetric intermediates with a hypervalent three-center four-electron 
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(3c-4e) bond. 
 
In Chapters 5 and 6, the author investigated hypervalent bonding systems of the 
pentalene skeleton with central atoms X of group 14-16 and period 2-5 elements. In 
Chapter 5, the bond energies of the O-X and N-X hypervalent 3c-4e bonds are estimated. 
Furthermore, the relationships between the bond-switching equilibration reactions and 
the stabilities of the hypervalent bonding intermediates were examined. In Chapter 6, 
the stabilities of starting materials and possible intermediates during bond-switching 
equilibration were considered. 
 
Chapter 7 described the general conclusion of this thesis. 
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Chapter 1 
 
General introduction 
 
Molecular simulations1-3 started with the introductions of classical molecular 
dynamics (MD) and Monte Carlo (MC) simulation methods about 50 years ago,4-6 and 
since then the scope of the approach has been expanding systematically. The first 
studies were mostly concerned with the classical statistical mechanics of liquid matter, 
in thermal equilibrium, dealing with simple models for the interactions with effective 
forces described by the Lennard-Jones potentials.7  
In the classical MD and MC simulations, no attempt is made to solve the 
many-body problem, and interactions between atoms are modeled with empirical 
potentials. Although many systems have been successfully investigated with model 
potentials, it is difficult to find empirical interaction which works for different states of 
matter and for a wide class of materials. In complex cases, such as those involving 
formation and/or dissociation of covalent bond, there is not general agreement about 
such basic questions as whether or not the interactions need to encompass 2-, 3-, 4- or 
higher n-body terms. Furthermore, the classical MD and MC approaches suffer from an 
important conceptual limitation: the correlation between local atomic structure, e.g. 
bonding properties, and atomic dynamics is failed, as well as the effect of the atomic 
dynamics on the electronic properties. 
In 1985, Car and Parrinello (CP) MD simulation method was introduced.8-11 The 
CPMD method integrates a Newtonian equation of motion for both the electron wave 
function and the atomic coordinates, and combines the MD technique for the 
computation of statistical properties of classical systems with the ab initio treatment of 
inter-atomic forces due to the quantum electronic system, as provided by density 
functional theory (DFT).12-16 
Recently, the hybrid methods (e.g. ab initio molecular dynamics (AIMD) and 
Monte Carlo (AIMC) simulations) which are combinations of molecular simulation and 
ab initio calculation have been widely used. By these methods, the trajectories are 
exactly simulated on the Born-Oppenheimer surface. 
In this chapter, the theories of MD (1.1), MC (1.2), AIMD, and AIMC (1.3) 
simulations were described. Additionally, the concept of hypervalent bond is shown in 
Section 1.4. 
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1.1. Molecular dynamics simulation 
 
The MD technique solves the classical equations of motion of N molecules 
interacting with each other through a potential U. The Euler-Lagrange equations of 
motion are of the form, 
 
  0 ii LLdt
d qq ,      (1.1) 
where the Lagrangian L is defined in terms of the kinetic, K, and potential, U, energies, 
 
UKL  .        (1.2) 
L is a function of the generalized coordinates q and their time derivatives q . If we 
consider a set of spherical atoms, then the generalized coordinates are the positions of 
the centers of mass, r, and the normal definitions of K and U give the Newtonian 
equations of the system 
 
iiim fr  ,        (1.3) 
where mi is the mass of atom i and fi is the force on the atom. These 3N equations of 
motion are coupled since fi depends on the positions of all of the atoms in the system 
through the gradient of the potential. 
 
i
i
U
rf         (1.4) 
It is also possible to define a generalized momentum conjugate to qi, 
 
i
i
L
qp  .       (1.5) 
The generalized coordinates and their conjugate momenta define a hamiltonian, which 
can be used to obtain two first-order equations of motion. For a system of atoms these 
are 
 
i
i
i m
pr  , 
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i
i
U
rp  .       (1.6) 
The calculation of the trajectories of the atoms is obtained as a numerical solution by 
solving either Eqs. (1.3) or (1.6). 
The Verlet-like algorithms17 are commonly used to solve Eqs. (1.3) and (1.6), and 
require only one evaluation of the forces at each time step. The Verlet algorithm itself 
can be constructed by considering the Taylor expansions from t to )( tt   and 
)( tt  , 
 
)(
2
1)()()( 2 ttttttt iiii avrr  , 
)(
2
1)()()( 2 ttttttt iiii avrr  ,     (1.7) 
where vi and ai are the velocity and acceleration of atom i, respectively. Adding these 
equations produces the equation for advancing the positions, 
 
iiiii mttttttt )()()(2)(
2 frrr  .    (1.8) 
The velocity at a particular step can be obtained by subtracting the equations. 
 
tttttt iii  2)]()([)( rrv      (1.9) 
A simple modification to the basic Verlet scheme such as the velocity Verlet algorithms 
have been suggested to improve the method of handling the velocities. 
 
iiiii mttttttt 2)()()()(
2 fvrr      (1.10) 
iiiii mttttttt 2)]()([)()(  aavv     (1.11) 
If the equations of motion are exactly solved then the systems stay on a 
constant-energy hypersurface in the phase space, and the method generates states in a 
subset of the microcanonical ensemble. The average of a property in this ensemble is 
equal to the time average over the molecular dynamics trajectory in the phase space. 
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1.2. Monte Carlo simulation 
 
This section contains a description of the MC simulation with the basic Metropolis 
algorithm18 which is an importance-sampling technique for generating states of a system 
in the canonical ensemble. The Metropolis MC method generates a Markov chain of the 
states of the system for simulating N atoms in a volume V at a temperature T, whose 
limiting distribution is probability density in the canonical ensemble, 
 
 ))(exp(1   HQp NVTNVT  ,     (1.12) 
where QNVT is the canonical partition function, = 1/kBT, and H = K + U is the 
Hamiltonian of state  characterized by the 6N positions and momenta of the atoms. kB 
is the Boltzmann constant.  
The Metropolis solution is normally realized in the following way. A new trial 
state, n, is chosen by selecting an atom, i, in order or at random. The atom is given a 
uniform random displacement to a new position. The configurational energy of the old 
state, U(m), and the trial state, U(n), are calculated. Here,  is the Hamiltonian of state 
characterized by the 6N positions and momenta of the atoms. 
 
(i) If Unm = U(n) - U(m) < 0 then n > m.  means probability density. In this 
case, the trial move is immediately accepted.  
(ii) If Unm > 0, then n < m and the move is accepted with a probability of  
 n/m = exp(-Unm). A trial state is accepted with a probability exp(-Unm) using 
a standard rejection technique. A uniform random number, , is generated between 
0 and 1. If  < exp(-Unm) the trial move is accepted. 
(iii) If the move is rejected then the old state m is recounted as the new state. 
 
In summary, a trial move is accepted with a probability, P, given by 
 
 ))exp(,1min( nmUP  .     (1.13) 
Once a technique, such as the Metropolis method, has been established for 
generating states with the canonical probability density, then the thermodynamics 
average of a configurational property can be estimated as an unweighted average over 
the states in the simulation. 
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1.3. Ab initio molecular dynamics and Monte Carlo simulations 
 
In the classical MD and MC simulations, the energies and atomic forces in the 
systems are derived from approximate potential functions. While there are sufficiently 
accurate potential functions around the potential minima, the majority of them use 
harmonic potentials to describe bond stretching, which prevents any possibility of 
bond-breaking and/or formation. As a result, the classical MD and MC using such 
potential functions cannot simulate the trajectories involving chemical reactions 
followed by the bond-breaking and/or formation. 
The AIMD and AIMC simulations employ an electronic structure calculation at 
each time step of the dynamics to determine the energies/forces on the nuclei. This 
allows for the simulation of materials in a broad range of situations, including during 
chemical reactions, while chemical bonds are broken or formed. In the AIMD and 
AIMC simulations, the practical methods for the electronic structure calculations are 
commonly limited to the Hartree-Fock (HF) and Kohn-Sham (KS) DFT methods 
because the highly correlated methods such as the coupled cluster with singles, doubles, 
and perturbative triples (CCSD(T)) require extremely high computational cost even for 
a single point calculation. Since this study mainly uses the AIMD and AIMC with DFT, 
the author focuses on DFT in this section. 
DFT deals with the ground state of a quantum mechanical many body systems of 
electrons. In principle, it can provide the exact electron density and thus, using the 
Hellman-Feynman theorem,19-20 forces on atoms, for a chosen ionic configuration. In 
practice, the various methods (e.g. the local density approximation,21,22 the generalized 
gradient approximation,23-25 the hybrid methods26-33 which combine the HF exchange 
term, and so on) were designed to treat exchange and correlation which have been used 
in most electronic structure calculations for solids and clusters, and have been shown to 
give very accurate energies and atomic forced for many systems of interest in material 
science. 
The DFT electronic structure calculations are based on the Hohenberg-Kohn (HK) 
variational principle, which in principle allows the determination of the exact ground 
state of a system of interacting electron in an external field; and on its formulation given 
by Kohn and Sham, who introduced a single-particle orbital picture in the theory. 
According to the first statement of the HK theorem, for a system consists of fermions, 
the ground-state expectation value of any observable (e.g. the hamiltonian He) is a 
unique functional of the exact ground-state density p0: 
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     ][ 0HK0000 pFpHp e       (1.14) 
The functional FHK is unique in the sense that it does not depend on the external 
potential acting on the system. This means, for example, it is the same density 
functional for electrons in atoms, molecules and solids. Secondly, the HK theorem 
establishes the variational character of the energy functional 
 
  )()(][][ HK rrr pvdpFpEv ,     (1.15) 
of a system consist of fermions in an external potential v (e.g. of electrons in the 
potential of the nulcei). The functional attains a minimum with respect to variations of p 
when the density attains its ground-state value: 
 
 ][min0 pEE vp .       (1.16) 
p is meant to vary in the class of densities which are ground-state densities of a 
Hamiltonian of the kind He+v’, with some suitably chosen local external potential v’; 
such densities are called v-representable densities. The central assertion used in 
establishing the KS single-particle orbital scheme is that, for any interacting system of 
electrons, we assume that there exists an auxiliary system of noninteracting particles 
such that the exact ground-state density of the interacting system equals the 
ground-state density of the auxiliary noninteracting system: p0 = ps. If the ground state 
of Hs = T + Vs is nondegenerate, ps, and then by assumption p0, possess a unique 
representation, 
 
  occ
i
iilp
2
0 )()( rr  ,      (1.17) 
in terms of the N single-particle orthonormal orbitals obtained from the Schrödinger 
equation: 
 
 iiisi vH   )2
1( 2KS .     (1.18) 
For simplicity the occupation numbers li are regarded all equal and will be omitted in 
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the equations that follows. The total energy functional Ev of the interacting system in an 
external potential v can be written as 
 
      0xc00000 '
)'()(
2
1)()( pEppddpvdpTpE sv   rr rrrrrrr . (1.19) 
Equation (1.19) formally defines the exchange and correlation energy functional Exc; E 
has been divided into four contributions: the kinetic energy of the corresponding 
system; the interaction energy with the external potential; the classical electrostatic 
energy (EH); and an exchange and correlation term which contains all the remaining 
quantum interactions between the electrons. It is then straightforward to show that the 
auxiliary potential which generates p0 is given by: 
 
 
)r(
][
'
)'(')()( XC
p
nEpdvvs 
  rr rrrr .    (1.20) 
In electronic structure calculations for solids and molecules, the KS self consistent 
equations are solved as follows. An initial value for p(r) is guesses; for example p(r) is 
taken to be a superposition of atomic charge densities. The potential of Eq. (1.20) is 
then calculated, and Eq. (1.18) solved by diagonalization of the KS Hamiltonian matrix: 
this is set up according to a chosen basis set for the expansion of i. From the 
eigenvectors of HKS a new p(r) is calculated, and the whole process is repeated till self 
consistency. 
In principle, any of the methods described in the previous section can be used to 
solve the KS equations and then to derive the ab initio interaction potential among the 
ions U({ri}), at each atomic configuration {ri}. One could then perform AIMD 
simulations by following three separate steps, at each MD move: (i) Solve 
self-consistently the KS equations for a given ionic configuration {ri}; (ii) compute 
forces acting on ions (fi) according to the Hellman-Feynman theorem ( Uf ii r ); (iii) 
solve Newtonian equations of motions: Urm
irii
 . For some systems, this is 
computationally feasible and some authors are pursuing this approach. 
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1.4. Hypervalent bond 
 
In this section, the author gives an account of the hypervalent bond.34 In 1969, the 
concept of the hypervalent bond was first established as ions or molecules with the 
elements of Groups 15 – 18 bearing more electrons than the octet (nine or more) within 
a valence shell.35 Two ways were proposed to hold extra electrons over the octet rule 
within a valence shell. 
(I) Existence of dsp3 or d2sp3 hybridized orbital by using higher lying d orbitals. 
(II) Existence of highly ionic (50% or more) orbitals by revising the basic idea of 
Lewis that a bond is formed by a localized pair of two electrons. 
 
Independently of the hypervalent bond, the idea of a three-center-four-electron 
(3c-4e) bond was proposed, employing molecular orbital theory.36,37 The fundamental 
description of the 3c-4e bond showed that a pair of bonding electrons was delocalized to 
two ligand atoms. Therefore, the charge was distributed to almost -0.5 and +1.0 on the 
ligand and central atoms, respectively. This concept of 3c-4e bond suggested the 
possibility of (II). 
There have been various theoretical investigations of hypervalent bond and the 
way (II) was established.38-43 Because higher lying d orbital cannot be responsible to 
hold extra electrons (the energy gap between sp orbital and higher lying d orbital is too 
large for sp elements), the number of orbitals is deficient: hence a 3c-4e bond is an 
electron-rich bond. In the 3c-4e bond, extra electrons are distributed on ligands and the 
number of pairs of effective electrons in a valence shell of the central atom is less than 
four and consequently does not exceed the Lewis octet. 
The central atom (X) of hypervalent bond is almost main group element (i.e., sp 
element: Group 1, 2, 13-18), and contains a number (N) of formally assignable electrons 
of more than the octet in a valence shell directly, and bonds to a number (L) of ligands. 
The designation N-X-L is conveniently used to describe hypervalent compounds.44 
The hypervalent 3c-4e bond model obtained by the molecular orbital method was 
first applied to [F-H-F]-, [Cl-I-Cl]-, I3-, and I52-. It was explained that the I-I bond length 
of I3- ion, which was linear, was longer by 10% compared to that of diiodine (I2). A 
molecular orbital model for F3-, which should be the most unstable hypervalent 
compound, obtained by the approximate coupled cluster doubles approximation method 
with the triple-zeta plus polarization basis (ACCD/TZP) is shown in Fig. 1.1. The F-F 
bond length was calculated to be 1.701 Å which was 20% longer than that of difluorine 
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(F2: 1.414 Å). The two ligand and central fluorines had -0.51 and +0.03 charges, 
respectively. The hypervalent molecule of F3- obtained stabilization energy by 11 kcal 
mol-1 compared to the system of [F2 + F- ].45 
 
 
F F F[ ]-
1.701 Å
-0.51 +0.03 -0.51
1.701 Å
bonding
non bonding
anti bonding
Charge  
Figure 1.1. Molecular orbitals of 3c-4e, bond lengths, and charges of F3-. 
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Chapter 2 
 
Molecular orbital propagation to accelerate  
self-consistent-field convergence  
in an ab initio molecular dynamics simulation 
 
 
2.1. Introduction 
 
Molecular dynamics (MD) techniques, which deal with the nuclei classically and 
integrate Newtonian equation of motion (EoM) numerically, generate phase-space 
trajectories. The atomic forces in the systems are conventionally derived from 
approximate potential functions. While there are sufficiently accurate potential 
functions around the potential minima (for instance Refs. 1 and 2), the majority of them 
use harmonic potentials to describe bond stretching, which prevents any possibility of 
bond-breaking and/or formation. As a result, the classical MD using such potential 
functions cannot simulate the trajectories involving chemical reactions followed by the 
bond-breaking and/or formation. 
On the other hand, the method of direct ab initio molecular dynamics (AIMD) is a 
powerful tool for reproducing dynamical processes of chemical reactions, since ab initio 
molecular orbital (MO) or density functional theory (DFT) calculations performed 
‘on-the-fly’ ensure reliable potential energy and atomic forces, even in the 
bond-breaking region. In constant to this advantage, MO/DFT calculations require 
expensive computational costs. As a result, system sizes and/or time scales treated by 
AIMD simulations are very limited in comparison with the use of the classical MD. As 
for the system sizes, various linear-scaling techniques have been developed for the 
MO/DFT electronic-structure calculations. For example, a review article3 explains the 
present situation comprehensively. Our group has also proposed linear-scaling 
techniques for the Hartree-Fock (HF)4 and the second-order Møller-Plesset perturbation 
(MP2)5 calculations recently. The time scales for chemical reactions are crucial issues 
not only for AIMD simulation but also classical MD one. Several techniques6-10 have 
been proposed to examine rare events, namely, transitions between stable states in 
chemical reactions. 
One of the bottlenecks in the electron-structure calculations, which are performed 
at every AIMD steps, is a self-consistent-field (SCF) procedure to obtain the electronic 
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wave function or the electron density at each nuclear configuration, the convergence of 
which strongly depends on an initial guess as well as an updating technique. An 
effective updating technique is direct inversion in the iterative subspace (DIIS) 
described by Pulay.11 Recent quantum chemical program packages provide several types 
of initial guesses for SCF calculations: MOs or Kohn-Sham orbitals (KSOs) estimated 
by ab initio core Hamiltonian, or by empirical/semi-empirical methods. In geometry 
optimizations, in which molecular structures change step by step, the converged orbitals 
in the previous step become a reasonable initial guess. Similar techniques which use 
previous-step orbitals are applicable to AIMD simulations.  
Car-Parrinello molecular dynamics (CPMD),12 which is one of the pioneering 
AIMD methods, propagates the electronic wave function by introducing a fictitious 
mass. The propagation technique without the SCF procedure to optimize the electronic 
wave function is efficient, for instance, to perform geometry search. However, 
arguments for optimization versus propagation have frequently been made by many 
researchers (for example, see Ref. 13). Therefore, even for the CPMD simulations, the 
electronic wave function is frequently optimized in order to keep the trajectories on the 
Born-Oppenheimer surface. A rigorous mathematical proof of the adiabaticity for the 
CPMD has been given by Bornemann and Schuette14 and extensively tested and 
discussed.15-17 
Schlegel and coworkers18-20 formulated and implemented the method of density 
matrix dynamics (DMD), which uses propagation of the density matrix instead of the 
wave function. Pulay et al.21 proposed Fock matrix dynamics (FMD), which is based on 
extrapolating the Fock matrix forward in time, and which gives a good initial guess of 
the wave function that accelerates the SCF convergence. Both the DMD and FMD 
techniques have the advantage of invariance with regard to redundant orbital rotations, 
due to the handling of atomic orbital (AO)-based matrices. 
This Chapter proposes an alternative technique for determining an effective initial 
guess for accelerating SCF convergence in direct AIMD simulations. This technique is 
based on the idea of MO propagation and adopts the Lagrange interpolation (LI) 
methodology, and therefore is called LIMO. Section 2.2 presents the theory and 
algorithm of the LIMO technique. In Section 2.3, numerical applications of the present 
technique are performed to test its effectiveness. Concluding remarks are summarized in 
Section 2.4.  
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2.2. Theory and algorithm 
 
2.2.1. Lagrange interpolation of molecular orbital 
 
The AIMD method which involves atom-centered (Gaussian) basis functions 
involves two effects in propagating the electronic wave function: i.e., propagations of 
orbital centers and orbital coefficients. The orbital centers usually propagate according 
to the Newtonian equation for nuclei. On the other hand, the orbital coefficients are 
determined by the SCF procedure, in which the converged MOs (or KSOs) in the 
previous time-step are often adopted as the initial guess. Since the orbital centers move 
continuously in the AIMD simulations, the orbital coefficients are expected to change 
smoothly. Thus, the orbital coefficients, or at least their effective initial guess, can be 
predicted by using the converged MOs in several previous steps. 
The author adopts the LI polynomial technique to predict the initial guess of MOs 
(or KSOs). Since the HF manifold as well as the KS density can be defined only by 
occupied orbitals, the author concentrates on predicting the occupied orbitals. With the 
converged MOs up to the nth step of the AIMD simulation, i.e., { )(cnv
lnC } (l = 0, 1, 2,···), 
the LI technique estimated the predicted coefficients in the (n+1)th step, as follows: 
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where {Lk,l} (l = 0, 1, 2, ···, k) are the lth Lagrange coefficients for the kth degree of 
polynomial. 
Since the physical time, t, is assigned to the AIMD step, the Lagrange coefficients 
are evaluated as follows: 
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where the prime indicates exclusion for the case of m = l. Furthermore, the constant 
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time step, which is often used in MD simulations, enables us to simplify the Lagrange 
coefficients to integers. In the case of k = 1 − 3, for example, Eq. (2.1) becomes 
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respectively. For k = 0, the author can define the following equation, 
 
)(
cnv
)1(
0prd, 1
nn
k CC   , (2.6) 
which corresponds to the conventional procedure using previous-step MO only, as 
denoted by PREMO. In the PREMO method, the initial guess at the (n+1)th step is the 
converged one at the last nth step. The initial guess by PREMO is usually better than by 
empirical/semi-empirical methods, because the structure at the (n+1)th step is closed to  
that at the nth step. Table 2.1 summarizes Lagrange coefficients for k = 0 − 10. 
 
 
Table 2.1. Lagrange coefficients Lk,l in cases of k = 0 – 10. 
  l                     
k   0 1 2 3 4 5 6 7 8 9 10 
0  1           
1  2 -1          
2  3 -3 1         
3  4 -6 4 -1        
4  5 -10 10 -5 1       
5  6 -15 20 -15 6 -1      
6  7 -21 35 -35 21 -7 1     
7  8 -28 56 -70 56 -28 8 -1    
8  9 -36 84 -126 126 -84 36 -9 1   
9  10 -45 120 -210 252 -210 120 -45 10 -1  
10   11 -55 165 -330 462 -462 330 -165 55 -11 1 
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2.2.2. Effect of orbital crossing and mixing 
 
The LIMO procedure in Eq. (2.1) independently predicts each component of the 
orbital coefficients at the (n+1)th step, ),()1(prd, iC
n
k  , by using corresponding components 
in a few previous steps, { ),()(cnv, iC
ln
k  } (l = 0, 1, 2,··· , k). However, the order of the MOs 
often varies in AIMD propagation, while there is no change in the order of the basis 
functions. 
Figure 2.1 (a) shows schematic illustrations of the orbital changes in AIMD 
simulations. The horizontal axis indicates AIMD steps such as (n-2), (n-1), and n, and 
the vertical axis indicates orbital levels such as i, j, and k. Solid lines connect orbital 
levels with similar characters. For example, the ith orbital at the nth step has a character 
similar to that of the jth orbital at the (n-1)th step. In contrast, a similar nature is seen in 
the jth orbital at the nth step and in the ith orbital at the (n-1)th step. As a result, a 
crossing appears between the (n-1)th and nth steps.  
Figure 2.1 (b) corresponds to the LIMO procedure given in Eq. (2.1) with k = 2, 
where such crossings occur. To predict )1(prd,
n
kC  more precisely, the procedure shown in 
Fig. 2.1 (c), which takes crossings into account and adjusts the MOs at several time 
steps, seems to be preferable. More strictly, the AIMD simulations bring about not only 
crossing but also mixing of MOs. Therefore, the author modifies the LIMO procedure 
by considering crossing and/or mixing of MOs. Thus, Eq. (2.1) as well as Eqs. (2.3) – 
(2.5) vary with respect to occupied-orbital rotation. The author derives orbital-invariant 
formulas below. 
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Figure 2.1. Schematic illustrations of orbital crossings in the AIMD simulations (a), 
LIMO predictions without (b) and with (c) considering orbital crossings. 
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Let us first consider the SCF effect. The initial guess, )(ini
nC , and the converged 
orbital coefficients, )(cnv
nC , are connected by the matrix operation as follows: 
 
),(),(),( )(SCF
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cnv ipTpCiC
n
p
nn   , (2.7) 
i.e., 
 
)(
SCF
)(
ini
)(
cnv
nnn TCC  , (2.8) 
where )(SCF
nT  is the transform matrix for the SCF effect. Here, p runs all orbitals, i.e., 
occupied and unoccupied orbitals. Thus, )(ini
nC  has a dimension of orbbasis NN  , where 
basisN  is the number of basis functions and orbN  is the number of MOs. Since 
basisorb NN   in usual cases, )(ininC  becomes a square matrix. Therefore, )(SCFnT  is 
definitely calculated as follows: 
 
  )(cnv1)(ini)(SCF nnn CCT  . (2.9) 
If the author adopts Eq. (2.6) for the initial guess, Eq. (2.8) becomes 
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SCF
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0 prd,
)(
cnv
nn
k
n TCC   
)(
SCF
)1(
cnv
nn TC   . (2.10) 
Equation (2.10) means that the transform matrix for the SCF effect expresses the 
correspondence between the (n-1)th and nth converged MOs. When the LIMO method 
in Eq. (2.6) is applied to the prediction of the occupied orbitals, )( 0prd,
n
kC  and 
)1(
cnv
nC  
have a dimension of occbasis NN  , where occN  is the number of occupied orbitals. 
Since )1(cnv
nC  is a rectangular matrix, it is impossible to obtain the inverse matrix   1)1(cnv nC . Instead, the author can define a pseudo inverse matrix  †)1(cnvnC as follows: 
 
    )1(cnvt1)1(cnv)1(cnvt†)1(cnv   nnnn CCCC , (2.11) 
where superscript “t” means the transposed matrix. Note that the matrix in the round 
bracket on the right-hand side is a square matrix with a dimension of occocc NN  . As a 
result, the transform matrix, which describes the pseudo SCF effect and connects the 
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(n-1)th and nth converged MOs, can be given by 
 
  )(cnv†)1(cnv)()1(pSCF nnnn CCT    
  )(cnv)1(cnvt1)1(cnv)1(cnvt nnnn CCCC  , (2.12) 
where pSCFT  is the transform matrix for the pseudo SCF effect.  
The transform matrix has the following recurrence relationships, 
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and, furthermore, 
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Finally, the author can obtain the LIMO procedure by considering the crossing and/or 
mixing of the MOs as follows: 
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Here, in the case of l = 0, it is defined as follows: 
 
1 )()(pSCF nnT . (2.16) 
The explicit formulas for a constant time-step are 
 
)(1)-(
pSCF
)1(
cnv
)(
cnv
)1(
1prd, 12
nnnnn
k

  TCCC , (2.17) 
)(2)-(
pSCF
)2(
cnv
)(1)-(
pSCF
)1(
cnv
)(
cnv
)1(
2prd, 133
nnnnnnnn
k

  TCTCCC , (2.18) 
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respectively. For convenience, the orbital-variant formulas given in Eqs. (2.1) and (2.3) 
– (2.6) are denoted by LIMO(V), while the orbital-invariant formulas given in Eqs. 
(2.15) and (2.17) – (2.20) are denoted by LIMO(I).  
Up until now, the author has concentrated on the prediction of occupied orbitals 
instead of all orbitals mainly to reduce computational costs. For example, the 
computation of the transformed matrix in Eq. (2.12) is on the order of 3occN , while that 
in Eq. (2.9) is on the order of 3basisN . However, it is easy to prove that the LIMO(I) 
formulation for all occupied and unoccupied orbitals is meaningless. Thus, using )(SCF
nT  
in Eq. (2.10), the LIMO formulation in Eq. (2.15) becomes 
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Here, the following relationship is used: 
 
1
0
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k
l
lkL . (2.21) 
Equation (2.20) for arbitrary k corresponds to Eq. (2.8) for k = 0, i.e., the conventional 
PREMO method. 
The memory sizes required by the present LIMO(V) and LIMO(I) methods, given 
in Eqs. (2.1) and (2.15), respectively, are mainly used to store )(cnv
lnC  and 
)()(
pSCF
)(
cnv
nlnln  TC : Nbasis×Nocc×k. The memory size increases linearly as the degree of 
polynomials, k, increases. However, the optimal degree, kopt, is at most 10 as shown in 
section III-B. The size of a single matrix )(cnv
lnC  or )()(pSCF
)(
cnv
nlnln  TC , namely Nbasis×Nocc, 
is comparable with the MO coefficients (Nbasis2) and Fock and density matrices 
(Nbasis×(Nbasis+1)/2). As a result, the present methods are not memory-consuming 
commonly. If k becomes a large value, one can adopt a semi-core algorithm, where all 
matrices of )(cnv
lnC  or )()(pSCF
)(
cnv
nlnln  TC  are stored in a hard disk once and parts of them 
are read and used in the summation of l.  
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2.2.3. Degree of Lagrange polynomial 
 
The LIMO methods given in Eqs. (2.1) and (2.15) predict the orbital coefficients 
depending on the degree of the Lagrange polynomial, i.e., k. However, it is difficult or 
impossible to determine the optimal degree, optk , before the SCF calculation. If optk is 
less-dependent on the AIMD steps, the author can fix the degree, which is preliminarily 
determined according to the system and/or the AIMD condition, throughout the 
simulation. Alternatively, the author can apply the optimal degree at the nth step to the 
(n+1)th step, since it is possible to obtain optk  at the nth step by using the converged 
orbital coefficients, i.e., )(cnv
nC . One of the simplest ways to get optk  in the LIMO(V) 
procedure at the nth step is the minimization of the following deviation sum, 
 
 
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n
k
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k iCiC ),(),(
)(
prd,
)(
cnv  
 




i
k
l
ln
lk
n iCLiC
0
)(
cnv,
)(
cnv ),(),( . (2.22) 
Similarly, the deviation sum, which should be minimized in the LIMO(I) procedure, is 
given by 
 
   




i
k
l
nln
j
ln
lk
n
k ijTjCLiC
0
)()(
pSCF
)(
cnv,
)(
cnv ),(),(),( , (2.23) 
where   runs over the basis functions, and i and j run over the occupied orbitals. 
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2.3. Numerical applications 
 
This section describes numerical applications of the LIMO prediction method to 
AIMD simulations. Both LIMO(V) and LIMO(I) procedures, i.e., Eqs. (2.1) and (2.15), 
respectively, are implemented into an original MD program, which can combine with 
any ab initio programs using Gaussian basis functions. The determinations of the degree 
of Lagrange polynomial by Eqs. (2.22) and (2.23) are also implemented. In the present 
AIMD simulations, ab initio calculations for computing potential energies and atomic 
forces of systems are carried out using the Gaussian03 suite of programs.22 The 
computational level adopted is the DFT with the B3LYP hybrid exchange-correlation 
functional,23 which consists of 20% HF (or exact) exchange, 80% Slater exchange,24 
72% Becke (B88) exchange,25 19% Vosko–Wilk–Nusair correlation,26 and 81% 
Lee–Yang–Parr (LYP) correlation functionals.27 The Gaussian basis sets used are the 
valence double- basis of Dunning, i.e., D95V.28 
 
 
2.3.1. Tests for orbital-variant and invariant LIMO procedures 
 
First, the author compares the performance of the LIMO(V) and (I) procedures by 
performing AIMD simulations for methanol (CH3OH). The degree of the Lagrange 
polynomial is automatically determined by using Eqs. (2.22) and (2.23) in each AIMD 
step. The velocity Verlet method with a time-step of 0.1 fs, i.e., t = 0.1 fs, is adopted 
for the numerical integration of EoM for nuclei under the microcanonical ensemble. The 
AIMD simulations start with a randomly strained structure from equilibrium at zero 
velocity. The distortion energy is 1.30 eV, which is approximately as large as the 
zero-point energy (ZPE). The ZPE is estimated by summing up the frequencies of 
normal modes at the B3LYP/D95V level. To equilibrate the system or at least reduce 
spurious forces, 50 steps of AIMD simulation are carried out. Both simulations which 
adopt the LIMO(V) and (I) methods give the same trajectory, while the initial guesses 
for the MOs are different. The differences lead to the number of SCF iterations needed 
to achieve convergence, NSCF, in every AIMD steps. It is also possible to assess 
performance by evaluating the following energy difference: 
 
][][ )(cnv
)(
prd,
nn
k EEE CC  , (2.24) 
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where the two terms on the right-hand side indicate the potential energies calculated by 
using the orbital coefficients, )(prd,
n
kC  and 
)(
cnv
nC , respectively.  
Figure 2.2 (a) shows the time-course changes in the number of SCF iterations, 
NSCF, for the LIMO(V) and (I) methods, which are denoted by gray and black solid lines, 
respectively. For comparison, the results for the conventional method given by Eq. (2.6), 
i.e., PREMO, are shown by a broken line. The broken line reflects a constant NSCF = 8, 
expect for 16.9 and 28.5 fs. Both solid lines are located below the broken line, which 
means that the LIMO methods are more effective than the conventional method. The 
oscillation of the gray line is more intense than that of the black line. Three apparent 
peaks are seen in the gray line at t = 4.1, 8.7 and 26.1 fs. On the other hand, the black 
line exhibits small changes in the range of NSCF = 2 – 4.  
Figure 2.2 (b) shows the time-course changes in the energy difference, E, given 
by Eq. (2.24). Gray solid, black solid, and broken lines correspond to the LIMO(V), 
LIMO(I), and PREMO results, respectively. The broken line, i.e., the results for the 
conventional method, oscillates around 10-5 hartree. The gray solid line has three peaks 
at t = 4.1, 8.7 and 26.1 fs, which coincide with the timings of the peaks in Fig. 2.2 (a). 
The black solid line shows small changes around 10-12 hartree. 
Figure 2.2 (c) shows the time-course changes in all occupied orbital energies. Just 
before the timings that give three peaks in Figs. 2.2 (a) and (b), there are avoided 
crossings. Thus, the avoided crossings significantly degrade the performance of the 
LIMO(V) method. On the other hand, the LIMO(I) method consistently showed 
excellent performance. 
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Figure 2.2. Changes in SCF iterations NSCF, energy deviation E, and occupied orbital 
energies in the AIMD simulation of methanol. Black dotted, gray, and black solid lines 
correspond to the results obtained by the PREMO, LIMO(V), and LIMO(I) methods, 
respectively. The asterisks indicate the timings at which the peaks in the gray solid lines 
occur in (a) and (b) and avoided crossings appear in (c). 
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Figure 2.3 shows the results of the AIMD simulations for benzene (C6H6) with 
time-step of 0.1 fs. The simulations start with a randomly distorted structure at zero 
velocity. The distortion energy is 2.87 eV, which approximately correspond to the ZPE. 
Figures 2.3 (a), (b), and (c) show the time-course changes in NSCF, E, and i, 
respectively. Gray and black solid lines in Figs. 2.3 (a) and (b) correspond to the results 
of the LIMO(V) and (I) methods, i.e., Eqs. (2.1) and (2.15), respectively, while the 
broken lines correspond to those for the conventional PREMO method, i.e., Eq. (2.6). 
Here, the degree of Lagrange polynomial is optimized by adopting Eq. (2.23). 
NSCF and E curves for the conventional method slightly oscillate around 10 
cycles and 10-5 hartree, respectively. Those for the LIMO(I) show small oscillation 
between 3 and 4 cycles and around 10-11 hartree, respectively. On the other hand, the 
results for LIMO(V) show intensive oscillations with many peaks, the timings of which 
are synchronized. Note that the gray solid lines never overshoot the broken lines in Figs. 
2.3 (a) and (b). Orbital-energy curves in Fig. 2.3 (c) indicate that avoided crossings 
occur not only in the valence region of -0.9 to -0.2 hartree but also in the core region 
around -10.2 hartree. Thus, the avoided crossings in all occupied orbitals affect the 
performance of the LIMO(V) method. Therefore, for the LIMO method to show 
superior performance, it is essential to consider the crossing/mixing effects by Eq. 
(2.15). 
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Figure 2.3. Changes in the SCF iterations NSCF, energy deviation E, and occupied 
orbital energies in the AIMD simulation of benzene. Black dotted, gray, and black solid 
lines correspond to the results obtained by the PREMO, LIMO(V), and LIMO(I) 
methods, respectively.  
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Table 2.2 summarizes the performance of the PREMO, LIMO(V), and LIMO(I) 
methods, as discussed in Figs. 2.2 and 2.3, i.e., mean values of energy deviations and 
SCF cycles, E  and SCFN . While E  with the conventional PREMO method are on 
the order of 10-5 hartree in both systems, those with the LIMO(I) method are on the 
order of 10-12 hartree. Note that the present calculations adopt a threshold of 10-12 
hartree to cut-off one- and two-electron integrals for ab initio calculations. Due to the 
frequencies of orbital crossings, SCFN  determined by the LIMO(V) method show a 
similar trend.  
 
Table 2.2. Mean values of energy deviations E  (in hartree) and SCF iterations SCFN  
in AIMD simulations of methanol and benzene. The ratios of the SCF iterations with 
respect to the PREMO results are shown in parentheses. 
 Methanol  Benzene 
Method 
  
   
  
   
 
  
PREMO 2.2 × 10-5 7.99   2.7 × 10-5 9.78  
LIMO(V) 1.1 × 10-8 3.74 (47%)  4.3 × 10-6 5.88 (60%) 
LIMO(I) 1.4 × 10-12 3.13 (39%)  7.6 × 10-12 3.12 (32%) 
 
 
2.3.2. Tests for degree of Lagrange polynomial 
 
Next, the author investigated the dependence on the degree of Lagrange 
polynomial, k. Figure 2.4 shows the mean values of SCF iterations, SCFN , with k fixed 
at 0 – 10 in the LIMO(I) method. The data at k = 0 correspond to the PREMO results. 
Figures 2.4 (a) and (b) show the results for the AIMD simulations of methanol and 
benzene, respectively. The respective initial conditions are the same as those for the 
simulations given in Figs. 2.2 and 2.3. In Fig. 2.4, the results for two different 
time-steps of t = 0.1 and 0.25 fs are plotted by black circles and black squares, 
respectively. It is apparent that there are minima at k = 4 for t = 0.1 fs in both figures, 
whereas k = 6 for t = 0.25 fs. In Fig. 2.4, SCFN  for the optimized degree by Eq. (2.23), 
kopt, are given by white circles and white squares for t = 0.1 and 0.25 fs, respectively. 
Here, the horizontal positions of the plots are the mean values of the optimized degrees, 
optk . The data are close to the corresponding minima. This means that the optimization 
procedure using Eq. (2.23) works well. 
SCFNSCFN EE
 29
Interestingly, in both systems, the mean values of the optimized degrees are 
smaller at t = 0.1 fs than at t = 0.25 fs, i.e., optk  ≈ 4 and 7, respectively. This means 
that an accurate prediction at t = 0.1 fs requires information on the previous 0.4 fs 
MOs, while the information required at t = 0.25 fs is the previous 1.7 fs MOs. These 
results suggest that the optimized degree of Lagrange polynomial is less dependent on 
the physical time. Instead, it can be speculated that the optimized degree is related with 
the numerical problem. It is well known as Runge’s phenomenon in the mathematical 
field of numerical analysis,29 that the numerical errors increase when adopting 
high-degree polynomial in extrapolation because of its oscillation. 
The mean values of SCF cycles, SCFN , at t = 0.25 fs are larger than those at t = 
0.1 fs. This may indicate that the LIMO prediction becomes less accurate with a longer 
time-step. The use of a significantly long time-step will collapse not only the LIMO 
prediction but also the numerical integration of the EoM for nuclei: for example, 
collapse of the total energy conservation under the microcanonical ensemble. 
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Figure 2.4. Mean SCF iterations obtained by fixing the degree of Lagrange polynomial 
at k = 0 – 10 in the LIMO method in AIMD simulations of (a) methanol and (b) benzene. 
Black circles and squares correspond to the results for time-steps of 0.1 and 0.25 fs, 
respectively. White circles and squares indicate the results for adopting the optimized 
degrees, kopt. 
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Figure 2.5 shows the time-course changes in the optimized degree of Lagrange 
polynomial, kopt, for the AIMD simulations of methanol (a) and benzene (b). Black and 
gray lines correspond to the results for t = 0.1 and 0.25 fs, respectively. In both figures, 
the optimized degree for t = 0.1 fs remained constant at kopt = 4 except for a few 
timings. On the other hand, those for t = 0.25 fs vary frequently between kopt = 5 – 9. 
These results suggest that LIMO prediction may be difficult for a longer time-step. 
However, since SCFN  is about half that in the conventional procedure, i.e., PREMO, as 
seen in Fig. 2.4, the LIMO procedure with the optimized degree can be calculated to 
give satisfactory performance even for a longer time-step.  
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Figure 2.5. Time-course changes of optimized degrees of Lagrange polynomial, kopt, in 
LIMO in AIMD simulations of (a) methanol and (b) benzene. Black and gray lines 
correspond to time-steps of 0.1 and 0.25 fs, respectively. 
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2.3.3. Tests for various systems 
 
Finally, the author investigated the performance of the LIMO(I) method for 
various systems, such as methanol, benzene water clusters ((H2O)4, (H2O)4+ and 
(H2O)14), 1,3,5-triamino-2,4,6-trinitrobenzen (TATB: C6H6N6O6), retinal (C20H28O), 
taxol (C47H51NO14) and valinomycin (C54H90N6O18). For (H2O)4+ and retinal in the first 
triplet (T1) state, which are open-shell systems, the unrestricted KS DFT method is 
adopted. The other systems, which are in the singlet ground (S0) state, are treated by the 
restricted KS DFT method. All AIMD simulations start with slightly distorted structures 
at zero velocity and proceed with a time-step of 0.1 fs. The degrees of Lagrange 
polynomial are optimized by using Eq. (2.23). Table 2.3 shows the SCF iterations and 
the central processor unit (CPU) times for the AIMD simulations by the PREMO 
(conventional) and LIMO(I) procedures. The CPU times are measured using a single 
Pentium IV 3.0 GHz processor. Data shown in Table 2.3 are the mean values during, 30 
fs, i.e., 300 steps. 
The mean SCF cycles naturally depend on the systems for both the PREMO and 
LIMO methods. In particular, open-shell systems tend to require slightly more SCF 
iterations than closed-shell systems. SCFN  for the PREMO method are (13.91, 9.98) 
for (H2O)4+ and (H2O)4 and (11.35, 9.76) for retinal in the T1 and S0 states, respectively. 
Those for the LIMO method are (7.24, 3.64) and (3.82, 3.57), respectively. The mean 
values for the LIMO method are commonly smaller than those for the PREMO method: 
SCFN  = 7.99 – 13.91 and 3.05 – 7.24, respectively. The ratio of SCFN  for the LIMO 
method to the PREMO results, which are shown in parentheses in Table 2.3, is in the 
range of 31.9% – 52.1%. 
In Table 2.3, the total CPU times are divided into three parts, i.e., SCF calculations, 
evaluations of atomic forces, and propagations of nuclear coordinates and MOs. While 
the propagations of nuclear coordinates are performed by integrating the nuclear EoM 
numerically, those of MOs are carried out by the PREMO or LIMO procedure. Since the 
PREMO step only needs the file input/output (I/O) of one matrix with a dimension of 
occbasis NN  , the CPU time is negligibly small. The numerical integration of the nuclear 
EoM, MD calculation, also has a considerably small computational cost, since the 
number of nuclei is at most 168 (C54H90N6O18). Actually, the CPU times of PREMO 
plus MD calculations are less than 0.1s. On the other hand, the LIMO procedure 
requires several matrix operations. The cost may increase on the order of 3occN , which 
corresponds to the evaluation of the pseudo inverse matrix in Eq. (2.12). However, the 
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CPU time of the LIMO step even for the largest system, i.e., valinomycin, is 3.2 s and 
the ratio with respect to the total CPU time is 0.04%. This means that the prefactor for 
the LIMO procedure is remarkably small. Array size of MOs {C} for valinomycin is 8 
MB. Even in case of kopt = 10, total array size is 80 MB. 
The CPU times of the SCF calculations for the LIMO method are considerably 
shorter than those for the PREMO method. The ratios of SCFT (LIMO)/ SCFT (PREMO) 
shown in parentheses in Table 2.3 are in the range of 32.0–53.2%, which are directly 
related to the reduction of SCF iterations. On the other hand, the CPU times of the force 
calculations are exactly the same in both methods. The CPU times of the propagation 
step are comparably small. As a result, the total CPU times are reduced by as much as 
the SCF calculations are accelerated by the LIMO method. Overall, the AIMD 
calculations by the LIMO method are roughly twice as fast as calculations by the 
conventional method. 
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While most of simulations in Table 2.3 do not involve bond-breaking and/or 
formation, it is noted that sequential proton transfers occur in the simulation for water 
cluster (H2O)4. Figure 2.6 illustrates the snapshots of the process. The initial 
configuration is (HA1-OA-HA2 + HB1-OB-HB2 + HC1-OC-HC2 + HD1-OD-HD2). Around the 
time of 11 fs, HA1 is transferred to HB1-OB-HB2, producing H3O+. Following this event, 
HB1 is transferred to a HC1-OC-HC2 molecule around t = 15 fs. Similar transfers of HC1 
and HD1 happen during 15-30 fs. Finally, the configuration of (HD1-OA-HA2 + 
HA1-OB-HB2 + HB1-OC-HC2 + HC1-OD-HD2) is produced. Because of low reaction barriers, 
these fascinating chemical reactions can occur in a short time range: 30 fs. The result 
makes sure that the present LIMO method is capable of accelerating the SCF 
convergence in the AIMD simulations involving chemical reactions. 
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Figure 2.6. Snapshots of AIMD simulation for (H2O)4. 
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2.4. Concluding remarks 
 
In the present report, the author has proposed an alternative method for predicting 
an initial guess for SCF calculations in direct AIMD simulations. It is based on the idea 
that MOs propagate in the AIMD simulations. The present method, called LIMO, adopts 
the LI polynomial technique and estimates initial MO coefficients at the next AIMD 
step by using converged MOs in several previous steps. Orbital crossings and mixings, 
which often occur in AIMD propagation, strongly affect the LIMO prediction when the 
orbital coefficients are used at several steps directly. Thus, the author has derived a 
formula that involves the effects of crossing and/or mixing. As a result, this formula is 
invariant with regard to occupied orbital rotation. The degree of Lagrange polynomial, 
which corresponds to the number of the previous steps in the LIMO method, naturally 
affects the prediction. The author has also proposed a simple procedure to determine the 
optimal degree. Numerical assessments for methanol and benzene clarified that 
inclusion of the orbital crossing and mixing are essential for achieving a constant 
efficiency for the LIMO method. Furthermore, a technique for optimization of the 
degree of Lagrange has been shown to be sufficiently effective. Numerical tests for 
various systems such as water clusters, TATB, retinal, taxol, and valinomycin have 
confirmed the usefulness of the present LIMO technique. 
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Chapter 3 
 
Acceleration of self-consistent-field convergence  
in ab initio molecular dynamics and Monte Carlo simulations 
and geometry optimization 
 
 
3.1. Introduction 
 
Molecular simulations based on molecular dynamics (MD) and Monte Carlo (MC) 
methods are useful tools to study various processes in complex systems. Since Car and 
Parrinello proposed a combination between the first principle electronic structure 
calculation and the MD simulation,1 the method of ab initio MD (AIMD) has become 
popular.2 One of the advantages of the AIMD method is the capability for reproducing 
dynamical processes of chemical reactions following covalent bond breaking and/or 
forming because ab initio molecular orbital (MO) or density functional theory (DFT) 
calculations performed “on the fly” ensure reliable Born-Oppenheimer (BO) potential 
energies and atomic forces even in the bond breaking region. Similarly, the ab initio MC 
(AIMC) method3 has been widely used for surveying free energy surfaces under the 
canonical ensemble. 
In the AIMD and AIMC simulations, the practical methods for the electronic 
structure calculations are commonly limited to the Hartree-Fock (HF) and Kohn-Sham 
(KS) DFT methods because the highly correlated methods such as the second-order 
Møller-Plesset perturbation theory (MP2) and the coupled cluster with singles and 
doubles (CCSD) require high cost of computation even for single-point calculations of 
complex systems. The AIMD/AIMC simulations with the HF/DFT methods still need 
high expense in comparison with the classical MD/MC ones. A major bottleneck is the 
self-consistent-field (SCF) procedure. So far, various efforts4-13 have been carried out 
for accelerating the SCF convergence. One of the famous techniques for the rapid SCF 
convergence is the direct inversion in the iterative subspace (DIIS) method,6,8 which 
extrapolates the Fock matrix in the SCF process. 
In Chapter 2,14 the author has developed an acceleration technique for the SCF 
convergence which is specific to the AIMD simulations. This method predicts the initial 
guess of the MOs at the next MD step by a linear combination of the converged MOs at 
several MD steps. The linear combination coefficients are determined by the Lagrange 
interpolation (LI) technique15 with the information of the physical time of the MD 
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simulations. Thus, it is named LIMO. However, the LIMO technique cannot be applied 
to the AIMC simulations straightforwardly for the lack of the time information. 
Therefore, the present study aims to develop an alternative technique which is 
applicable to AIMC. The method uses the geometric information instead of the time and 
determines the linear combination coefficients of MOs by the least-squares (LS) method 
as seen in DIIS. Thus, it is named LSMO. 
The construction of this paper is as follows. Theoretical backgrounds, namely the 
LIMO and DIIS methods, are briefly summarized in Section 3.2, and the new LSMO 
technique is explained. Section 3.3 demonstrates the computational method (3.3.1) and 
numerical applications to AIMD (3.3.2), AIMC (3.3.3), and geometry optimization 
(3.3.4). The conclusion is presented in Section 3.4. 
 
 
3.2. Theory 
 
3.2.1. Lagrange interpolation of molecular orbital 
 
The basic idea of LIMO is that an effective initial guess of MOs (or KS orbitals) at 
the (n+1)th step in an AIMD simulation, )1(prd
nC , is constructed by a linear combination 
of several converged MOs up to the nth step, { )(cnv
inC } (i = 0, 1, 2, ···), as follows: 
 
  
i
ninin
i
n c )()(pSCF
)(
cnv
)1(
prd TCC , (3.1) 
where symbols { ic } (i = 0, 1, 2, ···) denote the coefficients of linear combination. Since 
the HF manifold as well as the KS density is defined only by occupied orbitals, )1(prd
nC  
and { )(cnv
inC } have a dimension of Nbasis×Nocc, where Nbasis and Nocc are the numbers of 
basis functions and occupied orbitals, respectively. )()(pSCF
nin T  is the transform matrix 
for representing the pseudo-SCF effect, i.e., crossing and/or mixing of MOs, and is 
determined only by the converged MOs. For example, )()1(pSCF
nn T , which corresponds to 
the relation between (n-1)th and nth MD steps is given by 
 
  )(cnv)1(cnvt1)1(cnv)1(cnvt)()1(pSCF nnnnnn CCCCT   , (3.2) 
where superscript t means the transposed matrix. 
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In the LIMO method, the coefficients { ic } are determined by the LI polynomial 
technique15 with the physical time t corresponding to the AIMD step: 
 
)()(
)()1(
0
' jnin
jnnk
j
i tt
tt
c 

 
 , (3.3) 
where the prime indicates exclusion for the case of j = i. k is the degree of polynomial. 
The advantage of Eq. (3.3) is a simplification of the coefficients for the constant time 
step, t: for example, 
 
1,2:1 10  cck , 
1,3,3:2 110  ccck , 
1,4,6,4:3 3210  cccck . (3.4) 
If the author defines 10 c  for k = 0, Eq. (3.1) corresponds to the conventional 
procedure using previous-step MOs only, as denoted by PREMO. 
The performance of LIMO depends on the degree of LI polynomial k, which 
might be given as an initial condition of the AIMD simulation. A simple technique is 
presented in Ref. 14 to estimate an optimal value, kopt. Several examples suggested that 
kopt ≈ 4 for t = 0.1 fs; see Ref. 14. 
 
3.2.2. Direct inversion in the iterative subspace 
 
The DIIS method6,8 accelerates the SCF convergence by extrapolating several 
Fock matrices obtained in the SCF process as follows: 
 
)()1(
prd
in
i
i
n c   FF , (3.5) 
where the extrapolation coefficients { ic } (i = 0, 1, 2, ···) satisfy the normalization 
condition: 
 
1
i
ic . (3.6) 
In order to determine { ic }, error vectors { ie } that vanish in the SCF solution are 
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introduced. One efficient choice of error vector is 
 
)()()()( inininin
i
  FSPSPFe , (3.7) 
where P and S are the density and overlap matrices in the atomic orbital basis, 
respectively. The coefficients { ic } in Eq. (3.5) are obtained by the LS criterion together 
with the normalization condition (3.6) 
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where 
 
jiji eeB  , (3.9) 
and  is the Lagrange multiplier. 
The performance of DIIS also depends on the degree of extrapolation, namely, the 
number of coefficients, { ic }. In practice, the Gaussian03 program
15 sets to 20 at the 
maximum as a default value. 
 
 
3.2.3. Least square of molecular orbital 
 
The present LSMO method is based on the idea of LIMO and partially imports the 
DIIS procedure. First, an initial guess of MOs at the (n+1)th step in a molecular 
simulation such as AIMD, AIMC, and geometry optimization is expressed in Eq. (3.1). 
Here, { )(cnv
inC } and { )()(pSCF
nin T } are equivalent to the LIMO case. A major difference 
from LIMO is the usage of the geometric information, { )( inR  } (i = 0, 1, 2, ···). In 
AIMD, AIMC, and geometry optimization, the nuclear coordinates at the (n+1)th step, 
)1( nR , is known before the SCF process. 
If the dependence of MOs on the simulation steps is approximated to be linear to 
that of the nuclear coordinate, the following expression is assume with the same 
coefficients { ic } in Eq. (3.1): 
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i
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i
n c )()1( RR . (3.10) 
The great difference of Eq. (3.10) from Eq. (3.1) is that the variables in the left-hand 
side are well defined, not predicted. As in the case of DIIS, the Lagrangian for the LS 
criterion with the condition (3.6) is given by 
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The error vector results in 
 
)1()(   nini RRe , (3.12) 
and the same expression as Eq. (3.8) is derived. 
The procedure of LSMO first determines the linear combination coefficients { ic } 
by solving Eq. (3.8), of which the error vector is defined in Eq. (3.12), and then predicts 
the initial guess of MOs at the (n+1)th step, )1(prd
nC , by substituting { ic } into Eq. (3.1). 
The performance of the present LSMO method is expected to depend on the 
degree of extrapolation as well. The author uses a large number of k, especially for 
AIMC simulation and geometry optimization owing to the difficulty in predicting the 
MO. The author adopts the singular value decomposition technique16 to calculate the 
inverse matrix of the left-hand side in Eq. (3.8).  
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3.3. Numerical applications 
 
3.3.1. Computational method 
 
This section describes numerical applications of the LSMO method to 
AIMD/AIMC simulations and a geometry optimization. The LSMO method was 
implemented into the original MD/MC program. Ab initio calculations for computing 
BO potential energies and atomic forces were carried out using the GAUSSIAN03 suite 
of programs.15 Test systems for the AIMD/AIMC simulations were methanol (CH3OH), 
benzene (C6H6), water clusters [(H2O)4, (H2O)4+, and (H2O)14], 
1,3,5-triamino-2,4,6-trinitrobenzene (TATB) (C6H6N6O6), retinal (C20H28O), taxol 
(C47H51NO14), and valinomycin (C54H90N6O18), which were the same systems as 
examined in Section 2 for LIMO.14 
The geometry optimization was performed for retinal in the singlet ground (S0) 
state. The computational level adopted at the ab initio part is the DFT with the B3LYP 
hybrid functional,17 which consists of the HF exchange, the Slater exchange,18 the 
Becke (B88) exchange,19 the Vosko-Wilk-Nusair (VWN5) correlation,20 and the 
Lee-Yang-Parr (LYP) correlation21 functionals. The used basis set was Dunning’s 
valence double-zeta (D95V) set.22 For the open-shell systems such as (H2O)4+ and 
retinal in the first triplet (T1) state, the unrestricted KS DFT method, i.e., UB3LYP, was 
adopted. The energetic criteria of the SCF convergence are 10-12, 10-7, and 10-12 hartrees 
for the AIMD, AIMC, and geometry optimization, respectively. The standard DIIS 
technique was used in all SCF calculations. 
The MD part adopted the velocity Verlet method23 for the numerical integration of 
the equation of motion (EoM) for nuclei under the microcanonical ensemble. The initial 
guesses of the MD simulations were slightly distorted structures with zero velocities. 
The time step was t = 0.1 fs unless otherwise noted. Because the above conditions 
were identical to those in Section 2,14 the trajectories resulted in the same ones. 
The MC part adopted the standard Metropolis algorithm,24 which provided an 
efficient approach for simulating equilibrium properties at a given temperature T. The 
initial geometries of the MC simulations were slightly distorted ones. At each MC step, 
the configurations of all nuclei were varied and the maximum displacement was set to 
Rmax = 0.01 Å, unless otherwise noted. 
At each step of the AIMD and AIMC simulations as well as the geometry 
optimization, the author evaluated the number of SCF iterations needed to achieve 
convergence, NSCF, and the following energy difference, 
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][][ )(cnv
)(
prd
nn EEE CC  , (3.13) 
where the two terms on the right-hand side indicate the BO potential energies calculated 
by using the orbital coefficients, )(prd
nC  and )(cnv
nC , respectively. Thus, the smaller energy 
difference corresponds to the better initial guess of MOs. 
The central processing unit (CPU) times were also measured by using a single 
core of Xeon E5450 3.0 GHz processor. The total CPU time in each AIMD step, Ttotal, is 
mainly divided into three parts: the SCF calculation TSCF, the evaluation of atomic 
forces TForce, and the propagations of nuclei and MOs Tprop. However, the CPU time of 
the last part, which includes the so-called MD computation and the prediction of initial 
MOs by LSMO (or LIMO/PREMO), is in general negligible in comparison with the 
others: TSCF and TForce, in general. While the total CPU time in each optimization step is 
also partitioned into three, that at each AIMC step to two, i.e., TSCF and Tprop, because no 
atomic forces are needed in AIMC. In the AIMD and AIMC simulations, average values 
such as SCFN , E , TotalT , SCFT , and ForceT  were estimated by the use of the results 
during 300 steps after 50 steps of simulation for equilibration. 
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3.3.2. AIMD simulations 
 
The author here examines the performance of the LSMO method in AIMD 
simulations by comparison with those of the conventional PREMO and LIMO methods. 
Figure 3.1 (a) shows the time-course changes in the number of SCF iterations NSCF in 
the AIMD simulation of benzene with t = 0.1 fs. While the broken line (PREMO) is 
located around NSCF ≈ 10, the gray (LIMO) and black solid (LSMO) lines exhibit small 
changes in the range of NSCF = 2 – 4. 
Figure 3.1 (b) shows the time-course changes in the energy difference E given by 
Eq. (3.11). The PREMO (broken), LIMO (gray solid), and LSMO (black solid) results 
are located around 10-5, 10-11, and 10-12 hartrees, respectively. The behaviors of both 
NSCF and E curves in Figs. 3.1 (a) and (b) demonstrate ideal performance of the LSMO 
and LIMO methods. 
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Figure 3.1. Changes in the SCF iterations NSCF (a) and energy difference E (hartree) 
(b) in the AIMD simulation of benzene. Broken, gray solid, and black solid lines 
correspond to the PREMO, LIMO, and LSMO results, respectively. 
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Table 3.1 shows the average values of SCF iterations SCFN  and energy 
differences E  of the AIMD simulations of benzene with varied t values. In general, 
the present LSMO method gives considerably smaller values of E  values 
appreciably smaller than the PREMO results, and close to or slightly smaller than the 
LIMO ones. This trend in SCFN  is similar to that in E . 
The average energy difference E  increases monotonically with the time step t 
in all cases. In comparison with the PREMO case, the variations in E  for LIMO and 
LSMO are remarkably larger. In fact, the orders of E  for LIMO and LSMO change 
from 10-12 to 10-7 in hartrees, whereas that for PREMO varies from 10-5 to 10-4. With the 
increase in E , SCFN  is worsened for LIMO and LSMO. The ratios of SCFN  with 
respect to the PREMO results, as shown in parentheses in Table 3.1, change from 31.9% 
to 72.4% for LIMO and from 30.4% to 65.7% for LSMO. 
Thus the author concludes that the LSMO prediction as well as LIMO becomes 
less accurate with an extended time step. The author also notes that the use of a 
significantly long time step will collapse not only the LSMO/LIMO prediction but also 
the numerical integration of the EoM for nuclei: for example, collapse of the total 
energy conservation under the microcanonical ensemble. 
Table 3.2 shows the results of the AIMD simulations for various systems, such as 
methanol, benzene, water clusters, TATB, retinal, taxol, and valinomycin. The average 
values of SCF iterations SCFN  and CPU times for SCF SCFT , force ForceT , and total 
TotalT  are compared among PREMO, LIMO, and LSMO. The average SCF iterations 
for LSMO are considerably smaller than those for PREMO, and comparable with and/or 
slightly smaller than those for LIMO. The same trend is seen in the CPU times for the 
SCF calculations SCFT  as well. The ratios of SCFT  with respect to the PREMO results, 
26.2% – 46.8% for LSMO, are slightly smaller than the LIMO case: 31.9% – 51.6%. 
The CPU times of the force calculations are exactly equal in the three methods. In 
the case of PREMO, SCFT  values are longer than ForceT . As for LIMO and LSMO, on 
the other hand, SCFT  are comparable or shorter than ForceT  except in small systems. 
The CPU times of the propagations of nuclei and MOs PropT , which are not tabulated, 
are negligible: for example, PropT  = 0.4 s in LIMO and LSMO even for the largest 
system, i.e., valinomycin. As a result, the TotalT  values of the LIMO and LSMO 
methods are roughly twice as fast as those of the conventional PREMO method. 
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3.3.3. AIMC simulations 
 
This subsection investigates the performance of the LSMO method in AIMC 
simulations by comparison with that of the conventional PREMO method. In LSMO, 
the converged MOs at not only accepted but also rejected steps by the Metropolis 
decision were used for determining the linear combination coefficients. The LIMO 
method cannot be applied, because no information on time exists in the AIMC 
simulations. Figure 3.2 (a) shows the stepwise changes in the number of SCF iterations 
NSCF in the AIMC simulation of benzene with Rmax = 0.01 Å and T = 500 K. While the 
broken line (PREMO) oscillates between NSCF = 4 and 5, the solid line (LSMO) changes 
in the range of NSCF = 2 – 4. The degree of extrapolation k is set to approximately twice 
the degrees of freedom for atomic coordinates. 
Figure 2 (b) shows the stepwise changes in the energy difference E in Eq. (3.11). 
Broken (PREMO) and solid (LSMO) lines are located around 10-4 and 10-6 hartrees, 
respectively. The behaviors of the NSCF and E curves in Figs. 3.2 (a) and (b) 
demonstrate the better performance of the LSMO method than that of PREMO. 
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Figure 3.2. Changes in the SCF iterations NSCF (a) and energy difference E (hartree) 
(b) in the AIMC simulation of benzene. Broken and solid lines correspond to the 
PREMO and LSMO results, respectively. 
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Table 3.3 shows the average values of SCF iterations SCFN  and energy 
differences E  of the AIMC simulations of benzene with varied T and Rmax values, 
where R  meaning the average displacement should become half of Rmax. While all 
atoms are displaced at each MC step in case (A), a randomly selected single atom 
moves in case (B). Furthermore, the acceptation rates A in the Metropolis decision are 
tabulated. As is well known, the acceptation rate increases at higher temperature and/or 
smaller displacement. Note that the rate shows a drastic decrease at T = 50 K in case 
(A): namely, 76.7%, 22.0%, and 4.3% for Rmax = 0.01, 0.05, and 0.1 Å, respectively. 
As the maximum displacement Rmax increases, the average energy difference 
E  increases monotonically in both cases. The variations in E  for LSMO are 
considerably larger than those for PREMO. On the other hand, the dependence on the 
temperature is comparatively small. When Rmax changes from 0.01 to 0.1 Å at any 
temperature, the order of E  for LSMO changes from 10-7 to 10-3 (in hartrees) in case 
(A) and from 10-6 to 10-4 in case (B), whereas that for PREMO varies from 10-4 to 10-2 
in case (A) and 10-5 to 10-3 in case (B). As a result, SCFN  increases for larger Rmax. 
The ratio of SCFN  between LSMO and PREMO becomes worse for larger Rmax 
values as well. 
Table 3.4 shows the results of the AIMC simulations with T = 50 K for the 
systems listed in Table 3.2. The results of the AIMC simulations with T = 500 K are 
available in the Appendix. The average values of the SCF iterations SCFN  and the CPU 
times for SCF SCFT  and total TotalT  are compared between PREMO and LSMO. The 
average displacement R and acceptation rate A are also listed in Table 3.4. The R 
values in any systems are close to 0.005 Å, which is half the maximum displacement 
Rmax, and A falls in the range of 23.7% – 84.3%. The SCF iterations SCFN  and the 
CPU time SCFT  for LSMO are commonly smaller than those for PREMO. The ratios of 
SCFT  between LSMO and PREMO are in the range of 57.8% – 96.5%. The ratio might 
decrease in larger systems. 
A larger number of k was required in the AIMC simulations: approximately twice 
the degrees of freedom for atomic coordinates. This is remarkably different from the 
AIMD case, where k is less than 10. This difference may be explained by the difficulty 
in predicting the MO from the random walk in the MC simulation. 
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Table 3.3. Acceptation rate A and average values of displacement R  (Å), energy 
difference E  (hartree), and SCF iterations SCFN  in the AIMC simulations of 
benzene. 
    PREMO (Conventional)  LSMO 
T (K) Rmax (Ả)  A        
(A) All atoms moved at each steps       
50 0.01 0.005  76.7% 1.4×10-4 4.6  7.2×10-7 2.9  (62.3%)  
 0.05 0.025  22.0% 4.8×10-3 6.0  1.1×10-4 4.4  (73.7%)  
 0.1 0.054  4.3% 2.1×10-2 6.7  1.7×10-3 5.5  (83.0%)  
        
500 0.01 0.005  94.0% 1.2×10-4 4.5  1.1×10-6 3.1  (68.5%)  
 0.05 0.025  66.7% 3.6×10-3 6.2  3.4×10-4 5.1  (82.2%)  
 0.1 0.049  34.3% 1.7×10-2 7.1  3.1×10-3 6.3  (89.1%)  
        
1000 0.01 0.005  96.3% 1.1×10-4 4.5  8.6×10-7 3.0  (65.5%)  
 0.05 0.026  83.0% 3.6×10-3 6.6  4.3×10-4 5.6  (84.7%)  
 0.1 0.050  59.0% 1.6×10-2 7.6  3.6×10-3 6.9  (91.1%)  
(B) Randomly selected one atom moved at each step      
50 0.01 0.005  88.7% 1.1×10-5 3.4  8.5×10-7 1.9  (54.8%)  
 0.05 0.024  76.3% 3.2×10-4 4.5  2.8×10-5 3.3  (72.3%)  
 0.1 0.049  60.7% 1.3×10-3 5.1  1.5×10-4 4.1  (79.0%)  
        
500 0.01 0.005  99.3% 8.0×10-6 3.3  1.2×10-6 1.8  (56.4%)  
 0.05 0.025  92.0% 2.6×10-4 4.5  2.6×10-5 3.4  (75.3%)  
 0.1 0.048  82.3% 1.1×10-3 5.1  2.7×10-4 4.3  (84.3%)  
        
1000 0.01 0.005  99.7% 9.1×10-6 3.4  1.5×10-6 1.9  (57.0%)  
 0.05 0.025  96.3% 2.5×10-4 4.5  2.9×10-5 3.6  (79.9%)  
  0.1 0.051  88.0% 1.2×10-3 5.2  3.2×10-4 4.5  (87.3%)  
a The ratio of SCFN  with respect to the PREMO result is shown in parentheses. 
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3.3.4. Geometry optimization 
 
This subsection describes the application of the LSMO method to the geometry 
optimization of retinal. This optimization was accomplished after 49 steps. Figure 3.3 
illustrates a snapshot of the representative molecular structures of retinal in the 
optimization process. Although the final geometry, denoted as (f), has a quasi-planar 
structure, the initial geometry of (a) has a bisect structure with a torsion around the 
C9-C10 bond. At earlier steps the geometry, especially the dihedral angle  between 
C8-C9-C10 and C9-C10-C11 planes, changed drastically: i.e.,  = 109.8, 177.4, and 
179.6° at the (a) 1st, (b) 5th, and (c) 10th steps, respectively. On the other hand, the 
geometry change was much smaller after 20 steps:  = 178.2, 177.8, and 177.8° at (d) 
20th, (e) 30th, and (f) 49th (final) steps, respectively. In order to utilize all information, 
the degree of extrapolation k at the nth iteration is set to (n-1). 
Figure 3.4 shows the changes in the BO potential energy E, the average 
displacement R, the number of SCF iterations NSCF, and the energy difference in Eq. 
(3.11) E during the geometry optimization for the PREMO and LSMO results. The 
potential energy E decreases rapidly and monotonically at earlier steps. The 
displacement R decays to zero with oscillations. The SCF iterations NSCF gradually 
decreases in both cases. The NSCF values for LSMO are less than those for PREMO 
except for the 7th and 12th steps. The difference in NSCF between PREMO and LSMO 
seems large in the late stage of the geometry optimization. One of the reasons is that the 
geometric changes in the late steps are smaller than those in the early steps. Note that 
NSCF = 1 at 44th – 46th and 49th steps for LSMO. On the other hand, the PREMO 
method requires 6 iterations even in the final stage of the optimization: 40th – 49th steps. 
A similar trend is observed for the E curves. 
The numbers of SCF iterations during the geometry optimization come to grand 
totals of 444 and 355 for PREMO and LSMO, respectively. Namely, the present LSMO 
method has enabled reduction of the SCF cycles by ~20% from the conventional 
PREMO method. The total CPU times for PREMO and LSMO amount to 16,932 and 
14,494 s, respectively. Consequently, LSMO has resulted acceleration of 14.4% in 
comparison with the conventional method. 
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Figure 3.3. Snapshot of the molecular structures of retinal in the geometry optimization 
process.
 56
 
Geometry optimization step
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Figure 3.4. Changes in the BO potential energy E (hartree) (a), displacement R (Å) (b), 
energy difference E (hartree) (c), and SCF iterations NSCF (d) in the geometry 
optimization of retinal. Broken and solid lines correspond to the PREMO and LSMO 
results in (c) and (d), respectively. 
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3.4. Concluding remarks 
 
In this Chapter, the author has proposed an alternative method for predicting initial 
guesses for the SCF calculations in the AIMD/AIMC simulations and geometry 
optimization. The present method, called LSMO, is based on the idea of the LIMO 
method,14 which expresses the initial guess of MOs at the next step in an AIMD 
simulation by a linear combination of previous converged MOs. Since the time 
information was required for determining the linear combination coefficients, the LIMO 
method was applicable only to the AIMD simulations. In contrast, the present LSMO 
method adopts the geometric information, which is more general than the time in 
molecular simulations. The extrapolation with the least-squares criterion using 
coordinate deviations, of which the final working equation is identical to DIIS except 
for the error vector, is adopted for the determination of the coefficients.  
Numerical applications of LSMO to AIMD have clarified that the performance of 
LSMO is significantly higher than that of conventional PREMO one and is comparable 
and/or slightly better than that of the previous LIMO one. The acceleration of SCF 
convergence by LSMO can be confirmed in AIMC simulations with various conditions 
and/or systems. The applicability of LSMO to geometry optimization is expected to 
gain wider attraction. 
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Chapter 4 
 
Theoretical Study of Bond-Switching in  
1,6-Diazadihydrothio (6aS) pentalene (10-S-3) Systems 
Compared with Corresponding Oxygen Analogues 
 
 
4.1. Introduction 
 
Bond-switching equilibration, i.e., ring transformation equilibrium, of a 
5-(1-aminoethylimino)-3-methyl-1,2,4-thiadiazole (1) system, as shown in Scheme 4.1, 
was first reported1,2 in 1979 and firmly established by the use of a 15NH2 group.3,4 
Furthermore, it was found that the rate was extremely accelerated by acid. An 
intermediate 1-B, which has 10-S-3 sulfurane (three coordinate hypervalent sulfurane 
bearing two equatorial lone pair electrons) consisting of a three-center four-electron 
(3c-4e) bond, was invoked to realize the equilibrium between 1-A() and 1-A(). 
 
C
N S
C
N
OEt
C
N MeMe
C
N S
C
N
15NH2
C
N MeMe
C
H2N S
C
N
15N
C
N MeMe
C
N S
C
N
15N
C
N MeMe
H H
15NH3
1-A( )
1-B
1-A( )
 
Scheme 4.1. Bond-switching equilibration of 1. 
 
The same type of bond-switching equilibration was reported for a 
5-(2-aminovinyl) isothiazole (2) system,5 as shown in Scheme 4.2, and detailed kinetic 
study was also carried out by using a 15NH2 group.6 
Since the discovery of bond-switching equilibration, a mechanism assuming 
consecutive 1,5-hydrogen shift (pathway A) has been proposed, based on the fact that 
the rate of equilibration is faster in a non-polar benzene solvent than in a polar dimethyl 
sulfoxide (DMSO) solvent. Pathway B was also shown to take part based on the shift of 
deuterium [N-D to C-D]. Such type of compounds 2-B, i.e., Sulfurane-II, were 
synthesized as stable intermediates, in which two hydrogens are substituted by methyl 
groups (3 and 4 in Chart 4.1).7-10 
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Scheme 4.2. Bond-switching equilibration of 2. 
 
 
N S
N
N
N PhPh
Me Me
N S N
Me Me
3 4  
Chart 4.1. Structures of Sulfurane-II, 3 and 4. 
 
Attempts to estimate the hypervalent N-S-N bond energy was carried out by 
employing the skeleton of 1 fused with two pyrimidine rings (5), as shown in Scheme 
4.3. The rotational barrier of this process was experimentally determined to be 16.6 kcal 
mol-1 by measuring coalescence of the two methyl groups.11 The theoretical study12 
gave a close number, 15.7 kcal mol-1. However, this process involves not only the bond 
change from the hypervalent N-S-N bond to the normal N-S single-bond but also the 
aromaticity change of the skeleton. Therefore, the hypervalent N-S-N bond energy itself 
could not be evaluated experimentally. 
 
5-a 5-b
N S
N
Na
N NbN MeMe
Me Me
N S
N
Nb
N NaN MeMe
Me Me
N S
N NNMe
Me
Nb
Na Me
Me
 
Scheme 4.3. Rotation of pyrimidine ring in 5. 
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On the other hand, such phenomenon cannot be found for the corresponding 
oxygen analogues, i.e., 1,2,4-oxadiazole and isoxazole systems (6) in Scheme 4.4.6 The 
difference between 2 and 6 is only the center atom. 
 
C
N O
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C
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C
C Ar(2)Ar(1)
H H
6-A( )6-A( )
C
H2N O
C
C
15N
C
C Ar(2)Ar(1)
H H
 
Scheme 4.4. Bond-switching equilibration of 6. 
 
However, no experimental studies have been performed so far to detect or to 
scrutinize the 10-S-3 intermediate (Sulfurane-I or Sulfurane-II) in bond-switching 
equilibration between A() and A(). The aim of this chapter is to clarify the reaction 
mechanism for the bond-switching equilibration on sulfur (7 and 8) and oxygen (9 and 
10), employing simplified models as shown in Scheme 4.5. 
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Scheme 4.5. Bond-switching equilibration of 7-10. 
 
In this model, the pathway from A() to B is the same as that from A() to B, 
because B is symmetric. The author considers two types of pathways for each model. 
The first type is a unimolecular reaction path as described in Scheme 4.2. The second 
type is a bimolecular reaction path in neutral and acidic conditions. 
The organization of this Chapter is as follows. Section 4.2 presents the 
computational methods adopted in this Chapter. Section 4.3 describes the results and 
discussion, which involves the geometric structures of reactants (4.3.1), unimolecular 
reactions (4.3.2), bimolecular reactions in neutral and acidic conditions (4.3.3, 4.3.4), 
and electronic structures and bond energies for the hypervalent intermediates (4.3.5, 
4.3.6). Concluding remarks are summarized in Section 4.4. 
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4.2. Computational details 
 
This Chapter theoretically examined both unimolecular and bimolecular reaction 
mechanisms for the bond-switching equilibrations of sulfur (7 and 8) and oxygen (9 and 
10) compounds in Scheme 4.5, which involve two proton transfers from the right to the 
left nitrogen atoms. The bimolecular reactions were considered in neutral and acidic 
conditions for 7. 
The geometries of expected intermediates as well as reactants and products were 
optimized by density functional theory (DFT) calculations with the B3LYP hybrid 
functional,13 which consists of the Hartree-Fock exchange, the Slater exchange,14 the 
Becke (B88) exchange,15 the Vosko-Wilk-Nusair (VWN5) correlation,16 and the 
Lee-Yang-Parr (LYP) correlation17 functionals. The correlation consistent polarization 
plus valence triple zeta (cc-pVTZ) basis sets of Dunning18,19 were adopted. In the 
geometry optimizations, solvent effects were not taken into account. Namely, the 
calculations correspond to a gas phase, or in other words, to an ideally non-polar solvent 
with the dielectric constant  = 1. 
The transition states (TSs) were also obtained at the same level of theory. 
Frequency analyses were performed to confirm the stable geometries without imaginary 
frequencies and the TSs with one imaginary one. Furthermore, to confirm that the 
obtained TSs connect with the adjacent intermediates, the intrinsic reaction coordinate 
(IRC) calculations were performed with the correlation consistent polarization plus 
valence double zeta (cc-pVDZ) basis sets.20-24 The IRC results are presented in 
supporting materials (Table 4.1A and Figs. 4.1A-4.9A). 
The solvent effects were calculated by using the integral equation formalism for 
the polarizable continuum model (PCM).25-27 Single-point energy calculations fixing at 
the gas-phase geometries were performed with the solvent effects corresponding to 
benzene and DMSO: i.e.,  = 2.247 and 46.7 in the PCM, respectively. The above 
first-principle calculations were carried out in the Gaussian 03 suite of programs.28 
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4.3. Results and discussion 
 
4.3.1. Structure of reactants 
 
Starting compounds, 7-10, are expected to have stable geometries of A() or A’(). 
A’() forms are obtained by rotation of the C(5)-Y(6) single-bond of A() forms. Figure 
4.1 shows the optimized geometries of A(), A’(), and the TSs in between, which were 
obtained at the B3LYP/cc-pVTZ level of theory. Here, only the A’() form was obtained 
for 8, while the others gave both structures. 8-A() was obtained as a TS with the 
relative energy of 9.1 kcal mol-1. For 7 and 9 with Y(4)=Y(6)=CH, the A() form is more 
stable than A’(), because of repulsion between hydrogen on C(4) and Ha on N(8) in the 
A’() form. On the other hand, A’() is more stable in 8 and 10 with Y(4)=Y(6)=N, in 
which the hydrogen bonding interaction between N(4) and Ha is considered to stabilize 
the A’() form. The energy barriers with respect to the stable structures were estimated 
to be 4.2, 8.2, and 8.2 kcal mol-1 in 7, 9, and 10, respectively. These small barriers 
suggest that the equilibrations between A() and A’() can be easily accomplished. 
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Figure 4.1. Geometries (in Å) and energetics (in kcal mol-1) for the C(5)-Y(6) rotation in 
7-10. 
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4.3.2. Unimolecular reaction path 
 
The author investigated a unimolecular reaction path from A()/A’() to 
A()/A’(), which involves two hydrogen transfers. Geometries of intermediates for the 
stepwise hydrogen transfer and their corresponding TSs were obtained at the 
B3LYP/cc-pVTZ level of theory. 
Figure 4.2 shows the obtained geometries for the reactant, product, intermediates, 
and corresponding TSs and their relative energies with respect to the reactant, 7-A(). 
The first intermediate 7-C() bearing an S(1)-Ha bond was obtained with relative 
energies of 49.4, 49.8, and 50.5 kcal mol-1 in the gas phase, benzene, and DMSO, 
respectively; hereafter, the energies in the three conditions are described as 
49.4/49.8/50.5 kcal mol-1. Relative energies of TS between 7-A() and 7-C() are 
51.9/52.6/53.5 kcal mol-1. As seen here, the solvent effect is comparatively small in this 
process: i.e., less than –2 kcal mol-1. The process is formally a 1,5-hydrogen shift which 
proceeds via pseudo six-member ring (S(1)-C(5)-C(6)-C(7)-N(8)-Ha). 7-C() corresponds to 
Sulfurane-I in Scheme 4.2, in which the S(1)-Ha bond is out-of-plane and S(1)-N(2) and 
S(1)-N(8) distances are 1.690 and 2.507 Å, respectively. Ha further shifts to N(2) from S(1), 
yielding a symmetric intermediate 7-B(sym) through the TS at 72.0/72.8/73.9 kcal mol-1. 
This process is assigned to 1,5-hydrogen shift (or to 1,2-hydrogen shift). 7-B(sym), 
which corresponds to Sulfurane II in Scheme 4.2, is relatively stable because of the 
hypervalent N-S-N bond as well as the -electron delocalization. 
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Figure 4.2. Geometries (in Å) and energetics (in kcal mol-1) for the unimolecular 
bond-switching in 7. 
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A second hydrogen Hb transfers from N(8) to S(1) in the process between 7-B(sym) 
and 7-C(). Due to the symmetry, the relative energies of the intermediates and TSs 
from 7-B(sym) to 7-A() are equal to those of the corresponding states from 7-A() to 
7-B(sym). The existence of the high barriers suggests that the unimolecular reactions 
from 7-A() to 7-A() are energetically unfavorable both with and without solvent 
effects. 
Figure 4.3 describes the results for 8. The pathway is similar to 7, as shown in Fig. 
4.2. The main difference appears in the stable structure of the reactant as well as the 
product. The highest energy barriers of 74.7/74.4/73.7 kcal mol-1 suggest that the 
unimolecular processes are unfavorable both in the gas phase and in the benzene and 
DMSO solvents. 
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Figure 4.3. Geometries (in Å) and energetics (in kcal mol-1) for the unimolecular 
bond-switching in 8. 
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Figure 4.4 shows the results for 9. The reactant and the product are described in 
the 9-A() and 9-A() forms, respectively. Contrary to the existence of the 7-C() and 
8-C() intermediates with the S-H bond in Figs. 4.2 and 4.3, such intermediates having 
the O-H bond could not be obtained in the process from 9-A() to 9-A(). As a result, 
the hydrogen transfer occurs directly from N(8) to N(2) through a sterically congested TS, 
of which energies however are 70.5/71.2/72.0 kcal mol-1 higher than those of the 
reactants. The process is formally a 1,7-hydrogen shift. It should be notable that the 
intermediate 9-B() with the N(2)-Ha and N(8)-Hb bonds possesses an asymmetric 
structure, in which the N(2)-O(1) and N(8)-O(1) distances are 1.428 and 2.856 Å, 
respectively, and the opposite is true for 9-B(). Furthermore, the symmetric structure 
of 9-B(sym) is not a stable intermediate but a TS. It suggests that it is more difficult for 
oxygen to form hypervalent bonding than sulfur. The relative energies of 70.8/71.1/71.3 
kcal mol-1 with respect to the reactant are comparable with those of the TS between 
9-A() and 9-B(). Because the energy barrier estimated by the energy difference 
between the TS and the previous intermediate (or reactant) determines the kinetics in 
each primary step as the transition-state theory suggests, the first step shown in Fig. 4.4 
corresponds to a rate-determining process. The existence of high barriers in this process 
confirms the unreality of the unimolecular reaction. 
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Figure 4.4. Geometries (in Å) and energetics (in kcal mol-1) for the unimolecular 
bond-switching in 9. 
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Figure 4.5 describes the results for 10. The reactant and the product are similar to 
8, as shown in Fig. 4.3: i.e., A’() and A’() forms. The process in Fig. 4.5 resembles 
that in Fig. 4.4. Namely, the first hydrogen transfer, of which barriers are 71.1/72.0/73.2 
kcal mol-1, occurs directly from N(8) to N(2). The symmetric structure of 10-B(sym) is a 
TS. The calculated data suggests the unreality of the process due to high barriers. 
 
 
C(3)
N(2) O(1)
C(5)
N(4) N(6)H
C(7)
N(8)
Ha
Hb
H
O N(8)
C
N
C
H
N
C
N(2)
Ha
Hb
H
10-A’( )
0.00 /  0.00  / 0.00
TS[ -B(sym)]
68
10
.77 / 68.17 / 67.12
1.455
1.
30
4
1 .
35
61. 377
1.3
17
1.31
2
1.3 52
1.36 3
N(2) O
C
N
C
N
C
N(8)
Ha
Hb
H
H C
N(2) O(1)
C
N
N(8)
C
N
Hb
HH
Ha
C
N(2) O(1)
C
N
N(8)
C
N
Hb
HH
HaO
C
N
N
C
N H
C
NH
Hb
Ha
10-B( )
34.57 / 32.75 / 30.03

10-B( )
34.57 / 32.75 / 30.03

C
N(2) O(1)
C
N
N(8)
C
N
Hb
HH
Ha
TS
71.08 / 72.01 / 73.21
TS
71.08 / 72.01 / 73.21
1.406
2.826
1.
40
1
1.
37
8
1.
27
2
1.
29
5
1.
36
6
1.
29
5
1 .2
85
1.3
28
1. 390
1. 338
1.2
66
1. 3
38
1.386
1.3 28
1.404
1.
34
4
1.
29
8
1.
30
0
1 .3
64
1.3 21
1.3
51
1.337
10-A’( )
0.00 / 0.00 / 0.00
1,7-H  shift [N  to N  ]a (8) (2)
1,7-H  shift [N  to N  ]b (8) (2)
1.515
1.235
1.913 1.913
[ in gas / benzene / DMSO ]
 
Figure 4.5. Geometries (in Å) and energetics (in kcal mol-1) for the unimolecular 
bond-switching in 10. 
 
 
Figure 4.6 summarizes the energy diagrams for the unimolecular bond-switching 
reactions of 7-10, as shown in Figs. 4.2-4.5. In Figs. 4.6 (a) for 7 and (b) for 8 with the 
center atom X(1)=S, four 1,5-hydrogen shifts occur and 7-B(sym) and 8-B(sym) are 
obtained as stable intermediates. On the other hand, two 1,7-hydrogen shifts and one 
bond change are included in the pathway for 9 and 10 with X(1)=O. In all cases, the 
highest barriers are around 70 kcal mol-1. The solvent effect by benzene and DMSO 
leads minor change for the barriers. The substitutions at Y(4) and Y(6) do not change the 
energy diagrams in any significance except for the reactant and product structures. 
Therefore, it is concluded that the unimolecular bond-switching reactions cannot 
proceed thermally.
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Figure 4.6. Energy diagrams (in kcal mol-1) for the unimolecular bond-switching 
reactions in 7 (a), 8 (b), 9 (c), and 10 (d). 
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4.3.3. Bimolecular reaction path in neutral conditions 
 
In this subsection, the author investigated a bimolecular bond-switching reaction 
with two molecules of 7 in neutral conditions. Figure 4.7 shows geometries and relative 
energies in the bimolecular bond-switching reaction path of 7. In the first step, two 
hydrogen bonds between Hc and N(2) and between Ha and N(2) are formed to create a 
dimer intermediate, [7-A()+7-A()], of which relative energies are -4.3/-1.8/1.3 kcal 
mol-1. The stabilization energy by dimerizaiton is slightly larger in the non-polar solvent, 
benzene, than in the polar solvent, DMSO. In particular, the dimerizaiton in DMSO is 
an endothermic process. The geometry of [7-A()+7-A()] dimer is symmetric. Next, 
both Hc and Ha shifts to N(2) in the upper and lower molecules, respectively, forming 
two 7-B(sym). The relative energies of the TS and [7-B(sym)+7-B(sym)] intermediate 
are 35.2/38.5/42.4 and 22.0/23.7/25.5 kcal mol-1, respectively. A symmetric structure 
could not be obtained for the TS. The asymmetric geometry of TS, in which R(Hc-N(2)) 
= 1.240 Å and R(Ha-N(2)) = 1.096 Å, indicates that hydrogen shifts of Hc and Ha take 
place concertedly, but with a timing gap. Two 7-B(sym) change to two 7-A() with the 
same reaction mechanism between two 7-A() and two 7-B(sym). 
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Figure 4.7. Geometries (in Å) and energetics (in kcal mol-1) for the bimolecular 
bond-switching reaction of 7 in neutral conditions. 
 
 
Figure 4.8 describes the energy diagram for the bimolecular bond-switching 
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reaction of 7 in neutral conditions, as shown in Fig. 4.7. The relative energies of 
intermediates and TSs in DMSO are higher than in benzene. The energy barriers are 
39.5 [35.21 - (-4.25)], 40.2 [38.45 - (-1.76)], and 41.2 [42.43 - 1.27] kcal mol-1 in the 
gas phase, benzene, and DMSO, respectively. These barriers are remarkably smaller 
than those for the unimolecular reaction path, as discussed in 4.3.2. Consequently, the 
present calculations suggest that the bimolecular reaction path can proceed thermally. 
Furthermore, the bimolecular bond-switching reaction in the benzene solvent is 
expected to be slightly faster than in the DMSO solvent, which is consistent with the 
experimental results.6 By the same token, the bimolecular bond-switching reaction of 8 
could occur. However, the bimolecular reactions of 9 and 10 cannot take place because 
of the existence of high barriers at 9-B(sym) and 10-B(sym). 
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Figure 4.8. Energy diagrams (in kcal mol-1) for the bimolecular bond-switching 
reaction of 7 in neutral conditions. 
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4.3.4. Bimolecular reaction path in acidic conditions 
 
In this subsection, the author investigated a bimolecular reaction of 7 in acidic 
conditions, namely with a proton source H3O+. Although the previous experimental 
studies6 used benzene and DMSO as solvents, a small amount of acid and/or water can 
be a contaminant even under carefully dried conditions. Thus, the model adopting H3O+ 
is thought to be reasonable in acidic conditions. 
Figure 4.9 describes a product structure in a reaction between 7-A() and H3O+. 
H+ is transferred from H3O+ to N(2), generating [7-A()+H]+ cation and H2O. The heats 
of reaction are -61.5/-42.7/-28.1 kcal mol-1 in the gas phase, benzene, and DMSO, 
respectively. The exothermic behavior suggests that the [7-A()+H]+ cation can be 
produced easily and quickly in acidic conditions. It should be noted that the process is 
considerably affected by the polarity of the solvent. 
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Figure 4.9. Geometries (in Å) and energetics (in kcal mol-1) for the reaction of 7-A() 
and H3O+. 
 
Next, the author examined a bimolecular reaction with neutral 7-A() and cationic 
[7-A()+H]+, shown in Fig. 4.10. The TSs could not be obtained in this case. Ha on N(8) 
in the [7-A()+H]+ cation shifts to N(2) in the neutral 7-A() through 
[7-A()+H+7-A()]+ cation dimer, which has an asymmetric N(8)-Ha-N(2) bond [1.028 
and 1.914 Å]. The solvent effect is also of significance: namely, -78.4/-51.9/-30.6 kcal 
mol-1. The decomposition of the cation dimer gives 7-B(sym) and [7-A()+H]+. By the 
same reaction mechanism, 7-A() and [7-A()+H]+, of which relative energies are 
-50.5/-30.8/-15.4 kcal mol-1, are produced. 
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Figure 4.10. Geometries (in Å) and energetics (in kcal mol-1) for the bimolecular 
bond-switching reaction of 7 in acidic conditions. 
 
Figure 4.11 summarizes the energy diagram for the bimolecular bond-switching 
reaction of 7 in acidic conditions, as shown in Figs. 4.9 and 4.10. The three energy 
diagrams corresponding to the gas phase, benzene, and DMSO are apart from each other, 
in comparison with the neutral conditions in Figs. 4.6 and 4.8. It indicates that the 
solvent effect is essential for the process. The first step, in which a proton transfers from 
H3O+ to 7-A(), is a considerably exothermic process. The second step giving the 
[7-A()+H+7-A()]+ cation dimer is also exothermic. Although the third step is 
endothermic, the barrier heights are estimated to be 27.8 [-50.53 - (-78.36)], 21.0 
[-30.84 - (-51.87)], and 15.2 [-15.36 - (-30.56)] kcal mol-1 in the gas phase, benzene, 
and DMSO, respectively. The barriers are significantly smaller than the bimolecular 
reaction in the neutral conditions shown in Fig. 4.8: i.e., 39.5/40.2/41.2 kcal mol-1. 
Therefore, it is concluded that the acid can greatly catalyze the bond-switching reaction, 
which agrees with the experimental study concerning 8.3,4 In a similar mechanism, the 
bimolecular bond-switching reaction of 8 is theoretically expected. On the contrary, it is 
speculated that the reaction of 9 and 10 cannot proceed easily because of the high 
barriers at 9-B(sym) and 10-B(sym). As a result, the stability of B(sym) plays a key role 
for the bond-switching reaction. 
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Figure 4.11. Energy diagrams (in kcal mol-1) for the bimolecular bond-switching 
reaction of 7 in acidic conditions. 
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4.3.5. Molecular orbitals for hypervalent N-S-N bond 
 
The key compounds in the bond-switching equilibrations are B(sym) possessing 
the hypervalent 3c-4e bondings, in which four electrons enter bonding and non-bonding 
orbitals, and anti-bonding orbitals are unoccupied.29-31 To confirm the 3c-4e interactions 
in 7-B(sym) and 8-B(sym), the author examined the MOs corresponding to the bonding, 
non-bonding, and anti-bonding orbitals. Since the 3c-4e MOs further interact with other 
 orbitals of two five-member rings, the three 3c-4e MOs are delocalized, as shown in 
Fig. 4.12. The delocalization seems large in the bonding MOs: HOMO-6 in 7-B(sym) 
and HOMO-7 in 8-B(sym). It should be noted that the s orbital of S is mixing in the 
non-bonding MOs. The anti-bonding MOs, which are LUMO+2 in 7-B(sym) and 
8-B(sym), are comparatively localized at the 3c-4e bond. 
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Figure 4.12. Bonding, non-bonding, and anti-bonding orbitals for the hypervalent 
N-S-N bond. 
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4.3.6. Bond energy for hypervalent N-S-N bond 
 
Finally, the author estimated the strengths of hypervalent N-S-N bonds in 
7-B(sym) and 8-B(sym). The author examined two processes, namely, rotations of 
C(5)-Y(6) double-bond and Y(6)-C(7) single-bond. In addition to the double-/single-bond 
rotation, these processes involve the cleavage of S(1)-N(8) bond, and the changing of 
S(1)-N(2) bond from a hypervalent-type interaction to a normal single-bond. Figure 4.13 
shows the geometries of the compounds in these reactions and their relative energies 
with respect to 7-A()/8-A() at the B3LYP/cc-pVTZ level of theory. These 
calculations do not include a solvent effect, which is expected not to be of importance 
for these neutral compounds. The relative energies of the TSs are also described in the 
figure. 
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Figure 4.13. Geometries (in Å) and energetics (in kcal mol-1) for the C(5)-Y(6) and 
Y(6)-C(7) rotations in 7-B(sym) and 8-B(sym). 
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In both cases, the barriers for the double-bond rotations are higher than those for 
the single-bond rotations as expected. It should be noted that the energies of the 
products, namely, B’ and B’’, are sufficiently close to each other: namely, (22.5, 22.5) 
for (7-B’, 7-B’’) and (30.4, 28.8) for (8-B’, 8-B’’) in kcal mol-1, respectively. This 
indicates that the skeleton differences between B’ and B’’ demonstrated sufficiently 
small changes in energy. As a result, the energy difference between B(sym) and B’/B’’ 
mainly comes from the hypervalent N-S-N bond and the N-S single-bond. Since the 
N-S single-bond energy was observed to be 33.2 kcal mol-1 in HSNO,32 the hypervalent 
N-S-N bond energy is approximately estimated to be 44.7 and 50.1 kcal mol-1 in 
7-B(sym) and 8-B(sym), respectively.33 
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4.4. Concluding remarks 
 
The bond-switching equilibrations between A() and A() of 
5-(1-aminoethylimino)-3-methyl-1,2,4-thiadiazole (1) and 5-(2-aminovinyl) isothiazole 
(2) systems were investigated theoretically using model compounds of 7 (X(1)=S, 
Y(4)=Y(6)=CH), 8 (X(1)=S, Y(4)=Y(6)=N), 9 (X(1)=O, Y(4)=Y(6)=CH), and 10 (X(1)=O, 
Y(4)=Y(6)=N) in Scheme 4.5. Due to the hydrogen bonding, the stable geometries of the 
reactants in 8 and 10 are different from those in 7 and 9. The present results confirm that 
the unimolecular reactions cannot proceed due to the high energy barriers with/without 
solvent effects. On the contrary, the bimolecular processes with two molecules of 7 as 
well as 8 can be accomplished in neutral and acidic conditions, while they cannot in 9 
and 10 with the O center. These differences originate from the stability of the 
hypervalent N-S-N bond. The existences of the hypervalent 3c-4e N-S-N bonds were 
confirmed by the MO analysis. Furthermore, the strengths of the N-S-N bonds were 
evaluated. 
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Appendix 
 
Frequency analyses at the B3LYP/cc-pVDZ and B3LYP/cc-pVTZ levels were 
performed to confirm the transition states (TSs) with one imaginary frequency shown in 
Table 4.1A. Furthermore, to confirm that the obtained TSs connect with the adjacent 
intermediates, the intrinsic reaction coordinate (IRC) calculations with 
B3LYP/cc-pVDZ were performed (in Figs. 4.1A- 4.9A). 
 
 
Table 4.1A. Imaginary frequency (in cm-1) by frequency analysis at the 
B3LYP/cc-pVDZ and B3LYP/cc-pVTZ levels. 
 Imaginary frequency 
Entry B3LYP/cc-pVDZ B3LYP/cc-pVTZ
TS between 7-A() and 7-C()   612.52i 723.18i
TS between 7-C() and 7-B(sym)   1276.93i 1362.18i
TS between 8-A() and 8-C()   725.54i 870.29i
TS between 8-C() and 8-B(sym)   1324.80i 1392.53i
TS between 9-A() and 9-B()   1327.08i 1433.96i
TS[9-B(sym)]   723.55i 716.59i
TS between 10-A() and 10-B()   1345.66i 1438.47i
TS[10-B(sym)]   591.76i 599.44i
TS between two 7-A() and two 7-B(sym)  886.50i 1207.01i
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Figure 4.1A. IRC trajectory between 7-A() and 7-C() at B3LYP/cc-pVDZ. 
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Figure 4.2A. IRC trajectory between 7-C() and 7-B() at B3LYP/cc-pVDZ. 
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Figure 4.3A. IRC trajectory between 8-A() and 8-C() at B3LYP/cc-pVDZ. 
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Figure 4.4A. IRC trajectory between 8-C() and 8-B() at B3LYP/cc-pVDZ. 
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Figure 4.5A. IRC trajectory between 9-A() and 9-B() at B3LYP/cc-pVDZ. 
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Figure 4.6A. IRC trajectory between 9-B() and TS[9-B(sym)] at B3LYP/cc-pVDZ. 
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Figure 4.7A. IRC trajectory between 10-A() and 10-B() at B3LYP/cc-pVDZ. 
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Figure 4.8A. IRC trajectory between 10-B() and TS[10-B(sym)] at B3LYP/cc-pVDZ. 
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Figure 4.9A. IRC trajectory between two 7-A() and two 7-B(sym) at 
B3LYP/cc-pVDZ. 
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Chapter 5 
 
Theoretical Study of Hypervalent Bonds in 1,6-Diazadihydro- 
and 1,6-Dioxadihydrohetero (6aX) pentalene Systems  
(X=14-16 Groups) 
 
 
5.1. Introduction 
 
Experimental studies of the bond-switching equilibration of 
5-(1-aminoethylidene)amino-3-methyl-1,2,4-thiadiazole (1) and 5-(2-amino-1-propenyl) 
-3-methylisothiazole (2) systems with nitrogen-15 isotope, as shown in Scheme 5.1, 
were reported.1-6 An intermediate Bsym, which is symmetric and has 10-S-3 sulfurane 
(three coordinate hypervalent sulfurane bearing two equatorial lone pair electrons) 
consisting of a hypervalent three-center four-electron (3c-4e) bond in N-S-N, was 
invoked to realize the equilibrium between A() and A(). 
 
1
2
 : Y=N
: Y=CH
C
N S
C
Y
OEt
C
Y MeMe
C
N S
C
Y
15NH2
C
Y MeMe
C
N S
C
Y
15N
C
Y MeMe
H H
C
H2N S
C
Y
15N
C
Y MeMe
15NH3
A( )BsymA( )
 
Scheme 5.1. Bond-switching equilibration of 1 and 2. 
 
As derivatives of 2, 1,6-dioxadihydrothio (6aS) pentalene (2’) systems were also 
synthesized as stable compounds, which have symmetric geometries, Bsym, and 10-S-3 
sulfurane consisting of 3c-4e bond in O-S-O (in Chart 5.1).7,8 
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C
O S
C
C
O
C
C MeMe
H H
Bsym
2’  
Chart 5.1. Compound 2’. 
On the other hand, the bond-switching equilibration cannot be found for the 
corresponding oxygen analogues, i.e. 1,2,4-oxadiazole 3 and isoxazole 4 systems in 
Scheme 5.2.6 The differences between 1 and 3 and between 2 and 4 are only the central 
atoms. 
 
3
4
 : Y=N
: Y=CH
C
N O
C
Y
15NH2
C
Y MeMe
C
H2N O
C
Y
15N
C
Y MeMe
A( )A( )
 
Scheme 5.2. Bond-switching equilibration of 3 and 4. 
 
Chapter 4 theoretically investigated the reaction mechanism for the 
bond-switching equilibration on sulfur 14 and oxygen 13, employing the simplified 
models as shown in Scheme 5.3.9 In this model, the pathway from A() to Bsym is the 
same one from A() to Bsym, because of the symmetry. Geometries and energetics of the 
reactants, products, and intermediates were examined along unimolecular and 
bimolecular reaction paths by the density functional theory (DFT) calculations by taking 
into account solvent effects. Furthermore, the transition states (TSs) and the intrinsic 
reaction coordinates were investigated. The unimolecular reaction path had high energy 
barriers around 70 kcal mol-1 in 13 and 14. It was concluded that the unimolecular 
bond-switching reactions cannot proceed thermally, and the solvent effect leads minor 
change. 
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Scheme 5.3. Bond-switching equilibration of 5-16. 
 
In the bimolecular processes as shown in Scheme 5.4, the bond-switching reaction 
of 14 with X=S could be accomplished with the energy barrier of about 40 kcal mol-1. 
On the other hand, that of 13 with X=O could not occur even in the bimolecular 
processes, because 13-Bsym was obtained as a TS which leads a high energy barrier 
about 70 kcal mol-1. As a result, the stability of Bsym plays a key role for the 
bond-switching equilibration reaction. 
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C7
C6 HH
HbHc
H H
14 14- -A( )+ A( ) 
A( )
+
A( )


14-A( ) dimer
+ +
14 14- -BsymB +sym  
Scheme 5.4. Bimolecular reaction of 14. 
 
The aim of this Chapter is to clarify the stability of hypervalent compounds Bsym 
for wide variety of central atoms, group 14–16 and period 2-5 elements: 5-16 in Scheme 
5.3 and 5’-16’ in Chart 5.2, and estimate hypervalent bond energies of them. The 
compounds of numbers with prime are produced from corresponding nitrogen 
analogues in Scheme 5.3 by replacing NH to O at positions 2 and 8. The reason why the 
pentalene systems are adopted as models is as follows. The bond energy of hypervalent 
N-S bond was estimated as around 16.6 kcal mol-1 experimentally by employing 
1,6-diazadihydro (6aS) thiapentalene fused with two pyrimidine rings.10 Recent 
theoretical study on the same system obtained the corresponding energy as 15.7 kcal 
mol-1.11 Therefore, we here adopted the 1,6-diaza (or oxa) dihydrohetero (6aX) 
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pentalene systems for theoretical estimation of hypervalent bond energy of O-X and 
N-X of a variety of main group element (X). The discussion of the hypervalent bond 
based on the results is restricted to the systems. However, we expect at present that the 
results deserve as a first-step effort for comparing the hypervalent bonds with wide 
variety of central atoms, group 14–16 and period 2-5 elements, which will give a 
motivation not only of theoretical studies but also of experimental ones hereafter. 
 
 
C3
O2 X
C5
C4
O8
C7
C6 HH
H H
13’ 16’- :X=O, S, Se, Te
9’ 12’- :X=NH, PH, AsH, SbH
5’ 8’- :X=CH , SiH , GeH , SnH2 2 2 2
Bsym
 
Chart 5.2. Compounds 5’-16’. 
 
The organization of this Chapter is as follows. Section 5.2 presents the 
computational methods adopted in this study. Section 5.3 describes the results and 
discussion, which involves the geometric structures, energies, and estimation of 
hypervalent bond energies of Bsym in 5’-16’ (5.3.1) and in 5-16 (5.3.2), and the 
bond-switching reactions of 5-16 (5.3.3). Concluding remarks are summarized in 
Section 5.4. 
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5.2. Computational method 
 
The present study theoretically examined the compounds of 5-16 in Scheme 5.3 
and their oxygen analogues 5’-16’ in Chart 5.2. The geometries were optimized by the 
DFT calculations with the B3LYP hybrid functional,12 which consists of the 
Hartree-Fock exchange, the Slater exchange,13 the Becke (B88) exchange,14 the 
Vosko-Wilk-Nusair (VWN5) correlation,15 and the Lee-Yang-Parr (LYP) correlation16 
functionals. The correlation consistent polarization plus valence triple zeta (cc-pVTZ) 
basis sets of Dunning17,18 for atoms of period 1-4 elements, and cc-pVTZ with 
small-core relativistic pseudopotentials (cc-pVTZ-pp)19 for atoms of period 5 elements 
were adopted. Geometry optimizations of Bsym were performed maintaining a Cs or C2 
symmetry. Frequency analyses were performed in order to check the stable geometry 
with no imaginary frequencies or the TS with one imaginary frequency. The above 
first-principle calculations were carried out in the Gaussian 03 suite of programs.20 
Since the study in Chapter 4 of 13 and 14 showed that a solvent effect is minor matter in 
energy for the stability of Bsym as well as A, the present calculations do not include the 
effect. 
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5.3. Results and discussion 
 
5.3.1. O-X-O hypervalent bonds 
 
This section shows the theoretical investigation of geometries and energies of Bsym 
of 5’-16’ in Chart 5.2 and the estimation of the O-X-O hypervalent bond energies. 
Figure 5.1 shows the geometries of Bsym. In each system, the bond length of X1-O2 is 
equal to that of X1-O8 because of fixing the Cs or C2 symmetry. For the cases of groups 
14 and 16, the species of Bsym had C2v symmetry, i.e. dihedral angle O2-X1-C5-O8 
was equal to 180º and the pentalene skeleton was planar. For the cases of group 15, the 
species of Bsym had Cs symmetry with 168.7º – 175.1º of O2-X1-C5-O8, which were 
approximately in plane. The compounds with the central atoms X1 of period 3-5 
elements were obtained as stable structures. On the other hand, Bsym with the central 
atoms X1 of period 2 elements were obtained as TSs: i.e. 5’-Bsym, 9’-Bsym, and 13’-Bsym. 
The bond lengths of C5-X1 increase as higher period elements with the same group: for 
example, 1.492, 1.900, 1.964, and 2.147 Å for [5’:CH2], [6’:SiH2], [7’:GeH2], and 
[8’:SnH2], respectively. This trend is owing to the increase of the atomic radius for 
higher period element. The bond lengths of X1-O2 and X1-O8 also show a similar trend 
except for the relationships between periods 2 and 3. For example, 1.959 Å for [5’:CH2] 
is longer than 1.907 Å for [6’:SiH2]. This inversion might be related with the strength of 
the O-X-O hypervalent bond. 
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Figure 5.1. Geometries of Bsym of 5’-16’ (in Å). 
 
 
Next, we estimated bond energies of the hypervalent O-X-O bonds in Bsym by 
investigating two processes to cleave the X1-O8 bonds, namely, rotation of C5-C6 or 
C6-C7 bond, giving B’() or B”(), respectively, as shown in Scheme 7.5. These 
processes involve the change of the character of X1-O2 bond from a hypervalent bond 
to a normal covalent bond in addition to the cleavage of the X1-O8 hypervalent bond. 
 
C3
O2 X
C5
C4
H
C7
C6 O8H
H H
C3
O2 X
C5
C4
H
C6H
H C7
O8 H
C3
O2 X
C5
C4
O8
C7
C6 HH
H H
BsymB’( ) B”( )  
Scheme 5.5. Rotations of C5-C6 and C6-C7 bonds of 5’-16’ systems. 
 
Consequently, the energy difference between B’ and Bsym or between B” and Bsym, 
E(B’) or E(B”), is approximately equivalent to the difference between the O-X-O 
hypervalent bond energy, EHB(O-X-O) (=2EHB(O-X)) and the O-X covalent bond energy, 
ECB(O-X): 
 E(B’)≈E(B”)≈EHB(O-X-O)–ECB(O-X) 
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              =2EHB(O-X)–ECB(O-X)    (5.1) 
In order to estimate ECB(O-X), we calculated HOXH, HO·, and ·XH molecules at the 
same level: 
 ECB(O-X)≈E(HO·)+E(·XH)-E(HOXH)    (5.2) 
The approximate estimations of EHB(O-X-O) and ECB(O-X) by Eqs. 5.1 and 5.2 
postulate that the covalent bond energies of O-X in HOXH are close to those in B’ and 
B”, in which the O-X bond is contained in a five member ring, X1-O2-C3-C4-C5. Table 
5.1 compares the O-X bond lengths in B’, B”, and HOXH. 
We compared the calculated O-X covalent bond lengths with experimental ones, 
in order to check the reliability of theoretical treatment in this study. The deviations 
from the HOXH case, which are shown in parentheses in Table 5.1, are less than 0.082 
Å. In Table 5.1, the experimental O-X covalent bond lengths are also listed.21 
Deviations of experiment are smaller than 0.04 Å, except for 0.14, 0.18, and 0.21 Å for 
Ge, S, and Se, respectively, because of the existence of a double-bond character in the 
experiment. 
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Table 5.2 shows the relative energies of B’ and B”, E(B’) and E(B”), their 
average values, E  (=(E(B’)+E(B”))/2), and estimated bond energies, ECB(O-X), 
EHB(O-X-O), and EHB(O-X), for 5’-16’. The estimations of EHB(O-X-O) and EHB(O-X) 
in Table 5.2 adopted the average value E : 
EHB(O-X-O)=ECB(O-X)+ E      (5.3) 
EHB(O-X)=
2
1 (ECB(O-X)+ E )     (5.4) 
The energy of species of B’() and B”() should certainly be affected by steric and 
conjugation effects according to the structure. However, it was clarified that E(B’) and 
E(B”) are sufficiently close to each other. The maximum difference is at most 3.8 kcal 
mol-1 for [8’:Sn]. This fact supports the reliability of Eq. 5.1. 
In Table 5.2, the experimental values for the O-X covalent bond energies,21 
ECB(O-X), are also tabulated in parentheses. Note that the experimental value for 8’ 
corresponds to the Sn(II) ionic case. Figure 5.2 plots the comparison between the 
theoretical and experimental values for ECB(O-X). Except for 8’ [Sn], there is a 
reasonable correspondence. 
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Figure 5.2. Comparison between calculated and experimental O-X covalent bond 
energies, Calc.CBE (O-X) and 
Exptl.
CBE (O-X), (in kcal mol
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Figure 5.3 plots the estimated hypervalent bond energies, EHB(O-X), with respect 
to period of the central atom. In all cases of groups 14-16, EHB(O-X) for period 2 
elements are remarkably smaller than the others. The weak interactions for period 2 
elements are supposed to be the origins why Bsym structures of 5’, 9’, and 13’ become 
TSs. It is interesting that the order of EHB(O-X) is groups 14>15>16 in each period. 
This tendency may be realized by the electronegativity of the central atom. The formal 
polarization of the hypervalent bond is described by L-0.5-X+1.0-L-0.5. In consequence, 
the susceptibility to cation for the central atom determines the magnitude of the 
hypervalent bond. We examined the Kohn-Sham orbitals of the intermediates Bsym, and 
found the bonding, non-bonding, and anti-bonding orbitals for each compound which 
demonstrate the existence of hypervalent bond. The MOs are presented in supporting 
information. 
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Figure 5.3. O-X hypervalent bond energies, EHB(O-X) (in kcal mol-1) with respect to 
group and period of X. 
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5.3.2. N-X-N hypervalent bonds 
 
This subsection deals with the N-X-N hypervalent bonds in 5-16. Figure 5.4 
shows the geometries of Bsym of 5-16 in Scheme 5.3. The species of Bsym of central 
atoms of 14, 15, and 16 elements had C2v, Cs, and C2v symmetries, respectively, except 
for 13-Bsym which had the C2 symmetry. The compounds with the central atoms X1 of 
period 3-5 elements were obtained as stable structures, whereas those of period 2 
elements as TSs: i.e. 5-Bsym, 9-Bsym, and 13-Bsym. The behaviors of the C5-X1 and 
X1-N2/X1-N8 lengths in 5-16 are similar to those of the C5-X1 and X1-O2/X1-O8 
lengths in 5’-16’. It should be noted that the X1-N2/X1-N8 lengths in 5-16 are slightly 
longer than the corresponding X1-O2/X1-O8 lengths, except for 13 and 13’. 
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Figure 5.4. Geometries for Bsym of 5-16 (in Å). 
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We estimated bond energies of the hypervalent N-X-N bonds in Bsym of 5-16 by 
the same procedure as described in subsection 3.1. Two processes shown in Scheme 
5.6 were first investigated and the energy differences E(B’) and E(B”) were 
evaluated. From the dissociations of the N-X bonds in HNXH, the covalent bond 
energies ECB(N-X) were estimated as follows:  
 ECB(N-X)≈E(HN·)+E(·XH)-E(HNXH)    (5.5) 
By using ECB(N-X) and the average of E(B’) and E(B”), namely E , the N-X-N 
hypervalent bond energies were estimated: 
EHB(N-X-N)=ECB(N-X)+ E      (5.6) 
EHB(N-X)=
2
1 (ECB(N-X)+ E )     (5.7) 
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Scheme 5.6. Rotations of C5-C6 and C6-C7 bonds of 5-16 systems. 
 
Table 5.3 compares the N-X bond lengths in B’, B”, and HNXH. The deviations 
from the HNXH case, which are shown in parentheses in Table 5.3, are less than 0.033 
Å. The results confirm the reliability to adopt the covalent bond energy in Eq. 5.5 for 
the estimation of the hypervalent bond in Bsym. 
Table 5.4 shows E(B’), E(B”), E , ECB(N-X), EHB(N-X-N), and EHB(N-X), 
for 5-16. It was clarified that E(B’) and E(B”) are sufficiently close to each other. 
The maximum difference is 3.4 kcal mol-1 for [8:Sn]. This fact also supports the 
reliability to use the average value E . 
Figure 5.5 plots the estimated hypervalent bond energies, EHB(N-X). The 
behaviors of EHB(N-X) are similar to those of EHB(O-X) in Fig. 5.3, i.e., those for 
period 2 elements are remarkably smaller than the others and the strength of the 
hypervalent bond is in the order of groups 14>15>16 in each period. It should be noted 
that EHB(N-X) in Fig. 5.5 are smaller than the corresponding EHB(O-X) in Fig. 5.3. 
This tendency is also be realized by the electronegativity of the atoms of positions 2 
and 8 because of the formal polarization of the hypervalent bond, L-0.5-X+1.0-L-0.5. 
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Figure 5.5. N-X hypervalent bond energies, EHB(N-X) (in kcal mol-1) with respect to 
group and period of X. 
 
 
5.3.3 N-X···N bond-switching equilibration 
The author here investigates the bond-switching equilibration of compounds 5-16 
shown in Scheme 5.3. Our previous study,9 which examined the reaction mechanism of 
13 and 14 in detail, clarified that the stability of the symmetric intermediate Bsym 
determines the probability of the bond-switching reaction. Figure 5.6 shows the 
geometries of the reactant A(), which are equivalent to those of the corresponding 
products A(). The frequency analyses confirmed that all species A() are stable 
structures. Both N2-X1 and C5-X1 lengths increase as higher period elements within 
the same group. The reversals for the N2-X1 lengths between periods 2 and 3 are not 
seen in this case. The other bonding characters are similar in all cases. For example, 
C3-C4 and C4-C5 lengths are 1.406-1.481 and 1.352-1.386 Å, which correspond to 
single- and double-bonds, respectively. From the geometrical point of view, no specific 
interactions between X1 and N2 appear in A() and A(). Figure 5.6 also shows the 
relative energies of A() with respect to Bsym: 
E(A)=E(A)–E(Bsym)      (5.8) 
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For 5, 9, 13, and 14, E(A) become negative values. It means that the reactant A() as 
well as the product A() are more stable than the intermediate Bsym for the second period 
compounds. The opposite is true for the other compounds: 6-8, 10-12, 15, and 16. 
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Figure 5.6. Geometries (in Å) and relative energies differences between A() and Bsym 
of 5-16, E(A) (in kcal mol-1).  
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Figure 5.7 plots E(A) in Eq. 5.8 with respect to the period of the central atom X. 
In all cases of groups 14-16, E(A) for period 2 elements are considerably smaller than 
the others. Furthermore, in each period, E(A) increases in the order of groups 
14>15>16. These behaviors resemble the hypervalent bond energies as described in Fig. 
5.5. 
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Figure 5.7. Energy difference between A and Bsym, E(A), (in kcal mol-1) with respect 
to group and period of X. 
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5.4. Concluding remarks 
The hypervalent bond energies of O-X and N-X for symmetric species Bsym with 
central atoms X of group 14 [CH2, SiH2, GeH2, SnH2], 15 [NH, PH, AsH, SbH], and 16 
[O, S, Se, Te] elements were estimated. It was clarified that Bsym for period 2 were 
obtained as TSs of which hypervalent bond energies were remarkably smaller than the 
others. Furthermore, the order of the hypervalent energies is groups 14>15>16 in each 
period. The O-X-O hypervalent bonds are stronger than the N-X-N ones in all cases. 
These behaviors are realized by the electronegativities of the central atoms and the 
ligand atoms. 
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Chapter 6 
 
Theoretical study on stability and bond-switching equilibrium 
of 1,6-diazadihydrohetero (6aX) pentalene systems and 
related compounds  
(X: 14–16 groups, 3–5 periods) 
 
6.1. Introduction 
 
Experimental studies of the bond-switching equilibration of 
5-(1-aminoethylimino)-3-methyl-1,2,4-thiadiazole (1) and 5-(2-aminovinyl) isothiazole 
(2) systems, as shown in Scheme 6.1, have been reported.1-6 An intermediate Bsym, 
which is symmetric and has 10-S-3 sulfurane (three coordinate hypervalent sulfurane 
bearing two equatorial lone pair electrons) consisting of a hypervalent three-center 
four-electron (3c-4e) bond in N-S-N, was invoked to realize the equilibrium between 
A() and A(). However, the bond-switching equilibration could not be found for the 
corresponding oxygen analogues, i.e., 3 and 4.6 
 
 
1
2
:X=S, Y=CH
:X=S, Y=N
3
4
:X=O, Y=CH
:X=O, Y=N
C
N X
C
Y
15NH2
C
Y MeMe
C
N X
C
Y
15N
C
Y MeMe
H H
C
H2N X
C
Y
15N
C
Y MeMe
A( )BsymA( )
 
Scheme 6.1. Bond-switching equilibrations of 1–4. 
 
In Chapter 4, the author theoretically investigated the reaction mechanisms of the 
bond-switching equilibration on sulfur (14) and oxygen (13), employing the simplified 
models as shown in Scheme 6.2.7 In these models, the pathway from A() to Bsym is 
the same as one from A() to Bsym, because of the symmetry. The structure and 
energetics of the reactant, product, and intermediate, i.e., A(), A(), and Bsym, were 
obtained along unimolecular and bimolecular reaction paths by the density functional 
theory (DFT) calculations with/without solvent effects. Solvent effects were shown to 
be minor matter. Furthermore, transition states (TSs) and intrinsic reaction coordinates 
were investigated. The unimolecular reaction paths had high energy barriers of ca. 70 
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kcal mol-1 to form Bsym of 14 and 13. In the bimolecular processes, the bond-switching 
reaction of 14 with X=S was concluded to proceed with the energy barrier of about 40 
kcal mol-1, and that of 13 with X=O could not proceed with the high energy barrier of 
about 70 kcal mol-1 of Bsym which was obtained as the TS. As a result, it was clarified 
that the stability of Bsym played a key role for the bond-switching equilibration reaction. 
Additionally, the author estimated the N-X-N hypervalent bond energies in Bsym of 
5–16, consisting of main group elements X of groups 14–16 and periods 2–5 in 
Chapter 5.8 The existence or nonexistence of the hypervalent bond in N-X-N 
determined the stability of Bsym. 
 
 
C3
N2 X
C5
C4
N8
C7
C6 HH
HH
H H
C3
N2 X
C5
C4
N8
C7
C6 HH
HH
H H
C3
N2 X
C5
C4
N8
C7
C6 HH
H H
H H
O ( ), S ( ), Se( ), Te( )    13 14 15 16
NH( ), PH ( ), AsH( ), SbH( ),    9 10 11 12
X=CH ( ), SiH ( ), GeH ( ), SnH ( ),2 2 2 2 5 6 7 8
A( ) Bsym A( )
 
Scheme 6.2. Bond-switching equilibrations of 5–16. 
 
Previous studies also suggested the existence of different kinds of intermediates, 
i.e., C()/() and D()/(), from Bsym. The aim of this Chapter is to compare the 
stability of starting materials and possible intermediates for 5–16 during bond-switching 
equilibration. 
 
 
6.2. Computational method 
 
The geometries were optimized by the DFT calculations with the B3LYP hybrid 
functional.9-13 The cc-pVTZ basis sets of Dunning14,15 for atoms of period 1–4 elements 
and cc-pVTZ-pp16 for atoms of period 5 elements were adopted. Frequency analyses 
were performed in order to check the stable geometry with no imaginary frequencies or 
the TS with one imaginary frequency. The above calculations were carried out in the 
Gaussian 03 program package.17 
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6.3. Results and discussion 
 
Scheme 6.3 shows the reactant/product, A()/A(), and intermediates, Bsym, C(), 
C(), D(), and D() in the bond-switching equilibration of 9–12 with center atoms of 
group 15 elements. Those of group 14 elements follow the same type of mechanism. 
The intermediate C() is derived from A() by one hydrogen transfer from N8 to X1, or 
from Bsym by one hydrogen transfer from N2 to X1. In C()/C(), the central atoms X1 
of groups 14, 15, and 16 elements bind three, two, and one hydrogens, respectively. 
D() is derived from A() by one hydrogen transfer from X1 to N2 and by 
simultaneous formation of a double bond between C5 and X1, or from Bsym by one 
hydrogen transfer from X1 to N8. D() can not be the case for group 16 elements, 
because of the absence of hydrogen on the central atom X in A() and Bsym. 
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Scheme 6.3. Bond-switching equilibrations: 
The centre atoms of group 15 elements (X=X1+H). 
 
Table 1 shows the relative energies of corresponding species of 5–16 with respect 
to A()/A(). The numbers in bolds stand for the most stable species and those in italics 
to TSs, respectively. The Bsym with the central atom of period 2 elements, i.e. [5:CH2], 
[9:NH], and [13:O], was obtained as TSs with relative energies of 39.7, 64.2, 70.8 kcal 
mol-1, respectively, because of the absence of the hypervalent bond in N2-X1-N8. On 
the other hand, the species Bsym with the central atom of periods 3–5 elements was 
found with stable geometry. These results suggest the invalidity of the bond-switching 
reaction with the central atom of period 2 elements. About species C()/C(), we could 
not find any stable geometry in 5–8 and 13. For the other compounds, C()/C() were 
found with stable geometry of 19.5–49.4 kcal mol-1, however these were not the most 
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stable species among A, B, C, and D. The most stable structure is exemplified as A or D 
or Bsym, depending on the kind of central element X. The equilibration reactions are 
classified into three types depends on X. 
Firstly, for the cases of central atoms of C, Sn, and group 15 elements, D is found 
to be the most stable species by calculation. Thus, except for [5:CH2] and [9:NH], the 
bond-switching equilibrations between D() and D() through Bsym would be observed, 
because energy difference between D and Bsym lies in the range of 3.7–13.4 kcal mol-1. 
The formation of D with C5-X1 double bond is supported by the synthesis of stable 
methylene-phosphine [R2C=PR’].18 
 
D()  Bsym  D() [For 8:SnH2, 10:PH, 11:AsH, 12:SbH] (6.1) 
D()  Bsym  D() [For 5:CH2, 9:NH]   (6.2) 
 
Secondly, for the cases of center atoms of Si, Ge, Se, and Te, Bsym is found to be 
the most stable species in the equilibration reactions. Therefore, Bsym bearing 
hypervalent N-X-N bond would be obtained as stable compounds by any kind of 
considered synthetic pathways. Also bond-switching equilibrations between Bsym and 
A()/A() would be observed, because energy difference between them is in the range 
of 2.0–20.0 kcal mol-1. 
 
A()  Bsym  A() [For 6:SiH2, 7:GeH2, 15:Se, 16:Te] (6.3) 
 
Thirdly, in the cases of central atoms of O and S, A is found to be the most stable 
species. But excepting the case of [13:O], equilibration between A() and A() had 
been observed in solution for [14:S]. This is firmly established by experiments as was 
mentioned in introduction (Scheme 6.1) and illustrated again in (6.3). Synthesis and 
stability of Bsym analogues are well reported.2,6,19,20 
 
A()  Bsym  A() [For 14:S]    (6.4) 
A()  Bsym  A() [For 13:O]    (6.5) 
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6.4. Concluding remarks 
 
In this Chapter, it was clearly demonstrated theoretically that bond-switching 
equilibration reactions can be general for 1,6-diazadihydrohetero (6aX) pentalene 
systems. There are three types of equilibration reaction path as shown in Eqs. 6.1, 6.3, 
and 6.4 in the most stable species, i.e., D, Bsym, and A, depends on a variety of the 
central atom. 
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Chapter 7 
 
General conclusion 
 
In this thesis, two theoretical developments for ab initio molecular simulations 
(e.g. ab initio molecular dynamics (AIMD) and Monte Carlo (AIMC) simulations) were 
discussed. The Lagrange interpolation molecular orbital (LIMO) and the least square 
molecular orbital (LSMO) methods were proposed in Chapters 2 and 3, respectively. 
Theoretical studies on hypervalent bond were discussed in Chapters 4–6. 
 
In Chapter 2, the author developed the LIMO method. LIMO predicts an initial 
guess for self-consistent field (SCF) calculations in direct AIMD simulations. The basic 
idea of LIMO is to predict MOs at each AIMD step. In the LIMO method, the Lagrange 
interpolation (LI) polynomial technique employing converged MOs at the several 
previous steps is adopted to estimate initial MO coefficients at the next AIMD step. The 
author derived a formula that involves the effects of orbital crossing and/or mixing and 
proposed a simple procedure to determine the optimal degree of LI polynomial. 
Numerical tests for the AIMD simulations of methanol and benzene clarified that the 
formula which inclusion of the orbital crossing and mixing and the optimized degree of 
LI was shown to be sufficiently effective. Furthermore, numerical tests for various 
systems such as water clusters, 1,3,5-triamino-2,4,6-trinitrobenzen, retinal, taxol, and 
valinomycin confirmed the usefulness of the present LIMO technique. 
In Chapter 3, the author developed the LSMO method. LSMO predicts initial 
guess for the SCF calculations in the AIMD/AIMC simulations and geometry 
optimization. LSMO is based on the idea of LIMO method in Chapter 2, which 
expresses the initial guess of MOs at the next step in an AIMD simulation as a linear 
combination of converged MOs at previous steps. The LIMO method is limited to the 
AIMD simulations, because the time information is required for determining the linear 
combination coefficients. On the other hand, the LSMO method employs the geometric 
information. The extrapolation with the least square (LS) criterion using coordinate 
deviations is adopted for the determination of the coefficients. Numerical applications 
of LSMO to AIMD clarified that the performance of LSMO is considerably higher than 
the conventional one and is comparable and/or slightly better than the LIMO one. The 
acceleration of SCF convergence by LSMO was confirmed in AIMC simulations with 
various conditions and/or systems and a geometry optimization calculation of retinal. 
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In Chapter 4, the bond-switching equilibrations of 5-(1-aminoethylimino) 
-3-methyl-1,2,4-thiadiazole and 5-(2-aminovinyl) isothiazole systems were investigated 
theoretically by using model compounds. The present results confirmed that the 
unimolecular reactions cannot proceed due to the high energy barriers regardless of 
solvent effects. On the contrary, the bimolecular processes with two molecules with 
central sulfur atom can be accomplished in neutral and acidic conditions, while they 
cannot with the oxygen center. These differences originated in the stability of the 
hypervalent N-S-N bond. The existences of the hypervalent 3c-4e N-S-N bonds were 
confirmed by the MO analysis. Furthermore, the strengths of the N-S-N bonds were 
evaluated. 
In Chapter 5, the hypervalent bond energies of O-X and N-X for symmetric 
species with central atoms X of group 14 [C, Si, Ge, Sn], 15 [N, P, As, Sb], and 16 [O, S, 
Se, Te] elements were estimated. It was clarified that the compounds with the central 
atoms of period 2 elements were obtained as transition states, of which hypervalent 
bond energies were remarkably smaller than the others. Furthermore, it was realized that 
the order of the hypervalent energies is groups 14>15>16 in each period. The O-X-O 
hypervalent bonds are stronger than the N-X-N ones in all cases. These behaviors were 
accounted for the electronegativities of the central atoms and the ligand atoms. 
In Chapter 6, it was clarified that the bond-switching equilibration reactions of 
1,6-diazadihydrohetero (6aX) pentalene systems can be general. There ware three types 
of equilibration, depending on the central atoms. 
 
In this study, the author developed the acceleration methods for ab initio 
simulations and investigated the compounds with the hypervalent bond. The present 
acceleration methods allow one to leave the limitation on the ab initio simulations, such 
as system size and/or number of simulation cycles. Additionally, because of high 
versatility of the present methods, they can be applied to various existing simulation 
methods so that phenomena which we can deal with will be expanded. The investigation 
about the hypervalent bond clarified the mechanism of bond-switching equilibration 
reaction and suggested the existences of compounds with a 3c-4e hypervalent bond, 
which were almost not synthesized even in present day. It’s hoped that one will try to 
synthesize these compound in the near future. 
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