The four-dimensional Hodgkin-Huxley equations describe the propagation in space and time of the action potential v(z) along a neural axon with z = x + ct and c being the pulse speed. The potential v(z), which is parameterized by the temperature, is driven by three gating functions, m(z), n(z) and h(z), each of which obeys formal first order kinetics with rate constants that are represented as nonlinear functions of the potential v. It is shown that this system can be analytically simplified (i) in the number of gating functions and (ii) in the form of associated rate functions while retaining to close approximation quantitative fidelity to computer solutions of the exact equations over the complete temperature range for which stable pulses exist. At a given temperature we record two solutions (T < T max ) corresponding to a high-speed and a low-speed branch in speed-temperature plots, c(T ), or no solution (T > T max ). The pulse is considered as composed of two contiguous parts: (i) a pulse front extending from v(0) = 0 to a pulse maximum v = V max , and (ii) a pulse back extending from V max through a pulse minimum V min to a final regression back to v(z → ∞) = 0. An approximate analytic solution is derived for the pulse front, which is predicted to propagate at a speed c(T ) = 1203 Θ in close agreement with computer solution of the exact Hodgkin-Huxley equations for the entire pulse. These results provide the basis for a derivation of two-dimensional differential equation systems for the pulse front and pulse back, which predict the pulse maximum and minimum over the operational temperature range 0 ≤ T ≤ 25
in close agreement with computer solution of the exact Hodgkin-Huxley equations for the entire pulse. These results provide the basis for a derivation of two-dimensional differential equation systems for the pulse front and pulse back, which predict the pulse maximum and minimum over the operational temperature range 0 ≤ T ≤ 25
• C, in close agreement with the exact equations. Most neuron dynamics studies have been based on voltage clamp experiments featuring external current injection in place of self-generating pulse propagation. Since the behaviors of the gating functions are similar, it is suggested that the present approximations might be applicable to such situations as well as to the dynamics of myelinated fibers.
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Neuron Pulse Propagation and the Hodgkin-Huxley Equations
Conductance mechanisms for the propagation of a pulse along an unmyelinated neural axon were encapsulated within a predictive theory by the equations of Hodgkin and Huxley [1952] . These equations became the prototype for description of neural pulse propagation and provide the basis for all subsequent conduction models of neural behavior. The Hodgkin-Huxley equations relate the propagating action potential v to sodium, potassium and leak conductances I Na , I 
where [m, h, n] are three gating functions assumed to obey a formal first order kinetics according to where the temperature dependence of the pulse enters by the multiplicative factor Θ(T ) [Cooley & Dodge, 1966] [Jackson, 1991; Phillipson & Schuster, 2001 , 2004 . Nagumo et al. [1962] subsequently demonstrated that replacing the constant term of current injection in FitzHugh's equation by spatial variation of the action potential as in Eq.
(1) produces pulse solutions very similar to those predicted by the Hodgkin-Huxley equations. As a result, the FitzHugh-Nagumo equations, as they are known, are invariably invoked as a prototypic encapsulation of Hodgkin-Huxley dynamics [Cronin, 1987; Murray, 1993; Koch, 1999; Gerstner & Kistler, 2002] . A comparative study [Phillipson & Schuster, 2005] of the Hodgkin-Huxley and FitzHugh-Nagumo equations have revealed both qualitative and quantitative relationships between these two systems. On the other hand, rather than considering an analogical model, there also have been attempts to simplify the Hodgkin-Huxley equations directly through various assumptions about the gating functions and separation of the neuronal dynamics into fast and slow processes [Cronin, 1987; Gerstner & Kistler, 2002] as well as transformation of the gating functions into equivalent potentials [Kepler et al., 1992] . The majority of these studies has been concerned with reductions of the voltage-clamped Hodgkin-Huxley equations. The purpose of the present study is to consider approximations of the Hodgkin-Huxley dynamics for pulse solutions which maintain the mathematical structure of the gating functions. The next section presents the discussion of a computer confirmed approximate conservation principle resulting in the formal elimination of the h-gate, combined with analytical modification of the α n rate function. Combination of the two approximations results in a substantially simpler ODE representation of the dynamics, which is quantitatively faithful to the predictions of the Hodgkin-Huxley theory. A neural pulse v(z) is characterized by a speed c and a pulse front which grows to a maximum V max followed by a pulse back which features a pulse minimum V min . An analytic expression for the pulse speed and pulse front as a function of temperature is arrived at. Combining the approximations with the pulse front solution provides the basis for a subsequent two-dimensional dynamics which predicts the pulse maximum as a function of the temperature. Here the m-and n-gates function as concerted machines whereby the former drives the formation of the action potential pulse front while the latter guarantees that the front peaks at V max . This information is then used to facilitate description of the evolution of the pulse back within the framework of a parallel two-dimensional system. Now the m-gate is slaved by the action potential which is driven through its minimum by the dynamics of the n-gate. Since the approximate procedures proceeds from the particular functional dependencies of the rates α k , β k of Eqs. (3) upon v defining the Hodgkin-Huxley equations, the question naturally arises as to the suitability of the present assumptions when applied to other conductance models. This question and the discussion of the limitations of the present approach will be considered in the final section. Figure 1 shows computer solution of the HodgkinHuxley equations for an oft-quoted temperature of T = 18.5 • C. Since the pulse peak at any temperature is limited by the magnitude of sodium potential E Na [Phillipson & Schuster, 2005 ] the scaled dimensionless quantity v/E Na [solid black line] is plotted on the unit scale. On the same scale are the dimensionless gating functions which are similarly restricted [0 ≤ m, h, n ≤ 1]. Recalling that the pulse is traveling from right to left, it can be conceptually divided into two parts (i) the pulse front extending from v(0) = 0 to the pulse maximum, (ii) the pulse back extending from the maximum past the pulse minimum and finally terminating at v(z → ∞) = 0. The pulse front is dominated by the relatively fast variable m during which the sodium channel is open while the gate h which tends to shut down the sodium channel and the gate n which opens the potassium channel hardly come into play [FitzHugh, 1969] . The gating functions have rest solutions k 0 (v) for which [Hodgkin & Huxley, 1952] then D in Eq. (1) is Progressing towards the maximum the m-gate (green line) almost parallels v/E Na , saturating in the vicinity of the maximum at approximately unity. At the same time, the h and n gates evolve slowly with increasing z with h diminishing and n increasing from their rest values to cross each other at roughly a midway point (h(0) + n(0))/2 prior to the pulse maximum. Also shown is a plot of the rate function α n (dashed black line). This rate function is seen to almost duplicate the scaled action potential v/E Na itself. On the basis of these considerations, the HodgkinHuxley model will be subjected to the following two approximations
Approximations of the Hodgkin-Huxley Equations
. . conservation and (4a)
Reducing the dimensionality of the system by expressing h in terms of n according to Eq. (4a), computer solution of Eq. (1) using these approximations is shown in Fig in bold are the values for the exact solutions of the Hodgkin-Huxley equations. The general trend of decreasing pulse maximum with increasing temperature [Huxley, 1959a] is shown in Table 1 . Agreement between the exact computer solution within approximately 1% extends over the realistic temperature range for the axon. At a given temperature, the Hodgkin-Huxley equations also predict the existence of lower speed pulse train solutions [Huxley, 1959b; FitzHugh, 1969] which are similarly reproduced with comparable fidelity with the approximations of Eqs. (4). For example, at temperatures 6.3 • C and 18.5 • C the present approximations result in pulse trains at speeds of 188 (214) and 537 (560) cm/sec, respectively. The complimentary nature of h and n has been noted before based upon the similarity of their time constants [α h,n + β h,n ] −1 , suggesting thereby that n and h sum approximately to some constant [Gerstner & Kistler, 2002] . The identification of the constant with the sum itself at rest makes the stronger statement that the interdependent dynamics of these two gates are constrained by conservation of this sum whose value is fixed at rest. This is not to suggest that the underlying chemical mechanisms for these two gates rigidly lock them by a common push-pull mechanism. What is suggested is that the chemical mechanisms are sufficiently complementary as to be approximated by such a mechanism. The further approximation of α n as simply linear in the action potential is considered global which holds best over the significant regions of the pulse, as can be seen from Fig. 1 . It fails only when v is small near the beginning and end of the pulse. The approximations introduced above could be justifiable to a different degree of reliability at different temperatures. In addition, the full HodgkinHuxley equations sustain two pulse solutions at different speeds as a function of temperature. There is a maximum temperature above which no stable pulse solution exists [Phillipson & Schuster, 2005] and there is a maximum speed c at a temperature a few degrees below the maximum temperature. Whether or not our approximations are valid only for one or a few temperatures or representative in general for the whole temperature range is worth being investigated. In Fig. 3 the prediction of the speed as a function of temperature, c(T ) and the existence of two solutions or no solution of the Hodgkin-Huxley scenario (red line) is compared therefore with the predictions of the approximate equations (4a, 4b) (green line). The number in parentheses is pulse maximum from computer solution of Eqs. (9), (10a) and (10b), the number in square brackets is the value of v f (0) parameterizing the driving front solution Eq. (7) at which the pulse is stable. Only four figures are reported although computations were done through 16 figures to achieve the reported maximum. In addition, we show also the results of a further approximation consisting of a linearization of β n (z),
. The qualitative and quantitative agreement between all three curves is remarkably good: Apart from the region around maximum speed and maximum temperature, T > 27 • C, the solution of the exact Hodgkin-Huxley equations and both approximations agree within the width of the lines. It is to be noted that all three curves -the exact Hodgkin-Huxley solution and the two approximations lie closest together on the upper branch between the temperatures 6.3 • C and 18.5 • C, the range for which the Hodgkin-Huxley theory has been calibrated. Thus, this is also the region where the solutions are least sensitive to approximations. (In detail, the two approximations are compensatory when considered over the entire temperature range since the the approximations (4a, 4b) deviate more strongly from the exact solution than the curve for (4a, 4b) and linearization of β n (z).) In addition, the lower branch of the exact HodgkinHuxley solutions including the upper branch above T ≈ 25 • C (see [Phillipson & Schuster, 2005] ) gives rise to pulse trains whereas only single pulses are recorded as solutions at the upper branch at temperatures T < 25 • C. 2 This complex scenario is correctly reproduced by both approximations. 3 As said in the previous paper [Phillipson & Schuster, 2005 ] the extension of the plot in Fig. 3 to lower temperatures shows an exponential temperature dependence of the speed that simply reflects the expression for Θ(T ) in Eq. (3a).
Analytic Determination of the Pulse Speed
Since the steep rise of the pulse front is preceded and accompanied by a steep rise of the m gate, one possible simplification reducing the complexity of the dynamics is a quasi steady-state approximation [Gerstner & Kistler, 2002] , in which m is replaced by the resting function m 0 (v). The time dependence of this resting gate m 0 (v) is shown by the green dashed line in Fig. 1 . It differs from the exact gate m in two respects: (i) The former peaks at the pulse maximum while the latter peaks forward of that point, and (ii) m 0 roughly parallels the rise of v/E Na but m more closely follows the course of v/E Na itself. Because of these differences, replacing m 0 (v) in Eq. (1) yields pulse speeds of the order of 5900 cm/sec independent of temperature while the exact pulse speeds are of the order of 1000-2300 cm/sec over the temperature range of 0-30 • C. The quasi steady-state approximation, which, for example, played a role in the Morris-Lecar model interpreting clamped voltage data [Morris & Lecar, 1981] , is not valid for a propagating pulse front. This reinforces, on the other hand, the notion that the pulse speed is predominantly controlled by the dynamics of the pulse front. A first approximation is to assume that the pulse front is accounted for by neglecting the potassium current and maintaining the h gate at its resting value h(0), so that Eq. (1) reduces to [Phillipson & Schuster, 2005] 
With the potassium and leak terms absent, m(0) = 0.053 ≈ 0 is introduced to ensure that the system is stationary at v(0) = 0. We now assume that in the region of the pulse front the departure of m from its resting value m 0 is small. Expanding α m around v = 0, the right side of Eq. (5b) is approximated as
Assuming m 3 is sufficiently small so that the last term in Eq. (5a) in Fig. 1 . Including the term quadratic in v represents the first correction to this approximation. Figure 4 shows solution of Eqs. (6a) and (6b) for T = 18.5 • C for which the pulse front from Eq. (6b) (black line) is traveling at 1980 cm/sec. The m-gate of Eq. (6a) as an approximate expansion in v is shown by the green line. Similar to the exact solutions as exemplified in Fig. 1 , the gate tends to follow the course of the action potential for small v. However, this approximation fails as v approaches its maximum, because the mechanism for saturation of the gate near unity is neglected. An expanded dynamical description based upon the present construction which corrects this defect will be given in the next section. It is shown in the Appendix that an analytical solution to Eq. (6b) for the pulse front is to a good approximation given by
where u = u(0)e −λz and
This function has the property that as z → 0 near the beginning of the pulse front v ≈ e c z and as z → ∞, v → E Na , the fixed point of Eq. (6). Similar to the present restriction of the m-gate, analytic correction to the pulse front such that it properly peaks at a maximum value V max and subsequently evolves to the pulse back requires not only correction of the m-gate but also the introduction of the neglected potassium and leak currents. As detailed in Appendix, the pulse front Eq. (7), on the other hand, predicts the speed of the pulse front in terms of the system parameters and the temperature according to
10 , Θ(6.3) = 1 (8) where [FitzHugh, 1969; Koch, 1999 ] the pulse speed is proportional to the square root of this radius, and (iii) the pulse speed is proportional to Θ(T ) 3 8 which can also be shown using scaling arguments [Muratov, 2000] . The third column of Table 1 includes a tabulation of the present prediction of the pulse speed compared to computer solution of the Hodgkin-Huxley equations shown in the first column. The quantitative agreement between these values is reasonably close but demonstrates the following trend. The pulse speed at T = 6.3 • C is 1203 cm/sec compared with the exact computer value of 1231 cm/sec, an error of approximately 2% low. With increasing temperature, the discrepancy decreases to around 12 • C and then increases again until 18.6 • C the speed value of 1989 cm/sec is approximately 9% too high. The present dependence of the pulse speed on Θ(T ) 3 8 and the system parameters predicted by Eq. (8) are a consequence of approximate solution Eq. (6b) to the pulse front equation. Nevertheless, they differ insignificantly from computer solution to this equation, the difference being maximally 8 cm/sec lower at any temperature. The quadratic correction to the m-gate is reflected by its positive contribution to the pulse speed: when absent [ = 0] the pulse speed at 6.3 • C is reduced to the unacceptably low value of 1018 cm/sec and the speeds at all temperatures are, on the average, 20% in error.
Two-Dimensional Description of the Neural Pulse Front
The pulse front solution of Eq. (7) (8) for the pulse speed, formation of the pulse front up through the maximum is now described approximately by a second order nonholonomic equation according to the prescription
where the m-gate is considered as generated by the pulse front solution v f (z) of Eq. (7) according to
With the use of Eq. (4b) we find
with
an example of which is shown by the red line in Fig. 4 . The identification of the m-gate with v f normalized to the sodium potential assumes strict parallel development with this pulse front through most of its development. This assumption breaks down, of course, close to the pulse maximum. The behavior is tempered by assigning a parallel explicit z-dependence to n and therefore h which cause the rising action potential to taper off at its maximum and subsequent descent downwards towards its subsequent minimum. Figure 1 includes a plot of β n (v) which departs from its rest value β(0) = 0.125 to a small amount only in the vicinity of the pulse maximum. While, as noted above, this approximation affects lower pulse dynamics, the upper pulse, which is of concern here, remains stable. Accordingly, included is the further simplification of approximating β n by the resting value. In the present scheme, a pulse to travel at speed c = 1203 Θ 3 8 cm/sec is assumed to evolve from initial conditions v(0) = 0, (dv/dz)| 0 = 0 propelled by the pulse front solution which is parameterized by a separate initial condition v f (0). The latter quantity is arbitrary for the pulse front in itself, but acting as the magnitude of a "driving force" at a given temperature T , there is a unique value of v f (0) ≡ v f (T ) for which the pulse is stable. The stability criterion parallels that of the Hodgkin-Huxley equations for which there is a unique value of the speed -here known by Eq. (8) -for pulse stability [Hodgkin & Huxley, 1952] . Solution of Eqs. (9), (10a) and (10b) for T = 18.5 • C is shown in Fig. 5 . Because the driving pulse front evolves to the fixed point E Na comparison with Figs. 1 and 2 shows that the present gating functions can never properly go through a maximum and ultimately regress to their rest values as z → ∞. As a consequence the pulse minimum is unacceptably shallow, and in fact never goes negative. The dynamics here, assumed to describe matters up to V max , must be modified to describe the evolution of the pulse back beyond this point. Nevertheless the pulse front Eqs. (9) (10a) and (10b) account for the pulse maximum to close approximation. The third column in Table 1 shows solution to these equations which includes the pulse maxima and values v f (T ) over the representative temperature range. The trend of decreasing pulse maximum with increasing temperature is reproduced parallel to the exact Hodgkin-Huxley values shown in the first column. Upon comparison of the first and third columns, it is to be observed that at a given temperature the discrepancy in the pulse maximum is less than the discrepancy in the pulse speed. Figure 1 shows that while the m 0 rest gate fails up to the pulse maximum, beyond that point and progressing through the pulse minimum it follows reasonably closely the evolution of m. As a consequence, the pulse back can also be described by a two-dimensional dynamics again incorporating Eq. (9) but now translating to the pulse maximum and replacing Eqs. (10a) and (10b) by
Two-Dimensional Description of the Neural Pulse Back
and with the use of Eq. (4b)
where V max is provided by the solution of the pulse front equations (9), (10a) and (10b). Similar to the role of v f (0) for which there is a unique value for pulse stability, here there is a unique value of n(0) ≡ n(V max ) at a given temperature for which there exists a convergent solution for the pulse back.
The case for T = 18.5 • C is shown in Fig. 6 . Included are two adjacent values of n(V max ): for the lower number v diverges downwards while for the upper figure v first diverges upwards and then downwards. The cause for this end behavior is that the linear approximation for α n is weakest in the vicinity of the pulse minimum. However, this behavior moves further towards z → ∞ so that the pulse back is asymptotically convergent. Due primarily to the approximation of β n , there is a slight distortion in the pulse back. However, the pulse minimum is V min = −9.8 mV in close agreement with the exact value of −9.7 mV. The fourth column of Table 1 shows the values of n max and V min , the latter to be compared to the exact Hodgkin-Huxley values included in the first column. Again, at a given temperature the discrepancy in the pulse minimum is less than the discrepancy in the pulse speed.
Discussion
The Hogkin-Huxley equations have been extremely successful in modeling neuronal pulses for more than fifty years. Nevertheless, they have a rather complex structure involving four variables and rather strong nonlinearities. In the desire to derive analytical expressions for the traveling pulse solutions we have introduced mathematical simplifications without significantly changing the qualitative and quantitative features of the pulses: (i) The number of independent variables has been reduced ultimately from four to two, and (ii) some of the nonlinearities were replaced by linear approximations. The evaluation of the pulse solution for the Hodgkin-Huxley equations is based on the assumption that such a solution exists, and therefore d'Alembert's transformation of variables z = x ± ct -otherwise used for one-dimensional wave equations, a hyperbolic PDE -can be applied tohere suggests a similar conservation approximation to the three gates and similar approximations to the rate functions. While the rate functions for conduction models have been of nonlinear construction the present study suggests that not only might gating functions be linked but also that concomitant with this rate functions can be simplified to result in a parallel simpler dynamics of lower dimensionality. There have been more detailed studies of myelinated axons based upon more recent electrophysiological data [Halter & Clark, 1991] which require a more extended catalogue of rate functions to account for both amphibian and mammalian nerve fibers. Reductions of dimensionality and simplifications of the rate functions might be expected to simplify the dynamics of this more extended situation.
