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Introduction générale
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1.1 Contexte général
A l'heure où les communications sans ﬁl se sont imposées de façon indé-
niable, et où les réseaux sans ﬁl connaissent un essor fulgurant, de nouvelles
applications de ces technologies apparaissent sans cesse. Les progrès constants
dans le monde des communications sans ﬁl apportent aux utilisateurs ﬁnaux
de nouveaux services avec des caractéristiques jamais attendues dans le passé.
Néanmoins, ils apportent également de nouveaux déﬁs à relever.
Un problème majeur à résoudre est la croissance rapide de la consom-
mation d'énergie dans les Technologies d'Information et des Communications
(TIC) en général et dans les réseaux sans ﬁl en particulier. La maîtrise de
la consommation d'énergie est devenue un enjeu majeur pour les industries,
et ceci pour des raisons économiques, environnementales et de marketing. Si
cette préoccupation a une forte inﬂuence sur les concepteurs électroniciens et
les technologies de l'information et de la communication, le domaine des ré-
seaux est particulièrement concerné. En eﬀet, la consommation d'énergie des
réseaux est estimée par le plan d'action mondial au tiers de la consomma-
tion mondiale des TICs. Ces derniers consomment 2 à 10% de la puissance
mondiale et on s'attend à ce que cette consommation croisse rapidement pour
atteindre peut-être le double au cours de la prochaine décennie [5] [6].
Par ailleurs, les réseaux sans ﬁl représentent une importante source de
consommation d'énergie et d'émission de gaz à eﬀet de serre, plus de 50% des
émissions des TIC [7]. D'où l'idée de concevoir des dispositifs et des proto-
coles réseaux conscients de la quantité d'énergie qu'ils consomment, aﬁn qu'ils
deviennent autonomes et éco-responsables. Au cours des dernières années, de
grands eﬀorts ont été consacrés à la réduction des dépenses inutiles d'énergie,
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ce qui est généralement connu sous le nom de la  communication verte  ou
l'écologisation des technologies et de protocoles de réseaux. La communica-
tion verte, en anglais  Green communication  ou encore  Green radio 
consiste dans les approches et travaux qui visent à réduire les pollutions et
les émissions de CO2 en limitant la consommation d'énergie des systèmes de
communication. Il s'agit d'un concept vaste qui couvre toutes les couches de
la pile protocolaire des réseaux, ainsi que les techniques et architectures de
réseaux. Nous nous intéressons dans le cadre de cette thèse à la problématique
de la communication verte dans les Réseaux de Capteurs sans Fil (RCsF), un
type particulier de réseaux sans ﬁl en pleine émergence. Egalement connus
sous le nom de WSN (Wireless Sensor Networks) [8], les RCsF sont des ré-
seaux sans infrastructure ﬁxe comprenant des n÷uds capables de capter des
grandeurs physiques de l'environnement extérieur (par exemple chaleur, hu-
midité, vibrations, température, etc.), transformer ces grandeurs physiques
en des grandeurs numériques, les traiter le cas échéant, et transmettre ces
données à un n÷ud central de collecte appelé  station de base  ou aussi 
Puits . Chaque n÷ud capteur est composé d'une unité d'acquisition (chargée
de transformer une grandeur physique récoltée dans l'environnement en une
grandeur numérique), une unité de traitement (pour traiter les informations
captées) et une unité de communication (pour eﬀectuer toutes les émissions
et réceptions des données sur le medium sans ﬁl). Ces trois modules sont ali-
mentés par une batterie. L'architecture d'un n÷ud capteur est illustrée dans
la ﬁgure 1.1.
Figure 1.1  Architecture d'un n÷ud capteur et exemple d'un n÷ud type
Micaz [1]
Les n÷uds capteurs sont de petites tailles, à faible coût, contraints en
énergie, communicant à courtes distances et s'auto-organisant en un réseau
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sans ﬁl multi-sauts (ﬁgure 1.2).
Figure 1.2  Un réseau de capteurs multi-sauts
Les RCsF partagent avec leurs prédécesseurs, appelés MANET (pour Mo-
bile Ad hoc NETworks), plusieurs propriétés, à savoir l'absence d'infrastruc-
ture et les communications sans ﬁl. Néanmoins, ils ont pu se démarquer des
MANET et attirer un nombre croissant d'industriels vu leur apport concret.
Les premières applications des RCsF étaient dans le domaine militaire. Au-
jourd'hui, les RCsF sont présents dans des domaines d'applications variés.
Citons à titre d'exemples les applications environnementales (détection de feu
de forêt, repérage des mouvements d'animaux, etc.), les applications médicales
(repérage et surveillance des patients dans les hôpitaux, etc.) et autres.
Dans la plupart des applications envisagées pour les réseaux de capteurs, la
diﬀusion des données se fait sur des surfaces relativement grandes. Cependant,
les n÷uds capteurs ont généralement une portée radio insuﬃsante pour former
un réseau totalement connecté en permanence [8]. Le réseau sera donc divisé
en plusieurs partitions (des topologies indépendantes et non connectées) qui
sont incapables de transférer directement des informations d'une partition à
l'autre. Pour certains réseaux, ceci pourrait ne pas causer de problèmes, car il
peut y avoir diﬀérentes stations de base (Puits) qui reçoivent les informations
provenant de leurs partitions respectives. Pour d'autres, un tel déploiement de
stations de base peut être impossible ou peu réaliste. Dans de tels cas, la mobi-
lité des n÷uds apparaît comme une solution possible. Lorsque quelques n÷uds
sont mobiles (ou la totalité des n÷uds sont mobiles), de nouvelles possibilités
de communication sont créées entre les partitions du réseau autrement isolées.
Dans certaines applications, comme la surveillance de la faune ou les applica-
tions médicales de monitoring, la mobilité peut faire partie de la spéciﬁcation
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de l'application elle-même puisque les sujets à surveiller sont mobiles. Ainsi,
prendre avantage de cette caractéristique semble être un choix logique. Dans
cette thèse, nous nous intéressons aux applications des réseaux de capteurs
impliquant une mobilité, dans lesquelles quelques ou tous les capteurs sont
attachés à des sujets mobiles. Les applications médicales de suivi des patients
sont particulièrement considérées. Nous nous concentrons ainsi sur les réseaux
de capteurs mobiles et nous nous intéressons aux déﬁs d'énergie et de routage
dans ces réseaux.
En revanche, l'exploitation de la mobilité des n÷uds induit un déﬁ supplé-
mentaire : les liens de communication entre les n÷uds sont désormais intermit-
tents ; ils sont dits opportunistes. Le routage dans un réseau à connectivité
intermittente implique de remettre, sans cesse, en question les chemins de
routage qui sont aﬀectés par la topologie volatile du réseau. En eﬀet, la topo-
logie d'un réseau constitué d'équipements mobiles peut varier en continu. Un
chemin de bout en bout exploitable à un moment précis entre deux n÷uds
quelconques ne sera plus nécessairement disponible quelques instants plus tard
[9]. Cette situation relève du domaine des réseaux tolérants aux retards (De-
lay Tolerant Networks, DTN). Bien que plusieurs travaux se sont intéressés au
routage dans les réseaux DTN [10] [11], [12], [13], leur application aux réseaux
de capteurs mobiles présente des spéciﬁcités supplémentaires qui doivent être
soigneusement prises en considération.
En raison des caractéristiques intrinsèques des RCsF, telles que leur petite
taille, les ressources limitées de calcul et de traitement et la capacité limitée
des batteries, la gestion d'énergie devient donc une préoccupation de premier
ordre. La majorité des travaux sur les réseaux de capteurs s'intéressent à la
réduction de la consommation énergétique ou du moins sa rationalisation [14].
En eﬀet, comme la plupart des n÷uds capteurs fonctionnent avec des piles
ayant une durée de vie limitée et relativement courte, l'approvisionnement en
énergie est la contrainte clé dans les réseaux de capteurs. Quand un capteur est
appauvri en énergie, il ne peut plus assurer son rôle sauf si la source d'énergie
est réapprovisionnée.
La consommation énergétique est donc la contrainte clé dans les réseaux
de capteurs, elle transcende tous les travaux depuis le niveau le plus bas (phy-
sique), jusqu'au niveau application (exploitation des données) [14]. Compte
tenu du compromis à faire entre maintenir une performance élevée du réseau
et économiser sa consommation en énergie, la détermination des techniques
eﬃcaces pour limiter la consommation d'énergie du réseau est un véritable
déﬁ.
C'est dans cette optique que s'inscrivent les travaux présentés dans ce
manuscrit.
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1.2 Motivations et contributions
Cette thèse vise à contribuer à l'état de l'art dans les protocoles de rou-
tage opportuniste spéciﬁquement conçus pour une utilisation dans les RCsF.
Le routage dans les réseaux de capteurs, comme indiqué précédemment, pré-
sente toujours des exigences et contraintes spéciﬁques à l'application, et il
est presque impossible de concevoir un bon algorithme d'usage général. La
plupart des protocoles existants ne sont pas entièrement compatibles avec les
caractéristiques de la plupart des réseaux de capteurs et les exigences des
applications pour lesquelles ils sont conçus.
Cette thèse déﬁnit un scénario cible réaliste à savoir les applications des
réseaux de capteurs mobiles, et propose une solution qui peut être utilisée de
manière eﬃcace sans compromettre sa simplicité et, par conséquent, sa faisa-
bilité. Elle comporte deux volets qui représentent les deux objectifs majeurs
dans les RCsF. Le premier, qui fait l'objet du chapitre 4, porte sur les tech-
niques de conservation de l'énergie au niveau des n÷uds capteurs en agissant
sur la quantité d'énergie consommée dans la communication entre capteurs.
Le second volet de la thèse traite de la problématique de routage dans les
RCsF mobiles à connectivité intermittente. Dans le chapitre 5, nous nous in-
téressons à la conception d'un protocole de routage qui vise à maximiser la
durée de vie du réseau. Ayant une quantité d'énergie initialement déployée au
niveau des n÷uds, nous proposons de la conserver le plus longtemps possible
en partageant la charge entre les diﬀérents n÷uds.
Les contributions de cette thèse sont donc les suivants :
1. Deux approches de dimensionnement de la période de découverte de
voisinage dans les RCsF opportunistes,
2. Un protocole de routage qui étend la durée de vie du réseau basé sur le
partage de charge entre les n÷uds mobiles,
1.3 Structure de la thèse
Ce manuscrit s'articule autour de six chapitres :
Le second chapitre est consacré à la présentation des réseaux de capteurs
sans ﬁl éco-responsables et les techniques de communication verte dans ces
réseaux. D'abord, nous déﬁnissons le concept de  communication verte  et
nous présentons ses objectifs. Ensuite, nous exposons les caractéristiques des
RCsF et les objectifs de la communication verte dans ces réseaux. Enﬁn, nous
dressons un état de l'art des techniques de conservation d'énergie dans les
réseaux de capteurs.
6 Chapitre 1. Introduction générale
Dans le troisième chapitre, nous abordons la problématique de routage
dans les RCsF opportunistes. Dans la première partie de ce chapitre, nous
présentons le fonctionnement et les caractéristiques des réseaux opportunistes
ou réseaux tolérants aux retards (DTN). Dans la deuxième partie, nous nous
intéressons à la problématique de routage dans les réseaux de capteurs mobiles
à connectivité intermittente. Ces derniers représentent un type particulier des
réseaux opportunistes. Ainsi, nous détaillons les protocoles de routage les plus
connus dans les réseaux opportunistes puis dans les réseaux de capteurs et
discutons leur application dans le contexte de la thèse.
Dans le quatrième chapitre, nous proposons deux nouvelles approches
de conservation de l'énergie de communication dans les réseaux de capteurs
opportunistes par le dimensionnement de la période de découverte de voisins.
Nous présentons tout d'abord la première contribution PPM-BM qui consiste
à dimensionner la fréquence de découverte de voisins en fonction de l'énergie
résiduelle des n÷uds. Ensuite, nous détaillons notre deuxième contribution
ECoND qui propose de contrôler la fréquence de découverte de voisinage en
fonction de la connectivité prévue entre les n÷uds. Enﬁn, nous évaluons ces
deux techniques et nous étudions leur impact sur les performances des pro-
tocoles de niveau supérieur, notamment le routage. Les performances de nos
algorithmes en termes d'énergie et de routage sont détaillées à travers l'outil
de simulation ONE (Opportunistic Network Environment Simulator). Nous
évaluons, en particulier, la consommation moyenne d'énergie, le taux de mes-
sages livrés et le taux d'overhead induit. Enﬁn, nous discutons les résultats de
simulation obtenus.
Dans le cinquième chapitre, nous proposons un protocole de routage
économe en énergie et qui vise à maximiser la durée de vie du réseau. Pour ce
faire, nous présentons une nouvelle métrique de routage qui consiste à intégrer
l'énergie résiduelle des n÷uds voisins dans le choix du prochain saut du paquet
à router. Nous introduisons dans la première partie du chapitre la métrique et
le fonctionnement du protocole de routage. Dans la deuxième partie, nous dé-
taillons l'évaluation de notre protocole et discutons des résultats de simulation
obtenus . Nous comparons les performances du protocole EXLIOSE proposé
et nous le comparons à ceux de deux protocoles de routage de référence : le
protocole PROPHET et un protocole basé sur l'énergie résiduelle. Enﬁn, nous
discutons les résultats de simulation obtenus.
Nous concluons, dans le sixième chapitre, en résumant les principaux
apports et en présentant les perspectives de recherche futures.
Chapitre 2
Réseaux de capteurs sans ﬁl
éco-responsables (Green WSN)
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2.1 Introduction
La maîtrise de la consommation d'énergie est devenue un enjeu majeur
pour les industries et le domaine des réseaux est particulièrement concerné.
En eﬀet, les infrastructures de réseaux impliquent des machines de haute per-
formance et s'appuient, donc, sur des appareils puissants, qui ont besoin de
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climatisation pour maintenir leur fonctionnement qui, elle, est consommatrice
d'énergie. En outre, les réseaux sans-ﬁl sont responsables de plus de 50% des
émissions de gaz à eﬀet de serre dans les TIC [7]. Au cours des dernières an-
nées, de grands eﬀorts ont été consacrés à la réduction des dépenses inutiles
d'énergie, ce qui est généralement connu sous le nom de la  communica-
tion verte  ou l'écologisation des technologies et de protocoles de réseaux.
Nous nous intéressons dans le cadre de cette thèse à la réduction des dépenses
énergétiques des réseaux de capteurs sans ﬁl. Ce chapitre est organisé comme
suit : nous introduirons dans la première section la problématique liée à la
 communication verte  et les enjeux engendrés. Dans la deuxième section,
nous déﬁnissons le concept de  communication verte  pour les réseaux de
capteurs sans ﬁl. La troisième section sera consacrée à détailler les diﬀérentes
techniques de conservation d'énergie dans ces réseaux. Enﬁn, nous présente-
rons les réseaux de capteurs à récupération d'énergie ambiante qui constituent
la nouvelle génération de réseaux de capteurs s'inscrivant dans le cadre de la
 communication verte .
2.2 Informatique verte (Green computing) :
Problématique
2.2.1 Déﬁnition
San Murugesan [15] déﬁnit le domaine de l'informatique verte ou  éco-
responsable  comme l'étude et la pratique de la conception, la fabrication,
l'utilisation et la disposition des ordinateurs, des serveurs et sous-systèmes
associés tels que les moniteurs, les imprimantes, les périphériques de stockage,
les réseaux et systèmes de communication - avec eﬃcience et eﬃcacité en
diminuant les agressions qu'elles pourraient faire subir à l'environnement au
cours de leurs cycles de vie .
La communication verte, en anglais  Green communication  ou encore
 Green radio  consiste dans toutes les approches et travaux qui visent à
réduire les pollutions et les émissions de CO2 en limitant la consommation
d'énergie des systèmes de communication. Il s'agit d'un concept vaste qui
couvre toutes les couches de la pile protocolaire des réseaux, ainsi que les
techniques et architectures de réseaux.
D'un point de vue environnemental, l'objectif de la communication
verte est de réduire les émissions de CO2. Une première étape évidente dans
cette direction est d'utiliser autant que possible les énergies renouvelables dans
les TIC. De plus, une autre piste triviale est de concevoir des composants de
faible puissance, capable d'oﬀrir le même niveau de performances [16].
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D'un point de vue économique, le marché mondial de l'énergie se ca-
ractérise par des prix volatiles et variables dans le temps. L'informatique éco-
responsable est une préoccupation des centres d'exploitation, pour qui la fac-
ture énergétique augmente fortement (le double entre 2000 et 2005 [17]) avec
la grande croissance de la puissance de calcul installée. L'enjeu est à la fois
économique et sociétal lié à l'image de marque de ces entreprises. Les enjeux
ﬁnanciers de l'informatique éco-responsable sont donc très importants. La va-
riabilité des prix de l'énergie peut être exploitée en déplaçant le calcul où
l'énergie a un coût inférieur. Des entreprises, comme Amazon ont opté pour
une délocalisation géographique de services [18] aﬁn de réduire les dépenses de
fonctionnement liés à l'approvisionnement en énergie. Par conséquent, si les
machines physiques peuvent être délocalisées aﬁn de minimiser la consomma-
tion mondiale d'énergie, on peut aussi imaginer une délocalisation des services
qui pourrait être situés aux endroits optimaux et peuvent se déplacer lorsque
les conditions varient en fonction du temps. Un déﬁ technologique énorme se
trouve dans l'exécution d'une telle migration de services sans aucune pertur-
bation, et en assurant la sécurité des informations. Ceci permet d'optimiser
considérablement le coût de production de l'énergie. Google est aussi parmi les
entreprises qui se sont intéressées par l'amélioration de l'eﬃcacité énergétique
de ses centres de données. Elle exploite aujourd'hui les centres de données les
plus eﬃcaces au monde qui utilisent 50% d'énergie en moins que les centres
de données classiques. Elle alimente ses centres de données avec de l'éner-
gie propre et investit également dans des projets d'énergie renouvelable pour
alimenter ses installations [19].
Enﬁn, d'un point de vue technique, la gestion éco-responsable de ré-
seaux peut être vue comme une façon de réduire l'énergie exigée pour eﬀectuer
une tâche donnée tout en maintenant le même niveau de performance, qui re-
présente le point de vue que nous adopterons dans le reste de ce manuscrit.
2.2.2 Motivations et objectifs
Partout dans le monde, nous assistons à une prise de conscience collective
de l'éventuelle dangerosité des gaz à eﬀet de serre (GES) pour notre environ-
nement. Diverses études ont mis en exergue les eﬀets néfastes des émissions de
GES et de leurs conséquences sur le changement climatique. Selon un rapport
publié par l'Union Européenne [20], une diminution de 15% à 30% du volume
des émissions est primordiale avant 2020 pour maintenir une température glo-
bale inférieure à 2C [16].
Par ailleurs, les eﬀets de GES ne sont pas seulement limités à l'environne-
ment, mais ils inﬂuent aussi sur l'économie. La réduction des GES permettra,
entre autres, de potentiels avantages économiques. En eﬀet, on prévoit que la
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réduction d'un tiers des émissions de GES permet de générer un avantage éco-
nomique plus élevé que l'investissement nécessaire pour atteindre cet objectif
[21]. L'objectif de réduire les GES implique de nombreuses branches de l'in-
dustrie, y compris les technologies de l'information et de la communication.
En eﬀet, le volume des émissions de CO2 produites par le secteur des TIC,
seul, a été estimé à 2% des émissions totales [5]. Pour exemple, les techniques
de l'information et de communication consomment 13,5% de l'électricité en
France. Elles sont responsables de 5% des émissions de CO2 du pays [22].
Les TIC représentent ainsi une importante source de consommation d'éner-
gie et d'émissions de GES. D'où l'idée de concevoir des dispositifs et des pro-
tocoles réseaux conscients de la quantité d'énergie qu'ils consomment, aﬁn
qu'ils puissent être autonomes et éco-responsables (ou verts). L'interaction
entre les TICs et le domaine d'énergie devient de plus en plus forte. D'une
part, les TIC sont appelées à jouer un rôle clé dans la réduction de la consom-
mation d'énergie dans plusieurs domaines, et en particulier dans ceux où plus
d'énergie est dépensée, tels que les transports, les bâtiments et l'industrie ma-
nufacturière. D'autre part, les TIC sont en train de devenir un consommateur
avide d'énergie, avec un taux de croissance très élevé. En ce qui concerne le
premier aspect, une étude récente du projet ICTENSURE [23] estime que les
TIC peuvent assurer une réduction de 26% de l'énergie consommée dans le
secteur du transport, une réduction allant de 5 à 15% de l'énergie consommée
par les bâtiments, et une réduction de 25 à 30% de l'énergie consommée dans
l'industrie. Ces économies permettent une réduction de 17 à 22% de l'éner-
gie globale consommée, tous secteurs confondus [24]. Par ailleurs, les TIC
devraient optimiser la production, la distribution et la consommation d'éner-
gie grâce au nouveau concept de Smart Grid. Il s'agit d'une appellation du
"réseau électrique intelligent" équipé de technologies informatiques et d'au-
tomates qui permettent de piloter et communiquer avec ses infrastructures
aﬁn d'améliorer l'eﬃcacité énergétique de l'ensemble des mailles du réseau
d'électricité [25]. Ce rôle essentiel des TIC dans l'optimisation de la consom-
mation d'énergie a aussi un coût énergétique important puisque l'utilisation
généralisée des TIC implique l'activation d'un grand nombre déquipements,
dont la consommation actuelle est estimée par le Plan d'action mondial à 2
à 10% de la puissance mondiale [5]. Environ un tiers de cette consommation
est dûe aux réseaux. De similaires estimations ont également été obtenues par
d'autres organismes, tels que le Fraunhofer Institut, et l'Union Internation-
nale des Télécommunications. Tandis que la fraction de l'énergie consommée
par les TIC d'aujourd'hui n'est pas très élevée, on s'attend à ce quelle croisse
rapidement pour peut-être doubler au cours de la prochaine décennie [6]. Ces
faits ont suscité un vif intérêt des chercheurs dans les deux domaines  des
TIC pour l'eﬃcacité énergétique  et  l'eﬃcacité énergétique dans les TIC
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. Bien que la pertinence et l'impact possible des TIC pour l'optimisation de
la consommation d'énergie est incontestable, l'importance des eﬀorts de re-
cherche dans le domaine des TIC éco-responsables en général, et des réseaux
économes en énergie, en particulier, n'est pas évidente.
Parmi ces projets, nous citons l'initiative lancée par le GreenTouch Alcatel-
Lucent Bell Labs [26], un nouveau projet de recherche qui s'est ﬁxé pour
objectif de diviser par 1000 la consommation énergétique des réseaux dans les
5 ans à venir, et plusieurs projets de recherche ﬁnancés par la Commission
européenne dans son 7e programme, notamment le Réseau TREND, réseau
d'excellence sur l'eﬃcacité énergétique des réseaux [27]. Ce concept vise la
réduction de l'énergie aini que les coûts de consommation, en mettant l'accent
sur l'énergie nécessaire au fonctionnement d'un réseau. Bien que ces projets
concernent en majorité l'ensemble du réseau, allant du réseau d'accès jusqu'au
terminal de l'usager, une grande partie des études portent sur les réseaux sans-
ﬁl qui représentent plus de 50% des émissions de gaz à eﬀet de serre dans les
TIC [7].
2.3 Réseaux de capteurs sans ﬁl éco-
responsables (Green WSN)
2.3.1 Caractéristiques des RCsF
Un réseau de capteurs sans ﬁl est un ensemble d'unités de traitement em-
barqués appelées  motes  ou  capteurs  (appelés aussi n÷uds du réseau),
communiquant via des liens radio. Il s'agit d'un réseau sans infrastructure
comprenant des n÷uds capables de capter des grandeurs physiques de l'en-
vironnement extérieur (chaleur, humidité, vibrations, etc.), transformer les
grandeurs physiques captées en des grandeurs numériques, les traiter le cas
échéant, et transmettre ces données à un n÷ud central de collecte appelé 
station de base  ou aussi  puits  par l'intermédiaire d'une architecture
multi-sauts. Un réseau de capteurs peut être composé d'un grand nombre
de n÷uds, qui peut atteindre les centaines de milliers, déployés sur un ou
plusieurs domaines en vue d'observer un phénomène particulier. Ces n÷uds
peuvent avoir des positions ﬁxes ou bien être déployés aléatoirement dans la
zone de supervision. Ces motes collaborent entre eux pour envoyer les infor-
mations collectées sur le phénomène supervisé à la ou les stations de base et
envoyer des alertes le cas échéant. Les n÷uds  puits  disposent de plus de
ressources matérielles et permettent de collecter et stocker les informations
issues des diﬀérents capteurs. Les motes sont capables de collecter des infor-
mations depuis l'environnement extérieur et de les router jusqu'à la station de
12
Chapitre 2. Réseaux de capteurs sans ﬁl éco-responsables (Green
WSN)
base. Cette dernière centralise toutes les données collectées et constitue une
passerelle vers une infrastructure externe ou vers le réseau Internet où des uti-
lisateurs peuvent consulter, gérer et analyser les données stockées au niveau
du  puits . Ce processus est illustré dans la ﬁgure 2.1. Le n÷ud capteur (ou
Figure 2.1  Un exemple de réseau de capteurs
aussi le mote) constitue l'élément de base d'un réseau de capteurs sans ﬁl. Il
s'agit d'un composant physique composé des quatre unités suivantes :
 - une unité d'acquisition,
 - une unité de traitement,
 - une unité de transmission radio,
 - une unité de génération et de contrôle d'énergie.
L'unité d'acquisition est constituée d'un récepteur, un capteur qui recon-
nait la grandeur à mesurer, et d'un CAN (Convertisseur Analogique Numé-
rique) chargé de convertir la grandeur physique captée en un signal numérique
compréhensible par l'unité de traitement. Cette dernière comprend un proces-
seur associé généralement à une petite unité de stockage. Cette unité est char-
gée d'exécuter les protocoles de communication qui assurent la collaboration
des n÷uds entre eux. Elle peut aussi, dans le but d'alléger la tâche à la sta-
tion de base, traiter les informations captées. Une fois celles-ci traitées, elles
sont envoyées, via l'unité radio, à la station de base. L'unité de transmission
radio comprend des circuits de modulation, de démodulation, de ﬁltrage et
de multiplexage. Cette unité est attachée à une antenne et permet d'eﬀectuer
toutes les émissions et réceptions des données sur le medium sans ﬁl.
L'unité d'acquisition et l'unité de communication sont deux entités fonda-
mentables dans le fonctionnement d'un capteur. Elles déﬁnissent deux para-
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mètres caractéristiques d'un capteur à savoir le rayon de communication (Rc)
et le rayon de sensation (Rs) (appelé aussi rayon de couverture et déﬁnit la
portée de capture du n÷ud) [2]. La ﬁgure 2.2 montre les zones déﬁnies par
ces deux rayons pour un capteur A. La zone de communication est la zone où
le capteur A peut communiquer avec les autres capteurs. Dans cet exemple,
le capteur A peut communiquer avec le capteur B. D'autre part, la zone de
détection est la zone dans laquelle le capteur A peut capter l'événement Evt1.
Dans cet exemple, il s'agit de la zone dans laquelle se trouve le capteur C.
Pour alimenter les composants du capteur, ce dernier comprend une unité
de génération et de contrôle d'énergie. Cette unité est constituée généralement
d'une batterie et est responsable de la répartition de la quantité d'énergie
disponible sur les diﬀérents modules du mote aﬁn de réduire ses dépenses en
énergie, comme par exemple la mise en veille des composants inactifs. Cette
unité est la plus importante dans un mote puisque c'est elle qui aﬀecte la durée
de vie d'un réseau de capteurs. Une bonne gestion de l'énergie au niveau d'un
n÷ud capteur permet d'éviter au maximum l'épuisement de son énergie et
ainsi étendre sa durée de vie.
Figure 2.2  Rayons de communication et de sensation d'un capteur [2]
2.3.2 RCsF eco-responsables : Objectifs
Un réseau de capteurs est un réseau de dispositifs embarqués (n÷uds cap-
teurs) qui coopèrent pour détecter et recueillir des données pour l'analyse
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spéciﬁque d'une application particulière. Les applications de réseaux de cap-
teurs présentent diﬀérentes caractéristiques de conception, du type du phéno-
mène supervisé (type de capteur à utiliser), de calcul, de communication de
capacité de stockage, de coût, de taille des n÷uds, de type de source d'ali-
mentation, de l'architecture de déploiement, etc. Une catégorie d'application
typique largement déployée est celle reposant sur des n÷uds capteurs alimen-
tés par des batteries. Dans certaines applications, les n÷uds capteurs sont
déployés dans des endroits diﬃciles à atteindre ou des endroits où les lignes
électriques n'existent pas. La durée de vie d'un n÷ud capteur dépend donc
de la durée de vie des ses batteries. Une durée de vie ﬁnie du n÷ud implique
une durée de vie limitée des applications et des coûts supplémentaires pour
changer régulièrement les piles. Plusieurs techniques ont été proposées aﬁn de
maximiser la durée de vie des n÷uds alimentés par les piles. Nous les évo-
querons dans la section 2.4. Une autre technique pour résoudre le problème
de la durée de vie ﬁnie des n÷uds capteurs est l'utilisation de la récupération
d'énergie. Pour concevoir des réseaux de capteurs sans ﬁl économes en énergie,
on doit suivre les trois axes suivants :
1. Réduire au minimum la quantité d'énergie nécessaire au fonctionnement
de ces réseaux,
2. Remplacer les batteries par des dispositifs de récupération d'énergie qui
collectent l'énergie directement à partir de l'environnement,
3. Réduire au minimum le nombre de capteurs à déployer pour couvrir la
zone de supervision
Le premier axe consiste à réduire la quantité d'énergie consommée par
les diﬀérents modules des n÷uds capteurs, ou à utiliser des protocoles MAC
économes en énergie. Nous détaillerons cet axe dans la section suivante. Le
deuxième axe vise à concevoir des réseaux de capteurs autonomes en éner-
gie. De nouvelles générations de réseaux sont apparues à savoir les réseaux de
capteurs sans ﬁl avec récupération d'énergie ambiante, connu sous le nom de
 Wireless Sensor Networks Powered by Ambient Energy Harvesting (WSN-
HEAP). Le troisième axe concerne le déploiement du réseau de capteur. L'op-
timisation de l'énergie suivant cet axe revient à une problématique d'optimi-
sation du nombre des n÷uds déployés. Il s'agit donc d'une problématique de
déploiement. Plusieurs techniques dans la littérature permettent de trouver le
nombre optimal de n÷uds à déployer qui permettent une couverture maximale
de la zone de supervision. Cette problématique dépasse le cadre de notre sujet
de thèse. Ainsi, elle ne sera pas considérée dans la suite de ce manuscrit. Nous
nous intéresserons dans la suite de cette section à détailler les deux premiers
axes d'optimisation d'énergie dans les réseaux de capteurs.
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2.4 Techniques de réduction de l'énergie dans
les réseaux de capteurs sans ﬁl
Les n÷uds capteurs sont généralement alimentés par des batteries. Ils
doivent donc gérer judicieusement leur consommation d'énergie pour prolon-
ger la durée de vie des n÷uds et la durée d'une application particulière. Les
sources de consommation des n÷uds capteurs pourraient être  utiles  ou 
inutiles . Nous faisons, dans ce qui suit, un inventaire des sources de consom-
mation des capteurs et nous les classiﬁons en deux catégories  utiles  ou 
inutiles .
2.4.1 Formes de dépense d'énergie
Pour caractériser et quantiﬁer la consommation d'un système de commu-
nication, il est nécessaire de prendre en compte tous les éléments ou fonctions
nécessitant de l'énergie : le traitement du signal, tant à l'émission qu'à la ré-
ception, les transducteurs, les capteurs et tout autre élément intermédiaire.
Nous commençons par détailler les formes de dépense d'énergie d'un n÷ud,
 utiles  pour son fonctionnement. Les éléments qui nécessitent de l'énergie
pour que les n÷uds capteurs fonctionnent normalement sont les suivants :
 Le microcontrôleur MCU (Micro Controller Unit) : Généralement les
MCU possèdent diﬀérents modes de fonctionnement pour des ﬁns d'op-
timisation d'énergie. Les trois principaux modes de fonctionnement d'un
MCU sont :  actif ,  veille  ou  sommeil . Dans chaque mode, le
MCU consomme une certaine quantité d'énergie et même le passage
d'un mode de fonctionnement à un autre est consommateur d'énergie.
Tenons à titre d'exemple, le microcontrôleur ATMega 128L, que nous
trouverons dans les capteurs Micaz, qui consomme 16.5mW en mode
actif et seulement 3µW en mode idle [28]. Ainsi, les diﬀérents modes de
fonctionnement, le temps de transition entre les modes et aussi le temps
passé par le MCU dans chaque mode, ont un impact sur la consomma-
tion d'un n÷ud capteur [29].
 La radio : La radio est le composant le plus gourmand en énergie de tous
les composants d'un n÷ud capteur. La radio fonctionne selon quatre
modes, à savoir,  transmission ,  réception , veille  ou  sommeil
. Les modes  transmission  et  réception  sont, évidemment, les
modes qui consomment le plus d'énergie. Cependant, une observation
importante dans la plupart des radios est que la consommation d'énergie
en mode  veille  est aussi signiﬁcative que celle dépensée en mode 
réception . En eﬀet, lorsque la radio est en mode  veille, le n÷ud est
à l'écoute du canal même s'il n'est pas en mode  transmission  ou 
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réception . Ainsi, il est préférable d'éteindre complètement l'émetteur
plutôt que de le laisser en mode veille quand il n'est pas en mode de
transmission ou de réception. En plus, une quantité importante d'énergie
est consommée lors du passage d'un mode de fonctionnement à un autre.
 Le capteur : Le terme capteur est utilisé ici pour désigner le dispositif
capteur ou détecteur, proprement dit, des paramètres physiques. Il s'agit
des dispositifs matériels qui transforment l'état d'une grandeur physique
observée (comme la température ou la pression) en une grandeur mesu-
rable et utilisable [30]. Le signal analogique continu produit par les cap-
teurs est numérisé par un convertisseur analogique-numérique et trans-
mis au microcontrôleur pour un traitement ultérieur. Ces tâches d'échan-
tillonnage, de conversion des signaux physiques en signaux électriques,
de conditionnement des signaux et de conversion analogique/numérique
consomment de l'énergie. Nous distinguons trois classes de capteurs :
les passifs omnidirectionnels, les passifs directionnels, et les capteurs
actifs. Les capteurs passifs détectent les données sans manipuler l'envi-
ronnement par sondage (comme par exemple un thermomètre, détecteur
chimique, détecteur de fumée, pression de l'air, etc.). Ils n'ont pas be-
soin d'apport d'énergie extérieur pour fonctionner. Ils sont autoalimen-
tés ; la source d'énergie n'est nécessaire que pour ampliﬁer leur signal
analogique. Les capteurs actifs, quant à eux, sondent en continu l'envi-
ronnement, comme par exemple, un sonar ou un radar, et ils nécessitent
une source d'énergie pour fonctionner. Les capteurs actifs consomment,
ainsi, plus d'énergie que les capteurs passifs. Ce qui explique que ces
derniers sont généralement les plus utilisés.
En outre, il existe d'autres formes de dissipation d'énergie dues à l'accès à
la mémoire (en lecture ou en écriture). Un autre aspect non négligeable est
le phénomène d'autodécharge de la batterie. En eﬀet, cette dernière se dé-
charge d'elle-même et perd de sa capacité au ﬁl du temps [29]. Il est aussi à
noter qu'il est diﬃcile de faire une étude quantitative précise des quantités
d'énergie consommées par chaque unité du n÷ud capteur en raison du grand
nombre des plateformes commerciales existantes. Cependant, d'après les ex-
périences menées dans [31], la transmission des données est la phase la plus
consommatrice d'énergie dans le fonctionnement d'un n÷ud capteur. En eﬀet,
le coût de transmission d'un bit d'information est équivalent au coût néces-
saire au calcul d'un millier d'opérations [32]. L'énergie consommée en phase
de réception des données, et celle dépensée en période de veille de l'unité
de transmission sont approximativement équivalentes. La consommation de
l'unité de détection (ou de capture) dépend des types de capteurs utilisés et
donc de l'application. Dans de nombreux cas, cette quantité d'énergie est né-
gligeable devant celle consommée par les unités de traitement et, surtout, des
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systèmes de transmission.
2.4.2 Sources de surconsommation d'énergie
Nous désignons par surconsommation d'énergie, toute consommation in-
utile que l'on peut éviter aﬁn d'économiser au maximum l'énergie et augmen-
ter la durée de vie des n÷uds capteurs. Les sources de cette surconsommation
sont nombreuses ; elles peuvent être engendrées par exemple par le dispositif
de détection lorsque celui-ci est mal géré (ceci peut être engendré par exemple
par une fréquence d'échantillonnage mal contrôlée) [29], [33]. La surconsom-
mation concerne également la partie communication. En eﬀet, cette dernière
est sujette à des phénomènes gourmands en énergie, notamment au niveau de
la couche liaison de données où se déroule le contrôle d'accès au support sans
ﬁl. Certains de ces phénomènes ont été recensés dans [29], [34], [35], [36], [37] :
 L'écoute à vide (idle listening) : Quand le n÷ud capteur est en  veille
, il est à l'écoute du canal et prêt à recevoir des données. Sa radio est
donc en marche, même si le n÷ud n'est pas vraiment en phase de 
réception  des données. Cette phase est coûteuse en termes d'énergie.
Ainsi, il est préconisé d'éteindre la radio lorsqu'elle n'est pas sollicitée
pour transmettre des données. Néanmoins, la transition de mode de
fonctionnement de  veille  en  réception  ou l'inverse, est lui aussi
coûteux sur le plan énergétique, il est ainsi préférable de l'envisager de
manière  raisonnable .
 La collision : La collision est la principale raison de surconsommation
d'énergie. Ceci arrive lorsqu'un n÷ud reçoit plus d'un paquet à la fois,
ces paquets sont appelés, dans ce cas, collision. Même quand ils ne se
heurtent que partiellement, tous les paquets qui provoquent la collision
doivent être jetés et retransmis. Cette retransmission induit une surcon-
sommation d'énergie. Eviter les collisions est à la charge des protocoles
MAC.
 L'écoute abusive (overhearing) : Ce phénomène se présente quand un
n÷ud reçoit un paquet qui ne lui est pas destiné. Cette situation est
pénalisante sur le plan énergétique surtout dans des réseaux denses et à
grande charge de traﬁc.
 L'overhead des paquets de contrôle : Il s'agit des messages de contrôle
nécessaires à la transmission de données. La réception, transmission et
l'écoute de ses messages consomment de l'énergie donc un nombre mini-
mal de paquets de contrôle doit être utilisé pour eﬀectuer les transmis-
sions de données. Etant donné que les messages de contrôle ne trans-
portent pas vraiment des données, leur envoi fréquent engendre une
baisse considérable du débit utile eﬀectif [29].
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 L'overmitting : Cette situation se présente quand un n÷ud envoie un
paquet et que sa destination n'est pas prête pour le recevoir.
2.4.3 Méthodes de conservation d'énergie
En se basant sur l'étude, ci-dessus, des sources de dissipation d'énergie
dans les réseaux de capteurs sans ﬁl, nous constatons que l'énergie consommée
par un capteur est principalement due aux opérations suivantes : la détection,
le traitement et la communication [31]. Plusieurs approches sont proposées
pour réduire la consommation énergétique dans ces réseaux en économisant
la consommation énergétique soit au niveau de la capture, au niveau de trai-
tement ou encore au niveau de la communication. D'une manière générale,
nous distinguons trois classes de techniques de conservation d'énergie : Data
cycling, approches orientées données, et mobilité [38]. Nous détaillerons dans
ce qui suit chaque classe de techniques.
2.4.3.1 Duty cycling
Le Duty cycling agit principalement sur l'activité réseau. L'objectif de
cette opération consiste à mettre l'unité de transmission radio en mode 
veille  chaque fois que la communication n'est pas requise. Idéalement, la
radio devrait être éteinte dès qu'il n'y a plus de données à envoyer/ recevoir,
et devrait être reprise dès qu'un nouveau paquet de données arrive. De cette
manière, les n÷uds alternent des périodes d'activité et de sommeil selon l'ac-
tivité du réseau. Ce comportement est généralement dénommé duty cycling,
et le duty cycle est déﬁni comme étant la fraction de temps pendant laquelle
les n÷udssont actifs pendant leur durée de vie.
Comme les n÷uds capteurs eﬀectuent des tâches coopératives, ils doivent
coordonner leurs instants de Sommeil/Réveil. Un algorithme d'ordonnance-
ment Sommeil/Réveil est ainsi primordial dans toute technique de duty cy-
cling. Il s'agit d'un algorithme distribué basé sur les instants auxquels les
n÷uds décident d'eﬀectuer la transition de l'état actif à l'état sommeil, et
vice-versa. Il permet aux n÷uds voisins d'être actifs en même temps, ce qui
rend possible l'échange des données, même lorsque les n÷uds fonctionnent
avec un duty cycle faible (i.e., ils dorment dans la plupart du temps) [38].
Le duty cycling peut être réalisé à travers deux approches diﬀérentes et
complémentaires : le contrôle de topologie et la gestion d'énergie. D'une part,
il est possible d'exploiter la redondance des n÷uds, ce qui est typique dans les
réseaux de capteurs, et sélectionner de manière adaptative un sous-ensemble
minimal de n÷uds qui vont rester actifs pour maintenir la connectivité. Les
n÷uds qui ne sont pas nécessaires pour assurer la connectivité peuvent pas-
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ser à l'état sommeil et économiser ainsi l'énergie. La technique qui consiste
à trouver le sous-ensemble optimal de n÷uds qui assurent la connectivité du
réseau est appelée  contrôle de topologie . Par conséquent, l'idée de base
derrière le contrôle de topologie est d'exploiter la redondance du réseau pour
prolonger au maximum sa durée de vie. Ceci permet d'augmenter, générale-
ment, la durée de vie par un facteur de deux ou trois par rapport à un réseau
dans lequel tous les n÷uds sont simultanément actifs [39] [40]. D'autre part,
les n÷uds actifs (i.e., les n÷uds sélectionnés pendant la phase de contrôle
de topologie déjà décrite) n'ont pas besoin de maintenir leur radio active en
continu. Ils peuvent l'éteindre en absence d'activité réseau, et alternent donc
des périodes de Sommeil/Réveil. Le duty cycling eﬀectué sur les n÷uds actifs
est appelé  gestion d'énergie . Par conséquent, le contrôle de topologie et de
gestion d'énergie sont des techniques complémentaires qui mettent en oeuvre
le duty cycling avec une granularité diﬀérente. Les techniques responsables
de la gestion d'énergie peuvent être subdivisées en deux grandes catégories
en fonction de la couche de l'architecture réseau au niveau de laquelle elles
sont mises en oeuvre [38]. En eﬀet, elles peuvent être implémentées en tant
que protocoles sleep/wakeup indépendants du protocole MAC (Medium Ac-
cess Control), typiquement au niveau de la couche réseau ou de la couche
application, ou strictement intégrées avec le protocole MAC lui-même. Cette
dernière approche permet d'optimiser les fonctions d'accès au support en se
basant sur le modèle sleep/wakeup utilisé pour la gestion d'énergie. D'autre
part, les protocoles sleep/wakeup indépendants permettent une plus grande
souplesse car ils peuvent être adaptés selon les besoins de l'application, et
peuvent être utilisés avec tout protocole MAC.
2.4.3.1.1 Protocoles de contrôle de topologie Le concept de contrôle
de topologie est strictement lié à la présence de la redondance dans le réseau.
Les réseaux de capteurs denses ont généralement un certain degré de redon-
dance (qui est déﬁnit par le nombre de capteurs couvrant un point donné de la
zone de supervision). Dans de nombreux cas, le déploiement des n÷uds cap-
teurs se fait aléatoirement à partir d'un avion ou d'une roquette par exemple,
ou bien ils peuvent être placés un par un d'une manière déterministe par un
humain ou un robot. Par conséquent, il peut être pratique de déployer un
certain nombre de n÷uds plus que nécessaire pour faire face aux éventuelles
défaillances de n÷uds survenant pendant ou après le déploiement. Dans de
nombreux contextes, il est beaucoup plus facile de déployer initialement un
plus grand nombre de n÷uds que de redéployer des n÷uds supplémentaires en
cas de besoin. Un déploiement redondant est ainsi fréquent et plus pratique
[38]. Les protocoles de contrôle de topologie visent donc à adapter dynami-
quement la topologie du réseau en fonction des besoins de l'application, de
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manière à permettre l'exploitation du réseau tout en minimisant le nombre
de n÷udsactifs et, par conséquent, de prolonger sa durée de vie. Plusieurs
critères peuvent être utilisés pour décider quels n÷uds activer/désactiver, et
à quel moment. À cet égard, les protocoles de contrôle de topologie peuvent
être classés selon les deux catégories suivantes : protocoles orientés position
(location driven) et protocoles orientés connectivité (connectivity driven) [38].
Les protocoles orientés position se basent sur la localisation des n÷uds
capteurs pour choisir le moment d'éteindre certains d'entre eux. Parmi ces
protocoles, nous listons GAF [41] (Geographical Adaptive Fidelity) et Ge-
RaF (Geographic Random Forwarding) [42], [43]. Ces protocoles requièrent la
connaissance des positions des n÷uds qui peuvent être obtenues en munissant
chaque n÷ud capteur d'une unité GPS.
Les protocoles orientés connectivité, quant à eux, choisissent d'acti-
ver/désactiver certains n÷uds tout en assurant la connectivité complète du
réseau et la couverture de la zone de détection. Span [44] est un exemple de
ces protocoles qui élit d'une façon adaptative des coordinateurs. Ces der-
niers restent actifs en permanence et eﬀectuent un routage multi-sauts, tandis
que les autres n÷uds restent en mode sommeil et se réveillent périodique-
ment en cas de besoin. Le choix des coordinateurs et leur nombre se font
selon des  règles d'admissibilité de coordinateur . ASCENT [45] (Adaptive
Self-Conﬁguring sEnsor Networks Topologies) est un protocole orienté connec-
tivité qui, à la diﬀérence de Span, ne dépend pas du protocole de routage. En
eﬀet, ASCENT choisit d'activer un n÷ud sur la base des informations de
connectivité et la perte de paquets qui sont mesurées localement par le n÷ud
lui-même.
Les protocoles de contrôle de topologie orientés position exigent l'informa-
tion de localisation des n÷uds. Cette information est généralement obtenue à
l'aide des unités GPS embarquées sur les n÷uds capteurs. Comme la technolo-
gie GPS reste assez chère et consommatrice d'énergie, il est souvent impossible
de l'installer sur tous les n÷uds. Dans ce cas, il suﬃrait d'équiper seulement
un sous-ensemble limité de n÷uds avec un GPS, et déduire l'emplacement
des autres n÷uds par le biais d'autres techniques de localisation [46], [47]. Il
ressort donc que les protocoles orientés connectivité sont généralement préfé-
rables, car ils ne nécessitent que des informations tirées à partir de mesures
locales. Dans le cas général, comme l'eﬃcacité énergétique des protocoles de
contrôle de topologie est étroitement liée à la densité des réseaux, le gain réa-
lisable en termes de durée de vie dépend de la densité réelle du réseau. Il a
été montré que les protocoles de contrôle de topologie peuvent généralement
augmenter la durée de vie du réseau par un facteur de deux à trois par rapport
à un réseau avec des n÷udsactifs en permanence [38], [40]. Par ailleurs, les
protocoles de contrôle de topologie peuvent être couplés avec d'autres types
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de techniques de conservation de l'énergie, tels que celles présentées dans les
sections suivantes.
2.4.3.1.2 Protocoles de gestion d'énergie Comme nous l'avons men-
tionné précédemment, les protocoles de gestion d'énergie se divisent en pro-
tocoles sleep/wakeup et d'autres intégrés au niveau MAC.
Les protocoles sleep/wakeup sont classés selon trois grandes catégories
[38] :
 Protocoles à la demande : L'idée de base sur laquelle est fondée ce type de
protocoles consiste à ce qu'un n÷ud devrait se réveiller seulement quand
son voisin veut communiquer avec lui. Le principal problème associé à
ces protocoles est de savoir comment informer le n÷ud en sommeil qu'un
autre n÷ud est prêt à communiquer avec lui. À cet égard, ces systèmes
utilisent généralement plusieurs radios avec diﬀérents compromis éner-
gie/performance (i.e. une radio à faible débit et à faible consommation
pour la signalisation, et une radio à haut débit mais à plus forte consom-
mation pour la communication des données) [29]. A titre d'exemple, le
protocole STEM (Sparse Topology and Energy Management) [48] utilise
deux fréquences radio diﬀérentes.
 Rendez-vous programmés : cette approche exige que tous les n÷uds cap-
teurs se réveillent au même moment. En eﬀet, les n÷uds se réveillent pé-
riodiquement pour vériﬁer la présence de communications potentielles.
Ensuite, ils retournent au mode sommeil jusqu'à la prochaine date de
rendez-vous. L'avantage majeur de cette approche consiste à garantir
que tous les voisins d'un n÷ud qui est réveillé, le soient aussi. D'un autre
côté, les approches de rendez-vous planiﬁées nécessitent la synchronisa-
tion des n÷uds pour qu'ils se réveillent à la même date. Le problème
de synchronisation dans les réseaux de capteurs sans ﬁl suscite l'intérêt
de plusieurs travaux de recherche [49] [50]. En eﬀet, les protocoles de
synchronisation fonctionnent principalement autour de mesures de date
de transmission et de réception de paquets de données aﬁn de détermi-
ner les délais causés par le temps de transmission de la donnée entre
l'application émettrice et l'application destinataire de la donnée. Les
caractéristiques intrinsèques des RCsF, telles que la capacité limitée de
calcul et les temps de propagation non déterministes rendent cette tâche
un véritable déﬁ.
 Systèmes asynchrones : les systèmes asynchrones permettent à chaque
n÷ud de se réveiller indépendamment des autres, en garantissant que
les n÷uds ont toujours des périodes actives qui se chevauchent au sein
d'un nombre spéciﬁé de cycles. Random Asynchronous Wakeup (RAW)
[51] est un exemple de systèmes sleep/wakeup asynchrones.
22
Chapitre 2. Réseaux de capteurs sans ﬁl éco-responsables (Green
WSN)
Les protocoles du niveau MAC dans les réseaux de capteurs sans
ﬁl font l'objet de plusieurs travaux dans la littérature ([52], [53], [34] et [54]).
Dans ce qui suit, nous nous intéressons aux protocoles MAC qui implémentent
des méthodes de duty cyling pour la gestion de l'énergie. Ces protocoles
peuvent être classés en trois catégories : protocoles basés sur TDMA, pro-
tocoles avec contention et protocoles hybrides.
 Protocoles MAC basés sur TDMA : Dans les protocoles MAC basés
sur TDMA, le temps est divisé en trames et chaque trame est consti-
tuée d'un nombre de slots. A chaque n÷ud est attribué un ou plusieurs
slots par trame, selon un algorithme d'ordonnancement. Pendant ces
slots, le n÷ud capteur peut transmettre/recevoir des paquets à partir
d'autres n÷uds. Dans de nombreux cas, les n÷uds sont regroupés en
clusters avec un Cluster-Head chargé d'attribuer les slots de temps pour
les n÷uds du cluster (comme Bluetooth [55] et LEACH [56]). Les pro-
tocoles TDMA sont par nature économes en énergie, puisque les n÷uds
n'activent leur radio que pour certains slots de temps et ils s'endorment
le reste du temps. Néanmoins, ces protocoles ne sont pas fréquemment
utilisés dans les réseaux de capteurs à cause de leurs inconvénients dans
la pratique à savoir leurs problèmes de passage à l'échelle, leur besoin
de synchronisation ﬁne et leur sensibilité aux interférences [29].
 Protocoles avec contention : Ces protocoles sont les plus utilisés dans les
réseaux de capteurs sans ﬁl grâce à leur robustesse et leur évolutivité. Ils
assurent le duty cycling par une intégration étroite des fonctionnalités
d'accès au canal avec une approche sleep/wakeup. La seule diﬀérence est
que, dans ce cas, l'algorithme sleep/wakeup est dépendant du protocole
MAC utilisé. Parmi les protocoles MAC avec contention les plus popu-
laires, nous citons B-MAC [57], S-MAC [34], T-MAC [58] et D-MAC
[59]. Ces protocoles garantissent le passage à l'échelle et ont générale-
ment un délai plus faible que celui des protocoles basés sur TDMA. Par
contre, leurs dissipations d'énergie sont plus importantes à cause de la
contention et des collisions [38].
 Protocoles MAC hybrides : L'idée de base des protocoles MAC hybrides
est l'alternance de fonctionnement entre les protocoles TDMA et CSMA,
selon le niveau de contention. Ils combinent les points forts des proto-
coles MAC basés sur TDMA et ceux avec contention tout en compensant
leurs faiblesses. Z-MAC [60] est l'un des protocoles MAC hybrides les
plus intéressants parce qu'il est robuste en s'adaptant facilement aux
changements de topologie et aux problèmes de synchronisation. Z-MAC
est implémenté dans TinyOS [61], le système d'exploitation le plus ré-
pandu pour les réseaux de capteurs sans-ﬁl.
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2.4.3.2 Approches orientées données
Les approches de duty cycling ne prennent pas en compte la nature des
données véhiculées dans les réseaux de capteurs. Par conséquent, des ap-
proches orientées données pourraient être utiles et plus eﬃcaces en énergie. Ces
approches sont classées en deux grandes catégories : des techniques de réduc-
tion des données qui visent à réduire les échantillons inutiles, et des méthodes
d'acquisition de données eﬃcaces en énergie qui concernent la réduction de
l'énergie dépensée par le module de détection (ou le capteur proprement dit)
[38].
La catégorie des techniques de réduction des données comprend les
méthodes de prédiction et d'agrégation des données. La première sous classe
de méthodes vise à construire un modèle d'abstraction décrivant le phéno-
mène supervisé [62], [63], [56]. Le modèle peut prédire les valeurs détectées
par les n÷uds avec une certaine limite d'erreurs. Il existe deux instances de
modèles dans le réseau, un modèle pour le Sink et un autre au niveau des
n÷uds capteurs. Si la précision nécessaire est satisfaite, les requêtes émises
par les utilisateurs peuvent donc être évaluées au niveau du Sink sans avoir
la nécessité d'obtenir les données exactes à partir des n÷uds capteurs. La
deuxième sous-classe consiste à l'agrégation des données (par exemple, en cal-
culant une moyenne de certaines valeurs détectées) des n÷uds intermédiaires
entre le n÷ud source et le Sink [64].
La deuxième catégorie de techniques d'acquisition de données eﬃ-
caces en énergie vise à réduire la consommation d'énergie du module de
détection. Ceci va à l'encontre de l'hypothèse selon laquelle la détection n'a
pas une consommation d'énergie signiﬁcative. En eﬀet, ce module peut, dans
certaines applications, consommer plus d'énergie que la radio ou le reste des
composants du n÷ud capteur [33]. Cela est dû principalement à la consomma-
tion excessive d'énergie de certains composants du module de détection tels
que les transducteurs, les convertisseurs A/N et les dispositifs de capture actifs
ou simplement liés à un temps d'acquisition long [29]. Ces techniques ont pour
objectif de réduire le nombre d'acquisitions (échantillons de données). Réduire
les données prélevées permet de réduire le nombre de communications et donc
d'agir sur la consommation du module de détection lui-même et par consé-
quent la consommation globale du réseau. Ces approches sont classiﬁées en
des techniques d'échantillonnage adaptatif (qui exploitent la corrélation entre
les échantillons mesurés et les similitudes pour réduire la quantité des données
devant être acquises à partir du transducteur), des techniques d'échantillon-
nage hiérarchiques (qui supposent l'utilisation de capteurs de types diﬀérents
et choisissent dynamiquement la classe de capteurs à activer aﬁn d'avoir un
compromis entre la précision de la détection et l'économie d'énergie) et des
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techniques d'échantillonnage actifs (qui se basent sur des approches de pré-
diction de données [38]).
2.4.3.3 Mobilité
Au delà du duty cycling et des approches orientées données, la mobilité des
n÷uds, lorsque cela est possible, peut être une solution eﬃcace pour réduire
la consommation d'énergie. En eﬀet, dans un réseau de capteurs statiques,
les paquets en provenance des n÷uds traversent le réseau vers le Sink en sui-
vant des chemins multi-sauts. Lorsque le Sink est lui même statique, quelques
chemins peuvent être plus chargés que d'autres, en fonction de la topologie
du réseau et les taux de génération de paquets au niveau des n÷uds sources.
Généralement, les n÷uds proches du Sink sont chargés de transférer un plus
grand nombre de paquets et donc verront leur niveau de batteries s'épuiser ra-
pidement. Cela se produira même si des techniques de conservation d'énergie,
comme listées ci-dessus, sont mises en place.
Des n÷uds collecteurs mobiles, connus sous le nom de Data Mules [65],
permettent de réduire la consommation d'énergie. En eﬀet, il s'agit d'appareils
mobiles dont nous pouvons contrôler le mouvement pour fournir une alterna-
tive à la collecte classique des données à partir des n÷uds capteurs dispersés
dans l'espace. Les data mules circulent dans la zone de supervision et entrent
en communication avec chaque n÷ud quand il se trouve à sa proximité. Ainsi
les n÷uds statiques attendront le passage du data mule pour lui transférer
leurs données. Ce dernier se chargera du routage des données vers le Sink. En
conséquence, les n÷uds capteurs statiques peuvent économiser l'énergie grâce
à la réduction de la longueur des chemins de routage, de la contention et des
overheads de diﬀusion.
Deux catégories d'approches de mobilité sont distinguées. Une catégorie
se base sur la mobilité du Sink [66], [67], [68] et l'autre est fondée sur la mo-
bilité des n÷uds relais ou data Mules [65], [69], [70], [71]. Il est important de
souligner ici que le type de contrôle de la mobilité des n÷uds qu'intègre la
conception du réseau est à considérer avec une grande importance [29]. Ce
problème est détaillé dans [69]. Les n÷uds mobiles peuvent être spéciﬁque-
ment conçus comme faisant partie de l'infrastructure réseau, ou faire partie de
l'environnement. Dans le premier cas, leur mobilité peut être contrôlée dans la
mesure où ils sont généralement embarqués sur des robots. Lorsque les n÷uds
mobiles font partie de l'environnement, leur mobilité peut être incontrôlable.
Cette dernière peut être prévisible si elle suit un horaire strict (par exemple
une navette pour les transports publics) ou aléatoire. Enﬁn, leur mobilité peut
être ni prévisible, ni complètement aléatoire (comme c'est le cas d'un mou-
vement d'un bus, circulant dans une ville, dont sa vitesse est soumise à des
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variations en raison des conditions de circulation). Dans ce cas, les modèles
de mobilité vont être fondés sur des observations et des estimations d'une
certaine précision.
D'autres méthodes existent dans la littérature ayant pour objectif d'écono-
miser l'énergie de traitement dans un capteur. Citons par exemple l'approche
DVS (Dynamique Voltage Scaling) [72] qui consiste à ajuster de manière adap-
tative la tension d'alimentation et la fréquence du microprocesseur pour éco-
nomiser la puissance de calcul sans dégradation des performances. Il y'a aussi,
l'approche de partitionnement de systèmes qui consiste à transférer un calcul
prohibitif en temps de calcul vers une station de base qui n'a pas de contraintes
énergétiques et qui possède une grande capacité de calcul [73].
2.4.3.4 Discussion
Après la description des principales sources de consommation d'énergie
dans les RCsF, nous présentons dans ce qui suit les diﬀérentes techniques
utilisées pour minimiser cette consommation. Ces techniques sont appliquées
soit au niveau de la couche liaison soit au niveau de la couche réseau. Le
schéma suivant donne un aperçu global de ces mécanismes : Les techniques
de conservation d'énergie dans un capteur visent à économiser l'énergie sur
plusieurs niveaux : capture, traitement ou communication.
La première classe concerne les techniques de conservation de l'énergie de
capture qui peut se faire en limitant la consommation du module de détec-
tion, ou en réduisant la quantité de données circulant dans le réseau. Comme
le module de détection peut être gourmand en énergie, dans certaines conﬁ-
gurations d'applications, les méthodes d'acquisition de données eﬃcaces en
énergie agissent sur le nombre de valeurs échantillonnées par les dispositifs
de détection et les réduisent selon des méthodes d'échantillonnage adaptatif,
hiérarchique ou en se basant sur des modèles de prédiction. Des techniques de
réduction des données, comme l'agrégation, peuvent aussi être utilisées pour
réduire la quantité de données dans les n÷uds intermédiaires entre le n÷ud
source et le Sink.
La deuxième classe comprend les techniques de réduction de l'énergie de
traitement. Cette énergie peut être optimisée en utilisant deux techniques
principales à savoir le DVS [72] et le partitionnement du système [73].
La troisième classe s'intéresse à la réduction de l'énergie de communication
qui s'articule autour de deux axes : Un premier axe est dédié aux techniques
de réduction du duty cycle des n÷uds capteurs. Cela se traduit par la ré-
duction de la durée d'activité de la radio pour éviter toute surconsommation
d'énergie due à la communication. Ces techniques peuvent être implémentées
au niveau MAC ou encore être indépendants du protocole MAC et sont par
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Figure 2.3  Les techniques de conservation d'énergie
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conséquent plus ﬂexibles et s'adaptent aux besoins spéciﬁques de l'applica-
tion à mettre en ÷uvre. Cette dernière catégorie se base sur des algorithmes
d'ordonnancement sleep/wakeup. Le deuxième axe concerne la mobilité des
n÷uds qui est exploitée pour réduire la consommation d'énergie des n÷uds.
Bien que la mobilité implique l'ajout de dispositifs assurant la mobilité des
n÷uds (tels que des robots), qui peuvent être chers, le gain en énergie dépasse
l'investissement nécessaire à les mettre en ÷uvre. Une autre façon de rendre
les n÷uds capteurs mobiles, est de les embarquer sur des éléments mobiles
de l'environnement (tels que des animaux, personnes, etc.). Cette possibilité
pourrait être moins coûteuse mais posera des problèmes quant au modèle de
mobilité de ces éléments qui peut être imprévisible et aléatoire.
D'autres techniques de conservation d'énergie existent dans la littérature
telles que les paradigmes émanant de l'auto-organisation des systèmes, les
mécanismes cross-layer, et d'autres techniques indépendantes du niveau réseau
ou du niveau applicatif.
2.5 Réseaux de capteurs avec récupération
d'énergie ambiante
2.5.1 La récupération de l'énergie
Les réseaux de capteurs avec récupération d'énergie ambiante constituent
la nouvelle génération de réseaux de capteurs qui proposent des réseaux éco-
nomes en énergie et autonomes. Ils se basent sur la récupération de l'éner-
gie depuis l'environnement extérieur, domaine en plein essor actuellement.
En eﬀet, les systèmes de récupération d'énergie (Energy Harvesting Systems)
existent depuis très longtemps, comme les dynamos pour s'éclairer à vélo ou
les allumes gaz mécaniques, etc. De nouveaux systèmes ingénieux sont au-
jourd'hui mis au point pour récupérer l'énergie depuis de multiples sources
[74].
La récupération d'énergie consiste à exploiter les sources d'énergie faibles
et diﬀuses présentes dans notre environnement. Les énergies renouvelables
comme le solaire, le photovoltaïque et l'éolien sont des sources très importantes
de récupération d'énergie à plus grande échelle. La récupération d'énergie
n'est pas réservée aux écologistes, c'est un vrai marché qui devrait peser près
de 4 milliards de dollars en 2020 [74]. En eﬀet, les équipements sans ﬁl se
multiplient et la récupération d'énergie est le moyen le plus écologique pour se
passer de piles. Les avancées dans le domaine des nanotechnologies permettent
notamment de créer des systèmes miniatures et très sensibles pour récupérer
de faibles sources d'énergie mais suﬃsantes pour faire fonctionner de petits
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capteurs sans ﬁl.
Nous déﬁnissons un n÷ud de récupération d'énergie comme tout système
qui tire une partie ou la totalité de son énergie à partir de l'environnement,
tels que l'énergie solaire, les variations de température, de l'énergie cinétique
ou de vibrations. L'énergie récoltée de l'environnement est convertie en énergie
électrique qui permet d'alimenter les n÷uds capteurs. Les sources d'énergie
aﬀectent la façon d'alimenter les capteurs. En eﬀet, si la source d'énergie récol-
tée est grande et périodiquement/continuellement disponible, le n÷ud capteur
peut être alimenté perpétuellement. En outre, sur la base de la périodicité et
l'amplitude de l'énergie exploitable, les paramètres du système d'un n÷ud
peuvent être réglés pour augmenter les performances du n÷ud et celles du
réseau.
Comme un n÷ud est limité en énergie jusqu'à la prochaine possibilité de
récolte, i.e prochaine recharge, il peut optimiser sa consommation d'énergie
pour maximiser la performance au cours de cet intervalle. Par exemple, un
n÷ud peut augmenter sa fréquence ou son rapport cyclique d'échantillonnage
pour augmenter la ﬁabilité de détection, ou augmenter la puissance de trans-
mission pour diminuer la longueur de chemins de routage.
En conséquence, les techniques de récolte d'énergie ont le potentiel d'as-
surer le compromis entre les paramètres de performance et la durée de vie
des n÷uds. Le déﬁ réside dans l'estimation de la périodicité et de l'ampleur
de la source récupérable et de décider des paramètres à régler pour éviter
l'épuisement prématuré de l'énergie avant le prochain cycle de recharge.
Compte tenu du proﬁl d'utilisation énergétique des n÷uds capteurs, les
techniques de récolte d'énergie pourraient répondre partiellement ou totale-
ment à leurs besoins énergétiques. Une technique très répandue et populaire
de la récupération d'énergie est la conversion d'énergie solaire en énergie élec-
trique. L'énergie solaire est une source incontrôlable ; l'intensité de la lumière
émise par le soleil ne peut pas être contrôlée, mais elle est prévisible avec
des proﬁls quotidiens et saisonniers. D'autres techniques de récolte d'énergie
convertissent l'énergie mécanique ou l'énergie éolienne en énergie électrique.
Certaines technologies peuvent s'implanter dans nos chaussures pour récupé-
rer une partie de l'énergie dépensée lors de la marche. Il est aussi possible
de créer de l'électricité en exploitant la chaleur dégagée par les ordinateurs.
De plus, des pressions mécaniques appliquées aux systèmes piézoélectriques,
ou à un bras tournant relié à un générateur, peuvent produire de l'énergie
électrique. Puisque la quantité d'énergie ainsi récoltée peut varier, de telles
techniques sont considérées comme des sources d'énergie contrôlables [75].
Un système typique de récupération d'énergie comprend trois composantes
à savoir la source d'énergie, le système de récolte et la charge. La source d'éner-
gie se réfère à la source d'énergie ambiante à récolter. Le système de récolte se
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compose de mécanismes pour exploiter et convertir l'énergie ambiante d'en-
trée en énergie électrique. Et la charge représente l'activité qui consomme de
l'énergie et agit comme un puits pour l'énergie récupérée [75]. Dans le cas de
n÷uds capteurs à récupération d'énergie, la charge correspond aux activités
liées aux unités d'acquisition, de traitement et de transmission. L'architecture
d'un tel n÷ud est représentée dans la ﬁgure 2.4.
Figure 2.4  Les composantes d'un n÷ud capteur à récupération d'énergie
ambiante
2.5.2 Sources de récupération de l'énergie
Un élément essentiel de tout système de récupération d'énergie est la source
d'énergie. En eﬀet, les performances de tels systèmes dépendent de la qualité
de cette source puisque cette dernière est responsable de la quantité et du taux
d'énergie disponible pour utilisation. Les sources d'énergie ont des caractéris-
tiques diﬀérentes selon leur contrôlabilité, prévisibilité et ampleur [76]. Une
source d'énergie contrôlable peut fournir de l'énergie exploitable chaque fois
que nécessaire ; la disponibilité de l'énergie n'est pas prédite avant la récolte.
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Source d'énergie Caractéristiques
Solaire Ambiante, incontrôlable et prévisible
Eolienne Ambiante, incontrôlable et prévisible
Energie RF Ambiante, partiellement contrôlable
Vibrations Ambiante, incontrôlable et imprévisible
Chaleur du corps Humaine passive, incontrôlable et imprévisible
Respiration Humaine passive, incontrôlable et imprévisible
Pression artérielle Humaine passive, incontrôlable et imprévisible
Mouvement de doigt et marche Humaine active et entièrement contrôlable
Table 2.1  Caractéristiques des sources d'énergie
Avec des sources d'énergie incontrôlables, soit l'énergie peut être simplement
récoltée chaque fois que possible ou, sa récolte est programmée pour coïncider
avec les périodes de disponibilité de l'énergie (horaire, quotidienne, hebdoma-
daire, etc.). Des modèles de prédiction de l'énergie sont ainsi évoquées pour
indiquer les périodes de disponibilité de la source d'énergie, i.e. le moment du
prochain cycle de recharge.
En outre, les sources d'énergie peuvent être classées dans les deux caté-
gories suivantes : (i) sources d'énergie ambiante qui représentent des sources
d'énergie récupérables à partir de l'environnement, comme par exemple, l'éner-
gie solaire, l'énergie éolienne et l'énergie RF, et (ii) energie humaine qui se
réfère à l'énergie récupérée à partir des mouvements du corps de l'être hu-
main [77], [78], [79], [80]. Des sources d'énergie passives sont celles qui ne
sont pas contrôlables. Nous pouvons citer quelques exemples : l'hypertension
artérielle, la chaleur du corps ou la respiration [77]. Les sources d'énergie hu-
maines actives sont celles qui sont sous le contrôle de l'utilisateur. En eﬀet,
ce dernier exerce une force pour générer de l'énergie, par exemple, à travers
le mouvement du doigt, la marche [77]. Nous dressons dans le tableau 2.1 une
synthèse des diﬀérentes sources d'énergie et les classiﬁons selon leurs carac-
tères de contrôlabilité, prévisibilité et ampleur.
Pour résumer, l'énergie solaire constitue la source d'énergie la plus exploi-
table compte tenu de sa disponibilité et prévisibilité journalière et saisonnière
assez précise.
2.5.3 Architectures des systèmes à récupération d'éner-
gie
Généralement, les systèmes de récupération d'énergie peuvent être classés
selon deux architectures : (i) Récolter-Utiliser (Harvest-Use) : l'énergie est ré-
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colté pour une utilisation immédiate et (ii) Récolter-Stocker-Utiliser (Harvest-
Store-Use) : l'énergie est récoltée chaque fois que possible et stockée pour une
utilisation ultérieure.
2.5.3.1 Architecture Récolter-Utiliser
La ﬁgure 2.5 (a) illustre la première architecture  Récolter-Utiliser .
Dans ce cas, le système de récolte alimente directement le n÷ud capteur. Par
conséquent, pour que le n÷ud soit opérationnel, il faudrait que la sortie du
système de récupération soit en permanence au-dessus d'un seuil représentant
le point d'opération minimum. Faute d'énergie disponible, le n÷ud sera désac-
tivé. De brusques variations de la capacité de la récolte d'énergie causeront
des oscillations de l'état de fonctionnement du n÷ud [75].
Un système  Récolter-Utiliser  peut être construit à partir de sources
d'énergie mécaniques générées par la poussée de touches/boutons, marche,
pédale, etc. Par exemple, l'appui sur un bouton poussoir peut être utilisé pour
déformer un élément piézo-électrique, générant ainsi de l'énergie électrique
pour envoyer un message sans ﬁl à courte portée. Dans le même cadre, des
matériaux piézo-électriques implantés dans une chaussure peuvent se déformer
à des degrés divers et génèrent ainsi de l'énergie électrique lors de la marche ou
la course. L'énergie récupérée peut être utilisée pour transmettre des signaux
RFID, qui permettent de suivre la personne porteuse de chaussures.
2.5.3.2 Architecture Récolter-Stocker-utiliser
La ﬁgure 2.5 (b) représente l'architecture  Récolter Stocker - Utiliser
. L'architecture se compose d'une unité de stockage qui emmagasine l'éner-
gie récoltée et alimente également le n÷ud capteur. Le stockage d'énergie est
utile lorsque la quantité d'énergie récoltée disponible est supérieure à celle
consommée et courante. L'énergie excédentaire est stockée pour une utilisa-
tion ultérieure lorsque la source d'énergie n'existe plus ou quand le n÷ud
capteur décide d'augmenter sa consommation d'énergie pour améliorer ses
performances. L'unité de stockage peut être représentée par un seul ou un
double système de stockage. Le système secondaire est un élément de secours
quand le dispositif de stockage primaire est épuisé [75]. Un système  Ré-
colter Stocker - Utiliser  peut utiliser des sources d'énergie incontrôlables,
mais prévisibles comme l'énergie solaire. Pendant la journée, l'énergie solaire
récoltée est utilisée pour le fonctionnement des capteurs et également stockée
pour une utilisation pendant la nuit.
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Figure 2.5  Les architectures des systèmes de récupération d'énergie
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2.5.4 Applications des réseaux de capteurs à récupéra-
tion d'énergie
Les applications des réseaux de capteurs sans ﬁl sont nombreuses et va-
riées. Grâce à leur facilité de déploiement et leur faible coût d'installation,
ces réseaux se retrouvent dans tous les aspects de notre vie quotidienne. Dans
certaines applications telles que le monitoring en temps réel pour lequel un
réseau de longue durée de vie et de grande qualité de service est exigé, les
batteries qui alimentent les capteurs doivent être remplacées ou rechargées
en continu. Or, ceci n'est pas possible dans la plupart des cas. En eﬀet, le
remplacement des batteries est souvent coûteux et n'est pas toujours facile à
cause de contraintes environnementales, voire impossible si les capteurs sont
déployés dans une zone diﬃcile d'accès ou dangereuse. Bien que les réseaux de
capteurs alimentés par des batteries constituent une solution idéale pour de
nombreuses applications, il existe d'autres applications où les batteries ne par-
viennent pas à s'adapter à leurs exigences énergétiques. Les applications avec
de tels besoins trouvent dans les réseaux de capteurs sans ﬁl à récupération
d'énergie ambiante leur meilleur allié.
2.5.4.1 Réseaux de capteurs avec récupération d'énergie solaire
De nombreux prototypes de réseaux de capteurs à récupération d'énergie
ambiante sont conçus pour répondre aux exigences de ces applications. A titre
d'exemple, les capteurs Heliomote [76] constituent un système de récupéra-
tion d'énergie solaire, avec un seul système de stockage, et se basant sur la
plateforme Mica2 [81]. Prométhée [82] est un autre exemple de capteur de ré-
cupération d'énergie à double système de stockage se basant sur la plateforme
TelosB [83]. D'autres prototypes de capteurs à récupération d'énergie solaire,
de diﬀérentes architectures, existent tels que Everlast [84], et Ambimax [85].
Ces capteurs sont de caractéristiques diﬀérentes en termes de panneaux so-
laires utilisés, de type et de capacité de la batterie, et de complexité du circuit
de recharge. L'énergie solaire est la source de récupération d'énergie la moins
chère, et facilement disponible. Par conséquent, il y a une multitude d'appli-
cations [86], [87], [88] qui se basent sur les réseaux de capteurs à récupération
d'énergie solaire. Zebranet [88] est un réseau de capteurs mobile conçu pour
suivre le mouvement et étudier le comportement des zèbres. Il se base sur des
capteurs dotés de GPS et de modules de récupération d'énergie solaire.
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2.5.4.2 Réseaux de capteurs avec récupération d'énergie piézoélec-
trique
Les capteurs de récupération d'énergie piézo-électriques utilisent une force
mécanique pour déformer un matériau piézo-électrique, ce qui entraîne une
diﬀérence de potentiel électrique. Les deux principaux types de matériaux
piézo-électriques utilisés sont, (i) les ﬁlms piézo-électriques, par exemple, le
PVDF (polyﬂuorure de vinylidène) et (ii) le céramique piézo-électrique, par
exemple, PZT (titanate zirconate de plomb). Ces matériaux sont utilisés dans
des applications de récupération d'énergie à partir de la marche, ou du mou-
vement des doigts. A titre d'exemple, un PVDF inséré dans la semelle d'une
chaussure permet d'exploiter l'énergie produite par le mouvement du talon
[79].
2.5.4.3 Capteurs RFID
Les systèmes d'identiﬁcation par radiofréquence (RFID) utilisent des fré-
quences radio pour identiﬁer, localiser et suivre les gens, les actifs et les ani-
maux. Le lecteur RFID interroge le tag, qui répond avec sa propre identité.
Le tag RF passif utilise l'énergie RF qui lui est transmis, aﬁn de pouvoir
fonctionner, ce qui peut être vu comme une forme de récupération d'énergie.
Ceci ne s'applique pas aux tags RF actifs, qui ont leur propre batterie et ne
dépendent pas de l'énergie RF externe.
2.6 Conclusion
Dans ce chapitre, nous avons procédé à un état de l'art des techniques
basées sur une communication verte dans les réseaux de capteurs sans ﬁl.
Nous avons posé les briques de base et fédéré quelques concepts nécessaires
pour la compréhension de la problématique dans la suite du manuscrit.
L'objectif consiste à réduire la consommation d'énergie dans ces réseaux
et prolonger leur durée de vie. pour y arriver, nous avons présenté les deux
grands axes autour desquels s'articulent les travaux de la littérature dans ce
domaine.
Un premier axe concerne les techniques de conservation d'énergie dans les
réseaux de capteurs sans ﬁl en général. Il s'agit de techniques visant à réduire
le duty cycle des n÷uds qui se traduit par la réduction de la surconsomma-
tion d'énergie dûe à l'activité de communication radio. Les techniques sont
classées en approches implémentées au niveau MAC et d'autres plus ﬂexibles,
indépendantes des protocoles d'accès au medium sans ﬁl. D'autres techniques
sont orientées données et ont pour objectif de réduire la quantité de don-
2.6. Conclusion 35
nées traversant le réseau. Cela est possible grâce à l'agrégation des données
et la réduction des échantillons de données au niveau des n÷uds capteurs. La
mobilité des n÷uds est aussi exploitée pour conserver au maximum l'énergie
au niveau des n÷uds du réseau. Ce premier axe concerne notamment les ré-
seaux de capteurs alimentés par les piles. Une autre solution de conservation
d'énergie serait la récupération d'énergie à partir de l'environnement exté-
rieur. Ainsi, le deuxième axe concerne les réseaux de capteurs à récupération
d'énergie ambiante qui confèrent une certaine autonomie aux n÷uds capteurs
en exploitant des sources renouvelables  inﬁnies  d'énergie. L'objectif de ces
réseaux est d'assurer le compromis entre les paramètres de performance du
réseau et la durée de vie nodale.
Rappelons qu'un challenge aussi important que la gestion d'énergie est le
routage dans les réseaux de capteurs opportunistes. Dans le prochain chapitre
nous nous intéresserons à la problématique de routage et nous dresserons un
panorama des protocoles de routage présentés dans la littérature pour les
réseaux opportunistes.

Chapitre 3
Routage dans les réseaux
opportunistes
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3.1 Introduction
De nos jours, les technologies de réseaux sont au c÷ur des systèmes infor-
matiques. Ils communiquent entre eux et proﬁtent de la grande quantité de
fonctionnalités réseaux étendues introduites ces trente dernières années. En
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conséquence, de plus en plus de systèmes, ayant chacun ses particularités et
éventuellement ses propres moyens de communication, sont interconnectés par
Internet ou par d'autres types de réseaux. Les besoins des utilisateurs de ces
systèmes sont aussi en évolution continue et les services ubiquitaires se mul-
tiplient pour permettre la mobilité et l'accès à distance à diﬀérents contenus
et services. Le nombre croissant d'appareils que les utilisateurs portent, la va-
riété des capacités du réseau, le nombre de possibilités de communication, et
l'hétérogénéité des réseaux ont amené les chercheurs à envisager de nouvelles
façons de communiquer. Une classe de solutions sont les réseaux tolérants aux
retards (Delay Tolerant Network -DTN). Le domaine des réseaux DTN a réel-
lement émergé ces dernières années aﬁn de fournir des mécanismes permettant
d'étendre l'architecture de l'Internet actuel.
Ce chapitre est organisé comme suit : Nous introduisons dans la première
section les contraintes du routage dans les réseaux de capteurs sans ﬁl et
les critères d'évaluation des protocoles de routage. Dans la deuxième section,
nous présentons la notion de durée de vie d'un réseau de capteurs. Ensuite,
nous introduisons les réseaux tolérants aux retards. Nous présenterons leurs
principales caractéristiques, leur architecture et leur fonctionnement. Enﬁn,
nous consacrerons la quatrième section pour étudier les protocoles de routage
opportunistes de la littérature.
3.2 Routage dans les réseaux de capteurs
3.2.1 Déﬁs de routage
Le routage des données constitue le mécanisme le plus important dans
les réseaux de capteurs sans ﬁl. En eﬀet, les capteurs sans ﬁl communiquent
par radio à courte portée ce qui rend le routage multi-sauts une nécessité
pour l'acheminement des données des n÷uds géographiquement éloignés de
la station de base. Ce mécanisme est responsable de la sélection des chemins
pour acheminer les données d'un n÷ud expéditeur jusqu'à une ou plusieurs
stations de base. L'objectif principal des protocoles de routage consiste donc
à garantir un taux d'acheminement des messages élevé tout en minimisant
la consommation dénergie. Cependant, pour que cette tâche soit eﬃcace, les
protocoles de routage doivent gérer certaines contraintes liées aux propriétés
intrinsèques des RCsF et dont les principales sont les suivantes [89] :
 La tolérance aux pannes : au cours du temps, des n÷uds peuvent de-
venir défaillants suite à l'épuisement de leurs batteries ou suite à une
panne physique. Ainsi, ils ne sont plus capables de communiquer ou de
coopérer pour l'acheminement des données. Il est généralement diﬃcile
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de remplacer ces n÷uds défaillants. Un protocole de routage doit donc
pouvoir pallier aux trous (i.e. vides de routage) qui peuvent apparaître
dans le réseau suite à l'échec de certains n÷uds, et continuer le processus
de routage [90].
 La dynamicité du réseau : dans certains cas, les n÷uds du réseau sont
mobiles rendant la tâche de routage plus complexe. En eﬀet, la mobilité
des capteurs entraîne une modiﬁcation continue des liens de communi-
cation. Les algorithmes de routage doivent par conséquent s'adapter à
ce changement de topologie et assurer le routage des paquets.
 La qualité de service : chaque message émis doit arriver à destination
dans son intégralité. De plus, dans certaines applications, le délai de
transmission est un paramètre de qualité de service important : un mes-
sage arrivant après un certain délai pourrait être considéré futile.
 Le modèle d'émission des données : il existe plusieurs types de commu-
nication entre un capteur et une station de base. Selon l'application, le
modèle d'émission des données peut être périodique, en réponse à des
requêtes explicites de la station de base ou orienté événement (les cap-
teurs envoient leurs données seulement si un événement spéciﬁque se
produit). Ces modes de communication entre les n÷uds et la station de
base impliqueront des protocoles de routage totalement distincts.
3.2.2 Critères de performances des protocoles de routage
Pour faire un état de l'art sur les protocoles de routage, nous nous ﬁxons, en
plus des contraintes à gérer citées dans la section précédente, certains facteurs
essentiels pour évaluer les performances des protocoles de routage dans les
réseaux de capteurs. Ces critères peuvent être résumés comme suit :
 Eﬃcacité énergétique : dans un réseau de capteurs, chaque n÷ud col-
lecte des données et envoie/transmet des valeurs. Le dysfonctionnement
de quelques n÷uds nécessite un changement de la topologie du réseau
et une retransmission des paquets. Ces opérations sont gourmandes en
énergie, c'est pour cette raison que les travaux actuels se concentrent
principalement sur les moyens de réduire cette consommation et conce-
voir des protocoles de routage eﬃcaces en énergie.
 Equilibrage de charge (ou énergie) : un protocole de routage doit assurer
un bon équilibrage de charge (ou énergie) pour éviter l'épuisement rapide
de l'énergie de certains n÷uds capteurs, ayant comme conséquence une
courte durée de vie du réseau [91].
 Maximisation de la durée de vie : dans certaines applications comme
le contrôle de l'environnement, les n÷uds du réseau sont déployés pour
assurer un fonctionnement le plus longtemps possible. Un capteur pos-
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sède des ressources limitées en énergie. S'il épuise sa batterie, il serait
généralement impossible de la remplacer. De ce fait, la durée de vie d'un
capteur dépend grandement de la durée de vie de la batterie du noeud.
Un protocole de routage eﬃcace en énergie est recommandé dans un tel
cas pour prolonger la durée de vie du réseau.
 Passage à l'échelle : les algorithmes de routage doivent assurer leur bon
fonctionnement quel que soit le nombre de capteurs dans le réseau. Un
algorithme localisé est la seule manière de supporter ce passage à l'échelle
[92]. Ainsi, un bon protocole de routage - qui permet le passage à l'échelle
- devrait s'appuyer surtout sur des informations locales dans ses déci-
sions de routage.
 Support de la mobilité : Dans le contexte de la thèse, nous visons l'usage
de réseaux de capteurs mobiles, il s'agit donc d'une contrainte impor-
tante à prendre en compte lors de la conception d'un protocole de rou-
tage adapté.
3.3 Notion de durée de vie d'un réseau
La durée de vie d'un réseau est considérée comme la mesure la plus im-
portante pour l'évaluation des réseaux de capteurs. Dans un environnement
aux ressources limitées, la consommation énergétique de chaque n÷ud capteur
doit être envisagée. Un réseau ne peut accomplir son objectif que tant qu'il
est  en vie , mais pas au delà. La durée de vie prévue est critique dans tout
déploiement de capteurs.
Dans la littérature, on peut trouver un grand nombre de publications qui
traitent le problème de la durée de vie dans un réseau de capteurs. Ces tra-
vaux considèrent la durée de vie du réseau comme un critère qui doit être
maximisé, et plusieurs déﬁnitions de cette notion existent dans la littérature.
Dans cette section, nous en résumons les déﬁnitions les plus courantes. Nous
en distinguons quatre catégories principales qui sont détaillées ci dessous.
3.3.1 Durée de vie basée sur le nombre de n÷uds vivants
Dans cette déﬁnition, la durée de vie du réseau est déﬁnie par la durée
jusqu'au moment où un certain nombre de n÷uds épuise leur batterie. Il existe
plusieurs déﬁnitions possibles dans cette catégorie selon le nombre de n÷uds
défaillants à considérer.
Dans [93], [94], [95], [96] la durée de vie d'un réseau est déﬁnie par la durée
jusquà ce que le premier n÷ud épuise toute son énergie. Certains auteurs ex-
cluent les stations de base dans le calcul de la durée de vie du réseau puisque
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celles-ci sont généralement alimentées par le courant continu [96].Ces déﬁni-
tions sont dites, durée de vie N-de-N (n-of-n lifetime). La durée de vie T nn est
déﬁnie par l'équation suivante :
T nn = min
v∈V
Tv (3.1)
Tv étant la durée de vie du noed v et n étant le nombre de noeuds. Dans un
modèle de réseau hiérarchique, la durée de vie est déﬁnie par la durée jusqu'à
ce que le premier clusterhead épuise sa batterie [97]. Une autre variante de
la déﬁnition de la durée de vie d'un réseau peut aussi s'exprimer en fonction
du nombre de n÷uds vivants. Dans [98], [99], la durée de vie est calculée par
la période de temps écoulée jusqu'à ce qu'il reste au plus une fraction β de
n÷uds vivants dans le réseau. Cette déﬁnition est dite durée de vie K-de-N
(k-of-n lifetime). Une autre déﬁnition consiste à considérer la durée jusqu'au
moment où 50% des n÷uds épuisent leur énergie [36]. Dans [100], la durée
de vie d'un réseau est exprimée par la durée jusqu'à ce que tous les capteurs
épuisent leur énergie.
Bien que cette catégorie de déﬁnition soit la plus simple, certaines déﬁni-
tions de la durée de vie peuvent s'avérer imprécises. Prenons l'exemple de la
déﬁnition durée de vie K-de-N et nous considérons le cas de k'<k n÷uds qui
sont à des positions stratégiques (autour de la station de base par exemple) et
qui épuisent leurs énergies. Le reste des n÷uds ne peuvent désormais transférer
leurs messages au Sink. Ainsi, le réseau est considéré comme non fonctionnel.
Pourtant la déﬁnition de la durée de vie ne reconnaît pas cette situation et
attend jusqu'il y ait exactement k n÷uds défaillants pour considérer le réseau
comme non fonctionnel.
3.3.2 Durée de vie basée sur la couverture
Compte tenu des caractéristiques spéciﬁques des réseaux de capteurs, me-
surer la durée de vie du réseau par la période durant laquelle le réseau peut
couvrir la zone d'intérêt semble être un moyen naturel. La couverture peut
être déﬁnie de diﬀérentes façons, en fonction de la composition de la région
d'intérêt et de la redondance atteinte de la couverture.
Il existe deux approches pour décrire le degré de couverture d'un réseau de
capteurs donné. La première approche exige que seulement une portion α de la
région d'intérêt soit couverte par au moins un capteur. Ceci est communément
appelé α-couverture. La seconde approche vise à atteindre plus de redondance,
et nécessite donc que chaque point à l'intérieur de la région d'intérêt soit
recouvert par au moins k capteurs. C'est ce qu'on appelle k-couverture.
Ainsi, nous distinguons plusieurs déﬁnitions de la durée de vie d'un ré-
seau en fonction de la déﬁnition adoptée de la couverture. Parmi celles-ci,
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nous citons la déﬁnition la plus courante 1-couverture qui déﬁnit la durée de
vie comme la période pendant laquelle la région d'intérêt est totalement cou-
verte par au moins un n÷ud capteur [101], [102]. Une autre variante de cette
déﬁnition est que seule une fraction α de la région d'intérêt doit être cou-
verte. Cette déﬁnition est adoptée dans [103], [104]. Une variante plus stricte
exige que chaque point de la zone d'intérêt doive être couvert par au moins k
n÷uds. Cette déﬁnition est adopté par exemple dans [105]. Par ailleurs, notons
que la couverture du n÷ud est souvent considérée comme la mesure la plus
importante pour déﬁnir la qualité de service d'un réseau. Ce paramètre est
primordial notamment pour les travaux s'intéressant à la problématique de
déploiement des réseaux et des algorithmes d'ordonnancement. Néanmoins,
ce paramètre n'est pas suﬃsant pour la déﬁnition de la durée de vie puis-
qu'il n'est jamais garanti que les données mesurées soient transmises au n÷ud
collecteur [106].
3.3.3 Durée de vie basée sur la connectivité
La connectivité est une mesure qui est couramment rencontrée dans le
contexte des réseaux ad hoc parce qu'il n'y a pas de notion de couverture du
n÷ud dans ce type de réseaux et par conséquent la capacité de transmettre
des données vers une destination donnée est plus importante. [107] déﬁnit la
connectivité dans un réseau ad hoc par la durée minimale durant laquelle
le pourcentage des n÷uds vivants ou la taille de la plus grande composante
connexe du réseau devient inférieure à un seuil donné. Cette déﬁnition est
insuﬃsante pour les réseaux de capteurs puisque la connectivité vers la station
de base est ce qui importe le plus. Dans [108], la connectivité dans un réseau
de capteurs est déﬁnie par le pourcentage de n÷uds qui ont des chemins vers la
station de base. Ainsi, la durée de vie du réseau est la durée pendant laquelle
un pourcentage donné de n÷uds possèdent un chemin vers la station de base.
Plusieurs travaux ont associé la métrique de couverture à celle de connectivité.
Par exemple, [109] déﬁnit la durée de vie du réseau par la période jusqu'à ce
que la couverture ou la connectivité du réseau devienne inférieur à un seuil
prédéﬁni. Dans ce cas, la couverture est mesurée en termes de α-couverture. La
connectivité est mesurée en termes de taux de messages délivrés au Sink. Une
autre déﬁnition est proposée dans [105] et qui consiste à déﬁnir la durée de vie
du réseau par l'espérance de l'intervalle complet pendant lequel la probabilité
de garantir simultanément une connectivité et une k-couverture est au moins
égale à β.
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3.3.4 Durée de vie basée sur des les exigences de qualité
de service
Certains travaux déﬁnissent la durée de vie du réseau en termes de para-
mètre de qualité de service requise pour l'application. Dans [110], la durée de
vie est déﬁnie par la période pendant laquelle le réseau satisfait la qualité de
service requise. [100] déﬁnit la durée de vie du réseau comme étant la période
jusqu'à ce que le réseau n'est plus capable de fournir un taux acceptable de
détection d'événements. Cette déﬁnition est vague, puisqu'on ne spéciﬁe pas
le paramètre de qualité de service à considérer, et non précise.
3.4 Réseaux tolérants aux retards
3.4.1 Présentation
Les réseaux traditionnels, comme l'Internet actuel, sont basés sur une idée
architecturale majeure à savoir le principe de bout-en-bout. Ceci implique que
les partenaires d'une communication dialoguent depuis chaque extrémité du
réseau pour établir et gérer leur communication. Ce principe consiste à avoir
un chemin stable entre une source et une destination quelconques pendant la
durée de la communication. Cependant, ces conditions ne sont pas toujours
vériﬁées dans certains scénarios, comme les communications spatiales, dans
lesquelles les délais de transmission sont importants ou, dans les réseaux sans
ﬁls lorsque les n÷uds ne peuvent pas toujours communiquer entre eux à cause
de la mobilité des ces derniers ou de leur dispersion. Les réseaux tolérants
aux retards (Delay tolerant Networks, DTN) sont une architecture réseau
visant à palier les contraintes rencontrées dans ces environnements. Cette
architecture permet de mettre en place des réseaux pouvant s'accommoder à
de forts retards dans les communications, retards que ne supportent pas les
protocoles classiques TCP/IP [111].
Plusieurs désignations existent pour les réseaux DTN. Ils sont appelés aussi
"réseaux opportunistes", ou "réseaux à connectivité intermittente" [112]. Ces
réseaux sont caractérisés par :
 Une connectivité intermittente,
 Des délais importants et/ou variables,
 Un débit asymétrique,
 Un taux d'erreur binaire important.
La connectivité peut être sujette à des perturbations menant à l'échec des
communications et au partitionnement du réseau. Une telle connectivité est
dite "intermittente" et peut être due à plusieurs raisons :
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 Problème de mobilité : La mobilité des n÷uds aﬀecte la connectivité du
réseau. Une paire de n÷uds ne peut ainsi communiquer que lorsque les
partenaires de la communication sont à portée radio l'un de l'autre.
 Problème radio : La communication radio entre les n÷uds peut ne pas
être suﬃsamment bonne ou être perturbée à cause des interférences
externes.
 Problème de batterie : Dans certains réseaux, les n÷uds pourraient man-
quer d'énergie (suite à l'épuisement de leurs batteries) et peuvent donc
rentrer en veille et deviennent ainsi incapables de communiquer pendant
un certain laps de temps.
Des exemples de réseaux DTN sont les suivants :
MANETs (Mobile Ad hoc Networks) : Un réseau mobile ad hoc [113]
est un réseau sans infrastructure dans lequel toutes les stations peuvent être
mobiles. Chaque station communique directement avec sa voisine lorsqu'elles
sont à portée radio l'une de l'autre. Pour communiquer avec d'autres entités, il
lui est nécessaire de faire passer ses données par d'autres stations qui se char-
geront de les acheminer. Une application classique des réseaux mobiles ad hoc
consiste à assurer la communication d'unités de secours sur des zones larges,
par exemple lors de catastrophes naturelles. Ces réseaux souﬀrent de pertur-
bations de connectivité en raison de la mobilité des n÷uds et des interférences
radio. Les approches des réseaux tolérants aux retards sont envisagées pour
aider à oﬀrir une continuité des services de communications dans ce contexte
défavorable.
PSN (Pocket Switched Networks) : Les réseaux PSN sont des réseaux
pair-à-pair qui s'auto-organisent en se basant sur les contacts aléatoires des
citadins durant leurs migrations pendulaires. Les appareils de ces derniers
(citons simplement : leurs smartphones, leurs lecteurs multimedias, leurs ta-
blettes, etc.) communiquent en réseau et transfèrent les données grâce au prin-
cipe "store and forward". Nous présenterons ce principe, avec plus de détails,
dans la section suivante.
VANETs (Vehicular Ad hoc Networks) : Les réseaux VANETs sont
une forme des réseaux MANETs et fournissent des communications au sein
d'un groupe de véhicules à portée radio les uns des autres et entre les véhi-
cules et les équipements ﬁxes à portée, usuellement appelés équipements de la
route. Ils représentent par ailleurs une projection des systèmes de transports
intelligents (Intelligent Transportation Systems - ITS). Les véhicules commu-
niquent les uns avec les autres par l'intermédiaire de la communication inter-
véhicule (Inter-Vehicle Communication - IVC) aussi bien qu'avec les équipe-
ments de la route par l'intermédiaire de la communication d'équipement-à-
Véhicule (Roadside-to-Vehicle Communication - RVC). Le but optimal de ces
réseaux consiste à contribuer à avoir des routes plus sûres en fournissant des
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informations opportunes aux conducteurs et aux autorités intéressées. Comme
les réseaux PSN, les réseaux VANETs sont aussi basés sur le principe de "store
and forward".
RCsF (Réseaux de Capteurs sans Fil) : Les réseaux de capteurs sans
ﬁl sont caractérisés par des n÷uds de faibles capacités mémoire, CPU et de
batterie. La communication dans ces réseaux se fait tout en économisant
l'énergie au niveau des noeuds. Par conséquent, les protocoles de commu-
nication spéciﬁques doivent pallier aux perturbations de connectivité et aux
ressources limitées en énergie et en mémoire.
Réseaux satellitaires et interplanétaires : Les réseaux satellitaires se
basent sur des liaisons radio longues distances. Ils permettent de transporter
des informations d'un point à l'autre de la Terre, notamment des programmes
télévisés en diﬀusion mais aussi des communications téléphoniques ou de don-
nées. Ces systèmes peuvent être soumis à des latences élevées avec une inter-
ruption prévisible (en raison de la dynamique planétaire), peuvent subir des
interruptions dues à des conditions environnementales, et fournissent un ser-
vice de réseau store-and-forward prévisible occasionnellement disponible. En
outre, le concept de base de ces réseaux est de construire un réseau Internet
interplanétaire. Il s'agit de déployer des réseaux Internet standards dans des
endroits éloignés (par exemple dans d'autres planètes). Ces réseaux Internet
distribués sont connectés via un backbone interplanétaire capable de supporter
de très fortes latences. Des passerelles et des relais sont crées pour interfacer
les environnements de forte et faible latence. Les communications interpla-
nétaires sont caractérisées par des délais de propagation longs et variables,
par d'énormes atténuations et des interruptions régulières ou irrégulières des
communications [114].
Les communications dans les diﬀérents réseaux cités ci-dessus sont réali-
sées sur des liaisons indépendantes, chacune nécessitant des caractéristiques
qui lui sont propres. Ces réseaux sont adaptés pour des zones particulières, ap-
pellées "régions", dans lesquelles les caractéristiques des communications sont
homogènes. Les frontières entre régions sont déﬁnies par des propriétés spéci-
ﬁques de délais, de taux d'erreur, de mécanismes de ﬁabilisation et de qualité
de service. Chaque réseau régional répond donc à des contraintes physiques
bien particulières. Les réseaux régionaux ne sont pas conçus pour être inter-
connectés entre eux. Cependant, par l'utilisation de passerelles spéciﬁques on
peut créer un pont de communication entre deux réseaux. Un DTN constitue
ainsi un réseau de réseaux régionaux. Il peut être vu comme une couche au
dessus des réseaux régionaux incluant le réseau Internet.
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3.4.2 Fonctionnement
3.4.2.1 Mode de communication Store-and-Forward
En général, les systèmes de communication se basent sur l'un des deux
modes de communication suivants : le mode de communication Store-and-
Forward et le mode relayé. Le mode relayé est celui utilisé dans la plupart des
réseaux existants dont les réseaux IP. Ce mode de communication consiste à
transférer les messages qui circulent dans le réseau le plus rapidement possible.
Pour ce faire, plusieurs techniques peuvent être mises en oeuvre : découpage
des messages, utilisation de plusieurs routes, etc. Ce mode de communication
est utilisé dans une logique de communication de bout en bout, i.e. l'exis-
tence d'au moins une route entre l'origine et la destination est nécessaire pour
pouvoir transporter les messages. Dans le cas où une route complète n'est
pas disponible, la communication de type relayé devient impossible à réaliser.
Avec le mode Store-and-Forward, il n'est pas nécessaire d'avoir une route di-
recte. Quand les routes sont interrompues en raison de la perte de liens, les
n÷uds intermédiaires sont capables de garder l'information jusqu'à disposer
d'une route [114].
Dans un réseau à connectivité intermittente, où la connectivité de bout
en bout entre deux terminaux est absente, il est nécessaire d'aborder le pro-
blème de communication d'un autre point de vue. Cela consiste à utiliser
des communications de type Store-and-Forward. Les réseaux DTN se basent
sur le concept de Store-and-Forward pour le transfert des messages. Le point
fondamental de ce type de communication est la notion de stockage longue
durée. Elle permet d'établir une communication entre terminaux sans avoir de
connexion de bout en bout [114]. Ce mode de communication permet de sur-
monter la rupture des communications : le message est stocké dans un n÷ud
intermédiaire quand il n'est pas possible de le transférer au n÷ud suivant ; le
message est renvoyé ultérieurement une fois que la communication entre les
n÷uds est rétablie.
Les caractéristiques fondamentales de ce mode de communication sont
décrites ci-dessous [114] :
Stockage longue durée : Les n÷uds qui composent les réseaux DTN
doivent avoir suﬃsamment de mémoire pour pouvoir stocker les messages
lorsqu'il n'est pas possible de les faire passer par un autre n÷ud après la rup-
ture des communications. La période de stockage dans le n÷ud est déterminée
par la taille de la mémoire ou par la priorité du message s'il y a des critères
de qualité de service à assurer. Cette notion de stockage est complètement
diﬀérente de celle liée aux communications du type relayé où le stockage est
très court ; le stockage dans ces réseaux est vu comme un eﬀet indésirable car
il provoque l'utilisation excessive des ressources dans les n÷uds et la perte
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d'informations quand la limite de ces ressources est dépassée (overload).
Stockage des messages complets et vériﬁcation de l'intégrité : Les
communications sont orientées message, c'est à dire que toutes les données
à envoyer sont regroupées dans une seule et même entité : le message. Cela
permet de diminuer les conversations entre les n÷uds qui peuvent s'avérer
coûteuses (en termes de délais ou de débits). Après avoir vériﬁé l'intégrité du
message, celui-ci est stocké pour être transmis immédiatement si possible, ou
bien, pour attendre d'être transmis ultérieurement. La diﬀérence avec le mode
relayé est que les messages qui circulent dans le réseau ne constituent pas des
unités d'information complètes ; ce sont des morceaux d'information qui ne
sont pas vériﬁés par les n÷uds intermédiaires mais par le(s) noeud(s) de des-
tination. Les tâches assignées aux n÷uds intermédiaires sont essentiellement
limitées à la lecture de l'adresse destination et au routage immédiat.
Envoi complet des messages : Dans les communications se basant sur
le concept de Store-and-Forward, les messages qui circulent dans le réseau
constituent eux-mêmes des unités complètes d'information. Les messages sont
transférés d'un n÷ud à l'autre et sont vériﬁés après chaque saut par le n÷ud
d'origine et par le n÷ud destination. C'est ainsi qu'une fois le message trans-
mis et arrivé à destination, aucune communication supplémentaire n'est néces-
saire. Cela constitue un des avantages des communications Store-and-Forward
par rapport aux communications relayées dans les environnements présentant
des conditions extrêmes et où l'interruption des communications et l'occur-
rence d'erreurs peuvent être fréquentes.
Toutes les propriétés citées ci-dessus du mode de communication Store-
and-Forward lui permettent d'être un mode de communication idéal pour les
réseaux DTN. Ce concept de communication s'adapte aux conditions dans les-
quelles les communications du type relayées ne sont pas performantes : délais
longs et variables, intermittence des communications et fortes variations des
taux d'erreur. Cependant, ces mêmes propriétés rendent les communications
de type Store-and-Forward inappropriées pour les applications temps-réel. En
eﬀet, ces communications rajoutent des délais supplémentaires pour la vériﬁ-
cation et le stockage des messages dans chaque n÷ud et impliquent des méca-
nismes pour vériﬁer l'intégrité et l'envoi complet des messages. Pour mettre en
place le concept de Store-and-Forward, une nouvelle couche réseau a été mise
en place : la couche Bundle. Nous la présenterons dans la section suivante.
3.4.2.2 Couche Bundle
Un réseau DTN est composé de plusieurs réseaux sujets à des connexions
intermittentes. Ces réseaux peuvent être hétérogènes et impliquent des tech-
nologies et des protocoles de communication diﬀérents. Pour faire abstraction
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aux technologies rencontrées dans les diﬀérents réseaux DTN et ainsi assu-
rer leur interconnexion, une couche appelée "Bundle" vient se placer, dans
le modèle architecturale réseau, entre la couche application et les couches
spéciﬁques aux réseaux (couches Transport, Réseau, etc.). La couche Bundle
assure l'intégration des réseaux dans une approche de communication Store-
and-Forward. Le protocole Bundle est le protocole utilisé dans cette couche.
Ce protocole agrège les données sous forme de message appelés Bundle et se
charge de les transmettre. Une couche intermédiaire appelée "Convergence
Layer", est utilisée pour faire le lien entre la couche Bundle et les couches
inférieures.
La Figure 3.1 illustre un exemple d'architecture DTN composée de deux
réseaux avec deux n÷uds DTN. Les n÷uds DTN servent à interconnecter les
réseaux qui, en principe, peuvent être hétérogènes et avoir, ainsi, diﬀérentes
piles protocolaires. Ils servent également à pallier les communications inter-
mittentes entre les réseaux. Les fonctionnalités de type Store-and-Forward ne
sont utilisées que pour transférer des messages d'un réseau vers un autre. Les
communications entre les composants qui appartiennent à un même réseau
utilisent leur propre pile de protocoles. La couche Bundle est décrite en dé-
tails dans la spéciﬁcation du protocole Bundle [115]. La propriété principale de
ce protocole est la  Custody-based retransmission  ou retransmission avec
"garde". En eﬀet, la ﬁabilité des DTNs repose sur la notion de garde. Celle-ci
caractérise la responsabilité du n÷ud DTN à retransmettre de façon intègre
le message bundle à qui on conﬁe la garde. La garde est transférée d'un n÷ud
DTN à l'autre en même temps que le bundle. Chaque n÷ud DTN transfère un
bundle vers un autre n÷ud et attend une notiﬁcation d'acceptation pour se
libérer de la garde. Lors de la réception d'un bundle, le n÷ud récepteur vériﬁe
son intégrité et envoie ensuite une notiﬁcation d'acceptation de la garde vers
le n÷ud d'origine. Une fois que ce dernier reçoit l'acceptation de la garde, il
eﬀace toute copie du bundle, sinon, il essaiera de l'envoyer de nouveau dès
la première opportunité. La garde permet, ainsi, d'avoir une garantie de déli-
vrance d'un n÷ud DTN à l'autre et assure, par conséquent, une ﬁabilité par
saut.
3.4.3 Architecture de référence DTNRG
L'architecture de référence DTNRG [3] est une généralisation de l'archi-
tecture des IPN (InterPlanetary Networks) soutenue par l'Administration na-
tionale de l'aéronautique et de l'espace (NASA) et décrite par Akyildiz et al
[116]. Cette architecture proposéé par le groupe de recherche DTNRG (Delay-
Tolerant Networking Research Group) répond aux préoccupations soulevées
par les principes de conception architecturale, le protocole de communication
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Figure 3.1  Architecture DTN
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assurant l'interopérabilité entre les environnements extrêmes et la connectivité
intermittente.
L'architecture DTNRG se compose principalement d'un overlay, appelé
aussi couche Bundle, situé au-dessus de la couche de transport dans la pile
TCP/IP classique. Les messages ou ADU, dans l'architecture DTNRG sont
appelés bundles. Ils sont transférés entièrement entre les n÷uds DTN en uti-
lisant un protocole de transport qui assure la ﬁabilité de n÷ud à noeud. Les
bundles peuvent être de taille diﬀérente et les n÷uds sont supposés avoir des
buﬀers de taille suﬃsante pour les stocker [117].
Le réseau DTN est divisé en régions délimitées par des passerelles DTN
qui assurent le passage des bundles à travers les régions. Un exemple d'une
telle organisation est présenté par la ﬁgure 3.2. Dans chaque région, une pile
de protocoles diﬀérents peut être utilisée. Un bundle peut, par exemple, être
transporté par le protocole TCP sur un lien Wi-Fi, ensuite par un protocole de
transport ﬁable comme SCTP [118] sur une liaison satellite, avant d'atteindre
sa destination.
Figure 3.2  Exemple de réseaux DTN [3]
Pour acheminer les messages bundles, il est nécessaire d'adopter une mé-
thode d'adressage pour identiﬁer les n÷uds DTN. Comme les DTNs font abs-
traction des réseaux sous-jacents, on ne peut utiliser les mécanismes d'adres-
sage de ces derniers (adresses IP par exemple). Le protocole Bundle utilise
donc des tuples appelés EndPoint Identiﬁer (EID) composés de deux sous-
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parties : un identiﬁant de région et un identiﬁant du n÷ud dans la région
(spéciﬁque aux protocoles internes de la région). L'adresse suivante est un
exemple d'une adresse EID : earth.sol.int, src. client.com :1093
L'identiﬁant de la région est earth.sol.int et celui du n÷ud src.
client.com :1093, similaire à une adresse URL et un numéro de port. Ainsi,
l'identiﬁant de la région est utilisé au niveau du routage inter-région alors
que pour le routage intra-région on se sert de celui du nud. Ce mécanisme
d'adressage étant similaire au service de résolution des noms DNS (Domain
Name System), i.e. l'identiﬁant du n÷ud DTN n'est pas résolu au niveau de
la source mais ceci est fait par le n÷ud passerelle situé dans la région cible
destinataire du bundle.
Lors de la transmission des bundles, des priorités peuvent être attribuées à
ces derniers. Les niveaux de priorité classés par ordre croissant d'urgence sont
Bulk, Normal ou Expedited. Des options de transmission sont également dis-
ponibles telles que Report When Bundle Received, pour demander un acquit-
tement une fois le n÷ud DTN reçoit le bundle complet, Report When Bundle
Forwarded, pour demander un acquittement lorsque le bundle est transféré
par un n÷ud intermédiaire, et Report When Bundle Delivered pour signaler
au n÷ud source que la destination a bien reçu le bundle qui lui est destinée
[117].
3.4.4 Types de contact
La connectivité est un problème majeur dans les réseaux DTN. Du fait que
les liens entre les diﬀérents n÷uds ne sont pas toujours permanents, plusieurs
types de contacts ont été déﬁnis par le groupe DTNGR aﬁn de formaliser et
faciliter les communications, et notamment le routage DTN.
Selon la terminologie adoptée par le DTNGR, nous distinguons trois types
de contacts :
 Contacts déterministes ou planiﬁés : ces contacts sont des liens non per-
manents dont la connectivité, au moins son commencement, est connue
à l'avance. Ils sont donc facilement exploitables mais peuvent engendrer
des délais importants suivants la périodicité de la connectivité [119]. Une
connexion entre la Terre et un satellite est un exemple de contact pla-
niﬁé puisque les mouvements des deux objets sont connus à l'avance et
peuvent donc être anticipés. Dans les réseaux de capteurs, ces contacts
ont lieu par exemple dans le cas de veilles et réveils périodiques de cap-
teurs [117].
 Contacts prévisibles : les contacts prévisibles sont des liens dont les
caractéristiques de la connectivité entre les n÷uds (début, durée, etc.)
ne sont pas connus avec précision. Ils sont prédits à l'aide de l'historique
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des contacts entre les noeuds. Par exemple, si, pendant une certaine
période de temps, un n÷ud A a été en contact avec un autre n÷ud B,
il est fort probable que ce contact se reproduise dans un futur proche.
 Contacts opportunistes : Les contacts opportunistes sont des contacts
qui ne peuvent être ni anticipés ni prédits. Il s'agit de contacts qui
apparaissent occasionnellement pour une certaine durée de temps.
3.4.5 Techniques de gestion des ﬁles d'attente
D'après de nombreuses études sur le routage dans les DTNs, il a été ex-
plicitement mentionné que le choix de la meilleure politique de gestion de
la mémoire tampon et de la meilleure stratégie de transfert, combinés à la
méthode de routage la plus adéquate, représente la meilleure formule pour
améliorer les performances en termes de livraison de message et des délais de
transmissions de bout-en-bout [120] [121] [122].
Comme évoqué précédemment, les réseaux DTN se basent sur le principe
du Store-and-Forward. Ceci implique qu'un n÷ud de prochain saut peut ne
pas être immédiatement disponible ; le n÷ud porteur de données doit ainsi sto-
cker ses informations et les transférer dès que cest possible. Par conséquent,
les protocoles DTN supposent que chaque n÷ud maintient une ﬁle d'attente
en mémoire tampon. Ces mémoires tampons doivent avoir une taille suﬃ-
sante pour pouvoir y stocker un nombre maximum de messages. Néanmoins,
la mise en mémoire tampon (ou Buﬀering) ne représente pas une solution
permanente puisque les messages doivent être rapidement transmis pour at-
teindre l'objectif principal de réduction du délai de transmission et ainsi éviter
le débordement de ces espaces mémoire. L'espace tampon est, par conséquent,
une ressource cruciale dans les DTNs qui doit être gérée eﬃcacement. Il est
donc primordial d'utiliser des techniques adéquates et eﬃcaces de gestion de
la mémoire tampon des noeuds. Les techniques de gestion des ﬁles d'attente
nodales déﬁnissent des règles d'utilisation de la mémoire sur deux niveaux [4] :
 Au niveau de la transmission : quand le n÷ud est congestionné, il ne
peut plus accepter de messages à transférer.
 Au niveau de la mémoire nodale : à ce niveau, les bundles à supprimer
sont identiﬁés, y compris ceux qui sont reçus, aﬁn de réduire l'espace
tampon utilisé.
Lorsque la mémoire au niveau du n÷ud est pleine et qu'un nouveau mes-
sage vient d'arriver, il peut utiliser l'une des techniques de gestion de sa ﬁle
d'attente suivantes, pour prendre en charge le nouveau message reçu [121] :
 FIFO (First In First Out) : le message qui a été entré en premier dans
la ﬁle d'attente est le premier qui sera supprimé.
 MOFO (Evict most forwarded ﬁrst) : cette technique nécessite de garder
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une trace du nombre de fois qu'un message est transféré. Le message qui
a été le plus de fois transféré sera le premier à être supprimé, ce qui donne
la chance aux messages qui n'ont pas encore été transférés suﬃsamment,
de l'être.
 MOPR (Evict most favourably forwarded ﬁrst) : il s'agit d'une version
pondérée de MOFO, où au lieu d'incrémenter un compteur d'une unité
chaque fois qu'un message est transféré, il est incrémenté en fonction
d'une probabilité de livraison P du message par le n÷ud en question.
En eﬀet, chaque n÷ud maintient une valeur FP (initialisée à zéro) pour
chaque message dans sa ﬁle d'attente. Chaque fois que le message est
transmis, FP est mis à jour en fonction de l'équation :
FP = FPold+P Le message avec la plus grande valeur FP est le premier
à être abandonné.
 SHLI (Evict shortest life time ﬁrst) : dans l'architecture DTN, chaque
message a une valeur TTL (i.e. durée de vie du message) qui indique le
temps pendant lequel ce message est utile et doit être conservé. Quand
cette technique est adoptée, le message avec la plus courte durée de vie
restante est le premier à être abandonné.
 LEPR (Evict least probable ﬁrst) : si un n÷ud présente moins de chance
de transférer un message pour lequel il a une prévisibilité de livraison P
faible, il sera supprimé en premier en cas de débordement de sa mémoire.
Une combinaison de ces techniques de gestion de ﬁle d'attente peut être adop-
tée pour une meilleure gestion de l'espace mémoire nodal. Un exemple de
technique pourrait être MOFO ; SHLI ; FIFO.
3.5 Routage dans les DTN
3.5.1 Objectif
Le problème du routage dans les DTNs pourrait apparaître comme un
problème standard de routage dynamique dans les réseaux MANETs, mais
avec des contraintes supplémentaires d'échec de liens. Or, ce n'est pas le cas
[123].
En eﬀet, pour tenir compte de la topologie dynamique des MANETs, une
abondance de protocoles de routage ont été proposés tels que OLSR [124],
AODV [125], LAR [126], STAR [127], et bien d'autres. Certains de ces proto-
coles de routage adoptent une approche réactive en ne prenant pas l'initiative
de trouver un itinéraire vers une destination donnée jusqu'à ce que la demande
en soit eﬀectuée. AODV et DSR font partie de cette catégorie de protocoles.
Les protocoles proactifs, en revanche, impliquent des échanges périodiques de
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messages de contrôle pour la création et la maintenance des chemins. Cette
maintenance reste toujours active même s'il ny a pas de traﬁc circulant dans
le réseau ; de la sorte, lorsque des données ont besoin d'être acheminées, le
parcours qu'elles vont suivre est déjà connu à l'avance et la transmission est
immédiate. Cette procédure est eﬀectuée aux dépens de la bande passante
consommée pour les mises-à-jour périodiques de la topologie. Des exemples
de protocoles proactifs sont OLSR, DSDV et STAR.
Cependant, pour tous ces protocoles de routage, il est implicitement sup-
posé que le réseau est connecté et qu'il y a toujours un chemin de bout en
bout entre toute paire de noeuds. Dans ce contexte, l'objectif du protocole de
routage consiste à trouver le meilleur chemin de bout-en-bout actuellement
disponible pour déplacer le traﬁc d'une extrémité à l'autre. Malheureusement,
ces hypothèses ne sont pas valables dans une conﬁguration DTN. Les n÷uds
DTN manquent d'informations sur l'état du réseau (i.e. informations sur les
autres n÷uds du réseau, la topologie du réseau, etc.). Les protocoles de routage
tels que AODV et OLSR ne fonctionnent pas correctement dans les DTNs,
puisque dans ces protocoles, lorsque les paquets arrivent et qu'il n'y a pas des
chemins de bout-en-bout immédiats pour leurs destinations, ces paquets sont
simplement détruits.
Les ﬁgures 3.3 et 3.4 illustrent un exemple où le protocole AODV ne sup-
porte pas une topologie de réseau à connectivité intermittente. Dans ces deux
ﬁgures, un chemin P est établi sur la demande d'une source S pour envoyer ses
données à la destination D. Si un n÷ud du chemin P disparaît pour une raison
particulière, le protocole de routage échouera totalement. Donc, pour généra-
liser, dans ce contexte, un ensemble de chemins traversant des n÷uds qui
risquent de disparaître du réseau pour une raison quelconque, devient invalide
et le restera jusqu'à ce que ces n÷uds rentrent de nouveau en contact. Dans
la ﬁgure 3.4, nous remarquons que le n÷ud X possède une autre route vers la
destination D à travers le n÷ud W. Cependant, X ne peut pas envoyer ses pa-
quets à W puisque le protocole AODV a déjà déterminé le chemin bout-à-bout
à suivre et qu'à partir du n÷ud X, le prochain saut est Y. Par conséquent,
tous les paquets de X sont perdus et le protocole de routage échoue.
De point de vue DTN, Y peut être un n÷ud qui est passé en mode veille
pour économiser son énergie. Pendant ce temps, Y n'est pas actif et le chemin
P établi par AODV de S à D passant par Y est enregistré dans la table de
routage de S. Cela entraînera la perte des messages envoyés par S parce qu'ils
n'atteindront jamais D. Une perte importante de ressources est ainsi notée.
Dans un DTN, un chemin de bout en bout n'est pas toujours disponible ; le
routage des données est donc échelonné dans le temps jusqu'à atteindre la
destination ﬁnale. Ceci est accompli selon le principe du Store-and-Forward.
Par conséquent, le routage point à point est une partie intégrante et essentielle
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Figure 3.3  Flux normal de données de S à D suivant le chemin P
Figure 3.4  Le n÷ud Y disparaît et ainsi le chemin P
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de tout système de routage DTN.
Comme mentionné par Jain et al. [4], le routage est l'un des déﬁs dans
les réseaux DTNs. Comme expliqué ci-dessus, les approches de routage des
réseaux MANETs ne peuvent pas fonctionner dans ce type de réseaux. Diﬀé-
rentes approches doivent être considérées et doivent s'adapter aux conditions
suivantes :
Topologie dynamique : dans le cas où les n÷uds sont mobiles, la topo-
logie du réseau est instable et sujette à des perturbations imprévisibles, des
délais de transmission importants et une connectivité arbitraire.
Informations topologiques limitées : ceci aggrave la diﬃculté de trou-
ver la métrique de routage qui reﬂète ﬁdèlement l'état du réseau. Un chemin
d'une source vers une destination quelconque peut être statique ou dyna-
mique. Cependant, en cas d'absence d'informations sur la topologie du réseau,
les routes statiques ne sont pas adéquates. La topologie dynamique d'un ré-
seau DTN et le manque de mise-à-jour des informations topologiques globales
expliquent le fait que les protocoles de routage destinés aux DTN utilisent
souvent des indicateurs de routage locaux, tels que la fréquence de rencontre
des noeuds.
Durée de connexion variable et incertaine : puisque la durée de
connexion entre les n÷uds est variable et imprévisible, les protocoles de rou-
tage doivent décider rapidement de transmettre ou non la totalité ou une partie
des bundles lorsque les n÷uds se rencontrent. Cette décision est cruciale pour
maximiser la probabilité de livraison.
Ressources limitées : les protocoles de routage DTNs doivent prendre en
compte les ressources matérielles limitées (de mémoire, de puissance de traite-
ment et d'énergie) de certains réseaux tolérants aux délais. Prenons l'exemple
des réseaux de capteurs où des protocoles de routage eﬃcaces doivent être
utilisés pour optimiser la consommation d'énergie des n÷uds et maximiser la
durée de vie du réseau.
3.5.2 Taxonomie
D'après la taxonomie introduite par Jones et al. [10], les protocoles de
routage DTN sont classés principalement selon trois catégories : les proto-
coles utilisant la réplication (replication-based), les protocoles utilisant les
connaissances (Knowledge-based) et les protocoles hybrides. Les approches de
routage basées sur la réplication explorent la diversité des n÷uds pour amé-
liorer les performances du routage. Ils se basent sur la diﬀusion des messages
sur plusieurs transporteurs pour augmenter leur chance d'atteindre la desti-
nation. Les protocoles de la deuxième catégorie sont basés sur l'utilisation
des connaissances que les n÷uds obtiennent sur les conditions de connectivité
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réseau pour prendre des décisions eﬃcaces qui améliorent les performances de
routage. Les approches hybrides, quant à elles, utilisent à la fois la réplication
et les connaissances.
Les approches de routage DTN doivent par ailleurs faire face à un com-
promis général entre diﬀérents facteurs : la robustesse contre les interruptions
de connectivité (qui agit sur le taux des messages délivrés), l'impact sur les
ressources réseau (qui agit sur l'overhead généré par le routage), et la rapidité
d'exécution (qui agit sur le délai de transmission). Un protocole de routage
dans les DTN doit donc être très robuste, avec le moindre impact sur les res-
sources réseaux et rapide. Ceci se traduit par un objectif de maximisation du
taux de délivrance des messages, une minimisation de l'overhead et du délai
de transmission des données [117].
3.5.2.1 Approches basées sur la réplication
Les protocoles de routage qui utilisent la réplication supposent que les
n÷uds ne disposent d'aucune information sur la topologie du réseau ou les
contacts qu'ils pourraient former avec les n÷uds voisins. Ainsi, les décisions
de routage ne tiennent pas compte des connaissances que les n÷uds pourraient
obtenir depuis leur environnement. Ces protocoles sont basés sur l'inondation
de plusieurs copies d'un même message. En eﬀet, la source envoie plusieurs
copies du même message à un ensemble de n÷uds appelés  relais . Ces der-
niers vont stocker le message jusqu'à ce que la connexion avec le destinataire
soit établie. Nous présenterons ici les principaux protocoles de routage basés
sur la réplication.
Le routage épidémique (Epidemic Routing) [128] est l'un des premiers pro-
tocoles de routage basés sur la réplication. Ce protocole s'appuie sur un algo-
rithme d'inondation pure qui se base sur la distribution transitive des messages
à travers les réseaux ad-hoc. Cela signiﬁe qu'il nécessite des connaissances mi-
nimales concernant la topologie et la connectivité du réseau sous-jacent. Le
protocole de routage épidémique fonctionne comme suit : quand deux n÷uds
se rencontrent, ils échangent les messages qu'ils nont pas encore en se servant
des vecteurs de résumé (summary vectors). En eﬀet, quand un message est
envoyé, il est étiqueté avec un identiﬁant unique et enregistré dans le tam-
pon local du noeud. Lorsque les n÷uds entrent en contact, ils s'échangent la
liste des identiﬁants de messages de leurs tampons respectifs contenus dans les
vecteurs de résumé. Ces identiﬁants de messages sont utilisés pour déterminer
quels sont les messages à transférer. Après cet échange, chaque n÷ud peut dé-
terminer les messages qu'il ne possède pas et demande à l'autre n÷ud de les
lui envoyer. Ce mécanisme empêche qu'un n÷ud transporte deux fois le même
message. Le routage épidémique utilise massivement l'espace de stockage et la
58 Chapitre 3. Routage dans les réseaux opportunistes
bande passante, mais il réalise les meilleures performances en termes de taux
de livraison des messages et de délais de transmission. Dans les grands réseaux,
ce protocole peut être trop coûteux en termes de consommation d'énergie et
d'espace mémoire utilisé. Certains travaux ont été proposés pour limiter les
inondations du routage épidémique et permettre un meilleur usage de la ré-
plication.
Grossglauser et al. [129, 130] ont été parmi les premiers à introduire un
système à base de réplication pour les MANETs qui n'est pas épidémique. Ils
montrent que le débit total de transmission peut être augmenté en exploitant
la mobilité des n÷uds dans les applications tolérantes aux délais. Les paquets
peuvent être mis en tampon dans les n÷uds et peuvent être acheminés à l'aide
d'un seul relais intermédiaire ou transférés directement à la destination.
Le protocole Spray and Wait [131] est une autre approche basée sur la
réplication, mais, contrairement au routage épidémique, il s'agit d'un protocole
d'inondation contrôlée dans le sens où le nombre de copies d'un même message
est limité. Ce protocole fonctionne en deux phases : la phase Spray et la
phase Wait. Pendant la première phase, le fonctionnement est similaire au
routage épidémique où les messages sont diﬀusés mais un nombre limité de
copies circule dans le réseau. Pendant la seconde phase, les n÷uds stockent les
messages dans leurs tampons locaux et attendent de rencontrer la destination
pour les lui transmettre.
Harras et al. [132] ont évalué les approches d'inondation contrôlées et ont
introduit un mécanisme d'eﬀacement de paquets. Quand un message arrive à
destination, après l'inondation de base, les copies restantes dans les tampons
des autres n÷uds intermédiaires sont eﬀacées.
Wang et al. [133] proposent de coder les messages avec des codes d'eﬀace-
ment et de distribuer leurs diﬀérentes parties sur un grand nombre de relais,
de sorte que les messages originaux peuvent être reconstitués même s'ils ne
sont pas tous reçus. Widmer et al. [134] ont exploré des techniques de codage
réseau.
Toutes ces approches de routage diﬀusent de multiples copies (multi-copy)
des paquets et assurent une grande ﬁabilité de transmission, et une faible la-
tence, mais ils impliquent un espace mémoire élevé et une forte consommation
de bande passante.
3.5.2.2 Approches basées sur les connaissances
Puisque les approches de routage basées sur la réplication peuvent en-
gendrer des dépassements de tampon et une utilisation ineﬃcace de la bande
passante, une alternative serait de proﬁter des informations sur les interactions
des n÷uds pour prendre des décisions de routage eﬃcaces.
3.5. Routage dans les DTN 59
Une série de travaux ont été menées par Jain et al. [4], avec des contacts
déterministes, par exemple dans le cadre d'un rattachement au réseau Internet
d'un village en Afrique via trois moyens de communication : un satellite basse
orbite, une moto et un modem RTC. Jain et al. [4] cherchent à améliorer la
connectivité à Internet d'un village isolé en se basant sur la connaissance du
moment où un satellite et une moto peuvent être disponibles pour eﬀectuer
les connexions nécessaires. La moto est munie d'une clef de stockage USB
et parcourt le chemin entre le village et la ville (où il y a un accès internet
permanent) en quelques heures. Ce scénario est illustré dans la ﬁgure 3.5.
D'autres algorithmes utilisent plus de connaissances sur les conditions et la
Figure 3.5  Exemple de connexion d'un village isolé [4]
connectivité du réseau. Le protocole de routage MED (Minimum Expected
Delay) attribue un coût à chaque paire de n÷uds. Ce coût représente la somme
du délai d'attente, du délai de propagation moyen et du délai de transmission
sur le lien qui les relie. Les Bundles sont ensuite routés par la source suivant
l'algorithme de Dijkstra [135] dans le but de minimiser les délais d'attente. Un
même chemin est emprunté par tous les bundles correspondant à une paire de
n÷uds source-destination donnée. Ce protocole présente l'inconvénient de ne
pas exploiter les nouveaux chemins qui se créent, une fois le chemin calculé
par MED. Par exemple, si, après avoir calculé le chemin de la source à la
destination et qu'un contact direct à la destination apparaît, ce chemin direct
est ignoré et les bundles suivront la route déjà calculée par MED.
Le travail eﬀectué dans [136] se base sur les contacts prévisibles ou prévus
entre les noeuds. Le protocole de routage proposé s'appuie sur des proﬁls de
mobilité communautaire des n÷uds (community-based mobility patterns). Les
n÷uds se trouvent principalement à l'intérieur de leur propre communauté et
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se déplacent parfois vers les communautés voisines. Pour acheminer un pa-
quet à une destination donnée, un n÷ud transfère le paquet à un n÷ud qui
appartient à la même communauté que la destination. Ce travail a été étendu
pour proposer le protocole PROPHET [137] qui est normalisé dans le groupe
IRTF DTN [138]. Le protocole de routage PROPHET (Probabilistic ROuting
Protocol using History of Encounters and Transitivity) [136] utilise une mé-
trique probabiliste appelée delivery predictability, qui représente la capacité
d'un n÷ud à livrer un message à une destination donnée. Cette métrique est
estimée à partir de l'historique des rencontres entre les noeuds. Si un n÷ud
voisin rencontre souvent une destination donnée, il aura la meilleure métrique
de routage vers cette destination et constituera ainsi le meilleur n÷ud de re-
lais. Cette métrique fait l'objet d'un facteur de vieillissement qui a pour eﬀet
de diminuer la valeur de cet indicateur au ﬁl du temps aﬁn de représenter
le cas où une paire de n÷uds ne se rencontrent pas pendant une période de
temps. La delivery predictability a également une propriété transitive qui per-
met de calculer les delivery predictabilities vers des destinations connues par
les n÷uds voisins. Lorsque deux n÷uds se rencontrent, ils s'échangent les vec-
teurs de résumé (summary vectors) et le vecteur de probabilité de livraison
contenant les delivery predictabilities pour chaque n÷ud rencontré. Après cet
échange, les messages sont transférés vers les n÷uds ayant des delivery predic-
tabilities supérieurs vers la destination. Le n÷ud source ne supprime pas les
messages après le transfert mais les garde dans son espace tampon local, lui
donnant la possibilité de transférer ces messages directement à la destination
s'il la rencontre. Si les tampons sont pleins, les messages sont supprimés selon
le système de gestion de ﬁle d'attente FIFO.
MaxProp [139] est une autre approche probabiliste qui utilise une métrique
appelée delivery likelihood. Cette métrique est calculée à partir de l'historique
des rencontres des noeuds. En utilisant une méthode de calcul de la moyenne
progressive, les n÷uds qui se rencontrent souvent auront des métriques plus
élevées au ﬁl du temps. Lorsque deux n÷uds se rencontrent, ils s'échangent
d'abord leurs vecteurs de delivery likelihood. Sur la base de ces métriques, ils
mettent à jour leurs valeurs de delivery likelihood et calculent un coût pour
chaque chemin possible vers la destination. Le coût d'un chemin correspond à
la somme des probabilités de livraison des n÷uds faisant partie de ce chemin.
Le chemin avec le coût le moins élevé représentera le coût de cette destination
particulière. Les messages sont ensuite triés selon les coûts des destinations,
et transmis et supprimés selon cet ordre. En outre, la méthode MaxProp
aﬀecte une priorité plus élevée pour les nouveaux messages pour augmenter
leur chance d'atteindre la destination plus rapidement, et tente d'empêcher
la réception du même message deux fois en incluant une liste de sauts dans
chaque message. MaxProp est capable d'atteindre une bonne performance de
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taux de délivrance et de délais de transmission. Cependant, il ne prend pas
en compte les ressources limitées de certains noeuds, ce qui a un impact sur
la performance globale du réseau.
Enﬁn, Jones et al. [140] proposent un protocole de routage à état de liens
pour les réseaux DTN qui utilise la métrique MEED (Minimum Estimated
Expected Delay). Certains projets de recherche, tels que Data Mules [141],
SeNTD [142] ou Message Ferrying [71] impliquent des éléments de réseau
mobiles pour transporter les données provenant de capteurs ﬁxes vers des
points d'accès de façon opportuniste.
3.5.2.3 Approches hybrides
Tous les protocoles basés sur la connaissance présentés ci-dessus sont des
approches à copie unique, contrairement aux approches basées sur la réplica-
tion qui sont multi-copies. Cela signiﬁe que les messages peuvent être achemi-
nés dans un mode multi-hop, mais, à chaque fois, une seule copie du message
est présente dans le réseau. Pour que les approches de routage soient plus ro-
bustes aux pannes des n÷uds et ainsi augmenter les performances de routage,
on peut adopter des approches hybrides, basées à la fois sur la connaissance
et les copies multiples.
Parmi ces approches, notons les travaux de Jain et al. [143] qui ont déter-
miné une allocation optimale des blocs des codes d'eﬀacement sur plusieurs
chemins pour maximiser la probabilité de livraison en fonction des probabili-
tés d'échec et le niveau de redondance. Étant donné les probabilités de succès,
des blocs de code sont répartis sur les multiples chemins possibles. Pour ce
faire, deux algorithmes diﬀérents ont été appliqués : l'un pour trouver les k
meilleurs chemins disjoints et l'autre pour maximiser une fonction objectif
spéciﬁque en utilisant un procédé de programmation linéaire.
3.5.3 Synthèse
Les approches de routage opportunistes sont essentiellement classées en
utilisant deux propriétés. La première concerne la stratégie de réplication.
La seconde concerne l'utilisation des connaissances disponibles sur l'état du
réseau aﬁn de prendre des décisions de routage eﬃcaces. Sur la base de la
première propriété, nous distinguons des approches de routage à copie unique
(une seule copie d'un message est transmise sur le réseau), ou multi-copies
(plusieurs copies dun même message circulent dans le réseau). Les protocoles
de routage basés sur la réplication (selon la classiﬁcation de Jones et al. [10]),
sont multi-copies. Les protocoles basés sur la connaissance, quant à eux, sont
à copie unique. Les approches multi-copies présentent de meilleures perfor-
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mances de taux de délivrance et de délais de transmission. En eﬀet, avoir plus
de copies d'un même message dans le réseau permet d'augmenter la chance que
ce message arrive à destination et diminue le délai moyen de transmission. Ce-
pendant, ces approches ont un inconvénient majeur, à savoir la consommation
excessive de la bande passante et le débordement des mémoires de stockage.
Certaines stratégies de routage nécessitent plus d'informations sur le réseau
pour décider du choix du n÷ud pour le prochain saut. D'une part, un n÷ud
peut prendre des décisions avec aucune connaissance sur le réseau, à l'excep-
tion des contacts qui sont disponibles. Ces stratégies utilisent des règles de
routage statiques et tous les n÷uds obéissent aux mêmes règles. Cela conduit
à des implémentations simples qui nécessitent une conﬁguration et des mes-
sages de contrôle au minimum. Les approches de routage basées sur la réplica-
tion font partie de cette catégorie d'approches avec aucune connaissance. De
l'autre, un n÷ud peut avoir besoin des informations sur la topologie du réseau
ou/et de la connectivité et des contacts créés dans le réseau. Ces informations
sont inclues dans le processus de routage et permettent d'avoir des décisions
de routage plus eﬃcaces, sans pour autant nuire aux ressources matérielles de
bande passante et de mémoire. Ceci est le cas des approches de routage basées
sur la connaissance [10].
Nous notons que dans un environnement où l'espace tampon et la bande
passante sont inﬁnis, le routage épidémique représente la meilleure approche
de routage dans les réseaux tolérants aux retards et présente les meilleurs
performances en termes de taux de délivrance de messages et de délais de
transmission [144]. Le protocole PROPHET a été proposé comme une alter-
native au routage épidémique avec une demande plus faible d'espace mémoire
et de bande passante. Maxprop est, comme PROPHET, une approche de rou-
tage probabiliste, mais utilise une métrique diﬀérente. Il est important de
mentionner que la métrique de routage utilisée dans MaxProp est diﬀérente
de celle utilisée dans PROPHET. En eﬀet, cette première dépend de la pro-
babilité de rencontre entre les paires de n÷uds alors que celle de PROPHET
dépend de la probabilité de rencontre de la destination elle-même, ce qui si-
gniﬁe que PROPHET nécessite plus d'états. Cependant, les n÷uds MaxProp
calculent les chemins possibles vers la destination par concaténation de la pro-
babilité de livraison des n÷uds impliqués. Ce calcul nest pas nécessaire dans
PROPHET, puisque les messages ne sont transférés qu'aux n÷uds ayant des
delivery predictability vers la destination, supérieurs à celle du n÷ud porteur.
Il est également important de mentionner que ces protocoles ne sont pas
conçus pour les réseaux de capteurs sans ﬁl en particulier, mais ils sont destinés
aux réseaux ad hoc, dont le paradigme de communication est très diﬀérent.
Nous proposerons dans ce qui suit, une approche de routage pour les réseaux
de capteurs sans ﬁl qui prend en compte leurs caractéristiques, en particulier
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leurs contraintes énergétiques.
Nous dressons dans le tableau 3.1, une compraison des protocoles de rou-
tage selon les critéères de performances cités dans la section 3.2.2 :
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3.6 Conclusion
Dans ce chapitre, nous nous sommes intéressés à la problématique de rou-
tage dans les réseaux tolérants aux retards. Nous avons présenté ces réseaux
et leurs caractéristiques principales. Ces réseaux sont conçus pour supporter
des délais de transmission très grands. Les réseaux tolérants aux retards sont
caractérisés notamment par une connectivité intermittente où la connectivité
de bout en bout entre une paire de n÷uds donnés est absente. Ainsi, le routage
des données dans ces réseaux est une problématique essentielle. Nous avons
par ailleurs étudié les principaux protocoles de routage de la littérature. Ils
sont classés en deux catégories principales. La première comprend les proto-
coles de routage basés sur la réplication qui ne nécessitent aucune information
sur la topologie et la connectivité du réseau. Ces protocoles sont basés sur
de simples techniques de diﬀusion de messages qui visent à augmenter les
taux de livraison et réduire les délais moyens de transmission. Cependant, ils
consomment de façon excessive les ressources matérielles liées à l'énergie et
à la mémoire des noeuds. Le protocole de référence de cette catégorie est le
routage épidémique. La deuxième catégorie regroupe les protocoles de rou-
tage basés sur la connaissance du réseau pour établir des décisions de routage
eﬃcaces. Ces protocoles se basent généralement sur des métriques qui repré-
sentent implicitement des informations sur les contacts entre les n÷uds (telles
que la fréquence de rencontre des noeuds). PROPHET et MaxProp sont les
protocoles de référence dans cette catégorie. Notons que les protocoles de la
deuxième catégorie sont les plus utilisés.
Dans le cadre de cette thèse, nous nous intéressons à un type particulier
de réseaux tolérants aux retards. Il s'agit des réseaux de capteurs sans ﬁl. La
mobilité des n÷uds capteurs et le manque de densité perturbe la connectivité
de ces réseaux ce qui en fait une application importante des réseaux DTN.
Les réseaux de capteurs sans ﬁl héritent ainsi des caractéristiques des DTN et
y rajoutent des contraintes énergétiques importantes. En étudiant les proto-
coles de routage dans les DTNs, nous avons remarqué qu'ils sont conçus pour
les réseaux ad hoc en général et ne prennent pas en compte les spéciﬁcités
des réseaux de capteurs. Ceci constitue notre motivation pour proposer un
protocole de routage opportuniste spéciﬁque aux réseaux de capteurs, simple
à implémenter, économe en énergie et performant.
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4.1 Introduction
Les réseaux de capteurs sans ﬁl mobiles ont récemment suscité une at-
tention considérable en raison de leur utilité pour une grande variété d'ap-
plications telles que la surveillance de l'habitat, les réseaux sociaux, et les
applications de suivi, etc. Pour assurer les communications, les n÷uds mo-
biles coopèrent ensemble pour fournir plusieurs services comme le routage ou
la collecte des données. Tous ces mécanismes de haut niveau reposent sur un
protocole de découverte de voisins. Pendant le processus de découverte de voi-
sins, un n÷ud cherche à explorer sa zone de couverture. Pour accomplir cette
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découverte, un n÷ud diﬀuse périodiquement des messages de découverte de
voisinage (i.e. des messages Hello) pour informer de sa présence. Cet échange
périodique de messages Hello est utilisé pour créer et maintenir des tables de
voisins, qui seront utilisées par les protocoles de niveau supérieur. Toutefois,
cette phase peut s'avérer gourmande en énergie si le protocole de découverte
de voisins est mal conﬁguré. Nous nous intéresserons dans ce chapitre au di-
mensionnement des protocoles de découverte des voisins dans les réseaux de
capteurs sans ﬁl mobiles et nous proposons deux techniques de dimensionne-
ment de la fréquence d'envoi des messages de découverte de voisinage.
Ce chapitre est organisé comme suit : Nous introduisons le contexte et la
motivation pour l'étude des protocoles de découverte de voisinage dans les
réseaux de capteurs sans ﬁl mobiles. Ensuite, nous présentons les principaux
travaux qui se sont intéressés à la conception de protocoles de découverte éco-
nomes en énergie. Nous détaillons, dans la troisième section, notre contribution
PPM-BM qui consiste à dimensionner la fréquence de découverte de voisins
en fonction de l'énergie résiduelle des n÷uds. Nous évaluons cette méthode
et nous étudions son impact sur les performances des protocoles de niveau
supérieur, notamment le routage. Enﬁn, nous consacrons la quatrième section
à présenter notre deuxième contribution ECoND qui propose de contrôler la
fréquence de découverte de voisinage en fonction de la connectivité prévue
entre les n÷uds. Nous évaluons cette approche et nous discutons les résultats
de simulation.
4.2 Protocoles de découverte de voisinage éco-
nomes en énergie
4.2.1 Motivation
Dans les réseaux de capteurs mobiles, les n÷uds se déplacent continuelle-
ment dans l'espace. Ses mouvements induisent des changements de la topolo-
gie du réseau au ﬁl du temps ; les n÷uds à portée radio à un instant donné,
peuvent s'éloigner et les n÷uds situés en dehors de la portée radio, peuvent
se rapprocher l'un de l'autre. Initialement, les n÷uds ne possèdent aucune
information sur leur voisinage et commencent par découvrir progressivement
leurs voisins en envoyant périodiquement des messages contenant nécessaire-
ment l'identiﬁant du n÷ud émetteur et éventuellement sa position [145]. Cet
échange périodique de messages de découverte de voisins est utilisé pour créer
et maintenir à jour les tables de voisins, qui seront utilisées par les protocoles
de niveau supérieur tels que les protocoles de routage. Cette tâche représente
un déﬁ dans les réseaux mobiles puisque les n÷uds ne peuvent pas conser-
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ver les traces de tous les n÷uds voisins. En eﬀet, cette information change
au ﬁl du temps et un protocole de découverte de voisins est nécessaire pour
mettre à jour en continu ces informations. Ce protocole dépend de certains
paramètres tels que la fréquence d'envoi des messages de découverte des voi-
sins, i.e. messages  Hello , leur portée, etc. Certains protocoles dans les
réseaux de capteurs ajoutent de la complexité et peuvent avoir un impact
considérable sur l'eﬃcacité des protocoles de découverte de voisinage. Pre-
nons l'exemple des protocoles MAC qui impliquent des mécanismes complexes
d'ordonnancement des activités et d'introduction de périodes de sommeil. Ces
mécanismes de mise en veille des n÷uds permettent de minimiser leur consom-
mation d'énergie mais peuvent avoir un impact sur les performances des pro-
tocoles de découverte de voisinage et sur la durée de ce processus, i.e. le temps
nécessaire avant que chaque n÷ud ne découvre tous les autres n÷uds présents
dans son voisinage. La consommation d'énergie peut également constituer une
contrainte forte lors de la conception d'un protocole de découverte de voisins,
notamment pour les réseaux de capteurs sans ﬁl où la contrainte énergétique
est caractéristique de ces réseaux. De plus, la couche physique peut également
avoir un impact important sur le processus de découverte, particulièrement
sur la probabilité de découverte des n÷uds [145]. La ﬁabilité des liens radios
et les phénomènes liés à la propagation peuvent aussi avoir un impact considé-
rable sur les performances des protocoles de découverte des voisins. Toutes ces
problématiques doivent donc être considérées lors de la conception d'un pro-
tocole de découverte de voisinage. En eﬀet, un dimensionnement mal adapté
de ce protocole pourrait se répercuter sur les performances des protocoles de
haut niveau, notamment les protocoles de routage [145].
4.2.2 Etat de l'art
La phase de découverte des voisins ( Neighbour discovery , ou aussi 
probing phase ) est une phase clé de la pile protocolaire des réseaux de cap-
teurs sans ﬁl à sauts multiples et des réseaux DTN. Nous nous intéressons
dans ce qui suit aux réseaux de capteurs mobiles qui sont utilisés pour une
grande variété d'applications telles que les réseaux sociaux [146] et de suivi
de mouvement [147]. Pour l'ensemble de ces applications, un n÷ud mobile a
besoin de découvrir en continu ses voisins avec un minimum d'énergie et de
latence. Les n÷uds des réseaux mobiles ne sont pas nécessairement synchro-
nisés les uns les autres, ce qui rend la découverte de voisinage plus diﬃcile.
Concevoir un protocole de découverte de voisins constitue ainsi un déﬁ cen-
tral puisqu'il s'agit, non seulement, de garantir la découverte opportune des
n÷uds capteurs les uns des autres d'une manière économe en énergie, mais
aussi de maintenir la connectivité du réseau.
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Plusieurs travaux sont proposés dans la littérature pour répondre à ce
problème. Nous les classons en deux types d'approches : celles résolvant le
problème au niveau microscopique et d'autres au niveau macroscopique.
Les approches de niveau microscopique comprennent les protocoles de ni-
veau MAC économes en énergie. Ces approches proposent des techniques de
duty-cycle permettant de contrôler les périodes d'activité de l'interface radio,
source importante de consommation d'énergie. Il s'agit de réduire les durées
d'activité des n÷uds et de les alterner avec des périodes de sommeil. Déter-
miner le duty-cycle optimal, qui permet de planiﬁer les périodes d'activité et
de sommeil de façon à favoriser la découverte des voisins, est simple si les
capteurs sont ﬁxes et dotés d'une horloge synchronisée. Un certain nombre
d'approches existent pour les réseaux de capteurs sans ﬁl ﬁxes, par exemple
S-MAC [34], qui planiﬁe le réveil, l'écoute du canal, et le sommeil simultanés
de tous les n÷uds du réseau. Les protocoles D-MAC [59] et FPS [148] plani-
ﬁent les duty-cycles selon un arbre de diﬀusion. Toutefois, dans les réseaux
asynchrones d'autres solutions doivent être envisagées. Des exemples de ces
approches peuvent se retrouver dans WiseMAC [149], BMAC [57] et X-MAC
[150]. Dans ces approches, les n÷uds capteurs planiﬁent des périodes de réveil
asynchrones et utilisent des techniques de détection de porteuse pour repé-
rer une transmission entrante. Ces approches asynchrones sont plus robustes.
En eﬀet, elles ne nécessitent pas de topologie ﬁxe ou des horloges très pré-
cises et utilisent de longs préambules pour garantir le réveil de n'importe quel
n÷ud voisin. Le principal inconvénient des approches asynchrones est le coût
élevé de la découverte de voisins, car elles nécessitent une longue transmission
continue, connue sous le nom de préambule ou train de paquets. Les approches
citées ci-dessus ne sont pas directement applicables aux réseaux de capteurs
mobiles, car les connexions entre les n÷uds sont souvent intermittentes et
l'heure d'arrivée exacte du n÷ud voisin est incertaine. Une solution triviale
consiste à ce que les capteurs mobiles restent éveillés pendant de longues pé-
riodes de temps pour ne pas manquer la découverte de voisins potentiels. Ceci
entraînera inévitablement une grande consommation d'énergie. En outre, les
réseaux de capteurs sans ﬁl mobiles présentent des déﬁs diﬀérents de ceux des
réseaux de capteurs statiques. D'abord, les réseaux mobiles de faible densité
dépensent des quantités considérables d'énergie en cas d'isolement des n÷uds.
Pour économiser l'énergie, les n÷uds mobiles doivent être en mesure de se
découvrir les uns les autres, tout en hibernant pendant de longues périodes
de temps. Ensuite, les réseaux mobiles sont caractérisés par des modèles de
traﬁc très diﬀérents de ceux des réseaux ﬁxes. Des approches s'adaptant aux
modèles de mobilité des n÷uds capteurs sont ainsi envisagées.
Les approches de niveau macroscopique comprennent les solutions qui
tirent avantage des hypothèses de modèles de mobilité pour assurer la dé-
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couverte de voisins économe en énergie. Ces approchent utilisent souvent des
méthodes d'apprentissage des modèles d'activités des n÷uds et adaptent la
procédure de découverte des voisins selon ces modèles. L'apprentissage des mo-
dèles d'activités temporelles était souvent utile pour la prédiction de la qualité
des liens [151], l'optimisation du routage [152], le broadcast [153], les proto-
coles MAC [154] et dans la localisation et les applications de suivi de mouve-
ment [155]. Ces méthodes d'apprentissage peuvent être utiles pour concevoir
des protocoles dynamiques de découverte de voisins. Parmi les approches de
dimensionnement des protocoles de découverte de voisins se basant sur l'ap-
prentissage des corrélations spatiales entre les n÷uds, nous citons PPM-EL
[156] qui se base sur l'estimation des probabilités de rencontre des n÷uds en
fonction de leur position dans la zone d'intérêt.
Nous proposons dans ce qui suit deux méthodes de dimensionnement du
protocole de découverte de voisins s'inscrivant dans le cadre des approches
macroscopiques et seront détaillées dans les sections suivantes.
4.3 Probing Period Modulation by Battery Mo-
nitoring (PPM-BM)
4.3.1 Présentation
Dans les études menées dans [157], une modélisation et une analyse de la
consommation de l'énergie dans les réseaux DTN montre que l'énergie consom-
mée par les n÷uds, en mode  idle  ou  veille , est aussi signiﬁcative que
celle dépensée en mode  réception , et elle dépasse généralement par un
ordre de grandeur la consommation de la procédure de transmission de don-
nées réelles. Pendant la phase de veille, le n÷ud ne transmet pas de messages
de données mais il est à l'écoute du canal pour découvrir son voisinage et
s'échange périodiquement des messages de découverte de voisins ou des mes-
sages  Hello . Cet échange de messages consomme de l'énergie et use la
batterie des n÷uds. Dans cette phase, le n÷ud dépense de l'énergie aﬁn de dé-
tecter la présence de voisins. Une fois que le contact est établi avec ses voisins,
le n÷ud peut transmettre et recevoir des données. Chaque n÷ud commute
périodiquement à cet état, en fonction du paramètre  période de découverte
 ou aussi  période de scan  i.e. l'intervalle de temps séparant deux phases
de découverte de voisinage. Des travaux de simulation sont élaborés dans [157]
pour trouver la valeur de période de scan optimale qui permet d'améliorer les
performances du routage. Ils ont conclu qu'une période de scan ﬁxe (égale à
32 secondes dans leur contexte de simulation) permet d'atteindre les meilleurs
performances de routage en termes de taux de messages délivrés. Néanmoins,
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les auteurs de [157] n'ont pas évoqué l'impact de ce paramètre sur la durée
de vie du réseau. Nous nous intéressons dans mes travaux à étudier l'impact
énergétique de la fréquence de découverte de voisins sur les performances du
réseau et nous optimiserons ce paramètre aﬁn d'augmenter la durée de vie des
n÷uds. La constatation faite dans [157] concerne les réseaux DTN en général
et s'applique donc sur les réseaux de capteurs en particulier. S'appuyant sur
ces études, et partant de l'aﬃrmation que délivrer plus de messages consomme
plus d'énergie, nous nous sommes ﬁxés comme objectif de limiter les duplica-
tions des messages de découverte des voisins. Ainsi, nous proposons des mé-
thodes de dimensionnement eﬃcaces qui agissent sur le paramètre  période
de découverte de voisins . Ce paramètre ne sera pas ﬁxe mais au contraire
dynamique et changera en fonction des paramètres énergétiques des n÷uds.
Nous adoptons le modèle d'énergie proposé dans [157]. En eﬀet, on suppose
que chaque n÷ud dispose de cinq états :
 Oﬀ : dans cet état, l'interface radio du n÷ud est hors tension. Un n÷ud
peut être en mode Oﬀ par manque d'énergie (batterie déchargée). Dans
cet état, le n÷ud ne peut pas établir des connexions avec les autres
n÷uds.
 Inactif : l'interface radio du n÷ud en mode  Inactif  est en veille.
Toutefois, il peut être détecté par d'autres n÷uds pour les contacts et
l'échange de messages ultérieurs. La quantité d'énergie dépensée par
unité de temps dans ce mode est très réduite et sera considérée comme
négligeable.
 Découverte de voisins (Mode Scan) : dans ce mode, le n÷ud dépense de
l'énergie aﬁn de détecter la présence de ses voisins. Une fois le contact
établi, le n÷ud peut transmettre et recevoir des messages. Chaque n÷ud
commute périodiquement dans cet état, en fonction du paramètre pé-
riode de découverte.
 Transmission : le n÷ud est en mode transmission de messages.
 Réception : lorsque le n÷ud reçoit des messages.
Dans ce modèle, chaque mode consomme une quantité d'énergie donnée et ces
paramètres seront détaillés dans la section suivante.
En se basant sur le modèle d'énergie cité ci-dessus, nous proposons un
algorithme appelé Probing Period Modulation by Battery Monitoring (PPM-
BM), une technique de dimensionnement de la période de découverte des
voisins en fonction de l'énergie résiduelle du n÷ud qui sera détaillée dans la
suite.
Initialement, les n÷uds n'ont aucune visibilité sur leur voisinage. Ils dis-
posent d'une quantité d'énergie Einitiale et s'échangent les messages  Hello
 avec leurs voisins chaque période de temps Tinit ﬁxe. Comme ce processus
consomme beaucoup d'énergie, nous visons à dimensionner le paramètre T en
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fonction de la quantité d'énergie résiduelle d'un n÷ud i, à un moment donné.
Ce paramètre sera dimensionné au cours du temps selon l'équation suivante :
T i = αi × (Tmax − Tmin) + Tmin (4.1)
αi = (1− E
i
resid
Einitiale
) (4.2)
Eiresid étant l'énergie résiduelle du n÷ud i et Tmax et Tmin représentent
respectivement les valeurs maximum et minimum attribuées à T . Tmin étant
la période de scan utilisée initialement avant de commencer la procédure de
dimensionnement, et Tmax représente la période maximale de découverte qui
garantit un certain niveau d'exploration de voisinage même quand la quantité
d'énergie résiduelle est faible.
Initialement, les n÷uds possèdent un niveau maximum de leur énergie et
vont, par conséquent, découvrir leur voisinage plus fréquemment, i.e. chaque
Tmin. Au ﬁl du temps, ils vont transmettre des messages et leur niveau d'éner-
gie diminuera. C'est ainsi qu'ils augmenteront au fur et au mesure leurs pé-
riodes de découverte selon les équations (4.1) et (4.2). Le pseudo-code de la
technique PPM-BM est donné dans l'algorithme 1.
Algorithme 1 Pseudo-code de la technique PPM-BM
Initialement : ∀i∈N\{Sink},Ti=Tmin
Périodiquement : chaque n÷ud i eﬀectue une mise à jour locale
T i=(1− Eiresid
Einitiale
) ×(Tmax-Tmin)+Tmin
Pour un niveau d'énergie minimal, les n÷uds adopteront une période de
découverte maximale Tmax leur permettant de découvrir moins souvent leur
voisinage. Ceci leur permettra de conserver leur énergie pour le processus de
routage. Quand un n÷ud voit son niveau d'énergie arriver au-dessous d'un
certain seuil minimum, il mettra à jour sa période de découverte des voisins
et diminuera sa fréquence d'envoi de messages  Hello . Par conséquent, il
va être moins sollicité par son voisinage pour router les messages puisqu'il
va apparaître moins souvent dans leurs tables de voisins. Ainsi, le n÷ud en
question ne va plus participer dans le routage des messages des autres n÷uds
mais il conservera son énergie pour continuer à émettre ses propres messages.
Bien que ceci puisse conduire au phénomène  d'égoïsme  des n÷uds possé-
dant les niveaux d'énergie résiduelle les moins élevés, nous privilégierons de
conserver le plus longtemps possible ces n÷uds et éviter de les perdre suite à la
consommation totale de leurs batteries. Ceci est réaliste et envisageable dans
certaines applications réelles où un n÷ud capteur couvre une zone géogra-
phique donnée et sa disparition du réseau entraînera la perte des informations
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de supervision de cette zone. Dans des applications médicales de suivi des
patients, un n÷ud capteur représente un patient et il sera primordial de ne
perdre aucun des n÷uds du réseau. Si un noeud épuise totalement son éner-
gie, les informations de suivi de la personne portant le noeud défaillant sont
perdues. D'où l'objectif de conserver l'énergie de tous les noeuds du réseau et
ne perdre aucun d'eux.
4.3.2 Evaluation des performances
Nous proposons dans cette section une évaluation des performances de la
technique PPM-BM. L'objectif de cette étude est de quantiﬁer l'impact du di-
mensionnement de la période de découverte des voisins sur la consommation
d'énergie globale du réseau et la durée de vie des n÷uds. Nous étudions aussi
l'impact de ce paramètre sur les performances des protocoles de routage. Tout
d'abord, nous présentons l'environnement et les paramètres de simulation. En-
suite, nous exposons les métriques utilisées dans la mesure des performances.
Enﬁn, nous analysons les performances de la technique PPM-BM.
4.3.2.1 Paramètres de simulation
4.3.2.1.1 Environnement de simulation : A des ﬁns de validation de
notre technique PPM-BM, nous avons opté pour le simulateur ONE [158].
Il s'agit d'une plate-forme de simulation à événements discrets, basée sur les
agents et implémentée en Java. Le simulateur comprend plusieurs modèles
synthétiques de mouvement et des traces de mobilité réelles et est dédié aux
réseaux DTN. Il comprend des implémentations de plusieurs algorithmes de
routage classiques pour les DTN et des modèles de mouvement qui sont utiles
pour la comparaison des performances des techniques proposées. ONE permet
une simulation rapide et ﬂexible de diﬀérents scénarios et fournit également
un moyen facile de génération des statistiques sur les scénarios simulés.
4.3.2.1.2 Modèle de mobilité utilisé : Nous adoptons un modèle de
mobilité inspiré du modèle Working Day Movement [159] de ONE. Il s'agit
d'un modèle basé sur une combinaison de plusieurs sous-modèles élémentaires
de mouvements (sous-modèle de mouvement des individus dans la maison,
sous-modèle de mouvement au bureau, etc) pour simuler les déplacements quo-
tidiens des citadins. Contrairement aux modèles de mobilité aléatoires comme
"Random Waypoint", qui ne sont pas réalistes et ne reﬂètent pas les proprié-
tés de mouvement des scénarios réels, le modèle Working Day Movement est
capable de produire les caractéristiques des temps d'inter-contact et la distri-
bution de durée de contact qui suivent étroitement celles des traces de mobilité
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Zone de mouvement 80km2
Nombre de n÷uds 100
Durée de simulation 24h (1 jour) puis 10 jours
Portée de la radio 80m
Débit 250kbit/s
Espace tampon 200kB
Vitesse de mouvement 2m/s to 5m/s
Taille des messages 200Bytes
Période de génération des messages 60s
Table 4.1  Les paramètres de simulation
réelles. Ce modèle permet de simuler des mouvements répétitifs périodiques.
Il est ainsi utile pour reproduire des mouvements stationnaires notamment
ceux des équipements mobiles portés par l'Homme (human-carried devices
movement) où des liens sociaux se forment - quand des équipements font la
même activité dans un même endroit - et inﬂuencent ainsi leur modèle de
connectivité.
Dans notre étude, nous considérons un réseau formé de 100 n÷uds mobiles.
Leurs vitesses de déplacement sont uniformément comprises entre 2 m/s et 5
m/s, qui représentent les vitesses de déplacement des piétons [160]. Les n÷uds
sont déployés de manière aléatoire sur une zone de 10km×8km, qui constitue
une conﬁguration fréquente dans la littérature DTN. Un puits (sink) unique
est placé au centre de la zone de mouvement. Chaque n÷ud mobile génère
périodiquement des messages de taille ﬁxe de 200 octets chaque période de
60 secondes. Ce processus de génération de messages est typique d'un réseau
de capteurs mobiles qui se consacre à la mesure synchrone d'un phénomène
physique donné. Tous les n÷uds possèdent 200 Ko d'espace tampon, une taille
raisonnable pour les capacités de mémoire actuelles. La portée radio est de 80
mètres, et le débit binaire est de 250 kbit/s, valeurs typiques des communi-
cations radios 802.15.4 utilisées dans les réseaux de capteurs. Les paramètres
globaux de simulation sont énumérés dans le tableau 4.1.
4.3.2.1.3 Modèle d'énergie utilisé : Nous utilisons également le mo-
dule d'énergie détaillé dans la section 4.3.1 et implémenté dans ONE et qui
prend en paramètres la quantité d'énergie consommée par mode de fonction-
nement des n÷uds. Les quantités d'énergie sont typiquement exprimées en
unités par seconde. Cela signiﬁe que pour chaque opération, l'énergie totale
dépensée est fonction de sa durée. Pendant la simulation, le niveau de batte-
rie des n÷uds diminuera à chaque opération réalisée. Avant de commencer la
76
Chapitre 4. Techniques de dimensionnement de la phase de
découverte de voisinage
Batterycapacity 1000 mW
ScanEnergy 1.21 mW/s
TransmitEnergy 0.28 mW/s
ReceiveEnergy 0.121mW/s
Tmin 120s
Tmax 3600s
Table 4.2  Les paramètres d'énergie et des périodes de découverte des voisins
simulation, nous déﬁnissons la capacité initiale des batteries et les quantités
d'énergie consommée pendant les diﬀérentes opérations en nous basant sur les
valeurs typiques de consommation d'énergie de la littérature. Ces paramètres
sont résumés dans le tableau 4.2.
4.3.2.2 Métriques de performance
La technique PPM-BM, comme décrite ci-dessus, est indépendante des
protocoles de routage. Pour étudier son impact sur les performances de ces
protocoles, nous l'avons implémentée dans trois des protocoles DTN les plus
cités dans la littérature, à savoir le routage Epidémique [128], le protocole
PROPHET [144] et MaxProp [139]. Les résultats de simulation sont calculés
à partir de la moyenne de 10 exécutions. Dans cette étude, nous évaluons trois
métriques :
 La consommation d'énergie : déﬁnie comme étant la consommation
d'énergie moyenne des n÷uds.
 Le taux de livraison des messages : déﬁni comme étant le rapport entre
le nombre des messages reçus par le Sink et le nombre total des messages
émis par les n÷uds.
 Le taux d'overhead induit : cette métrique mesure l'eﬃcacité de la bande
passante et est déﬁnie dans ONE comme suit :
overhead =
Nrelays −Ndeliv
Ndeliv
(4.3)
Nrelays étant le nombre total de messages transférés par les n÷uds et
Ndeliv le nombre de messages reçus au niveau du Sink.
4.3.2.3 Résultats de simulation
Nous considérons pour cette simulation le scénario suivant :
Scénario : les n÷uds mobiles se déplacent aléatoirement dans la zone de
déploiement suivant le modèle Working Day Movement. Le puits est immobile
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au centre de la zone. Chaque période de 60s, les n÷uds émettent des messages
en direction du puits. La durée de simulation est de 24h. Les ﬁgures 4.1, 4.2
et 4.3.2.3 illustrent la variation de la consommation d'énergie moyenne des
n÷uds en fonction du temps pour les trois protocoles considérés.
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Figure 4.1  L'énergie moyenne consommée par les protocoles Prophet et
Prophet avec PPM-BM
Nous remarquons, pour les trois protocoles étudiés, que la technique PPM-
BM permet de conserver plus de 70% de l'énergie moyenne consommée par ces
trois protocoles (Prophet, Epidemic et Maxprop). Ce résultat est prévisible
puisque la technique PPM-BM permet de réduire le nombre de messages 
Hello  envoyés et dimensionne leur envoi en fonction du niveau d'énergie
résiduelle du n÷ud.
Néanmoins, le fait de réduire la fréquence de découverte de voisins pourrait
faire manquer des rencontres entre les n÷uds et avoir un impact sur le taux de
livraison de messages. Les tableaux 4.3 et 4.4 résume les performances obtenus
des protocoles Epidemic, Prophet et MaxProp ainsi que leurs versions avec
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Figure 4.2  L'énergie moyenne consommée par les protocoles Epidemic et
Epidemic avec PPM-BM
PPM-BM, en termes de taux de livraison de messages et d'overhead.
Nous remarquons que le routage Epidemic présente le taux de livraison
le plus élevé par rapport aux protocoles Prophet et MaxProp. La technique
PPM-BM n'aﬀecte pas le taux de livraison de ce protocole puisque Epidemic
se base sur la diﬀusion de messages rendant ainsi la phase de découverte de
voisins inutile dans ce cas de ﬁgure. Pour une durée de simulation de 24h,
la technique PPM-BM a permis de garder un taux de livraison comparable
à celui des deux protocoles Prophet et MaxProp originaires. L'apport de la
technique PPM-BM est plus visible pour une durée de simulation de 10 jours
au bout de laquelle les trois protocoles originaires ont eu un taux de livraison
réduit et un overhead élevé. Ceci est expliqué par l'épuisement d'énergie de la
plupart des n÷uds et la perte de messages. Les versions des protocoles avec
PPM-BM ont pu garder un taux de livraison de messages acceptable puisqu'ils
ont conservé l'énergie d'un grand nombre de n÷uds.
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Protocole Taux de livraison de messages Overhead
Epidemic 0.5670 79.2371
Epidemic-PPM-BM 0.5670 79.2371
Prophet 0.3575 36.4141
Prophet-PPM-BM 0.3603 36.2403
MaxProp 0.5272 58.7069
MaxProp-PPM-BM 0.5691 58.4172
Table 4.3  Les taux de livraison et d'overhead pour les six protocoles étudiés
pour des durées de simulations de 24h
Protocole Taux de livraison de messages Overhead
Epidemic 0.0568 85.2518
Epidemic-PPM-BM 0.0568 562.8753
Prophet 0.0423 46.2299
Prophet-PPM-BM 0.3246 79.1805
MaxProp 0.0618 66.1213
MaxProp-PPM-BM 0.3639 85.4029
Table 4.4  Les taux de livraison et d'overhead pour les six protocoles étudiés
pour des durées de simulations de 10 jours
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Figure 4.3  L'énergie moyenne consommée par les protocoles MaxProp et
Maxprop avec PPM-BM
4.4 Expected Connectivity-based Neighbor Dis-
covery protocol (ECoND)
Nous présentons dans cette section notre approche de dimensionnement
de la fréquence de découverte de voisins basée sur la connectivité estimée, ou
ECoND, Expected Connectivity-based Neighbor Discovery protocol.
4.4.1 Présentation
Nous commençons par déﬁnir la notion du calendrier de découverte (disco-
very schedule), qui détermine les intervalles de temps au cours desquels chaque
n÷ud mobile eﬀectue la découverte de voisins [161].
Calendrier de découverte : Le calendrier de découverte d'un n÷ud
mobile m est déﬁni par la fonction binaire ω (m, t), qui détermine si le n÷ud
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m tente une découverte de voisins à l'instant t. ω (m, t) = 0 implique que le
n÷ud mobile m n'est pas en mode découverte à l'instant t. Inversement, ω (m,
t) = 1 indique que le n÷ud m est en mode de découverte de voisins à l'instant
t. La notion de découverte de voisins est déﬁnie comme étant l'événement se
produisant à l'instant t quand deux n÷uds mobiles m1 et m2 sont à portée
radio l'un de l'autre et ω (m1, t) = φ (m2, t) = 1. ω et φ étant les fonctions
déﬁnissant respectivement les calendriers de découverte des n÷uds m1 et m2.
Nous considérons les réseaux de capteurs mobiles asymétriques (i.e. les
n÷uds possèdent des calendriers de découverte diﬀérents) asynchrones. La
notion de découverte de voisins est déﬁnie comme étant l'événement qui se
produit lorsque les calendriers de découverte d'une paire de n÷uds coïncident.
Le problème de découverte de voisins dans un réseau de n n÷uds est déﬁni
ainsi : ω (i, t) = φ (j, t + ϕi,j)∀ 1 ≤ i, j ≤ n∀ t, où ϕi,j est le décalage entre
les origines des temps relatives dans les n÷uds i et j.
L'approche proposée se base sur la conclusion tirée des simulations de
l'approche PPM-BM. Nous avons remarqué qu'une fréquence de découverte
de voisinage élevée garantit une découverte rapide des n÷uds mais devient une
source de gaspillage d'énergie quand les n÷uds sont isolés et ne rencontrent
aucun n÷ud. D'autre part, une fréquence de découverte faible peut manquer
de nombreux contacts importants. Son impact sur le taux de livraison des
messages était remarquable.
Le but de cette démarche est de concevoir un algorithme adaptatif pour
le contrôle de la fréquence de découverte de voisinage, économe en énergie et
permettant de maintenir le nombre de rencontres réussies. Pour maximiser
ce facteur, un n÷ud doit être en mode découverte de voisins à l'instant où il
est entouré de plusieurs n÷uds et passera en mode sommeil au moment où
il se trouve isolé. Nous proposons une approche qui permet à un n÷ud de
planiﬁer ses instants de découverte de voisinage en fonction de la connectivité
estimée (cf. Equation (4.4)). Ainsi, un n÷ud passera plus souvent en mode
de découverte lorsque plus de rencontres sont attendues. De même, il évite la
découverte en l'absence de rencontres prévues.
Pour ce faire, nous exploitons les cycles temporels que suit le mouvement
des n÷uds dans un réseau de capteurs. Nous estimons cette hypothèse réa-
liste, au vu des nombreuses études sur les communautés de réseautage et bio-
logiques aﬃrmant que l'activité des êtres vivants suit certaines tendances et
cycles temporels [162] [163]. Ces cycles temporels dépendent de divers facteurs,
notamment la disponibilité de l'alimentation, les migrations et les structures
sociales. Ces cycles sont liés aux activités solaires et lunaires connexes et sont
également appelés les rythmes biologiques. Ceci aura un impact sur le mouve-
ment des équipements mobiles portés par l'Homme. Les réseaux de capteurs
sont également concernés par cette étude puisqu'ils sont utilisés pour déployer
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des applications de suivi de la faune, ou des personnes. Prenons l'exemple
d'une application médicale de suivi du déplacement des patients dans l'hô-
pital. Leur déplacement suit des cycles temporels prévisibles : le matin, les
patients quittent leurs chambres. En journée, ils sont généralement dans les
services de soin ou les salles opératoires. Et le soir, ils sont dans les salles de
surveillance post-interventionnelles ou rejoindront leurs chambres. Il en sera
de même chaque jour.
Nous considérons un réseau de capteurs mobiles dont le modèle de mobi-
lité présente des cycles temporels et des activités répétitives chaque période
de 24h. Nous prenons comme unité de temps 1 jour et nous le divisons en N
timeslots. La durée de chaque timeslot peut être déﬁnie selon le type d'ap-
plications. Ce paramètre sera ﬁxé dans la section suivante. Pendant chaque
timeslot, la connectivité du réseau est diﬀérente. Pour cela, chaque n÷ud cal-
culera le taux de rencontre de voisins à chaque timeslot à l'aide d'une moyenne
pondérée exponentielle EWMA (Exponentially Weighted Moving Average) et
en se basant sur l'historique des mesures pendant les derniers jours au même
timeslot. L'estimation du taux de rencontre pour chaque n÷ud est calculée
selon l'équation suivante :
Ec(m, tslot, J) = Encountcurr × α + (1− α)× [Ec(m, tslot, J − 1)] (4.4)
Ec(m, tslot, J) représente la connectivité prévue du n÷ud m pendant le times-
lot tslot le jour J,Encountcurr représente le nombre actuel de voisins rencontrés,
et [Ec(m, tslot, J − 1)] étant l'ancienne valeur de connectivité prévue calculée le
jour d'avant pendant le même timeslot tslot. Nous pondérons les deux derniers
paramètres respectivement avec α et (1−α). Quand α est grand, la valeur re-
présentant le nombre de rencontres actuelles a plus de poids dans le calcul de
la connectivité prévue, ce qui permet d'avoir un algorithme plus sensible aux
changements de nombre de voisins rencontrés. Quand α est petit, ceci rend
l'algorithme plus robuste contre les valeurs de connectivité bruitées mais ne
prendra pas en compte les changements actuels du niveau de connectivité. La
fréquence de découverte de voisins Fdiscovery sera mise à jour à chaque timeslot
sur la base de la connectivité estimée. Elle sera déduite à partir de l'équation
suivante :
Fdiscovery =
Ec(m, tslot, J)∑N
i=1Ec(m, tsloti)
× 1
Tinit
(4.5)
Tdiscovery =
1
Fdiscovery
(4.6)
La fréquence de découverte de voisins est calculée localement par chaque
n÷ud à chaque timeslot et le n÷ud enverra par la suite ses messages hello
chaque Tdiscovery. Pour résumer, la technique ECoND fonctionne comme suit :
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Zone de mouvement 80km2
Nombre de n÷uds 100
Portée de la radio 80m
Débit 250kbit/s
Espace tampon 200kB
Vitesse de mouvement 2m/s to 5m/s
Taille des messages 200Bytes
Période de génération des messages 60s
Durée de simulation 24h (1 jour)
Durée d'un timeslot 1h
Table 4.5  Les paramètres de simulation de la technique ECoND
1. Initialement, les n÷uds découvrent leurs voisinages chaque Tinit. Au fur
et à mesure, ils ajustent cette valeur en fonction de la connectivité esti-
mée suivant les étapes suivantes.
2. A chaque rencontre d'un voisin, chaque n÷ud incrémente un compteur
de voisins Cv = Cv + 1. Ce compteur est remis à zéro à chaque ﬁn de
timeslot.
3. A la ﬁn de chaque journée, une mise à jour de la connectivité à chaque
timeslot est estimée à :
Ec(m, tslot, J) = Cv(tsolt)× α + (1− α)× [Ec(m, tslot, J − 1)] (4.7)
4. Au début du timeslot courant (tslot), le n÷ud ﬁxe sa fréquence de dé-
couverte égale à :
Fdiscovery =
Ec(m, tslot, J)∑N
i=1Ec(m, tsloti)
× 1
Tinit
(4.8)
Désormais, l'envoi de messages de découverte de voisins est fait à chaque
1
Fdiscovery
.
4.4.2 Evaluation des performances
4.4.2.1 Paramètres de simulation
Pour évaluer les performances de la technique ECoND, nous avons opté
pour les mêmes paramètres de simulations de la technique PPM-BM qui sont
résumés dans les Table 4.5 et Table 4.6.
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Batterycapacity 1000 mW
ScanEnergy 1.21 mW/s
TransmitEnergy 0.28 mW/s
ReceiveEnergy 0.121mW/s
Tmin 120s
Tmax 3600s
α 0.5
Table 4.6  Les paramètres d'énergie et des périodes de découverte des voisins
pour la simulation de la technique ECoND
4.4.2.2 Métriques de performances
Les résultats de simulation sont calculés à partir de la moyenne de 10
exécutions. Dans cette étude, nous évaluons trois métriques :
 La consommation d'énergie : déﬁnie comme étant la consommation
d'énergie moyenne des n÷uds.
 Le taux de livraison des messages : déﬁni comme étant le rapport entre
le nombre de messages reçus par le Sink et le nombre total de messages
émis par les n÷uds.
 Le taux d'overhead induit : cette métrique mesure l'eﬃcacité de la bande
passante et est déﬁnie dans ONE comme suit :
overhead =
Nrelays −Ndeliv
Ndeliv
(4.9)
Nrelays étant le nombre total de messages transférés par les n÷uds et
Ndeliv le nombre de messages reçus au niveau du Sink.
4.4.2.3 Résultats de simulation
Nous considérons pour cette simulation le scénario suivant :
Scénario : les n÷uds mobiles se déplacent aléatoirement dans la zone de
déploiement suivant le modèle Working Day Movement. Le puits est immobile
au centre de la zone. Chaque 60s, les n÷uds émettent des messages en direction
du puits. La durée de simulation est de 24h. Les ﬁgures 4.4, 4.5 et 4.4.2.3
illustrent la variation de la consommation d'énergie moyenne des n÷uds en
fonction du temps pour les trois protocoles considérés.
Nous remarquons que la technique ECoND permet de réduire la consom-
mation moyenne d'énergie et permet de conserver plus longtemps l'énergie
comparativement à la technique PPM-BM présentée dans la section précé-
dente. Ce résultat est valable pour les trois protocoles. Nous nous sommes
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Figure 4.4  L'énergie moyenne consommée par les protocoles Prophet, Pro-
phet avec PPM-BM et Prophet avec ECoND
intéressés aussi à comparer les performances de ECoND implémentée dans les
trois protocoles de référence, en termes de taux de livraison de messages et
d'overhead. Dans le tableau 4.7, nous remarquons que les performances du
protocole Epidemic ne sont pas aﬀectées par la technique ECoND puisque la
phase de découverte de voisins n'a pas d'eﬀet dans un scénario de diﬀusion
épidémique de messages. Les performances obtenus par Prophet et MaxProp
sont conservées. Ce résultat met en évidence l'intérêt de la technique ECoND
puisque nous avons les mêmes performances de taux de livraison de messages
que celles des protocoles originaires, avec en plus une conservation de l'énergie
moyenne des n÷uds.
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Figure 4.5  L'énergie moyenne consommée par les protocoles Epidemic,
Epidemic avec PPM-BM et Epidemic avec ECoND
4.5 Conclusion
Dans ce chapitre, nous avons évoqué l'impact de la phase de découverte
de voisinage sur les performances des protocoles de routage dans les réseaux
de capteurs mobiles.
Nous avons présenté deux techniques de découverte de voisinage économes
en énergie. La première approche, PPM-BM, consiste à dimensionner la fré-
quence d'envoi des messages de découverte de voisins en fonction du niveau de
batterie du n÷ud. Les n÷uds avec les niveaux de batterie les moins élevés dé-
couvriront leur voisinage moins souvent pour conserver leur énergie résiduelle
pour les mécanismes de haut niveau notamment le routage. Les n÷uds ayant
les niveaux d'énergie les plus élevés, quant à eux, enverront plus souvent des
messages de découverte de voisins et seront plus impliqués dans le routage
des données vers le Sink. Cette technique ne prend pas en compte l'informa-
tion de connectivité prévue, c'est pour cette raison que nous avons proposé
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Figure 4.6  L'énergie moyenne consommée par les protocoles MaxProp,
MaxProp avec PPM-BM et Maxprop avec ECoND
la deuxième approche ECoND. Cette méthode vise à ajuster la fréquence de
découverte de voisins en fonction de la connectivité estimée à chaque instant.
Cette technique tire proﬁt des cycles temporels des modèles de mouvement
des n÷uds. La connectivité est estimée en se basant sur l'historique des ren-
contres. La fréquence de découverte est alors ajustée en fonction du taux de
connectivité estimé.
Ces deux approches ont été évaluées par simulation et implémentées sur
trois protocoles de routage opportunistes. Les résultats de simulation mettent
en évidence l'eﬃcacité de ces deux techniques qui permettent de réduire la
consommation d'énergie des n÷uds sans aﬀecter les performances de taux
de livraison de messages et d'overhead des protocoles de référence. Les deux
approches proposées sont conçues pour un contexte d'application de suivi
des personnes dans un milieu indoor. Par ailleurs, elles se basent sur des
spéciﬁcations génériques et s'appliquent à d'autres types d'applications de
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Protocole Taux de livraison de messages Overhead
Epidemic 0.5272 79.2371
Epidemic-ECoND 0.5272 79.2371
Prophet 0.3575 36.4141
Prophet-ECoND 0.3582 36.4269
MaxProp 0.5670 58.7069
MaxProp-ECoND 0.5677 58.4982
Table 4.7  Les taux de livraison et d'overhead pour les six protocoles étudiés
réseaux de capteurs mobiles. Elles sont indépendantes du protocole de routage
utilisé et peuvent ainsi être utilisées avec tout protocole de haut niveau.
Nous consacrons le chapitre 5 à l'étude du routage dans les réseaux de
capteurs sans ﬁl mobiles et nous proposons d'agir sur ce mécanisme pour
optimiser la consommation d'énergie des noeuds et améliorer les performances
de routage.
Chapitre 5
Routage économe en énergie dans
les réseaux de capteurs mobiles
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5.1 Introduction
Le routage des données est fondamental dans les réseaux sans infrastruc-
ture comme les réseaux de capteurs sans ﬁl. Dans l'absence d'une infrastruc-
ture gérant les informations échangées entre les diﬀérents n÷uds du réseau
(comme par exemple les routeurs dans les réseaux ﬁlaires), chaque n÷ud du
réseau joue un rôle primordial dans le transfert des informations et la gestion
du routage et tous les n÷uds collaborent aﬁn de router une information vers la
station puits. Le rôle principal d'un protocole de routage est celui d'acheminer
90
Chapitre 5. Routage économe en énergie dans les réseaux de
capteurs mobiles
le maximum de données vers le n÷ud collecteur du réseau, tout en consom-
mant le minimum de ressources. Nous avons proposé dans le chapitre 4 deux
techniques de dimensionnement de la découverte de voisins qui permettent
d'ajuster la fréquence de découverte en fonction des ressources disponibles en
énergie et de la connectivité prévue. Ces deux approches sont indépendantes
du protocole du routage utilisé. Nous agissons maintenant sur le mécanisme
de routage et nous proposons, dans ce chapitre, un protocole de routage qui
vise à maximiser la durée de vie du réseau et améliorer les performances de
délivrance de messages.
La durée de vie est devenue la caractéristique clé pour l'évaluation des
réseaux de capteurs. En eﬀet, l'objectif de tout scénario d'application est
d'avoir des n÷uds déployés pour des mois ou des années. Dans ce chapitre,
nous abordons le problème de l'extension de la durée de vie d'un réseau de
capteurs. Dans ce type de réseau, tous les n÷uds génèrent des messages et
les envoient à une station de base ou un puits (sink) à travers des chemins
multi-sauts. Nous proposons dans ce chapitre un protocole de routage destiné
à équilibrer les consommations d'énergie des n÷uds aﬁn de prolonger la durée
de vie du réseau. L'équilibrage des consommations d'énergie passe par un
partage de la charge du traﬁc au niveau du réseau.
Ce chapitre est organisé comme suit : nous déﬁnissons d'abord la notion
de durée de vie d'un réseau de capteurs. Comme plusieurs déﬁnitions existent
dans la littérature, nous avons opté pour la déﬁnition la plus utilisée et nous la
présentons dans la première section. Ensuite, nous présentons les principaux
travaux qui se sont intéressés à la maximisation de la durée de vie dans les
réseaux de capteurs. Nous détaillons, dans la troisième section, le protocole
de routage que nous proposons, EXLIOSE (novel approach to EXtending net-
work LIfetime in Opportunistic SEnsor Networks) qui se base sur une nouvelle
métrique de routage ESC (Energy-Shortage Cost). Nous évaluons les perfor-
mances du protocole proposé et les comparons à deux protocoles de référence.
Les évaluations se feront en termes d'extension de la durée de vie du réseau
sans négliger les performances de qualité de service, notamment le taux de
livraison de messages.
5.2 Maximisation de la durée de vie du réseau
La durée de vie du réseau est la métrique la plus importante pour l'éva-
luation d'un réseau de capteurs. Dans un tel environnement aux ressources
limitées, l'optimisation de la consommation d'énergie de chaque n÷ud doit,
évidemment, être envisagée. Toutefois, la durée de vie du réseau aﬀecte l'utilité
du réseau de capteurs. Le réseau ne peut accomplir son objectif que lorsqu'il
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est "vivant", i.e. fonctionnel. La durée de vie est ainsi une métrique qui informe
sur l'utilité maximale d'un réseau de capteurs. Cette métrique est considérée
dans une analyse qui précède un déploiement réel d'un réseau de capteurs et
peut également contribuer à justiﬁer le coût du déploiement. La durée de vie
est également considérée comme un paramètre fondamental dans le contexte
de la disponibilité et de la sécurité des réseaux [164].
La durée de vie du réseau est l'intervalle du temps qui s'écoule depuis le
déploiement initial du réseau et l'instant où l'on considère le réseau comme
non fonctionnel. En revanche, considérer un réseau comme non fonctionnel est
spéciﬁque à l'application et c'est en raison de cette spéciﬁcité qu'une multitude
de déﬁnitions existent. Parmi les déﬁnitions présentées dans le chapitre 2, nous
optons pour la déﬁnition suivante : un réseau de capteurs est considéré comme
non-fonctionnel dès qu'un n÷ud épuise toute son énergie. La durée de vie du
réseau est ainsi déﬁnie comme étant la période séparant le déploiement initial
du réseau et le premier instant de l'épuisement total de l'énergie d'un n÷ud. La
durée de vie du réseau dépend ainsi de la durée de vie nodale. Par conséquent,
si nous considérons que DVi est la durée de vie du n÷ud ni ∈ N(N étant
l'ensemble des n÷uds), alors la durée de vie du réseau, DVReseau, est déﬁnie
comme étant la durée de vie minimale des n÷uds du réseau :
DVReseau = min
i∈N
DVi (5.1)
L'objectif principal consiste à maximiser la durée de vie du réseau. Selon
la déﬁnition retenue de la durée de vie, maximiser cette métrique est équi-
valent à maximiser la durée de vie minimale d'un n÷ud. Il s'agit d'étendre
au maximum l'instant où le premier n÷ud meurt i.e. épuise totalement son
énergie. Déterminer la durée de vie maximale du premier n÷ud qui tombe en
panne (suite à l'épuisement de la charge de sa batterie) revient à minimiser la
consommation d'énergie maximale des n÷uds du réseau. En d'autres termes,
minimiser le maximum des consommations d'énergie de chaque n÷ud revient
à équilibrer la charge du traﬁc dans le réseau pour garantir qu'aucun n÷ud
ne s'expose à une forte consommation d'énergie [29]. Notre idée consiste alors
à mettre en oeuvre des mécanismes simples pour le routage qui assurent la
maximisation de la durée de vie du réseau. Nous présentons cela dans la partie
suivante. Cette déﬁnition est idéale dans un contexte d'applications médicales
de suivi des patients ou des réseaux BAN (Body Area Networks) utilisés dans
des applications E-Health [165].
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5.3 Motivation
La plupart des travaux qui se sont intéressés à la maximisation de la durée
de vie des réseaux de capteurs sans ﬁl, se sont ﬁxés comme objectif la minimi-
sation de la métrique énergie de bout-en-bout en sélectionnant les n÷uds de
prochain saut, ceux qui sont géographiquement plus proches de la destination.
Le protocole GCF [166] est le premier qui a intégré l'idée du routage oppor-
tuniste dans les réseaux de capteurs. En eﬀet, le routage opportuniste [167] -
[168] exploite la nature de diﬀusion du canal sans ﬁl en élargissant la plage
de transmission des messages. Au lieu de choisir un n÷ud de prochain saut
selon une métrique donnée, GCF propose de choisir plusieurs voisins comme
candidats pour transmettre les messages. L'objectif ﬁnal étant de minimiser le
nombre de retransmissions des messages en impliquant plusieurs n÷uds relais
et la minimisation de l'énergie de bout-en-bout en permettant aux messages
d'emprunter diﬀérents chemins. Cependant, minimiser l'énergie consommée de
bout-en-bout plutôt que de considérer l'énergie résiduelle de chaque capteur,
entraînera des épuisements de certains capteurs et rend ainsi le réseau de cap-
teurs non fonctionnel suivant la déﬁnition pour laquelle nous avons opté dans
la section 5.2. [169] propose un mécanisme de veille et de sommeil opportu-
niste qui permet à chaque capteur de déterminer le groupe de n÷uds relais qui
permet de prolonger la durée de vie du réseau en respectant un certain délai de
transmission de bout-en-bout acceptable. Ce mécanisme de planiﬁcation des
moments de veille/sommeil fonctionne au dessus des protocoles de routage.
En eﬀet, ce mécanisme détermine un sous-ensemble de capteurs réveillés qui
permettent d'étendre la durée de vie du réseau et c'est à la charge du proto-
cole de routage de choisir l'ensemble de n÷uds relais parmi ce sous-ensemble.
Notons que les travaux sur la planiﬁcation veille/sommeil sont orthogonaux à
nos travaux et peuvent être combinés avec notre proposition. Certains travaux
[170], [171] ont présenté des protocoles de routage qui visent à maintenir la
disponibilité des capteurs possédant des niveaux de batterie moins élevés en
répartissant la charge sur ceux qui en possèdent plus. Cependant, ne considé-
rer que le niveau d'énergie résiduelle pour décider du n÷ud du prochain saut,
n'est à notre avis pas très opportun parce que l'énergie consommée lors de la
transmission d'un message pourrait avoir un impact diﬀérent sur deux n÷uds
ayant des niveaux d'énergie résiduels diﬀérents. Prenons l'exemple du scénario
de la ﬁgure 5.1 où un n÷ud A veut transmettre ses messages à l'un de ses
voisins B et C qui possèdent la même capacité de batterie, en l'occurence ici
10 unités. Supposons que les niveaux d'énergie résiduelle des n÷uds B et C
sont diﬀérents, par exemple 2 et 5 unités respectivement. Notons qu'une unité
d'énergie consommée représente 50% et 20% respectivement de leur énergie
résiduelle. Aﬁn de saisir l'impact de chaque unité d'énergie consommée sur le
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Figure 5.1  La relation entre les quantités d'énergie consommée et résiduelle
au niveau des n÷uds capteurs
choix du n÷ud du prochain saut, nous déﬁnissons la métrique coût de pénu-
rie d'énergie noté ESC, qui mesure cet impact et inclut les deux paramètres
liés à l'énergie consommée au cours de la transmission et au niveau d'énergie
résiduelle. Nous détaillons cette métrique dans la section suivante.
5.4 EXLIOSE : Un protocole de routage oppor-
tuniste pour maximiser la durée de vie du
réseau
EXLIOSE (novel approach to EXtending network LIfetime in Opportu-
nistic SEnsor Networks) est un protocole de routage qui vise à maximiser la
durée de vie du réseau de capteurs mobiles en maximisant celle des batteries
des n÷uds. Il est basé sur l'historique de rencontre entre les paires de n÷uds. Il
partage le même principe de fonctionnement de base que d'autres algorithmes
dans cette classe [144] [139] : les n÷uds échangent et/ou enregistrent des infor-
mations sur la fréquence de rencontre de la destination et font l'acheminement
des messages en se basant sur cette information. Se baser sur l'information 
fréquence de rencontre de la destination  permet aux n÷uds de choisir le/ou
les n÷uds de prochain saut qui rencontrent le plus souvent la destination.
Ceci permet d'augmenter le taux de livraison des messages. Cet objectif est
assuré par EXLIOSE. Il vise par ailleurs à partager la charge entre les n÷uds
et maximiser la durée de vie du réseau. Pour ce faire, nous proposons une nou-
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velle métrique qui prend en compte le niveau d'énergie résiduelle au niveau
des n÷uds et leur consommation d'énergie prévue.
5.4.1 Modèle du réseau utilisé
Nous modélisons un réseau de capteurs mobiles comme un réseau de cap-
teurs DTN. Un réseau DTN est représenté, en théorie des graphes, par un
multi graphe orienté G = (V, E) où V et E représentent respectivement l'en-
semble des n÷uds et des arêtes. Chaque lien direct (arête) E entre deux n÷uds
(V1, V2) représente une opportunité de rencontre entre eux, et il est annoté
avec un quadruplet E = (ts, te, s, T ), où ts est l'heure de début de la rencontre,
te est l'heure de ﬁn de la rencontre, si elle est connue, s est la taille de la possi-
bilité de transfert (capacité du contact), et T est le type de contact. Un modèle
DTN inclut la notion de type de contact ou de connectivité T. Un contact re-
présente une période de temps au cours de laquelle deux n÷uds voisins sont à
portée radio l'un de l'autre et la capacité du lien est ainsi strictement positive
[172]. Dans les réseaux classiques, la connectivité d'un lien est généralement
représentée par un état binaire (i.e. connecté ou déconnecté). Dans les ré-
seaux DTN, un ensemble riche d'options de connectivité est nécessaire pour
prendre des décisions de routage eﬃcaces. Plusieurs types de contacts sont dé-
ﬁnis dans [172]. Les contacts dans un réseau DTN peuvent, à titre d'exemple,
être déterministes ou prévisibles. Dans notre modèle, les contacts entre les
entités mobiles ne peuvent être ni connus ni prévisibles. Ainsi, ces contacts
sont opportunistes. En outre, les n÷uds d'un réseau DTN ont une capacité
de stockage ﬁnie (tampon) utilisée pour conserver les messages en transit. Le
routage se produit dans un mode store-and-forward. L'algorithme de routage
est chargé de déterminer le n÷ud qui constitue le prochain saut par lequel le
message doit transiter. Les messages stockés qui ne seront pas immédiatement
transférés devront attendre jusqu'à ce qu'un contact ait lieu.
5.4.2 Modèle d'énergie utilisé
Le modèle d'énergie que nous utilisons est proposé dans [157]. En eﬀet,
comme les n÷uds capteurs sont généralement alimentés par des batteries de
capacité limitée, l'alimentation en énergie d'un n÷ud est représentée par une
fonction décroissante en fonction du temps. Chaque n÷ud capteur possède
cinq états :
 Oﬀ : quand il épuise son énergie, le n÷ud ne peut plus établir des
connexions avec les autres n÷uds.
 Inactif : lorsque le n÷ud est en mode Inactif, son interface réseau est
en-veille, mais il peut être détecté par ses voisins pour échanger des
5.4. EXLIOSE : Un protocole de routage opportuniste pour
maximiser la durée de vie du réseau 95
messages.
 Scan : dans ce mode, le n÷ud est en découverte de son voisinage.
 Transmission : le n÷ud envoie des messages.
 Réception : le n÷ud reçoit des messages.
Dans un autre modèle proposé dans [173], les coûts énergétiques de trans-
mission et de réception sont une fonction linéaire de la longueur du message
à transmettre. Cependant, dans le modèle que nous avons choisi, la quantité
d'énergie consommée lors de chaque émission et réception est supposée être
ﬁxe pour tous les n÷uds. En outre, une quantité d'énergie prédéﬁnie ﬁxe est
aﬀectée pour chaque opération. Dans le cadre de réseaux de capteurs, ces hy-
pothèses sont justiﬁées par le fait qu'un capteur transmet des données de taille
ﬁxe sur l'environnement surveillé. Puis, quand un n÷ud est inactif, l'énergie
dépensée est nulle. Enﬁn, lorsque le n÷ud est en mode transmission ou récep-
tion, le temps total passé dans ce mode est multiplié par la quantité d'énergie
prédéﬁnie dépensée par unité de temps dans l'opération correspondante. La
dernière hypothèse du modèle indique, comme mentionné dans la littérature,
que la quantité d'énergie consommée au cours de la phase de scan est supé-
rieure d'un ordre de grandeur à celle consommée en mode transmission.
5.4.3 Métrique de routage
5.4.3.1 Probabilité de rencontre
Avant de calculer la nouvelle métrique de routage proposée ESC, nous
avons besoin de calculer un paramètre important qui est la probabilité de livrai-
son P (i, s) ∈ [0, 1]. Celle-ci mesure la probabilité qu'un n÷ud i soit capable de
livrer un message à la destination s, le Sink. Pour déﬁnir ce paramètre, nous
nous basons sur les probabilités de rencontre entre chaque paire de n÷uds.
Nous justiﬁons l'utilité de ces deux paramètres par le fait que les n÷uds dans
les réseaux de capteurs mobiles portés par des humains (humain-carried mo-
bile sensors), suivent les mouvements des utilisateurs qui ne se déplacent pas
aléatoirement mais plutôt suivant un mouvement prévisible fondé sur des mo-
tifs répétitifs de mouvement. Ainsi, nous supposons que si un n÷ud a visité un
emplacement à plusieurs reprises, il est probable qu'il se rendra à cet endroit
de nouveau [144].
Lorsque deux n÷uds se rencontrent, ils s'échangent leurs probabilités de
rencontre de la station de base (Sink) respectives. Cette information est utili-
sée pour mettre à jour leurs probabilités de livraison. D'abord, la probabilité
de rencontre entre les deux capteurs i et j est déﬁnie dans [144] comme suit :
P (i, j) = [P (i, j)] + (1− [P (i, j)])× Pinit (5.2)
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Où [P (i, j)] = P (i, j)ancien , se réfère à l'ancienne valeur de la probabilité de
rencontre et Pinit ∈ [ 0, 1] est une constante d'initialisation de la probabilité
de rencontre.
Ensuite, si une paire de n÷uds ne se rencontre pas pendant un certain
temps, ces n÷uds sont moins susceptibles d'être de bons expéditeurs de mes-
sages l'un pour l'autre. Pour prendre en considération ce facteur une constante
de vieillissement γ ∈ [0, 1] permet de réduire la probabilité de rencontre entre
une paire de n÷uds ne se rencontrant pas pendant k unités de temps. La
probabilité de rencontre devient ainsi :
P (i, j) = [P (i, j)]× γk (5.3)
Enﬁn, pour déﬁnir la probabilité de livraison d'un n÷ud, nous utilisons la
propriété transitive de la probabilité de rencontre, qui se base sur le constat
suivant : si un n÷ud A rencontre fréquemment le n÷ud B, et que le n÷ud B
rencontre le plus souvent le Sink, ainsi, le n÷ud B est probablement un bon
expéditeur des messages du n÷ud A vers le Sink. L'équation suivante déﬁnit
la probabilité de livraison du n÷ud A :
Psink(A) = [Psink(A)] + (1− [Psink(A)])× P (A,B)× Psink(B) (5.4)
La probabilité de livraison Psink(i) donne une mesure de la capacité d'un n÷ud
i à livrer un message au Sink. Ce paramètre augmente lorsque le n÷ud i est
co-localisé avec le sink ou co-localisé avec des n÷uds voisins qui rencontrent
fréquemment le Sink. Ce paramètre sera utilisé pour calculer la métrique ESC.
La métrique inclut aussi l'estimation de l'énergie résiduelle des n÷uds. Nous
expliquons dans la section suivante la méthode d'estimation de ce paramètre.
5.4.3.2 Estimation de l'énergie résiduelle
Le protocole EXLIOSE se base sur une métrique de routage qui inclut
la valeur d'énergie résiduelle du n÷ud. En se basant sur le modèle d'énergie
donné dans la section 5.4.2, chaque n÷ud estime et met à jour, périodiquement
son niveau d'énergie résiduelle en déduisant de son niveau dénergie initial les
quantités consommées pendant les opérations de Scan, de transmission et de
réception de messages, multipliés par la durée passée dans chaque opération.
Chaque n÷ud informe périodiquement ses voisins par son niveau d'énergie
dans les paquets  Hello  de découverte de voisinage. Le pseudo-code du
module responsable du calcul de l'énergie résiduelle au niveau des n÷uds est
donné dans la ﬁgure 5.2.
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Figure 5.2  Le pseudo-code du module de calcul de l'énergie résiduelle au
niveau des n÷uds capteurs
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5.4.3.3 Energy Shortage Cost (ESC) : Coût de pénurie d'énergie
Aﬁn de sélectionner le n÷ud de prochain saut, nous proposons une mé-
trique de routage qui se base sur l'estimation de la consommation d'énergie de
chaque n÷ud capteur à partir de son historique de rencontre avec le Sink, et
sur son énergie résiduelle. Cette métrique est appelée ESC (Energy Shortage
Cost, ou coût de pénurie dénergie), et mesure la réduction de la durée de vie
du réseau suite au choix d'un n÷ud en tant que prochain-saut. L'idée de base
est de minimiser cette métrique et de transmettre les messages à partir des
n÷uds avec des ESC élevés vers les n÷uds ayant des coûts ESC bas. Nous
attribuons un coût ESC égale à zéro pour le Sink.
Lors de la conception de la nouvelle métrique ESC, nous notons que les
métriques se basant uniquement sur le niveau d'énergie résiduelle ne per-
mettent pas le partage de charge entre les n÷uds. Ainsi, nous incluons en plus
l'énergie consommée par le n÷ud lors du transfert de ses messages jusqu'au
Sink. L'objectif de conception de la métrique ESC est d'éviter l'épuisement de
l'énergie de tout capteur. Prenons l'exemple d'un capteur i qui a deux n÷uds
voisins, v1 et v2 disposant d'une énergie résiduelle valant respectivement 1
unité et 5 unités. Supposons que la transmission d'un message au Sink coûte
1 unité pour le n÷ud v1 et 3 unités pour v2. Selon la déﬁnition de la mé-
trique ESC, les n÷uds v1 et v2 auront des coûts respectifs de 1 et 0.6. De
toute évidence, v2 devrait être choisi comme prochain saut malgré le fait que
cela coûte plus d'énergie pour transmettre ses messages au Sink. Dans le cas
contraire (en choisissant le n÷ud v1 comme prochain saut), v1 épuisera son
énergie et mettra ﬁn à la durée de vie du réseau. Aﬁn de souligner cet impact,
nous déﬁnissons la métrique ESC pour chaque n÷ud i comme suit :
ESC =
EConsum(i)
REi
(5.5)
REi se réfère à l'énergie résiduelle du n÷ud i. EConsum(i) mesure l'éner-
gie consommée par le n÷ud i pour transférer ses messages au Sink. Cette
quantité est estimée à partir de sa probabilité de livraison multipliée par la
quantité prédéﬁnie de l'énergie dépensée pendant l'opération de transmission.
EConsum(i) est inversement proportionnel à la probabilité de livraison d'un
n÷ud. Lorsque le n÷ud a une probabilité de livraison élevée, il est supposé
qu'il rencontre fréquemment le Sink. Ainsi, il ne consommera pas une grande
quantité d'énergie pour atteindre la destination. Inversement, si un n÷ud a
une probabilité de livraison plus petite, il est supposé rencontrer moins souvent
le Sink et ses messages vont transiter par plusieurs n÷uds avant d'atteindre
leur destination. Sa consommation d'énergie sera ainsi conséquente.
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EConsumed(i) ∝
1
Psink(i)
(5.6)
5.4.3.4 Stratégie de transfert
Dans le contexte des réseaux de capteurs mobiles, les stratégies de routage
sont complètement diﬀérentes des réseaux statiques. Dans un tel contexte,
aucune garantie n'existe pour qu'un chemin entièrement connecté entre les
sources et les destinations soit fonctionnel à tout moment. Quand un mes-
sage arrive à un n÷ud, il pourrait ne pas y avoir de chemin disponible vers
le Sink. Le n÷ud doit ainsi enregistrer le message dans sa mémoire tampon
(si sa capacité le permet) et le transférer dès qu'un contact a lieu. Dès l'ap-
parition d'un contact, la décision de routage doit être prise selon la valeur de
la métrique ESC. Avant de décider du n÷ud pour le prochain saut, le n÷ud
source doit calculer son coût et le comparer à ceux de ses voisins. Si le coût du
voisin est inférieur à sa propre métrique, le n÷ud source transmet le message.
Dans le cas contraire, il le garde jusqu'à ce qu'il rencontre un meilleur n÷ud
ou rencontre le Sink lui même. Lors de la rencontre entre deux n÷uds, ils
s'échangent les index des messages transférés. Ce paramètre est utilisé pour
décider quels messages demander à l'autre n÷ud. Après cet échange, chaque
n÷ud peut déterminer les messages qu'il na pas encore vus (i.e. transférés) et
les demande ainsi à son voisin.
5.5 Evaluation des performances
A des ﬁns de validation du protocole EXLIOSE en termes de durée de vie et
d'équilibrage d'énergie, nous eﬀectuons un ensemble de simulations sur ONE
avec les mêmes paramètres que ceux utilisés dans l'évaluation des techniques
PPM-BM et ECoND (Cf. Tableaux 4.5 et 4.6).
5.5.1 Métriques de performances
Dans nos simulations nous considérons les protocoles suivants représen-
tatifs de chaque catégorie, aﬁn de comparer les résultats obtenus par notre
proposition :
 PROPHET considéré comme une référence dans les protocoles de rou-
tage pour les réseaux opportunistes. Il est basé sur une métrique proba-
biliste qui mesure la probabilité de livraison d'un n÷ud à une destination
donnée.
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 Un protocole basé sur l'énergie résiduelle (Resiudal Energy Based proto-
col, REB) et représentatif des protocoles de routage opportunistes basés
sur la métrique  énergie résiduelle nodale .
Les métriques utilisées consistent à analyser les performances de ces approches
en termes de :
 Taux de livraison des messages : déﬁni comme étant le rapport entre le
nombre de messages reçus par le Sink et le nombre total de messages
émis par les n÷uds.
 Durée de vie du réseau : déﬁnie comme la période écoulée depuis le début
de la simulation avant qu'un capteur n'épuise totalement son énergie.
 Energie résiduelle moyenne : calcule l'énergie résiduelle moyenne à la
ﬁn de la simulation pour tous les n÷uds capteurs. Elle représente la
quantité d'énergie restante dans le réseau.
 Ecart-type de l'énergie résiduelle : indique la répartition du tra-
ﬁc/consommation d'énergie entre les n÷uds.
Le principal objectif de cette analyse est d'évaluer l'impact de la métrique
ESC sur ces quatre critères de performance.
5.5.2 Scénarios de simulation
Les simulations eﬀectuées dans ce chapitre utilisent une distribution aléa-
toire des n÷uds dans le réseau. Les n÷uds capteurs sont mobiles et se dé-
placent dans une zone de 10km × 8km avec des vitesses de déplacement,
représentant celles des piétons, uniformément comprises entre 2m/s et 5m/s.
Les n÷uds se déplacent selon le modèle de mobilité Working Day Movement.
Le Sink est par contre ﬁxe et placé au centre de la zone de simulation. Aﬁn
de répondre à des cas réels, nous déﬁnissons deux scénarios de simulation qui
ont pour objectif de mesurer les performances des protocoles avec une densité
de n÷uds et des débits variables. Pour mesurer les métriques de performance
retenues, nous faisons varier, la densité et le débit des n÷uds sources.
5.5.3 Résultats et discussion
5.5.3.1 Variation de la densité des n÷uds
Nous mesurons ici l'impact de la densité des n÷uds formant le réseau.
Nous varions le nombre de n÷uds de 100 à 350 n÷uds. Les résultats pré-
sentés sont des moyennes de 5 simulations pour chaque graphe. La durée de
simulation est de 24h. La Figure 5.3 illustre la durée de vie du réseau mesu-
rée pour les trois protocoles de routage évalués. Dans cette simulation, nous
avons ﬁxé l'énergie initiale de chaque capteur à 500 mW, de sorte que quelques
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n÷uds capteurs consomment leur énergie au cours de la période de simula-
tion. Les résultats montrent qu'EXLIOSE et REB permettent une durée de
vie de réseau beaucoup plus grande que PROPHET, puisque ces protocoles
considèrent tous les deux le niveau d'énergie résiduelle pour sélectionner le
n÷ud pour le prochain saut. Par ailleurs, EXLIOSE est meilleur que REB
parce que, en plus de l'énergie résiduelle, il choisit le n÷ud de prochain saut
qui rencontre fréquemment le Sink. Ainsi, il réduit le coût de retransmissions
et de la consommation d'énergie. La ﬁgure 5.3 montre également que lorsque
le réseau devient plus dense, la durée de vie du réseau diminue parce que le
nombre moyen de voisins par n÷ud augmente. Les n÷uds sont reliés, ainsi, à
un plus grand nombre de voisins et beaucoup plus de messages de découverte
de voisin sont envoyés. Ce processus devient de plus en plus coûteux en termes
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Figure 5.3  Durée de vie en fonction de la densité des n÷uds
d'énergie. Par conséquent, les n÷uds épuisent rapidement leurs batteries. La
ﬁgure 5.4 illustre l'énergie résiduelle moyenne à la ﬁn de la simulation pour les
trois protocoles de routage. Plus cette valeur est élevée, plus la performance
est élevée. La ﬁgure 5.5 représente l'écart type de l'énergie résiduelle. En eﬀet,
plus la valeur de l'écart type est basse, meilleure est la capacité du protocole de
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routage à équilibrer la consommation d'énergie. EXLIOSE est plus économe
en énergie que PROPHET puisqu'il présente une grande quantité d'énergie ré-
siduelle moyenne et un petit écart-type. Ces résultats s'expliquent par le fait
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Figure 5.4  L'énergie résiduelle moyenne en fonction de la densité des n÷uds
qu'EXLIOSE prend en compte l'énergie résiduelle de chaque n÷ud. Il est donc
en mesure de mieux répartir la charge sur la base du niveau d'énergie. Puisque
PROPHET ne considère pas l'énergie lors de la décision du routage, il oﬀre
des performances médiocres en termes d'eﬃcacité énergétique et d'équilibrage
de charge.
La ﬁgure 5.6 montre qu'EXLIOSE réalise un meilleur taux de livraison
par rapport à REB et PROPHET. Les résultats obtenus sont meilleurs que
ceux de REB parce que ce dernier ne considère pas la probabilité de livraison
dans sa métrique de routage. Entre deux n÷uds candidats, REB choisit le
n÷ud qui possède la plus grande quantité d'énergie résiduelle. Dans la même
situation, EXLIOSE choisit le n÷ud avec le niveau d'énergie résiduelle le plus
élevé et qui rencontre le plus souvent le Sink dans l'objectif de maximiser le
nombre de messages envoyés au Sink. EXLIOSE présente également des ré-
sultats meilleurs que PROPHET. Ce résultat peut être expliqué par le fait
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Figure 5.5  L'écartype de l'énergie résiduelle en fonction de la densité des
n÷uds
qu'EXLIOSE permet un meilleur équilibrage d'énergie. Ce résultat est repré-
senté dans la ﬁgure 5.5. Ainsi, plusieurs n÷uds sont vivants et il y a plus
de chances qu'un message donné atteigne le Sink. De plus, nous remarquons
que plus le réseau est dense, plus le nombre de messages envoyés au sink est
élevé. Ce résultat est évident puisque les messages sont transmis par un grand
nombre de n÷uds et ont donc plus de chances d'atteindre le Sink.
5.5.3.2 Variation du débit des n÷uds sources
Pour mesurer l'impact de la charge sur les performances des protocoles,
nous varions la taille des messages envoyés par les n÷uds sources. Nous main-
tenons ﬁxes la fréquence de génération de messages à savoir 1 message chaque
période de 60s et nous ﬁxons la taille des buﬀers à 200kB. Nous considérons un
réseau de 250 n÷uds mobiles et un seul Sink ﬁxe. Les résultats obtenus sont
des moyennes de 5 simulations pour chaque graphe. La durée de simulation
est de 24h. La Figure 5.7 illustre la durée de vie du réseau mesurée pour les
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Figure 5.6  Le taux de livraison de messages en fonction de la densité des
n÷uds
trois protocoles de routage évalués. La ﬁgure 5.8 illustre l'énergie résiduelle
moyenne à la ﬁn de la simulation pour les trois protocoles de routage. Nous
remarquons que les valeurs de l'énergie résiduelle diminuent quand le débit des
n÷uds sources augmente. En eﬀet, lorsque les n÷uds envoient des messages
de grande taille en gardant la même fréquence d'envoi, le débit d'envoi aug-
mente et le nombre de communications entre les n÷uds augmente aussi. Cela
consommera plus d'énergie au niveau des n÷uds et entraînera la diminution
du niveau de l'énergie résiduelle dans le réseau au terme de la simulation. La
ﬁgure 5.9 illustre l'écartype de l'énergie résiduelle en fonction de la taille des
messages. Les résultats obtenus mettent en évidence la capacité d'EXLIOSE
à résister mieux que les protocoles évalués à l'augmentation de charge induite
par l'augmentation de la taille des messages envoyés. Il est plus eﬃcace en
énergie, en gardant un niveau élevé d'énergie résiduelle dans le réseau, et per-
met un équilibrage d'énergie/de charge en ayant la plus petite déviation de
l'énergie résiduelle.
La ﬁgure 5.10 illustre la variation du taux de livraison des messages en
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Figure 5.7  Durée de vie en fonction de la taille des messages
fonction de la taille des messages. Les résultats obtenus montrent que le taux
de messages délivrés diminue quand le débit d'envoi des messages augmente.
Ceci est expliqué par le fait qu'en augmentant la taille des messages et par
conséquent en augmentant le débit d'envoi des messages, le nombre de mes-
sages supprimés augmente suite à l'explosion des buﬀers des n÷uds. Ceci
entraîne une diminution des messages délivrées jusqu'au Sink. Les résultats
montrent aussi que REB présente les plus mauvaises performances. Ceci est
expliqué par le fait que la métrique de routage de REB n'agit pas sur le taux
de livraison des messages. En comparant les performances de Prophet et EX-
LIOSE, nous remarquons qu'ils sont comparables vu qu'ils intégrent tous les
deux des métriques de routage visant à augmenter les chances de rencontrer
le sink et donc augmenter les chances de livraison des messages jusqu'au sink.
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Figure 5.8  L'énergie résiduelle moyenne en fonction de la taille des messages
5.6 Implémentation
A des ﬁns de préparation de la validation du protocole de routage pro-
posé dans un contexte réel, nous avons commencé le déploiement d'une plate-
forme de capteurs réels et étudié les performances de leur protocole de routage
XMesh [174].
5.6.1 Matériel
La plateforme de capteurs mise en place comporte 17 noeuds de type Micaz
[1]. Les caratéristiques de ces capteurs sont présentés dans le tableau 5.1. Ils
sont dotés d'une carte d'acquisition type MDA100 qui leur permet de capter
la luminosité et la température de l'environnement extérieur.
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Figure 5.9  L'écartype de l'énergie résiduelle en fonction de la taille des
messages
5.6.2 Scénarios de test
L'application de test consiste à collecter les informations de luminosité et
de température des noeuds capteurs et les acheminer jusqu'au noeud collec-
teur, le Sink. Nous considérons deux scénarios de test : le premier consiste à
considérer un réseau de 17 capteurs ﬁxes déployés dans les locaux du Labo. Le
schéma de déploiement est illustré dans la ﬁgure 5.12 . Le deuxième scénario
concerne un réseau de 16 capteurs mobiles avec un Sink ﬁxe. Les capteurs
mobiles sont embarqués sur des circuits de train comme illustrés dans la ﬁ-
gure 5.11. Dans les deux scénarios de test, nous évaluons les performances de
XMesh en termes de taux de messages acheminés au Sink.
5.6.3 Evaluation des performances
Nous considérons le premier scénario de test et nous évaluons les perfor-
mances du protocole XMesh en termes de taux de messages délivrés. La ﬁgure
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Figure 5.10  Le taux de livraison de messages en fonction de la taille des
messages
Figure 5.11  Maquette de Micaz embarqués sur des circuits de trains
5.13 illustre le taux de messages délivrés pour les 16 noeuds déployés. Le noeud
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CPU type @[MHz] 8bit Atmel @8
SRAM [kB] 4
Flash[KB] 128 + 512
Radio 802.15.4
OS TinyOS
Table 5.1  Principales caractéristiques des Micaz
Figure 5.12  Schéma de déploiement des capteurs Micaz
0 désigne le Sink. Les résultats obtenus sont prévisibles. En eﬀet, les noeuds qui
sont proches du Sink (par exemple les noeuds 16 et 10) présentent les taux
de messages les plus élevés et ceux qui sont géographiquement éloignés du
noeud collecteur présentent les performances les plus mauvaises. Néanmoins,
la position géographique par rapport au Sink n'est pas le seul paramètre qui
inﬂue le taux d'envoi des messages. La mobilité des personnes et la portée des
signaux radio ont aussi un impact considérable sur la longueur des chemins de
routage et par conséquent sur les performances du réseau. Nous considérons
maintenant le deuxième scénario de test et nous évaluons l'impact de la mo-
bilité sur les performances de routage. La ﬁgure 5.14 montre que le protocole
XMesh n'a pas pu suivre les grandes ﬂuctuations de connectivité provoquées
par la mobilité des n÷uds. Ceci entraîne une diminution considérable du taux
de messages acheminés vers le Sink. Les résultats obtenus montrent l'inéﬃca-
cité du protocole XMesh dans un réseau de capteurs mobiles. Un travail futur
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Figure 5.13  Taux de messages délivrés dans un réseau de capteurs ﬁxes
Figure 5.14  Taux de messages délivrés dans un réseau de capteurs ﬁxes
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serait d'implémenter le protocole EXLIOSE sur cette plateforme de capteurs
et d'évaluer ses performances dans un contexte réel.
5.7 Conclusion
Dans ce chapitre nous avons présenté la déﬁnition de la durée de vie qui
s'adapte le mieux au contexte de la thèse. Nous avons formulé le problème
de maximisation de la durée de vie d'un réseau de capteurs et proposé une
nouvelle métrique de routage appelée ESC qui maximise ce paramètre. Nous
avons proposé un protocole de routage, basé sur cette métrique, économe en
énergie conçus pour les réseaux de capteurs mobiles, appelé EXLIOSE. Il est
basé sur l'historique des informations de rencontre des n÷uds pour estimer
le meilleur n÷ud de prochain saut pour assurer le bon acheminement des
messages et minimiser leur perte. De plus, il se base sur la capacité d'énergie
résiduelle au niveau des n÷uds pour assurer un équilibre énergétique, partager
la charge et étendre à la fois la durée de vie des n÷uds ainsi que celle du réseau.
Les résultats obtenus montrent clairement l'eﬃcacité du protocole proposé. En
eﬀet, il est moins impacté que les deux protocoles de référence en termes de
variation de la densité du réseau et de croissance de charge. Des premiers
travaux de mis en place de maquette réelle ont été mis en place.
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Les réseaux de capteurs sans ﬁl (RCsF) ont connu au cours des dernières
années un essor considérable. Les premières applications des RCsF étaient
dans le domaine militaire. Aujourd'hui, les RCsF sont présents dans des do-
maines d'applications variés. Citons à titre d'exemples les applications envi-
ronnementales (détection de feu de forêt, repérage des mouvements danimaux,
etc.), les applications médicales (repérage et surveillance des patients dans les
hôpitaux, etc.) et autres. Néanmoins, et comme toute technologie, les RCsF
présentent des déﬁs de conception essentiellement liés à l'absence d'une infra-
structure ﬁxe, une topologie changeante due à la mobilité des noeuds capteurs
et surtout une autonomie énergétique limitée de ses capteurs puisqu'ils sont
alimentés par des batteries de durée déterminée et qu'il est souvent diﬃcile
de les changer /ou les recharger. L'énergie apparaît donc comme une source
critique pour les réseaux de capteurs sans ﬁl et la capacité énergétique des
capteurs doit être utilisée eﬃcacement aﬁn de maximiser la durée de vie du
réseau. Les travaux de cette thèse ont pour objectif de proposer des algo-
rithmes et des techniques eﬃcaces en termes d'énergie aﬁn que la durée de vie
du réseau soit maximisée. Les techniques proposées ont porté à la fois sur l'eﬃ-
cacité énergétique au niveau de la phase de découverte de voisins et au niveau
du routage. Ces approches sont proposées pour les réseaux de capteurs sans
ﬁl mobiles, caractérisés par une connectivité intermittente, qui représentent
un cas particulier des réseaux tolérants aux retards.
6.1 Contributions
Dans les travaux de thèse présentés dans ce mémoire, nous faisons de la
conservation d'énergie, la ligne directrice de notre travail.
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Dans la première partie de la thèse, nous avons proposé des techniques
permettant de réduire les consommations d'énergie des noeuds capteurs pen-
dant la phase de découverte de voisins. D'abord, et avant de tenter de réduire
la consommation d'énergie, ou comprendre par quels moyens une telle réduc-
tion peut être réalisée, nous avons procédé à l'analyse des diﬀérentes sources
de surconsommation d'énergie dans un noeud capteur. Ensuite, nous avons
analysé les travaux de la littérature qui proposent des techniques économisant
la consommation énergétique soit au niveau de la capture, au niveau de trai-
tement ou au niveau de la communication. Nous avons remarqué que peu de
travaux se sont intéressés à l'économie de l'énergie dépensée au cours de la
phase de découverte de voisins. Pourtant, celle-ci est tout aussi gourmande en
énergie que la phase de réception des données. Dans ce contexte, nous avons
proposé deux techniques permettant de dimensionner les protocoles de décou-
verte de voisinage aﬁn de satisfaire les contraintes énergétiques. La première
technique proposée, PPM-BM, consiste à dimensionner la fréquence d'envoi
des messages de découverte de voisins en fonction du niveau de batterie du
noeud. Les noeuds, avec les niveaux de batterie les moins élevés, découvriront
leur voisinage moins souvent pour conserver leur énergie résiduelle pour les mé-
canismes de haut niveau notamment le routage. Les noeuds ayant les niveaux
d'énergie les plus élevés, quant à eux, enverront plus souvent des messages
de découverte de voisins et seront plus impliqués dans le routage des données
vers le Sink. Cette technique est indépendante du protocole de routage utilisé
et peut donc être généralisée à tout mécanisme de routage. Ainsi, elle a été
implémentée sur trois protocoles de routage opportunistes de référence et a
été évaluée par simulation. Les résultats de simulation ont montré l'eﬃcacité
de la technique PPM-BM en termes d'économie d'énergie et a permis de ré-
duire les consommations moyennes des noeuds capteurs. Toutefois, nous avons
noté, que le fait de réduire la fréquence de découverte de voisins pourrait faire
manquer des rencontres possibles entre les noeuds et minimiser ainsi le taux
de livraison de messages. Ainsi, nous avons pris en considération le paramètre
de connectivité entre les noeuds et avons proposé la deuxième technique de
dimensionnement de la découverte de voisinage, ECoND. Cette technique vise
à ajuster la fréquence de découverte de voisins en fonction de la connectivité
estimée à chaque instant. ECoND tire proﬁt des cycles temporels des modèles
de mouvement des n÷uds. La connectivité est estimée en se basant sur l'his-
torique des rencontres. La fréquence de découverte est ajustée quant à elle sur
le taux de connectivité estimé. ECoND a été également évalué par simulation.
Les résultats obtenus ont montré l'eﬃcacité énergétique de cette méthode tout
en maintenant acceptables les performances de taux de livraison de messages
et d'overhead des protocoles évalués.
Dans la deuxième partie de la thèse, nos travaux ont porté sur l'optimisa-
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tion des performances des réseaux de capteurs en termes de durée de vie. Dans
cette partie, nous avons reconsidéré certains protocoles de routage relevant
du domaine des réseaux à connectivité intermittente et nous avons proposé
un protocole de routage destiné à équilibrer les consommations d'énergie des
n÷uds aﬁn de prolonger la durée de vie du réseau. Pour ce faire, nous avons
proposé une nouvelle métrique de routage qui consiste à intégrer l'énergie ré-
siduelle des n÷uds voisins et la fréquence de rencontre du Sink dans le choix
du noeud du prochain saut. Les résultats obtenus ont montré l'eﬃcacité du
protocole EXLIOSE proposé. En eﬀet, il garantit un équilibre énergétique, un
meilleur partage de charge et une extension de la durée de vie à la fois des
n÷uds ainsi que celle du réseau. De plus, il est moins impacté que les proto-
coles évalués en termes de variation de la densité du réseau et de croissance
de charge, assurant ainsi un passage à l'échelle plus aisé.
6.2 Perspectives
Les travaux que nous avons eﬀectués dans cette thèse nous ouvrent de
nombreuses perspectives de recherche que nous structurons comme suit :
D'abord, aﬁn de valider notre protocole de routage, EXLIOSE, sur un
déploiement réel, nous considérons un contexte particulier, à savoir une ap-
plication médicale de suivi des patients. Le but de cette application consiste
à suivre les mouvements des patients dans l'hôpital et la collecte périodique
de leurs paramètres physiologiques (tels que la saturation pulsée de l'hémo-
globine en oxygène, ou SpO2). Pour mettre en ÷uvre cette application, nous
avons entamé le montage d'une plateforme de capteurs de type Micaz qui re-
produit une application de suivi des personnes dans un milieu indoor. Nous
simulons le mouvement des patients dans l'hôpital à l'aide de capteurs embar-
qués sur des circuits de train. D'autres capteurs sont déployés au plafond et
intéragissent avec les capteurs mobiles pour simuler un environnement hospi-
talier indoor. La ﬁgure 6.1 présente la plateforme mise en place. Pour suivre le
déplacement des capteurs mobiles et les localiser dans la zone de déploiement,
nous avons implémenté un algorithme de localisation indoor basé sur RSSI.
A partir d'un déploiement à priori d'un ensemble de capteurs ﬁxes (beacons),
nous avons enregistré des empreintes de diﬀérentes positions dans la région
de déploiement. Ainsi, nous localisons les noeuds mobiles en faisant une inter-
polation des signaux RSSI et en estimant leur position la plus probable. Les
premiers résultats obtenus sont encourageants. Aﬁn de faciliter l'intéraction
avec la plateforme de capteurs, nous avons également implémenté une inter-
face graphique illustrée dans la ﬁgure 6.2. A partir d'un planning journalier
d'un service de soin (la salle d'opération par exemple), un utilisateur peut
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Figure 6.1  Plateforme dédiée à l'application médicale de surveillance des
patients
consulter à tout moment la liste des patients en mouvement, i.e. la liste des
capteurs déployés, et des informations concernant leurs états de santé et leurs
positions géographiques instantanées. Ces dernières pourraient servir, à titre
d'exemple, à estimer l'instant d'arrivée d'un patient donné à la salle de soins
et ainsi mieux gérer l'occupation de ces salles.
Figure 6.2  Aperçu de l'interface graphique CHU
Ensuite, le modèle d'énergie utilisé dans les travaux de cette thèse est un
modèle qui nous a permis d'estimer le niveau d'énergie résiduel. Dans ce mo-
dèle, les coûts énergétiques de transmission et de réception sont une fonction
linéaire de la durée passée par le n÷ud dans chaque activité (telle que ré-
ception des données, découverte de voisins, etc.). Cette durée est multipliée
par une quantité d'énergie prédéﬁnie ﬁxe pour chaque activité. Il serait inté-
ressant d'évaluer l'eﬃcacité des algorithmes proposés en utilisant un modèle
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d'énergie plus réaliste dans lequel les coûts énergétiques de transmission et de
réception sont une fonction linéaire de la longueur du message à transmettre,
notamment le modèle proposé dans [173].
En outre, nous proposons de considérer les réseaux de capteurs à récupéra-
tion d'énergie ambiante et d'adapter les algorithmes proposés pour améliorer
l'eﬃcacité de ces réseaux. Nous proposons de considérer l'estimation des quan-
tités d'énergies récupérées par les noeuds en fonction de leurs positions dans
la zone de déploiement et de l'intégrer dans la prise de décision de routage.
Enﬁn, nous intégrerons les approches proposées dans des projets en cours
de mise en ÷uvre au Labo qui constituent une continuité des travaux dans le
domaine hopitalier. Nous mentionnons en particulier le projet en collaboration
avec le CHU Mondor sur le développement de services numériques pour la
santé et l'autonomie.
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Résumé : Le challenge de la consommation d'énergie dans les réseaux de capteurs sans
ﬁl constitue un verrou technologique qui reste un problème ouvert encore aujourd'hui.
Ces travaux de thèse s'inscrivent dans la problématique de la conservation de l'énergie
dans les réseaux de capteurs et s'articulent autour de deux axes. Dans la première partie,
nous abordons le dimensionnement des protocoles de découverte de voisinage. Nous
proposons deux techniques de dimensionnement de ces protocoles qui visent à optimiser la
consommation d'énergie des n÷uds capteurs. La première technique, PPM-BM, consiste à
dimensionner le protocole de découverte de voisins en fonction du niveau de batterie du
n÷ud. La deuxième approche, ECoND, vise à ajuster la fréquence de découverte de voisins
en fonction de la connectivité estimée à chaque instant. Cette technique tire proﬁt des
cycles temporels des modèles de mouvement des n÷uds. La connectivité est estimée en se
basant sur l'historique des rencontres. La découverte de voisins est ajustée en fonction du
taux de connectivité estimé. Les résultats enregistrés mettent en évidence l'eﬃcacité de ces
deux techniques dans l'optimisation de la consommation d'énergie des n÷uds sans aﬀecter
les performances de taux de livraison de messages et d'overhead. La deuxième partie de la
thèse concerne l'optimisation des performances des réseaux de capteurs en termes de durée
de vie. Nous reconsidérons dans cette partie certains protocoles de routage relevant du
domaine des réseaux à connectivité intermittente et nous proposons le protocole EXLIOSE
qui se base sur la capacité d'énergie résiduelle au niveau des n÷uds pour assurer un
équilibre énergétique, partager la charge et étendre à la fois la durée de vie des n÷uds ainsi
que celle du réseau.
Mots clés : Réseaux de capteurs, découverte de voisinage, ré-
seaux à connectivité intermittente, durée de vie, équilibre énergétique.
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Abstract : The challenge of energy consumption in wireless sensor networks is a
key issue that remains an open problem. This thesis relates to the problem of energy
conservation in sensor networks and is divided into two parts. In the ﬁrst part, we discuss
the design of neighbor discovery protocols. We propose two techniques for modulating
these protocols in order to optimize the energy consumption of sensor nodes. The ﬁrst
technique, PPM-BM aims to modulate the neighbor discovery protocol based on the
battery level of the node. The second approach ECoND aims to set up the frequency
of neighbor discovery based on estimated connectivity. This technique takes advantage
of the temporal cycles of nodes' movement patterns. Connectivity is estimated based
on encounters' history. A neighbor discovery is set up based on the estimated rate of
connectivity. The achieved results demonstrate the eﬀectiveness of these techniques in
optimizing the energy consumption of nodes while maintaining acceptable message delivery
and overhead rates. In the second part of the thesis, we contribute to the optimization
of the performance of sensor networks in terms of network lifetime. We review in this
section some routing protocols for networks with intermittent connectivity and we propose
EXLIOSE protocol which is based on residual energy to ensure energy-balancing, load
sharing and network lifetime extending.
Keywords : sensor networks, neighbor discovery, networks with intermittent connectivity,
network lifetime, energy-balancing.
