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Abstract
This work is concerned with approximating a trivariate function defined on a tensor-product domain
via function evaluations. Combining tensorized Chebyshev interpolation with a Tucker decomposition
of low multilinear rank yields function approximations that can be computed and stored very efficiently.
The existing Chebfun3 algorithm [Hashemi and Trefethen, SIAM J. Sci. Comput., 39 (2017)] uses a
similar format but the construction of the approximation proceeds indirectly, via a so called slice-Tucker
decomposition. As a consequence, Chebfun3 sometimes uses unnecessarily many function evaluation and
does not fully benefit from the potential of the Tucker decomposition to reduce, sometimes dramatically,
the computational cost. We propose a novel algorithm Chebfun3F that utilizes univariate fibers instead of
bivariate slices to construct the Tucker decomposition. Chebfun3F reduces the cost for the approximation
for nearly all functions considered, typically by 75%, and sometimes by over 98%.
1 Introduction
This work is concerned with the approximation of trivariate functions (that is, functions depending on
three variables) defined on a tensor-product domain, for the purpose of performing numerical computations
with these functions. Standard approximation techniques, such as interpolation on a regular grid, may
require an impractical amount of function evaluations. Several techniques have been proposed to reduce the
number of evaluations for multivariate functions by exploiting additional properties. For example, sparse
grid interpolation [8] exploits mixed regularity. Alternatively, functional low-rank (tensor) decompositions,
such as the spectral tensor train decomposition [6], the continuous low-rank decomposition [22, 23], and the
QTT decomposition [31, 41], have been proposed. In this work, we focus on using the Tucker decomposition
for third-order tensors, following work by Hashemi and Trefethen [29].
The original problem of finding separable decompositions of functions is intimately connected to low-rank
decompositions of matrices and tensors [25, Chapter 7]. A trivariate function is called separable if it can
be represented as a product of univariate functions: f(x, y, z) = u(x)v(y)w(z). If such a decomposition is
available, it is usually much more efficient to work with the factors u, v, w instead of f when, e.g., discretizing
the function. In practice, most functions are usually not separable, but they often can be well approximated
by a sum of separable functions. Additional structure can be imposed on this sum, corresponding to different
tensor formats. In this work, we consider the approximation of a function f : [−1, 1]3 → R in the functional
Tucker format [56], as in [29, 35, 44], which takes the form
f(x, y, z) ≈
r1∑
i=1
r2∑
j=1
r3∑
k=1
cijkui(x)vj(y)wk(z), (1)
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with univariate functions ui, vj , wk : [−1, 1]→ R and the so called core tensor C ∈ Rr1×r2×r3 . The minimal
r = (r1, r2, r3), for which (1) can be satisfied with equality is called multilinear rank of f . It determines the
number of entries in C and the number of univariate functions needed to represent f . For functions depending
on more than three variables, a recursive format is usually preferable, leading to tree based formats [20, 38, 39]
such as the hierarchical Tucker format [28, 49] and the tensor train format [42, 6, 16, 22, 23].
The existence of a good approximation of the form (1) depends, in a nontrivial manner, on properties of
f . It can be shown that the best approximation error in the format decays algebraically with respect to the
multilinear rank of the approximation for functions in Sobolev Spaces [24, 49] and geometrically for analytic
functions [27, 55]. Approximations based on the Tucker format are highly anisotropic [54], i.e., a rotation of
the function may lead to a very different behavior of the approximation error. This can be partially overcome
by adaptively subdividing the domain of the function as proposed, e.g., by Aiton and Driscoll [1].
The representation (1) is not yet practical because it involves continuous objects; a combination of
low-rank tensor and function approximation is needed. Univariate functions can be approximated using
barycentric Lagrange interpolation based on Chebyshev points [2, 5, 30]. This interpolation is fundamental
to Chebfun [19] - a package providing tools to perform numerical computations on the level of functions [43].
Operations with these functions are internally performed by manipulating the Chebyshev coefficients of the
interpolant [3].
In Chebfun2 [51, 52], a bivariate function f(x, y) is approximated by applying Adaptive Cross Approx-
imation (ACA) [4], which yields a low-rank approximation in terms of function fibers (e.g. f(x?, y) for
fixed x? but varying y), and interpolating these fibers. In Chebfun3, Hashemi and Trefethen [29] extended
these ideas to trivariate functions by recursively applying ACA, to first break down the tensor to function
slices (e.g., f(x?, y, z) for fixed x?) and then to function fibers. As will be explained in Section 3.4, this
indirect approach via slice approximations typically leads to redundant function fibers, which in turn involve
unnecessary function evaluations. This is particularly problematic when the evaluation of the function is
expensive, e.g. when each sample requires the solution of a partial differential equation (PDE); see Section 5
for an example.
In this paper, we propose a novel algorithm aiming at computing the Tucker decomposition directly. Our
algorithm is called Chebfun3F to emphasize that it is based on selecting the Fibers ui, vj , wk in the Tucker
approximation (1). To compute a suitable core tensor, oblique projections based on Discrete Empirical
Interpolation (DEIM) [11] are used. We combine this approach with heuristics similar to the ones used in
Chebfun3 for choosing the univariate discretization parameters adaptively and for the accuracy verification.
The remainder of this paper is structured as follows. In Section 2, we introduce and analyze the approxi-
mation format used in Chebfun3 and Chebfun3F. In Section 3, we briefly recall the approximation algorithm
currently used in Chebfun3. Section 4 introduces our novel algorithm Chebfun3F. Finally, in Section 5, we
perform numerical experiments to compare Chebfun3, Chebfun3F and sparse grid interpolation.
2 Chebyshev Interpolation and Tucker Approximation
2.1 Chebyshev Interpolation
Given a function f : [−1, 1]3 → R, we consider an approximation of the form
f(x, y, z) ≈ f˜(x, y, z) =
n1∑
i=1
n2∑
j=1
n3∑
k=1
AijkTi(x)Tj(y)Tk(z), (2)
where A ∈ Rn1×n2×n3 is the coefficient tensor and Tk(x) = cos(k cos−1(x)) denotes the k-th Chebyshev
polynomial.
To construct (2), we use (tensorized) interpolation. Let Tijk = f(x(1)i , x(2)j , x(3)k ) denote the tensor
containing all function values on the grid of Chebyshev points x(α)k = cos(kpi/(nα − 1)), k = 1, . . . , nα [53].
The coefficient tensor A is computed from T using Fourier transformations. We define the transformation
2
matrices F (α) ∈ Rnα×nα for α = 1, 2, 3 as in [36, Sec. 8.3.2.]
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 .
The mapping from the function evaluations to the coefficients can now be written as
A = T ×1 F (1) ×2 F (2) ×3 F (3), (3)
where T ×αM denotes the mode-α multiplication. For a tensor T ∈ Rn1×n2×n3 and a matrix M ∈ Rm×nα
it is defined as the multiplication of every mode-α fiber of T with M , i.e.
(T ×αM){α} = MT {α},
where T {α} denotes the mode-α matricization, which is the matrix containing all mode-α fibers of T [33]. By
construction, the interpolation condition f˜(x(1)i , x
(2)
j , x
(3)
k ) = f(x
(1)
i , x
(2)
j , x
(3)
k ) is satisfied in all Chebyshev
points.
The approximation error for Chebyshev interpolation applied to multivariate analytic functions has been
studied, e.g., by Sauter and Schwab in [47]. The following result states that the error decays exponentially
with respect to the number of interpolation points in each variable.
Theorem 1 ([47, Lemma 7.3.3.]). Suppose that f ∈ C([−1, 1]3) can be extended to an analytic function f∗
on Eρ = Eρ1 ×Eρ2 ×Eρ3 with ρi > 1, where Eρ denotes the Bernstein ellipse, a closed ellipse with foci at ±1
and the sum of major and minor semi-axes equal to ρ. Then the Chebyshev interpolant f˜ constructed above
satisfies for n = n1 = n2 = n3 the error bound
‖f − f˜‖∞ ≤ 22.5
√
3ρ−nmin
(
1− ρ−2min
)1.5
max
z∈Eρ
|f∗(z)|,
where ‖·‖∞ denotes the uniform norm on [−1, 1]3 and ρmin = min(ρ1, ρ2, ρ3).
2.2 Tucker Approximations
A Tucker approximation of multilinear rank (r1, r2, r3) for a tensor T ∈ Rn1×n2×n3 takes the form
T ≈ Tˆ = C ×1 U ×2 V ×3W,
where C ∈ Rr1×r2×r3 is called core tensor and U ∈ Rn1×r1 , V ∈ Rn2×r2 , W ∈ Rn3×r3 are called factor
matrices. If rα  nα, the required storage is reduced from n1n2n3 for T to r1r2r3 + r1n1 + r2n2 + r3n3 for
Tˆ .
2.3 Combining the Tucker Approximation and Chebyshev Interpolation
Let Tˆ = C ×1 U ×2 V ×3 W be a Tucker approximation of the tensor T obtained from evaluating f in
Chebyshev points. Inserted into (2), we now consider an approximation of the form
fˆ(x, y, z) =
n1∑
i=1
n2∑
j=1
n3∑
k=1
AˆijkTi(x)Tj(y)Tk(z), (4)
3
where the interpolation coefficients Aˆ are computed from Tˆ as in Equation (3)
Aˆ = Tˆ ×1 F (1) ×2 F (2) ×3 F (3)
= C ×1 F (1)U ×2 F (2)V ×3 F (3)W.
Note that the application of F (α) is the mapping from function evaluations to interpolation coefficients in
the context of univariate Chebyshev interpolation [3, 36]. By interpreting the values stored in the columns
of U as function evaluations at Chebyshev points, we can define its columnwise Chebyshev interpolant
U(x) = [u1(x), . . . , ur1(x)], where uj(x) =
∑n1
i=1(F
(1)U)ijTi(x). Note that U(x) ∈ R1×r1 for fixed x.
Defining V (y) and W (z) analogously allows us to rewrite the approximation (4) as
fˆ(x, y, z) = C ×1 U(x)×2 V (y)×3W (z), (5)
where the mode-α products are defined as in Section 2.1 for fixed x, y, z . The goal of this paper is to
compute approximations of this form.
2.4 Low-Rank Approximation Error
The following lemma allows us to distinguish the interpolation error from the low-rank approximation error
in the approximation (5).
Lemma 1. Consider the Chebyshev interpolation f˜ defined in (2) and let Tˆ be an approximation of the
involved function evaluation tensor T ∈ Rn1×n2×n3 . Then the approximation fˆ defined in (5) satisfies
‖f − fˆ‖∞ ≤‖f − f˜‖∞ +
(
2
pi
log(n1) + 1
)(
2
pi
log(n2) + 1
)(
2
pi
log(n3) + 1
)
‖T − Tˆ ‖∞. (6)
Proof. By applying the triangle inequality we obtain
‖f − fˆ‖∞ ≤‖f − f˜‖∞ + ‖f˜ − fˆ‖∞.
Tensorized interpolation is equivalent to applying univariate interpolation to each mode. The operator norm
for univariate interpolation in m Chebyshev points, the Lebesgue constant, satisfies Λm ≤ (2/pi) log(m) +
1 [53]. Because interpolation is a linear operation, we obtain
‖f˜ − fˆ‖∞ ≤ Λn1Λn2Λn3‖T − Tˆ ‖∞ ≤
(
2
pi
log(n1) + 1
)(
2
pi
log(n2) + 1
)(
2
pi
log(n3) + 1
)
‖T − Tˆ‖∞.
Lemma 1 states that fˆ is nearly as accurate as f˜ when the error bound (6) is not dominated by ‖T −Tˆ ‖∞.
The low-rank approximation fˆ can be stored more efficiently than f˜ when rα  nα. In the next section, we
provide some insight into an example that features rα  nα.
2.5 When the Low-Rank Approximation is More Accurate
We consider the function
fε(x, y, z) =
1
x+ y + z + 3 + ε
on [−1, 1]3 with parameter ε > 0. Let τ ≥ 0.
In this section, we show that a Chebyshev interpolation f˜ε satisfying ‖f˜ε−fε‖∞ ≤ τ for a prescribed error
bound τ requires polynomial degrees nα = O(1/ log(1 +
√
ε)), which grows algebraically in 1/ε. However,
one can achieve ‖T − Tˆ ‖∞ ≤ τ with multilinear ranks rα ≤ O(| log(ε))|. Therefore for small values of ε
the required polynomial degree is much higher than the required multilinear rank. In this situation fˆε can
achieve almost the same accuracy as f˜ε, but with significantly less storage.
4
Polynomial Degree
For the degree (n1, n2, n3) Chebyshev interpolant f˜ε we require ‖fε − f˜ε‖∞ ≤ τ , which is equivalent to
‖ε(fε − f˜ε)‖∞ ≤ ετ . By Theorem 1,
‖ε(fε − f˜ε)‖∞ ≤ O(ρ−nmin ·max
z∈Eρ
|εf∗ε (z)|).
We set ρ1 = ρ2 = ρ3 = 1+ε/6+
√
(1 + ε/6)2 − 1 and extend εfε analytically to εf∗ε (x, y, z) = ε (x+ y + z + 3 + ε)−1
on Eρ. By construction max
z∈Eρ
|εf∗ε (z)| = 2. Hence, we can choose n1 = n2 = n3 = O(1/ log(1 +
√
ε)) to obtain
the desired accuracy. Although this is only an upper bound for the polynomial degree required, numerical
experiments reported below indicate that it is tight.
Multilinear Rank
An a priori approximation with exponential sums is used to obtain a bound on the multilinear rank for a
tensor containing function values of fε; see [26]. Given R > 1 and r ∈ N, Braess and Hackbusch [7] showed
that there exist coefficients ai and bi such that∣∣∣ 1
x
−
r∑
i=1
ai exp(−bix)
∣∣∣ ≤ 16 exp(− rpi2
log(8R)
)
, ∀x ∈ [1, R]. (7)
Trivially, we have εfε(x, y, z) = 1/ω for the substitution ω = (x + y + z + 3 + ε)/ε with ω ∈ [1, 1 + 6/ε].
Applying (7) yields |1/ω − sr(ω)| ≤ τε or, equivalently,∥∥∥∥fε(x, y, z)− r∑
i=1
ai
ε
· exp
(
−bi
ε
x
)
· exp
(
−bi
ε
y
)
· exp
(
−bi
ε
z
)
· exp
(
−bi
ε
(3 + ε)
)
︸ ︷︷ ︸
=:gε(x,y,z)
∥∥∥∥
∞
≤ τ (8)
for every x, y, z ∈ [−1, 1] when
r ≥ − log
(
8
(
1 + 6ε
))
log
(
τ
16
)
pi2
= O(| log(ε)|).
The approximation gε in (8) has multilinear rank (r, r, r). In turn, the tensor Tˆijk = gε(x(1)i , x(2)j , x(3)k ) has
multilinear rank at most (r, r, r) and satisfies ‖T − Tˆ ‖∞ ≤ τ .
Comparison
In Figure 1, we estimate the maximal polynomial degree required to compute a Chebyshev interpolant with
accuracy τ = 10−10 for selected fibers of fε, which is a lower bound for the required polynomial degrees nα.
It perfectly matches the asymptotic behavior of the derived upper bound O(1/ log(1 +√ε)). In Figure 1, we
also plot the multilinear ranks from the truncated Higher Order Singular Value Decomposition (HOSVD) [15]
with tolerance τ applied to the tensor containing the evaluation of fε on a 150× 150× 150 Chebyshev grid.
This estimate serves as a lower bound for the multilinear rank required to approximate fε. Due to the
limited grid size, this estimate does not fully match the asymptotic behavior | log(ε)|, but nonetheless it
clearly reflects that the multilinear ranks can be much smaller than the polynomial degrees, as predicted by
| log(ε)|  1/ log(1 +√ε), for sufficiently small ε.
3 Existing Algorithm: Chebfun3
In this section, we recall how an approximation of the form (4) is computed in Chebfun3 [29]. As discussed in
Section 2.5, there are often situations in which the multilinear rank of fˆ is much smaller than the polynomial
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Figure 1: Theoretical upper bounds O(| log(ε)|) for the multilinear rank and O(1/ log(1 + √ε)) for the
polynomial degree for varying ε. The maximal polynomial degree, which is used by Chebfun to approximate
selected functions fibers of fε up to accuracy 10−10. The maximal multilinear rank of the truncated HOSVD
with tolerance 10−10 of a sample tensor on a 150× 150× 150 Chebyshev grid. The constants in the bounds
are chosen to result in curves close to the data.
degree. Chebfun3 benefits from such a situation by first using a coarse sample tensor Tc to identify the
fibers needed for the low-rank approximation. This allows to construct the actual approximation from a
finer sample tensor Tf by only evaluating these fibers instead of the whole tensor.
Chebfun 3 consists of three phases: preparation of the approximation by identifying fibers for a so called
block term decomposition [14] of Tc, refinement of the fibers, conversion and compression of the refined block
term decomposition into Tucker format (5).
3.1 Phase 1: Block Term Decomposition
In Chebfun3, Tc ∈ Rn
(c)
1 ×n(c)2 ×n(c)3 is initially obtained by sampling f on a 17 × 17 × 17 grid of Chebyshev
points. A block term decomposition of Tc is obtained by applying ACA [4] (see Algorithm 1) recursively. In
the first step, ACA is applied to a matricization of Tc, say, the mode-1 matricization T {1}c . This results in
index sets I, J such that
T {1}c ≈ T {1}c (:, J)
(
T {1}c (I, J)
)−1
T {1}c (I, :), (9)
where T {1}c (:, J) contains mode-1 fibers of Tc and T {1}c (I, :) contains mode-(2, 3) slices of Tc. For each
i ∈ I, such a slice T {1}c (i, :) is reshaped into a matrix Si = Tc(i, :, :) ∈ Rn
(c)
2 ×n(c)3 and, in the second step,
approximated by again applying ACA:
Si ≈ Si(:, Li) (Si(Ki, Li))−1 Si(Ki, :), (10)
where Si(:, Li) and Si(Ki, :) contain mode-2 and mode-3 fibers of Tc, respectively. Combining (9) and (10)
yields the approximation
T {1}c ≈ T {1}c (:, J)
(
T {1}c (I, J)
)−1vec(S1(:, L1) (S1(K1, L1))
−1
S1(K1, :))
vec(S2(:, L2) (S2(K2, L2))
−1
S2(K1, :))
...
 , (11)
6
where vec denotes vectorization. Reshaping this approximation into a tensor can be viewed as a block term
decomposition in the sense of [14, Definition 2.2.].
If the ratios of |I|/n(c)1 , |Ki|/n(c)2 and |Li|/n(c)3 are larger than the heuristic threshold (2
√
2)−1 the coarse
grid resolution (n(c)1 , n
(c)
2 , n
(c)
3 ) is deemed insufficient to identify fibers. If this is the case, n
(c)
α is increased
to
⌊√
2
b2 log2(n(c)α )+1c⌋+ 1 and Phase 1 is repeated.
Algorithm 1 ACA
1: Input: matrix M , tolerance ε
2: I = [], J = []
3: while max |M | ≥ ε
4: (i, j) = argmax
(i,j)
|M(i, j)|
5: I = [I, i], J = [J, j]
6: M = M −M(:, j)M(i, :)/M(i, j)
7: Output: index sets I and J s.t. M ≈M(:, J)M(I, J)−1M(I, :)
3.2 Phase 2: Refinement
The block term decomposition (11) is composed of fibers of Tc. Such a fiber Tc(:, j, k) corresponds to the
evaluation of a univariate function f(·, y, z) for certain fixed y, z. Chebfun contains a heuristic to decide
whether the function values in Tc(:, j, k) suffice to yield an accurate interpolation of f(·, y, z) [2]. If this is
not the case, the grid is refined.
In Chebfun3 this heuristic is applied to all fibers contained in (11) in order to determine the size n(f)1 ×
n
(f)
2 × n(f)3 , initially set to n(c)1 × n(c)2 × n(c)3 , of the finer sample tensor Tc. For each α ∈ {1, 2, 3}, the size
nα is repeatedly increased by setting n
(f)
α := 2n
(f)
α − 1, which leads to nested Chebyshev points, until the
heuristic considers the resolution sufficient for all mode-α fibers. Replacing all fibers in (11) by their refined
counterparts yields an approximation of the tensor Tf , which contains evaluations of f on a n(f)1 ×n(f)2 ×n(f)3
Chebyshev grid. Note that Tf might be very large and is never computed explicitly.
3.3 Phase 3: Compression
In the third phase of the Chebfun3 constructor, the refined block term decomposition is converted and
compressed to the desired Tucker format (5), where the interpolants ui(x) are stored as Chebfun objects [3];
see [29] for details. Lemma 1 guarantees a good approximation when the polynomial degrees n(f)1 , n
(f)
2 , n
(f)
3
are sufficiently large and when Tf is well approximated by the Tucker approximation Tˆf . Neither of these
properties can be guaranteed in Phases 1 and 2 alone. Therefore in a final step, Chebfun3 verifies the
accuracy by comparing f and the approximation fˆ at Halton points [37]. If the estimated error is too large,
the whole algorithm is restarted on a finer coarse grid from Phase 1.
3.4 Disadvantages
The Chebfun3 algorithm often requires unnecessarily many function evaluations. As we will illustrate in
the following, this is due to redundancy among the mode-2 and mode-3 fibers. For this purpose we collect
all (refined) mode-2 fibers Si(:, Li) in the block term decomposition (11) into the columns of a big matrix
V BTDm =
[
S1(:, L1) · · · Sm(:, Lm)
]
, where m is the number of steps of the outer ACA (9). As will be
demonstrated with an example below, matrix V BTDm is often observed to have low numerical rank, which in
turn allows to represent its column space by much fewer columns, that is, much fewer mode-2 fibers. As the
accuracy of the column space determines the accuracy of the Tucker decomposition after the compression,
this implies that the other mode-2 fibers in V BTDm are redundant.
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Let us now consider the block term decomposition1 (11) for the function
f(x, y, z) =
1
1 + 25
√
x2 + y2 + z2
.
In Figure 2 the numerical rank and the number of columns of V BTDm are compared. For m = 10 the
approximation of the slices Si1 to Si10 leads to a total of 153 mode-2 fibers, the sum of the corresponding
red and blue bars in Figure 2. In contrast, their numerical rank (blue bar) is only 19. Thus, the red
bar can be interpreted as number of redundant mode-2 fibers. This happens since nearby slices tend to be
similar. The total block term decomposition contains 18 slices and is compressed into a Tucker decomposition
0 5 10 15
0
50
100
150
200
250
300
BTD
BTD
Figure 2: Numerical rank and number of redundant columns (= total number of columns - numerical rank)
of the matrix V BTDm , whose columns are given by the refined version of the mode-2 fibers determined after
m steps of the outer ACA (9) in Chebfun3.
with multilinear rank (17, 19, 19). It contains 242 redundant fibers, the refinement requires 192 function
evaluations for each of them. Note that the asymmetry in the rank of the Tucker decomposition is caused
by the asymmetry of the block term decomposition.
Another disadvantage is that Chebfun3 always requires the full evaluation of Tc in Phase 1. This becomes
expensive when a large size n(c)1 × n(c)2 × n(c)3 is needed in order to properly identify suitable fibers.
4 Novel Algorithm: Chebfun3F
In this section, we describe our novel algorithm Chebfun3F to compute an approximation of the form (5).
The goal of Chebfun3F is to the avoid the redundant function evaluations observed in Chebfun3. While the
structure of Chebfun3F is similar to Chebfun3, consisting of 3 phases to identify/refine fibers and compute
a Tucker decomposition, there is a major difference in Phase 1. Instead of proceeding via slices, we directly
identify mode-α fibers of Tc for building factor matrices. The core tensor is constructed in Phase 3.
4.1 Phase 1: Fiber Indices and Factor Matrices
As in Chebfun3, the coarse tensor Tc ∈ Rn
(c)
1 ×n(c)2 ×n(c)3 is initially defined to contain the function values of
f on a 17× 17× 17 Chebyshev grid. We seek to compute factor matrices Uc ∈ Rn
(c)
1 ×r1 , Vc ∈ Rn
(c)
2 ×r2 and
1Note that the accuracy verification in Phase 3 fails once for this function. Here we only consider to block term decomposition
obtained after restarting the procedure.
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Figure 3: Visualization of applying ACA (Algorithm 1) to a matricization of a subtensor.
Wc ∈ Rn
(c)
3 ×r3 such that the orthogonal projection of Tc onto the span of the factor matrices is an accurate
approximation of Tc, i.e.
Tc ≈ Tc ×1 Uc(UTc Uc)−1UTc ×2 Vc(V Tc Vc)−1V Tc ×3Wc(WTc Wc)−1WTc . (12)
Additionally, we require that the columns in Uc, Vc,Wc contain fibers of Tc.
In the existing literature, algorithms to compute such factor matrices include the Higher Order Interpo-
latory Decomposition [46], which is based on a rank revealing QR decomposition, and the Fiber Sampling
Tensor Decomposition [9], which is a generalization of the CUR decomposition. We propose a novel algo-
rithm, which in contrast to the existing algorithms does not require the evaluation of the full tensor Tc. We
follow the ideas of TT-cross [40, 48] and its variants such as the Schur-Cross3D [45] and the ALS-cross [18].
Initially, we randomly choose index sets I˜ , J˜ , K˜ each containing 6 indices. In the first step, we apply
Algorithm 1 to (Tc(:, J˜ , K˜)){1}. Note that this needs drawing only 36 · n(c)1 values of the function f , in
contrast to n(c)1 n
(c)
2 n
(c)
3 values in the whole tensor Tc. The selected r1 columns serve as a first candidate
for the factor matrix Uc. The index set I˜ is set to the row indices selected by Algorithm 1 (see Figure 3).
We use the updated index set and apply Algorithm 1 to (Tc(I˜ , : K˜)){1} analogously, which yields Vc and
an updated J˜ . From (Tc(I˜ , J˜ , :)){1} we obtain Wc and J˜ . We repeat this process in an alternating fashion
with the updated index sets, which leads to potentially improved factor matrices. Following the ideas of
Chebfun3, we check after each iteration whether the ratios r1/n
(c)
1 , r2/n
(c)
2 and r3/n
(c)
3 surpass the heuristic
threshold (2
√
2)−1. If this is the case, we increase the size of the coarse tensor n(c)α to
⌊√
2
b2 log2(n(c)α )+1c⌋+ 1
and restart the whole process by reinitializing I˜ , J˜ , K˜ with r1, r2, r3 random indices respectively.
It is not clear a priori how many iterations are needed to attain an approximation (12) that yields a
Tucker approximation (5) which passes the accuracy verification in Phase 3. In numerical experiments, it
has usually proven to be sufficient to stop after the second iteration, during which the coarse grid has not
been refined, or when |I˜| ≤ 1, |J˜ | ≤ 1 or |K˜| ≤ 1. This is formalized in Algorithm 2. In many cases, we
found that the numbers of columns in the factor matrices are equal to the multilinear rank of the truncated
HOSVD [15] of Tc with the same tolerance.
4.2 Phase 2: Refinement of the Factors
In Phase 2, the fibers in Uc, Vc,Wc are refined using Chebfun’s heuristic [2] as in Chebfun3 (see Section 3.2).
This leads to new factor matrices Uf ∈ Rn
(f)
1 ×r1 , Vf ∈ Rn
(f)
2 ×r2 and Wf ∈ Rn
(f)
3 ×r3 containing the refined
fibers of Tf , corresponding to the evaluations of f on a n(f)1 × n(f)2 × n(f)3 Chebyshev grid. This phase needs
only O(∑α n(f)α rα) evaluations of f .
4.3 Phase 3: Reconstruction of the Core Tensor
In the final Phase of Chebfun3F, we compute a core tensor Cˆ to yield an approximation Tf ≈ Cˆ ×1 Uf ×2
Vf ×3Wf .
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Algorithm 2 Factor Matrix Computation
1: Input: f , (n(c)1 , n
(c)
2 , n
(c)
3 ), (r1, r2, r3)
2: Let Tc(i, j, k) = f(x
(1)
i , x
(2)
j , x
(3)
k ) be a function that evaluates the values of f on a n
(c)
1 × n(c)2 × n(c)3
Chebyshev grid on demand.
3: initialize J˜ , K˜ with r2, r3 randomly chosen indices in
{
1, . . . , n
(c)
1
}
,
{
1, . . . , n
(c)
2
}
4: for iterations = 1:2
5: compute ACA of Tc(:, J˜ , K˜){1} → Uc ∈ Rn
(c)
1 ×r1 = selected columns, I˜ = selected row indices
6: compute ACA of Tc(I˜ , :, K˜){2} → Vc ∈ Rn
(c)
2 ×r2 = selected columns, J˜ = selected row indices
7: compute ACA of Tc(I˜ , J˜ , :){3} → Wc ∈ Rn
(c)
3 ×r3 = selected columns, K˜ = selected row indices
8: if the multilinear ranks get too large → adjust the size of (n(c)1 , n(c)2 , n(c)3 ) and go to line 2
9: if r1 ≤ 1 or r2 ≤ 1 or r3 ≤ 1 → go to line 10
10: Output: Uc, Vc,Wc, (n
(c)
1 , n
(c)
2 , n
(c)
3 ), (r1, r2, r3)
In principle, the best approximation (with respect to the Frobenius norm) for fixed factor matrices
Uf , Vf ,Wf is obtained by orthogonal projections [15]. Such an approach comes with the major disadvantage
that the full evaluation of Tf is required. This can be circumvented by instead using oblique projections
Uf (Φ
T
I Uf )
−1ΦTI , where Φ
T
I U = U(I, :) for an index set I ⊂ {1, . . . , n(f)1 } . Oblique projections in all three
modes yield
Tf ≈ Tˆ =
(Tf (I, J,K)×1 (ΦTI Uf )−1 ×2 (ΦTJ Vf )−1 ×3 (ΦTKWf )−1)︸ ︷︷ ︸
=Cˆ
×1Uf ×2 Vf ×3Wf ,
for index sets I, J,K. The choice of I, J,K is crucial for the approximation quality and will be discussed
later on. The computation of the core tensor Cˆ only requires r1r2r3 evaluations in Phase 3. From Tˆ we
construct the approximation (5) as described in Section 2.3.
In practice, instead of using the potentially ill-conditioned matrices (ΦTI Uf )
−1, (ΦTJ Vf )
−1, (ΦTKWf )
−1 we
compute QR decompositions Uf = QURU , Vf = QVRV , Wf = QWRW , and use the equivalent representa-
tion
Tˆ =Tf (I, J,K)×1 QU (ΦTI QU )−1 ×2 QV (ΦTI QU )−1 ×3 QW (ΦTKQW )−1
in Chebfun3F. The evaluation of Tf (I, J,K) requires r1r2r3 samples from f .
The following lemma plays a critical role in guiding the choice of indices I, J,K.
Lemma 2 ([11, Lemma 7.3]). Let M ∈ Rn×m, n ≥ m, have orthonormal columns. Consider an index set
I ⊂ {1, . . . , n} of cardinality m such that ΦTIM is invertible. Then the oblique projection M(ΦTIM)−1ΦTI
satisfies
‖x−M(ΦTIM)−1ΦTI x‖2 ≤ ‖(ΦTIM)−1‖2 · ‖(I −MMT )x‖2, ∀x ∈ Rn,
where ‖·‖2 denotes the matrix 2-norm.
Lemma 2 exhibits the critical role played by the quantity ‖(ΦTI QU )−1‖2 ≥ 1 for oblique projections.
In Chebfun3, we use the discrete empirical interpolation method (DEIM) [10], presented in Algorithm 3,
to compute the index sets I, J,K given QU , QV , QW . In practice, these index sets usually yield good
approximations as ‖(ΦTI QU )−1‖2 tends to be small; see also Section 4.4.1.
4.4 Chebfun3F Algorithm
Given the tensor approximation Tˆ , we obtain fˆ by interpolating the factor matrices as described in Sec-
tion 2.3. Using Chebfun [3], the columns in Uf , Vf ,Wf are transformed into Chebyshev interpolants. Fol-
lowing Chebfun3, we perform an accuracy verification for fˆ by comparing its evaluations at Halton points to
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Algorithm 3 Discrete Empirical Interpolation Method
1: Input: orthonormal matrix M ∈ Rn×m
2: I = [argmax |M(:, 1)|]
3: for k = 2, . . . ,m
4: c = M(I, 1 : k − 1) \M(I, k)
5: r = M(:, k)−M(:, 1 : k − 1)c
6: I = [I, argmax |r|]
7: Output: index set I
the original f . If the difference of the evaluations is too large, we restart the whole algorithm using a finer
coarse grid. Additionally, we modify the ranks such that if rα1 ≤ 2 we set rα2 = max(6, 2rα2) and rα1 = 3
for α1 6= α2. This ensures that the multilinear ranks can grow in Phase 1. The overall Chebfun3F algorithm
is formalized in Algorithm 4.
Algorithm 4 Chebfun3F
1: Input: f
2: Initialization: (n(c)1 , n
(c)
c , n
(c)
3 ) = (17, 17, 17), (r1, r2, r3) = (6, 6, 6)
3: Phase 1:
4: apply Algorithm 2 to compute the factor matrices Uc, Vc,Wc and to update (n
(c)
1 , n
(c)
2 , n
(c)
3 ), (r1, r2, r3)
5: Phase 2:
6: (n
(f)
1 , n
(f)
2 , n
(f)
3 ) = (n
(c)
1 , n
(c)
2 , n
(c)
3 ), Uf = Uc, Vf = Vc, Wf = Wc
7: while Chebfun heuristic in [2] to decide if Uf contains a sufficient number of entries is not satisfied
8: n
(f)
1 = 2n
(f)
1 − 1, refine Uf such that its columns have length n(f)1
9: proceed analogously to obtain Vf ,Wf
10: Phase 3:
11: [QU , RU ] = qr(Uf ), I = DEIM(QU ), U = QU ·QU (I, :)−1
12: [QV , RV ] = qr(Vf ), J = DEIM(QV ), V = QV ·QV (J, :)−1
13: [QW , RW ] = qr(Wf ), K = DEIM(QW ), W = QW ·QW (K, :)−1
14: compute the Chebyshev interpolants U(x), V (y),W (z) (see Section 2.3)
15: C = Tf (I, J,K), fˆ(x, y, z) ≈ C ×1 U(x)×2 V (y)×3W (z)
16: if |f(x, y, z)− ˆf, y, z)| > 10ε at Halton points (x, y, z) ∈ [−1, 1]3
17: modify the ranks rα if they are too small
18: restart from Phase 1 with n(c)α =
⌊√
2
b2 log2(n(c)α )+1c⌋+ 1
19: Output: approximation fˆ(x, y, z) = C ×1 U(x)×2 V (y)×3W (z)
Remark. In Chebfun3 upper bounds for the multilinear rank, polynomial degree and grid sizes are
prescribed. The tolerances in the accuracy verification and in the ACA are initially set close to machine
precision or provided by the user. Tolerance issues are avoided by relaxing these tolerances adaptively based
on the computed function evaluations. In Chebfun3F, we handle these technicalities in the same manner.
4.4.1 Existence of a Quasi-Optimal Chebfun3F Approximation
Due to the many heuristic ingredients in the Chebfun3F algorithm, it is difficult to analyze the convergence
of the whole algorithm. Instead, we discuss the existence and error analysis of a specific Chebfun3F recon-
struction. Lemma 1 shows how we can bound the approximation error depending on ‖T − Tˆ ‖∞. Theorem 2
below provides a bound for this error for Tˆ for specifically chosen fibers and index sets. The best approx-
imation in the format will be at least as good. Although Chebfun3F is not guaranteed to return the best
approximation, it is hoped that its error is not too far away.
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Theorem 2. Consider T ∈ Rn1×n2×n3 of multilinear rank at least (r1, r2, r3). Let QU , QV , QW denote
orthonormal bases of r1, r2, r3 selected mode-1, 2, 3 fibers of T respectively. Given index sets I, J,K we
consider a Tucker decomposition of the form
Tˆ = T ×1 QU (ΦTI QU )−1ΦTI ×2 QV (ΦTJQV )−1ΦTJ ×3 QW (ΦTKQW )−1ΦTK ,
where ΦTI U = U(I, :). There exists a choice of fibers and indices such that
‖T − Tˆ ‖∞ ≤
(√
(1 + r1(n1 − 1)) (r1 + 1) +
√
(1 + r1(n1 − 1)) (1 + r2(n2 − 1)) (r2 + 1)
+
√
(1 + r1(n1 − 1)) (1 + r2(n2 − 1)) (1 + r3(n3 − 1)) (r3 + 1)
)
‖T − Tˆbest‖F ,
where ‖·‖F denotes the Frobenius norm and Tˆbest is the best Tucker approximation of T with multilinear rank
at most (r1, r2, r3).
Proof. Using Frobenius norm properties and Lemma 2, we obtain
‖T − Tˆ ‖∞ ≤‖T − Tˆ ‖F ≤ ‖(ΦTI QU )−1‖2‖(I −QUQTU )T {1}‖F
+ ‖(ΦTI QU )−1‖2‖(ΦTJQV )−1‖2‖(I −QVQTV )T {2}‖F
+ ‖(ΦTI QU )−1‖2‖(ΦTJQV )−1‖2‖(ΦTKQW )−1‖2‖(I −QWQTW )T {3}‖F . (13)
From [21, Lemma 2.1] it follows that there exists an index set I such that
‖(ΦTI U)−1‖2 ≤
√
1 + r1(n1 − r1). (14)
From [17, Theorem 8] it follows that we can select mode-1 fibers of T such that
‖(I −QUQTU )T {1}‖F = ‖(I − U(UTU)−1UT )T {1}‖F ≤
√
r1 + 1‖T − Tˆbest‖F . (15)
Analogous bounds hold for ‖(ΦTJQV )−1‖2, ‖(ΦTKQW )−1‖2, ‖(I −QVQTV )T {2}‖F and ‖(I −QWQTW )T {3}‖F .
Applying the bounds (14) and (15) to the factors in (13) yields the claimed result.
Remark. If one uses orthogonal instead of oblique projections in Phase 3, Corollary 6 in [13] yields a
bound similar to Theorem 2.
4.4.2 Comparison of Theoretical Cost
Assume f can be approximated accurately in Tucker format (5) with multilinear rank (r, r, r) and polynomial
degrees (n, n, n), n ≥ r. In a highly idealized setting Chebfun3 and Chebfun3F refine the coarse grid in
Phase 1 until n(c)α > (2
√
2)r and identify fibers on this coarse grid. These fibers are refined until n(f)α ≥ n
and lead to Tucker approximations which pass the accuracy check in Phase 3. Under these circumstances,
both Chebfun3 and Chebfun3F use O(r3) function evaluations in Phase 1 (see Section 2.2 in [29]). In total,
Chebfun3 requires O(nr2) function evaluations [29, Proposition 2.1]), whereas Chebfun3F only requires
O(r3 + nr), since fewer fibers are refined in Phase 2. We want to emphasize that, in general, it is not
guaranteed that this n(c)α suffices to identify fibers leading to an accurate approximation.
5 Numerical Results
In this section, we present numerical experiments to compare Chebfun3F and Chebfun3. 2 The main focus
lies on the number of function evaluations required to compute the approximation in Tucker format (5).
Unless mentioned otherwise the tolerance for the ACA and the accuracy check are initially set close to
machine precision.
2The Matlab code to reproduce these results is available from https://github.com/cstroessner/Chebfun3F.
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5.1 Chebfun3 vs. Chebfun3F
In Section 3.4 we illustrated that the function
f(x, y, z) =
1
1 + 25
√
x2 + y2 + z2
,
leads to a lot of redundant fibers in Chebfun3. For this function, for both Chebfun3 and Chebfun3F,
the accuracy check at the end of Phase 3 fails and the computation is restarted on a finer coarse grid,
which leads to an approximation that passes the test. Overall 903 364 function evaluations are required
by Chebfun3, 421 041 of them are used before the restart. In comparison, Chebfun3F only needs 222 546
function evaluation in total and 100 496 before the restart. In the final accuracy check, the estimated error
for Chebfun3 is 7.8 · 10−13 and 3.6 · 10−13 for Chebfun3F, i.e. both approximations achieve around the same
accuracy.
In Figure 4, the function evaluations per phase are juxtaposed. The figure shows, that Chebfun3 requires
a large number of function evaluations in Phase 2. This is caused by the redundant fibers. In Phase 1,
Chebfun3F requires fewer function evaluations, since Tc is not evaluated completely. Whilst Chebfun3 only
requires function evaluations in Phase 3 for the accuracy check, Chebfun3F additionally needs to compute
the core tensor, which only leads to a small number of function evaluations compared to the other phases.
Phase 1 Phase 2 Phase 3
0
0.5
1
1.5
2
2.5
3 10
5
(a) Before Restarting
Phase 1 Phase 2 Phase 3
0
0.5
1
1.5
2
2.5
3 10
5
(b) After Restarting
Figure 4: Comparison of the function evaluations used by Chebfun3 and Chebfun3F to approximate
f(x, y, z) = (1 + 25
√
x2 + y2 + z2)−1. Both algorithms are restarted due to failing the accuracy check
once. Evaluations in the before the restart are depicted in (a), evaluations after the restart in (b). The
evaluations are subdivided into phases corresponding to the phases in Section 3 and Section 4 respectively.
In Figure 5, the required function evaluations are depicted for four different functions. Again both
algorithms lead to approximations of similar accuracy and Chebfun3F requires fewer function evaluations
than Chebfun3. For
f1(x, y, z) = exp(−
√
(x− 1)2 + (y − 1)2 + (z − 1)2) (16)
Chebfun3 requires the refinement of a huge number of redundant fibers in Phase 2. The evaluations for
f2(x, y, z) = cosh 3(x+ y + z)
−2 (17)
differ most in Phase 1, where Chebfun3F benefits from not evaluating Tc completely. No additional refinement
is required in Phase 2. For the function
f3(x, y, z) =
105
1 + 105(x2 + y2 + z2)
. (18)
Chebfun3F reduces the number of required function evaluations by more than 98% to 1 603 693 from
109 269 332 required by Chebfun3.
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Figure 5: Total number of function evaluations per Phase in Chebfun3 and Chebfun3F for the functions:
(a) f1 (b) f2, (c) f3 as defined in (16)-(18) (d) the parametric PDE model (19)-(20) with prescribed tolerance
10−9.
In certain cases Chebfun3 outperforms Chebfun3F. This can happen in degenerated situations. For
instance, the function f(x, y, z) = tanh(5(x + z)) exp(y) requires an Tucker decomposition with rank r =
[71, 1, 71]. In this case, Chebfun3F heavily relies on the heuristic to increase (r1, r2, r3) when restarting and
requires 1 641 712 function evaluations compared to 1 128 061 in Chebfun3. Other functions that are difficult
to approximate with Chebfun3F include locally supported functions, for which identifying fibers in Phase 1
without fully evaluating Tc might be difficult.
Application: Uncertainty Quantification
Algorithms in uncertainty quantification, such as the Metropolis-Hastings method, often require the repeated
evaluations of a parameter depended quantity of interest [50]. In many applications, the evaluation of this
quantity requires the solution of a PDE depending on the parameters. To speed up computations, the
mapping from the parameters to the quantity of interest is often replaced by a surrogate model [57]. In
the context of models with three parameters (or after a dimension reduction to three parameters [12]),
Chebfun3/Chebfun3F could be a suitable surrogate.
We consider the parametric elliptic PDE model problem on Ω = [−1, 1]2
∇ ((p1 + 2)f1(x, y) + (p2 + 2)f2(x, y) + (p3 + 2)f3(x, y)(∇u(x, y)) = 1 (x, y) ∈ Ω, (19)
u(x, y) = 0 ∈ δΩ, (20)
with parameters (p1, p2, p3) ∈ [−1, 1]3 and functions f1(x, y) = cos(x)+sin(y)+2, f2(x, y) = sin(x)+cos(y)+
2, and f3(x, y) = cos(x2 + y2) + 2. The quantity of interest is defined as point evaluation u(0.5, 0.5). With
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Chebfun3F, we only need 3, 217 PDE solves to compute an approximation with prescribed accuracy 10−9,
whereas Chebfun3 requires 7, 626 as depicted in Figure 5(d).
5.2 Comparison to Sparse Grids
Lastly, we study how efficient Chebfun3 approximations are compared to sparse grids [8]. Sparse grids are
a method to interpolate functions by projecting them onto a particular space. This space is obtained by
selecting the most beneficial elements from a hierarchical basis under the assumption that the function has
bounded mixed second derivatives. Interpolation based on sparse grids performs particularly well when the
norms of the mixed second derivatives of the function are small. In the following, we use dimension adaptive
sparse grids based on a Chebyshev-Gauss-Lobatto grid with polynomial basis functions from the Sparse Grid
Interpolation Toolbox[32].
0 5 10 15
10 5
10 -10
10 -5
10 0
(a)
0 2 4 6
10 4
10 -10
10 -5
10 0
(b)
0 1 2 3 4 5
10 5
10 -10
10 -8
10 -6
10 -4
10 -2
10 0
(c)
Figure 6: Comparison of the number of function evaluations required to compute a Chebfun3, Chebfun3F
and sparse grid approximation for the functions: (a) f(x, y, z) = (1 + 25
√
x2 + y2 + z2)−1, (b) sum of 10
Gaussians, (c) f4 (21). The algorithms are initialized with varying tolerances. Their L2 error is estimated
at 1 000 sample points.
We compare how the approximation error decays compared to the number of function evaluations. There-
fore, we prescribe varying tolerances to the algorithms. In Figure 6 the error decay is plotted for sparse grids,
Chebfun3 and Chebfun3F. In (a), the function already studied in section 3.4 is depicted. We observe that
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both Chebfun3F and Chebfun3 require fewer function evaluations than sparse grids to achieve the same
accuracy. The sparse grids perform poorly, since the function is smooth, but the norms of the second mixed
derivatives are rather large. In contrast, the sum of 10 Gaussians depicted in (b) is well suited for sparse
grids. In this case sparse grids require fewer function evaluations than Chebfun3F and Chebfun3 for the
same accuracy. In (c) the Chebfun3F and sparse grids perform about equally well for
f4(x, y, z) = log(x+ yz + exp(xyz) + cos(sin(exp(xyz)))). (21)
For an arbitrary, black-box function it is not clear a priory whether a sparse grid interpolation or a Tucker
decomposition (5) is the more efficient type of approximation, but we can expect that if the Tucker decom-
position is a better approximation format, Chebfun3F is a more efficient algorithm to take advantage of it
compared to Chebfun3F.
6 Conclusions
Trivariate functions defined on tensor product domains can be approximated efficiently by combining ten-
sorized Chebyshev interpolation and a low-rank Tucker approximation of the evaluation tensor. In this
paper, we presented Chebfun3F to compute such approximations. Our numerical experiments show that
Chebfun3F requires fewer function evaluations to compute such an approximation of the same accuracy
compared to Chebfun3. Future work could cover how operations can be computed directly on the level of
Tucker decompositions. For instance, multiplication can be treated directly on the tensor level [34], whereas
the Chebfun3 package relies on constructing a new approximation from point evaluations. We suspect that
other operations can be computed in a similar manner.
Finally, let us remark that the extension of the presented algorithms and results to functions depending
on more than three variables is trivial. However, the Tucker format is not well suited for the high-order
tensors arising from the evaluation of a function in many variables. Other formats, such as the TT format,
are better suited for this purpose and will require different construction algorithms.
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