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Abstract
The goal of the present paper is to derive some conditions on saturation of (strong) sub-
additivity inequality for the stochastic matrices. The notion of relative entropy of stochastic
matrices is introduced by mimicking quantum relative entropy. Some properties of this con-
cept are listed and the connection between the entropy of the stochastic quantum operations
and that of stochastic matrices are discussed.
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1 Introduction
If the column vectors
p = [p1, . . . , pN ]
T ∈ RN , q = [q1, . . . , qN ]T ∈ RN
are two probability distributions, the Shannon entropy of p is defined by
H(p)
def
= −
N
∑
i=1
pi log2 pi,
where x log2 x is set to 0 if x = 0, and the relative entropy of p and q is defined by
H(p||q) def=
N
∑
i=1
pi log2
pi
qi
when p is absolute continuously with respect to q; H(p||q) = +∞ otherwise.
Let B = [bij] be a N × N bi-stochastic matrix, that is, bij > 0, and
N
∑
i=1
bij =
N
∑
j=1
bij = 1
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for each i, j = 1, . . . ,N. Let pi be a permutation of the set {1, . . . ,N}. For any i, j ∈ {1, . . . ,N},
we define cij = 1 when i = pi(j) and cij = 0 when i 6= pi(j). Then the matrix C = [cij] is called a
permutation matrix. Let SN be the set of all N × N permutation matrices and BN be the convex
hull BN of SN . The well-known Birkhoff-von Neumann theorem indicates that BN is the set of
all N × N bi-stochastic matrix.
We only consider finite dimensional complex Hilbert spaces. A state ρ of a quantum system,
described by Hilbert space H, is a positive semi-definite matrix of trace one and call it the density
matrix. The set of all density matrices of H is denoted by D (H), if ρ ∈ D (H) is invertible, then
ρ is said to be faithful. If ρ and σ are two quantum states, then the von Neumann entropy of ρ is
defined by
S(ρ)
def
= −Tr (ρ log2 ρ) ,
the quantum relative entropy between ρ and σ is defined by
S(ρ||σ) def= Tr (ρ(log2 ρ − log2 σ))
if supp(ρ) ⊆ supp(σ); S(ρ||σ) = +∞ otherwise, see [7].
Let H and K be two Hilbert spaces, L (H,K) be the set of all linear operators from H to K,
denote L (H,H) by L (H). Let T (H,K) denote the set of all linear super-operators from L (H) to
L (K), similarly, denote T (H,H) by T (H). We say that Φ ∈ T (H,K) is completely positive (CP) if
for each k ∈ N,
Φ ⊗ 1Mk(C) : L (H)⊗Mk(C) → L (K)⊗Mk(C)
is positive, where Mk(C) is the set of all k × k complex matrices. It follows from the famous
theorems of Choi [2] and Kraus [3] that Φ can be represented in the form
Φ = ∑
j
AdMj ,
where {Mj}nj=1 ⊆ L (H,K), that is,
Φ(X) =
n
∑
j=1
MjXM
†
j , X ∈ L (H) .
Throughout the present paper, † means adjoint operation of some operator. Denote by CP(H,K)(CP(H))
the set of all linear CP super-operators in T (H,K) (T (H)).
The so-called quantum operation is just a trace non-increasing Φ ∈ CP(H,K), if Φ is trace-
preserving, then it is called stochastic; if Φ is stochastic and unit-preserving, then it is called
bi-stochastic.
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The famous Jamiołkowski isomorphism
J : T (H) −→ L (H⊗H)
transforms each Φ ∈ T (H) into an operator J(Φ) ∈ L (H⊗H), where
J(Φ) = Φ⊗ 1L(H)(vec(1H) vec(1H)†).
If Φ ∈ CP(H), then J(Φ) is a positive semi-definite operator, in particular, if Φ is stochastic, then
1
N J(Φ) is a state on H ⊗H. If Φ ∈ CP(H) is a stochastic quantum operation, we denote the
von Neumann entropy S( 1N J(Φ)) of
1
N J(Φ) by S
map(Φ) and call it the map entropy [10], which
describes the decoherence induced by the quantum operation Φ.
2 On saturation of classical relative entropy
In order to obtain the condition for saturation of classical relative entropy, we need the following
lemmas.
Lemma 2.1. ([5]) Let H be a Hilbert space, ρ and σ be two states of H. If Φ ∈ CP(H) is stochastic, then
S(Φ(ρ)||Φ(σ)) 6 S(ρ||σ).
Lemma 2.2. ([4]) Let {A1, . . . , Ak} ⊆ L (Cn) and {B1, . . . , Bk} ⊆ L (Cm) be two commuting families
of Hermitian matrices. Then there exist unitary matrices U ∈ L (Cn) and V ∈ L (Cm) such that U†AjU
and VBjV
† are diagonal matrices with diagonals aj = [a1j, . . . , anj]
T and bj = [b1j, . . . , bmj]
T, respectively,
for j = 1, . . . , k. Then the following conditions are equivalent:
(i) There is a super-operator Φ ∈ CP(Cn,Cm) such that Φ(Aj) = Bj(j = 1, . . . , k).
(ii) There is an m× n non-negative matrix D = [dµν] such that [bij] = D[aij].
Moreover, if the statement (ii) is satisfied, then Φ is bi-stochastic if and only if D is bi-stochastic.
Theorem 2.3. Let T be a N × N stochastic matrix, p = [p1, p2, . . . , pN ]T and q = [q1, q2, . . . , qN ]T be
two N-dimensional probability distributions. Then H(Tp||Tq) 6 H(p||q). Moreover, for each 1 6 k 6
N, pk, qk > 0, then H(Tp||Tq) = H(p||q) if and only if the following conditions hold:
(i) p =
⊕K
k=1 µkpk ⊗ rk and q =
⊕K
k=1 νkqk ⊗ rk, where pk,qk denote the mk-dimensional probability
vectors, and rk denotes the nk-dimensional probability vectors, and µk, νk > 0, k = 1, . . . ,K;∑
K
k=1 µk =
∑
K
k=1 νk = 1, ∑
K
k=1 mknk = N;
(ii) T =
⊕K
k=1 pik ⊗ Tk, pik ∈ Smk and Tk is nk × nk stochastic matrix for each k = 1, . . . ,K.
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Proof. Let ρ, σ, ρ′ and σ′ be diagonal matrices with diagonal p, q, Tp and Tq, respectively. Then
it follows from the Lemma 2.2 that there is a stochastic Φ ∈ CP(Cn,Cm) such that Φ(ρ) = ρ′,
Φ(σ) = σ′. Note that H(p||q) = S(ρ||σ) and H(Tp||Tq) = S(ρ′||σ′), so by Lemma 1 we have
H(Tp||Tq) 6 H(p||q). Moreover, if for each 1 6 k 6 N, pk, qk > 0, then the states ρ, σ, Φ(ρ) = ρ′
and Φ(σ) = σ′ are faithful. If H(Tp||Tq) = H(p||q), then S(ρ||σ) = S(Φ(ρ)||Φ(σ)). By a result
in [6]
S(Φ(ρ)||Φ(σ)) = S(ρ||σ)
if and only if the following statements hold:
(1) H and K can be decomposed by the form H = ⊕Kk=1HLk ⊗HRk , K =
⊕K
k=1KLk ⊗KRk , where
dimHLk = dimKLk .
(2) If Φk is the restriction of Φ to L
(HLk ⊗HRk
)
, then Φk ∈ T
(HLk ⊗HRk ,KLk ⊗KRk
)
and it can be
factorized into the form Φk = AdUk ⊗ ΦRk , where Uk : HLk −→ KLk is unitary operator and
ΦRk ∈ T
(HRk ,KRk
)
is stochastic, k = 1, . . . ,K.
(3) The state ρ decomposes as ρ =
⊕K
k=1 pkρ
L
k ⊗ωRk , σ =
⊕K
k=1 qkσ
L
k ⊗ωRk , where all the operators
are density operators, and {pk}Kk=1 and {qk}Kk=1 are probability distributions.
Therefore, it follows that the result can be proved by the above decomposition of Φ.
Remark 2.4. In [13], it was shown that S(Φ(ρ)) = S(ρ) if and only if Φ† ◦ Φ(ρ) = ρ while the
explicit construction of the state ρ and the quantum operation Φ are given. We can employ the
mentioned result to give an explicit construction for T,p in the identity: H(Tp) = H(p). The
proof is trivial and is omitted.
3 Relative entropy of stochastic matrices
In this section, the entropy of stochastic matrices is discussed. For the entropy of stochastic matri-
ces, more details can be found in [12]. We will go deeper within the entropy concerning stochastic
matrices and derive some conditions on the (strong) additivity for the stochastic matrices. The
notion of relative entropy of stochastic matrices is introduced by mimicking quantum relative
entropy. Some properties of this concept are listed and the connection between the entropy of
the stochastic quantum operations and that of stochastic matrices are discussed.
To be specific, for any N × N stochastic matrix T = [tµν], the weighted entropy [12] of T by a
probability vector p = [p1, . . . , pN ]
T is defined by Hp(T) = ∑
N
ν=1 pνH(tν), where T = [t1, . . . , tN ]
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and tν = [t1ν, . . . , tNν]
T is the νth column vector of T. In particular, H(T) = 1N ∑
N
ν=1H(tν) is
defined for p = 1N [1, . . . , 1]
T.
For any two N × N stochastic matrices A and B, the relative entropy between A and B with
respect to a probability vector p = [p1, . . . , pN ]
T is defined by Hp(A||B) = ∑Nν=1 pνH(aν||bν),
where aν and bν are the νth column vectors of A and B, respectively. Similarly, H(A||B) =
1
N ∑
N
ν=1H(aν||bν) is defined for p = 1N [1, . . . , 1]T.
The following conclusions are immediate. That is, Hp(·) is a nonnegative and concave func-
tion; Hp(·||·) is a jointly convex function.
In what follows, the monotonicity of relative entropy of stochastic matrices is obtained.
Theorem 3.1. If T, A, B are all N × N stochastic matrices, then
Hp(TA||TB) 6 Hp(A||B),
where p is an N-dimensional probability vector. Moreover, if all the components of p are positive, then
Hp(TA||TB) = Hp(A||B)
if and only if the following conditions hold:
(i) aj =
⊕K
k=1 µ
(j)
k p
(j)
k ⊗ rk and bj =
⊕K
k=1 ν
(j)
k q
(j)
k ⊗ rk, where p
(j)
k ,q
(j)
k denote mk-dimensional prob-
ability vectors, and rk are nk-dimensional probability vectors and ∀k : µk, νk > 0,∑Kk=1 µ(j)k =
∑
K
k=1 ν
(j)
k = 1 for each j = 1, . . . ,N, ∑
K
k=1 mknk = N;
(ii) T =
⊕K
k=1 pik ⊗ Tk, where pik ∈ Smk and Tk is nk × nk stochastic matrix for each k.
Proof. By the definition of relative entropy for stochastic matrices, it follows that
Hp(A||B) =
N
∑
j=1
pjH(aj||bj),
where aj = [a1j , . . . , aNj]
T and bj = [b1j, . . . , bNj]
T are jth columns of A and B, respectively. Now
Hp(TA||TB) =
N
∑
j=1
pjH((TA)j||(TB)j) =
N
∑
j=1
pjH(Taj||Tbj)
6
N
∑
j=1
pjH(aj||bj) = Hp(A||B).
Thus it follows from the above process in the proof that when the components of p are all positive,
Hp(TA||TB) = Hp(A||B) if and only if H(Taj||Tbj) = H(aj||bj) for each j. By Theorem 2.3, the
equality condition can be concluded immediately.
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Remark 3.2. Now denote L(k) = [p
(1)
k , . . . ,p
(N)
k ] and R
(k) = [q
(1)
k , . . . ,q
(N)
k ]. Let E
(k) = Diag[µ
(1)
k , . . . , µ
(N)
k ]
and F(k) = Diag[ν
(1)
k , . . . , ν
(N)
k ]. The explicit forms of A, B can be written as
A =
⊕K
k=1 E
(k)L(k) ⊗ rk and B =
⊕K
k=1 F
(k)R(k) ⊗ rk,
where L(k) and R(k) are any stochastic matrices, where k = 1, . . . ,K. Furthermore, ∑Kk=1 E
(k) =
∑
K
k=1 F
(k) = 1.
For a finite collection {B(i)} of N × N stochastic matrices, denote B = ∑i λiB(i), where {λi}
is a probability vector. The χ-quantity for {B(i)} is defined by χp({λi, B(i)}) = ∑i λiHp(B(i)||B),
where p is a probability vector. It is easily seen from Theorem 3.1 that
(i) χp({λi, B(i)}) = Hp(∑i λiB(i))− ∑i λiHp(B(i));
(ii) ∑i λiHp(B
(i)||D) = χp({λi, B(i)}) +Hp(B||D), i.e., ∑i λiHp(B(i)||D) = ∑i λiHp(B(i)||B) +
Hp(B||D), where D is an N × N stochastic matrix and p is an N-dimensional probability
vector.
(iii) Assume that T is an N × N stochastic matrix. Then χp({λi, TB(i)}) 6 χp({λi, B(i)}) if and
only if Hp(TB)−Hp(B) is a convex function in its argument stochastic matrix B; moreover,
χp({λi, TB(i)}) 6 χp({λi, B(i)}).
In [12], W. Słomczyn´ski obtained that given any N × N stochastic matrices X,Y,Z for which
p is their common invariant probability vector, i.e. Xp = Yp = Zp = p. Then :
(i) Hp(Y) 6 Hp(XY) 6 Hp(X) +Hp(Y);
(ii) Hp(XYZ) +Hp(Y) 6 Hp(XY) +Hp(YZ).
The following result is to deal with the saturation of the above two inequalities.
Proposition 3.3. (i) If T ∈ BN, A is an N × N stochastic matrix and p is an N-dimensional probabil-
ity vector with all positive components, then Hp(TA) = Hp(A) if and only if TTTA = A;
(ii) If X = XL ⊗ piR and Y = piL ⊗ YR for XL being stochastic matrix of size m× m, piL ∈ Sm, YR
being stochastic matrix of size n× n, piR ∈ Sn, then H(XY) = H(X) +H(Y);
(iii) If X =
⊕K
k=1 X
L
k ⊗ piRk ,Y =
⊕K
k=1 Y
L
k ⊗ YRk and Z =
⊕K
k=1 pi
L
k ⊗ ZRk for XLk being stochastic
matrix of size mk × mk, piLk ∈ Smk , YRk being stochastic matrix of size nk × nk, piRk ∈ Snk , then
H(XYZ) +H(Y) = H(XY) +H(YZ).
Proof. (i) Since each component pj is positive, it follows that Hp(TA) = Hp(A) if and only if
H(Taj) = H(aj) for every j, where all aj’s are the jth column vector of A. By the result in
[9, 13], i.e. for B ∈ BN, H(Bp) = H(p) if and only if BTBp = p, we get that H(Taj) = H(aj)
for every j if and only if TTTaj = aj for all j; that is, the proof is concluded.
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(ii) Since XY = XLpiL ⊗ piRYR, it follows that H(XY) = H(XLpiL ⊗ piRYR) = H(XL) +H(YR),
which implies the conclusion.
(iii) Since
XYZ =
K⊕
k=1
XLkY
L
k pi
L
k ⊗ piRk YRk ZRk ,
it follows that
H(XYZ) = ∑
k
λk[H(X
L
kY
L
k ) +H(Y
R
k Z
R
k )],
H(XY) = ∑
k
λk[H(X
L
kY
L
k ) +H(Y
R
k )],
H(YZ) = ∑
k
λk[H(Y
L
k ) +H(Y
R
k Z
R
k )],
H(Y) = ∑
k
λk[H(Y
L
k ) +H(Y
R
k )],
where λk = mknk/N and ∑k mknk = N. Combining all these expressions gives the desired
result.
4 The relationship between quantum operations and bi-stochastic ma-
trices
For any CP super-operators Φ and Ψ, with corresponding Kraus representations: Φ = ∑i AdMi
and Ψ = ∑j AdNj , respectively, it is easily seen that Φ ⊗ Ψ = ∑i,j AdMi⊗Nj , and J(Φ ⊗ Ψ) =
J(Φ) ⊗ J(Ψ); denote ΨT = ∑j AdNTj . Then
J(Φ ◦ Ψ) = Φ⊗ 1(J(Ψ)) = 1 ⊗ ΨT(J(Φ)) = Φ⊗ ΨT(vec(1) vec(1)†).
Let Φ,Ψ ∈ CP(H) be stochastic. The relative entropy between Φ and Ψ is defined by
S(Φ||Ψ) def= S(ρ(Φ)||ρ(Ψ))
If Λ ∈ CP(H) is also bi-stochastic, then
S(Λ ◦Φ||Λ ◦ Ψ) 6 S(Φ||Ψ).
This can be seen easily from the Lemma 2.1. Indeed,
S(Λ⊗ 1L(H)(ρ(Φ))||Λ ⊗ 1L(H)(ρ(Ψ))) 6 S(ρ(Φ)||ρ(Ψ)) = S(Φ||Ψ)
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since Λ ⊗ 1L(H) is bi-stochastic whenever Λ is bi-stochastic.
Assume that Φ is a CP stochastic super-operator for which the Kraus decomposition can be
written as Φ = ∑µ AdTµ . Define the Kraus matrix [1] for Φ as
B(Φ) := ∑
µ
Tµ • T∗µ ,
where • denotes Shur product of matrices and ∗ means that entry-wise complex conjugate of a
matrix. Hence the (i, j)th entry bij of B can be described by bij = ∑µ t
µ
ijt
µ
ij, where Tµ = [t
µ
ij] and
the bar means the complex conjugate of complex numbers.
For any two Hermitian matrices X and Y, X is majorized by Y, denoted by X ≺ Y, if there is
a CP bi-stochastic super-operator Φ such that X = Φ(Y). The well-known Shur’s theorem states
that Diag(X) ≺ X for any square matrix X, see [1]. Thus for any bi-stochastic quantum operation
Λ, it follows that Λ(ρ) ≺ ρ. Moreover,
J(Φ ◦Ψ) ≺ J(Φ), J(Φ ◦ Ψ) ≺ J(Ψ)
for any two bi-stochastic quantum operations Φ and Ψ.
In what follows, some properties of Kraus matrices are listed below.
Proposition 4.1. (i) For a given (bi-)stochastic super-operator Φ ∈ CP(H), B(Φ) is a (bi-)stochastic
matrix.
(ii) B(Φ) is well-defined, i.e., it is independent of the different Kraus decompositions for Φ and just
depends on Φ itself.
(iii) B(Φ) is a convex function with respect to argument Φ, i.e.,
B(tΦ1 + (1− t)Φ2) = tB(Φ1) + (1− t)B(Φ2) for any Φ1,Φ2 and all t ∈ [0, 1].
(iv) Denote M (B) = {Φ|Φ ∈ T (H) is CP stochastic super-operator and B(Φ) = B}. Then M (B) is
a nonempty convex set.
(v) B(Θ1 ⊗ Θ2) = B(Θ1)⊗ B(Θ2) for any stochastic quantum operations Θ1 and Θ2.
(vi) Assume that H and K are M and N dimensional Hilbert spaces, respectively. If Λ ∈ T (H⊗K) is
CP and stochastic and can be described by Λ = ∑k λkΦk ⊗ Ψk, where {Φk} ∈ T (H) and {Ψk} ∈
T (K) are two collections of CP stochastic super-operators, then B(Λ) = ∑k λkB(Φk) ⊗ B(Ψk),
where λ = {λk}k is a finite probability vector.
Proof. (i) The proof is trivial.
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(ii) Assume that Φ = ∑N
2
µ=1 AdEµ = ∑
N2
ν=1 AdFν . By the unitary freedom of quantum operations,
there is a N2 × N2 unitary matrix U = [uµν] such that Eµ = ∑N2ν=1 uµνFν. Then
N2
∑
µ=1
Eµ • E∗µ =
N2
∑
µ=1
(
N2
∑
ν=1
uµνFν) • (
N2
∑
κ=1
uµκFκ)
∗ =
N2
∑
ν,κ=1
(
N2
∑
µ=1
uµνuµκ)Fν • F∗κ
=
N2
∑
ν,κ=1
δνκFν • F∗κ =
N2
∑
ν=1
Fν • F∗ν ,
which implies that B(Φ) is well-defined.
(iii) Choose any two stochastic quantum operations Φ1 and Φ2 with their corresponding Kraus
decomposition: Φ1 = ∑µ AdSµ and Φ2 = ∑ν AdTν . Let t ∈ [0, 1]. Then the Kraus decompo-
sition for tΦ1 + (1− t)Φ2 is tΦ1 + (1− t)Φ2 = t∑µ AdSµ + (1− t)∑ν AdTν , which implies
that the Kraus matrix for tΦ1 + (1− t)Φ2 is
B(tΦ1 + (1− t)Φ2) = ∑
µ
(
√
tSµ) • (
√
tS∗µ) + ∑
ν
(
√
1− tTν) • (
√
1− tT∗ν )
= t∑
µ
Sµ • S∗µ + (1− t)∑
ν
Tν • T∗ν
= tB(Φ1) + (1− t)B(Φ2).
(iv) If Ψ1,Ψ2 ∈ M (B), it follows from the result of (iii) that B(tΨ1 + (1− t)Ψ2) = tB(Ψ1) + (1−
t)B(Ψ2) = B since B(Ψ1) = B(Ψ2) = B, which implies tΨ1 + (1− t)Ψ2 ∈ M (B). The fact
that M (B) is not empty is clear.
(v) Let the Kraus decompositions for Θ1 and Θ2 are Θ1 = ∑m AdSm and Θ2 = ∑µ AdTµ . Then
Θ1 ⊗ Θ2 = ∑m,µ AdSm⊗Tµ . Now
B(Θ1 ⊗ Θ2) = ∑
m,µ
(Sm ⊗ Tµ) • (S∗m ⊗ T∗µ ) = (∑
m
Sm • S∗m)⊗ (∑
µ
Tµ • T∗µ )
= B(Θ1)⊗ B(Θ2).
(vi) It follows trivially from combining the above conclusions (iii) and (v).
Remark 4.2. In the above Proposition 4.1(iv), it is known that M (B) is a nonempty convex set. In
fact, it is also compact. Thus the question naturally arises: what are the extreme points of M (B)?
Note that in [8], Parthasarathy gave a characterization of extremal quantum states of composite
systems with fixed marginal states. Subsequently, Rudolph gave an another characterization
about it in [11]. Therefore, our question can be described in terms of the language as in [8, 11]
under the additional condition that the diagonals of the Jamiołkowski state are fixed.
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Remark 4.3. Generally speaking, B(Φ ◦ Ψ) 6= B(Φ)B(Ψ) for two stochastic super-operators
Φ,Ψ ∈ CP(H). But there is a class of specific examples in which the inequality sign can
be replaced by an equal sign. Indeed, assume that H is an N-dimensional Hilbert space and
Φ,Ψ ∈ CP(H) for which
J(Φ) =
N
∑
m,µ=1
pmµ|mµ〉〈mµ| and J(Ψ) =
N
∑
mµ=1
qm,µ|mµ〉〈mµ|.
By the stochasticity, ∑Nµ=1 pmµ = 1 and ∑
N
m=1 pmµ = 1; ∑
N
µ=1 qmµ = 1 and ∑
N
m=1 qmµ = 1. Then
J(Φ ◦ Ψ) = ∑Nm,µ=1[B(Φ)B(Ψ)]mµ|mµ〉〈mµ|, where B(Φ) = [pmµ] and B(Ψ) = [qmµ], which im-
plies that
B(Φ ◦ Ψ) = B(Φ)B(Ψ), B(Ψ ◦ Φ) = B(Ψ)B(Φ)
and
S(Φ ◦Ψ) = H(B(Φ ◦Ψ)) + logN, S(Ψ ◦Φ) = H(B(Ψ ◦ Φ)) + logN.
Now
Smap(Φ) + Smap(Ψ)− Smap(Φ ◦Ψ) = H(B(Φ)) +H(B(Ψ))−H(B(Ψ)B(Φ)) + logN.
This fact shows that if both J(Φ) and J(Ψ) are diagonal, then B(Φ ◦ Ψ) = B(Φ)B(Ψ). There
is a question which can be formulated as follows: what is a sufficient and necessary condition
for B(Φ ◦Ψ) = B(Φ)B(Ψ) for stochastic super-operators Φ,Ψ ∈ CP(H). It is also conjectured that
Hp(B(Φ ◦ Ψ)) 6 Hp(B(Φ)B(Ψ)) for any stochastic super-operators Φ,Ψ ∈ CP(H), where p is
any N-dimensional probability vector.
Proposition 4.4. Assume that H is a N-dimensional Hilbert space.
(i) If Φ ∈ CP(H) is stochastic, then: Smap(Φ) 6 H(B(Φ)) + logN;
(ii) If Φ,Ψ ∈ CP(H) is stochastic, then: H(B(Φ)||B(Ψ)) 6 S(Φ||Ψ);
Proof. (i) By Shur’s lemma, it follows that Diag(J(Φ)) ≺ J(Φ) which is equivalent to Diag(ρ(Φ)) ≺
ρ(Φ). Since 〈m |B(Φ)| µ〉 = 〈mµ |J(Φ)|mµ〉, it can be seen that
Smap(Φ) = S(ρ(Φ)) 6 S(Diag(ρ(Φ))) = H(B(Φ)) + logN.
Furthermore, Smap(Φ) = H(B(Φ)) + logN when Φ is represented by a diagonal dynamical
matrix J(Φ).
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(ii) There exists a CP bi-stochastic super-operator Λ such that Λ(ρ) = Diag(ρ) since Diag(ρ) ≺
ρ which follows from Shur’s lemma. Thus it follows from Lemma 2.1 that
S(Φ||Ψ) = S(ρ(Φ)||ρ(Ψ)) > S(Diag[ρ(Φ)]||Diag[ρ(Ψ)])
=
1
N
N
∑
j=1
H(B(Φ)j||B(Ψ)j) = H(B(Φ)||B(Ψ)).
Remark 4.5. Recently, Roga et al. studied entropic uncertainty relations for quantum operations
in [14] and related bounds on the map entropy were also obtained.
Let s˜(Φ) = H(B(Φ)) − Smap(Φ) for stochastic super-operator Φ ∈ CP(H). Then for a col-
lection {Φk} of stochastic super-operator in CP(H) such that Φ = ∑k λkΦk, χ({λk, B(Φk)}) 6
χ({λk,Φk}) if and only if s˜(∑k λkΦk) 6 ∑k λk s˜(Φk); i.e., s˜(Φ) is a convex function in its argument
Φ.
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