Abstract. Estimation of distribution algorithms (EDA) are similar to genetic algorithms except that they replace crossover and mutation with sampling from an estimated probability distribution. We develop a framework for estimation of distribution algorithms based on the principle of maximum entropy and the conservation of schema frequencies. An algorithm of this type gives better performance than a standard genetic algorithm (GA) on a number of standard test problems involving deception and epistasis (i.e. Trap and NK).
Introduction
Genetic algorithms maintain a population of potential solutions to a problem. Each potential solution is assumed to have a fitness which is related to how well it solves the problem. The population undergoes selection alternated with crossover and/or mutation. Selection increases the frequency of high-fitness solutions and decreases the frequency of low-fitness ones, but does not add new solutions to the population. Crossover and mutation extend the sampling of the search space by creating new solutions from those currently in the population.
Estimation-of-distribution algorithms take a different approach to sample the search space. The population is used to estimate a probability distribution over the search space that reflects what are considered to be important characteristics of the population. A new population is then generated by sampling this distribution. This introduces diversity into the new population as well as preserving salient characteristics of the previous one. Thus, the sampling process usually replaces the crossover and mutation operators of the genetic algorithm. Estimation of distribution algorithms are reviewed in [1] . The MIMIC algorithm of [2] uses only second-order statistics and the Kullback-Leibler divergence.
The maximum entropy principle [3] has its historical roots in physics and is a widely used approach to estimating probability distributions from data. The key idea is that the associated probability distribution should agree with what is known but, apart from that, should express 'maximum uncertainty'. This allows the maximum possible freedom to adjust the distribution when new data become known. In practice observed data is used to derive a set of constraints on the estimated probability distribution. The entropy of this estimated distribution is then maximized subject to these constraints.
We assume a length-string representation, where the alphabet of symbols at any string position is an arbitrary finite set. A schema is a subset of the search space where the symbols at some string positions are defined (fixed) and at other string positions are arbitrary (variable). A schema is commonly denoted by a string of length where the special asterisk symbol * is used to denote that any string symbol is possible at that position. The order of a schema is the number of defined (non-asterisk) positions. Given a frequency distribution over the search space and a schema, the corresponding schema frequency is just the sum of the relative frequencies of the elements of that schema.
One traditional way of "explaining" how genetic algorithms work is the building block hypothesis. This says that the GA builds high-fitness solutions by combining building blocks which are high-fitness, short, low-order schemata that can be thought of as representing partial solutions to the problem. This point of view came from an analysis of Holland's Schema Theorem [4] which, being an inequality, did not take into account the effects of schema construction. More recent exact schema theorems [5] [6] [7] have shown that, indeed, genetic algorithms "work" by combining building blocks. However, the relevant building blocks are dynamical, not static, of high "effective fitness" [5] , not necessarily of high fitness, and, in general, are not short [8] . Although the traditional building block hypothesis is only a first order approximation, except under certain restricted circumstances, exact schema theorems can be used to understand the role of building blocks in a more rigorous way which does aid in our understanding of how these algorithms work.
Our approach is to use schema frequencies in a given population (after selection) to constrain the estimated probability distribution. The entropy of this distribution is subsequently maximized and the distribution sampled to produce a new population. The fitness of individuals in the new population is measured in the normal way. Schema frequencies are used because they are the most natural coarse-grained quantities associated with a population of strings. Since schema frequencies are sums of string frequencies, they should give more reliable estimates of properties of the fitness function than string frequencies. In addition, since the state of the algorithm can be completely described by schema frequencies, this should lead to tractable models of this class of algorithms.
On average, sampling from a maximum entropy distribution constrained by low-order schema frequencies preserves these schema frequencies in the new population. Therefore, we suggest that our algorithm will work well in problems where preservation of the building blocks corresponding the low-order schemata used in the algorithm is important. One might also imagine an extension of the algorithm so as to take into account the dynamical evolution of building blocks by changing dynamically the schemata whose frequency will be fixed.
We can now give an outline of the proposed algorithm.
1. Generate an initial random population. 2. Generate an initial collection of schemata. 3. Apply selection (as in a GA) to the population. 4. Calculate the frequencies of the schemata in the schema collection.
5. Sample the maximum entropy distribution to obtain a new population. 6. Go to step 3.
Steps 2 will be elaborated in section 3. Naturally, one should expect the performance of the algorithm to be sensitive to the schemata chosen in step 2.
2 Sampling from a maximum entropy distribution constrained by schema family frequencies
In this section we give some basic definitions and then show how to sample the maximum entropy distribution constrained by the frequencies of an appropriate collection of schema families. We will use the term maxent distribution as shorthand for maximum entropy distribution. The results given in this section are proved in the appendix.
Entropy
If X is a finite set and p(x) is a probability distribution over X, then the entropy of p is defined to be
where the base of the logarithm doesn't matter as long as one is consistent. We will assume base 2.
A schema constraint, (Q, a), on p(x) consists of a set Q ⊂ X and a real number a ∈ [0, 1] such that x∈Q p(x) = a. A family of schema constraints will be given by a pair (T , g), where T is a collection of schemata of X and g is a function from T to the unit interval [0, 1] . Each schema constraint is of the form (Q, g(Q)) for some Q ∈ T . The family (T , g) is feasible if there is some probability distribution that satisfies all of the schema constraints. If for each Q ∈ T , g(Q) is defined to be the frequency of Q in a given population, then T is feasible. Lemma 1. Equal probability rule. If p(x) is the maximum entropy distribution on X subject to some schema constraints, and if x 1 and x 2 are indistinguishable with respect to these constraints (they are in the same schemata), then these points have equal probabilities, i.e., p(x 1 ) = p(x 2 ).
Given a single schema constraint on X that requires the sum of the probabilities of schema Q to be a, all points in Q will have the same probability a/|Q| and all points in the complement will have probability (1−a)/(|X|−|Q|). Where |Q| is the number of strings which match Q and |X| is the total size of the search space X. The following rule extends this observation.
Theorem 1. Disjoint sets rule
5 Given a collection of schema constraints (T , g) such that the schemata of T are pairwise disjoint, the maxent distribution p(x) subject to these constraints is given by:
A schema family is the collection of schemata which share a common set of defined positions. We will denote a schema family by a length-string over the alphabet {D, * } where D denotes a position with a definite bit and * denotes a position with a variable bit. Thus, if the alphabets are binary, D * D * * denotes the four schemata {0 * 0 * * , 0 * 1 * * , 1 * 0 * * , 1 * 1 * * }. Note that the schemata in a schema family are pairwise disjoint and thus the disjoint sets rule applies when all of the constraints are from a schema family.
We assume that the search space Ω can be written in the form:
where each A i is the finite alphabet of legal symbols at position i. Whenever we write Ω as a Cartesian product, such as
we will assume implicitly that each factor is a product of some of the A i . In other words, each factor corresponds to a set of string positions, and these sets form a partition of the set of string positions.
If Ω = X × Y , let Π X and Π Y denote the projections of Ω onto X and Y respectively. If Q is a schema, then Π X (Q) is the schema obtained by dropping all string positions corresponding to Y . For example, if X corresponds to the first three string positions and Y corresponds to the last three string positions, then Π X (1 * 0 * 01) = 1 * 0. We will say that a schema or a schema family is variable in Y if all positions corresponding to Y are variable. I.e. all * . Note that if a schema Q is variable in Y , then Q = Π X (Q) × Y .
Suppose that Ω = X × Y and that p(x, y) is the maxent distribution on Ω, subject to a family of constraints (T , g), where each Q ∈ T is variable in Y . Since Π X (Q) × Y = Q, g can naturally be extended to the sets Π X (Q) by defining g(Π X (Q)) = g(Π X (Q) × Y ). It follows from the equal probability rule (lemma 1) that p(x, y 1 ) = p(x, y 2 ) for any x ∈ X and y 1 , y 2 ∈ Y . Thus, the maxent distribution on X subject to the constraints (Π X (Q), g) is also the marginal distribution p(x) of p(x, y). We will call this distribution the maxent distribution on X subject to Π X (T , g).
Theorem 2. Non-overlapping schemata rule. Let (T X ∪ T Y , g) be a collection of schema constraints on X × Y such that each Q ∈ T X is variable in Y and each Q ∈ T Y is variable in X. Then the maximum entropy distribution on X × Y is the independent product of the maximum entropy distribution p(x) on X subject to Π X (T X , g) and the maximum entropy distribution
Example: Suppose that = 6, and X corresponds to the first 2 string positions, Y corresponds to the third string position, and Z corresponds to the last 3 string positions. Let E = DD * * * * , F = * * D * * * , G = * * * DDD. Suppose that the frequencies of all of the schemata in these families are given by the function g. We can first apply the non-overlapping schemata rule to schema families E and F to get the maxent distribution p(x, y) on X × Y subject to Π X×Y (E, g) and Π X×Y (F, g). Then we can apply the rule again to the decomposition (X ×Y )×Z to get the maxent distribution on X × Y × Z subject to all schema family constraints. For example, p(101101) = g(10 * * * * )g( * * 1 * * * )g( * * * 101).
Example: Let E = DDD * * * , F = * DD * * * , G = * DDD * * . Suppose g is defined on all of the schemata of E and G. Since all together probabilities must sum to 1 and since every schema in F is a disjoint union of schemata of E, g is also implicitly defined on F. Similarly, g is implicitly defined on F from the schemata of G. In order to apply the overlapping schemata rule, these implicit definitions must agree. The overlapping schemata rule can be used to find the maxent probability on the schema family DDDD * * and hence on the whole search space. For example, p(1001 * * ) = g(100 * * * )g( * 001 * * )/g( * 00 * * * ). Now given constraints on the schema family H = * * DDDD, we can apply the overlapping schema rule again to incorporate these constraints assuming that the constraints on * * DD * * defined implicitly from G agree with those from H. (This would be the case as long as the constraints on G and H were derived from the schema frequencies of the same previous population.) For example, p(100101) = g(100 * * * )g( * 001 * * )g( * * 0101)/(g( * 00 * * * )g( * * 01 * * )). Now suppose that the additional schema family was J = D * * DDD instead of H. In order to apply the overlapping schemata rule, the constraints on D * * D * * defined implicitly from J would have to agree with the marginals of the probability distribution on DDDD * * derived above from E and G. There is no reason to expect this to be the case even if all constraints were derived from the schema frequencies of the same previous population. The probability distribution on DDDD * * satisfies a conditional independence condition, whereas there is no reason to expect that the constraints on D * * D * * derived from J and the schema frequencies of the previous population would satisfy this conditional independence condition.
Algorithms
In this section we give two algorithms based on maxent sampling.
The order-1 schemata algorithm
This algorithm follows the general framework given in section 1 with the initial collection of schemata in step 2 being all order-1 schemata. Sampling from the maxent distribution is done using the non-overlapping schemata rule (theorem 3). It is not hard to see that this is just the UMDA (uniform multivariate distribution algorithm) of [9, 10] .
The UMDA algorithm is a simple estimation of distribution algorithm that preserves the frequencies corresponding of each variable independently of other variables. It works well [11] for problems without significant interactions between variables, but partial solutions of order more than one are disrupted and thus the algorithm may have difficulty solving problems where the fitness function has significant interactions between variables.
The order-2 contiguous schemata algorithm
A schema family is contiguous if the defined positions are sequential with no intervening variable positions. As a preliminary test of the idea of applying the idea of maximum entropy to estimation of distribution algorithms, we have the following algorithm that works with contiguous order-2 schemata. Since only contiguous schemata are used, one may expect that it will work best when interactions between variables tend to be between variables that are located close to each other on the string. The order of string positions could be rearranged to achieve this property using the techniques of [12] or [2] , but we did not test this approach in this paper.
The order-2 contiguous algorithm follows the framework of section 1 with the collection of schemata in step 2 being all order-2 contiguous schemata. (The schemata may overlap.) The selection can be any selection method used in a GA. We have tested binary tournament and truncation selection-see section 4.
Sampling from the maxent distribution in step 5 of the algorithm is done by repeatedly applying the overlapping schemata rule (theorem 3). To create a new individual that is to be added to the new population, we initially start with the all * schema. This is progressively refined, (using the overlapping schemata rule) with more and more bits being defined, until there are no * left. When all positions are fixed the corresponding individual is added to the new population.
The first two positions are fixed by choosing a schema randomly from DD * . . . * using the schema frequencies as probabilities. The third position is fixed using the overlapping schemata rule using the schema family * DD * . . . * . The fourth position is chosen using the schema family * * DD * . . . * , etc. (This will take − 1 steps.)
For example, let us do this for = 4. The new individual is initially represented by the schema * * * * . A schema is chosen from the family DD * * according to the probabilities g(00 * * ), g(01 * * ), g(10 * * ), g(11 * * ). Suppose that 01 * * is chosen. The new individual schema is now 01 * * . A schema is then chosen from * DD * . However, this must be a compatible schema, so one of * 10 * or * 11 * is chosen. (Two schemata are compatible if they agree wherever their defined positions overlap.) These two schemata are chosen using probability g( * 10 * )/g( * 1 * * ) for * 10 * and probability g( * 11 * )/g( * 1 * * ) for * 11 * . Note that these probabilities add to 1. If * 10 * is chosen, the new individual schema is then 010 * . One of the schemata * * 00 and * * 01 is then chosen in the same way.
One might ask why we are using order-2 schemata and not higher order schemata. Note that there is a chaining effect associated with the requirement that compatible schemata must be chosen on consecutive choices. For example, if both the schema 0000 * * and 1111 * * have high frequency, then our procedure is likely to choose either a sequence of zeros or a sequence of ones. In addition, using higher-order schemata can be a topic for further research.
If the frequency of an order-2 schema is zero in the population after the selection step, then it will be zero after step 5 as well. Thus, for the algorithm as described so far, such a schema will have zero frequency from this point on. This implies that the algorithm will eventually converge to a single individual. As this behavior may be undesirable we have added a mutation procedure to the algorithm. This is done by modifying the sampling procedure of step 5 as described above. The procedure is parameterized by a mutation rate. When a schema is chosen from an order-2 schema family, with a probability equal to the mutation rate, the schema frequencies are ignored and the schema is chosen from the set of compatible schemata using equal probabilities. A schema might be chosen which results in no compatible choices when processing the next schema family. In this case, the mutation procedure is forced when processing the next schema family. Note that, if mutation is applied, we are not sampling from the exact maxent distribution.
Empirical results
The order-2 contiguous schemata algorithm for a binary alphabet was implemented in Java by Pularvarty and Wright. Individuals of populations were implemented as Java BitSets and schemata were represented as a pair of BitSets. For a schema, one BitSet represented the defined positions and the second represented the definitions of those defined positions. Then set operations (as implemented by computer bitwise operations) could be used to determine if an individual was an element of a schema. For example, if an individual is represented by the set A, the defined positions of schema Q by D, and the definitions by E, then the individual is in schema Q iff D ∩ A = E.
For the order-2 contiguous algorithm we would expect that the algorithm would do well when there are building blocks that match the algorithm. The first class of test functions used was the concatenated trap function. Concatenated trap functions were designed with the building block hypothesis in mind [13, 14] .
A concatenated trap function of order k is a sum of trap subfunctions of order k. A trap function t of order k is defined by
where |x| is the number of ones in the binary string x. We used k = 3 and k = 4. The concatenated trap function is defined by dividing the string into non-overlapping contiguous blocks of length k, and then defining an order-k trap function on each of these blocks. The value of the function is the sum of the trap functions.
Note that the optimum string is the all-zeros string, and that there are natural building blocks, namely the schemata with zeros for one block and all other positions variable. Since the building blocks are contiguous schemata, the structure of the problem matches the algorithm.
We compared the contiguous order-2 algorithm of this paper with a conventional genetic algorithm. For the experiments on the trap function and for both algorithms we used a mutation rate of 0.01, and truncation selection with a truncation parameter of 0.2. In other words, the best 1/5 of individuals are kept in the selection phase. The GA is sensitive to population size, and an attempt was made to choose a reasonably appropriate population for the GA. A population size of 5000 was used for the maximum entropy algorithm and for the GA, except when k = 4 and the string length was 240 or 300. In these two cases, population sizes of 10000 and 20000 were used. The genetic algorithm used onepoint crossover with crossover rate 0.9. Algorithms were run until the optimum string was found. Figure 1 shows the average (over 20 runs) of number of fitness evaluations until the optimum was found. As the string length increases, the algorithm of this paper does much better than the one-point crossover GA.
The second class of fitness functions used are the NK-fitness functions [15] . These functions are also sums of simpler subfunctions. In this case, the simpler subfunctions are real-valued functions that depend on K + 1 bits. Each subfunction is defined by a table mapping bit strings of length K + 1 to real numbers, and the real numbers are chosen randomly using a uniform distribution from the interval [0, 1]. There are two versions of NK-fitness functions. For the adjacent version, the string is divided into overlapping contiguous blocks of order-K + 1 each, and the function is a sum of random subfunctions defined on each of these blocks. For the random version, the string is divided into overlapping noncontiguous blocks of K + 1 bits each. The ith block is guaranteed to contain bit i. The positions of the remaining bits are chosen randomly. We used K = 3 so that the blocks contained 4 bits each.
For a given string length and K, there are many NK fitness functions depending on the choice of the random numbers defining the subfunctions, and in the case of the random version, on the choice of the bits that make up the block. The results given in Figure 2 are for string length 64, mutation rate 0.01, truncation selection with truncation parameter 0.2, and 5000 fitness evaluations. Each result is the average of 1000 runs.
The following procedure was used to statistically test whether the maxent algorithm was better than the GA. For each of 1000 trials, an NK fitness function was generated and then the GA and the Maxent algorithm were run with population sizes of 50, 100, 200. and 300. The fitness of the best individual over the 4 maxent runs was compared with the fitness of the best individual over the 4 GA runs. For NK-adjacent, the Maxent algorithm had better fitness 792 times, the GA had better fitness 198 times, and there was equal fitness 10 times. For NK-random, the Maxent algorithm had better fitness 646 times, the GA had better fitness 350 times, and there was equal fitness 4 times. Clearly these results are statistically significant.
Conclusion
A major advantage of the approach of this paper is the potential for modeling algorithms based on maximum entropy. The sampling step of the algorithm framework (step 5) depends only on the frequencies of the schemata in the schema collection (and on the outcome of random number generation). Thus, a model of the algorithm can be based on these frequencies rather than the frequencies of all strings. This means that the model is naturally coarse-grained.
This can be illustrated by existing models of algorithms based on gene pool recombination and linkage equilibrium, such as the UMDA algorithm. One analysis of the UMDA, based on quantitative genetics, appears in [11] . Fixed point analysis is used to explore the phenomenon of bistability in the UMDA with mutation in [16] . Both of these analyses use the fact that the population is in linkage equilibrium after gene pool recombination. When order-1 schema families are used, step 5 of our algorithm framework is gene pool recombination, and in this case, linkage equilibrium is equivalent to maximum entropy. In our algorithm that uses contiguous order-2 schema families, the state of the population is reduced to the frequencies of the schemata in these families, and a model of the algorithm can be based on keeping track only of these frequencies.
In conclusion, we have presented a novel paradigm based on maximum entropy for constructing estimation of distribution algorithms. Preliminary experiments with an algorithm based on this idea using order-2 schemata on deceptive trap functions (Figure 1 ) and NK landscapes (Figure 2 ) are promising. Further work on using higher order schemata should be done.
