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Abstract
Maintenance and production are frequently managed as separate activities although 
they do interact. Disruptive events such as machine failures may find the company 
unready to repair the machine immediately leading to time waste. Preventive Main-
tenance may be carried out and maintenance time reduced to the effective task dura-
tion, in order to prevent time waste. Companies and researchers have been focusing 
on policies able to mitigate the impact of Preventive Maintenance on system avail-
ability, by exploiting the knowledge about degradation profiles in machines and the 
joint information from the machine state and the buffer level. In this work, the math-
ematical proof of the optimal threshold-based control policy for Preventive Mainte-
nance with inventory cost, maintenance cost, backlog cost is provided. The control 
policy is defined in terms of buffer thresholds and dependency of the thresholds on 
the degradation condition. The optimal control policy is proved to include a com-
bination of switching points and hedging points, where the first ones activate the 
Preventive Maintenance for a given condition and the latter ones control the pro-
duction rate in order to minimize the surplus. An extensive experimental campaign 
analyzes the impact of system parameters such as the Maintenance duration on the 
cost function. The results show that there exists cases in which the optimal policy is 
dominated by the effect of the hedging points or the switching points, alternatively. 
Therefore, the proposed method is used to provide suggestions to the management 
for operative decisions, in order to choose the policy fitting best the system.
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model · Optimal control policy
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1 Introduction
Maintenance is part of Manufacturing system tasks, therefore it should contribute to 
the improvement of system performance. Hence, a distinct management of the two 
functions, Maintenance and Production, is counterproductive.
Maintenance models, mostly, concern the analysis of machine degradation, in 
order to find the best policy to maximize the machine/system reliability. Models in 
these field study historical data such as failures distribution and repair times. Tradi-
tionally, to control the degradation process the only solution is to force the critical 
item to stop in order to perform Preventive Maintenance.
Usually, a Maintenance strategy is about deciding:
• When maintenance actions will be carried out, i.e. only after a failure occurrence 
(Corrective Maintenance) or at predefined moments or items condition (Preven-
tive Maintenance);
• Who will perform the repair action, as maintenance operators, specialists, work-
ers etc;
• What they will do, i.e. which actions will be carried out, which support materials 
and tools are required, whether or not to replace or repair a component/item;
• Where the repair actions will be performed, on which item, meaning what is the 
object of the maintenance action;
• Why the item needs to be repaired: whether or not it failed, or it reached a certain 
degree of failure risk, or it is forced to break.
Obviously, every decision expressed above has a impact on the Manufacturing sys-
tem, too. Hence, in the last decades there is consensus among authors that a Mainte-
nance strategy should not focus only on the maximization of equipment reliability or 
minimization of Maintenance costs, but also it should be integrated with the overall 
manufacturing strategy. Therefore, Maintenance function should take into account 
not only maintenance parameters, such as time to failure, time to repair, etc, but also 
parameters and variables from the other resources, such as machines and buffers, in 
order to reach a system optimum.
On the other side, Performance Analysis of Manufacturing Systems is concerned 
with the interaction among system resources. Since it is a systems analysis, the main 
objective consists in understanding which variables can be used in order to control 
the process and get the required performance.
The focus of this work is to prove the relation between a Preventive Maintenance 
policy based on the degradation condition of machines and the system dynamics, in 
order to minimize the overall costs.
This work is structured as follows: in Sect. 2 the literature about integrated mod-
els for preventive maintenance and production planning in presence of degrading 
machines is analyzed; in Sect.  3 the proof of a threshold-based control policy is 
provided, showing the existence of switching points (Sect. 3.1) and hedging points 
(Sect. 3.2); then, a threshold-based analytical model is used to show some numerical 
results in Sect. 5; finally, in Sect. 6 final comments open the way for future research.
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2  Literature review
In the past, the problem of planning maintenance and production operations in 
manufacturing systems has been widely addressed by researchers, mainly in iso-
lation. Mathematical techniques and industrial expertise have been helping mod-
elers arising the complexity of performance evaluation models for manufactur-
ing and maintenance models. Recently, the focus moved to a system perspective, 
although the interaction among production planning and maintenance aspects is a 
complex issue to be managed. This problem involves different departments within 
each company. The coordination and cooperation of these departments in achiev-
ing the required balance between conflicting goals is seen as a key issue for suc-
cess. Moreover, companies tend to prioritize one of these aspects. Finding the 
right balance is of great importance for company profitability. In Colledani et al. 
(2014) problems, methods and tools to support a new paradigm of joint approach 
to the design and management of manufacturing systems are provided. They do 
not only include Production Planning and Logistics themes, in addition to Main-
tenance, but also Production Quality, which is set as a new overall goal (Colledani 
and Tolio 2012). Inside this new paradigm, the alignment between maintenance 
and manufacturing strategies has been recognized as a key enabler for competi-
tiveness in modern manufacturing industries, since works such as Raouf (1994) 
and Swanson (2001). More recently (Nahmias and Olsen 2015; Van Horenbeek 
and Pintelon 2014) investigate on the relation between Maintenance strategy and 
Production Performance, from the management point of view.
In the industrial environment, the relationship between production and main-
tenance has been conflictual in nature. This attitude is perpetuated by the lack of 
communication regarding the scheduling requirements of each function. Mainte-
nance is generally a secondary process in companies that have production as their 
core business. Production management often views maintenance in the context of 
hours or days out of service and fails to realize the strategic importance of incor-
porating maintenance in the manufacturing planning. On the other hand, manage-
ment for the maintenance function attempts to impose constraints on production 
that it deems necessary to achieve complete equipment reliability. The result is 
that the implementation of an optimal maintenance policy is constrained by the 
demands of production. In Najid et al. (2011) the authors state that Maintenance 
planning should be an integral part of the overall business strategy and should be 
coordinated and scheduled with manufacturing activities. Moreover, it should be 
considered as an integral part of the production plan rather than as an interrup-
tion to that plan. Any violation of the maintenance schedule is treated as a viola-
tion of the production plan integrity. It should be recognized however that often 
maintenance action can be performed with a certain flexibility since a reasonable 
anticipation or delay of maintenance actions result in small changes in the prob-
abilities of failure and therefore have minor impacts on the objective functions of 
the company.
It has been conceded that the subject of maintenance modeling has been a late 
developer. This is because maintenance is characterized by the fact that actions 
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are carried out on plants and not on products, and thus maintenance is viewed by 
many as a marginal activity. In particular, difficulties arise when trying to relate 
spending on maintenance to changes in production performance (Scarf 1997).
In the late 60s, the growing success of process oriented manufacturing tech-
niques, like Just-in-Time, put the emphasis on the importance of a continuous reli-
ability of the equipment to obtain better performances (Barlow and Hunter 1960). 
Many researchers have examined the addition of buffer to a system of interdependent 
stochastically-failing machines. Buzacott (1967) found that the addition of a buffer 
increased the throughput of the system, later confirmed by Conway et  al. (1988). 
Then, ‘major issues in the control of such a system are building up safety stocks 
and avoiding uncontrolled accumulation of safety stocks’ (Groenevelt et al. 1992). 
Hence, regarding maintenance modeling, researchers and practitioners focused on 
the impact of buffer size and buffer level on system reliability.
Until late 70s, most papers ignored the possibility of Preventive Maintenance 
(PM), analyzing only the effect of replacement or repair on system performance. 
Comprehensive reviews from 70s to 90s about Maintenance models and applications 
can be found in Pierskalla and Voelker (1976), Valdez-Flores and Feldman (1989) 
and Dekker (1996). Then, two research areas starts to be addressed: (1) preventive 
maintenance models of machines operating in isolation and (2) production system 
models that only consider unscheduled repairs and no preventive maintenance.
Meller and Kim (1996) and Van der Duyn Schouten and Vanneste (1995) both 
study the impact of a preventive maintenance policy on a two-machine system with 
a fixed capacity buffer between the machines. The first work defines a ‘Preventive 
Maintenance Program’, taking advantage of the fact that Preventive Maintenance 
will, in the long run, decrease the first production operation’s failure rate. First, a 
cost model for the system is developed that includes the costs of preventive main-
tenance and unscheduled repairs, starving the second production operation, and 
inventory. An absorbing Markov chain model is used to compute the values of the 
dependent variables in the cost model. Under certain scenarios, the implementation 
of the preventive maintenance program is shown to decrease the system cost and the 
output process variation. On the other side, the latter focuses on a class of control-
limit policies implemented as Markov decision problems. The authors focus on poli-
cies with the property that are easy to characterize and to implement, they are close 
to optimality and they allow for a tractable analysis. It is found that when the buffer 
level increases, the critical age for PM decreases, which is intuitively appealing. The 
problem is further analyzed by Iravani and Duenyas (2002). The authors assume 
also a production facility with an increasing failure rate and their decision is based 
on the state of the machine and the inventory on hand. In the model developed, as 
the machine deteriorates, its production rate decreases and its maintenance operation 
becomes more time consuming and costly. An easily implementable double-thresh-
old policy is described and an heuristic performance evaluation method is derived, 
for systems using this policy. Similar considerations can be found in Chen and 
Trivedi (2005), where the problem is structured as a semi-Markov decision problem.
Later on, works by Kyriakidis and Dimitrakos (2006) investigate the impact of 
Preventive Maintenance control policies based on buffer level and deterioration state 
for two-machine production systems. In Kyriakidis and Dimitrakos (2006) a model 
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consisting of a deteriorating installation that transfers a raw material to a perfectly reli-
able production unit and an intermediate buffer is considered. The deterioration pro-
cess is supposed to be non-stationary i.e. the transition probabilities may depend not 
only on working conditions of the machine but on its age as well. The cost structure of 
the model include operating costs depending on both working conditions and age of 
the machine, maintenance costs, storage costs and shortage costs. Extensive numerical 
results prove that there exists an optimal policy that initiates a preventive maintenance 
for fixed buffer content and working condition.
Karamatsoukis and Kyriakidis (2010) study a two machine line where both the 
machines deteriorate stochastically with usage and may fail. An approximate discrete-
time Markov decision model is proposed that study, by means of numerical results, 
the effect of the variation of some parameters on the optimal Preventive Maintenance 
policy. In the aforementioned works the capacity of the buffer is assumed to be fixed 
and the main problem is to find, under suitable cost structures, the states at which it is 
preferable to perform a preventive maintenance of the machine. Using techniques from 
Markov decision theory, analytical results concerning the form of the average-cost opti-
mal policy are derived or efficient algorithms are developed for its determination.
Production and Preventive Maintenance control policies based on the concept of 
threshold are studied also in Song (2009). The author here suggests that the machine 
should produce at full speed if the inventory level is less than a certain level and pro-
duce nothing otherwise; Preventive Maintenance actions are performed without a 
machine stoppage and for certain buffer levels, but they do not depend on the age of the 
machine. Similarly, a joint Production and Preventive Maintenance strategy is investi-
gated in the works by Aghezzaf et al. (2007) which are based on non-linear problems. 
In particular (Aghezzaf et al. 2007) present a multi-item capacitated lot-sizing problem 
on a system that is periodically renewed and minimally repaired at failure. The itera-
tive solution framework developed is very complex, it is then simplified in Aghezzaf 
and Najid (2008) where the problem is approached through a non-linear mixed-inte-
ger program in the cases which each production line implements a cyclic preventive 
maintenance policy (time-based) and a linear mixed-integer program in the cases which 
noncyclic preventive maintenance policies are allowed (condition-based). Then a 
Lagrangian-based heuristic procedure for the solution is proposed and discussed, which 
includes both minimal repair and preventive maintenance. The problem of the optimal 
policy for Preventive Maintenance scheduling is analyzed in Ambani et al. (2010), and 
more recently (Fitouhi et al. 2017), investigates the impact of a Condition-based Main-
tenance policy on the performance evaluation of a two-machine line where machines 
are characterized by degrading behavior, by means of an analytical model. Moreover 
(de Jonge et al. 2017), analyzes in which cases condition-based preventive maintenance 
is to be preferred to time-based preventive maintenance.
3  Optimal control policy
In the following, the proof of the optimal control policy is provided for a two-stage 
stochastic system characterized by backlog, inventory cost and maintenance cost. 
The resulting optimal control policy is characterized by switching points and hedging 
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points: the first ones provide the thresholds and the degradation state for which the Pre-
ventive Maintenance needs to be activated immediately, the latter control the produc-
tion rate of the upstream machine. Hedging points have been already investigated in 
literature as part of the strategy for production control. In fact, hedging points define 
thresholds where the fast machine should be limit the production rate in order not to 
produce surplus. Switching points have never been formally defined in literature. How-
ever, control policies where the control is done by switching on or off a specific state 
are quite common, i.e. energy consumption or replenishment policies.
3.1  Existence of switching points
The reference system is composed by two machines decoupled by a buffer with infinite 
capacity. The upstream machine Mu processes parts and puts them in the buffer B, the 
downstream machine Md takes the parts from the buffer B and processes them before 
they leave the system. The schematic representation is given in Fig. 1 where boxes rep-
resent machines and the circle represents the buffer.
Each machine can be operational with a deterministic processing time or it can fail 
and then can be repaired. When a machine is failed, it is not possible that another fail-
ure occurs, i.e. failures are operation-dependent. The system is asynchronous i.e. each 
machine can start or finish a part at any time without synchronization with the other 
machine. Load and unload times are negligible, hence the part flows from one machine 
to the following one immediately. The blocking mechanism is Blocking After Service 
(BAS). The dispatching policy is Fist In First Out (FIFO), and parts are not scrapped or 
reworked.
The second machine of the line Md is a reliable machine, producing at rate 휇d 
( sd = 1 ). The first machine of the line Mu is an unreliable machine, producing at rate 휇u 
when it is operational. The first machine Mu has two distinct operational states: in the 
first one ( su = 1 ) it works “as good as new”, i.e. it has small failure probability; in the 
second up state ( su = 2 ) it works in a degrading condition and it has high probability 
failure.
When the first machine Mu fails, a Corrective Maintenance (CM) action ( su = 0 ) is 
performed, which requires on average 1
rCM
 time units to bring the machine Mu back to 
the “as good as new” mode.
The first machine Mu can be stopped immediately, i.e. with rate R→ ∞ ; 
lim훿t→0R 훿t = 1 when the control switch uc ∈ {0, 1} is turned on ( uc = 1 ), in order to 
perform Preventive Maintenance (PM) ( su = 3 ), which requires on average 1
rPM
 time 
units to restore the machine Mu in the “as good as new” state (Fig. 2).
The cost per Maintenance time unit when the upstream machine Mu is under repair 
is M. The cost per time unit of holding one unit of part in the buffer is g+ . The cost per 
time unit of having one unit of backlog is g− . The margin gained per time unit if the 
Fig. 1  Two-machine line
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upstream machine Mu is operational is A. It is assumed that M, g+ , g− and A are not 
negative.
The goal is to define a control policy to define the condition of the system that acti-
vates the PM, in order to minimize the total costs.
3.1.1  Problem statement
We define a new function 휃(su) which helps to identify up states and down states:
The system is described by the vector S(t) = (x(t), su(t), sd(t)).
Therefore the objective function is:
where the minimization is all over function uc(s), t0 ≤ s ≤ T  . The control switch uc 
does not compare in the objective function explicitly because it does not cost any-
thing, meaning that the action of switching has no cost involved.
The following relations and constraints are assumed:
휃(su) =
{
1 if su = 1, 2
0 if su = 0, 3
(1)
J(S(t0);t0) =min
uc(s)
피
{
∫
T
t0
[g+x+(s) + g−x−(s) +M ⋅ [1 − 휃(su(s))]
−A ⋅ 휃(su(s))]ds|S(t0);t0 }
(2)x+(t) ≥ 0;x−(t) ≥ 0;x(t) = x+(t) − x−(t)
Fig. 2  Markov Chain of the upstream machine
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Constraint (3) explicates the fact that if 휃(su) = 0 , therefore uc = 0 . It happens 
because the control has to be considered like a switch that activates the Preventive 
Maintenance when 휃(su) = 1 and once uc is activated, 휃(su) = 0 again, then uc = 0 
because the control is switched off. Constraint (4) explicates that the demand is fea-
sible i.e. the buffer inclines to be full.
3.1.2  System dynamics
We also define the following values of 휆 which do not have any physical meaning 
but simplify the notation during the calculation:
(3)휃(su) − uc ≥ 0
(4)𝜇u > 𝜇d
(5)rCM < rPM
(6)p1 < p2
(7)g+, g−,M,A > 0
(8)uc(t) ∈ {0, 1}
dx(t)
dt
= (휃(su(t))휇(t)u − 휇(t)d
휆u
01
= prob{su(t + 훿t) = 1|su(t) = 0} = rCMdt
휆u
02
= prob{su(t + 훿t) = 2|su(t) = 0} = 0
휆u
03
= prob{su(t + 훿t) = 3|su(t) = 0} = 0
휆u
10
= prob{su(t + 훿t) = 0|su(t) = 1} = p1dt
휆u
12
= prob{su(t + 훿t) = 2|su(t) = 1} = pdegrdt
휆u
13
= prob{su(t + 훿t) = 3|su(t) = 1} = uc(t)Rdt
휆u
20
= prob{su(t + 훿t) = 0|su(t) = 2} = p2dt
휆u
21
= prob{su(t + 훿t) = 1|su(t) = 2} = 0
휆u
23
= prob{su(t + 훿t) = 3|su(t) = 2} = uc(t)Rdt
휆u
30
= prob{su(t + 훿t) = 0|su(t) = 3} = 0
휆u
31
= prob{su(t + 훿t) = 1|su(t) = 3} = rPMdt
휆u
32
= prob{su(t + 훿t) = 2|su(t) = 3} = 0
휆u
ll
= −
∑
m≠l
휆u
lm
휆d
ll
= −
∑
m≠l
휆d
lm
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Therefore:
3.1.3  Solution and discussion of the policy
At any time t we can define the cost-to-go function as:
with J(S(T), T) = 0.
We can derive Bellman’s equation:
After mathematical passages, the resulting equation is the following one (see 
“Appendix”):
Now, four cases needed to be discussed:
• Case 1: su = 0;
• Case 2: su = 1;
• Case 3: su = 2;
• Case 4: su = 3;
휆u
00
= − rCMdt
휆u
11
= − [p1 + pdegr + ucR]dt
휆u
22
= − [ucR + p2]dt
휆u
33
= − rPMdt
(9)
J(S(t0);t0) =min
uc(s)
피
{
∫
T
t0
[g+x+(s) + g−x−(s) +M ⋅ [1 − 휃(su(s))]
−A ⋅ 휃(su(s))]ds|S(t0);t0}
(10)
J(S(t);t) =min
uc(s)
피
{
∫
t+훿t
t
[g+x+(s) + g−x−(s) +M ⋅ [1 − 휃(su(s))]
−A ⋅ 휃(su(s))]ds + 피[J(S(t + 훿t);t + 훿t)]|S(t), t}
(11)
J∗ =min
uc
{
g+x+ + g−x− +M ⋅
[
1 − 휃(su)
]
− A ⋅ 휃(su)
+
∑
i
W
(
x, i, sd
)
휆u
su,i
+
훿W(x, su, sd)
훿x
[
휃(su) ⋅ 휇u − 휇d
]}
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3.1.4  Case 1a: su = 0
The equation becomes:
Then, expanding the equation terms, we obtain:
Substituting the system dynamics:
The control term uc can assume any value since it is not included in the equation. 
However, constraint (3) implies that uc = 0.
3.1.5  Case 1b: su = 3
It is the same as above in case 1a. Hence, the final equation is the following:
(12)
J∗ =min
uc
{
g+x+ + g−x− +M ⋅ [1 − 휃(su)] − A ⋅ 휃(su)
+
∑
i
W
(
x, i, sd
)
휆u
su,i
+
훿W
(
x, su, sd
)
훿x
[
휃(su) ⋅ 휇u − 휇d
]}
(13)
J∗ =min
uc
{
g+x+ + g−x− +M ⋅ [1 − 휃(su = 0)] − A ⋅ 휃(su = 0)
+
∑
i
W
(
x, i, sd
)
휆u
0,i
+
훿W(x, 0, 1)
훿x
[
휃(su = 0) ⋅ 휇u − 휇d
]}
(14)
J∗ =min
uc
{
g+x+ + g−x− +M ⋅ [1 − 휃(su = 0)] − A ⋅ 휃(su = 0)
+W(x, 0, 1)휆00 +W(x, 1, 1)휆01 +W(x, 2, 1)휆02 +W(x, 3, 1)휆03
+
훿W(x, 0, 1)
훿x
[
휃(su = 0) ⋅ 휇u − 휇d
]}
(15)
J∗ =min
uc
{
g+x+ + g−x− +M
+W(x, 0, 1)(−rCM) +W(x, 1, 1)rCM +W(x, 2, 1)0 +W(x, 3, 1)0
+
훿W(x, 0, 1)
훿x
[
−휇d
]}
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The control term uc can assume any value since it is not included in the equation. 
However, constraint (3) implies that uc = 0.
3.1.6  Case 2: su = 1
The equation becomes:
Expanding the equation and substituting the system dynamics terms, we obtain:
(16)
J∗ =min
uc
{
g+x+ + g−x−
+M +W(x, 3, 1)(−rCM) +W(x, 1, 1)rPM +W(x, 2, 1)0 +W(x, 0, 1)0
+
훿W(x, 3, 1)
훿x
[
−휇d
]}
(17)
J∗ =min
uc
{
g+x+ + g−x− +M ⋅ [1 − 휃(su)] − A ⋅ 휃(su)
+
∑
i
W
(
x, i, sd
)
휆u
su,i
+
훿W(x, su, sd)
훿x
[
휃(su) ⋅ 휇u − 휇d
]}
(18)
J∗ =min
uc
{
g+x+ + g−x− +M ⋅ [1 − 휃(su = 1)] − A ⋅ 휃(su = 1)
+
∑
i
W(x, i, 1)휆u
1,i
+
훿W(x, 1, 1)
훿x
[
휃(su = 1) ⋅ 휇u − 휇d
]}
(19)
J∗ =min
uc
{
g+x+ + g−x− +M ⋅ [1 − 휃(su = 1)] − A ⋅ 휃(su = 1)
+W(x, 0, 1)휆10 +W(x, 1, 1)휆11 +W(x, 2, 1)휆12 +W(x, 3, 1)휆13
+
훿W(x, 1, 1)
훿x
[
휃(su = 1) ⋅ 휇u − 휇d
]}
(20)
J∗ =min
uc
{
g+x+ + g−x− +M ⋅ [1 − 1] − A ⋅ 1
+W(x, 0, 1)p1 +W(x, 1, 1)[−(p1 + pdegr + ucR)]
+W(x, 2, 1)pdegr +W(x, 3, 1)ucR
+
훿W(x, 1, 1)
훿x
[
휃(su = 1) ⋅ 휇u − 휇d
]}
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Isolating the terms which depend on uc:
Since R→ ∞ with lim훿t→0R 훿t = 1 while we expect that W(x, 3, 1) −W(x, 1, 1) ≈ Cedx 
then limx→∞[W(x, 3, 1) −W(x, 1, 1)]R = 0.
Hence, when the term W(x, 3, 1) −W(x, 1, 1) < 0 , since R→ ∞ , uc switch 
to 1 in order to minimize the objective function. On the other hand, when the term 
W(x, 3, 1) −W(x, 1, 1) > 0 , since R→ ∞ , uc remains equal to 0.
Therefore, there exist a value of x Z1 ≥ Z′ ≥ 0 below which 
(W(x, 3, 1) −W(x, 1, 1))R +
𝛿W(x,1,1)
𝛿x
[
𝜇u − 𝜇d
]
< 0 , and above which 
[W(x, 3, 1) −W(x, 1, 1)]R +
𝛿W(x,1,1)
𝛿x
[
𝜇u − 𝜇d
]
> 0 . Hence, the optimal policy is 
uc = 1 for x ≥ Z1.
Once the control uc is activated, we are again in case 1b, since we forced the system 
to be in state su = 3.
In this case, it is possible to notice that Preventive Maintenance is used in order to 
stop the upstream machine so that the inventory level does not increase too much. This 
fact is useless from Maintenance point of view, because the system cannot be improved 
since it is already in the state as good as new.
Therefore, the model should be reviewed and the control policy should be changed 
so that the production rate of the upstream machine could be slowed down, meaning 
that there is the need of an hedging point and not of a switching point. In this way, 
the buffer level should not increase, without incurring in any Maintenance action. This 
variation is proved in next section.
(21)
J∗ =min
uc
{
g+x+ + g−x− +W(x, 0, 1)p1 −W(x, 1, 1)p1
+W(x, 2, 1)pdegr −W(x, 1, 1)pdegr
+M ⋅ [1 − 1] − A ⋅ 1 + [W(x, 3, 1) −W(x, 1, 1)]ucR
+
훿W(x, 1, 1)
훿x
[
1 ⋅ 휇u − 휇d
]}
(22)
J∗ =min
uc
{
g+x+ + g−x− +W(x, 0, 1)p1 −W(x, 1, 1)p1
+W(x, 2, 1)pdegr −W(x, 1, 1)pdegr
+M ⋅ 0 − A ⋅ 1 + (W(x, 3, 1) −W(x, 1, 1))R ⋅ uc +
훿W(x, 1, 1)
훿x
[
1 ⋅ 휇u − 휇d
]}
(23)
J∗ =min
uc
{
g+x+ + g−x− +W(x, 0, 1)p1 −W(x, 1, 1)p1
+W(x, 2, 1)pdegr −W(x, 1, 1)pdegr
−A + (W(x, 3, 1) −W(x, 1, 1))R ⋅ uc +
훿W(x, 1, 1)
훿x
[
휇u − 휇d
]}
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3.1.7  Case 3: su = 2
The equation becomes:
Expanding the equation and substituting the system dynamics terms, we obtain:
Isolating the terms which depend on uc:
(24)
J∗ =min
uc
{
g+x+ + g−x− +M ⋅ [1 − 휃(su)] − A ⋅ 휃(su)
+
∑
i
W
(
x, i, sd
)
휆u
su,i
+
훿W
(
x, su, sd
)
훿x
[
휃(su) ⋅ ua − ub
]}
(25)
J∗ =min
uc
{
g+x+ + g−x− +M ⋅ [1 − 휃(su = 2)] − A ⋅ 휃(su = 2)
+
∑
i
W(x, i, 1)휆u
2,i
+
훿W(x, 2, 1)
훿x
[
휃(su = 2) ⋅ 휇u − 휇d
]}
(26)
J∗ =min
uc
{
g+x+ + g−x− +M ⋅ [1 − 휃(su = 2)] − A ⋅ 휃(su = 2)
+W(x, 0, 1)휆20 +W(x, 1, 1)휆21 +W(x, 2, 1)휆22 +W(x, 3, 1)휆23
+
훿W(x, 2, 1)
훿x
[
휃(su = 2) ⋅ 휇u − 휇d
]}
(27)
J∗ =min
uc
{
g+x+ + g−x− +M ⋅ [1 − 1] − A ⋅ 1
+W(x, 0, 1)p2 +W(x, 1, 1)0 +W(x, 2, 1)[−(p2 + ucR)] +W(x, 3, 1)ucR
+
훿W(x, 2, 1)
훿x
[
1 ⋅ 휇u − 휇d
]}
(28)
J∗ =min
uc
{
g+x+ + g−x− + (W(x, 0, 1) −W(x, 2, 1))p2 +M ⋅ [1 − 1] − A ⋅ 1
+(W(x, 3, 1) −W(x, 2, 1))R ⋅ uc +
훿W(x, 2, 1)
훿x
[
1 ⋅ 휇u − 휇d
]}
(29)
J∗ =min
uc
{
g+x+ + g−x− + (W(x, 0, 1) −W(x, 2, 1))p2 − A
+(W(x, 3, 1) −W(x, 2, 1))R ⋅ uc +
훿W(x, 2, 1)
훿x
[
휇u − 휇d
]}
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Since R→ ∞ with lim훿t→0R 훿t = 1 while we expect that W(x, 3, 1) −W(x, 2, 1) ≈ Cedx 
then limx→∞(W(x, 3, 1) −W(x, 2, 1))R = 0.
Hence, when the term W(x, 3, 1) −W(x, 2, 1) < 0 , since R→ ∞ , uc switch to 
1 in order to minimize the objective function. On the other side, when the term 
W(x, 3, 1) −W(x, 2, 1) > 0 , since R→ ∞ , uc remains equal to 0.
Therefore, there exist a value of x Z2 ≥ Z′′ ≥ 0 below which 
(W(x, 3, 1) −W(x, 2, 1))R +
𝛿W(x,2,1)
𝛿x
[
𝜇u − 𝜇d
]
< 0 , and above which 
(W(x, 3, 1) −W(x, 2, 1))R +
𝛿W(x,2,1)
𝛿x
[𝜇u − 𝜇d] > 0 . Hence, the optimal policy is 
uc = 1 for x ≥ Z2.
Once the control uc is activated, the system is forced to be in state su = 3 , there-
fore we are again in case 1b.
3.2  Existence of hedging points
We consider the same two-machine line as in the previous demonstration. The sec-
ond machine of the line Md is a reliable machine, producing at rate 휇d ( sd = 1 ). 
The first machine of the line Mu is an unreliable machine, with a production rate 
0 ≤ ua ≤ 휇u in both up states su = 1 , which represents the as good as new state and 
su = 2 which represents the degraded state.
The control variable uc activates Preventive Maintenance when it is switched on 
( uc = 1).
In this case, the goal of the control policy is finding the system conditions that 
minimize the objective function, which has the same cost structure as above, by the 
usage of the two control variables uc and ua , meaning that we are looking for switch-
ing points that activates Preventive Maintenance and hedging points to control the 
production rate, respectively.
First, the system dynamics are provided. Then, the mathematical proof is presented 
and commented.
3.2.1  Problem statement
The function defined in the previous section is used:
The system is described by the vector S(t) = (x(t), su(t), sd(t)).
Therefore the objective function is:
휃(su) =
{
1 if su = 1, 2
0 if su = 0, 3
(30)
J(S(t0);t0) = min
uc(s),ua(s)
피{∫
T
t0
[g+x+(s) + g−x−(s) +M ⋅ [1 − 휃(su(s))]
− A ⋅ 휃(su(s))]ds|S(t0);t0}
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where the minimization is all over function uc(s), ua(t)t0 ≤ s ≤ T  . The control vari-
ables uc and ua do not appear in the objective function explicitly because they have 
no explicit costs involved.
The following relations and constraints are assumed:
3.2.2  System dynamics
We also define the following values of 휆 which do not have any physical meaning 
but simplify the notation during the calculation:
(31)x+(t) ≥ 0;x−(t) ≥ 0;x(t) = x+(t) − x−(t)
(32)휃(su) − uc ≥ 0
(33)𝜇u > 𝜇d
(34)rCM < rPM
(35)p1 < p2
(36)g+, g−,M,A > 0
(37)uc(t) ∈ {0, 1}
(38)0 ≤ ua(t) ≤ 휇u
dx(t)
dt
= (휃(su(t))ua(t) − 휇(t)d
휆u
01
= prob{su(t + 훿t) = 1|su(t) = 0} = rCMdt
휆u
02
= prob{su(t + 훿t) = 2|su(t) = 0} = 0
휆u
03
= prob{su(t + 훿t) = 3|su(t) = 0} = 0
휆u
10
= prob{su(t + 훿t) = 0|su(t) = 1} = p1dt
휆u
12
= prob{su(t + 훿t) = 2|su(t) = 1} = pdegrdt
휆u
13
= prob{su(t + 훿t) = 3|su(t) = 1} = uc(t)Rdt
휆u
20
= prob{su(t + 훿t) = 0|su(t) = 2} = p2dt
휆u
21
= prob{su(t + 훿t) = 1|su(t) = 2} = 0
휆u
23
= prob{su(t + 훿t) = 3|su(t) = 2} = uc(t)Rdt
휆u
30
= prob{su(t + 훿t) = 0|su(t) = 3} = 0
휆u
31
= prob{su(t + 훿t) = 1|su(t) = 3} = rPMdt
휆u
32
= prob{su(t + 훿t) = 2|su(t) = 3} = 0
휆u
ll
= −
∑
m≠l
휆u
lm
휆d
ll
= −
∑
m≠l
휆d
lm
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Therefore:
3.2.3  Solution and discussion
At any time t, we can define the cost-to-go function as:
with J(S(T), T) = 0.
We can derive Bellman’s equation:
The proof is a variation of the proof provided in “Appendix”. The resulting different 
cases are now discussed.
3.2.4  Case 1a: su = 0
This case reduces to:
휆u
00
= −rCMdt
휆u
11
= −[p1 + pdegr + ucR]dt
휆u
22
= −[ucR + p2]dt
휆u
33
= −rPMdt
(39)
J(S(t0);t0) = min
uc(s),ua(s)
피
{
∫
T
t0
[g+x+(s) + g−x−(s) +M[1 − 휃(su(s))]
−A ⋅ 휃(su(s))]ds|S(t0);t0}
(40)
J(S(t0);t0) = min
uc(s),ua(s)
피
{
∫
T
t0
[g+x+(s) + g−x−(s) +M[1 − 휃(su(s))]
−A ⋅ 휃(su(s))]ds + 피[J(S(t + 훿t);t + 훿t)|S(t0);t0}
(41)
J∗ =min
uc,ua
{
g+x+ + g−x− +M ⋅ [1 − 휃(su = 0)] − A ⋅ 휃(su = 0)
+
∑
i
W(x, i, sd)휆u
0,i
+
훿W(x, 0, 1)
훿x
[휃(su = 0) ⋅ ua − 휇
d]
}
(42)
J∗ =min
uc,ua
{
g+x+ + g−x− +M +W(x, 0, 1)(−rCM) +W(x, 1, 1)rCM
+W(x, 2, 1)0 +W(x, 3, 1)0
+
훿W(x, 0, 1)
훿x
[
−휇d
]
}
1 3
Switching- and hedging- point policy for preventive maintenance…
The control term uc can assume any value since it is not included in the equation. 
However, constraint (3) implies that uc = 0 . The second control term ua = 0 by defi-
nition, since state su = 0 is a non-productive state.
3.2.5  Case 1b: su = 3
As previously:
The control term uc can assume any value since it is not included in the equation. 
However, constraint (3) implies that uc = 0 . Similarly, there is no need to discuss the 
control term ua since the state su = 3 is a non-productive state as well.
3.2.6  Case 2: su = 1
Since R→ ∞ with lim훿t→0R 훿t = 1 while we expect that W(x, 3, 1) −W(x, 1, 1) ≈ Cedx 
then limx→∞(W(x, 3, 1) −W(x, 1, 1))R = 0.
Regarding the term 훿W(x,1,1)
훿x
[
ua − 휇
d
]
 , if the term 훿W(x,1,1)
훿x
 is negative, the control 
term ua is set equal to the highest possible value, in order to minimize the objective 
function, i.e. ua = 휇u . If 훿W(x,1,1)훿x  is positive, then ua = 휇
d . When 훿W(x,1,1)
훿x
= 0 , then 
ua = 휇
u in order to prevent scattering. This is what is called an hedging point, since 
it controls the buffer level.
3.2.7  Case 3: su = 2
(43)
J∗ =min
uc,ua
{
g+x+ + g−x− +M +W(x, 0, 1)(−rCM) +W(x, 1, 1)rCM
+
훿W(x, 0, 1)
훿x
[
−휇d
]}
(44)
J∗ =min
uc,ua
{
g+x+ + g−x− +M +W(x, 3, 1)(−rPM) +W(x, 1, 1)rPM
+
훿W(x, r, 1)
훿x
[
−휇d
]}
(45)
J∗ =min
uc,ua
{g+x+ + g−x− +W(x, 0, 1)p1 −W(x, 1, 1)p1
+W(x, 2, 1)pdegr −W(x, 1, 1)pdegr+
−A + (W(x, 3, 1) −W(x, 1, 1))R ⋅ uc +
훿W(x, 1, 1)
훿x
[ua − 휇
d]
}
(46)
J∗ =min
uc,ua
{
g+x+ + g−x− +W(x, 0, 1)p2 −W(x, 2, 1)p2
−A + (W(x, 3, 1) −W(x, 2, 1))R ⋅ uc +
훿W(x, 2, 1)
훿x
[
ua − 휇
d
]}
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Since R→ ∞ with lim훿t→0R 훿t = 1 while we expect that W(x, 3, 1) −W(x, 2, 1) ≈ Cedx 
then limx→∞(W(x, 3, 1) −W(x, 2, 1))R = 0.
Then, if (W(x, 3, 1) −W(x, 2, 1) < 0 , the control term uc is switched on, in 
order to minimize the objective function. The value of x below which the term 
(W(x, 3, 1) −W(x, 2, 1) is negative and above which the term (W(x, 3, 1) −W(x, 2, 1) 
is positive is called switching point Zs
2
 . Regarding the term 훿W(x,2,1)
훿x
[
ua − 휇
d
]
 , if 
훿W(x,2,1)
훿x
 is negative, the control term ua is set equal to 휇u in order to minimize the 
objective function. If the term 훿W(x,2,1)
훿x
 is positive, then ua = 휇d . The value of x below 
which the term 훿W(x,2,1)
훿x
 is negative and above which the term 훿W(x,2,1)
훿x
 is positive is 
called hedging point Zh
2
.
3.3  Final comments about the policy
In the previous sections an hedging point Zh
i
 and a switching point Zs
i
 have been 
defined for the degradation states i = 1, 2 . Hedging points and switching points can 
be ranked from the lowest to the highest one. The ranking of the hedging point and 
of the switching point depends on parameters. The lowest switching or hedging 
point is the most dominant one, in the sense that it will have a major impact on the 
activation of the control policy. Some results from the literature are already avail-
able. For example, it has been noticed that the switching point Zs
2
 is smaller than the 
hedging point Zh
1
 for a wide range of parameters, meaning that the activation of the 
Preventive Maintenance is convenient if the machine is not in the state ‘as good as 
new’.
Therefore, if the switching point Zs comes first, it means that it is more conveni-
ent to stop the machine and perform the Preventive Maintenance in order to bring it 
back to the state as good as new (su = 1 ), instead of letting the machine being opera-
tional. On the other hand, if the hedging point Zh comes first, it means that there is 
no need to perform Preventive Maintenance, but it is more convenient to let it be 
operational, with a production rate equal to the demand. Then, we can deduce that 
in state su = 1 it is reasonable to affirm that the hedging point comes first and the 
switching point will be never reached, since there is no need to perform Preventive 
Maintenance. In the other conditions the ranking of the switching points depend on 
parameters. These cases will be explored in the following Sections.
From an industrial point of view, the hedging point is linked to the implementa-
tion of production strategies such as the control of the cycle time according to the 
downstream demand, whereas the switching point is linked to the implementation 
of a Condition-based Maintenance strategy. In fact, the ranking of hedging points 
and switching points provide an intuition about the criticalities of the system: if the 
switching point dominates the activation of the control policy, it is reasonable to 
assume that the system availability is critical, and therefore reducing the time spent 
on maintenance represents the key for the performance improvement. Similarly, if 
the hedging point dominates the activation of the control policy, it is reasonable 
to assume that the production has the priority, i.e. that the system must produce as 
much as required.
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4  Performance evaluation model
In the following, the analytical performance evaluation model integrating the control 
policy is presented. The performance evaluation model grounds on the stochastic 
flow models that have been developed in the last 30 years for manufacturing sys-
tems engineering. Comprehensive reviews of these models can be found in Buzacott 
and Shanthikumar (1993), Gershwin (1994), Dallery and Gershwin (1992), Libero-
poulos et al. (2006), Papadopoulos and Heavey (1996) and Li and Meerkov (2008). 
The proposed model grounds on the work presented in Tolio and Ratti (2018) for 
two-machine lines with generalized thresholds. In that paper, the authors present a 
stochastic flow model where machines may have different behavior for different lev-
els of the buffer. Moreover, the model has the capability to include control features 
in terms of transitions. Therefore, it can be applied to model the proposed control 
policy.
4.1  Modeling assumptions and notation
The model consists of a two-machine one-buffer system. Same assumptions as in 
Sect. 3 are applied. The reference system is modeled by means of a continuous-time 
deterministic mixed-state model. Indeed, the machines’ states are discrete, while the 
parts are modeled by means of a continuous flow. The notation is the same used in 
Tolio and Ratti (2018) for two-machine lines with generalized thresholds.
The buffer level is described by the state variable x, which is continuous. Differ-
ent ranges h = 1,… ,H of buffer levels are defined. Each range h is limited by lower 
threshold x−
h
 and upper threshold x+
h
 . The behavior of the system is related to the 
range in which the buffer level is at a given time. In particular, the characterization 
of each machine depends on the range, hence its behavior may be different among 
the various ranges.
The upstream and downstream machines are characterized by the vectors of states 
Su
h
 of size Ih and Sdh of size Lh respectively, which depend on the range h = 1,… ,H . 
When the upstream machine is in state Su
h
[i] , it produces at rate 휇
(
Su
h
[i]
)
 . Similarly 
when the downstream machine is in state Sd
h
[l] , it produces at rate 휇
(
Sd
h
[l]
)
.
4.2  System dynamics with control policy
The modeled system dynamics resemble the dynamics defined in 3. In the following, 
the implementation of the control policy is shown. Especially, we are interested in 
characterizing the hedging point(s) and the switching point(s) by means of the con-
trol variables ua and uc.
The control policy is implemented on the upstream machine according to speci-
fied buffer levels. Three ranges are defined, h = 1,… , 3 . The first range h = 1 
describes the backlog production. The limits of the first range are (−∞, 0] . The range 
width is modeled big enough so that the starvation probability of the downstream 
machine is close to zero. The second range h = 2 is limited between [0, Zs
2
] . Indeed, 
as soon as the buffer increases and the buffer level is higher than Zs
2
 , i.e. the system 
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moves into the third range, if the upstream machine is in state su = 2 , the Preventive 
Maintenance is activated. The third range h = 3 is limited between [Zs
2
, Zh
1
] . Indeed, 
as soon as the buffer increases and the buffer level is higher than Zh
1
 , the upstream 
machine reduces its production rate to 휇u = 휇d . Therefore, the buffer level cannot 
increase anymore and this can be set as maximum buffer capacity.
The overall threshold-based system dynamics is depicted in Fig. 3
Fig. 3  Implementation of the control policy on the threshold-based model
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5  Numerical results
In the following section, numerical results are provided. The goal of the experimen-
tal campaign is to analyze the impact on the optimal control policy of the switching 
points and the hedging points, for different levels of degradation, duration of Preven-
tive and Corrective Maintenance. The optimal control policy is defined for the mini-
mum costs, and analyzed with respect to the dominating activation points.
5.1  Experimental settings
Exponential degradation time has been considered. This gives the flexibility to ana-
lyzing different cases without complicating the description of the degradation pat-
terns. Further research will deepen the analysis of particular cases in terms of degra-
dation profiles, given the other parameters. In the following, the analysis has focused 
on a two-level factorial plan, on four different factors, plus a three-level factor which 
is the Preventive Maintenance duration. The parameters for the mixed factorial plan 
are provided in Table 1. The detailed and indexed cases are provided in Table 2. Cost 
parameters are A = 100[c.u.∕p], g− = 10[c.u.∕p], g+ = 1[c.u.∕p],M = 20[c.u.∕t.u.].
Table 1  Experimental settings
Level pdegr p1 p2 rCM rPM Zs Zh
High 0.1137 0.0370 0.29 0.25 0.3 0.45 0.6 1 : 150 150
Low 0.01137 0.0037 0.029 0.1 0.15 0.25 0.4
Table 2  Listed cases Case pdegr rCM p1 p2 rPM
1 0.1137 0.25 0.037 0.29 High
2 0.1137 0.1 0.037 0.29 Low
3 0.0113 0.25 0.037 0.29 High
4 0.0113 0.1 0.037 0.29 Low
5 0.1137 0.25 0.0037 0.29 High
6 0.1137 0.1 0.0037 0.29 Low
7 0.0113 0.25 0.0037 0.29 High
8 0.0113 0.1 0.0037 0.29 Low
9 0.1137 0.25 0.037 0.029 High
10 0.1137 0.1 0.037 0.029 Low
11 0.0113 0.25 0.037 0.029 High
12 0.0113 0.1 0.037 0.029 Low
13 0.1137 0.25 0.0037 0.029 High
14 0.1137 0.1 0.0037 0.029 Low
15 0.0113 0.25 0.0037 0.029 High
16 0.0113 0.1 0.0037 0.029 Low
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5.2  Results and comments
The results are divided in groups of four cases each. The first group clusters the 
cases where both degrading states have high failure rates and the failure rates are 
increasing between the state ‘as good as new’ and the degraded one. The second 
group clusters the cases where the failure rates are increasing from a low failure rate 
in the state ‘as good as new’ to a high failure rate in the degraded state. The third 
group clusters the cases where failure rates are decreasing. The fourth group clusters 
the cases where failure rates are increasing but they are both low.
The threshold indicates the variation of the switching point, and the buffer 
capacity indicates the hedging point. Therefore, if the control policy performs 
better for low activation thresholds, then the switching point dominate the sys-
tem. On the other hand, a high activation threshold corresponds to a dominating 
hedging point policy. Some cases are characterized by a balance between switch-
ing point and hedging point: in these cases, the threshold-based policy where the 
switching point is greater than 0 is the optimal one.
5.3  Group 1: Increasing and high failure rates in both degrading states
In this group of results, both degrading states have high failure rates and the failure 
rates are increasing between the state ‘as good as new’ and the degraded one. This 
corresponds to a usual situation when it comes to degradation of machines that are 
pretty obsolete.
In these cases, the faster the duration of the Preventive Maintenance is, the more 
the switching points dominate, as it can be seen in Fig. 4, Cases 1 and 2.
This may provide a rule of thumb for practitioners, in the sense that if the dura-
tion of the Preventive Maintenance is more than half of the duration of the Correc-
tive Maintenance, it is better to perform the Preventive Maintenance as soon as pos-
sible without taking into account the system conditions.
On the other hand, the closer the duration of the Preventive Maintenance to the 
Corrective Maintenance is, the more the hedging point is convenient. In fact, the 
gain from the implementation of the Preventive Maintenance would be marginal, 
and a production control strategy to avoid surplus should be more recommended. 
This can be noticed as well in Fig. 4.
However, this consideration holds only if the degradation is fast. Indeed, when 
the degradation is slow (Cases 3 and 4), a sooner activation of Preventive Mainte-
nance might be convenient. This happens because, by assumption, the Preventive 
Maintenance brings back the machine to the state ‘as good as new’. Therefore, even 
if the duration might not be short enough, its effect is compensated by the time that 
the machine will remain in the ‘as good as new’ condition.
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5.4  Group 2: low failure rate in state ‘as good as new’ and high failure rate 
in degraded state
This group is characterized by a high difference between the failure rate in the state 
‘as good as new’ and the failure rate in the degraded state. Indeed, this may hap-
pen when the machine has a sudden degradation process, triggered by some limit 
conditions.
It is possible to notice that though when Corrective Maintenance is fast, if the 
degradation is slow, the hedging point is dominating. On the other hand, when the 
Corrective Maintenance is slow, the switching point is dominating, because even a 
small decrease in the Maintenance duration improves the overall performance (see 
Fig. 5, Cases 7 and 8, respectively).
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Fig. 4  Cost function for cases 1–4 (blue = r
PM
 slow, red = r
PM
 medium, yellow = r
PM
 fast) (Color figure 
online)
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5.5  Group 3: Decreasing failure rates
In this group, machines characterized by decreasing failure rates are presented. This 
is a special case and it can be described as machines characterized by ramp-up fail-
ures, i.e. when right after a repair action, failures are more probable.
In these cases, as it can be seen from Fig. 6, the dominating activation point is the 
hedging point. Indeed, it is preferable to let the machine work as much as possible in 
order to reach the operational state with a lower failure rate.
5.6  Group 4: low increasing failure rates
These cases describe the situation where the machine has low, though increasing, 
failure rates. Then, the relation between the duration of the Preventive Maintenance 
with respect to the Corrective Maintenance, and the degradation rate becomes 
relevant.
In fact, different situations may happen, as depicted in Fig. 7. If the degradation is 
fast, but the Corrective Maintenance is fast as well, the optimal policy is defined by 
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a threshold-based switching point policy (Case 13). This is the case even when the 
Preventive Maintenance is not too much faster than a slow Corrective Maintenance, 
and the degradation is slow as well (Case 16). On the other hand, when the Correc-
tive Maintenance is fast, but the degradation is slow, there is not too much different 
for both activation points (Case 15).
6  Conclusion
In this work a threshold-based control policy for Preventive Maintenance in a two-
machine line is proposed. The upstream machine is characterized by a degradation 
profile. Each maintenance action brings back the machine to the ‘as good as new’ 
condition. The downstream machine is slower than the upstream. The intermediate 
buffer has finite capacity.
First, a mathematical proof based on Bellman’s equations is provided, showing 
the existence of the threshold-based control policy with switching points and hedg-
ing points. Switching points define the buffer level and the machine state for which 
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the Preventive Maintenance should be activated. Hedging points define the buffer 
level and the machine state for which the production rate of the fastest machine is 
controlled and reduced in order to avoid surplus.
An extensive experimental campaign has been conducted for different degrada-
tion profiles and maintenance duration, both corrective and preventive. Results 
show that the optimal control policy might be dominated by the switching points 
or the hedging points. The switching points have a high impact on the policy 
optimization when the duration of the Preventive Maintenance is shorter enough 
than the duration of the Corrective Maintenance. On the other hand, the hedging 
points have a high impact on the policy optimization when the duration of the 
Preventive Maintenance is not enough convenient with respect to the duration of 
the Corrective Maintenance. Therefore, the proposed model proves to be useful 
in order to evaluate when the management should focus on improvement actions 
regarding maintenance or focus on the production control.
The presented control policy is proved and analyzed when the degradation 
profile has two states. Indeed, the goal of the work is to provide the proof of 
the existence of both hedging points and switching points and their ranking in a 
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threshold-based control policy. However, additional complexity might be added 
to the model in terms of degradation profiles, for example distinguishing among 
begin-of-life degradation profiles, that can be modeled by a Weibull distribution 
with 𝛾 < 1 , and end-of-life degradation profiles, that can be modeled by a Weibull 
distribution with 𝛾 > 1.
Threshold-based control policies for Preventive Maintenance based on the 
machine degradation state have been widely studied. However, a strong assump-
tion that needs to be made is that the degradation profile is observable. Therefore, 
future research will focus on relaxing this assumption in order for the policy to be 
more implementable at industrial level. Moreover, the interaction at system level 
of joint control policies implemented in different machines along the line should 
be investigated.
Appendix
We can derive Bellman’s equation:
For 훿t → 0 and developing J(S(t + 훿t);t) to the first order:
Since 훿x(t) = dx(t)
dt
훿t = [휃(su(t)) ⋅ 휇(t)u − 휇(t)d]훿t:
Taking the expectations over all the possible states:
(47)
J(S(t);t) =min
uc(s)
피
{
∫
t+훿t
t
[g+x+(s) + g−x−(s) +M ⋅ [1 − 휃(su(s))]
−A ⋅ 휃(su(s))]ds + 피[J(S(t + 훿t);t + 훿t)]|S(t), t}
(48)
J(S(t);t) =min
uc(t)
{
[g+x+(t) + g−x−(t) +M ⋅ [1 − 휃(su(t))] − A ⋅ 휃(su(t))]dt
+피
[
J(S(t);t) +
훿
훿t
J(S(t);t)dt +
훿
훿x
J(S(t);t)훿x(t) + o(훿t)
]}
(49)
J(S(t);t) =min
uc(t)
{
[g+x+(t) + g−x−(t) +M ⋅ [1 − 휃(su(t))] − A ⋅ 휃(su(t))]dt
+ 피
[
J(S(t);t) +
훿
훿t
J(S(t);t)dt
+
훿
훿x
J(S(t);t)[휃(su(t)) ⋅ 휇(t)u − 휇(t)d]훿t + o(훿t)
]}
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Eliminating the infinitesimal terms of higher order:
Dividing by 훿t , simplifying and taking out from the minimum the terms that do not 
depend on uc(t):
Now, as far as the following conditions are true:
• the system dynamics does not depend directly on t;
• a steady state distribution exists for su(t), sd(t)
• it is possible to find a control policy that keeps x bounded.
Then the optimal control policy does not depend on t and the probability distribution of 
uc(t) is approximately constant in t. Therefore J(S(t);t) ≈ J(S, t) . It is possible to define 
J(S, t) with the following expression (see Gershwin, 1994):
(50)
J(S(t);t) =min
uc(t)
{
g+x+(t)dt + g−x−(t)dt +M ⋅ [1 − 휃(su(t))]dt − A ⋅ 휃(su(t))dt
+ J(S(t);t) +
∑
i
J(Si(t);t)휆
u
su(t),i
훿t
+
훿
훿t
J(S(t);t) +
∑
i
훿
훿t
J(Si(t);t)휆
u
su(t),i
훿t훿t
+
훿
훿x
J(S(t);t)[휃(su(t)) ⋅ 휇(t)u − 휇(t)d]훿t
+
∑
i
J(Si(t);t)[휃(s
u(t)) ⋅ 휇(t)u − 휇(t)d]휆
u
su(t),i
훿t훿t + o(훿t)
}
(51)
J(S(t);t) =min
uc(t)
{
g+x+(t)dt + g−x−(t)dt +M ⋅ [1 − 휃(su(t))]dt − A ⋅ 휃(su(t))dt
+ J(S(t);t) +
∑
i
J(Si(t);t)휆
u
su(t),i
훿t +
훿
훿t
J(S(t);t)
+
훿
훿x
J(S(t);t)[휃(su(t)) ⋅ 휇(t)u − 휇(t)d]훿t
}
(52)
−
훿
훿t
J(S(t);t) =min
uc(t)
{
g+x+(t) + g−x−(t) +M ⋅ [1 − 휃(su(t))] − A ⋅ 휃(su(t))
+
∑
i
J(Si(t);t)휆
u
su(t),i
+
훿
훿x
J(S(t);t)[휃(su(t)) ⋅ 휇(t)u − 휇(t)d]
}
(53)J(S(t);t) = J(x(t);su(t);sd(t);t) ≈ J(x, su, sd, t) = J∗(t − t) +W(x, su, sd)
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with:
Therefore, the Bellman’s equation becomes:
Since ∑i 휆usu,i = 0 and ∑j 휆dsd ,j = 0 by definition, we have:
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