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Terrestrial Gamma-ray Flashes (TGFs) are sub-millisecond bursts of high energy photons,
associated with lightning flashes produced inside thunderstorms. The Astro-Rivelatore
Gamma a Immagini Leggero (AGILE) satellite is one of the few satellites capable of
detecting these events.
Comparing gamma-ray measurements by AGILE and lightning detected by the World
Wide Lightning Location Network (WWLLN), it is possible to identify TGF candidates
based only on time correlation between gamma-ray and lightning data. This new algorithm
is not biased by previous selection criteria, e.g. spectral hardness ratio, and can therefore
find new candidates which have been overlooked before. Similar procedures have already
been successfully applied to data from the Fermi and RHESSI satellites. The ultimate
goal is to contribute to answering the question: how common are TGFs?
Using five different datasets collected by the Mini-Calorimeter (MCAL) and the Gamma-
ray Imaging Detector (GRID), between January 2008 and April 2018, a list of new TGF
candidates has been obtained. The datasets are differentiated by detector attributes and
variable timing accuracy. Due to a degradation of the onboard GPS timing accuracy in
July 2015, the absolute timing accuracy went from µs to ms level. By assuming perfect
time correlation between the WWLLN match and the TGF, these TGF candidates are
used to improve the ms timing accuracy of the AGILE data after 2015 to ∼ 100 µs. A
total of 439 TGF candidates are identified in the MCAL data between 23.03.15 - 14.04.18,





ADELE The Airborne Detector for Energetic Lightning Emission
AGILE Astro-rivelatore Gamma a Immagini LEggero
ASDC AGILE Science Data Center
ASIM Atmosphere-Space Interactions Monitor
BATSE Burst and Transient Source Experiment
BGO Bismuth Germanate Oxide
CA Cloud to Air (lightning)
CC Cloud to cloud (lightning)
CG Cloud to ground (lightning)
CGRO Compton Gamma-Ray Observatory
CZT Cadmium Zinc Telluride
EIWG Earth-Ionospheric waveguide
FOV Field Of View
GRBM Gamma-ray Burst Monitor (BeppoSAX)
GBM Gamma-ray Burst Monitor (Fermi)
GRB Gamma-ray bursts
GRID Gamma-Ray Imaging Detector
HF High Frequency
IC Intra cloud (lightning)
ISS International Space Station




NLDN National Lightning Detection Network
RHESSI Reuven Ramaty High Energy Solar Spectroscopic Imager
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SD Spectroscopy Detector
Super-AGILE Hard X-ray Imager
TGF Terrestrial gamma-ray flash
TOA Time of arrival
TOGA Time Of Group Arrival
TRMM-LIS Tropical Rainfall Measuring Mission Lightning Imaging Sensor
VLF Very Low Frequency
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Terrestrial Gamma-ray Flashes (TGF) are sub-millisecond bursts of very energetic photons
(up to ∼ 40 MeV) produced in the Earth’s atmosphere, and associated to lightning flashes
and thunderstorm activity [Dwyer et al., 2012]. The first TGFs were observed by the
Compton Gamma-ray Observatory (CGRO) in 1991. While looking for cosmic gamma-
ray bursts, it also detected short-duration gamma-ray bursts originating from the Earth.
These findings were reported by Fishman et al. [1994], who also linked the gamma-ray
bursts to thunderstorm activity.
CGRO detected on average less than one TGF per month during its nine years of operation.
It detected only very bright TGFs as the detector trigger window was long compared to
the typical sub-millisecond duration of TGFs. In 2002, the Reuven Ramaty High Energy
Solar Spectroscopic Imager (RHESSI) was launched to study solar flares, but also detected
0.43 TGFs per day during the first years of operation [Grefenstette et al., 2009].
In 2008, the satellite Fermi was launched. The first Fermi TGF catalog reports an average
detection rate of 2.2 TGFs per day [Roberts et al., 2018].
As TGFs seem to be correlated with lightning flashes, and there are approximately 45
lightning discharges per second on Earth [Rakov and Uman, 2003, p. 43], TGFs were
viewed as a rare phenomena with a very low TGF-lightning ratio. However, Østgaard
et al. [2012] suggested, using data from RHESSI and Fermi, that there might be a weak
population of TGFs not yet detected from space, due to e.g., the satellite’s low sensitivity.
They suggested that maybe all lightning flashes produce a TGF.
There are two methods in TGF searching algorithms. The first is based on standard se-
lection criteria, e.g. spectral hardness ratio, using gamma-ray data only. The second is
based on time correlation of satellite counts with radio waves from lightning discharges.
The first approach biases the TGF population towards bright events, possibly neglecting
observationally faint TGFs. However, the last approach is dependent on having an associ-
ated lightning detection, detected by a ground-based lightning network. The last approach
has been applied to both the RHESSI and Fermi data, identifying new weak TGFs which
have been overlooked by previous standard search algorithms [Østgaard et al., 2015; Smith
et al., 2016]. Although new TGFs were identified, Smith et al. [2016] concluded that a
large population of weak TGFs is improbable.
The Astro-Rivelatore Gamma a Immagini Leggero (AGILE), launched in 2007 and dedi-
cated to gamma-ray astrophysics, is able to detect up to 3 TGFs per day, using standard
selection algorithms [Marisaldi et al., 2015]. However, a lightning based search for TGFs
has not been systematically applied to the AGILE datasets. This is the aim of this thesis.
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The new TGFs, identified by correlation with lightning detections, will not be biased by
previous selection criteria, and will provide a basis for developing better search algorithms
in the future.
This thesis will provide a detailed analysis of five different AGILE datasets between Jan-
uary 2008 and April 2018, differentiated by detector type and onboard timing accuracy,
which deteriorated from µs level to ms accuracy, due to a degradation of the onboard GPS
in July 2015. A detailed description of the AGILE datasets is found in Section 4.3.
A TGF candidate is defined as a burst of photons associated ±500 µs with respect to the
lightning detection, corrected for the propagation time of the photons. A total of 439 TGF
candidates are identified between 23.03.15 and 14.04.18, where 396 of them have not been
published before.
The TGFs, identified after the degradation of the onboard GPS, are used successfully
to improve the satellite onboard timing accuracy from several ms accuracy to ∼ 100 µs,
assuming a perfect correlation with the associated lightning detections.
Plots and lists of the 439 TGF candidates identified, are found in the open git repository
”https://github.com/andersbhm/Software master thesis”, together with software written
during this thesis.
This thesis is structured as follows: Chapter 2 and 3 introduce the theory and describes
the space missions leading to the discovery of TGFs. Chapter 4 describes the instruments
and outlines the different datasets. Chapter 5 explains the methods developed to identify
the TGFs. Chapter 6 discusses and presents the results of the analysis, and Chapter 7




This chapter will present the theoretical background necessary to understand this the-
sis, namely; thunderclouds, lightning flashes, lightning detection by radio waves, and the
production mechanisms of Terrestrial Gamma-ray Flashes. As thunderclouds and light-
ning flashes themselves are not the main topic of this thesis, we will just provide a short
introduction.
2.1 Thunderclouds
Clouds are generally composed of ice crystals and water droplets. The forming of fair-
weather clouds occur when rising warm air cools faster than the surrounding air. When the
air cools, the moisture in the air condensates and forms water droplets. A thundercloud
develops from a fair-weather cloud when the rising air cools slower than the surroundings.
This happens when the rising air is sufficiently moist. Also, the decrease in the ambient
temperature with altitude needs to get cooler by at least 6 ◦C/km. As the temperature
decreases with altitude in the troposphere, and starts to increase in the stratosphere, the
tropopause generally marks the upper limit for a thundercloud. The tropopause altitude
varies between 8 km and 18 km, depending on season and latitude [Rakov and Uman, 2003,
p. 68].
As the temperature decreases with altitude, the water particles go through different phases.
Between 0 ◦C and −40 ◦C, some particles start to freeze, and some remain supercooled up
to −40 ◦C. All particles are frozen below −40 ◦C. When supercooled water particles
collide with ice crystals, they can freeze on impact. These particles are called graupels
and grow from µm to cm scale. When the graupels grow, they start to fall due to their
increased mass. The falling graupels then collide with rising ice and supercooled particles,
following the warm air updraft, and become charged through the triboelectric effect. The
triboelectric effect is the electrical charging of materials when they are in frictional contact
with each other.
Based on the experiments by Takahashi [1978] and Jayaratne et al. [1983], graupels are
considered the most likely source of charge generation in thunderclouds. The experiments
show that charge and polarity are dependent mainly on water content and temperature.
The experiments could predict the typical polarity of charge regions at a given temperature
in a thundercloud.
The charge distribution in thunderclouds is often approximated using a simple tripole
model, illustrated in Figure 2.1. The reality is more complicated, but the tripole model is
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generally accepted as a good approximation [Williams, 1989]. The tripole model consists
of an upper positive (UP) charge layer, a main negative (MN) charge layer, and a low
positive (LP) charge layer. The UP charge layer and the MN charge layer have the same
charge magnitude, and the LP charge layer has a much lower charge magnitude.
According to Rakov and Uman [2003], p. 83, the maximum electric field measured in
thunderclouds are in the range 1 kV/cm to 4 kV/cm. The measurements are done using a
balloon or an aircraft.
Figure 2.1: Illustration of the tripole model. Figure from Skeltved [2018].
2.1.1 Lightning Discharges
We will use the following terminology in this thesis: A lightning discharge, whether it
strikes the ground or not, is termed a lightning flash. A lightning flash that involves an
object in the atmosphere or the ground, is termed a lightning strike.
Lightning flashes can be divided into four groups: cloud-to-ground (CG) lightning, intra
cloud (IC) lightning, cloud-to-cloud (CC) lightning and cloud-to-air (CA) lightning. Rakov
and Uman [2003], p. 4, states that roughly 75 % of Earth’s lightning are IC lightning.
The remaining lightning flashes are mainly CG, while CC and CA are rare. It is the
+IC lightning that is most likely related to TGFs observed from space [Shao et al., 2010;
Lu et al., 2010]. This lightning discharge typically develops from the MN charge region
toward the UP charge region.
2.2 Streamers and Leaders
An essential part of discharge theory is the so-called streamers and leaders. Streamers and
leaders are related to the mechanisms of discharge processes and the initiation of lightning
flashes.
Rakov and Uman [2003], p. 5, define the difference between leaders and streamers as
follows: ”Any self-propagating electrical discharge creating a channel with an electrical
conductivity of the order of 104 S/m (comparable to that of carbon) is called a leader.
Streamers, on the other hand, are characterized by much lower electrical conductivity; the
air behind the streamer tip remains essentially an insulator.”
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2.2.1 Streamers
The process of streamer developing starts with an electron avalanche. The energy of an
electron increase with the electric field strength. An electron avalanche may start if the
energy of an electron is larger than the ionization energy of air. (∼ 12 eV for oxygen and
∼ 16 eV for nitrogen.) Inelastic collisions between the electrons and atoms may excite or
ionize the atoms. If the number of ionizing collisions is larger than the number of electron
attachments, there is an electron avalanche. In an electron avalanche, the number of
electrons, as a function of distance, is given by
n = e(α−η)z (2.1)
where n is the number of electrons, α is the number of ionizing collisions per unit length,
η is the number of attachments per unit length, and z is the distance along the electric
field. The electric field required for α = η is called the conventional breakdown threshold,
and is assumed to be Ek ≈ 32 kV/cm [Moss et al., 2006].
As the number of electrons, n, increases with distance, z, the electric field of the avalanche
increases. At some critical distance zc, the local electric field of the avalanche is larger
than Ek. If the local electric field of the streamer is larger than Ek at a distance zc, the
streamer is self-sustained. The number of electrons necessary to create such an electric
field is known as the Raether-Meek criterion, and is in the order of n ≈ 108−109 electrons.







where n = 108, Ek = 32 kV/cm, e is the elementary charge and ε0 is the permittivity of
free space. Solving for zc, we get 200 µm, which is the boundary of the streamer’s active
region.
If the electric field increases, the number of streamers increases. This forms the start of a
leader channel.
2.2.2 Leaders
As each streamer is weakly conductive and their current is low, they have to increase in
numbers to turn into a leader channel. Then their combined conductivity and current will
form a conductive channel. This is the case in a sufficiently high electric field.
Raizer [1991] p. 364 defines a leader as a thin, highly ionized, highly conductive channel
that grows along a path prepared by preceding streamers. He also states that ”The leader
head, like a metallic tip, is a source of exceptionally strong electric field and thus sends
out streamers that fan out and prepare the initial electron density.”
It is a leader that is visible during a CG lightning flash. The highly conducting channel
transports charge between the cloud and the ground, due to the potential difference.
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2.3 Lightning Detection by Radio Waves
Lightning flashes emit electromagnetic waves in a wide range of frequencies. The radio
waves emitted are often referred to as ”sferics”. The frequency range of sferics is typically
Very Low Frequency (VLF) but can extend up to Low Frequency (LF) and above [Rakov
and Uman, 2003, p. 432]. These sferics are possible to measure at great distances because
the Earth’s ionosphere acts as a wave guide, meaning that the radio waves are reflected
between the ionosphere and Earth’s surface. The ionosphere ranges from ∼ 60 kmto
∼ 1000 km, and consists of particles ionized by the radiation from the Sun. The radio
waves propagating along the Earth-Ionospheric waveguide (EIWG) are called skywaves,
and waves that propagate along the surface of the Earth, are called groundwaves. Skywaves
use more time, as they propagate over a longer distance.
The lightning location can be triangulated based on the difference in time of arrival (TOA).
The TOA is determined by the first microseconds of the sharp wave train, associated with
groundwaves. The Medium Frequency (MF) band is used to avoid the skywaves in the
VLF band arriving slightly later. As groundwaves do not travel long distances, a dense
network of ground stations separated by a few hundred km at the most, is needed [Dowden
et al., 2002]. Location accuracy down to a few hundred meters is possible.
The highest power spectral density of lightning radiation is in the VLF band (3 - 30 kHz).
VLF waves propagate thousands of km as skywaves, and are therefore possible to detect
easily with a lightning network much less dense than groundwave networks working in the
MF band. The problem arises as the initial sharp pulse of the lightning flash disperses as
it travels through the EIWG, leading to no sharp onset of the wavefront, leading to low
timing accuracy, and therefore low location accuracy. The World Wide Lightning Location
Network (WWLLN) solves this by using the whole dispersed wave train, and measures the
rate of change of the spheric phase with respect to frequency, to find the so-called time
of group arrival (TOGA). They define the TOGA as the instant when the least squares
regression line of phase, as a function of frequency, over a specified band, has zero slope.
For a lightning flash to be detected by WWLLN, it needs to be detected by at least five
separate stations [Dowden et al., 2002].
2.4 Production of Terrestrial Gamma-Ray Flashes
2.4.1 Runaway Electrons
C.T.R. Wilson discovered in 1924 that electrons might obtain high energies from static
electric fields in air [Wilson, 1924]. This is when the force from an electric field exceeds
the friction force the electron experiences due to collisions. This is called the runaway
electron mechanism.
The friction force in air is dependent on the kinetic energy of the electron. In Figure 2.2,
the kinetic energy of the electron is on the x-axis and the friction force experienced by
the electron is on the y-axis. The solid horizontal line, associated with eE, is the rate
of energy gain from a strong electric field. For an electron to runaway it needs an initial
energy larger than εth in this scenario. These electrons are called ”seed electrons” and
may originate from radioactive decay or cosmic rays. It is clear that εth rapidly decreases
with increasing electric field. If the electric field is equal to the so-called thermal runaway
threshold, Ec, all free electrons will run away. The minimum electric field needed to sustain
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runaway electrons is called the break-even field. The theoretical value of the break-even
field is Eb = 2.18 kV/cm.
Figure 2.2: The dynamic friction force, F , of electrons in air at ground pressure. The
dashed line to the right indicates effects of bremsstrahlung emission. This is a simplifica-
tion of a figure in Moss et al. [2006]. Figure from Dwyer et al. [2012].
2.4.2 Relativistic Runaway Electron Avalanches
Relativistic runaway electron avalanches (RREA) occur when the runaway electrons un-
dergo avalanche multiplication due to Møller scattering. (Møller scattering is electron-
electron elastic scattering.) The scattered electron could have high enough energy and
run away. This was shown by Gurevich et al. [1992]. Dwyer [2003] found, using a 3-D
Monte Carlo simulation, that the break-even field is Eb = 2.84 kV/cm, about 30 % higher
than 2.18 kV/cm. Using a GEANT4 Monte Carlo code, Skeltved et al. [2014] are in agree-
ment with Dwyer [2003]. These electric fields scale with air density, and these values refer
to the density of air at sea level. Eb is comparable to the maximum electric fields measured
in thunderclouds mentioned in Section 2.1.
The results of a RREA simulation is often represented using the avalanche length λ, also
called e-folding length. The avalanche length is the length needed for a total number of
electrons to increase by the number e (≈ 2.718). The number of electrons, NRE , present
in an avalanche after some length, z, is approximated with Equation 2.3.
NRE = N0e
z/λ (2.3)
where N0 is the number of seed electrons, and z is the distance from the start of the
avalanche. In Dwyer [2003]; Dwyer et al. [2012], the avalanche length, λ, is estimated as
λ ≈ 7.2 MeV
eE − F
, 3 ≤ E ≤ 30 kV/cm (2.4)
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where E is the electric field, and F = 0.276 MeV/m is an approximation for the average
energy loss rate experienced by the minimum ionizing electrons [Dwyer , 2003; Coleman
and Dwyer , 2006]. Equation 2.4 and the results from different simulations are shown in
Figure 2.3.
Figure 2.3: Electric field at sea level, and the avalanche length, λ. The data points are for
several authors, and Equation 2.4 is represented as a black line. The break-even electric
field, Eb = 2.84 kV/cm, is represented as the vertical dotted line. Adapted from [Dwyer
et al., 2012].
2.4.3 Relativistic Feedback Mechanism
The relativistic feedback mechanism was proposed by Dwyer [2003] in addition to RREA.
The mechanism involves feedback effects from high energy photons and positions, and is
illustrated in Figure 2.4. The figure is partially results from a Monte Carlo simulation;
A 1 MeV seed electron in X = 0 and Z = 300, starts an avalanche of runaway electrons.
The avalanche emits X-rays by bremsstrahlung, that may either pair-produce or Compton
backscatter in air. The positrons created from the pair-production is accelerated in the
opposite direction with respect to the electrons. These positrons may propagate to the
start of the avalanche region and produce secondary runaway electrons. It is possible for
positrons to travel several km as the positron annihilation cross-section decreases with en-
ergy, and they quickly accelerate to tens of MeV [Dwyer et al., 2012; Karwasz et al., 2002].
New electrons are produced in the avalanche region by hard elastic scattering (i.e. Bhahba
scattering) with atomic electrons in air (right in Figure 2.4). A backscattered photon from
the bremsstrahlung may also produce secondary electrons via Compton scattering or pho-
toelectric absorption (left in Figure 2.4). This process repeats itself and results in more
avalanches. The timescale of the relativistic feedback mechanism is in tens of microsecond
[Dwyer , 2003].
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The energetic seed electron, needed for the relativistic feedback mechanism to occur, may
be supplied from radioactive decays, cosmic-rays, or so-called thermal runaway electrons
accelerated by a local electric field higher than Ec in Figure 2.2. The thermal runaway
mechanism is discussed in the next section.
Dwyer and Smith [2005] found that a TGF source would require a production of ∼ 1016−
1017 runaway electrons to match the measured fluences of gamma-rays at 600 km altitude.
Dwyer [2008] argued that RREA is limited to a maximum production of 105 electrons.
As the relativistic feedback mechanism is capable of increasing the number of electrons up
to a factor 1013 [Dwyer et al., 2012], this mechanism is able to explain the large fluences
measured from TGFs.
Figure 2.4: Partial results from a Monte Carlo simulation of the relativistic feedback
mechanism. Light dark tracks are runaway electrons, the dark track is a positron, and the
dashed lines are X-rays. The horizontal dotted lines show the boundaries of the electric
field volume (E = 10 kV/cm). Adapted from Dwyer [2003].
2.4.4 Thermal Runaway Mechanism
Moss et al. [2006] proposed an alternative to the relativistic feedback mechanism. They
found that electrons in streamer tips in front of a leader can be accelerated to energies
of hundreds of keV to tens of MeV. These electrons are called thermal runaway electrons
because the electric field is higher than Ec in Figure 2.2. This mechanism does not need
any seed electrons as the high electric field will accelerate low energy electrons to high
energies. Celestin and Pasko [2011], using a Monto Carlo simulation, reported runaway
electrons from the streamer tip with energies up to 100 keV. Most of the electrons had an
energy of 65 keV.
The number of energetic electrons in this mechanism is 1017, which is consistent with
typical electron numbers involved in the production of TGFs [Celestin and Pasko, 2011].
The thermal runaway mechanism, has no need for further multiplication by the relativistic






In this chapter, we will outline the discovery of TGFs, and briefly describe the space
missions observing them. In Table 3.1, a summary of main characteristics of selected
space missions is shown. In Figure 3.1, the effective area as a function of energy for
RHESSI, AGILE and Fermi are shown. In the end, we will discuss the TGF correlation
to lightning flashes, and constraints on the energy spectrum and production altitudes.
Table 3.1: Main characteristics of RHESSI, AGILE, Fermi and ASIM
RHESSI AGILE MCAL Fermi GBM ASIM
Operative 2002 - 2007 - 2008 - 2018 -
Orbit altitude
and inclination


















260 cm2 220 cm2 160 cm2 (1xBGO) 900 cm2
Acquisition
type
continuous triggered triggered/continuous triggered
TGFs/year ∼ 340 ∼ 800 ∼ 800 -
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Figure 3.1: Effective area as a function of energy for AGILE, RHESSI and Fermi. Figure
from Marisaldi et al. [2013].
3.1 BATSE
The first TGFs detected were reported by Fishman et al. [1994]. They identified 12 ”in-
tense Gamma-Ray Flashes” in data between 1991 and 1993, from the Burst and Transient
Source Experiment (BATSE). The instrument was onboard the Compton Gamma-Ray
Observatory (CGRO) and was launched 5th April in 1991 to an orbit of ∼ 450 km al-
titude, with an inclination of 28.5◦. BATSE had 8 sets of scintillators located on every
corner of CGRO facing outwards. As the scintillators together covered most of the whole
sky, X-rays and gamma-rays were usually detected by at least four detectors. The relative
observed intensity between the detectors could be used to triangulate the direction of the
incoming photons. The Large Area Detectors (LAD) were made of NaI with a typical
energy range of 28 - 1800 keV [Preece et al., 1999]. The effective area was 2.025 cm2, and
it was 1.27 cm thick. The Spectroscopy Detector (SD) was also part of each module and
was a cylinder of NaI with 12.7 cm in diameter and 7.6 cm thick [Dwyer et al., 2012]. In
the literature, the BATSE TGFs is from the LAD data, but SD detected TGFs as well.
BATSE was designed to detect celestial gamma-ray sources. The trigger sampling time
onboard BATSE was 64 ms, and as TGFs have a typical duration of hundreds of µs, only
the brightest TGFs were detected. This was pointed out by Fishman et al. [1994] saying
that ”It is likely that many other weaker events of similar origin go undetected because of
the trigger criteria implemented by the experiment.”
In Figure 3.2, the 12 events reported in Fishman et al. [1994] are shown. The events
lasted from ∼ 0.1 to 2ms. Fishman et al. [1994] also suggested that the source of the
short gamma-ray bursts detected by BATSE could be bremsstrahlung produced by high
energetic electrons. They also pointed out that the TGFs were linked to thunderstorms,
providing cloud images associated with two of the TGF events. BATSE detected a total
of 78 TGFs during 9 years of operation [NASA, Accessed 14.05.2018].
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Figure 3.2: 12 TGFs detected by BATSE. Time is arbitrary, and the bin size is 0.1 ms.
Typical durations are ∼0.1 to 2 ms. Figure from Fishman et al. [1994].
3.2 RHESSI
The Reuven Ramaty High Energy Solar Spectroscopic Imager (RHESSI) was the next
mission to report detections of TGFs after BATSE. RHESSI was launched 5th February
2002 to an orbit of ∼ 600 km altitude, with an inclination of 38◦. RHESSI is still operating
at the time of writing. The only instrument onboard is an array of nine hyper-pure
germanium detectors with an energy range of 3 keV to 17 MeV. All energies above 17
MeV are measured in an overflow channel [Smith et al., 2002].
RHESSI continuously collects data, while BATSE had a trigger system. This makes it
possible to search for weak TGFs in the RHESSI data telemetered to ground. Dwyer and
Smith [2005] used the observed TGF energy spectrum by RHESSI to confine the source
altitude to between 15 and 21 km.
Grefenstette et al. [2009] presented the first RHESSI TGF catalog, containing 820 TGFs
detected between March 2002 to February 2008. Gjesteland et al. [2012] later developed
a new TGF search algorithm. For the period 2004 to 2006, they reported that they found
more than twice the number of TGFs as reported by Grefenstette et al. [2009].
3.3 AGILE
The Astrorivelatore Gamma a Immagini Leggaro (AGILE) is a satellite by the Italian
Space Agency and is providing the data used in this thesis. It was launched 23rd April
2007 in an equatorial orbit with an inclination of 2.5◦, and an altitude of ∼ 535 km [Tavani
et al., 2009]. The main purpose of the satellite is gamma-ray astrophysics. The detector
detecting most TGFs is the Mini-Calorimeter (MCAL). Like BATSE, MCAL is triggered.
There are several trigger sampling times, and they range from 293 µs to 8 s [Marisaldi et al.,
21
2014]. As TGFs are very brief, ∼ 100 µs, the lower trigger sampling time increases the
instrument sensitivity to TGFs. AGILE’s detectors and datasets are discussed thoroughly
in Section 4.2 and 4.3.
3.4 Fermi
The Fermi Gamma-ray Space Telescope is a satellite launched 11th June 2008 with an
inclination of 25.6◦, and an altitude of 565 km [Briggs et al., 2010]. Fermi is still operative
at the time of writing. There are two instruments onboard designed to detect cosmic
gamma-ray sources; The Large Area Telescope (LAT) and the Gamma-ray Burst Monitor
(GBM). The GBM consists of 12 NaI scintillators with an energy range of ∼ 8 keV to
∼ 1 MeV, and two Bismuth Germanate Oxide (BGO) with an energy range of ∼ 200 keV
to ∼ 40 MeV [Briggs et al., 2010].
The GBM is triggered with a sampling time of 16 ms, compared to BATSE’s 64 ms [Meegan
et al., 2009]. During the first year of observation, Fermi detected 12 TGFs. The trigger
logic was then changed and now data are acquired continuously. The first Fermi GBM
TGF catalog consists of 4144 TGFs, between 11th July 2008 and 31st July 2016 [Roberts
et al., 2018].
3.5 ADELE
The Airborne Detector for Energetic Lightning Emission (ADELE) is a gamma-ray detec-
tor suite, designed to be hosted onboard an aircraft, flying over thunderstorms. During a
campaign, it flew within 10 km radial distance over a thunderstorm with over 1000 light-
ning flashes detected by several lightning networks. They detected only one TGF [Smith
et al., 2011]. The authors concluded from this that the TGF-lightning ratio is between
0.1 % and 1 %.
Bowers et al. [2018], using ADELE data, reported the detection of bremsstrahlung coinci-
dent with a nearby lightning detection. They conclude that this is the first experimental
evidence of radiation from a backward positron beam created by the forward electron
beam from a TGF according to RREA theory.
3.6 ASIM
The Atmosphere-Space Interactions Monitor (ASIM) was launched 2. April 2018 and
was mounted to the Columbus module on the International Space Station (ISS). This is
the first instrument specifically designed to observe TGFs. Onboard there is an X-ray
detector, gamma-ray detector, two cameras and two photometers [Skogseide et al., 2012].
The X-ray detector is a Cadmium Zinc Telluride (CZT) semiconductor with an energy
range of 15-400 keV. The gamma-ray detector is a BGO scintillator with an energy range
of up to 40 MeV. The effective area of the CZT and BGO combined is ∼ 900 cm2 [ESA,
Accessed 20.05.2018]. These detectors combined provide a tool for observing TGFs and




In addition to the missions mentioned, Ursi et al. [2017] found 12 TGF candidates in the
BeppoSAX data archive. BeppoSAX is an Italian/Dutch satellite dedicated to high-energy
astrophysics, and was operative between 1996 and 2002. The instrument detecting the
TGFs was the Gamma-ray Burst Monitor (GRBM). The GRBM consisted of four CsI(Tl)
scintillators, with an energy range of 40 keV to 700 keV. The sampling time to trigger was
7.8 ms – 4 s, which is too long to be sensitive too TGFs.
TGFs are also possible to be detected from ground. Tran et al. [2015] and Hare et al.
[2016] reported the observation of TGFs by several different ground based detectors in
Florida.
3.8 TGF correlation to ground-detected lightning
Two of the first 12 TGFs observed by Fishman et al. [1994], were linked to thunderstorms
using satellite images. As it is discussed below, the association with thunderstorm activity
is now established, but the exact processes are not completely understood.
Inan et al. [1996] measured radio waves, so-called sferics, associated to lightning (see
Section 2.3), and provided evidence of thunderstorms close to the assumed origin of the
two TGFs reported in Fishman et al. [1994]. One of them had a ±1.5 ms association
between the sferic and the TGF.
When Smith et al. [2005] found that RHESSI detected between 10 and 20 TGFs per month,
the TGF-lightning correlation study could continue. Cummer et al. [2005] confirmed Inan
et al. [1996] by analyzing 26 TGFs observed by RHESSI. 13 of these TGFs had sferics
associated with them within -3 and +1 ms. All the 13 discharges had positive polarity.
They reported that these sferics occurred within ∼ 300 km from RHESSI’s sub-satellite
point.
In a more extensive study, Inan et al. [2006] found that 76 % of the TGFs detected in the
sub-satellite point region of RHESSI had sferics associated with them within few ms.
Lu et al. [2010] investigated a TGF detected by RHESSI on 26th July 2008. The radio
signals from the TGF were also detected by the North Alabama Lightning Mapping Array
(LMA). They showed that the TGF was produced by an intra cloud (IC) lightning flash
between the main negative (MN) (8.5 km) and upper positive (UP) (13 km) charge layers,
close to the RHESSI sub-satellite point. This was confirmed by Shao et al. [2010] using
the Los Alamos Sferic Array. The TGF associated sferic had signatures like an +IC flash
at an altitude between 10.5 to 14.1 km. An +IC flash develops from the MN charge region
and transports electrons up to the UP charge region.
Collier et al. [2011] analyzed 972 TGFs detected by RHESSI and found 93 WWLLN
matches. Most of the TGFs occurred within 500 km from the sub-satellite point, and a
few TGFs occurred at larger distances.
Cummer et al. [2011] analyzed the count rates from two TGFs detected by Fermi and
the magnetic fields produced by associated lightning flashes. They suggested that sferics
generated may be produced by the TGFs themselves. Østgaard et al. [2013] suggested the
same.
Briggs et al. [2013] reported that, after they identified more TGFs in the Fermi data, about
one-third of the new TGFs had WWLLN matches. Connaughton et al. [2013] found that
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the WWLLN TGF detection rate depends strongly on the duration of TGF. 50 % of brief
TGFs had WWLLN matches, and longer TGFs had less than 10 % WWLLN matches.
Mezentsev et al. [2016] used TGFs detected by RHESSI, WWLLN, and sferics recorded at
Duke University. Sometimes there are two TGFs associated with the same sferic. These
events are called a double TGF. In all of the 16 double TGFs analyzed, the sferic was
associated with the last of the two TGFs. There is no clear explanation for this yet.
Østgaard et al. [2015] and Smith et al. [2016] searched for weak TGFs in the RHESSI
data, using a search algorithm based only on TGF counts associated with WWLLN sferics.
Although Østgaard et al. [2015] identified 141–191 new weak TGFs in the RHESSI data
between 2002 and 2012, Smith et al. [2016] conclude that their combined results strongly
indicate that TGFs are rare.
McTague et al. [2015], using a similar approach as Østgaard et al. [2015] and Smith et al.
[2016], found no weak TGFs in the Fermi GBM data.
The AGILE data is the only mission for which a systematic search of lightning associ-
ated counts has not been done yet. This is the intent of this thesis. Marisaldi et al.
[2013] reported no association with WWLLN in the AGILE data between 2009 and 2012.
Marisaldi et al. [2015] found that 14 % of the TGFs in the period between 23rd March
and 24th July 2015, had WWLLN matches. The increased TGF-lightning ratio is due to
an AGILE configuration change discussed in Section 4.2.1.
3.9 TGF source altitudes and energy spectrum
The production altitude has been discussed in the literature since TGFs were discovered by
Fishman et al. [1994]. The TGF production altitude was long assumed to be above 30 km,
and that TGFs were connected to phenomenas like sprites [Inan et al., 1996]. Cummer
et al. [2005], using sferics associated with TGF observations by RHESSI, suggested that
the production altitude was below 30 km. Dwyer and Smith [2005] and Carlson et al.
[2007] found, using Monte Carlo simulations, that a source altitude of TGFs between 15
- 21 km is consistent with the observed energy spectrum by satellites. For the top of
thunderstorms, an altitude of 15 km is not unusual at low latitudes. (See Section 2.1.) Lu
et al. [2010] and Shao et al. [2010] reported that the MN charge layer and UP charge layer
were between 8.9 km and 14 km. Cummer et al. [2014] reported a TGF source altitude
around 12 km.
In Figure 3.3, the energy spectrum of superposed TGF counts from RHESSI are shown.
Note that the maximum energy range of RHESSI is ∼ 20 MeV (discussed in Section
3.2). The energy spectrum range from a few 10 keV to ∼ 40 MeV [Dwyer and Smith,
2005; Smith et al., 2005; Briggs et al., 2010; Marisaldi et al., 2010a]. Tavani et al. [2011]
reported maximum energies of 100 MeV associated to TGFs. However, this result can
partly be explained as pile-up, (i.e. energies from several photons counted as one photon)
due to the high fluxes of photons associated with TGFs [Marisaldi et al., 2018].
The typical time duration of TGFs is 100−250 µs [Gjesteland et al., 2010; Fishman et al.,
2011; Marisaldi et al., 2015].
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Figure 3.3: Energy spectrum of superposed TGF counts from RHESSI, and Monte Carlo





This chapter describes the instruments and outlines the different datasets which have been
used in this thesis. The WWLLN dataset contains lightning detections, the MCAL and
GRID datasets contain measurements from the satellite AGILE, and the last dataset is
the satellite position of AGILE.
4.1 The World Wide Lightning Location Network
The World Wide Lightning Location Network (WWLLN) is a global lightning detection
network based on Time Of Group Arrival (TOGA). (Explained in Section 2.3.) There are
70 stations around the world detecting VLF radio waves from lightning flashes [Hutchins
et al., 2013]. The number of stations has grown from 18 stations in 2004, to 70 stations in
2013 [Mallick et al., 2014]. In Table 4.1, the total number of WWLLN detections between
2008 and 2017 is shown.
Abarca et al. [2010] reported a detection efficiency for CG flashes ”from 3.88 % in 2006
−2007 to 10.30 % in 2008−2009”, using the National Lightning Detection Network (NLDN)
as reference. Rudlosky and Shea [2013] reported that the detection efficiency ”steadily im-
proves from 6 % during 2009 to 9.2 % during 2012”, using the Tropical Rainfall Measuring
Mission Lightning Imaging Sensor (TRMM-LIS) instrument as reference. These WWLLN
efficiencies are for the United States.
Hutchins et al. [2012] pointed out that WWLLN does not observe lightning with the
same detection efficiency everywhere. This can be due to the density of the WWLLN
stations, and the strong effect orography and ionospheric conditions have on the EIWG.
The WWLLN detection efficiency also depends on the local time as sunlight affects the
ionospheric conditions. Bürgesser [2017], with results in agreement with Rudlosky and
Shea [2013], estimated a WWLLN detection efficiency with values in the range of 1 % -
10 % for continental regions and 20 % for oceanic regions.
In Figure 4.1 the relative detection efficiency and WWLLN stations are shown. It shows
that the station density, and therefore the detection efficiency, is better in the United
Table 4.1: Total number of WWLLN detections per year from 2008 to 2017.
Year 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017
Number of WWLLN
detections in millions
78 115 139 153 189 210 228 226 212 207
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States, the Pacific Ocean and Indonesia, compared to Africa.
All the papers above report that the detection efficiency is dependent on the strength of
the lightning flash. The minimum detectable energy is a function of time and position,
and the WWLLN station threshold. The station threshold is adjusted according to the
background VLF signal. The threshold is varying slowly during the day, and if the station
detects many strokes at a given time, the threshold increases.
Figure 4.1: Relative detection efficiency for the WWLLN network 16. June 2010. Op-
erational WWLLN stations are shown as white triangles, non-operational in black, and
partly active in grey. Figure from Hutchins et al. [2012].
Abarca et al. [2010] found that the location of the lightning flash has a bias in the northward
and westward direction. In the northward direction, the average error is 4.03 km, and in the
westward direction, the error is 4.98 km. Østgaard et al. [2013] use a location uncertainty
of 15 km. We will use the location uncertainty used by Østgaard et al. [2013] in this thesis.
The WWLLN dataset consist of trigger times, each representing a detection of a sferic,
for each day. The data used in this analysis has an ASCII file with time, latitude and
longitude of each sferic detected for each day. The data is not entirely sorted in time.
WWLLN data are provided to Birkeland Centre for Space Science through a subscription
service.
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4.2 The AGILE mission and Detectors
The Astro-rivelatore Gamma a Immagini LEggero (AGILE) is a satellite owned and op-
erated by the Italian Space Agency. It is designed to observe distant gamma-ray sources.
It was launched on 23rd April 2007 in an equatorial orbit with an inclination angle of
2.47◦, and an average altitude of 535 km [Tavani et al., 2009]. AGILE’s energy range and
excellent timing resolution also makes it one of few satellites capable of detecting TGFs.
There are three instruments onboard AGILE. The Gamma-Ray Imaging Detector (GRID),
the hard X-ray Imager (Super-AGILE) and the Mini-Calorimeter (MCAL). A plastic anti-
coincidence (AC) shield surrounds the payload. In this analysis, the MCAL and GRID
instruments have been the sources of data. The hard X-ray Imager has not been used. In
Figure 4.2a a schematic of the payload is shown.
The data acquisition onboard AGILE is inhibited during passage through the South At-
lantic Anomaly. This is done due to limited available telemetry.
(a) (b)
Figure 4.2: a) Schematic view of the scientific instruments onboard AGILE. The picture
shows, from top to bottom, the hard X-ray Imager, GRID, and MCAL. There are no
electronics shown, and the AC-system is partially displayed. The cube weighs about
100 kg, and each side is about 60 cm long. b) The MCAL detector, showing the top plane
of the two orthogonal planes of CsI(Tl) scintillator bars. Both pictures are taken from
Tavani et al. [2009].
4.2.1 The Anti-Coincidence system
The anti-coincidence (AC) system surrounds all the detectors onboard AGILE, and its aim
is to efficiently reject charged particle background. Although the AC-system is designed
to reject charged particles, it has a non-negligible sensitivity to hard X-rays. The default
AC time window is 4.5 µs, but as the AC-system is paralyzable, the AC time window can
extend up to larger values in the case of high fluxes. To enhance the detection of TGFs,
the AC-system was disabled for MCAL on 23rd March 2015 [Marisaldi et al., 2015]. This
was done since the AC-system prevented events with duration shorter than ∼ 100 µs to be
detected, due to deadtime induced by the AC-system.
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4.2.2 The Mini-Calorimeter
The Mini-Calorimeter (MCAL) is a gamma-ray detector originally designed to detect
cosmic gamma-ray bursts (GRB). It consists of 30 CsI(Tl) scintillator bars placed in two
orthogonal layers (see Figure 4.2b). Each bar has a size of 15× 23× 375 mm3. At the two
ends of each scintillator, a PIN photodiode is reading the scintillation light. The intensity
of the scintillation light is a function of the position of interaction along the bar, and the
energy of the incoming particle. MCAL has an energy range from 300 keV to 100 MeV,
and a thickness of 1.5 radiation lengths [Labanti et al., 2009]. One radiation length is
the mean distance which a high energy electron travels before losing 1/e of its energy
by bremsstrahlung, and 7/9 of the mean free path for pair production by a high energy
photon [Segre, 1965]. The absolute time accuracy is ∼ 2 µs [Labanti et al., 2009].
MCAL can be operated in two different data acquisition modes, and both modes can be
active at the same time. The two different modes are called ”GRID mode” and ”BURST
mode” [Labanti et al., 2009].
In GRID mode, MCAL is part of the GRID detector. Another part of the GRID, the
Silicon Tracker (ST), issues a trigger to MCAL, and signals from all the 30 scintillator
bars are collected. The deadtime for the GRID is ∼ 100− 200 µs due to the data readout
of the ST.
The mode used in this analysis is the BURST mode. In BURST mode each bar acts an
independent detector with an average deadtime of 20 µs. The deadtime is the time after
a detection of a particle or photon, that the detector takes to recover before it can detect
another count. It includes the time needed for data readout. In a short burst of photons,
depending on the flux, if some bars are down because of deadtime, the other bars are
capable of detecting new photons. BURST mode is triggered, meaning the data is not a
continuous data flow.
The trigger logic acts on time windows from 293 µs to 8 s [Marisaldi et al., 2014]. For
TGF search, the relevant time windows are 293 µs, 1 ms, and 16 ms. The static thresholds,
i.e. the minimum of counts needed to issue a trigger, are 8, 10 and 41 counts, respectively
[Marisaldi et al., 2014, 2015]. After a trigger, data ±1 sec, with respect to the trigger time,
is sent to telemetry.
The only parameters used in this analysis, are the time of arrival and the calculated energy
of the photons.
MCAL Gamma-ray Detection
This section is based on Appendix A in Labanti et al. [2009].
When gamma particles interact with a scintillated crystal, they produce secondary elec-
trons through photoelectric effect, Compton scattering and pair production. These sec-
ondary electrons lose all their kinetic energy, almost at the same time, through collisions
with the molecules in the scintillation crystal. The (scintillation) light is generated from
the de-excitation of the electrons and is proportional to the incoming energy of the gamma
particle. The intensity of the scintillated light is given by
I(x) = I0e
−αx + Ioffset (4.1)
where I(x), I0, α, Ioffset is the intensity after some distance x, the intensity at x = 0,
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the attenuation coefficient and the equivalent intensity from e.g. electronics offset signal,
respectively.
The scintillation light is detected by a photodiode. A photodiode is a pn-junction operated
in reverse bias. When a photon hits the depletion region, it generates a charge pulse by
the photoelectric effect. The total charge in the pulse is therefore proportional to the
energy of the incoming photon.
Let us consider a scintillation bar of length L and a photodiode at each end of the bar
at position −L/2 and L/2. The reference frame is centered at the middle of the bar.
The photodiodes are called PD-1 and PD-2. They have an offset O1 and O2, and a gain
u0,1 and u0,2, from the electronic chains. If a particle with energy E is hitting the bar at
position x, the output from the two photodiodes, in an energy unit, is given by
U1(x,E) = O1 + u0,1Ee
−α1(x+L/2) (4.2)
U2(x,E) = O2 + u0,2Ee
−α2(L/2−x) (4.3)
where α1 and α2 are the attenuation coefficients of side 1 and 2.



















(U1 −O1)(U2 −O2) (4.5)
The parameters O1, O2, u0,1, u0,2, α1, α2 have been measured during ground calibration
campaigns. E is the reconstructed photon energy used in this thesis.
4.2.3 The Gamma-Ray Imaging Detector
The Gamma-ray Imaging Detector (GRID) consists of a Silicon-Tungsten tracker (ST),
MCAL and the AC-system. The GRID has an energy range from 30 MeV to 50 GeV. The
deadtime is ∼ 100−200 µs and the absolute time resolution is ∼ 2 µs [Tavani et al., 2009].
The deadtime is induced by the data readout. The AC-system is always active on the
GRID. The ST detection principle is based on photon conversion into positron-electron
pairs. The positrons and electrons leave tracks in position sensitive layers made of silicon
micro strip detectors. From these detections it is possible to 3D reconstruct the particle
paths and calculate the direction of the incoming photon. The GRID is not triggered like
MCAL, but has a continuous data acquisition.
4.3 The AGILE datasets
A summary of the AGILE datasets, used in this thesis, is shown in Table 4.2. The
characteristics of the datasets, regarding the TGF analysis, depends on the absolute timing
accuracy, and if the AC-system is disabled or not. There are two critical dates: 23.03.2015
when the AC was disabled for MCAL, and July 2015 when an issue with the onboard
GPS caused a degradation of the AGILE timing performance, resulting in a lower absolute
onboard timing accuracy.
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In the period before 23.03.2015, the AC-system was enabled for MCAL, and the absolute
timing accuracy was on microsecond level. In case of large gamma-ray fluxes, the AC-
system induces up to 100 − 200 µs deadtime for MCAL, making it inefficient at TGF
detection. The best period searching for TGFs in the MCAL data, is between the AC-
system was disabled, until the GPS failure. After the GPS failure, the absolute timing of
the clock onboard AGILE started to have an offset in absolute time which changed with
time.
The AGILE data are available from the AGILE Science Data Center (ASDC). For MCAL,
each contact is saved as a file including different quantities. (The contact number is the
number of orbits the satellite has done and it identifies univocally the datafiles where
AGILE observations are stored.) The quantities used in the MCAL data are the onboard
time, total energy of photon and Contact. The GRID data is available in the Flexible
Image Transport System (FITS) data format. The quantities used for the GRID are
onboard time and Contact.
4.3.1 GRID period
The GRID data used in this analysis are from 01.06.2008 - 23.06.2015. This is before the
GPS failure, and therefore the absolute timing is always on µs level. The AC-system is
always active on the GRID.
4.3.2 AC-ON period
In the period after the launch of AGILE, until July 2015, the absolute onboard timing
accuracy is on µs level, and the AC-system is active on both the GRID and MCAL. This
period is called ”AC-ON” from now on. As mentioned in Section 4.2.1, the AC-system
prevents brief duration events, such as TGFs, to be detected by MCAL. During this period
the average TGF detection rate according to Marisaldi et al. [2014] is ∼ 0.3 TGFs/day.
The exact period analyzed is 17.01.2008 00:00:00 - 22.03.2015 23:59:59.
4.3.3 REF period
The reference (REF) period, 23rd March - 24th June 2015, is considered the best dataset
to search for TGFs, as the absolute timing accuracy is accurate at µs level, and the AC-
system is disabled. Marisaldi et al. [2015] reports a total of 279 TGFs in this period, which
is a detection rate increase from 0.3 TGFs/day to 3 TGFs/day compared to when the AC-
system was active. The detection algorithm used in Marisaldi et al. [2015] is independent
of WWLLN matches and described in Marisaldi et al. [2014]. The exact period analyzed
is 23.03.2015 00:00:00 - 23.06.2015 23:59:59.
4.3.4 DRIFT period
In July 2015, an issue with the onboard GPS caused a degradation of the AGILE µs timing
performance. The onboard timing accuracy is essentially dependent on the number of
satellite the GPS is able to lock in. This period is called the ”DRIFT period” from now
on, because the onboard time started ”drifting”. The drift is a systematic offset in time
that remains constant for periods between days and weeks, and then suddenly ”jumps” to
a different value. This is illustrated in Figure 4.3, where ∆t is the timing offset.
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Figure 4.3: Illustration of the time drift. The Xs are the timing offset between computer
commands. The average of these is indicated with a dotted black line. The additional
grey slope is the additional drift discovered in this analysis, discussed in Section 6.5.
It is possible to make a crude timing correction of the offset, using housekeeping data.
The spacecraft’s main computer is an independent system from the payload computer,
and therefore has its own clock. This clock is synchronized to UTC during each ground
station contact (once every orbit). In the spacecraft computer there are loaded time-
tagged telecommands which will be executed at a specific time during the next orbit.
After execution, the payload computer returns a report including execution time in its
corrupted time reference frame. Let us say that the spacecraft computer tells the payload
computer, to execute a command at 12:03:50 UTC. The moment after, the spacecraft
computer receives a report from the payload computer that it executed the command at
12:06:55 UTC. This tells us that the payload onboard time has a 3 minute and 5 second
offset (∆t in Figure 4.3). This time difference is accurate down to ∼ 100 ms. As there are
several of these commands in each so-called Contact, (which is the orbit number counting
from the first orbit AGILE did,) the average of these timing differences is the best estimate
of the offset for that particular Contact. This is accurate down to a few ms, leaving a
statistical error of 1-5 ms. The DRIFT dataset analyzed in this thesis has been corrected
for this timing offset.
As the time accuracy is low, the detection of TGFs associated to lightning could not be
done based only on time correlation at µs level. A new method was developed based on
increased flux, or ”clusters”, associated with TGFs. A threshold is selected to reject likely
background fluctuations to enhance the signal to noise ratio. This is described further in
Section 5.4. The exact period analyzed is 01.01.2016 00:00:00 - 09.11.2017 10:09:10.
4.3.5 3D-FIX period
After the DRIFT period, the GPS partly recovered, meaning that the GPS calculates
the 3D satellite position correctly (3D-FIX), and the timing accuracy should be normal
(i.e. ∼ µs). But for still unknown reasons, the onboard time data, received in telemetry,
is still affected by an offset. The onboard time is number of second and microsecond
since 01.01.2004. The ”seconds” is called the integer part and the ”microseconds” is the
fractional part. The integer part is affected by an offset (like the DRIFT period) however,
as the fractional onboard time, which is reset every second by the GPS signal, is in a
different computer register, it is expected that the fractional time is back to the ∼ µs
accuracy, as in the REF period. The offset with respect to UTC therefore should always
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be only an integer number of seconds. The correctness of this statement can only be
checked by an external source, such as TGFs association to sferics. The exact period
analyzed is 17.01.2018 23:34:57 - 14.04.2018 23:15:26.
Table 4.2: Main characteristics of the different datasets used in this work.
Instrum. Name Date AC Timing accuracy
GRID GRID 01.06.2008− 23.06.2015 on 2 µs
MCAL AC-ON 17.01.2008− 22.03.2015 on 2 µs
MCAL REF 23.03.2015− 23.06.2015 off 2 µs
MCAL DRIFT 01.01.2016− 09.11.2017 off ∼ 1-5 ms
MCAL 3D-FIX 17.01.2018− 14.04.2018 off 2 µs (to be verified)
4.4 Satellite position
The position of AGILE is computed using ”build AGILE position files 2.py” available in
the git repository https://github.com/andersbhm/Software master thesis. The software
computes AGILE’s position for every second and saves it to a file. It uses Two-line element
set (TLE), and information about the Earth rotational axis. TLE is a data format used for
giving information of an object orbiting the Earth. It is produced by NORAD and based
on radar observations. The TLE data is retrieved from www.space-track.org. Information
about the Earth rotational axis is retrieved from www.iers.org.
Before the GPS failure, the GPS provided accurate position information included in the
AGILE data files. After the failure, the position had to be calculated using TLE. For
consistency, it was chosen to use only TLE for the different datasets in this thesis.
Figure 4.4 and 4.5 show AGILE’s latitude and altitude as a function of time. The altitude
is decreasing due to the atmospheric drag experienced by low orbit satellites. The span
in altitude reflects the normal variation between apogee and perigee for a non-perfectly
circular orbit.
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Figure 4.4: AGILE’s latitude, as a function of time, for a few orbits.














Figure 4.5: The altitude of AGILE as a function of time. There is a data gap at the end





This chapter describes the method and algorithms used in this analysis. The method
consists of 3 steps: 1) dataset reduction, 2) stacking analysis, and 3) search for clusters.
Step 1 and 2 are applied to all datasets, while step 3 is not applied to the GRID as the
GRID does not have clusters associated with TGFs. This is because of its energy range
(30 MeV to 50 GeV) and deadtime (∼ 200 µs) preventing it detecting TGFs as closely
separated burst of counts.
All software written for this chapter is found in the git repository
https://github.com/andersbhm/Software master thesis. The software is written in Python
or C++ using the ROOT analysis framework available from https://root.cern.ch.
5.1 Reduction of dataset size
The first part of the data analysis consists of reducing the complete dataset to a smaller
dataset for more efficient analysis. The motivation is only to keep MCAL data when there
is WWLLN data, and only keep WWLLN data when there is MCAL data. The MCAL
data is triggered, which means that data is sparse and can effectively be used to reduce
WWLLN and position data. The reduction of the datasets is described below in step 1 to
5.
1. Reduce AGILE position file to keep position data in a time window ±6 s around
each MCAL measurement.
2. Use the reduced AGILE position file to reduce WWLLN lightning data in a time
window±20 s around AGILE position file and a maximum distance of 1000 km within
the sub-satellite point.
3. Remove WWLLN detections which are closer in time than one time bin (100 µs),
corrected for propagation time. This is done to avoid counting the same lightning
twice as a TGF candidate.
4. For every WWLLN detection left, keep only MCAL measurements in a time window
±3 s and ±100 ms around each lightning and save to two different files, called ”histo
tree” and ”photon WWLLN match” in the software. Background data were selected
in a time window +3.2 to +3.7 seconds with respect to each lightning, and saved in
a separate file.
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5. As the two similar WWLLN detections are removed according to step 3 (100 µs),
but the ”photon WWLLN match” file keeps MCAL counts ±100 ms around each
WWLLN detection, there are sometimes counts associated to more than one WWLLN
detection. These count duplicates in the ”photon WWLLN match” and the ”back-
ground” file are removed so that each unique count is associated to the closest in
time WWLLN detection.
The software for step 1-5 is found in the git repository in the folder ”reducing data”.
The time windows selected in step 1 and 2 are exaggerated to be on the safe side and
could have been smaller. Every new file after each step is sorted by increasing time. This
is to make it easier to write the software.
In step 2, a maximum distance between the WWLLN detection and the sub-satellite point
is selected to be 1000 km (see Figure 5.1b). The field of view of MCAL, looking down
on Earth, has a radius of ∼ 2400 km. (This is for an altitude of 500 km and the radius of
the Earth at the equator.) The selected 1000 km radius is based on Connaughton et al.
[2010]; Cohen et al. [2010]; Cummer et al. [2005] which found most WWLLN matches
within 300 km from the sub-satellite point. Only Cohen et al. [2010] found some matches
up to 1000 km. The 1000 km radius is from now on referred to as the ”TGF FOV” (TGF
field of view).
In step 3, it is taken into account that WWLLN sometimes detects the same lightning
flash several times. Two WWLLN detections, close enough in time and location to be
associated with the same counts detected by AGILE, would result in a detection of two
TGFs instead of one. Therefore, if two lightning flashes are closer in time and location
than one time bin (100 µs) in the stacking analysis, only one is kept for further analysis.
This is done by taking the difference of (timelightning + timepropagation time) for lightning
1 and lightning 2, and keeping only one of them if the difference is less than 100 µs.
In step 1 the AGILE position file is reduced to less than 8 percent of original size. In step
2 the WWLLN data is reduced to less than 1 percent of its original size. The result after
step 5 is three different files shown in Table 5.1.
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5.2 Propagation time of photons associated to TGF
Finding the propagation time between the lightning and the satellite can be done using the
haversine formula, solved for distance, and the law of cosine. The haversine formula gives
the distance between two points on a sphere using latitude and longitude. Historically it
has been used by sailors to calculate distances. Since AGILE has an equatorial orbit, a
sphere is used as a model for the Earth, instead of an ellipsoid.
The haversine formula is given in Equation 5.1.












where ψ1, ψ2, λ1, λ2 are latitude and longitude, in radians, of point 1 and 2. The distance
S is the great circle arc length between two points.
The law of cosines gives
d2 = (R+ hsat)
2 + (R+ hL)
2 − 2(R+ hsat)(R+ hL) cos(θ) (5.2)
where R is the radius of the Earth and hsat, hL are the altitude of the satellite and the
lightning. The distance between the lightning and the satellite is d. θ is the angle between
the two points, with origin in the center of the Earth. See Figure 5.1a for a visual view of
all the variables.
(a) (b)
Figure 5.1: a) Illustration of all variables needed to calculate propagation time of photons,
using latitude, ψ, and longitude, λ. b) Illustration of a satellite moving over the Earth’s
surface. The TGF FOV indicates the maximum radius from the sub-satellite point the
WWLLN detection can be, to be included in the data analysis.
Using S = Rθ gives us θ, which is used in Equation 5.2 to solve for d. Then the propagation
time is given by
tpropagation = d/c (5.3)
where c is the speed of light.
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5.2.1 Propagation time accuracy
The distance photons travel from the TGF to AGILE, d, is given in Equation 5.2. The

















where hsat is the altitude of AGILE, hL is production altitude of TGFs, and S is the
distance between the sub-satellite point and the WWLLN detection. ∆hsat is the uncer-
tainty of the satellite altitude, ∆hL is the uncertainty of the production altitude of the
TGFs, ∆Ssat is the uncertainty of the sub-satellite point, and ∆SL is the uncertainty of
the location of the WWLLN detection.
By comparing the calculated TLE satellite position of AGILE with the onboard GPS




∆x2 + ∆y2 + ∆z2 =
√
3∆x2 ⇒ ∆x = 2 km√
3
= ∆hsat = ∆Ssat (5.5)
assuming independent position error.
The location uncertainty of WWLLN detections is estimated to be 15 km (see Section
4.1). ∆SL is then given by
15 km =
√
∆x2 + ∆y2 =
√
2∆x2 ⇒ ∆x = 15 km√
2
= ∆SL (5.6)
assuming independent location uncertainty on a surface.
From Section 3.9, the production altitude uncertainty of TGFs is assumed to be
∆hL ≈ 3 km (5.7)
For typical numbers, hsat = 500 km and hL = 15 km, the propagation time uncertainty is
shown in Figure 5.2. As most of the TGFs are within 500 km from the sub-satellite point
(see Figure 6.13 or Connaughton et al. [2010]; Cohen et al. [2010]; Cummer et al. [2005]),
the propagation time uncertainty is
∆tpropatation = ∆d/c ≈ 30 µs (5.8)
or less.
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Stacking analysis is done in order to find counts that are associated to TGFs too weak to
be detected as stand-alone events. This is because these weak TGFs are not significant
over the background fluctuations. Figure 5.3 shows a simple illustration of the idea of
stacking analysis. Each light curve, associated to lightning, is stacked on top of each other
in a stackplot. A light curve is a histogram with counts in the y-axis and time on the x-
axis. The time difference between counts detected by AGILE and the WWLLN detection,
corrected for propagation time, is referred to as ”δt” in the rest of this thesis. If δt = 0 in
Equation 5.9, there is a perfect correlation between the lightning flash and the incoming
photon detected by the satellite. If lightning flashes are directly correlated to gamma-ray
production, the stackplot should show a statistically significant excess of counts close to
δt = 0.
δt = timesatellite − timepropagation − timelightning (5.9)
The stacking analysis algorithm is described below.
1. For every unique WWLLN detection, create a histogram/light curve with counts
according to Equation 5.9.
2. Sum every light curve to a stackplot.
As TGFs have a typical duration of hundreds of microsecond, the lower and higher bound-
ary of the histogram in step 1, is ±100 ms.
The uncertainty in δt is a combination of uncertainty in the absolute time of AGILE,
WWLLN and the propagation time of the photons. The absolute time uncertainty of
AGILE is neglectable as it is ∼ 2 µs [Labanti et al., 2009]. (This is not the case for the
DRIFT dataset as the absolute time accuracy of AGILE is on millisecond level.) We also
neglect the difference between the speed of light in vacuum and through the atmosphere
above 15 km toward space. The bin size is selected to be 100 µs, larger than the uncertainty
of δt which is ∼ 30 µs, as discussed in Section 5.2.1.
Figure 5.3: Simple illustration of the stacking analysis. The dotted line represents 3σ
significance level.
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5.4 Search for clusters
As mentioned in Section 4.3.4, after 1st July 2015 an issue with the onboard GPS caused
a degradation of the AGILE µs timing performance. Stacking analysis relies on timing
accuracy at microsecond level to be effective. Otherwise, any potential significant number
of counts is spread over a large time interval resulting in a signal not significant above
the background fluctuations. A new algorithm was then developed assuming that a TGF
should be seen as an increased flux of counts, or a ”cluster of photons” in a light curve. The
idea is to look at lightcurves and only keep histogram bars with large counts per 100 µs.
This is possible as the relative timing accuracy is still at µs level, and that the absolute
timing offset is systematic. The offset is on few millisecond level when corrected by the
AGILE team using housekeeping data. The absolute timing offset is constant between
days and weeks, and then jump to a new offset.
The cluster algorithm is described below and also as an illustration in Figure 5.4.
1. Build a light curve for each WWLLN detection in the photon WWLLN match file.
Do this for the background file too. (Figure 5.4a)
2. Build the distribution of number of counts per 100 µs bin for each light curve. Do
this for the background file too. (Figure 5.4b)
3. Stack the distributions of counts per 100 µs bin for both background and WWLLN.
(Figure 5.4c)
4. Set a threshold based on signal vs. background. (Figure 5.4c)
5. Build a new histogram using only stacked events with counts per 100 µs bin higher
than the selected threshold. (Figure 5.4d)
What is regarded as the signal associated to the WWLLN detection, in Figure 5.4c, is
determined by the lower and higher boundary of the light curve histogram plotted in step 1
(Figure 5.4a). This limit is dependent on the duration of the TGF and the absolute timing
uncertainty of AGILE. When different light curves with different time drifts are stacked,
the final distributions is a combination of several normal distributions with different peaks.
The lower and higher boundary of the light curve histogram (Figure 5.4a) is therefore
chosen to be 0.5 ms or 100 ms, depending on the onboard timing accuracy in the dataset.
In step 3, the events with highest counts per 100 µs bin are probably associated to a TGF,
as TGFs are events with high intensity.
In step 4, the threshold is selected based on the highest signal to noise ratio. The ratio is
between the integrals of the TGF signal and the background signal, integrated from the
threshold to 20 counts per 100 µs.
In step 5, these events are stackplotted, to see the correlation with WWLLN. δt, in step
5 and Figure 5.4d, is approximated by the middle of the bin with the highest number of
counts in Figure 5.4a. This means that δt is a rather crude estimation (∼ 100 µs accuracy)
compared to e.g. a Gaussian fit to the light curve.
When the TGF candidates are identified, they are plotted as a light curve and energy vs.
time scatterplot, using the time and position of the lightning flash and the satellite, and the
measurements from the original MCAL data. The software is found in the git repository
and named ”plotting TGF candidates”. The light curve for each TGF candidate, for the

















(a) Single light curve












(b) Distribution of counts per time bin
for a single light curve




















(d) TGF candidates with counts per
100 µs bin higher than the threshold
Figure 5.4: a) A single light curve. b) Distribution of counts for the single light curve.
c) Superposed distributions of counts per bin associated to a lightning flash in black, and
superposed distributions of background in red. A threshold is indicated by a dotted line.
d) Distribution of events with counts per time bin over the chosen threshold.
45
5.5 Expected number of WWLLN detections in the TGF
field of view, and distance from sub-satellite point
5.5.1 Expected number of WWLLN detections in the TGF field of view
The following calculations are motivated by being able to provide a consistency check, so
that the total number of WWLLN detections in the TGF FOV, should be consistent with
the numbers calculated below.
The expected number of WWLLN detections in the TGF FOV, for a specific time interval,
is the ratio of the ”TGF FOV area”, and the area covered by WWLLN, times the total
number of WWLLN detections in that time interval.
The area of the TGF FOV is
ATGF = πr
2 (5.10)
where r = 1000 km.
As most WWLLN detections are between ±40◦ latitude in Figure 5.5, the area of the
spherical segment covered by WWLLN is estimated by
AWWLLN = 2(2πR
2 sinψ) (5.11)









That is, if the total number of WWLLN detections during some time is 10 000, the expected
number of WWLLN detections in the TGF FOV is 95.
As AGILE orbits the Earth, any longitudinal difference in the WWLLN detections, is
smoothed out.
Entries    2.285238e+08
Mean    7.655
Std Dev     21.29















Figure 5.5: Latitude distribution of the WWLLN data for the year 2014.
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5.5.2 Distance between WWLLN detection and sub-satellite point
In Section 3.8, the distance between the sub-satellite point and the WWLLN detection
associated to a TGF is discussed. In this section we will show the distribution for all
WWLLN detections with respect to the sub-satellite point. We will use the distribution
for all WWLLN detections in the TGF FOV, and compare it to the distribution of TGF
associated WWLLN detections in the next chapter: ”Results and Discussions”.
For all WWLLN detections inside the TGF FOV in the REF period, the distance from the
sub-satellite point to the WWLLN detection is shown in Figure 5.6. This was expected to
be a flat distribution, since the satellite position and the lightning detection are uncorre-
lated. From the figure, it is clear that there are more WWLLN detections far away than
close to AGILE’s sub-satellite point
The reason why there are more WWLLN detections far away, than close to AGILE’s sub-
satellite point, is shown in Figure 5.7. As AGILE’s inclination angle is 2.47◦, (also see
Figure 4.4), the satellite will spend most of its time closer to 0◦ latitude. Then, according
to Figure 5.7, most WWLLN detection is far away, than close to the sub-satellite point.
The bin size in Figure 5.6 is chosen so that the circular area corresponding to each bin
is constant. This binning is the same for all ”distance between sub-satellite point and










. Solving each equation for increasing rn gives that rn =
√
(n+ 1)r1.
Proving that the area of each bin always is constant: A1 = πr
2
1 = An = π(r
2
n − r2(n−1)) =
π((n+ 1)r21 − (n+ 1− 1)r21) = π(nr21 + r21 − nr21) = πr21
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Figure 5.6: Number of WWLLN detections, as a function of distance from sub-satellite
point to WWLLN detection, for the REF period.
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This chapter describes the results from the GRID, AC-ON, REF, DRIFT and 3D-FIX
period. A summary of the number of TGF candidates is given in Table 7.1. The TGF
light curves and energy vs. time scatter plots, are found in the git repository
”https://github.com/andersbhm/Software master thesis” in the folder ”Lightcurves”.
6.1 GRID period
As mentioned in Section 4.2.3, the Gamma-Ray Imaging Detector (GRID) has an energy
range from 30 MeV to 50 GeV, and a continuous data acquisition. The absolute timing
accuracy is on ∼ µs level, and the AC-system is always active on the GRID. The GRID
period is between 01.06.2008 and 23.06.2015.
In this period, the WWLLN data includes 1.22× 109 detections. There are ∼ 15.5 million
WWLLN detections in AGILE’s TGF FOV. (This number is in the same order of magni-
tude as expected from Section 5.5.) ∼ 4.5 million of these WWLLN detections occur with
a |δt| ≤ 100 ms (Equation 5.9) between the GRID and WWLLN detection. This is 29% of
the total WWLLN detections in the TGF FOV. The number of WWLLN detections, and
the GRID observing time is shown in Table 6.1.
The GRID observation time is estimated by binning the GRID data in a histogram with
a bin size of 1 s. The number of filled bins is multiplied by 1 s to get the total observation
time. The bin size of 1 s is selected as the average count rate is ∼ 8 cts/s. The observation
time may be overestimated by 1 %. This is estimated by counting every time there are
several empty bins after each other. The number of overestimated time in seconds is given
by two times the number of empty bins periods, times the bin size.




Number of WWLLN detections
associated with a GRID count
Total GRID
observing time
15 539 760 4 554 872 116 630 888 sec
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6.1.1 Stacking analysis
A stackplot of the GRID data for the 4 554 872 associated WWLLN detections is shown
in Figure 6.1. There is no significant peak above the background. This can be explained
by 1) the readout deadtime: only one photon can be detected for a 100 µs long TGF. 2)
energy range of the GRID: few photons are expected above ∼ 30 MeV from a TGF.
Briggs et al. [2013] found a TGF-lightning ratio of ∼ 3.8 × 10−4. As there are 15.5
million WWLLN detections below the satellite during GRID observation, we should expect
15.5 × 106 × 3.8 × 10−4 = 5.9 × 103 TGFs. Marisaldi et al. [2010b] found 8 TGFs with
GRID photons, compared to TGFs 119 with MCAL in the same period. This gives us a
GRID efficiency of 6.7 %, hence 5.9 × 103 × 0.067 = 397 expected TGF detections with
GRID. As GRID is detecting only one photon from each TGF, we should see a signal
of 397/
√
4050 = 6σ. However, high energy photons are expected to come from lightning
close to the sub-satellite point (distance within ∼ 400 km). Expected amount of lightning
producing photons detected by GRID is then 15.5 × 106 × 4002
10002
= 2.48 × 106. Then the
expected number of GRID photons is 2.48× 106 × 3.8× 10−4 × 0.067 = 63. Which is 1σ.
Shown in Figure 6.1, and given the calculation above, the stacking analysis is not identi-
fying TGFs in the GRID dataset. Other selection strategies, like direction reconstruction,
should be considered to enhance the signal to noise ratio.





























Figure 6.1: Stackplot of counts detected by GRID for 4 554 872 WWLLN detections.
6.1.2 Distance between the sub-satellite point and WWLLN detections
It is discussed in Section 3.8 and shown in Figure 6.13, that most of the WWLLN detections
associated with TGFs, have a distance to the sub-satellite point within ∼ 500 km. As the
stackplot in Figure 6.1 did not indicate any TGFs, the distance between the sub-satellite
point and the WWLLN detection is plotted in Figure 6.2. The distances are for both
GRID associated WWLLN detections, and all WWLLN detections in the TGF FOV. A
GRID count may be associated with a WWLLN detection if |δt| ≤ 500 µs.
The GRID counts associated to WWLLN detections within 200 km, are higher than for
all WWLLN detections in the TGF FOV. The associated detections between 200 km and
350 km are lower. There is not a clear hint of TGFs in this plot, although Marisaldi et al.
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[2010b] found, independent of WWLLN detections, 8 TGFs in the GRID data between
June 2008 and December 2009 .
0 100 200 300 400 500 600 700 800




























500± ≤t δWWLLN with 
WWLLN detections in TGF field of view
Figure 6.2: WWLLN detections associated with GRID counts in blue, and all WWLLN
detections inside the TGF FOV in red. Each distribution is normalized to 1.
6.1.3 Reconstruction of particle direction
As the GRID dataset and the REF dataset overlap with three months, it is possible to
compare these data. Comparing the GRID data with the TGFs found in the REF period
(Section 6.3), there are two photons detected by GRID which match two different TGF
candidates, in the MCAL data, within tens of microsecond. GRID can reconstruct particle
directions ±60◦ around the pointing direction of the instrument (Z vector in Figure 6.3).
Then, for GRID to be able to reconstruct the direction of the TGF associated photons,
the angle v, between W and Z must be less than 60◦.
GRID cannot provide a reliable direction reconstruction for the first photon as, if associ-
ated to the TGF, v = 130◦. The second photon has v = 48◦ and should be investigated
further, comparing the latitude and longitude of the associated WWLLN match and the
projected production origin on Earth (or space), where the photon came from. If the
photon is associated with the TGF, it should be traced back to the same latitude and
longitude as the WWLLN match. This is beyond the scope of this thesis.
A total of two GRID photons were associated with TGFs out of 100 detected by MCAL (see
Section 6.3). This is 2 % compared to the 6.7 % rate reported in Marisaldi et al. [2010b].
The lower percentage could be due to the fact that this analysis is based on WWLLN
associations, which favours shorter events [Connaughton et al., 2013]. This makes it more
likely that the AC-system prevents the photons from being detected by GRID.
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Figure 6.3: Illustration of AGILE and half the Earth. Z is perpendicular to the detection
plane of the GRID detector, W is the direction towards the WWLLN detection, and v is
the angle between Z and W.
6.2 AC-ON period
The AC-ON dataset is collected by the Mini-Calorimeter (MCAL), a gamma-ray detector
with an energy range from 300 keV to 100 MeV. MCAL is operated in BURST-mode.
The absolute timing accuracy is on µs level, and the AC-system is active on MCAL. The
AC-ON period is between 17.01.2008 and 22.03.2015
In this period, the WWLLN data includes 1.16 × 109 detections. There are ∼ 14.7 mil-
lion WWLLN detections in AGILE’s TGF FOV. (This number is in the same order of
magnitude as expected from Section 5.5.) ∼ 0.5 million of these WWLLN detections are
associated with MCAL with |δt| ≤ 100 ms between the MCAL and WWLLN detection.
This is 3 % of the total WWLLN detections in the TGF FOV. This percentage is much
lower for MCAL than for GRID, as GRID has continuous data collection, while MCAL is
triggered. The number of WWLLN detections, and MCAL observation time is shown in
Table 6.2.
The MCAL observation time is calculated by binning the MCAL data in a histogram with
a bin size of 20 ms. The number of filled bins is multiplied by 20 ms to get the total
observation time. The bin size of 20 ms is selected as the average count rate is 400 cts/s.
In a 20 ms bin, there is an average of 8 counts which gives a low probability of a zero bin
when MCAL is observing. The observation time may be overestimated by 1 %.








14 677 795 496 993 1 832 583 sec
52
6.2.1 Stacking analysis
A stackplot of the MCAL data for 496 993 associated WWLLN detections is shown in
Figure 6.4. There is no significant peak visible at δt ≈ 0 in Figure 6.4. The AC-system is
completely suppressing the TGF signal as we have 14.7×106×3.8×10−4 = 5586 expected
TGFs (number of lightning times the TGF-lightning ratio). As 1σ = 144 counts, the
signal should be clearly visible.
The absence of TGF signal is in agreement with Marisaldi et al. [2014], and is explained by
the AC-induced dead time, which prevents the detection of brief TGFs, mostly associated
with lightning.
As the two stackplots from the GRID and AC-ON period are for approximately the same
time period, one could expect them to have the same average background. This is not
the case as the two detectors, MCAL and GRID, have different count rate and different
exposure time. MCAL is triggered, i.e. data stream is not continuous as for the GRID.
The average count rate for GRID is ∼ 8 cts/s, and the average count rate for MCAL in
the AC-ON dataset is ∼ 400 cts/s. The ratio between the count rates is 50.
In Figure 6.1, the average background for the GRID is 4050 counts per 100 µs per WWLLN
detection. In Figure 6.4, the average background for MCAL is 20 625 counts per 100 µs per
WWLLN detection. There are ∼ 4.5 million WWLLN detections in the GRID stackplot




which is reasonable compared to the estimated ratio of 50.




























Figure 6.4: Stackplot of counts detected by MCAL for 496 993 WWLLN detections.
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6.2.2 Distance between the sub-satellite point and WWLLN detections
Figure 6.5 shows the distance between the sub-satellite point for WWLLN detections with
|δt| ≤ 500 µs (blue), and distance for all WWLLN detections in the TGF FOV (red).
Sferics associated with TGFs usually have a distance within ∼ 350 km. We can see that
the MCAL associated WWLLN detections are higher than for all WWLLN detections in
the TGF FOV, within ∼ 300 km. This may be a hint of TGFs in these data.
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Figure 6.5: WWLLN detections associated with MCAL counts in blue, and all WWLLN
detections in the TGF FOV in red. Each distribution is normalized to 1.
Motivated by Figure 6.5, a new stackplot was calculated, including only WWLLN detec-
tions within 280 km from the sub-satellite point. This is shown in Figure 6.6, showing a
3σ significant signal at δt = −0.5 ms, which should be further investigated.





























Figure 6.6: Stackplot of counts detected by MCAL for WWLLN detections within 280 km
from the sub-satellite point.
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6.3 REF period
The REF period dataset is collected by MCAL operated in BURST-mode. The difference
from the AC-ON period, is that the AC-system is disabled for MCAL. This results in a
deadtime of ∼ 20 µs for each of the 30 scintillator bars. The absolute timing accuracy is
on µs level. The REF-period is between 23.03.2015 and 23.06.2015.
In this period, the WWLLN data includes 62× 106 detections. The WWLLN data asso-
ciated with MCAL data is shown in Table 6.3. There are 849 030 WWLLN detections in
the TGF FOV. This number is in the same order of magnitude as expected from Section
5.5.
The number of WWLLN detections which is associated with the MCAL data (|δt| ≤
100 ms), is 9202. This is 1 % of the total WWLLN detections in the TGF FOV. In the
AC-ON period this percentage is 3%. As MCAL in the REF period is optimized for
detecting TGFs, this percentage is expected to be higher compared to the AC-ON period.
The difference in the REF period, compared to the AC-ON period, is that WWLLN
steadily increased its detection efficiency between the years 2008 to 2013 (Table 4.1). The
average number of WWLLN detections per year in the AC-ON period is lower compared
to the REF period. This results in a lower fraction of WWLLN detections associated with
MCAL, divided by all the WWLLN detections in the TGF FOV for the REF period.
The observation time of the MCAL is calculated by binning the MCAL data in a histogram
with a bin size of 10 ms. The number of filled bins was multiplied by 10 ms to get the total
observation time. The bin size of 10 ms is selected as the average count rate is ∼ 600 cts/s.
In a 10 ms bin, there is therefore an average of 6 counts which gives a low probability of a
zero bin when MCAL is observing. The observation time may be overestimated by 0.2 %.
The increased count rate from 400 cts/s in the AC-ON period to 600 cts/s in the REF
period, is due to charged particles being not rejected by the AC-system anymore.
6.3.1 Stacking analysis
Figure 6.7 shows the stackplot of the MCAL data. The significance of the peak at δt ≈ 0
is 24.6σ, and shows a clear connection between sferics and TGFs. This is further evi-
dence that the AC-system was preventing detection of short-duration gamma-ray bursts,
associated to lightning.
The energy of the counts in Figure 6.7 is shown in Figure 6.8. The peak at δt ≈ 0
indicates the energy range of photons associated with the TGFs, but is not corrected
for background, deadtime and eventually other instrumental effects. Though, the energy
range is in agreement with Dwyer and Smith [2005] and Marisaldi et al. [2015].
Figure 6.9 is the same as the plot in Figure 6.7, except that known TGFs from the 2nd
AGILE TGF catalog (www.asdc.asi.it/mcaletgfcat/) are not included. The significance of
the peak is 13.9σ. This shows that not all TGFs with a WWLLN association are found
by the selection algorithm used in Marisaldi et al. [2015].
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Figure 6.7: Stackplot of MCAL counts for 9 045 WWLLN detections.



























Figure 6.8: Energy of the counts in Figure 6.7, detected by MCAL. The unit of the color
scale is counts per 100 µs per energy bin.
































Figure 6.9: Same stackplot as in Figure 6.7 except that known TGFs from the 2nd AGILE
TGF catalog are excluded.
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6.3.2 Identifying TGFs using the search for cluster analysis
The search for cluster analysis (Section 5.4) is used to identify the TGFs in the previous
stacking analysis. Figure 6.10 and Table 6.4 are used to determine the best counts per
100 µs bin threshold. The signal includes counts with |δt| ≤ 500 µs, and the background
includes counts with δt between 3.2 and 3.7 seconds. The Background/Signal fraction is
the fraction of the integral of the background and signal, from the selected threshold to
20 counts per 100 µs bin. A threshold of 4 counts per 100 µs bin is selected as this gives
101 TGFs candidates with 2% background to signal ratio. A threshold of 3 counts per
100 µs bin is not used as this gives a large fraction of false positives due to background
fluctuation. This is clear from a background to signal ratio of 21% in Table 6.4.
One should note that the distributions in Figure 6.10 are counts per 100 µs bin. Therefore
the TGF signal may be distributed in several bins and be underestimated. However, this
is also the case for the background signal.
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Figure 6.10: Distribution of counts per 100 µs time bin for the REF period. The signal
includes counts with |δt| ≤ 500 µs and is normalized per 1 ms per 9202 WWLLN detection.
The background includes counts with δt between 3.2 and 3.7 seconds and is normalized
per 0.5 s per 9670 WWLLN detection.
Table 6.4: The threshold is minimum counts per 100 µs. The time window is the δt interval
around the WWLLN detection. The fraction of background/signal, is the ratio of the two
integrals from the selected threshold to 20 counts per 100 µs, of the background and signal
in Figure 6.10.
Threshold Time window TGF candidates Fraction Background/Signal
3 ±500 µs 142 0.21
4 ±500 µs 101 0.03
5 ±500 µs 96 0.008
In Figure 6.11, the TGF candidates with threshold = 4 is binned in a histogram as a
function of δt. By manually checking each light curve and energy vs. time scatter plot
of the 101 TGF candidates, 100 seems very likely to be TGFs. 43 of the 100 TGFs
are already identified by Marisaldi et al. [2015], using TGF selection criteria indepen-
dent of WWLLN. The plots of the 57 new TGF are found in the git repository in the
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folder ”Lightcurves/REF”. The 43 already identified TGFs are in the subfolder named
”also found by Marisaldi”.
One of the TGF candidates were counted twice as there were more than 100 us between
two associated WWLLN detections, corrected for propagation time. (See step 3 in Section
5.1.) This resulted in two WWLLN detections associated with the same TGF.
As there are 100 TGFs detected, during 93 days, using only correlation with WWLLN,
we obtain ∼ 1 TGF per day. Marisaldi et al. [2015] found 279 TGFs in the same period,
based on TGF selection criteria independent of WWLLN, obtaining ∼ 3 TGFs per day.
45 of 279 TGFs had a WWLLN association. As this analysis detects more than twice
WWLLN associated TGFs as Marisaldi et al. [2015], it indicates that their TGF selection
criteria are too strict. If a new set of selection criteria is developed based on already found
TGFs, including the new 57 TGFs, it may be possible to obtain a new detection rate of
maximum 6 TGFs per day in this period. This is discussed in chapter 7.
Figure 6.12 shows the same stackplot as in Figure 6.7, except that the 101 TGF candidates,
found by the search for cluster analysis, are excluded. It is evident that there is no
significant TGF signal left associated with the 9202 WWLLN sferics. This suggests that
the proposed search algorithm identifies all TGFs associated to WWLLN sferics in the
dataset.





















Figure 6.11: TGF candidates with threshold = 4. There are 101 TGF candidates with
|δt| ≤ 500 µs. The bin size is 100 µs. A Gaussian fit gives a sigma of σ = 60 µs
58
































Figure 6.12: Same stackplot as in Figure 6.7 except that the 101 TGF candidates, found
by the search for cluster analysis, are removed.
6.3.3 Distance between the sub-satellite point and WWLLN detections
Figure 6.13 shows the WWLLN detections associated with the 101 TGF candidates binned
as a function of distance from the sub-satellite point. All WWLLN detections in the TGF
FOV are also shown in red. The WWLLN detections, associated with MCAL counts,
are closer to the sub-satellite point than the approximately flat distribution from all the
WWLLN detections in the TGF FOV. It is clear that most of the WWLLN TGF matches
are within ∼ 350 km from the sub-satellite point, as discussed in Section 3.8.
The two outliers in Figure 6.13, with distance from the sub-satellite point larger than 700
km, are shown in Figure 6.14 and 6.15. Both outliers seem to be TGFs.
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WWLLN detections in TGF field of view
Figure 6.13: Number of TGF candidates, as a function of distance from the sub-satellite
point to WWLLN detection, and all the WWLLN detections in the TGF FOV. Each
distribution is normalized to 1.
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Energy vs. time scatter plot
Figure 6.14: Outlier with distance 775 km from the sub-satellite point in Figure 6.13. The
light curve has a blue bin size of 100 µs, and a red bin size of 50 µs.








































Energy vs. time scatter plot
Figure 6.15: Outlier with distance 763 km from the sub-satellite point in Figure 6.13. The
light curve has a blue bin size of 100 µs, and a red bin size of 50 µs.
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A double TGF is shown in Figure 6.16. Note that the WWLLN detection is associated with
the last TGF peak. This is in agreement with the observations by Mezentsev et al. [2016]
which reported that in 16 out of 16 double TGFs investigated, the radio signal associated
with a lightning flash, always is closer to the last TGF peak. A clear explanation for this is
not available yet. Note the high energy counts associated to the 2nd peak, up to 100 MeV.
This can be a result of pile-up of lower energy photons [Marisaldi et al., 2018].
Double TGFs are counted as one TGF in this analysis, as they have only one associated
WWLLN detection.






































Energy vs. time scatter plot
Figure 6.16: A double TGF. The distance to the sub-satellite point is 106 km. The light
curve has a blue bin size of 100 µs, and a red bin size of 50 µs.
6.3.4 TGF-lightning ratio in the REF period
There are 100 TGFs identified in this dataset, and there are 9202 WWLLN detections
associated with MCAL. The TGF-lightning ratio considering these numbers would be
enormous compared to 3.8 × 10−4 TGF-lightning ratio reported in Briggs et al. [2013].
However, this would not be correct, as MCAL data is triggered and therefore is more
likely to trigger if the lightning produces a TGF.
As most WWLLN associated TGFs occur within a 350 km distance between the sub-
satellite point and the WWLLN detection (See Figure 6.13), we will consider the WWLLN
associated TGFs and all WWLLN detections inside this radius. Within 350 km, there
are 63 WWLLN associated TGFs, and a total of 96 678 WWLLN detections. The TGF-
lightning ratio is then 6.5×10−4. For 500 km it is 4.3×10−4 and for 600 km it is 3.2×10−4.
The values are compatible with 3.8× 10−4 obtained for Fermi [Briggs et al., 2013]. These
are lower limits as there might be more TGFs, not detected at satellite altitude.
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6.3.5 Timing offset analysis
The TGF candidates found in this thesis are always associated with a WWLLN detection
per definition of the analysis. (|δt| ≤ 500 µs or 20 ms, to be a TGF candidate, depending
on the dataset.) δt, plotted as a function of time for events with number of counts larger
than the threshold, should appear as a straight line δt ≈ 0 with no slope. This is evident
in the REF dataset shown in Figure 6.17. The TGF candidates form a clear pattern at
δt ≈ 0, while background fluctuations seem randomly distributed forming no clear pattern.
The Contact number on the x-axis is the number of orbits AGILE has done. As each orbit
is ∼ 92 minutes, the number of contacts is a proxy for elapsed time.














Figure 6.17: REF dataset. Events with threshold = 5. The absolute timing accuracy is on
µs level, and the TGF candidates have a δt ≈ 0. The outliers are background fluctuations.
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6.4 DRIFT period
The DRIFT period dataset is collected by MCAL operated in BURST-mode, with a
disabled AC-system. The difference, with respect to the REF period, is that an issue in
the onboard GPS caused a degradation in the absolute timing accuracy. The onboard
time for this dataset is drifting, but is corrected using housekeeping data. The timing
accuracy is therefore assumed to be on ms level. The DRIFT period is between 01.01.2016
and 09.11.2017.
During this period the WWLLN data includes 390 × 106 detections. The WWLLN data
associated with MCAL data are shown in Table 6.5. There are 4 808 584 WWLLN detec-
tions in the TGF FOV. This number is in the same order of magnitude as expected from
Section 5.5.
The number of WWLLN detections which is associated with the MCAL data (|δt| ≤
100 ms), is 175 129. This is 3.6 % of the WWLLN detections in the TGF FOV. In the REF
period this percentage is 1%. The change is due to a configuration change implemented
in order to maximize the available telemetry from AGILE. The average count rate has
increased from ∼ 600 cts/s in the REF period, to ∼ 700 cts/s in the DRIFT period.
The observation time of the MCAL is calculated by binning the MCAL data in a histogram
with a bin size of 10 ms. The number of filled bins was multiplied by 10 ms to get the
total observation time. The bin size of 10 ms is selected as the average count rate is
700 cts/s. In a 10 ms bin, there is therefore an average of 7 counts which gives a low
probability of a zero bin when MCAL is observing. The expected MCAL observation time
is ∼700 000 second if we scale the observation time in the REF period (Table 6.3) to two
years. As the observation time is 2 743 686, the difference is due to a configuration change
implemented in order to maximize the available telemetry from AGILE, discussed above.
The observation time may be overestimated by 0.2 %.








4 808 584 175 129 2 743 686 sec
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6.4.1 Stacking analysis
Figure 6.18 shows no signficant peak at δt ≈ 0 . This is probably due to the millisecond
timing accuracy onboard AGILE. Hence, any potential significant number of counts is
spread over a large time interval. There is no visible peak, selecting both larger and
smaller bin sizes.

























Figure 6.18: Stackplot of MCAL counts for 175 129 WWLLN detections.
6.4.2 Identifying TGFs using the search for cluster analysis
As the standard stacking analysis had negative results, the ”search for cluster method”
was developed. It is described in Section 5.4. The idea is to look at light curves and
only keep histogram bars with high counts per 100 µs bin. This increases the chance of
identifying TGFs, as they are bright events associated with several counts per unit time,
compared with the background radiation.
The distribution of counts per 100 µs time bin, for both the TGF signal and the back-
ground, are shown in Figure 6.19. Based on Figure 6.19 and Table 6.6, a threshold of 7
counts per 100 µs, and a time window of |δt| ≤ 20 ms around each WWLLN detection, is
selected. This gives 302 TGF candidates, with a background to signal ratio of 37%. The
false positive TGFs are sorted out at a later stage. The number of TGF candidates, the
background to signal noise ratio for different thresholds, and time windows, are shown in
Table 6.6.
In Figure 6.20, events with threshold = 7 are binned in a histogram as a function of
δt. The TGF candidates have |δt| ≤ 20 ms. As a Gaussian fit to this distribution gives
σ ≈ 20 ms, it is clear that the actual timing uncertainty is much larger than the 1-5 ms
timing accuracy previously reported in Section 4.3.4.
By manually checking each light curve, and the energy vs. scatter plot, of the 302 TGF
candidates, 300 seems likely to be TGFs. The 300 new TGF light curve and scatter plots
are found in the git repository in the folder ”Lightcurves/DRIFT”.
Two of the TGF candidates were counted twice as there were more than 100 us between
two associated WWLLN detections, corrected for propagation time. (See step 3 in Section
5.1.) This resulted in two WWLLN detections associated with the same TGF.
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As all the 302 TGF candidates appear to be TGFs, the estimated 37% background in Table
6.6 is largely overestimated as it is closer to 0. As the TGF signal is normalized per 40 ms
instead of 1 ms as in the REF period, this reduces the signal by a factor 1/40. There may
also be that there are TGFs in the background signal, as it is not clear how large the time
drift offset can be. Considering the background to signal ratio is largely overestimated, a
lower threshold should be considered in the future. This will add a maximum of 109 new
TGFs with 6 counts per 100 µs.
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Figure 6.19: Distribution of counts per 100 µs time bin for the DRIFT dataset. The signal
includes counts with |δt| ≤ 20 ms, and is normalized per 40 ms per 175 129 WWLLN de-
tections. The background includes counts with δt between 3.2 and 3.7 s, and is normalized
per 0.5 s per 64 559 WWLLN detections.
Table 6.6: The threshold is minimum counts per 100 µs. The time window is δt around the
WWLLN detection. The fraction of background/signal, is the ratio of the two integrals,
from the selected threshold to 20 counts per 100 µs, of the background and signal in Figure
6.19.
Threshold Time window TGF candidates Fraction Background/Signal
5 ±10 ms 381 0.57
6 ±10 ms 243 0.36
7 ±10 ms 187 0.30
8 ±10 ms 135 0.26
6 ±20 ms 411 0.43
7 ±20 ms 302 0.37
8 ±20 ms 218 0.32
9 ±20 ms 148 0.31
10 ±20 ms 93 0.34
9 ±50 ms 234 0.50
10 ±50 ms 152 0.53
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Figure 6.20: Events with threshold = 7. There are 302 TGF candidates between −20 and
20 ms. The bin size is 4 ms. A Gaussian fit gives a sigma of σ ≈ 20 ms
6.4.3 Distance between the sub-satellite point and WWLLN detections
Figure 6.21 shows the WWLLN detections associated with the 302 TGF candidates, binned
as a function of distance from the sub-satellite point. All the WWLLN detections in the
TGF FOV are shown in red. The distribution of the TGF candidates shows that these
candidates probably are TGFs, as it is a similar distribution as in Figure 6.13 for the REF
period. The larger distribution, outside 500 km in the DRIFT period, can be explained
by that the DRIFT period consists of two years of data, while the REF period consists of
only three months.
The distribution in Figure 6.21, together with a manual inspection of the lightcurves
belonging to each TGF candidate, is a clear indication that these candidates actually
are TGFs, and that the search for cluster method works. We conclude that TGFs can
be identified with a close to WWLLN detection in this dataset, despite the low onboard
timing accuracy. This provides the opportunity to correct the timing of the drift dataset
down to accuracies of 100 µs. This is discussed further in chapter 7.
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WWLLN detections in TGF field of view
Figure 6.21: Number of TGF candidates, as a function of distance from the sub-satellite
point to WWLLN detection, and all the WWLLN detections in the TGF FOV. Each
distribution is normalized to 1.
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6.4.4 Comparing the background in REF and DRIFT periods
A comparison of the distribution of counts per 100 µs, for the REF and DRIFT dataset,
is shown in Figure 6.22. The distributions are normalized per time window duration, and
per number of WWLLN detections. The REF signal is much higher than the DRIFT
signal as the timing uncertainty, and therefore the time window defining the REF signal,
is much smaller. Note that the background, for counts per 100 µs larger than 8, in the
REF period is significantly larger compared with the ”DRIFT background”. This is now
addressed: The average count rate for the REF data is ∼ 600 cts/s, and the average count
rate for the DRIFT data is ∼ 700 cts/s. The background distribution should therefore be
smaller in the REF data compared with the DRIFT data, not opposite.
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Figure 6.22: Distribution of counts per 100 µs time bin, comparing the DRIFT dataset
(Figure 6.19) and the REF dataset (Figure 6.10).
This is investigated further in Figure 6.23, where the background for the REF period and
the background for the DRIFT dataset, between 23.03. - 23.06.2016, are compared. (This
is the same season for the DRIFT as for the REF, but for year 2016 instead of 2015.)
As the ”DRIFT background” in Figure 6.23 is higher than the ”REF background” (as
expected from the count rates), there seems to be a time dependence in the background
signal.
The AGILE team has informed us that there were several AGILE configuration changes
in the period between 2016 and 2017. This can be part of the explanation for the observed
discrepancies in the background.
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Figure 6.23: Distribution of counts per 100 µs time bin, comparing the backgrounds in
the REF dataset with the same season (23.03. - 23.06.2016) in the DRIFT dataset. The
REF background is normalized per 0.5 s per 9202 WWLLN detections, and the DRIFT
background is normalized per 0.5 s per 6238 WWLLN detections.
As the background in the plots above is taken from δt between 3.2 and 3.7 seconds, this
background is dependent on WWLLN detections. To estimate the true background signal,
the ”distribution of counts per 100 µs bin plot” was calculated for the full MCAL dataset,
independent of WWLLN data. That is all MCAL data available. The background plot,
for all MCAL data, is shown in Figure 6.24. As expected from the difference in count
rates, the DRIFT dataset has more counts per time bin compared with the REF dataset.
This means that the DRIFT background in Figure 6.22 is underestimated.
The same season dependent background shown in Figure 6.23, is also apparent in Figure
6.25, where MCAL data for different months in 2016 is plotted. Generally, there are more
counts per time bin in the period February-May than June-October, considering counts
per time bin between 5 and 20.
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DRIFT MCAL dataset 2016
REF MCAL dataset
Figure 6.24: Distribution of counts per 100 µs time bin, comparing the full dataset from
the DRIFT and REF period. The distributions are normalized per area between 1 and
20.
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DRIFT MCAL dataset 2016 Feb-May
DRIFT MCAL dataset June-Oct
Figure 6.25: Distribution of counts per 100 µs time bin, comparing different month intervals
in the DRIFT dataset. The distributions are normalized per area between 1 and 20.
In Figure 6.26, a comparison between the backgrounds in the REF period is shown. The
WWLLN dependent background (δt between 3.2 and 3.7 seconds) is shown in blue color,
and the full dataset is shown in black color. There is a good agreement between them,
meaning that the WWLLN dependent background is a good estimate for the background
in the REF period. The discrepancies in counts between 17 and 20 are reasonable, as the
full dataset has much more data than the WWLLN-selected one. There were no AGILE
configuration changes in the REF period.
In conclusion the observed discrepancies between the background in the REF and DRIFT
periods can be associated to: 1) configuration changes, 2) seasonal variability.
0 2 4 6 8 10 12 14 16 18 20
























Figure 6.26: A comparison of the WWLLN dependent background and the full REF
dataset. The distributions are normalized per area between 1 and 20.
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6.4.5 Timing offset analysis
For the DRIFT dataset, the δt vs. contact plot is shown in Figure 6.27 and 6.28. The
TGF candidates are expected to appear as a straight line with no slope, as for the REF
dataset, but with a constant offset due to the AGILE team’s time correction algorithm.
In Figure 6.27, some of the contacts in the DRIFT period are shown. Between Contact
46 000 and 48 000, and between 49 000 and 50 000, there are hints of TGF patterns.
In Figure 6.27, especially between Contact 48 000 and 49 000, there is no clear TGF pat-
tern. The reason for this is unknown. The same plot, but with |δt| ≤ 3 s, shows no TGF
pattern. This means that 1) there are no TGFs in this period, which is unlikely, 2) the
timing offset is larger than ±3 s and the data is not precisely time corrected, 3) the GPS
”jumps” to new offsets too often for a clear TGF pattern to appear.
Figure 6.28 is a zoomed view between contacts 49 000 and 50 000, of the events with
threshold = 7. The linear structure between Contact 49 200 and 49 800 consists of TGF
candidates. Otherwise, we could not explain this correlation feature. The outliers are
either background fluctuations, or TGFs with a timing offset forming no clear pattern. A
linear fit through the TGF pattern results in a δt change of ∼ −2 ms per day. Looking at
Figure 6.27, this is the steepest slope.
From Figure 6.28, it is clear that the time drift is not a constant value as expected.
This additional drift was not known prior to this analysis because correlation with WWLLN
is a technique much more accurate in terms of timing accuracy, than that based on house-
keeping data. The additional time drift partially explains the 20 ms σ observed in Figure
6.20. Figure 6.28 also shows that the TGFs extends beyond the δt ± 20 ms interval con-
sidered.














Figure 6.27: Events with threshold = 7.
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Figure 6.28: Zoomed version of Figure 6.27. Events with threshold = 7. The TGF
candidates are visible as a straight line, with a negative slope between Contact 49250 and
49700.
6.5 3D-FIX period
This analysis was employed to check the timing accuracy of the AGILE data after the
recovery of the GPS, discussed in Section 4.3.5.
The 3D-FIX period dataset is collected by MCAL operated in BURST-mode, with a
disabled AC-system. After the DRIFT period, the onboard GPS started partially working
again. We analyzed the new MCAL data between 17.01.2018 and 14.04.2018, corrected
with the same time correction algorithm as for the DRIFT period.
During this period the WWLLN data includes 52 × 106 detections. The WWLLN data
associated with MCAL data is shown in Table 6.7. There are 877 147 WWLLN detections
in the TGF FOV. (This number is in the same order of magnitude as expected from
Section 5.5.) The number of WWLLN detections, which is associated with the MCAL
data (|δt| ≤ 100 ms), is 10 104. This is 1 % of the WWLLN detections in the TGF FOV.
The MCAL observation time is calculated by binning the MCAL data in a histogram with
a bin size of 10 ms. The number of filled bins is multiplied by 10 ms to get the total
observation time. The bin size of 10 ms is selected as the average count rate is 700 cts/s.
In a 10 ms bin, there is an average of 7 counts which gives a low probability of a zero bin
when MCAL is observing. The observation time may be overestimated by 1 %.








877 147 10 104 117 783 sec
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6.5.1 Identifying TGFs using the search for cluster analysis
Selecting a threshold of 6 counts per 100 µs bin, we found 59 TGF candidates using the
search for cluster algorithm. The background to signal ratio is 5 % in Figure 6.29. After
manually checking the light curve and energy vs. time scatter plots, 57 seem likely to be
TGFs. Figure 6.31 also indicates this. The TGF candidates are found in the git repository
in the subfolder ”Lightcurves/3DFIX”.
In Figure 6.30, it is evident that the timing correction is still not accurate.
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Figure 6.29: Distribution of counts per 100 µs bin. The signal includes counts with |δt| ≤
20 ms, and is normalized per 40 ms per 10 104 WWLLN detections. The background
includes counts with δt between 3.2 and 3.7 s, and is normalized per 0.5 s per 9842 WWLLN
detections.















Figure 6.30: Events with threshold = 6. There are 59 TGF candidates between −20 and
20 ms. The bin size is 100 µs.
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WWLLN detections in TGF field of view
Figure 6.31: Number of TGF candidates, as a function of distance from the sub-satellite
point to WWLLN detection, and all the WWLLN detections in the TGF FOV. Each
distribution is normalized to 1.
6.5.2 Timing offset analysis
The 3D-FIX period is corrected using housekeeping data, meaning this correction has
both an integer part and a fractional millisecond part. The average ∆t (see Figure 4.3)
is calculated as long as the offset is approximately constant. In Figure 6.32, the TGF
candidates form a straight line at δt ≈ 0 with a constant offset, then ”jumps” to a new
offset. This is particularly clear for the contacts before and after Contact 56 800.














Figure 6.32: Events with threshold = 6
After the recovery of the GPS, the fractional onboard time is back to the accuracy of the
REF period, so the timing offset correction should only be corrected using the integer part.
As Figure 6.32 is corrected both for the integer and fractional ∆t, we need to subtract the
fractional correction from ∆t.
We received the file used to correct the timing offset using housekeeping data, and reversed
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the fractional offset correction, by subtracting the millisecond offset correction from the
data. This results in correcting only the integer part, meaning the time correction is done
properly as shown in Figure 6.33, 6.34 and 6.35. We conclude that this corrects the data
timestamps, leaving only a systematic offset of ∼ 4 ms.
The standard deviation of the peak is σ = 81 µs which is compatible to the 60 µs in the
REF period. If the data is corrected for the 4 ms systematic error, the timing accuracy is
comparable to the REF period as long as the onboard GPS behaves this way.
When we correct the 4 ms systematic error, we find that only 39 of the 57 TGF candidates
have |δt| ≤ 500 µs. The 18 TGF candidates left have clear TGF signatures in the lightcurve
and energy vs. time scatter plots. The 18 TGF candidates has WWLLN matches with δt
between a few ms to 55 ms.

















Figure 6.33: Events with threshold = 6. The bin size is 100 µs.


















Figure 6.34: 39 events with threshold = 6. The bin size is 100 µs. A Gaussian fit gives a
mean δt = −4.033 ms, and a sigma of σ = 81 µs.
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Figure 6.35: TGF candidates with threshold larger than 6 counts per 100 µs bin.
6.6 Global and monthly distribution of all TGF candidates
A global map of all the WWLLN detections, associated with the TGF candidates, is shown
in Figure 6.37. The ”TGF belt” clearly shows the inclination angle of AGILE, (±2.5◦).
We do not see TGF candidates with a higher and lower latitude as AGILE do not cover
these areas. The longitude distribution of these TGF candidates is shown in Figure 6.36.
The TGF candidates are mostly detected in Indonesia, Africa and the Central America,
in decreasing order. There are some TGF candidates occurring over the ocean.
Figure 6.38 shows the number of TGF candidates per month between March 2015 and
April 2014.
These distributions are consistent with the general characteristics of TGFs.
Mean    56.69
Std Dev     77.22



























Figure 6.36: Longitude distribution of the WWLLN detections associated with the TGF
candidates.
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Figure 6.37: Latitude and longitude of WWLLN detections associated with the TGF







































































































































































Figure 6.38: Monthly distribution of all the TGF candidates. Note that between 24.06.15





In this thesis we have applied a systematic search for TGFs, based on correlation between
WWLLN sferics and counts detected by AGILE. A dedicated algorithm was specifically
designed within the work of this thesis, in order to identify candidate TGFs in datasets
with varying systematic timing offset. A total of 439 TGF candidates are identified (43 of
these were already identified by Marisaldi et al. [2015]). A summary of the TGF candidates
is found in Table 7.1.
No TGF candidates were identified in the GRID and AC-ON period when the AC-system
was active on both GRID and MCAL. This confirms that the AC-system prevents the
detection of TGFs associated to sferics.
In the REF period (AC-system disabled for MCAL, timing resolution of 2 µs), 100 TGF
candidates were identified. When counts for these 100 TGFs are removed from the dataset,
there is no significant TGF signal left (Figure 6.12), concluding that most WWLLN sferics
associated with TGFs are identified in the dataset. A double TGF was identified in Figure
6.16, and in agreement with Mezentsev et al. [2016], the WWLLN sferic is associated with
the last TGF peak. The TGF-lightning ratio is in the order of 10−4, in agreement with
Briggs et al. [2013].
In the DRIFT period (AC-system disabled, timing resolution of ∼ ms), 300 TGF can-
didates were identified by the dedicated search for clusters analysis. It was known, and
corrected for by the AGILE team, that the onboard time had a varying, systematic timing
offset. However, this analysis discovered that there is an additional time drift (Figure
6.28). This was not known before this analysis. The pattern in the offset is sometimes not
visible. The reason for this is unknown, but three explanations are suggested: 1) there are
no TGFs in this period (which is unlikely), 2) timing offset is larger than ±3 s, 3) timing
offset changes too often for a clear TGF pattern to appear.




Minimum counts per 100 µs
GRID 01.06.2008 - 23.06.2015 0 n/a
AC-ON 17.01.2008 - 22.03.2015 0 n/a
REF 23.03.2015 - 23.06.2015 100 4
DRIFT 01.01.2016 - 09.11.2017 300 7
3D-FIX 17.01.2018 - 14.04.2018 39 6
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When there is a clear drift pattern, the correlation between TGFs and WWLLN sferics
can be used to correct AGILE’s onboard time during the corresponding period.
In the 3D-FIX period (AC system disabled, GPS working properly but onboard time
is still affected by a systematic drift), 39 TGF candidates were identified. These were
successfully used to correct the accuracy of AGILE’s onboard time from several ms to
∼ 100 µs accuracy. As these satellite data also are used to study other phenomena, like
gamma-ray bursts associated to gravitational waves [Verrecchia et al., 2017], high timing
accuracy in the dataset is of utmost importance.
This study can be the starting point of several investigations, listed below:
1. The study has identified new TGFs, associated with WWLLN sferics, that have
been overlooked by previous selection criteria algorithms. This shows that previous
selection criteria are too strict and then are excluding several TGFs. A study should
be performed, adjusting, and maybe finding new selection criteria, which includes
the previously excluded TGFs. An attempt to use machine learning to recognize
TGFs in the satellite data could be performed in addition to adjusting traditional
selection criteria.
2. As AGILE’s onboard time, since July 2015, is drifting, new TGFs associated with
WWLLN should routinely be identified in new AGILE data, correcting future timing
offsets. A Gaussian distribution should be fitted to every TGF to find the best
estimation of the TGF arrival time (timesatellite in Equation 5.9), replacing the
rather crude estimate of ∼ 100 µs accuracy, described in Section 5.4.
3. A direction reconstruction of the GRID photon associated with the TGF, identified
by MCAL in the REF period, could be calculated (Section 6.1.3). If the photon
is associated with the TGF, it should be traced back to approximately the same
latitude and longitude as the associated WWLLN sferic.
4. The 3σ significant signal in the AC-ON stackplot (Figure 6.6), should be investigated
further, as it may be due to counts associated with the early stage of TGFs before
the AC-system suppresses the largest part of the signal.
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