We propose a new cryptographic notion called generalized closest substring encryption. In this notion, a ciphertext encrypted with a string S can be decrypted with a private key of another string S′, if there exist a substring of S, i.e. S^, and a substring of S′, i.e. S^′, that are "close" to each other measured by their "overlap distance". The overlap distance between S^ and S^′ is the number of identical positions at which the corresponding symbols are the same. In comparison with other encryption systems, the closest notion is the Fuzzy-IBE proposed by Sahai and Waters. The main difference is that the Fuzzy-IBE measures the overlap distance between S and S′, while ours measures the overlap distance of all of their substrings (including the complete string), and we take the maximum value among those. The overlap distance between their substrings will measure the similarity of S and S′ more precisely compared to the overlap distance between the two complete strings. We note that embedding this overlap distance in an encryption is a challenging task, in particular in order to achieve a practical scheme. Therefore, we invent a new approach to develop a practical generalized closest substring encryption system. The novelty of our approach relies on the way we generate ciphertext and private key representing the complete string so that they can still measure the overlap distance of substrings. The size of ciphertext and private key grow linearly only in the length of the input string. We prove the security in the selective model under a generalization of decision q-Bilinear Diffie-Hellman Exponent assumption. 
Introduction
Pattern matching problem has been primarily used in many computational biology applications. In this work, we investigate an important class of pattern matching problem, namely the closest substring problem in the context of encryption. The closest substring problem [21] is formalized as follows. Given k strings S 1 , S 2 , · · · , S k over an alphabet Σ and integers L, d H , we are to find a string S (of length L) and a substring of each S i (of the same length L), denoted asŜ i , such that the Hamming distance between S and eachŜ i is at most d H . That is, the number of identical positions at which the corresponding symbols are the same is at least d, where d = L − d H . The value d is known as the "overlap distance" (which is the similar notion used in [30] ). The closest substring problem has been found very useful in bioinformatics, such as primer design [20, 27] , genetic probe design [18] , antisense drug design [11] , and motif finding [10] , as it can be used to measure the similarity between two strings more precisely via their substrings compared to other measurements like measuring the overlap distance between two complete strings.
In this work, we are motivated to equip an encryption with a closest substring measurement, which is a generalization of the closest substring problem. Informally speaking, an encryptor constructs a ciphertext by encrypting a message using a string S and broadcasts it to all recipients. A recipient of the ciphertext can decrypt it with a private key of string S , if and only if the overlap distance between S and one of the substrings of S is at least d. A potential application scenario of this encryption exists in bioinformatics. The string S represents a DNA pattern associated with some disease or some specific pattern, while S is an individual's DNA sequence. A sensitive message is encrypted with the string S and the encryptor wants to ensure that only the owner of the DNA sequence S that matches the pattern S under the closest substring measurement can decrypt the ciphertext.
To measure similarity of the two strings more precisely, we consider the measurement on their substrings. Subsequently, we generalize the decryption condition where the ciphertext can be decrypted if and only if the overlap distance between one of the substrings of S and one of the substrings of S is at least d, and hence, the notion of generalized closest substring encryption. This generalization allows us to acquire substrings with a larger overlap distance compared to the closest substring problem between a string and a substring. As an example, consider two strings 1 S = AT CGT and S = T CGT AT GGA. We find that the overlap distance between S and a substring of S is at most three (the substring of S is AT GGA, and hence, the overlap distance is obtained from ATCGT and ATGGA), but the overlap distance between a substring of S (i.e, TCGT) and a substring of S (i.e, TCGT) is four.
The closest cryptographic primitive to the generalized closest substring encryption is the fuzzy identitybased encryption (IBE) [30] introduced by Sahai and Waters. Fuzzy-IBE allows a ciphertext encrypted with a string S to be decrypted with a private key of string S , if and only if the overlap distance between S and S is at least d. We notice that this distance measurement is not suitable for distance measurement between substrings. In the example above, when we use the definition of an overlap distance between S = AT CGT and S = T CGT AT GGA as defined by Sahai and Waters [30] , we will obtain zero and then judge these two strings as irrelevant. This is because the comparison is performed between the string AT CGT and T CGT A only. In the following table, we list the comparison of decryption conditions among fuzzy-IBE, closest substring encryption (CSE) and generalized closest substring encryption (GCSE).
Encryption Notions
Decryption Conditions d ≤ dX Fuzzy IBE dF = the overlap distance between S and S . CSE dC = the maximum value of overlap distance between S and a substring of S . GCSE dG = the maximum value of overlap distance between a substring of S and a substring of S . Table 1 . Various encryption notions. Here, we assume a ciphertext is encrypted with a string S and we want to decrypt the ciphertext using a private key of another string S , where d denotes a threshold value and dX is the defined distance in the corresponding encryption notion. As an example, let S = AT CGT and S = T CGT AT GGA. We have dF = 0, dC = 3 and dG = 4. The definition of dG measures the similarity of S and S more precisely than the other two definitions.
Trivial Construction A trivial construction of GCSE can be obtained by modifying fuzzy-IBE. In comparison with fuzzy-IBE, the difficulty of constructing a GCSE system is the fact that we do not know which two substrings will produce the overlap distance larger than the threshold value until both strings are provided.
To address this problem, we can split the string into many independent strings. Suppose n is the length of string. Let S = s 1 s 2 · · · s n and the i-th substring of S beŜ [i] = s i s i+1 · · · s n , where s denotes a symbol from an alphabet. More precisely, the trivial construction works as follows. We split the string S into the set of strings {Ŝ [1] ,Ŝ [2] , · · · ,Ŝ [n] } and S into the set of strings {Ŝ [1] ,Ŝ [2] , · · · ,Ŝ [n] }. To encrypt a message with S, we generate all ciphertexts of fuzzy-IBE encrypted with all produced strings of S. Similarly, we compute private keys of fuzzy-IBE on all produced strings of S . If there exist a substringŜ of S and a substringŜ of S where their overlap distance is at least d, the recipient of ciphertexts will select the ciphertext encrypted withŜ and the private key ofŜ to extract the message. Unfortunately, the above trivial construction is inefficient and accompanied with O(n) numbers of ciphertexts and private keys of fuzzy-IBE. We note that the most efficient fuzzy-IBE scheme (or more generally threshold attribute-based encryption [16] ) in the literature can achieve constant-size ciphertext, but the private key size grows linearly at least in the length of total attribute number. It means this trivial construction for GCSE gives O(n 2 ) size of private keys. Notice that O(n 2 )-length private key is quite impractical especially when the encryption is proposed for the aforementioned applications. In a gene sequence, the average length of a gene is 27 thousands [22] . If we want to generate a private key for such a long gene sequence, we have n = 27, 000 and O(n 2 ) is impractical in terms of implementation. Another drawback of this trivial construction is in the encryption phase. When each ciphertext computation costs O(n) time (e.g. [30, 16] ), it requires O(n 2 ) time in the encryption phase of GCSE. Hence, this trivial construction, although straightforward, is undesirable.
Our Contributions
We formalize the notion of Generalized Closest Substring Encryption (GCSE in short). Briefly, a ciphertext encrypted with a string S can be decrypted with a private key of another string S , if and only if the overlap distance between one of the substrings of S and one of the substrings of S is at least d. The number d is determined by either the key authority during key generation or an encryptor in ciphertext generation, but in this work, when referring to the definition and construction of GCSE, we focus on the first type, unless it is specified otherwise. We note that this encryption system does not restrict the identical length of S and S . It is also applicable to those scenarios where the string S of the private key is much shorter than the input string S used in the encryption phase.
We invent an entirely new approach in the construction of GCSE, which is much more efficient compared to the trivial construction. We map strings S, S into two specific integer strings E, K respectively, with the same length. If there exist a substring of S and a substring of S such that their overlap distance is at least d, we can find d pairs (For each pair, one is from E and the other one is from K) of integers such that their sums are all equal to some specific integer. There is no restriction (e.g. identical positions) in choosing integers, and hence we do not need to split strings S and S into many strings. In our construction, a ciphertext encrypted with an n 1 -length string S consists of n 1 + 2 group elements. A private key for an n 2 -length string S only consists of n 2 group elements. Both ciphertext and private key therefore grow only linearly in the length of string. Our encryption and decryption also cost linear time only in the length of input string. We prove the security of our system under the selective model. The security is based on a generalization of decision q-Bilinear Diffie-Hellman Exponent (BDHE) assumption. Additionally, we also construct a GCSE system of the second type, which allows flexibility for the encryptor to determine the overlap distance. The trade-off is a bit longer ciphertext and private key in comparison to the first scheme.
Overview of Our Construction
In this section, we give a high level overview of the main ideas of our construction. For strings with alphabet size |Σ| = c, we use an integer from the integer range [1, c] to represent each symbol. In this work, we assume that each symbol is from the space [1, c] .
, where s i denotes the i-th symbol of string S. If there exist a substring of S and a substring of S such that their overlap distance is at least d, denoted by CS(S, S ) ≥ d, then there exist integers a 1 , a 2 , L such that the overlap distance between the following two L-length substrings is at least d.
In other words, we can find at least d number of identical locations (integers)
The main ideas of our construction are inspired from the following observation. Let E and K be two particular strings defined as
denote the i-th symbol of E and K, respectively. We observe that the sum of E[a 1 +b i ] and
, which is independent of b i . Next, we consider E and K embedded with S and S respectively, which are defined as
and K[i ] falls into the following two cases associated with CS(S, S ).
From the definition of CS(S, S ), they are
-Case 2: CS(S, S ) < d otherwise. In this case, for any integer j, we found that the number of pairs
In particular, when s i = s i for any i and i , we have
It means that the number of pairs satisfying
We note that the above two strings E and K have a similar classification under the overlap distance between S and S , where
The difference is that j must be equal to n 1 instead of any integer in Case 2 . Therefore, a GCSE system based on these embedded integer strings could imply a fuzzy-IBE system if the changed definition on j in Case 2 will not affect the security.
Our GCSE construction is based on the above observation. In particular, we use embedded E in encryption for string S and embedded K in private key generation for string S . To understand our idea clearly, we will first introduce the generation of private key as follows.
The private key sk S of S = s 1 s 2 · · · s n 2 is defined as g f (i)α c·i−s i for i = 1, 2, · · · , n 2 . Here, g is a group element of pairing group with p prime order,
The master secret key is (α, τ ).
The ciphertext encrypted with S = s 1 s 2 · · · s n 1 is generated as follows. The encryption algorithm first selects a random number r ∈ Z p and computes e(g, g) r to encrypt message. Next, it generates two other parts of ciphetext for decryptors to compute e(g, g) r . The first part of ciphertext is defined as g rα c(n 1 −i)+s i for all i = 1, 2, · · · , n 1 , where g α l for all potential integers l are the master public key. The second part of ciphertext is g βr , where g β and g β −1 (1−τ α c·j ) for all j = 1, 2, · · · , 2n are the master public key.
The decryption on the ciphertext for S by using the private key sk S is available iff CS(S, S ) ≥ d. 
by running the Lagrange polynomial interpolation. Finally, the decryption algorithm picks j = n 1 −a 1 +a 2 and computes e(g βr , g β −1 (1−τ α c·(n 1 −a 1 +a 2 ) ) ), which is equal to e(g, g) r−rτ α c(n 1 −a 1 +a 2 ) .
The multiplication e(g, g) rf (0)α c·(n 1 −a 1 +a 2 ) · e(g, g) r−r·τ α c(n 1 −a 1 +a 2 ) is the final encryption key e(g, g) r , which is used to extract the message.
The security requires that an adversary cannot decrypt a ciphertext encrypted with S using a private key sk S for (S , d) if CS(S, S ) < d. In the following, we provide an intuitive analysis to show why this security holds. Since the adversary can easily compute e(g, g) r−r·τ α c·j from the master public key and ciphertext for any j ∈ {1, 2, · · · , 2n}, it must be hard to compute e(g, g) r·τ α c·j without a valid private key. 
where 1 ≤ x i,k ≤ n 1 are distinct in each row and the maximum exponent of α is not more than 2nc. In this array, we use l i to denote the number of group elements in the i-th row. If CS(S, S ) < d, we deduce l c·j < d for any positive integer j ∈ {1, 2, · · · , 2n} according to Case 2. The computation task of the adversary is to compute e(g, g) rf (0)α c·j for any j from computation results in the array (1) where l c·j < d. We found the above computation task is not easier than computing e(g, g) r from given group elements e(g, g) rα i for all i = ±1, ±2, · · · , ±q and q = 2n + 1, which is a variant of q-BDHE problem defined in [5] . To prove this transformation, we program the function f (x) as
where w is a random number and w
It is not hard to verify that each group element in the array (1) can be seen as a multi-exponentiation from e(g, g) rα i for i = ±1, ±2, · · · , ±q without the need of e(g, g) rα 0 . Meanwhile, e(g, g) r can be extracted from e(g, g) rf (0)α c·j for any j ∈ {1, 2, · · · , 2n}. That is, if e(g, g) rf (0)α c·j for any j is computable from the array (1), we are able to program the reduction to solve the q-BDHE problem.
The security assumption we finally adopt is the generalization of decision q-BDHE problem. Let h = g r . The assumption says that it is hard to distinguish e(g, h) α 0 from a random element, when given
where X, Y are two integer sets chosen by the adversary satisfying |x| ≤ q, |y| ≤ q and x + y = 0 for ∀x ∈ X, ∀y ∈ Y . This assumption is one type of decision (P, Q, f )-general Diffie-Hellman assumptions [3] . We give a proof that the adopted assumption holds in the generic group model. The formal security proof of our system is based on the above intuitive analysis and programmed function f (x) in each private key simulation.
Other Related Work
Identity-based encryption is the basic form of functional encryption which is proposed from a designated receiver. The first fully secure construction was proposed by Boneh and Franklin [4] using bilinear pairing. Functional encryption is an emerging paradigm for public-key encryption. In a functional encryption system a user will learn F (k, M ) from decryption which is determined by the functionality F (·, ·) of the encrypted message M and the input private key of value k issued by some authority. The beginning of functional encryption can be traced back to the fuzzy-IBE [30] and attribute-based encryption (ABE) [15] . The forms of ABE fall into Key-Policy ABE and Ciphertext-Policy ABE. In KP-ABE, a ciphertext is associated with a set of attributes and a private key is associated with a function. The decryption will be successful if the function accepts the set of attributes. On the contrary, in CP-ABE, a ciphertext is associated with a function while a private key is associated with a set of attributes.
Over the past several years, there have been significant works on functional encryption including definition [26, 6] , adaptive security proof [19, 24] , revocation of private keys [29] , multi authorities [7, 8] and the expression of function. The core of functionality has also been developed to support various operations, such as threshold [30, 16] , AND gates [9, 32] , monotone span programs [15, 2] , inner product [17, 23, 19, 25] , circuit [13, 14] and DFA (Deterministic Finite Automata) [31] . The proposed constructions [30, 1] of fuzzy-IBE in the literature can be seen as one type of ABE with threshold functionality. Among the existing functional encryption schemes, fuzzy-IBE is the only notion introduced to measure a certain distance of two strings that supports error-tolerance. There is no other encryption systems which provide a more advanced distance measurement.
Definitions and Assumption

Definition of Overlap Distance Between Substrings
Let strings be over alphabet Σ with size c. We use an integer from [1, c] to denote each symbol in Σ. Based on this knowledge, let
, where s i denotes the i-th symbol of string S. We say S and S have a substring with overlap distance d, denoted by
Here, d O (·, ·) denotes the overlap distance of two given L-length strings and is used to count the number of identical positions at which the corresponding symbols are the same. We note that the overlap distance is equivalent to the length of string subtracting their Hamming distance.
When
be the positions of symbols s a 1 +b i and s a 2 +b i in the complete string S and S , respectively. We have
Definition of Generalized Closest Substring Encryption
A generalized closest substring encryption comprises the following four algorithms.
Setup The setup algorithm takes as input the security parameter and integers (n, c), where n denotes the maximum length of string and c is the size of alphabet of strings. It returns a master public key M P K and a master secret key M SK.
Encryption The encryption algorithm takes as input the master public key M P K, a string S with |S| ≤ n and a message M . It outputs a ciphertext CT .
Key Generation
The key generation algorithm takes as input the master secret key M SK, a string S with |S | ≤ n and an overlap distance d. It returns a private key sk S for (S , d).
Decryption The decryption takes as input a ciphertext CT encrypted with S, the master public key M P K and the private key sk S for (S , d). The decryption algorithm attempts to decrypt the ciphertext and outputs the ciphertext if CS(S, S ) ≥ d. Otherwise, it simply returns the symbol ⊥.
Correctness for Generalized Closest Substring Encryption Consider all (M P K, M SK), (n, c), (S, M ) and (S , d, sk S ). Suppose CT is generated from (M P K, S, M ) and sk S is computed from (M SK, S , d).
If CS(S, S ) ≥ d, we have the decryption on CT using the private key sk S which will output message M .
Security for Generalized Closest Substring Encryption Without a valid private key for (S , d) satisfying CS(S, S ) ≥ d, it requires that an adversary knows nothing about the message in CT encrypted with S.
Definition of Security Model
We now describe the security model for the GCSE. The security model is similar to an identity-based encryption. An adversary can only query private keys for (S i , d i ) satisfying CS(S * , S i ) < d i when S * is the challenge string. Otherwise, the adversary can trivially win the game by decrypting the challenge ciphertext by itself. The game between an adversary and a challenger is defined as follows.
Setup. The challenger first runs the setup algorithm, gives M P K to the adversary and keeps M SK by itself. Phase 1. The adversary makes private keys queries for any string and overlap distance (S i , d i ) adaptively chosen by itself. The challenger runs the key generation algorithm and returns the private key sk S i to the adversary. Challenge. The adversary submits a string S * and two messages M 0 , M 1 for challenge. It requires that CS(S * , S i ) < d i holds for all (S i , d i ) queried in the phase 1. Then, the challenger flips a random coin coin ∈ {0, 1}, and computes
The challenge ciphertext CT * is given to the adversary. Phase 2. Phase 1 is repeated with the restriction on any
Guess. The adversary outputs a guess coin of coin.
The advantage of the adversary in this game is defined as = Pr[coin = coin] − 
Definition 1.
A generalized closest substring encryption system is (t, q k , ) semantically secure if for all t polynomial time adversaries who make q k private key queries have a negligible advantage in the above game. We say that the system is selectively secure if we need to add a selective-S phase before the setup phase, where the adversary commits to the challenge string S * .
Complexity Assumption
Let BG = (G, G T , e, p, g) be a bilinear group and g be a group element from G. Here, G, G T are groups with prime order p and e is the bilinear map. The security proof of our system is based on the generalization of q-Bilinear Diffie-Hellman Exponent problem. The q-Bilinear Diffie-Hellman Exponent problem, which was first introduced in [5] , is to compute e(h, g) α q , when given h, g, g α , · · · , g α q−1 , g α q+1 , · · · , g α 2q . This problem is equivalent to computing e(h, g) when given h, g α i for all i = ±1, ±2, · · · , ±q. We note that all exponents of α (i.e. 0 in the h base and ±1, ±2, · · · , ±q in the g base) in the given instance are not determined by an adversary.
In the generalization of q-Bilinear Diffie-Hellman Exponent problem (q-GBDHE in short), all exponents of α in the given instance are conditionally determined by the adversary. In this problem, the given instance is generated by a challenge oracle. An adversary is allowed to query two integer sets X, Y to this challenge oracle that returns g α x for any x ∈ X and returns h α y for any y ∈ Y , where the two integer sets X, Y satisfy the following restrictions.
-All absolute values of integers in X and Y are not larger than q.
-The sum of x and y is nonzero for ∀x ∈ X and ∀y ∈ Y .
Then, it must remain hard to compute e(g, h) α 0 .
We say that an adversary who outputs the guess on Z has advantage in the solving the decision q-GBDHE problem if
The integer sets in the variant of q-BDHE problem are X = {±1, ±2, · · · , ±q} and Y = {0}. Boneh, Boyen and Goh [3] introduced a general Diffie-Hellman exponent assumption (P, Q, f )-GDHE, which has included many assumptions including the q-BDHE assumption. Actually, our assumption is also one type of the decision (P, Q, f )-GDHE assumptions with a specific P definition. In the Appendix, we review the general GDHE problem and give a proof that the decision q-GBDHE assumption holds in the generic group model.
Definition 2 (Decision q-GBDHE). We say that the decision generalization of q-Bilinear Diffie-Hellman Exponent assumption holds with (t, ) if no t-polynomial time adversary has a non-negligible advantage in solving the problem.
Construction
In this construction, the authority determines the overlap distance d for input string during the key gener-
Algorithms
Setup The setup algorithm takes as input a security parameter 1 λ and integers (n, c), where n denotes the maximum length of string and c denotes the size of alphabet Σ. It first chooses a bilinear group BG = (G, G T , e, p) and a random group element g ∈ G. The algorithm then chooses random α, β, τ from Z p . Finally, for all i = 1, 2, · · · , cn and j = 1, 2, · · · , 2n, group elements g i , u 0 , u j , e 0 are computed as follows
e 0 = e(g, g).
The master secret key includes (g, α, τ ), and the master public key are the description of bilinear group along with (n, c, g i , u 0 , u j , e 0 ) for all i = 1, 2, · · · , cn and j = 1, 2, · · · , 2n.
Encryption The encryption algorithm takes as input the master public key, an n 1 -length string S = s 1 s 2 · · · s n 1 ∈ [1, c] n 1 for any n 1 ≤ n, and a message M ∈ G T . The encryption algorithm chooses a random r from Z p and creates the ciphertext as follows.
The output ciphertext is CT = (C m , C 0 , C 1 , · · · , C n 1 ).
Key Generation
The key generation algorithm takes as input the master secret key, an n 2 -length string S = s 1 s 2 · · · s n 2 ∈ [1, c] n 2 for any n 2 ≤ n and an overlap distance d. The algorithm begins by randomly choosing
such that f (0) = τ . Then, the algorithm computes g c·i−s i = g α c·i−s i and f i = f (i) for all i = 1, 2, · · · , n 2 . Finally, it computes the private key of S as follows.
Decryption Suppose that a ciphertext CT is encrypted with S and we have a private key sk S for (S , d) where CS(S, S ) ≥ d. Then, there exist integers a 1 , a 2 , L such that
The decryption algorithm begins by computing:
Then, the ciphertext can be decrypted as
CCA Security and Flexible Overlap Distance
The construction is proposed for chosen-plaintext security. We can extend it to chosen-ciphertext security by applying the techniques of using simulation-sound NIZK proofs [28] , or the Fujisaki-Okamoto transformation [12] based on random oracles. The corresponding security model is similar to identity-based encryption, where it allows the adversary to make any decryption query except the challenge ciphertext. In this construction, the overlap distance is determined by the private key generator. It will be more flexible if an encryptor can decide the overlap distance in practice. That is, the encryption takes as input S and an integer d e . A private key of any string S can decrypt the ciphertext if CS(S, S ) ≥ d e . Fortunately, our construction can be extended to encryption with a flexible overlap distance d e decided by the encryptor. We present the construction with flexible overlap distance in the Appendix. In our construction, the encryption takes as input (S, d e ) and the private key generation takes as (S , d), where d is a fixed value for all strings and d e ≤ d. The corresponding decryption will be successful if CS(S, S ) ≥ d e . The extension additionally generates d − d e group elements in ciphertext and n + n 2 + d group elements in private key.
Security Proof
In this section, we prove the security of our construction. To simplify the proof, we first give three lemmas to explain why the simulation will be successful without abortion in the selective model. Definition 1 Let n, n * , n i , c be positive integers satisfying n i , n * ≤ n and 2 ≤ c. Let
In the above definition, S i j is defined to capture all integers {x cj,1 , x cj,2 , · · · , x cj,l cj } defined in the array in Section 1.1 for string S i , and T i k is defined to capture remained exponents of α in g
holds for all k * and k, such that S i 2n = ∅. Therefore, we have 2n ∈ T i k because k / ∈ S i 2n .
Lemma 1 If CS(S
Proof. Otherwise, without loss of generality, suppose
From the above equations, we have
Then, we also have
and then CS(S * , S i ) ≥ d i , which is contrary to CS(S * , S i ) < d i . This completes the proof of Lemma 1.
Lemma 1 is used in programming a (d i − 1)-degree polynomial function f (x) for the key generation on S i . The following two lemmas are used to indicate that the two integer sets X, Y chosen by the simulator will be accepted by the challenge oracle of the decision q-GBDHE problem.
Lemma 2 ∀k ∈ {1, 2, · · · , n i }, ∀j ∈ T i k and ∀k * ∈ {1, 2, · · · , n * }, we have
Proof. Otherwise, we have ∃k ∈ {1, 2, · · · , n i }, ∃j ∈ T i k and ∃k * ∈ {1, 2, · · · , n * } satisfying
According to the definition of S i j and T i k , we have j ∈ T i k and then k / ∈ S i j , which is contrary to k ∈ S i j from the above equation c(n
This completes the proof of Lemma 2.
Lemma 3 Given any strings S * , S 1 , S 2 , · · · , S q k , let X and Y be two integer sets defined as
We have x + y = 0 holds for ∀x ∈ X, ∀y ∈ Y .
Proof. Otherwise, we have ∃x * ∈ X and ∃y * ∈ Y satisfying x * + y * = 0. Let X 1 , X 2 , X 3 , Y 1 , Y 2 be subsets of X and Y defined as
We have
Therefore, the only potential x * ∈ X, y * ∈ Y satisfying x * + y * = 0 is choosing x * from X 3 and y * from Y 2 . However, according to Lemma 2, we have x + y = 0 for ∀x ∈ X 3 , ∀y ∈ Y 2 . Therefore, x * , y * satisfying x * + y * = 0 do not exist. This completes the proof of Lemma 3.
In our proof, the simulation of private key and challenge ciphertext are closely related to integers defined in Lemma 3. With this property, the simulator is able to get all group elements from the challenge oracle of decision q-GBDHE problem to complete simulation. Our proof is completed in the following theorem.
Theorem 1 Suppose the Decision q-GBDHE assumption holds with ( , t). Then, no adversary can break our construction with ( , q k , t ) under the selective model, where q = 4nc + 1 and t = t − O(q k n 2 ).
Proof. Suppose we have an adversary A with advantage in the selective game against our construction. Then, we construct a reduction algorithm B that solves the decision q-GBDHE problem with advantage . B runs A and simulates the security game as follows.
Selective-S The adversary declares a string S * for challenge where n * ≤ n. Let S * = s 1 s 2 s 3 · · · s n * . B first defines two integer sets X * , Y * as follows
where {−Y * } denotes all opposite numbers from {Y * }, and A \ B denotes the complement set of B in A. Then, it queries X * , Y * to the challenge oracle to get group elements g α x and h α y for all x ∈ X * and y ∈ Y * . It is easy to verify that x + y = 0 for ∀x ∈ X * and ∀y ∈ Y * . Let X be the integer set defined in Lemma 3, we have X ⊆ X * . In the following simulation, all required x in g α x for setup and key generation are from the set X.
Setup Let the master secret key α of GCSE scheme be the same as the secret in the decision q-GBDHE problem. Taking as input integers (n, c), the reduction algorithm first chooses random w β , w τ from Z p and sets β, τ to be
Then, the master public key can be re-written into
where the exponents of α in g i and u j satisfy
The integers x in all above related to g α x are from {−(4nc
Finally, the simulator computes the master public key using g α x and the above re-written structures. The reduction algorithm embeds the unknown secret α into the master public key and randomize other secret keys β, τ using w β , w τ . They are therefore random and independent from the view of adversary.
Key Generation We now describe how the reduction algorithm can simulate a private key for (S i , d i ) where CS(S * , S i ) < d i . The most complicated part of key simulation is the choice of
, where
That is, the private key of each sk k is computed from a mutli-exponentiation of g α x i . To respond the private key query, we must make sure that all x i are in X * in order to simulate the private key. The exponent of sk k might contain α c·k−s i k −c·j for some j = 1, 2, · · · , 2n. According to Lemma 3, all queries on integers c · k − s i k − c · j for those j ∈ T i k are within X * . Therefore, we must eliminate all queries to get g α
where A j are coefficients. We don't need g α c·k−s i k −c·j for those j / ∈ T i k if A j is equal to zero. We achieve this property by programming the polynomial function
, and computing w j as
Next, B sets the polynomial function f (x) for S i as
. Then, we can immediately solve the hard problem by computing e(g, h) as
We have 1 ≤ ck − s i k + 1 ≤ 2nc − 1 and then
Finally, B computes the private key sk k of s i k for S i as
Challenge The adversary returns M 0 , M 1 ∈ G T for challenge on the challenge string S * = s 1 s 2 · · · s n * . The reduction algorithm randomly chooses coin ∈ {0, 1} and creates the ciphertext CT * as
Let r = log h g , if Z = e(g, h), we have
such that CT * is an encryption of GCSE for M coin .
Guess The adversary A eventually returns a guess coin on coin. If coin = coin, the reduction algorithm B outputs 1 to guess that Z = e(g, h); Otherwise, it outputs 0 to indicate that Z is a random element in G T .
This completes the reduction proof of our construction. According to Lemma 3 and the simulation, B perfectly simulates private keys and the challenge ciphertext. If Z = e(g, h), CT * is a valid GCSE encryption on M coin and A will guess coin correctly with probability 1 2 + , where is the advantage of adversary. When Z is a random element in G T , CT * can be seen as a one-time encryption on M coin . The ciphertext reveals no information about coin to the adversary, and the adversary will guess coin with probability 1/2 only. Therefore, the reduction algorithm can solve the decision q-GBDHE problem with advantage . The simulation time is mainly dominated by the key simulation, where each sk k requires O(n) point multiplications in G. We therefore prove the Theorem 1.
Conclusion
The closest substring problem is a useful pattern matching problem, which measures the similarity of two given strings more precisely via their substrings compared to others like measuring the overlap distance between two complete strings. We proposed a new type of encryption system motivated by this measurement. In this system, a ciphertext encrypted with a string S cannot be decrypted with a private key of string S , unless the overlap distance between one of the substrings of S and one of the substrings of S is at least d, which is either determined by the key authority or the encryptor. We proposed concrete schemes of generalized closest substring encryption systems, which are efficient and practical. Both ciphertext and private key grow linearly only in the length of string. We proved the security of our systems in the selective model under the generalization of q-Bilinear Diffie-Hellman problem.
Since P, Q are just two lists containing s multivariate polynomials, we can write them into P = (p 1 , p 2 , · · · , p s ) and Q = (q 1 , q 2 , · · · , q s ), where p 1 = q 1 = 1. We say f depends on (P, Q), denoted by f ∈ P, Q , if there exist {a i,j } 1≤i,j≤s and {b i } 1≤i≤s such that
The decision (P, Q, f )-GDHE problem is proved to be hard in [3] when f / ∈ P, Q .
The adopted q-GBDHE problem is to decide whether Z = e(g, h) when given
where |x|, |y| ≤ q and x + y = 0 for any x ∈ X and y ∈ Y . Let h = g η , X = {x 1 , x 2 , · · · , x qx } and Y = {y 1 , y 2 , · · · , y qy }. Our problem can be reformulated as the (P, Q, f )-GDHE problem where
and thus m = 2 and s = q x + q y . To claim the hardness of the q-GBDHE problem, we must prove f / ∈ P, Q . By making all possible products of two polynomials from P that are multiples of η, we want to prove no linear combination among the polynomials from the following list R below leads to f .
Note that all exponents of α in the R list are non-zero according to the definition of the q-GBDHE problem, and f is equivalent to ηα 0 . We therefore have f , which is independent of any linear combination from R and f / ∈ P, Q .
Appendix B: Construction with Flexible Overlap Distance Algorithms Setup As in the basic scheme, the setup algorithm generates the basic master secret key and master pubic key. In addition, it randomly chooses γ ∈ Z p and computes v k = g γα ck for all k = 1, 2, · · · , n. The master secret key includes (g, α, τ, γ), and the master public key are the basic master public key (n, c, g i , u 0 , u j , e 0 ) along with v k for all k = 1, 2, · · · , n.
Encryption The encryption algorithm takes as input the master public key, a string S = s 1 s 2 · · · s n 1 ∈ [1, c] n 1 for any n 1 ≤ n, an integer d e (≤ d) and a message M ∈ G T . As in the basic scheme, the encryption algorithm generates the basic ciphertext CT . Additionally, using the chosen random number r in creating CT , the algorithm computes
. Key Generation As in the basic scheme, the key generation algorithm generates the basic private key sk S for string S . Let f (x) be the (d − 1)-polynomial function chosen in the basic private key generation. In addition, the algorithm computes
The output private key sk F S of S is composed of sk S and {sk F l }. Decryption Suppose that a ciphertext CT F is encrypted with (S, d e ) and we have a private key sk S of S satisfying CS(S, S ) ≥ d e . As in the basic scheme, the decryption algorithm computes
. Finally, the algorithm decrypts the ciphertext the same as the basic scheme by
= e(g, g) −r · M · e(g, g) r−r·τ α c(n 1 −a 1 +a 2 ) · e(g, g)
so that the encryptor can always find the key sk F n 1 −a 1 +a 2 −i from sk F S . Also, we have
Therefore, a 2 + b i for all {b 1 , b 2 , · · · , b d } are distinct and f (0) can be computed using interpolation polynomial f (a 2 + b i ) in the Lagrange form.
Security Proof
Definition 2 Define S F j for all j = 1, 2, · · · , 2n to be subsets of {−n + 1, −n + 2, · · · , 2n − 1}, where l ∈ S F j if there exists l * ∈ {d * e + 1, d * e + 2, · · · , d} satisfying l + l * = j. Define T F l for all l = −n + 1, −n + 2, · · · , 2n − 1 to be subsets of {1, 2, · · · , 2n}, where j ∈ T i l if l / ∈ S i j .
Lemma 4 |S
Proof. Given any j ∈ {1, 2, · · · , 2n} and l * ∈ {d * e + 1, d * e + 2, · · · , d}, we have
This completes the proof of Lemma 4.
Lemma 5 ∀l ∈ {−n + 1, −n + 2, · · · , 2n − 1}, ∀j ∈ T F l and ∀l * ∈ {d * e + 1, d * e + 2, · · · , d}, we have
Proof. Otherwise, we have ∃l ∈ {−n + 1, −n + 2, · · · , 2n − 1}, ∃j ∈ T F l and ∃l * ∈ {d * e + 1,
According to the definition of S F j and T F l , we have j ∈ T F l and then l / ∈ S F j , which is contrary to l ∈ S F j from l + l * = j. This completes the proof of Lemma 5.
Lemma 6 Let X and Y be the two integer sets defined in Lemma 3. Let X F , Y F be two integer sets defined as
We have x + y = 0 holds for ∀x ∈ X F , ∀y ∈ Y F .
Proof. Otherwise, we have ∃x * ∈ X and ∃y * ∈ Y satisfying x * + y * = 0. Let X 4 , X 5 , X 6 , Y 3 be subsets of X F , Y F defined as
Since n ≥ 1 and c ≥ 2, we have
Therefore, ∀x ∈ X, ∀y ∈ Y , we have
Lemma 3 says x + y = 0 for ∀x ∈ X and ∀y ∈ Y . Thus, the only potential x * ∈ X, y * ∈ Y satisfying x * + y * = 0 is choosing x * from X 5 ∪ X 6 and y * from Y 3 . If x * ∈ X 5 and y * ∈ Y 3 , we have x * + y * = 0 according to the Lemma 5. Otherwise, x * ∈ X 6 and y * ∈ Y 3 , we have x * + y * = 1(mod c) and then x * + y * = 0. This completes the proof of Lemma 6.
Theorem 2 Suppose the Decision q-GBDHE assumption holds with ( , t). Then, no adversary can break our construction with ( , q k , t ) under the selective model, where q = 9nc and t = t − O(q k n 2 ).
Proof. Suppose we have an adversary A with advantage in the selective game against our flexible construction. Then, we construct a reduction algorithm B that solves the decision q-GBDHE problem with advantage . B runs A and simulates the security game as follows.
Selective-S The adversary declares (S * , d * e ) for challenge where n * ≤ n and d * e ≤ d. Let S * = s 1 s 2 · · · s n * . Then, the reduction algorithm defines two integer sets X * , Y * as follows Then, B queries X * , Y * to the challenge oracle to get group elements g α x and h α y . We also have x + y = 0 for ∀x ∈ X * and ∀y ∈ Y * and X ⊆ X * , where X is defined in Lemma 6. In the following simulation, all required x in g α x for key setup and generation are from the set X.
Setup As in the proof for the basic scheme, B simulates the basic master public key. To simulate v k = g γα ck for all k = 1, 2, · · · , n, B begins by randomly choosing w γ ∈ Z p and then setting γ = w γ α 6nc . We have 6nc + c · k : k = 1, 2, · · · , n ⊆ X * . Finally, it computes the additional master public keys v k as v k = g γα ck = (g α 6nc+ck ) wγ : k = 1, 2, · · · , n.
Key Generation We now describe how to simulate a private key sk F S i for S i = s i 1 s i 2 · · · s i n i where CS(S * , S i ) < d * e . Let S i j be sets defined in Definition 1 and let S F j be sets defined in Definition 2 for all j = 1, 2, · · · , 2n.
B starts by randomly choosing integer sets U i j for all j = 1, 2, · · · , 2n with d − 1 − |S i j | − |S F j | elements from Z * p \ {1, 2, · · · , 4n}, and computing w j as
Next, it sets the polynomial function f (x) for S i as f (x) = w τ α + Therefore, the challenge cipheretext is valid for (S * , d * e ). Guess The adversary A eventually returns a guess coin on coin. If coin = coin, the reduction algorithm B outputs 1 to guess that Z = e(g, h); Otherwise, it outputs 0 to indicate that Z is a random element in G T .
This completes the reduction proof of our construction. Following the similar analysis as the proof in Theorem 1, we then prove the Theorem 2.
