Axion dark matter (DM) may convert to radio-frequency electromagnetic radiation in the strong magnetic fields around neutron stars. The radio signature of such a process would be an ultranarrow spectral peak at a frequency determined by the mass of the axion particle. We analyze data we collected from the Robert C. Byrd Green Bank Telescope in the L-band and the Effelsberg 100-m Telescope in the L-Band and S-band from a number of sources expected to produce bright signals of axion-photon conversion, including the Galactic Center of the Milky Way and the nearby isolated neutron stars RX J0720.4−3125 and RX J0806.4−4123. We find no evidence for axion DM and are able to set some of the strongest constraints to-date on the existence of axion DM in the highly-motivated mass range between ∼5-11 µeV.
Recently, it was proposed that radio telescope observations of neutron stars (NSs) can probe axion dark matter (DM) [1] [2] [3] [4] [5] . In the magnetosphere surrounding a NS, axion DM may resonantly convert into radio-frequency photons at locations where the plasma frequency of the magnetosphere equals the axion mass, with conversion probabilities determined in part by the strength of the magnetic field surrounding the NS. The central frequency of the hypothetical radio signal from an individual NS is set by the mass of the axion, red-shifted by the line-ofsight velocity of the NS. The predicted axion-induced radio signal would appear as a nearly monochromatic peak in the otherwise smoothly-varying radio spectrum from the NS and its nearby environment. The frequency of this peak is universal for all sources and is determined by the currently unknown mass of the axion particle.
In [3] [4] [5] [6] it was shown that high-frequency-resolution observations with radio telescopes such as the Robert C. Byrd Green Bank Telescope (GBT) and the Effelsberg 100-m Telescope towards nearby isolated NSs (INSs) and towards regions of high NS and DM density, such as the Galactic Center (GC) of the Milky Way, would be sensitive to vast regions of previously unexplored axion pa- * fosterjw@umich.edu † C.Weniger@uva.nl ‡ bsafdi@umich.edu rameter space. In this work, we perform such searches with the GBT and the Effelsberg radio telescope.
The quantum chromodynamics (QCD) axion is a wellmotivated DM candidate because in addition to explaining the observed abundance of DM [7] [8] [9] it may also resolve the strong CP problem of the neutron electron dipole moment [10] [11] [12] [13] (see [14] for a detailed review). The QCD axion may make up the observed abundance of DM over a wide range of masses [15] , but a natural mass range is 5-25 µeV. In this work we target axion masses in the range m a ∈ (4.5, 10.5) µeV, corresponding to radio frequencies f = m a /(2π) ∈ (1.1, 2.7) GHz.
The conversion of axion DM to radio photons arises from the Lagrangian L = g aγγ a E · B, where E (B) are electric (magnetic) fields, a is the axion field, and g aγγ is a coupling constant with units of inverse energy. For the QCD axion, g aγγ is proportional to m a , but models of more general axion-like particles can have g aγγ and m a as independent parameters. The mass range that we target here with radio telescope searches is also the subject of significant longstanding laboratory search efforts for the coupling g aγγ . The Rochester-Brookhaven-Fermilab (RBF) [16, 17] and University of Florida (UF) [18] axion haloscope experiments set competitive constraints on axion DM in the mass range covered by this analysis, though our results exclude new parameter space beyond what was probed by those experiments. More recently, the ADMX experiment has reached sensitivity to the arXiv:2004.00011v1 [astro-ph.CO] 31 Mar 2020 QCD axion at ∼2-3.5 µeV [19] [20] [21] , and the HAYSTAC experiment has set strong constraints on axion DM in the mass range m a ∼ 23 − 24 µeV [22] .
Data acquisition.-We collected data in the L-band (1.15 − 1.73 GHz) with the GBT and in the L-Band (1.28 − 1.46 GHz) and S-band (2.4 − 2.7 GHz) using the Effelsberg radio telescope to search for axion DM signatures from a variety of different sources. We describe the data taking procedures from the two telescopes in turn. GBT observations. The GBT observations were performed with the VErsatile GBT Astronomical Spectrometer (VEGAS) backend [23] on March 10 and 29, 2019 with a notch filter applied from 1.2 to 1. 34 GHz, so these frequencies are not included in our analysis (project AGBT19A 362, PI: Safdi). The nearby INS targets observed by the GBT are summarized in Tab. I. Note that we also observed the GC, M31, and M54 with the GBT, but the resulting axion limits are less robust than those from the INSs and from the Effelsberg GC observations and so are presented in the Supplementary Material (SM). (The GBT GC observations lead to weaker limits than the Effelsberg GC observations because the GBT observations were taken with lower frequency resolution.) All observations used the "Spectral Line" observing type and with one beam covering an area on the sky ∼ π(FWHM/2) 2 , where FWHM is the full width at half maximum of the telescope response, which is 8.4 at 1.5 GHz for the GBT.
The INS observations used five VEGAS spectrometers in mode 9 across the L-band, leading to the frequency resolution δf obs reported in Tab. I. For our fiducial analyses the data is further down-binned to resolutions δf fid given in Tab. I. Data were collected in both polarizations, though in this analysis we only analyze the polarizationaveraged flux. (See [3] for possible polarization signatures.) The observations performed position switching so that for a given observational target, half the data collection time was on-source ("ON") and half was spent observing blank-sky locations at similar elevations ("OFF") in order to establish a reference baseline for the analysis. The ON exposure times t exp are listed in Tab. I. The OFF locations were chosen to be 1.25 • away from the target of interest. The position-switching was carried out at fiveminute intervals for each of the targets, leading to four separate observations of ON and OFF positions.
Over the observing period, data were saved in independent short exposures for ON and OFF observations of RX J0720.4−3125 and RX J0806.4−4123. In each successive exposure, a calibration noise diode was alternated between on and off with a switching period of 0.2097 seconds. The timing resolution allows for the identification of transient effects and data filtering, which is discussed further below and in the SM. The calibration source 3C48 was observed for approximately two minutes to flux-calibrate the INS observations. Additionally, we observed the star-forming region W3(OH) for approximately five minutes to verify that our analysis framework Table I . The targets observed by the GBT and Effelsberg for evidence of axion DM. "Pop." refers to populations of NSs, while "INS" refers to a single isolated NS. The bin widths δf obs correspond to those of the original observation, but we down-bin the data before performing the axion line search to the resolution given by δf fid to account for the finite width of the signal. The INS (GC) observations were performed with the GBT (Effelsberg radio telescope). The GBT INS observations cover the frequency range 1.15 to 1.73 GHz, with a gap from 1.2 to 1. 35 GHz, and the L-band (S-band) Effeslberg observation covers 1.28 to 1.46 GHz (2.4 to 2.7 GHz). Note that the texp are the ON exposure times.
is able to successfully identify the OH maser lines.
Effelsberg observations. We also carried out L-Band and S-Band observations with the Effelsberg 100-m radio telescope towards the GC (project 77-17, 64-18, PI: Desvignes). The observations were taken with the PSRIX backend [24] − performing baseband sampling − in mid-June 2018 and early-February 2019 using the prime (secondary) focus receiver P217mm (S110mm) for the L-and S-band, respectively. In both cases we recorded orthogonal polarizations, which were later averaged offline for further analysis. Note that the FWHM of the Effelsberg beam is 9.78 (4.58 ) at 1.408 GHz (2.64 GHz). Observations were carried out towards the magnetar SGR J1745−2900, which is ∼2.4 away from the GC, and the planetary nebula NGC 7027 for subsequent use in the flux calibration procedure. For the measurements towards the GC we used a position switching mode, with ON-source integration times of 61.9 min and 40.0 min for S-band and L-band, respectively, and respective OFF-source integration times of 22.8 min and 37.0 min (see Tab. I). The ON observation was performed first, followed by a single OFF observation taken 16.4 • away from the GC.
Analysis.-We reduced and calibrated the GBT data following a modified implementation of the GBTIDL data reduction pipeline [25] , extended to include a time-series data filtering performed independently at each channel and a channel-dependent system temperature calibration. The full procedure results in measurements of flux densities {d i } at frequencies {f i }, with i labeling the frequency channel. Because the stacked, calibrated data has been constructed by averaging many (> 10 3 ) independent antenna measurements together, the {d i } are approximately normally distributed.
For Effelsberg, high-resolution frequency spectra (131072 spectral channels) were generated from the raw 'baseband' data using the DSPSR 1 software tools [26] . We used the full-integrated spectra in our analysis, with a calibration procedure described in the SM. Before analyzing the data we first down-bin in frequency space to bins of width ∼8 kHz (see Tab. I) to account for the finite width of the signal, such that the majority of the signal should appear in a single frequency bin. As discussed further in the SM and first suggested in [5] , reflection and refraction of the outgoing electromagnetic waves in the rotating plasma induces a frequency broadening at the level δf /f ∼ 5 × 10 −6 or less from the INSs. We note that even though the Effelsberg observations are searching for emission from a population of NSs, the data are at sufficiently high frequency resolution that we may search simply for the brightest converting NS from that population.
To inspect the data for excess flux at frequency channel i, we construct the likelihood
(1) where A is the excess flux density in the central frequency channel. Note that the index k labels the analysis-level frequency channel, and the product runs over the frequency bins included in the analysis window. We model the background in the narrow sliding frequency window with a frequency-dependent mean flux density µ(f |a) and a single variance parameter σ 2 , such that the variance in each frequency channel is given by σ 2 i = σ 2 /α i for an acceptance fraction α i of data at frequency channel i after the data filtering. Note that α i = 1 for all Effelsberg frequency channels as we do not apply the time-filtering procedure to that data. The nuisance parameter vector a characterizes the frequency dependence of the mean; in practice we take µ to be a quadratic function of f so that a has three independent parameters, though our final results are not sensitive to this choice (see the SM).
In our fiducial analysis we include within the sliding analysis window the 10 frequency bins to the left and to the right of the central frequency channel, excluding the two bins on either side of the signal bin in case of signal leakage into those bins, if e.g. the axion mass does not line up with the bin center. Note that to account for this possibility we also perform the analyses with all frequency bins shifted by approximately half a bin spacing. The variance parameter σ 2 is fixed by fitting the background-only model to the frequency sidebands with the central frequency channel masked out. We construct the profile likelihood L i (d|A) by maximizing L i (d|A, a) over the nuisance parameters a at each fixed value of A, and we use the profile likelihood to construct the one-sided 95% upper limit on the flux density as shown in Fig. 1 (see, e.g., [27] 
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Eff GC GBT RX−J0806 GBT RX−J0720 Eff GC Radiom. GBT RX−J0806 Radiom. GBT RX−J0720 Radiom. Figure 1 . The 95% upper limits on the signal flux for the indicated sources from the GBT and Effelsberg observations. These upper limits apply to monochromatic signals at the widths δf fid given in Tab. I. These curves have been downsampled for visualization purposes. We compare these limits with the 95% upper limits expected from the ideal radiometer equation under the assumption that the only source of statistical uncertainty is thermal noise at the total system temperature.
we consider positive and negative values of A and we take the 95% upper limit to be the value of A >Â such that 2[ln L i (d|A) − ln L i (d|Â)] ≈ −2.71, whereÂ is the signal parameter that maximizes the profile likelihood. We then further power-constrain our limits to avoid setting limits that are stronger than expected due to downward statistical fluctuations [28] . We accomplish this by recording the actual limit as the maximum of the 16 th percentile of the distribution of expected limits under the null hypothesis, as computed using the Asimov procedure [27] , and the limit observed on the actual data. Our test-statistic (TS) for comparing signal and null hypotheses for evidence of an axion is the log-likelihood ratio TS i ≡ 2 × [ln L i (d|Â) − ln L i (d|0)], forÂ > 0, and TS i = 0 ifÂ < 0. We additionally analyze the stacked but uncalibrated OFF spectra. This is valuable because the OFF data are subtracted and divided from the ON data to remove the instrumental baselines, but this may cause features in the OFF spectra to be imprinted on the calibrated flux densities. Therefore, statistically significant excesses that appear in both the calibrated source flux density spectra and the OFF system temperatures can be vetoed as they are inconsistent with, or at least do not require, an axion interpretation. In our analysis, we veto any excess in the calibrated ON data which appears with a 97.5 th percentile discovery TS in the OFF data. Note that we determine the TS percentiles by using the full distribution of observed TSs.
The 95% upper limits on the flux densities, defined relative to the single-channel frequency bin widths δf fid given in Tab. I, are shown in Fig. 1 . We compare the upper limits to the expected limits from the ideal radiometer equation, which assumes that all of the noise is thermal at the system temperature. The true limits are slightly weaker likely because of sources of systematic uncertainty, such as uncertainties in the background model and instrumental uncertainties not fully captured by the calibration procedure.
We search for evidence of an axion signal by using the discovery TSs. We apply a discovery threshold of TS > 100, which was defined before performing the analysis and not modified afterwards. From Monte Carlo (MC) simulations of the null hypothesis we find that this TS threshold corresponds to approximately 5σ local significance (see the SM for details). After applying the analysis procedure described above we find no axion signal candidates at or beyond the detection significance in any of the observations, and the distributions of observed TSs are consistent with the null hypothesis. Note that HI emission frequencies are excluded automatically in our analysis by the OFF veto criterion.
Results.-To translate the flux-density limits from Fig. 1 into limits on the axion-photon coupling, we closely follow the theoretical modeling presented in [3, 4] for computing the axion-induced radio fluxes from these specific sources.
The radiated power for a single INS depends on g aγγ , the polar magnetic field strength B 0 (assuming a dipole field configuration), the NS mass (which we fix at 1 M , since this value does not significantly affect the flux), the NS spin period P , the axion mass m a , the DM density ρ ∞ in the neighborhood of the NS but asymptotically far away from its gravitational potential, and the velocity dispersion v 0 of the ambient DM. For the local INSs we take v 0 = 200 km/s and ρ ∞ = 0.4 GeV/cm 3 [29] [30] [31] . For the GC analysis we assume the DM follows an Navarro-Frenk-White (NFW) [32, 33] density profile near the GC, normalized to give the local DM density above and with a scale radius of 20 kpc (see, e.g., [4] ). For RX J0806.4−4123 we take log 10 (B 0 /G) = 13.40 and P = 11.4 s, while for RX J0720.4−3125 we use log 10 (B 0 /G) = 13.53 and P = 8.4 s. We note that these parameters were inferred from spin-down measurements performed in the X-ray band [34] [35] [36] . We take RX J0806.4−4123 and RX J0720.4−3125 to be at distances of 250 pc and 360 pc from Earth, respectively [35] .
Given these parameters, we estimate the radiated power following [3, 6] . However, we note that a fully self consistent calculation of the axion-induced radiation has yet to be performed. Ref. [6] corrected the assumption in [3] that the axions travel along radial trajectories, but [6] did not account for the fact that the outgoing radiation is strongly refracted in the inhomogeneous magnetosphere, as we point out in the SM. As a dedicated simulation of the axion-induced radiation is beyond the scope of this work, we estimate the power with the following approximation. We assume that (i) all axions travel along radial trajectories, as in [3] , (ii) that all NSs are aligned rotators (magnetically-misaligned rotators give nearly identical results [3] ), and (iii) that the magnetosphere is well-described by the Goldreich-Julian model [37] (see [4] where it is shown that more complicated magnetosphere models give similar results). Then, following [3] we compute the angular power distribution dP/dθ of radio emission as a function of the angle from the polar axis θ. However, we assign to each NS a single power value equal to dP dθ dθ, and we assume that the flux is radiated from each NS isotropically. With the latter assumption we find results that agree to within a factor ∼2 with those in [6] , which correctly accounted for the isotropic axion phase space. We chose this simpler formalism, however, because it is likely that the more complicated computation in [6] must be modified due to the refraction of outgoing radio photons, which could result in an anisotropic signal. Given an improved theoretical predictions in the future, our results may be reinterpreted using the Supplementary Data [38] .
The width of the signal in frequency space is determined in part by the asymptotic energy dispersion of the DM, which is set by v 0 . This induces a δf /f 10 −6 contribution to the width from the INSs. However, as discussed more in the SM and in [5] , the signals are Doppler-broadened when refracting or reflecting from the rotating plasma, inducing a frequency broadening closer to δf /f ∼ 5 × 10 −6 and justifying the bin widths taken in Tab. I.
Since we do not actually know which specific NSs are being targeted in the Effeslberg GC analysis (and similarly in the GBT population analyses discussed in the SM), we model the population of NSs (number density, spatial distribution, magnetic field, and spin period) within the GC region as a whole, closely following [4] . In particular, two models for the NS magnetic field and period distributions were developed in that work, based on fits to existing pulsar data. We conservatively choose the model which yields weaker constraints as our fiducial model. In practice, our fiducial NS population model (Model II in [4] ) assumes that magnetic fields quickly decay after the NSs cross the pulsar death-line, while the optimistic model (Model I in [4] ) assumes that the magnetic fields decay more slowly. We also follow [4] when modeling the spatial distribution of NSs within the Galactic bulge and disk. For the Effelsberg analysis, we perform O(10 3 ) MC simulations of the NS population model and profile over the simulation results when calculating the expected flux and associated 95% limit.
Given the fiducial models we have described, we obtain the limits on g aγγ shown in Fig. 2 . The orange band represents the predicted g aγγ for the QCD axion, and the grey shaded regions represent existing constraints from other experiments. We obtain limits that are stronger than those from CAST [39] and comparable to constraints from the UF [18] and RBF [16, 17] haloscopes, while the S-band Effelsberg constraints exclude previously unexplored parameter space. The green shaded band in Fig. 2 represents two dominant sources of uncertainty for the GC analysis. The top of the band is derived by assuming that the DM profile follows a cored density profile with a core radius of 0.6 Frequency [GHz] Figure 2 . The one-sided 95% upper limits on gaγγ as a function of the axion mass ma from this work are shown as colored lines (GBT INS observations) and black lines (Effelsberg GC observations). Previous limits from the CAST helioscope and the UF and RBF haloscopes are shown in shaded grey. The range of couplings expected for the QCD axion is shaded in orange. Note that the fiducial GC limits assume an NFW DM profile and the conservative NS population model (Model II) from [4] . The green band depicts theoretical uncertainties on the gaγγ limit associated with the GC analysis for the Effelsberg data. The top of the band assumes an NFW DM density profile with a 0.6 kpc core, while the bottom of the band uses the alternate NS population model in [4] (Model I).
kpc; this radius is chosen based on recent hydrodynamic simulations which suggest that the DM density may be modified in the inner ∼0.6 kpc where the baryons dominate the gravitational potential, though these same simulations suggest an enhancement of the central DM density may also be possible [40] . The lower boundary of the band assumes the fiducial NFW DM profile but takes the alternate NS population model (Model I) from [4] .
Discussion.-In this work we performed the first dedicated radio telescope search for signatures of axion DM from axion-photon conversion in NS magnetospheres. We found no evidence for axion DM and set some of the strongest constraints to date on the axion DM scenario. These results show that radio searches for axion DM are a promising path forward, analogous to indirect detection for WIMP DM searches, which should proceed in parallel with laboratory experiments for discovering or excluding axion DM. Additional flux sensitivity is needed in order to reach the QCD axion band at the frequencies targeted in this work. This sensitivity may be available with the upcoming Square Kilometer Array-mid [41] or may already be achievable with the FAST radio telescope [42] , since at constant system temperature the sensitivity to g aγγ scales inversely with the square root of the effective area [4] .
Our work strongly motivates searching with the GBT or Effelsberg radio telescope for evidence of axion DM at higher frequencies, closer to 6 GHz, to probe the axion mass window around m a ≈ 25 µeV. There is mounting evidence that points towards 25 µeV as a likely mass for the axion [43, 44] , and the axion-photon coupling may also be enhanced [45] and thus within reach of GBT and Effelsberg searches. This work also motivates additional effort in modeling the population evolution of NS magnetic fields and spin periods, as these are the largest sources of uncertainty in our population analyses, as well as further efforts to understand the distribution of DM in the inner Galaxy. More work on the axion-induced signal itself from individual INSs would be also useful, as a full calculation of the axion-induced radio signal does not yet exist; such results could lead to reinterpretations of the limits presented in this Letter using the Supplementary Data [38] .
Acknowledgments.-The Green Bank Observatory is a facility of the National Science Foundation operated under cooperative agreement by Associated Universities, Inc. This work was based on observations with the 100 m telescope of the Max-Planck-Institut für Radioastronomie at Effelsberg. We thank Amber Bonsall for assistance with GBT data-taking, and Anson Hook for collaboration in the early stages of this work. We also thank Karl Van Bibber, Christopher Dessert, Gregory In this section we present results for analyses of GBT data for the following observation targets: the GC, the Andromeda galaxy (M31), and the globular cluster M54. The M54 and M31 are complementary targets to the nearby INS targets and the GC. Like the GC observations, the M54 and M31 observations also search for axion-photon conversion from a population of NSs in DM-dense environments. M31 has the advantage of being a large and nearby galaxy, similar to our own Milky Way. M54, on the other hand, is observed to lie at the center of the Sagittarius dwarf galaxy. It is also relatively nearby at a distance around 25 kpc from the Sun. Note that the velocity dispersions of the DM in Sagittarius and the NSs in M54 are ∼10 km/s, which increases the gravitational capture cross section for the NSs pulling in ambient DM. On the other hand, the DM density profile of Sagittarius is especially uncertain given its tidal interactions with the Milky Way (see [4] for details).
The parameters of the GBT observations of these targets are summarized in Tab. S1. These observations proceeded analogously to the INS observations, with a few minor differences. The GC and M31 observations were performed with one VEGAS spectrometer across the L-band (mode 2), while the M54 observation used three VEGAS spectrometers (mode 4). For the GC observations, ON and OFF locations were separated by 2.5 • since the signal is expected to be spatially extended in this case. Otherwise, the ON and OFF locations were separated by 1.25 • . Note that we also performed an off-center GC observation, in addition to an on-center observation, because of the possibility of a higher signal-to-noise ratio by looking slightly away from the very bright center of the galaxy. The angular positions of all of the targets are well known at the accuracy needed for the GBT at these wavelengths, but for the GC we chose Galactic coordinate ( , b) = (359.9443 • , −0.04614 • ) for the center observation and ( , b) = (359.9996 • , 0.9958 • ) for the off-center observation. The data were saved in exposures of 0.5 seconds for observations of all other targets in Tab. S1.
We note that the GBT observations took place in two sessions, and during each session calibrator observations were also performed. The calibrators were 3C286 for the first session, which included the GC observations and M54, and 3C48 for the second session, which included M31 and the INS targets discussed in the main text. The calibrators were observed for approximately two minutes in each of the modes used in that session.
For the population analyses with GBT data we down-bin the data to the level δf /f ∼ 10 −3 to account for the fact that we are searching for emission from the whole population of NSs, each of which is Doppler-shifted with respect to the intrinsic frequency [4] . The M54 data is down-binned slightly less to account for the smaller velocity dispersion in the globular cluster compared to the GC and M31 [4] . This is a qualitatively different approach to that taken with the Effelsberg data, which is at higher frequency resolution, because with the GBT data from the populations we do not have high enough frequency resolution to search for the brightest converting NS. Instead, we search for the broader emission from the whole population of NSs. The frequency bins δf fid used in the analyses are given in Tab. S1. The 95% one-sided upper limits on the line flux densities from these GBT observations are shown in Fig. S1 . Note that these limits used the frequency-down-binned data, with bin widths δf fid . Just as in Fig. 1 , we also show the expectations for each observation from the radiometer equation, which only accounts for statistical uncertainties.
In the left panel of Fig. S1 , we show the GBT GC flux density limits. These limits are significantly higher than the radiometer expectations, indicating that the uncertainties, which are determined in a data-driven fashion by fitting the null model to the sideband data, are predominantly systematic and not statistical. This may seem surprising, when considering that in Fig. 1 the Effelsberg constraints were comparable to the radiometer expectations. However, it is important to remember that the bandwidths δf fid for the Effelsberg analyses in Fig. 1 are significantly narrower than those that go into the left panel of Fig. S1 for the GBT (7.32 kHz for L-band Effelsberg in Fig. 1 versus 1831 kHz for the GBT in Fig. S1 ). Indeed, in Fig. S1 we also show what happens if we down-bin the L-band Effelsberg data to 1831 kHz before performing the analysis; in this case, the results are similar to those from the GBT. We thus see that as the bandwidths are increased, the statistical uncertainties become less important relative to the systematic uncertainties. This is consistent with the expectation that the statistical uncertainties in the individual frequency bins shrink with more data, which is acquired by increasing the bin widths, while the systematic uncertainties need not change with bin width. In the right panel of Fig. S1 we show the flux density upper limits from the GC offset, M31, and M54 GBT observations, compared to the radiometer equation expectations. Note that these analyses use the δf fid bin widths given in Tab. S1. In a narrow frequency range around around 1.35 -1.5 GHz, all of the upper limits become comparable to the radiometer expectation, while above 1.5 GHz, all of the upper limits become significantly weaker than expected from statistical uncertainties only. However, this is precisely what is expected from the known sources of RFI that affect GBT. 2 Thus, we conclude that the loss of sensitivity above ∼1.5 GHz is likely due to sources of RFI that induce variance in the null-hypothesis model.
The interpretations of the additional GBT observations in terms of the axion model are given later in this SM.
II. GBT DATA PROCESSING
In this section, we describe the procedure by which we filter the time-series antenna data collected at the GBT and the modified implementation of GBTIDL used to process the time-series data leading to a frequency-dependent stacked antenna temperature [25] . This antenna temperature is then translated to a flux density measurement through comparison to a reference calibration source.
A. Determining the Antenna Temperature with Data Filtering
System temperature calibration
For each observation (the procedure that we describe in this section applies to all GBT observations, including those only discussed in the SM), data was collected simultaneously for XX and YY polarizations across a range of frequency channels. For the INSs, data was recorded for 0.2097 s exposures, while for all other targets, data was recorded for 0.5 s exposures. In alternating exposures, a calibration noise diode with known effective temperature in each polarization is turned on and off, so that the first antenna measurements in each polarization do not include contributions from the noise diode, the second measurements do, the third measurements do not, and so on. Periodically, the observing position was alternated between ON and OFF positions. We will denote the i th antenna measurement at the j th frequency channel in the ZZ polarization (where ZZ stands for either XX or Y Y ) for the ON data at by d ZZ i,j so that the noise diode is on and off for even and odd i, respectively. Likewise, we will denote the i th antenna measurement at the j th frequency in the ZZ polarization for the OFF data byd ZZ i,j . Note that except for a handful of locations due to switching the observation position, the data
. However, for a given i, j, d ZZ i,j andd ZZ i,j are not collected simultaneously. The system temperature can be measured at each frequency channel in each polarization using the OFF-position data. The noise diode is alternated on at even i and off at odd i, enabling us to obtain the system temperature by
This frequency-dependent treatment is recommended [25] but not implemented by the standard GBTIDL procedure, in which the sums are extended to be additionally performed over the inner 80% of all frequency channels so that the observation is characterized by a single system temperature. We found the frequency-dependent procedure to result in a cleaner calibration. Next, using the system temperature as determined by the OFF-position data, we can determine the antenna temperature associated with the ON-position data by
(S2)
Data cleaning
Because the antenna temperature and therefore the flux density spectrum are directly determined by time averages over the ON-position and OFF-position data, improved calibration precision and a cleaner flux density spectrum, less affected by spurious features, can be achieved by filtering out transient noise features that appear in the data. Here, we accomplish this by filtering the data independently at each frequency channel and in each polarization, in both ON and OFF positions, using the Kolmogorov-Smirnov (KS) test. This is a novel procedure we have devised and implemented in order to obtain clean flux density measurements for the high-precision axion search. Alternate non-parametric k-sample tests, such as the Anderson-Darling test, may also be appropriate but are more difficult to implement efficiently. We note also that while these cleaning procedures do help reduce the noise in the data, they are not strictly necessary and we find qualitatively similar results without data cleaning.
The filtering is performed in the following way. For a particular observation position, frequency channel, and polarization, we have time-series data which we divide into equally-sized intervals of the shortest length possible satisfying the following conditions:
• the interval represents at least 15 seconds of continuous exposure;
• the interval contains an even number of antenna measurements;
• the interval contains at least 60 independent antenna measurements.
Denoting the j th interval y j , we determine the y j with the smallest mean and designate this as our reference interval, which we denote byŷ. The reference interval is accepted by default. We then compare each y j withŷ under the KS test when each dataset is unaltered and when each dataset has its mean independently subtracted off. Datasets y j which are not found incompatible at the 5σ level withŷ under both tests are accepted, with the remaining excluded. 
KS p-value
Channel I Channel II Rejection Threshold Figure S2 . The interval-by-interval acceptance for two adjacent frequency channels for data taken from the GC observation by the GBT. Channels I and II are located at 1.61908569 GHz and 1.61899414 GHz, respectively. Data for each channel are shown in black and blue, respectively, with correspondingly colored highlighted regions identifying the reference interval for each channel. The antenna response is shown in arbitrary units. Time intervals accepted in both channels are highlighted in green, with those rejected in both channels highlighted in red. Intervals which are accepted in only one channel are not highlighted.
The requirement that the intervals represent at least 15 seconds of exposure is motivated by choosing a duration such that our filtering procedure will never select for intervals which do not contain flux density from an axion signal, which would lead to a spurious exclusion of a signal if it were present. The axion signal from a given NS will have a periodicity set by the NS period, and the time-averaged axion signal flux is expected to be constant over time intervals corresponding to many such periods. Therefore, since NS spin periods are expected to be less than 15 seconds, a potential signal will be present in all intervals. We additionally require at least 60 independent antenna measurements so that there is a sufficiently large sample for the KS test to have discriminating power. Choosing the shortest interval possible satisfying these criteria then maximizes the resolution of our filtering process. Moreover, performing the test with and without the channel mean removed is intended to improve the discriminating power of the KS test. Requiring that each interval is even-sized ensures that an equal amount of noise diode-on and noise diode-off data is contained in each interval and therefore in the accepted ensemble.
An example of the data filtering as applied to two adjacent frequencies in ON position data collected at the GC can be seen in Fig. S2 , where the advantage of independently filtering the data at each channel can be seen by the nontrivial differences in the data and the acceptance results in each channel. The polarization-averaged acceptances for the ON-position data for each observation, sorted by observing session, can be seen in Fig. S3 . For the INSs, the acceptance fraction is quite high, while the acceptance fraction tends to be lower from lower frequency resolution sources like M31 and the GC. This may be due to the reduction in statistical uncertainties when going to larger bandwidths and the increased importance of systematic uncertainties.
With a successful filtering procedure applied to the data, the calculation of the system temperature is modified so that only data which is accepted in the filtering is included in the calculation of the system temperature, and Figure S3 . The channel-by-channel acceptance fraction for each ON-position measurements of the observation target in each observing session. Acceptances are averaged over the two polarizations and downsampled by a factor of 50 for presentation purposes. In the top row, we display the acceptances in the ON observing position; in the bottom row, the acceptances in the OFF observing position.
subsequently the antenna temperature. Once we have determined antenna temperatures in each polarization, we determine a single antenna temperature by averaging over the polarizations, which typically differ at the percent level or below, as
Since the antenna temperature T a,j is proportional to the flux density, we down-bin by averaging in antenna temperature.
B. Calibrating to a Flux Density
We calibrate to a flux density through an observation of a flux calibrator. For Session I Observations (M31, RX J0720.4−3125, and RX J0806.4−4123), we observed the quasar 3C48. For Session II Observations (GC, GC Offset, M54), we observed the quasar 3C286. Several observations of each calibrator were made so that each target observation can be calibrated to a calibration observation with identical spectrometer configuration and frequency resolution.
Because the observations of the flux calibrators were relatively brief, the data are not amenable to a time-series filtering, so we directly determine an antenna temperature using (S1), (S2). For a particular calibrator, we have a calibrated flux density scale from [46, 47] . We then determine a frequency-dependent calibration scale for our data, c j , by comparing the observed antenna temperature T a,j from the calibrator to the flux density expected from the source:
Here e j is the expected flux density at the j th frequency channel computed from [46, 47] . We smooth the antenna temperature at the analysis frequency resolution from the calibrator by a median filter with kernel size of 31 channels, which is wider than our analysis window, in order avoid calibrating against small-scale features that appear in the data, since the calibration data was taken at a lower time resolution. This frequency-dependent calibration factor then allows us to calibrate our antenna temperature measurement from our target observations.
III. EFFELSBERG DATA PROCESSING
We note that the Effelsberg P217mm receiver provides circular polarizations with a receiver system equivalent flux density of ∼ 17 Jy prior to averaging the two polarizations. The S110mm receiver similarly provides circular polarizations with a receiver system equivalent flux density of ∼ 11 Jy. Effelsberg data at L-and S-Band were calibrated to a flux density scale via observations of the reference source NGC 7027 and using the publicly available software package PSRCHIVE 3 [48] . Unfortunately, an insufficient signal-to-noise ratio for the noise diode signal, in the fine frequency channels used in this work, resulted in strong frequency-dependent artifacts in the resulting calibrated spectra. Because these effects impinged on efforts to identify lines of interest, we assumed an ideal flat frequency response for the telescope receiver (except at the band edges) and defined calibration factors from the integrated spectrum for both ON and OFF target positions; in this case the GC.
However, we find that the maximum flux density in our data under this calibration procedure is in agreement with the expected flux density of the Galactic plane synchotron radiation flux density reported in [49] . We therefore calibrate both our L-Band and S-Band data by instead the calibration factor
where e j is the expected flux density at the j th frequency channel from [49] and med(d j , 201) is a median smoothing with kernel size 201 of the antenna data. This calibration assumes there to be no instrumental backgrounds on the antenna, which may not be true, and it also assumes that the expected flux density spectrum from [49] , which was constructed by fitting a functional form to data from different telescopes across a range of frequencies, may be applied to the Effelsberg angular beam size, which is also likely not completely true. A comparison of the calibrated Effelsberg data to the calibrated GBT data for the GC is shown in Fig. S4 . The absolute magnitude of the Effelsberg flux density is typically 20% larger in the L-Band than in the corresponding GBT data. The discrepancy between the GBT and the Effelsberg spectra is likely due to the Effelsberg calibration procedure. By comparison, in [50] , a 21 cm observation of the GC using the Effelsberg telescope determined a flux density of 450 Jy, which is more compatible with the GBT GC spectra found in this work. Because the axion constraints scale like the square-root of the flux density, however, these differences have only a roughly 10% effect on the constraint strength and so we do not pursue them further. Moreover, we note that systematic errors in radio data are typically on the order of O(10%), independent of calibration scheme.
IV. AXION SIGNAL MODELING
Accurately modeling the axion signal is an important step in our limit-setting procedure. In order to model the radio signal from axion-photon conversion from a population of NSs, we choose a DM density profile and use the NS population models from [4] to determine the distributions of the NS locations, magnetic fields, and spin periods. We then draw from these distributions to construct a MC sample. NSs within the beam width will contribute to a potentially observable signal. At each axion mass, we compute a flux density associated with conversion at each NS within the beam that appears in the data, at a frequency corresponding to the axion mass shifted by a randomly-drawn Doppler factor corresponding to the peculiar velocity of that NS along the line of sight.
Examples of axion flux density spectra generated for analysis of the GBT GC observations (for population searches) can be seen in Fig. S5 . Note that these observations are down-binned such that the signals from all NSs appear mostly in the central bin, though there is some leakage to the neighboring two frequency bins. Fig. S5 shows the expected flux over multiple MC realizations for an axion with mass m a = 3.46 × π GHz and g aγγ = 10 −11 GeV −1 . The dashed black curves show the median expected power, while the green and yellow bands show the 68% and 95% containment regions, respectively, for the power. The red data points illustrate one representative MC realization. Note that in GBT GC Effelsberg GC Figure S4 . A comparison of the calibrated flux density for the GBT observation of the GC (blue) to the Effelsberg observations of the GC in the L-Band and S-Band (green). Note that the Effelsberg data is calibrated to follow the black curve, averaged over large frequency scales. The calibrated L-band Effelsberg data is around 20% different than the calibrated GBT data, suggesting that errors from the calibration procedure impacting sensitivity to gaγγ are only on the order of 10% and subdominant compared to other sources of uncertainty. S5 we assume NFW DM or cored profile for the Milky Way, as indicated. We also alternate between NS Model I, which has more relevant, converting NSs, and our fiducial NS Model II, again as indicated. Note that the spread is greater for Model II since in this case there are less NSs participating in the conversion process. By contrast, the Effelsberg data is of sufficiently high frequency resolution to enable the search for the brightest converting NS. Example flux density spectra are shown in Fig. S6 . The different panels indicate which NS population model is used in the analysis along with the assumed form of the DM density profile (NFW or cored NFW). Note that in these figures we have shifted the MC in frequency so that the brightest converting NS always shows up at the same frequency (here taken to be 2.5 GHz). Importantly, we see that the brightest converting NS typically makes the central frequency bin much brighter than the neighboring frequency bins, which are shown at the frequency resolution used in our analysis. This is especially true when simulating with NS model II, since in this case there are less converting NSs. The difference between the central and neighboring frequency bins also becomes more apparent with the NFW DM profile, relative to the cored DM profile, since the NFW profile causes those NSs close to the GC to have a bright axion-induced radio flux.
The situation is slightly more complicated in the NS Model I, cored DM profile case, since in this case the difference between the signal flux in the central frequency bin and the neighboring bins is not as pronounced, as seen in the MC example in top right panel of Fig. S6 . In practice this means that using the narrow-frequency bin approach leads to some difficulty in detecting an axion signal in the case of NS Model I and a cored DM profile with this analysis approach. For example, we may perform multiple MC simulations of the signal only (as shown in red in the top right panel of Fig. S6 ) and then perform our analysis framework on this signal-only data. This is an idealized analysis, since we are neglecting other sources of noise, but it allows us to quantify the degradation to our detection capability because of signal leakage to the sidebands. We find, for example, that in this case (for Model I and cored DM profile) that at 95% confidence the discovery TS should be bigger than ∼30. On the other hand, for our fiducial scenario (Model II and an NFW DM profile) at 95% confidence the TS is greater than ∼ 10 3 , which indicates that signal leakage into the sidebands is not a concern in this case. For NS Model I and an NFW DM profile the TS is greater than ∼130 at 95% confidence, which is also greater than our pre-determined discovery threshold. Thus, the only concern is that in principle an axion signal produced in the S-band for NS Model I and a cored DM profile would not produce a discovery TS above our threshold of 100, at 95% confidence. Still, we note that in the S-band there are only two frequency channels with un-vetoed excesses with TS > 30 (one with TS = 37 and the other TS = 41), and in both of these cases the OFF data shows spectral features in the central frequency bin as well, though not at a significant enough level to be vetoed. Thus, we find it unlikely that these signals arise from axions. These excesses, along with others are depicted in Fig. S11 . Note that we account for the signal variance in the population models when setting 95% upper limits on the axion-photon coupling from the radio data (see Sec. V C).
V. DATA ANALYSIS
Here we describe the procedures by which we seek to discover an axion signal and by which we impose upper limits on the axion-photon coupling g aγγ in the absence of signal detection.
A. Profile Likelihood for Antenna Temperature Excesses
After our data processing and calibration procedure, we have obtained an antenna temperature T a,j and calibration factor c j over a range of frequency channels around a central frequency f j . Axion-sourced signals are expected to appear as excesses at a narrow frequency bandwidth, so we analyze the antenna temperature downsampled to a resolution at which most (if not all) of the axion signal is expected to appear in a single frequency channel. In principle, we could analyze the calibrated flux density c j × T a,j for excesses, but we chose to not to do this so as to avoid injecting spectral features from a calibration spectrum into the calibrated flux density prior to analysis, which could result in the detection of spurious excesses. Analyzing the antenna temperature is acceptable because our smoothed calibration scale c j should vary slowly as a function of frequency on the scale on which the signal is expected to appear. If the calibration scale were to vary significantly from frequency channel to frequency channel, it would indicate regions in which the data is untrustworthy due to uncontrolled instrumental response. Indeed, this is the case for the GBT population analyses, which indicates that these analyses are dominated by instrumental systematics, as discussed previously in this SM. Figure S6 . As in Fig. S5 but for the Effelsberg observations of the GC in the S-band, for an axion with ma = 2π × 2.5 GHz and gaγγ = 10 −11 GeV −1 . The panels indicate the assumed DM density profile for the Milky Way (NFW or cored NFW with a core radius of 0.6 kpc) and also the NS population model (Model I or Model II, as described in the text). Note that in this case we search for the brightest converting NS. We have shifted each of the MC realizations around in frequency space such that the brightest converting NS appears at f = 2.5 GHz. Note that in the scenario with Model 1 and a cored DM profile, the brightest converting NS is not always that much brighter than the signal flux in the sidebands, from other NSs within the Effelsberg beam, which makes it harder to discover an axion signal in this case.
We search for an excess in a single channel f i using the Gaussian likelihood
where A is signal parameter describing the size of the excess at the i th channel and µ is a quadratic polynomial describing the background determined by the nuisance parameter vector a. The likelihood is calculated including data from the central channel where we seek to identify a putative excess and the j sideband channels to both the left and right. In our fiducial analysis, we take j = 10. In each analysis, we exclude the sideband channels immediately adjacent to the central frequency channel in order to not be biased by less than 100% signal containment. The variance of the data σ 2 k is determined by σ 2 k = σ 2 /α k where α k is the acceptance fraction of the data at the k th frequency channel and σ 2 is a fitted parameter. We fit σ 2 by fitting the null model (A = 0) to the analysis window with the central frequency channel (and hence any putative excess) masked out. We then do not profile over the value of σ 2 in the analysis. This is done to avoid biasing the calculation of the variance, and therefore the likelihood, in the presence of a large central-channel excess.
Equipped with our full likelihood in terms of both a signal and background model, we determine a profile likelihood purely as a function of the central-channel excess strength A by profiling over the nuisance parameter vector a:
We determine the significance of the evidence for a flux density excess described by the best-fit excess parameterÂ using the test statistic (TS)
unlessÂ < 0, in which case TS i = 0. By Wilks' theorem, this test statistic will be asymptotically half-χ 2 distributed [51] . In our analysis, our threshold for discovery is set at TS = 100. For details regarding the discovery threshold and TS distribution as informed by Monte Carlo, see Sec. VIII A.
B. Excess Vetoing Procedure
We find multiple excesses in the Antenna temperature data, such as excesses corresponding to 21 cm line emission, that may be vetoed by finding similar excesses in the OFF-position data. We analyze the OFF-position data corresponding to each observation, i.e., thed ZZ i,j that were used in (S2) to subtract off backgrounds and instrumental baselines. This is important because narrow spectral features present in the OFF-position data indicate locations where backgrounds or antenna responses are systematically mismodeled and narrow spectral features in the calibrated spectrum do not require an axion interpretation. Note that by mismodeled we do not mean that a real astrophysical line is not necessarily present (such as the 21 cm line), but we mean that our simple quadratic background model is not sufficient to describe all of the astrophysical emission or instrumental backgrounds.
We analyze the OFF datasetd, which is constructed from the polarization-summed OFF data that has been accepted by our time-series filtering. We analyze this data with a modified version of the likelihood in (S6), now allowing a signal to appear as a flat excess across across one, three, or five frequency channels centered on the central frequency channel. This allows us to identify spurious features slightly wider than the signal we search for in the antenna temperature data that would nonetheless indicate locations of uncontrolled backgrounds and instrumental response. The likelihood is given by
This likelihood is at full spectral resolution in the sidebands (the top line in Fig. (S9) accounts for the left and right sidebands) but at downbinned resolution corresponding to the window width in the signal region (the bottom line in Fig. (S9) ). Note that we consider three values for w in (S9): w = 0, 1, 2, corresponding to signal-region widths of 1, 3, and 5 bins. Our variance parameter σ 2 k is treated analogously to before, and the TS is taken to bẽ
Note that we calculate the TS for each choice of w. Here we do not zero out TSs associated with negative best-fit signal parameters, as our interest is only in identifying locations of spurious features of any sign. We also do not mask out the frequency channels adjacent to the signal region in this analysis as we are not seeking to identify an axion signal in this data. Large TSs in the antenna temperature data are then vetoed if they are at identical or directly adjacent frequency channels to a channel in the OFF-position data with a TS above the 97.5 th percentile value of the OFF-position TS ensemble. We perform this test for each of the three choices for w. In practice, we find that vetoing on the five-channel wide analysis has negligible effect. An example of vetoed excesses can be see in Fig. S7 .
C. Axion Constraints
Setting constraints on the axion-photon coupling g aγγ requires a more involved data analysis procedure than our discovery search. This is because variance in the expected axion signal due to scatter in the NS population prevents a direct conversion of a flux density limit, obtained through Wilks' theorem using our profile likelihood, to a constraint on g aγγ .
Instead, we take a profile-likelihood MC approach that allows us to place limits that account for signal variance. To do this, we analyze the real data under the likelihood of (S6) to determine the best-fit signal strength parameter A and the best-fit null-model background specified by the best-fit model parametersâ and σ 2 . We generate 200 MC realizations of the data under the best-fit null model. For each null model spectra, we construct a unique realization of an axion signal generated under the assumed NS population and DM density profile. The axion signal is injected in the null model spectra with varying strength corresponding to adjusting the value of g aγγ . We analyze each MC data realization in order to determine the fraction which result in a best-fit signal strength parameterÂ M C that is less than the best-fit signal strength parameterÂ in the real data. We can then obtain a frequentist 95% upper limit on the g aγγ by determining the value of g aγγ at which only 5% of theÂ M C are less thanÂ. The advantage of this procedure is a safe accounting for variance in the signal strength and Doppler shifting that lead to less than perfect signal containment in the central frequency channel.
VI. SIGNAL INJECTION TESTS
To demonstrate that our framework is capable of setting appropriate upper limits and discovering an axion were such a signal present in the data, we perform signal injection tests where we inject synthetic axion signals into the actual data. Here we demonstrate these tests for signal flux density spectra injected at several frequencies in Effelsberg S-Band data. We inject the signal flux density spectra with varying amplitudes corresponding to varying the strength of g aγγ . The results of the signal injection tests can be seen in Fig. S8 . In the left panel we show the 95% one-sided upper limits g 95% aγγ as a function of the injected signal strength g inj aγγ for three different and randomly chosen axion masses. Importantly, we never exclude the injected signal strength, which is indicated by the dashed black line. In the right panel we show the discovery TS in favor of the axion model as a function of the injected signal strength, with our TS = 100 discovery threshold indicated in horizontal dashed black. As expected, the TS increases for increasing signal strengths. Figure S8 . (Left) The one-sided 95% upper limit on the axion-photon coupling as a function of the injected signal strength. The limit lies above the injected signal strength, indicating that we are not excluding an axion signal when present. (Right) The test statistic (TS) for discovery as a function of the injected signal strength. For sufficiently large signal strengths the TS exceeds our TS = 100 threshold for an axion signal to be discovered.
VII. MASER LINE DETECTION TEST
The observation of known spectral line sources enables additional opportunities to test our analysis pipeline. During the March 10 th observing session, 10 minutes of observing time was used to collect data in the L-Band at the compact HII region W3OH. Data was collected at 92 kHz frequency resolution for five minutes in the ON position, followed by five minutes of data collection at identical frequency resolution in the OFF position. Data was collected over the frequency range 1.15-1.73 GHz with a notch filter applied in the 1.2 to 1.34 GHz region as in all other GBT observations. Narrow maser emission at rest frequencies approximately 1.612 GHz, 1.665 GHz, 1.667 GHz, and 1.72 GHz associated with transitions in hydroxyl molecules have been observed in W3OH [52, 53] , enabling a direct test of the ability of our analysis pipeline to identify bright spectral lines of a similar character to those that might appear due to axion-to-photon conversion in NS magnetospheres.
We analyze the collected data over the full frequency range at the original 92 kHz frequency resolution with the procedure described in Sec. V in order to search for any spectral lines which may appear. All OH maser lines are detected at their expected frequency locations consistent with the measured Doppler shifting and line-widths of 1665-MHz OH emission within our observing beam [54] . Moreover, none of the detected OH maser lines are vetoed by a coincident excess in the OFF data, validating our exclusion criteria. Results are shown in Fig. S9 . Additional high significance excesses TS ≥ 100 are observed at the frequencies 1.35065308, 1.374823, and 1.64664307 GHz. The excess at 1.64664307 GHz is coincident with an excess observed in the L-Band during GBT RFI scans, 4 while the origins and appropriate interpretations of the other two excesses are less certain. Despite the presence of two unidentified lines, these tests effectively demonstrate the ability of our framework to recover spectral lines present in the data. Analogous data were collected for 1665-MHz OH maser 351.7754−0.536 [55] during the March 29 th observing session, with similar results regarding maser line detection.
VIII. EXTENDED RESULTS
Here we provide extended results for the analyses presented in the main Letter and for the additional GBT observations described at the beginning of this SM.
A. Survival Functions and Excess Candidates
For each observation, we compute the survival function associated with the observed TS distribution. In all observations, no significant TSs exceeding our discovery threshold are observed, and the survival functions appear to match the expectation under the null hypothesis, as shown in Fig. S10 . Note that the survival function figure shows the faction of TSs at or above the indicated TS on the x-axis.
From Wilks' theorem we would expect the distribution of TSs to be asymptotically χ 2 -distributed under the null hypothesis. This asymptotic expectation is indicated in Fig. S10 . However, our expected distribution of TSs does not follow this asymptotic expectation, even under the null hypothesis, because our analysis window contains only a finite number of frequency bins in the sidebands. When we perform MC simulations under the null hypothesis (first, we fit the null model to the data to determine the model parameters, and then we simulate data from those best-fit parameters and re-analyze the simulated data) we find that passing that simulated data through our analysis pipeline results in a survival function, under the null hypothesis, that is not χ 2 -distributed. In Fig. S10 we show the simulated survival function under the null hypothesis ("MC Expected"), which is constructed by averaging the simulated survival functions across all observations (though we find that all observations produce consistent expectations for the survival function). We note that if we modify our analysis framework to include more frequency channels in the sidebands, the survival function better approaches the χ 2 distribution. On the other hand, the fact that under the null hypothesis our survival function is not precisely χ 2 -distributed does not mean that our analysis framework is in any way not valid. It simply means that when assigning TS values significances (e.g., p-values), we should use the simulated survival function and not the asymptotic expectation from Wilks' theorem. For example, TS = 100 corresponds to 10σ significance under Wilks' theorem. On the other hand, using the simulated TS distribution under the null hypothesis we find that in fact for our analysis framework TS = 100 corresponds to approximately 5σ (local) significance (p-value of approximately 6 × 10 −7 ).
In the left panel of Fig. S10 we have already applied the vetoes from analyses of the OFF data. That is, frequencies that are vetoed from the OFF data analyses are not shown in Fig. S10 . In this case, the observed TS distributions are found to closely match the MC expecations under the null hypothesis. In the right panel of Fig. S10 we show what would happen if we did not apply the OFF data vetoes. In this case, there are many significant detections. Some of these detections correspond to real astrophysical lines, such as the 21 cm line, that also appear in the OFF data, Figure S10 . (Left) The discovery TS survival function for all of the observations considered in this Letter. Note that the survival function is defined as the fraction of TSs observed at or above the indicated value. This figure excludes frequencies that are vetoed from the OFF position observation analyses. The "MC Expected" curve shows the expectation under the null hypothesis, as determined by MC simulations. We note that all observations are from GBT except those labeled "Eff", which are from the Effelsberg telescope. (Right) As in the left panel, but including frequencies that would be vetoed by the OFF data. Without the OFF vetoes there would be a significant number of frequencies with TSs exceeding the TS detection threshold, which emphasizes the importance of the OFF position vetoing procedure.
while other lines may be due to RFI or instrumental backgrounds.
Note that we veto excesses at 27 of 56362 analyzed channels in the RX J0720.4−3125 data, 37 of 56362 analyzed channels in the RX J0806.4−4123 data, 24 of 26214 analyzed channels in the Effelsberg S-Band data, and 22 of 24576 analyzed channels in the Effelsberg L-Band data.
We do observe some moderate to high significance excess in our data in various observations which are depicted in S11 with corresponding TS values and frequency locations. In the Effelsberg observation of the GC in the S-Band we observe two unvetoed excesses, both with TS ≈ 40. While these are not exceptionally large TS values, as studied in our MC signal construction, even strong axion conversion signals can result in TSs as small as 30 in the scenario with a cored DM density profile assuming the NS population is described by Model I. Similarly, we have a moderate significance excess (TS ≈ 52) in Effelsberg observation of the GC in the L-Band. A relatively higher significance excess (TS ≈ 90) is observed in the GBT observation of RX J0720.4−3125. We show the data corresponding to the excesses in Fig. S11 . We remain skeptical that these excesses requires an axion interpretation, as similar or unusual features appear in the OFF-data but at lower significances (below our veto threshold). Additionally, the location of the RX J0720.4−3125 excess at approximately 1.59 GHz is known to be subject to strong RFI. Follow-up observations with longer exposures and at complementary positions on the sky would be necessary to confirm or exclude the persistence of such excesses.
Note that we also do not see any significant excesses (TS > 100) when shifting the frequency bins by half a bin size. As described in the main Letter, we analyze the data shifted by half a frequency bin to account for the possibility that the axion mass falls between our frequency bins and the flux is thus split between neighboring bins. In the Supplementary Data [38] we present the flux and g aγγ limits at each frequency point, shifted and unshifted, along with the corresponding TSs.
Additionally, our choice of a quadratic background model is somewhat arbitrary, but has limited impact on our results. What is important is to have a background model with enough parameter freedom to describe the data under the null hypothesis but not so much freedom that the background model can be degenerate with the signal model. The strength of axion limits set under our likelihood procedure is not appreciably affected by the background model, for small variations to the model. In Fig. S12 , we show that in the Effelsberg S-Band data, the detection significances are not appreciably different across flat, linear, and quadratic background models. The flat background model appears to be too simplistic to accurately model the form of the data, but the quadratic and linear background models give quantitatively similar results.
In Fig. S13 , we show that in the INS GBT data the large scale features of the survival function are not appreciably changed by the application of our time-series data filtering procedure. However, the number of moderate-to-high This excess is also not vetoed, but like the previous excess there does appear to be a corresponding feature in the OFF data. (Bottom Left) The Effelsberg data shown in the analysis window around the excess candidate located at a central frequency of approximately 1.34 GHz in the L-band observation of the GC. It also appears that there is a similar, though not so significant, feature in the OFF data. (Bottom Right) The GBT data shown in the analysis window around the excess candidate located at a central frequency of approximately 1.59 GHz in the observation of RX J0720.4−3125. As before, frequencies are plotted relative to the frequency corresponding to the excess channel frequency. The excess only appears at high significance in the antenna temperature; similar coincident features are observed in both ON and OFF data, coincident features appear in the raw ON and OFF data, although not at high enough significance in the OFF data to result in a veto of the excess. As before, this excess does not exceed our detection threshold, although it does come closer, with TS ≈ 90. significance excesses in RX J0720.4−3125 and RX J0806.4−4123 observations does decrease without the application of data filtering, which is consistent with the expectation that the excesses are largely sourced by transient RFI.
B. Variations to the NS and DM Density Modeling
In this section, we show how variations to the NS population models and assumed DM density profiles affect the strength of the limits we are able to set. Under NS population Model I from [4] , and assuming all DM density profiles are perfectly NFW, we obtain our strongest limits, as shown in the top left panel of Fig. S14 . Note that for M54 the NFW profile is for the host Sagittarius Dwarf Spheroidal Galaxy (see [4] for details). Limits are made successively weaker by the assumption of our fiducial NS population model (Model II from [4] ), as shown in Fig. S14 . See that figure for all four combinations of NS models and DM density profile choices. Note that the Milky Way and M31 Figure S14 . Limits on the axion-photon coupling for different combinations of assumptions about the DM density profiles in the observed galaxies and the properties of the NSs within those galaxies (see [4] and text for details).
cores are taken to be 0.6 kpc, with the DM density profile following an NFW profile outside of this radius and flat within the core radius. For Sagittarius, relevant for M54, under the cored DM scenario we model the DM density distribution as an isothermal sphere with scale radius of 0.2 kpc (see [4] ).
IX. ALTERNATIVE FLUX DENSITY LIMITS
As a further test of the validity of our flux density limits, we recompute them using an alternative approach. The alternative 95% C.L. flux density upper limits ("percentile limits method") are constructed as follows. First, we smooth the calibrated spectrum with a median filter in order to remove any low-significance noise and to emphasize any potential spectral lines present in the data. The median filter assumes frequency windows containing 20 channels (for simplicity we used the same number of channels for both GBT and Effelsberg data). The outcome of this step is a data-driven estimate of the background in each respective window. Second, we single out spectral line signals T (f j ) by subtracting the smoothed background from the raw data. Third, we sort the T (f j ) lines in ascending order using an "order filter." Fourth, we compute the 68 th percentile band (1σ error) at each frequency window. Finally, we obtain approximate 95% C.L. flux density upper limits by calculating the quantity (T (f j ) + 2σ). Note that this method assumes that the uncertainties are well-behaved, i.e., going from 1σ (68% C.L. ) to 2σ (95% C.L.) is fairly linear. Furthermore, in order to avoid excessively strong constraints, we floor any signals that were smaller than the 
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Percentile upper limits (M54) Profile likelihood method 1σ containment Figure S15 . Comparison between the profile likelihood and percentile upper limits methods for M54 observations with GBT. The black line (green area) shows the 95% C.L upper limits (1σ containment band) obtained with the percentile method. The red line shows the upper limits obtained with the profile likelihood method and calibration used as default in our main pipeline; these flux limit curves are used in the main text. 
Percentile upper limits (GC) Profile likelihood method 1σ containment Figure S16 . Same as Fig. S15 , for Effelsberg GC observations. negative 68 th percentile error band ("power limited constraints" [27] ), just as we do for our profile-likelihood limit setting procedure.
The results of our comparison for GBT observations of M54 is shown in Fig. S15 and for Effelsberg GC observations in Fig. S16 . As can be seen, the two different methods display very good agreement. This illustrates that the profile likelihood and the percentile upper limits methods are essentially equivalent and that the upper limits obtained in this work do not depend sensitively on the limit-setting procedure. We note that the advantage of the percentile method is its efficiency: it avoids computationally expensive log-likelihood maximization computations. Figure S17 . An illustration of how outgoing electromagnetic waves are refracted towards the normal vector to the conversion surface, labeled here byẑ.
X. BANDWIDTH ESTIMATE FROM REFRACTION IN MOVING MEDIUM
In Ref. [5] it was pointed out that the reflected photons may acquire Doppler boosts for a rotating and misaligned magnetosphere. In effect, one may think of the conversion surface as a mirror that reflects the incoming axions into outgoing photons. In order for the mirror to transfer momentum to the photons, the mirror must have a component of its velocity in the normal direction. For an aligned rotator, where the magnetic axis is aligned with the axis of rotation, the velocity vector at any point on the conversion surface is orthogonal to the normal vector from the surface and thus there is no induced Doppler broadening from reflection. However, as pointed out in [5] , for misaligned rotators the conversion surface locally has a velocity that has a component in the direction of the normal vector, thus inducing a frequency shift.
Here, we consider a similar frequency shift induced by refraction for axions that are converted to photons in the outgoing direction. A key point to note is that the plasma frequency profile of the magnetosphere may be interpreted as a spatially-dependent index of refraction. For example, for the polarization component parallel to the magnetic field direction we may write the index of refraction as n ≈ 1 − rc r 3 1 − rc r 3 cos 2 θ , (S11) for r > r c , where r c is the conversion radius, r is the radial direction, and θ is the angle between the magnetic field and the propagation direction. The index of refraction is anisotropic, with a dependence on θ, because the plasma is strongly magnetized. Note that the group velocity is always smaller than the speed of light, consistent with special relativity. Locally around the conversion surface, we are interested in describing the scenario illustrated in Fig. S17 . We choose coordinates such that the tangent plane to the conversion surface is spanned by the unit vectorsx andŷ, with the normal given byẑ, withŷ chosen such that the magnetic field lies in theŷ-ẑ plane. In the large-field limit the two linearly independent polarization states do not mix, so to locally describe the trajectory of outgoing electromagnetic waves, we only need to consider the waves propagating in thex-ẑ plane. Without loss of generality, we imagine that the local conversion surface is traveling at a speed v cs in thex-ẑ plane at an angle β from the conversion surface, as indicated in Fig. S17 . We will work to leading order in the speed v cs , in natural units. We are interested in two properties of the outgoing wave: (i) the outgoing angle with respect to the normalẑ, given an initial angle α i near the conversion surface, and (ii) the frequency shift ∆ω ≡ ω(r = ∞) − ω(r = r c ) between the wave asymptotically far from the conversion surface and the wave at the conversion surface.
The outgoing wave quickly turns towards theẑ direction, as illustrated in Fig. S17 , because radiation refracts towards the direction of increasing index of refraction and n increases with the distance from the conversion surface. More concretely, by considering a differential form of Snell's law one may show that (assuming θ = π/2 for simplicity and since having non-trivial θ does not qualitatively change these results)
where z(y) is the trajectory of the wave that starts a distance z i from the conversion surface at an initial angle α i . In the limit z i → 0, all trajectories asymptotically approach theẑ direction, regardless of α i . In fact, z i ∼ r c v 2 [3] , where v ∼ 0.1 is the axion velocity at the conversion surface in the frame of the NS, which is close enough to zero in practice that the asymptotics hold. This is also true regardless of the magnetic field direction; the full differential equation for the trajectory is a complicated nonlinear equation because θ depends on the trajectory, but such dependence is washed out because of the sharp change of index of refraction very near the conversion surface. This itself is interesting because it says that while the initial α i are isotropically distributed, since the DM phase space is isotropic, the outgoing radiation is collimated in the direction normal to the local conversion surface. Next, we consider the frequency shift ∆ω induced by the finite velocity v cs of the medium, to lowest order in v cs . Roughly speaking, such a frequency shift results from the electromagnetic wave being created in an index of refraction which is already moving, and being measured in a stationary frame at infinity where the index of refraction is unity. To derive a differential equation for the evolution of the frequency it is useful to consider a differential step as shown in Fig. S17 whereby we transition from a layer at distance z to one at distance z + δz, with initial angle α and refracted angle α + δα. We perform the following set of steps. Let the frequency of the initial state be ω(z). First, we perform a Galilean boost by v cs sin β in theẑ direction so that the conversion surface is stationary in that direction. Under this boost the material becomes birefringent, with an angle-dependent index of refraction [56] . To leading order in v cs the index of refraction that the incoming wave sees in the boosted frame isñ(z) = n(z) + (n 2 (z) − 1)v cs cos α(z) sin β. The frequency in the boosted frame (to this order in v cs ) isω(z) = ω(1 − n(z)v cs cos α(z) sin β). We may then use Snell's law to refract the wave over the interface, where the material has index of refraction n(z + δz). This changes the angle α but does not change the frequency. Then, we boost again by v cs sin β but now in the negativeẑ direction. Taking the limit δz → 0 we find the differential equation: 
In practice, since α(z) quickly approaches 0 (see Fig. S17 ) the second term tends to be subdominant to the first, which remains non-zero in the limit α → 0. In this approximation, taking α = 0, the right-hand side of (S13) is a total derivative, and thus ω(z) only depends on the difference in index of refraction between the conversion surface (approximately zero) and infinity (approximately unity): δω/ω = v cs sin β, to leading order in v cs . Again, in the limit z i → 0 this result is independent of the initial angle α i and independent of the anisotropy of the index of refraction from the magnetic field direction. There are few interesting implications of this result. First, when averaging the axion signal over the phase of the NS rotation there will be a frequency broadening induced by the spread in v cs sin β across the conversion surface, appropriately averaged. For the INSs considered in the main Letter and assuming misalignment angles ∼ 45 • , we find that the frequency broadening is less than δf /f ∼ 5 × 10 −6 at 68% containment for both NSs (not much larger than the intrinsic bandwidth δf /f ∼ v 2 0 ∼ 10 −6 ), justifying the bandwidths used in our fiducal analyses. Second, this result reasserts the possibility of strong time dependence of the signal over the NS period, since the outgoing radiation is beamed normal to the conversion surface by refraction. While Ref. [6] claimed that the outgoing signal would not be strongly time-dependent because of the fact that the DM velocity distribution is isotropic, we have shown here that this result is modified due to the refraction of the outgoing photons. Moreover, since the frequency shift appears to leading order to be independent of the initial angle relative to the conversion surface normal vector, it is possible that when phase-resolved, the radio signal again becomes order v 2 0 wide in terms of δω/ω, with a central frequency that shifts by an amount δω/ω ∼ v cs over the period. We leave both the theoretical analysis and an investigation of this effect in the data to future work.
