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ABSTRACT
We present a novel deep learning model, intelligent quasar continuum neural network (iQNet),
which predicts the intrinsic continuum of any quasar in the rest-frame wavelength range
1020Å ≤ λrest ≤ 1600Å. We train this network using high-resolution Hubble Space Tele-
scope/Cosmic Origin Spectrograph ultraviolet quasar spectra at low redshift (z ∼ 0.2) from
the Hubble Spectroscopic Legacy Archive (HSLA), and apply it to predict quasar continua
from different astronomical surveys. We utilize the HSLA quasar spectra that are well-defined
in the rest frame wavelength range [1020, 1600]Å with an overall median signal-to-noise ratio
of at least five. In addition, we introduce a standardization process to the data, which reduces
the absolute fractional flux error (AFFE) of the predicted continua approximately by half. To
create a training set for our neural network, we use principal component analysis (PCA) and
Gaussian mixture model (GMM) to classify the HSLA quasar spectra into four classes and
use them to synthesize mock quasar spectra to increase the size of training data set. iQNet
achieves a median AFFE of 1.31% on the training quasar spectra, which is approximately ten
times better than traditional PCA-based prediction methods, and 4.17% on the testing quasar
spectra. We apply iQNet and predict the continua of ∼ 3200 SDSS-DR16 quasar spectra at
higher redshift (2 < z ≤ 5) and measure the redshift evolution of mean transmitted flux (〈F〉)
in the Ly-α forest region. We measure a gradual evolution of 〈F〉 with redshift, which we char-
acterize as a power-law fit to the effective optical depth of the Ly-α forest. Our measurements
are broadly consistent with other estimates of 〈F〉 in the literature but provide a more accurate
measurement as we are directly measuring the quasar continuum where there is minimum
contamination from the Ly-α forest. This work proves that the deep learning iQNet model can
predict the quasar continuum with high accuracy and shows the viability of such methods for
quasar continuum prediction.
Key words: (galaxies:) intergalactic medium, (galaxies:) quasars: absorption lines, machine
learning, lyman-α forest
1 INTRODUCTION
The Ly-α forest absorption in the spectra of high redshift objects is
imprinted by neutral hydrogen in the intergalactic medium (IGM),
which makes up most of the baryons in the early Universe (Shull
2014). This is unlike lower redshifts, where a significant fraction of
the baryons reside in the circumgalactic medium of galaxies (Tum-
linson et al. 2013; Werk et al. 2014; Bordoloi et al. 2014; Chen et al.
2018). Our understanding of the Ly-α forest changed dramatically
in the late 1990s when the pioneering hydrodynamical simulations
showed that the Ly-α forest statistics could be understood if the
neutral gas followed the underlying dark matter distribution in the
cosmic web of filaments, voids, and clusters (Cen et al. 1994; Hern-
quist et al. 1996; Croft et al. 1998). The properties of the Ly-α
forest inform us about the density, temperature, and ionization state
? Email: bliu8@ncsu.edu
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of the IGM. Subsequently, both the 1-D power spectrum of HI col-
umn density, and the evolution of the mean transmitted flux in the
Ly-α forest along the lines of sight to distance quasars are studied
for a small sample of bright high-resolution quasar spectra (Rauch
et al. 1997; Schaye et al. 2003; Songaila 2004; Kirkman et al. 2005;
Becker et al. 2010; FaucherâĂŘGiguÃĺre et al. 2008), and large
samples of moderate resolution SDSS spectra (Bernardi et al. 2003;
McDonald et al. 2005; Pâris et al. 2011; Lee et al. 2012; Becker
et al. 2013; Davies et al. 2018).
One of the basic observable used to quantify flux distribution in
the Ly-α forest is the evolution of mean transmitted flux, 〈F〉, with
redshift (e.g. FaucherâĂŘGiguÃĺre et al. 2008; Becker et al. 2010).
The effective optical depth, τeff, of the Ly-α forest (τeff = − ln〈F〉)
can be used to constrain the metagalactic ionizing background in-
tensity (Rauch et al. 1997; Bolton et al. 2005;McDonald et al. 2005;
McDonald et al. 2001; Becker et al. 2013). The transmitted flux F
for any arbitrary quasar spectrum is defined as
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F =
Fspec
Fcont
, (1)
where Fspec is the observed quasar flux in its rest frame, and Fcont
is the true quasar continuum without any absorption.
To study the properties of the Ly-α forest, we need to know the
true quasar continuum (Fcont, equation 1) to make correct estimates
of 〈F〉 and therefore τeff. The uncertainty in predicting the true
continuum is often one of the largest uncertainties in studying the
IGM (e.g. Croft et al. 2002). Thus, an accurate model to predict
the quasar continuum in the presence of Ly-α forest absorption is
necessary for scientists to study neural hydrogen in the IGM.
Previous studies have defined the transmission peaks in the
Ly-α forest region as the continuum in high redshift quasars using
high resolution-echelle spectra (e.g. Rauch et al. 1997; Schaye et al.
2003). However, cosmic voids along the line of sight have sufficient
optical depth to bias such measurements in underestimating the true
continuum. This can be corrected statistically by using synthetic
spectra from hydrodynamical simulations (FaucherâĂŘGiguÃĺre
et al. 2008). Unfortunately, such correction also relies on the veracity
of the simulations/models themselves and is not, in fact, a direct
measurement of τeff.
Other studies used a large number ofmoderate-resolution spec-
tra to either statistically correct for the continuum (Bernardi et al.
2003), used composite spectra of z > 2 quasars to statistically study
the evolution of τeff (Becker et al. 2013), or used principal compo-
nent analysis (PCA) of z ∼ 3 quasars to predict the true continuum
(Pâris et al. 2011). Composite spectra can be used to estimate very
robust "differential" τeff evolution from the stacked spectra in differ-
ent redshift bins. However, this method relies on two assumptions:
(1) all stacked quasar spectra have the same "shape", and (2) the true
quasar continuum can be represented by the composite spectra at
z ∼ 2.15. Both these assumptions may not be always very accurate.
PCA-based prediction models are popular due to the rise of
machine learning applications, (e.g. Suzuki et al. 2005; Pâris et al.
2011; Lee et al. 2012; Davies et al. 2018). However, the main draw-
back of this type of model is its limited generalizability. A PCA
prediction model usually consists of two sets of principal compo-
nents, which recover the full wavelength coverage of the quasar
continuum and the part of the quasar continuum redward of quasar
Ly-α emission, respectively. Further, a transformationmatrix is used
to transform the PCA weights of continuum redward of Ly-α emis-
sion into the weights of the whole continuum. PCA reconstruction
models are usually required to recover over 97.5% of the variance
of the flux within the wavelength of interest. However, there are
no studies to evaluate the correlations between the reconstruction
ratios of the weights of those two sets of principal components.
Another important step in evaluating the performance of a PCA
model is to use an independent testing data set that should never be
used for training and only reserved to test and evaluate the researched
model. Evaluating the model accuracy based on a training data set
only reflects how well it performs through the training process
but does not reflect how well it will work on a testing data set.
Because the model has been constructed based on the information
extracted from the training data set, the model will, unsurprisingly,
perform well on the training data. All of the published PCA models
used for quasar continuum estimation use the same data set to both
train the weights of the PCA models and test the performance of
those models. Therefore, the robustness of PCAmodels on a testing
data set is never known if the performance of researched models is
evaluated on a training data set. A robust model needs to be tested
so that it performs well not only on the training data but also on the
testing data that have never been exposed to the model. The testing
data set will be the model benchmark to make sure that the model
generalizes well and robustly on the unseen data.
Moreover, all studies either indirectly measure τeff using sim-
ulations or models (FaucherâĂŘGiguÃĺre et al. 2008), or use z ∼
2 quasar spectra as the ground truth continuum. To overcome this
shortcoming, and to better predict the true quasar continuum uncon-
taminated by Ly-α forest at high redshift, in this paper, we employ
z < 1 quasar spectra observed with Hubble Space Telescope’s Cos-
mic Origin Spectrograph (HST/COS). We develop a novel deep
learning approach using quasar spectra at low redshift (z < 1)
where the spectra are least affected by the Ly-α forest and predict
quasar continua at higher redshift (2 < z ≤ 5). This method allows
us to compute τeff by predicting the true quasar continuum at high
redshift over the range 2 < zQSO ≤ 5 directly, and to test the per-
formance of our model by using a testing data set that is never used
during the training phase on the quasar continuum model.
This paper is organized as follows: in Section 2, we present the
quasar spectra used in this work fromHubble Spectroscopic Legacy
Archive and Sloan Digital Sky Survey, respectively. In Section 3,
we construct our deep neural network, iQNet, and apply a standard-
ization process and present the use of principal component analysis.
In Section 4, we compute the absolute fractional flux error and use
it as a goodness of fit to evaluate the model performance among
iQNet and PCA prediction models. We measure the evolution of the
mean transmitted flux in the Ly-α forest with redshift and compare
our findings with literature measurements in Section 4.4. Through-
out this work, we adopted a ΛCDM cosmology (Ωm = 0.286, ΩΛ =
0.71,H0 = 69.32 kms−1 Mpc−1,Ωb = 0.04628), from theWilkinson
Microwave Anisotropy Probe nine-year data (Hinshaw et al. 2013).
2 DESCRIPTION OF OBSERVATIONS
2.1 Quasar Spectra from the Hubble Spectroscopic Legacy
Archive (HSLA)
We use the UV quasar spectra from the Hubble Spectroscopic
Legacy Archive Data Release 2 (Peeples et al. 2017) in this re-
search. This data set contains 799 unique quasar spectra, with mean
redshift 〈zQSO〉 = 0.689. The data set comprises of 542, 326, 197
HST/COS (Green et al. 2011) spectra observed with the G130M,
G160M, G140L far-UV gratings, 43, 23, and 15 HST/COS spectra
observed with the G230L, G185M, and G225M near-UV gratings,
respectively. We cross-match HST/COS quasars with the Million
Quasars Catalog (Flesch 2019) to obtain the quasar redshifts. We
select the HST-COS quasars that fully cover the rest-frame wave-
length range of 1020Å ≤ λrest ≤ 1600Å and have a median signal
to noise ratio (S/N)>5 per resolution element. These selection cri-
teria yield 63 quasars with zQSO < 1. The left panel in Figure 1
shows the redshift distribution of these selected quasars from the
HSLA. We bin each HST-COS spectrum to Nyquist sampling with
three pixels per COS resolution element (FWHM ∼ 18 km/s ). We
shift each quasar spectrum to its rest frame, and re-sample it on a
uniformwavelength grid of 0.05Å per pixel, which is approximately
the mean resolution of those 63 selected quasar spectra. We com-
pute the relative flux of each quasar spectrum by dividing the flux
by the average flux of 40 pixels centered at 1280Å. Throughout the
paper, we will use this relative flux to predict the shape of the quasar
continuum.
To create the ground truth for a deep learning interface, we
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first need to identify the continuum for each of these z < 1 quasars.
We perform this task using the interactive continuum fitting tool,
Lintools API1. We fit a quasar continuum for each quasar spectrum
by masking out all the absorption lines and locally fitting a spline
curve to trace the strong emission lines of OVI, Ly-α, SiIV, NV,
and CIV. We use these quasar continua as the ground truth and they
are used to test the robustness of our fitting procedures. We ran-
domly select 85% of the 63 fitted continua and their corresponding
quasar spectra to form the training data set. We treat the remaining
15% of the sample as the testing data, which are not used in the
training phase of neural network and only reserved for performance
evaluation of the researched models.
2.2 Quasar Spectra from Sloan Digital Sky Survey (SDSS)
The Sloan Digital Sky Survey Data Release 16 contains optical
spectroscopy of more than 750,000 unique quasars (Ahumada et al.
2019; Higley et al. 2020). We proceed to use these observations
to predict the quasar continua at different redshifts based on the
continua obtained from the low redshift HSLA data. To that end, we
randomly select 5000 quasar spectra through the SDSS SkyServer2
that satisfy the following criteria:
• Median signal-to-noise ratio S/N>5 per pixel
• QSO redshifts 2.0 ≤ zQSO ≤ 5.0
• Minimum rest-frame wavelength λmin ≥ 1080Å
We visually verify the downloaded quasar spectra and further
discard spectra that are misclassified as quasars or have a bad zQSO.
This leaves us a final sample of 3196 spectra. The right panel of
Figure 1 shows the redshift distribution of these quasars.The quasars
continuously cover the redshift range between zQSO = 2.3 and
zQSO = 5.1 with the mean value of 〈zQSO〉 = 3.5. We will use these
SDSS quasar spectra to study the evolution of the mean effective
optical depth in Section 3.5.
We transform the quasar spectra into their rest frame and re-
sample them onto a uniform wavelength grid. Each spectrum flux
is then re-normalized with the mean flux at ∼ 1218 Å. We are
interested in predicting the rest frame quasar continuum within the
wavelength range [1020, 1600]Å, therefore for all the SDSS spectra,
only the flux in that wavelength range is retained for further analysis.
3 METHODS
3.1 intelligent Quasar Continuum Neural Network (iQNet)
Deep neural networks have a proven track record for image restora-
tion and image synthesis (Zhou et al. 1988). In this work, we show
how deep neural networks can be applied to successfully predict
quasar continuum at any redshift. We treat a 1-D rest-frame UV
quasar spectrum as a 1-D image array. Each input quasar spectrum
to this network is a superposition of the true quasar continuum,
random noise owing to finite signal-to-noise ratio, and interven-
ing HI and metal absorption line systems that are imprinted on the
quasar spectra along the line of sight. Instead of building a more
advanced architecture (i.e., the Variational Autoencoder (VAE) and
the Generative Adversarial Network (GAN)), we start with the sim-
pler autoencoder (AE) architecture. Occam’s razor in deep learning
suggests that it is not necessary to apply a complicated network
1 https://linetools.readthedocs.io
2 http://skyserver.sdss.org/dr16/en/tools/search/sql.aspx
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Figure 1. Redshift distributions of the selected quasars from HSLA (blue)
and SDSS DR16 (red), respectively. We utilze 63 quasars from HSLA and
3,196 quasars from SDSS DR16 to train and test the performance of iQNet.
structure if the simpler network is able to solve the problem. The
inspiration for our deep neural network architecture is analogous to
the idea of the stacked denoising autoencoder (e.g. Vincent et al.
2010). However, the structure shapes of the encoder and decoder are
not symmetric to the coding layer. Our deep neural network, iQNet,
will take the part of the quasar spectrum redward of the Ly-α line
([1216, 1600]Å) as input and generate the whole ([1020, 1600]Å)
quasar continuum as output.
The architecture of our intelligent quasar Continuum Neural
Network, (iQNet) is shown in Table 1. The iQNet is compiled and
trained using the Keras3 with Tensorflow4 backend, (e.g. Chollet
et al. 2015; Abadi et al. 2015). To utilize the power of denoising au-
toencoder, we treat the quasar spectra redward of Ly-α emission as a
superposition of ground truth continua, random noise, and interven-
ing absorption line systems imprinted on the spectra. The objective
of the neural network is to discover the underlying ground truth con-
tinua, despite the presence of noise and absorption lines. The iQNet
network takes a 1-D quasar spectrum in the rest-frame redward
wavelength range 1216Å ≤ λrest ≤ 1600Å as input and generates
the corresponding quasar continuum in the full wavelength range of
interest (1020Å ≤ λrest ≤ 1600Å). The loss function to optimize
our neural network is binary cross-entropy with Adam optimization
(Kingma & Ba 2014) and a training batch size of 512 quasar spectra
redward of Ly-α emission from the training set. The order of train-
ing spectra is also randomly shuffled every epoch (training cycle)
before they are fed into our neural network to reduce the training
bias. To quantify the performance of our neural network model and
the goodness of fit, we use the absolute fractional flux error (AFFE)
to evaluate our model to make sure that the weights of the iQNet
are updated to achieve a lower AFFE and reach to the minimum of
the loss function at the same time. We define the absolute fractional
flux error, |δF |, as
|δF | =
∫ λ2
λ1
Fpred(λ) − Ftrue(λ)Ftrue(λ)
 dλ /∫ λ2
λ1
dλ (2)
where Fpred is the predicted continuum and Ftrue is the true con-
tinuum. An Early Stopping (Prechelt 1996) strategy is also used to
terminate the training process if there is no weight update available.
3 https://keras.io/
4 https://www.tensorflow.org/
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Table 1. intelligent Quasar Continuum Neural Network (iQNet) Architec-
ture. The FC layers represent neural layers with all fully-connected neurons.
The ELU activation function represents the exponential linear unit function.
Layer Type Number of Neurons Activation Function
Input Layer 7680 N/A
FC Layer 1024 ELU
FC Layer 512 ELU
FC Layer 256 ELU
FC Layer 256 ELU
FC Layer 512 ELU
FC Layer 1024 ELU
FC Layer 2048 ELU
Output Layer 11600 Sigmoid
We also add a median filter of the size of 50 pixels to smooth out the
output continuum. The size of the median filter is a hyper-parameter
and we have tested that a median filter of 50 pixels provides the low-
est AFFE among filter size range from 0 to 100 pixels with a 10-pixel
increment.
3.2 Standardization Process
To avoid model over-fitting and reduce model bias, we add a pre-
processing step prior to model training called standardization. The
standardization process is defined as
finput =
f − fmin
fmax − fmin (3)
where finput is the scaled flux used as model input after the standard-
ization process, f is the original relative flux, fmax is the maximum
value of quasar flux in the training spectra, and fmin is the minimum
flux in the training spectra. This process applies to the individual
relative flux of each quasar spectrum or continuum in both the train-
ing and testing data sets. After this transformation, all quasar scaled
fluxes should be within the range [0, 1]. We apply this transforma-
tion to scale down the dominant Ly-α and CIV emissions and to
un-correlate the emission features in quasar spectra.
In addition,we define the corresponding inverse transformation
of standardization as
fpred = foutput · ( fmax − fmin) + fmin (4)
where foutput is the scaled flux output from the predictionmodel and
fpred is the predicted relative flux after the inverse transformation
of this standardization process. Hence, the standardization process
and its inverse transformation are internal processes added to the
prediction model and have no physical meaning for quasar study.
3.3 Principal Component Analysis (PCA)
We have only a limited number of training quasar spectra available
fromHSLA (53 quasars) thatmeet ourwavelength coverage and S/N
cutoff requirements. Therefore to increase the number of training
spectra, we need to synthesize mock 1-D quasar spectra using the
selected training continua.
The training spectra cover [1020, 1600]Åwith 0.05Å per pixel;
i.e., there are 11,600 pixels for each quasar spectrum). To reduce the
computational complexity, we apply the Principal Component Anal-
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Figure 2. Difference between correlation matrices with and without stan-
dardization. Top panel shows strong correlations at Ly-α and CIV transitions
indicating that these two features are positively correlated and introduce bias
to the PCAmodelwithout standardization. Bottom panel illustrates no strong
correlation shows up with the addition of standardization process prior to
PCA construction, indicating that the PCAmodel with standardization is not
biased from the dominant Ly-α and CIV features. The color bar in both pan-
els illustrates the correlation coefficients within the rest-frame wavelength
range 1020Å ≤ λrest ≤ 1600Å
ysis5 by Buitinck et al. (2013) (PCA) as a dimensionality reduction
tool to reduce the 11,600 data points on each quasar spectrum to a
small number of principal components that can reconstruct 97.5%
of spectral flux of the training HSLA quasar continua.
We perform two sets of PCA decomposition, both with and
without the standardization process described in Section 3.2. After
the PCAmodel construction, we are able to compute the correlation
matrix using PCA models to demonstrate the data correlation. The
5 https://scikit-learn.org/stable/modules/generated/sklearn.decomposition.
PCA.html
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Figure 3. PCA reconstruction ratio is also known as the explained variance
ratio. The cumulative reconstruction ratio tells how much percentage the
PCA recovers the original training continua with an increasing number of
principal components up to 97.5% of original training quasar continua.
The PCA model without standardization requires 10 principal components
because it is biased by the dominant Ly-α and CIV correlated features. The
PCAmodel with the standardization process needs 19 principal components
because the standardization properly scales down and un-correlates the Ly-α
and CIV features.
top panel of Figure 2 shows that there are strong correlations at Ly-α
and CIV emissions. In other words, this PCA model is biased by
the strong Ly-α and CIV emissions. For the PCAmodel without the
standardization process, Figure 3 illustrates that it only requires 10
principal components to reconstruct 97.5% of the training spectra
because it captures the dominant emission features and ignores other
weak features to represent a quasar continuum.
The PCA model with the added standardization process re-
quires 19 principal components to reconstruct 97.5% of the training
quasar continua. The bottom panel in Figure 2 shows that there
is no correlation coefficient greater than 0.4. This illustrates that
all features in the training data set have been uncorrelated prior to
PCA model construction by the standardization process. Figure 3
demonstrates the cumulative reconstruction ratio with the number
of principal components for the PCA model with the added stan-
dardization process. The first 10 principal components of this PCA
model can reconstruct ∼92% of the original quasar continua. To
achieve our goal of 97.5% reconstruction of the original spectra, we
use 19 PCA components.
Our PCA model predicts the rest-frame UV quasar continuum
in the wavelength range 1020Å ≤ λrest ≤ 1600Å. Even though this
PCA+Standardizationmodel needs the additional 9 components, the
bottom panel of Figure 2 shows there is no strong correlation after
the standardization process. This means that there are no dominant
features biased to the PCAmodelwith standardization.Weprefer the
PCAmodel with the addition of the standardization process because
the AFFE (see Section 4.1) for a PCA model with standardization
is much lower than that of the PCA model without standardization.
A lower AFFE indicates that the PCA reconstruction is closer to
the original quasar spectra. Therefore, the standardization process
is necessary for PCA construction.
We note that, while we apply the Principal Component Anal-
ysis to reduce the computational complexity, others have proved
that PCA can be used to predict quasar continua as a prediction
model. Suzuki et al. (2005), Pâris et al. (2011) obtain such PCA
prediction models by constructing two PCA models, one cover-
ing the rest-frame wavelength range ([1020, 1600]Å) and the other
covering the part of the spectra redward of the Ly-α line ([1216,
1600]Å). They further use a transformation matrix, which converts
the weights of principal components in the eigenspace covering the
continuum redward of Ly-α into the weights in the eigenspace that
covers the whole continuum. Both of these approaches do not utilize
the standardization approach introduced here. We follow the same
procedure discussed in Suzuki et al. (2005) and compare the results
in Section 4 to demonstrate the limited generalization ability of the
PCA prediction model.
3.4 Generation of Synthetic Quasar Spectra
To augment our training set, we proceed to create a large number of
synthetic quasar spectra as described below. To create a representa-
tive training set, we first have to identify how many different classes
of quasar continua are present in the training set. To estimate this,
we apply the Gaussian mixture model6 (GMM, Reynolds 2009)
clustering algorithm to classify the training quasar continua into
different classes. To reduce the computational complexity, we apply
the PCA with standardization and use 19 principal components as
the input to the GMM model instead of the original quasar spectra.
To determine the correct number of quasar classifications of
the training data set and quantify the goodness of clustering, we con-
struct 19 GMMmodels with the pre-defined class numbers ranging
from 2 classes to 20 classes and compute the Bayesian Information
Criterion (BIC) (Schwarz 1978) and the Calinski-Harabasz Index
(Caliński & Harabasz 1974), as shown in Figure 4. Both Bayesian
Information Criterion and Calinski-Harabasz Index are common
metrics used for model selection in the clustering algorithm, like
GMM, to determine the best model among the available candidates
in machine learning. A lower BIC score indicates a better clustering
model. Therefore, the GMM results with 2, 3, 4, and 5 classes pro-
vide the same clustering goodness given the training data set based
on the BIC score, and we need an additional metric, the Calinski-
Harabasz Index, to further determine the best clustering number
among 2,3,4, and 5 classes. We are able to apply the Calinski-
Harabasz Index to the training data because the correct number of
quasar classes is unknown. The higher the Calinski-Harabasz Index
score, the better the GMM model predicts the clusters given a pre-
selected number of clusters. The bottom panel in Figure 4 shows
the highest Calinski-Harabasz Index is at 4-class clustering GMM
model. Thus, 4 classes provide the best clustering result based on
the GMM clustering algorithm.
The top panel of Figure 5 shows the mean quasar spectrum
obtained by averaging the 63 HSLA quasar spectra selected for
this work. All these spectra completely cover the wavelength range
of 1020Å ≤ λrest ≤ 1600Å. Prominent emission features, such as
Ly-α, CIV, Ly−β, OVI, and SiIV, are observed andmarked with ver-
tical dotted lines. The horizontal dashed line shows the approximate
power law continuum of this composite quasar spectrum. The four
classes of spectra identified are essentially a decomposition of this
mean quasar spectrum. Figure 5, bottom presents the mean quasar
6 https://scikit-learn.org/stable/modules/generated/sklearn.mixture.
GaussianMixture.html
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Figure 4. Bayesian Information Criterion (BIC) Scores and Calinski-
Harabasz Index Scores from 2 Classes to 20 Classes. The numbers of quasar
classes, 2, 3, 4, and 5, all provide the lowest BIC scores, indicating that those
numbers of classes are representative numbers in the GMM clustering anal-
ysis. Four quasar classes in the Calinski-Harabasz Index Analysis illustrate
the highest score, indicating that four classes are the best number of quasar
classes pre-set to the GMM model.
spectra from all four classes. The primary difference among differ-
ent quasar classes is particularly seen in the variation of Ly-α and
CIV emission strengths. Additionally, we see secondary differences
as small variations in the slope of the continua blueward of Ly-α
emission. In addition to those four types of quasar spectra, we add
the fifth quasar class with a constant relative flux of 1 representing
a BL-Lac like AGN spectra, which is not well represented in our
training spectra.
We use these five classes of quasar spectra to generate mock
spectra to augment our training set. The mock quasar spectra are
synthesized with the following steps:
• randomly selecting a quasar continuum from one of the five
quasar classes,
• shifting the quasar to a higher redshift (zQSO),
• injecting Voigt profiles of a random column density of strong
ISMandHI absorption lines for theMilkyWay and at higher random
absorber redshift (zabs ≤ zQSO),
• adding Gaussian noise to the spectra with S/N = 5, 10, and 20.
We maintain the same number of mock quasar spectra in each
class such that the neural network is not biased on a specific class of
quasar spectra during the training phase. We finally have ∼ 12,000
training spectra, including real HSLA quasar spectra and synthe-
sizedmock spectra.We train the iQNet model on these 12,000mock
+ real HSLA quasar spectra in the Google Colab7 environment with
GPU acceleration enabled for the maximum time of 40 min or an
EarlyStopping condition is satisfied.
3.5 Mean Transmitted Flux Estimate
We now use our iQNet predicted continua at higher redshift to
estimate the evolution of mean transmitted flux in the Ly-α forest
with redshift. The mean transmitted flux in the Ly-α forest can be
defined as follows:
If Fspec and Fcont are the relative flux (normalized to average
flux at 1218 Å) and the corresponding continuum as a function of
the observedwavelength (e.g. FaucherâĂŘGiguÃĺre et al. 2008), re-
spectively, then the corresponding redshift of Ly-α transition along
the line of sight is zLy-α = λ/λLy-α − 1, where λLy-α = 1215.67Å.
The transmitted flux F(zLy-α) as a function of Ly-α redshift zLy-α
is:
F(zLy-α) =
Fspec(zLy-α)
Fcont(zLy-α)
. (5)
The mean transmitted flux 〈F(zLy-α)〉 is the ensemble average
of F(zLy-α) within a redshift bin, in the Ly-α forest region.
We follow a method similar to the one outlined in
FaucherâĂŘGiguÃĺre et al. (2008) to compute F(zLy-α), and we
summarize below:
• Extract the quasar spectrum and its corresponding predicted
continuum in the Ly-α forest region and calculate its transmitted
flux F(zLy-α) using Equation 5.
• Mask out the flux regions near the quasar proximity zone
(FaucherâĂŘGiguÃĺre et al. 2008). Here, we masked out any points
that are within 25 proper Mpc of the quasar redshift. Following
FaucherâĂŘGiguere et al. (2008), the typical size of HI-ionizing
radiation of quasars is approximately ∼ 5 proper Mpc, thus there
should be little contamination left after we mask out the 25 proper
Mpc.
• Re-sample all pixels in the Ly-α forest regions in 3 proper Mpc
intervals. We bin all pixels in 3 proper Mpc intervals to un-correlate
the values of the optical depth in the Ly-α forest region and make
them independent of their neighbors. (FaucherâĂŘGiguÃĺre et al.
2008).
• Divide the Ly-α forest region into 30 redshift bins with
∆zLy-α = 0.1.
• Within each redshift bin, we define the mean transmitted flux
(〈F(zLy-α)〉) as the 3-sigma-clipped mean of the distribution, and
convert into the effective optical depth (τeff = − ln〈F〉). Sigma
clipping is used to account for any bad pixels or other contamination
that might be present in each bin.
• We estimate uncertainty on 〈F(zLy-α)〉 estimates using a boot-
strap with replacement approach. In each redshift bin, we re-sample
7 colab.research.google.com
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Figure 5. Top Panel: Mean quasar spectrum obtained from the 63 (z ∼ 0.2) quasars observed with high resolution HST/COS spectroscopy covering the full
rest-frame wavelength range of 1020Å ≤ λrest ≤ 1600Å. Prominent emission features are marked with vertical dashed lines. The spectrum is normalized
relative to 1280 Å. Bottom Panel: Examples of mean spectra of four quasar classes showing how the mean spectra from the top panel can be decomposed into
four distinct classes. We generate these mean quasar spectra by classifying the PCA eigenvalues into four distinct classes using a Gaussian Mixture Model.
The primary difference between different classes are the Ly-α and CIV emission strengths. The slope of the continua also show small change blueward of
Ly-α emission between different classes. The vertical dotted lines mark the position of prominent emission features in the quasar continua. All the spectra are
normalized relative to 1280Å.
the F(zLy-α) values with replacement 200 times. In each iteration,
we compute a sigma clipped (〈F(zLy-α)〉) as described in the previ-
ous step. We measure the final 〈F(zLy-α)〉 as the mean of these 200
bootstrapped estimates. We estimate the uncertainty on 〈F(zLy-α)〉
as the 16th and 84th percentile of the bootstrapped mean estimates,
which should account for sample variance, bad pixel contamination,
and metal line contamination uncertainties.
• As the final step, we apply prescriptions to correct for metal
line contamination as described below. We follow the methods of
metal line contamination removal process discussed in Schaye et al.
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(2003) and Kirkman et al. (2005) and then compute the corrected
effective optical depth, and compare results in the Section 3.5.
4 RESULTS
4.1 Predicting Quasar Continua on z < 1 HST-COS Spectra
In this sectionwewill describe the performance of both our PCAand
iQNet deep learning neural network in predicting the UV continua
of z < 1 HST-COS quasars.
4.1.1 PCA Performance
We first discuss the quasar continuum reconstruction performance
of our PCAmodels over 1020Å ≤ λrest ≤ 1600Å and compare them
with the PCA reconstructionmodels in Suzuki et al. (2005) and Pâris
et al. (2011), respectively. We apply the PCA reconstruction models
on the quasar spectra with their full set of corresponding principal
components, in thewavelength range (1020Å ≤ λrest ≤ 1600Å).We
stress that this method cannot be used to predict the true continuum
blueward (1020Å ≤ λrest ≤ 1216Å) of Ly-α emission, and discuss
this in the context of PCA reconstruction performance only.
We gauge the performance of all these models with the testing
quasar spectra, which are not used by any of the models to construct
the PCA. This use of the blind testing sample was not used in nei-
ther Suzuki et al. (2005) nor Pâris et al. (2011), and the PCA model
performance was tested on the same sample with which the original
PCA models were constructed. We avoid this circularity to have a
fair comparison between different models. Figure 6 shows a testing
quasar spectrum, which is not used in the construction of PCA. Only
our PCA model with the standardization process closely resembles
the quasar continuum. Other PCA prediction models manage to
predict Ly-α emission peak but cannot accurately predict the con-
tinuum in the regions with no emission lines. This demonstrates
the reason why the standardization process is necessary to properly
scale down the dominant features like Ly-α and CIV.
We quantify the PCA performance in reconstructing the quasar
continua with the absolute fractional flux error (AFFE) as defined
in equation 2 for the full testing sample and summarize the results
in Table 2 for PCA reconstruction models. It is evident that the
PCA model with the standardization process obtains the lowest
AFFE and has two times lower AFFE as compared to Suzuki et al.
(2005) and four times lower than Pâris et al. (2011) models. This
is mainly because we implement the standardization process. The
standardization process is a necessary step as PCA methods are
sensitive to dominant features in the data set and can easily overfit
the data if the dominant features are not properly scaled.
We further use these PCAmodels to predict the quasar continua
blueward of Ly-α emission. In this case, the PCAmodel only utilizes
the quasar spectra in the range 1216Å ≤ λrest ≤ 1600Å and predicts
the continuum in the range of 1020Å ≤ λrest ≤ 1216Å. This method
can be used to predict the quasar continuum in the Ly-α forest region
at high redshift. We again only use the testing data set to make an
independent assessment of all PCA prediction models. We compute
the AFFE as the evaluation metric for the full testing sample. Table
3 shows that our PCA prediction model with the standardization
process outperforms all other PCA-based models and predicts the
underlying continuamore accurately andwith less bias on the testing
quasar spectra. In the continuum prediction scenario, compared to
the reconstruction case, our PCA with the standardization process
surpasses other PCA models by lowering AFFE by approximately
PCA Reconstruction Model
Model Name Training Set Testing Set
Median Mean Median Mean
Suzuki PCA(a) N/A N/A 0.0593 0.0685
Paris PCA(a) N/A N/A 0.1180 0.1130
PCA (This work) 0.0668 0.0869 0.0663 0.0700
PCA+S(b) (This work) 0.0323 0.0352 0.0345 0.0364
Table 2. Absolute Fractional Flux Error (AFFE) on reconstructed continua
of z ∼ 0.2 HST-COS training and testing 1-D spectra. (a)AFFEs are not
available for Suzuki et al. (2005) and Pâris et al. (2011) as the training set
is used to construct these PCA models. The performances of these PCA-
based models are evaluated only on the testing quasar spectra since they all
have not used the testing data. (b) PCA+S represents our PCA model after
applying the standardization process.
PCA Prediction Model
Model Name Training Set Testing Set
Median Mean Median Mean
Suzuki’s PCA N/A N/A 0.0861 0.0951
Paris’s PCA N/A N/A 0.1210 0.1290
PCA+S (This work) 0.0474 0.0590 0.0670 0.0628
Table 3. Absolute Fractional Flux Error of predicted continua of z < 1
HST-COS training and testing quasar Spectra. AFFEs of training set are not
available for Suzuki et al. (2005) and Pâris et al. (2011) as the training set
is used to construct these PCA models. The performances of PCA-based
models are evaluated only on the testing quasar spectra as the testing sample
is blind to the PCA construction process. PCA+S represents our PCAmodel
after the data standardization process. Clearly PCA+S model gives the best
performance.
25%–50%. In all cases, we demonstrate that the standardization
process is a necessary pre-processing step before model training.
4.1.2 iQNet deep learning performance
Even though our PCA-based model outperforms other traditional
PCA-based models, the PCA model itself does not learn anything
from the training continua but decomposes a quasar continuum red-
ward of Ly-α emission line to the corresponding eigenvectors in
the training eigenspace and performs weighted superposition with
weights of principal components. In other words, the researched
models are all biased to the specific training data and are not ro-
bust to unseen testing quasar continua if the input to models is not
properly standardized and normalized. Figure 7 shows that the PCA
predictionmodel cannot predict the testing continuum correctly be-
cause it has never seen the testing continuum and has no learning
ability to adapt and interpret the part of the spectrum redward of
Ly-α transition. The PCA transformation matrix is only used to in-
terconnect two PCA models, one for the part of continuum redward
of Ly-α line ([1216, 1600]Å and the other for whole continuum
([1020, 1600]Å). Therefore, the traditional PCA-based prediction
models cannot generalize robustly well on unseen quasar continua,
which is the reason why such models perform well only on their
corresponding training quasar continua.
Another issuewith PCA-basedmodels in blindly predicting the
blue side of Ly-α emission line is that we need to fit a continuum on
the red-side of Ly-α first before applying PCA prediction models.
PCA-based models cannot work directly with the quasar spectra but
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Continuum Reconstruction of Testing Spectrum: 1H1613-097, zQSO=0.065
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Paris PCA, AFFE=0.0995
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Figure 6. PCA reconstruction model comparison. The background testing spectrum and its corresponding ground truth continuum are shown in grey and
black, respectively. The reconstructed continuum by Suzuki et al. (2005) is shown in orange and the reconstructed continuum by Pâris et al. (2011) in green.
Our PCA reconstructed continuum with Standardization-Normalization is shown in blue. Other works fail to reconstruct the quasar continuum and have higher
absolute fractional flux error (AFFE) (shown in legend) due to the lack of standardization process.
need human intervention to fit a spline curve and mask out absorp-
tion/emission lines before predicting the quasar continua. Different
curve-fitting techniques may result in additional uncertainty in each
spectrum that is ready to be fed into the model for the prediction of
the whole continuum requiring researchers’ inspection.
To reduce the amount of human inspection and to use the full
information matrix that exists in each spectral pixel in predicting
the quasar continuum, we apply the iQNet model directly on the
quasar spectra and build a pipeline to automate the entire process.
In the iQNet prediction model, the network takes a raw 1-D quasar
spectrum within 1216Å < λrest ≤ 1600Å as input, and predicts the
quasar continuum for the wavelength range 1020Å < λrest ≤ 1600Å
as the output.
Table 4 presents the AFFE of both training and testing quasar
spectra using iQNet. The median AFFE of predicted training con-
tinua is around 1.3%, which indicates that neural network can repli-
cate our hand-fit continua with approximately 1% error, whereas
the traditional PCA-based methods cannot achieve such low AFFE.
More importantly, the iQNet has enhanced the performance on pre-
dicting the testing spectra and is able to generate a quasar continuum
with only approximately 4% to 5% AFFE given a quasar spectrum
that our model has not seen or trained. The additional advantage of
the proposed iQNet model is that it is able to easily handle quasar
spectra with missing data. Figures 8 and 9 demonstrate that the
iQNet manages to predict a continuum close to the true continuum
even though there are missing spectra within the wavelength range
from 1020Å to 1600Å.
Figure 8 shows an example of the training spectrum comparing
our PCA model and iQNet model. The iQNet is able to capture the
emission features, denoise the spectra, and generate a smooth con-
tinuum by minimizing the AFFE between the predicted continuum
and the ground truth continuum. The main advantage of applying
a deep learning model instead of the traditional PCA model is to
minimize the loss function and monitor the AFFE during the train-
ing process. The traditional PCAmodels are linear transformations,
whereas the neural networks are non-linear transformations. There-
fore, the neural networks have better generalization ability than
traditional PCAmodels. By monitoring the AFFE of the model pre-
diction, the model learns and updates its weights to generate outputs
as close to the ground truth as possible.
Evaluating a model performance on a training data set is not
sufficient because the model has seen the training data and there is
a chance that the same model may over-fit the training data set in
order to obtain a low error or high accuracy. Therefore, we keep a
testing set of quasar spectra that the model has never used. We train
the neural network by minimizing its loss function but at the same
time keeping the AFFE as low as possible. Figure 9 demonstrates
two different quasar spectra in the testing set. In both cases, the
results generated from iQNet outperforms the PCA model. The
iQNet prediction generates moderately higher Ly-α emission than
the ground truth, but the whole continuum traces the ground truth
continuum successfully, whereas the PCA prediction fails to predict
the continuum on the blue side of Ly-α. Even for a spectrumwithout
strong emission features (e.g. Ly-α andCIV) the iQNetmodel is able
to successfully generate a continuum correctly (Figure 9, bottom
panel). The PCA-based prediction model, on the other hand, fails
to predict the continuum at regions where there should have been
emissions shown in the quasar spectrum. The fluctuation in the PCA
prediction shows that the PCA extracts emissions as important and
representative features, and the superposition of different principal
components cannot fit a constant continuum at Ly-α.
MNRAS 000, 1–19 (–)
10 Liu & Bordoloi
1000 1100 1200 1300 1400 1500 1600
Wavlength (Å)
0
2
4
6
8
10
Re
la
tiv
e 
Fl
ux
 (a
t ~
12
80
Å)
Ly
 1
02
6
OV
I 1
03
2,
 1
03
8
Ly
 1
21
6
NV
 1
23
9,
 1
24
3
Si
IV
 1
39
4,
 1
40
3
CI
V 
15
48
, 1
55
1
Continuum Prediction of Testing Spectrum: 1H1613-097, zQSO=0.065
Testing Spectrum
Testing Error Spectrum
True Continuum
PCA+S, AFFE=0.0304
1000 1100 1200 1300 1400 1500 1600
Wavlength (Å)
0
2
4
6
8
10
Re
la
tiv
e 
Fl
ux
 (a
t ~
12
80
Å)
Ly
 1
02
6
OV
I 1
03
2,
 1
03
8 Ly
 1
21
6
NV
 1
23
9,
 1
24
3
Si
IV
 1
39
4,
 1
40
3
CI
V 
15
48
, 1
55
1
Continuum Prediction of Testing Spectrum: RBS144, zQSO=0.062
Testing Spectrum
Testing Error Spectrum
True Continuum
PCA+S, AFFE=0.0664
Figure 7. PCA predictions of quasar continuum blueward of Ly-α transition on two z < 1 HST-COS testing quasar spectra. The HST-COS testing spectra
and the corresponding ground truth continua are shown in grey and blue, respectively. The predicted continua of our PCA-based prediction model with
standardization is shown in blue. Top panel shows an example of a good prediction of the quasar continuum and the bottom panel show a bad prediction of the
quasar continuum highlighting the shortcomings of all PCA based continuum prediction methods.
4.2 Predicting Quasar Continuum on 2 < z ≤ 5 SDSS
Spectra
In this section, we present results of quasar continuum predictions
when we apply the PCA+S prediction model and the deep learning
iQNet model to 3196 2 < z ≤ 5 quasar spectra from SDSS DR16
Release (Ahumada et al. 2019). The fully trained deep learning
method, iQNet, takes 3.379 seconds to successfully predict the 3196
selected SDSS 1D spectra (about 945 predictions per second). We
ran the network onGoogleColabwithoutGPUorTPUenabled. This
is three times faster than the PCA+Smodel on the same architecture.
The PCA+S needs 10.19 seconds to predict the 1d spectra, which is
equivalent to making about 313 predictions per second.
Figure 10 presents six SDSS quasar spectra and their corre-
sponding predicted continua based on PCA+S prediction model
(blue line) and iQNet model (red line) within 2 < z . 5. The
PCA+S prediction model consistently overestimates the Ly-α and
CIV emission peaks in all these spectra whereas the iQNet model
successfully predicts those emission features. In addition, the iQNet
MNRAS 000, 1–19 (–)
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Figure 8. Example of an HST-COS training spectrum and its corresponding predicted continua with PCA prediction model and iQNet network. AFFEs are
shown at the top. The training spectrum and its corresponding ground-truth continuum are shown in grey and black, respectively. The PCA Predicted Continuum
in blue cannot predict the quasar continuum correctly blueward of Ly-α emission due to its limited extrapolation ability. The predicted continuum from our
neural network in red almost completely overlaps the ground truth continuum.
Table 4. Absolute Fractional Flux Error of Predicted Continuum on HST
Training and Testing Quasar Spectra.
Model Name Training Set Testing Set
Median Mean Median Mean
PCA+S (This work) 0.0474 0.0590 0.0670 0.0628
iQNet (This work) 0.0131 0.0215 0.0417 0.0514
model is also better at adapting and predicting the full continuum
even if there are no strong emission features redward of Ly-α emis-
sion in the spectrum (second row in Figure 10). As the performance
of the iQNet network is superior to the traditional PCA based meth-
ods, we will only use the iQNet predicted continuum for the next
analysis.
4.3 Evolution of Mean Transmitted Flux of the IGM
We use the iQNet predicted quasar continuum to estimate the mean
transmitted flux (〈F(zLy-α)〉) in the Ly-α forest region 2 < z . 5.
Following the steps in Section 3.5. We calculate 〈F(zLy-α)〉 in the
rest-frame wavelength range [1080, 1160]Å to account for contri-
bution only from the Ly-α forest region.
The sample of SDSS spectra presents a large statistical sam-
pling of the Ly-α forest region. Figure 11 illustrates the corre-
sponding path length distribution of all the quasar 1-D spectral
pixels in the Ly-α forest. Our sample covers the full redshift range
1.96 < zLy-α < 4.92 with a mean 〈zLy-α〉 = 3.12 and standard
deviation of 0.618.
We compute the transmitted flux values and the corresponding
effective optical depth values in the Ly-α forest region following
the steps discussed in Section 3.5. Figure 12 shows distribution of
F(zLy-α) in each redshift bin of interest. We can clearly see that
the peak of the distribution shifts from 〈F(zLy-α)〉 >∼ 0.9 at z ∼ 2
to 〈F(zLy-α)〉 ∼ 0.2 at z ∼ 5. These measurements are quantified
and presented in Figure 13 as blue circles. The left panel shows the
evolution of 〈F(zLy-α)〉 with redshift and the right panel shows the
evolution of τeff. The uncertainties are 16th and 84th percentiles of
the bootstrapped mean distribution, computed from in each panel
of Figure 12. We see a clear trend of smoothly declining 〈F(zLy-α)〉
with redshift.
These measurements are robust and more direct measurement
of τeff compared to literature results, as we are making no assump-
tions regarding the ionizing history of the Universe, and the most
uncertain element of this measurement, the quasar continua, are
estimated at z ∼ 0.2. However, the secondary effects of contam-
ination from the intervening line of sight metal absorption lines
remain. These metal absorption line systems can arise from fore-
ground CGM or IGM gas (Schaye et al. 2003; Steidel et al. 2010;
Bordoloi et al. 2011; Zhu &Ménard 2013; Cooper et al. 2019). Our
sigma clipping approach will account for some metal line contami-
nation but it is not sufficient to get rid of all the contamination. To
correctly measure τeff, we need to remove the impact of these metal
absorption line systems in the Ly-α forest, even though this in itself
is a small effect (6-8%, FaucherâĂŘGiguÃĺre et al. 2008).We apply
the methods discussed in Schaye et al. (2003) and Kirkman et al.
(2005), and Figure 13 shows how the metal line corrections affect
the mean transmitted flux as well as the effective optical depth. In
Figure 13, the red and green points show how each metal absorp-
tion line correction prescription impacts the evolution of τeff with
redshift. Most impact is seen at z < 3.5, where τeff changes by
9.88% for Schaye et al. (2003) metal line correction prescription
and 9.61% for the Kirkman et al. (2005) metal line correction pre-
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Figure 9. Examples of quasar continua prediction with PCA and iQNet network on two HST-COS testing quasar spectra. Top panel shows a quasar spectrum
with strong Ly-α and CIV emission features and the bottom panel shows a quasar spectrum with no intrinsic emission line features. The testing spectra and the
corresponding ground truth continua are shown in grey and black, respectively. The PCA Predicted Continuum (blue line) cannot predict the continua blueward
of Ly-α emission correctly owing to its limited extrapolation ability. The predicted continua from iQNet (red line) almost overlap the ground truth continua.
scription. These values as well as the raw 〈F(zLy-α)〉 without metal
line correction are tabulated in Table 5.
We quantify the evolution of τeff by fitting a power law of a
functional model
log τeff = b + m log(1 + zLy-α) (6)
to the three estimates of τeff. The best fit model parameters are
also shown in Table 6. Our fits show a smooth evolution of τeff
with redshift and we find no evidence of a "bump" at z = 3.2, in
agreement with Becker et al. (2013) and Pâris et al. (2011). We find
that the slopes of the effective optical depth start to increase beyond
redshift z = 3.2, which indicates that the evolution of effective
optical depth is nonlinear. This is broadly consistent with other
literature results, which we will discuss in the next section.
4.4 Comparison with Literature
In this section, we present the τeff measurements of previous studies
from the literature, which characterized the evolution of τeff with
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Figure 10. 1-D SDSS DR16 spectra of 2 < z ≤ 5 quasars (black lines) along with their corresponding error spectra (gray lines) are presented in the quasar
rest-frame. The PCA+S model fit (blue line) and deep neural network iQNet (red lines) predictions are also shown. For each case, iQNet outperforms the
PCA+S model in predicting the overall 1-D quasar spectra. The mean transmitted flux is calculated within the green region shown in each panel.
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Table 5. Effective optical depth values with and without metal line correction prescriptions. The first column, zLy-α , describes the mean Ly-α redshift where the
effective optical depth, τeff, computed. The second column shows the raw measurements of the effective optical depth without metal absorption line corrections.
The third and the fourth columns show the optical depth with metal line correction prescriptions by Schaye et al. (2003) and Kirkman et al. (2005), respectively.
Effective Optical Depth, τeff
zLy-α Raw Measurements Metal Absorption Line Correction from
Schaye et al Kirkman et al
2.019 0.136+0.018−0.017 0.118
+0.019
−0.018 0.105
+0.019
−0.018
2.104 0.173+0.015−0.015 0.151
+0.017
−0.017 0.143
+0.017
−0.017
2.199 0.197+0.014−0.014 0.173
+0.015
−0.015 0.166
+0.015
−0.015
2.300 0.226+0.015−0.014 0.200
+0.016
−0.016 0.196
+0.016
−0.016
2.400 0.250+0.014−0.014 0.222
+0.016
−0.016 0.220
+0.016
−0.016
2.500 0.280+0.016−0.015 0.250
+0.017
−0.016 0.251
+0.017
−0.016
2.600 0.298+0.017−0.017 0.267
+0.017
−0.018 0.270
+0.017
−0.018
2.700 0.345+0.018−0.018 0.310
+0.018
−0.018 0.316
+0.018
−0.018
2.801 0.359+0.018−0.018 0.324
+0.019
−0.019 0.331
+0.019
−0.019
2.900 0.403+0.019−0.020 0.366
+0.020
−0.020 0.376
+0.020
−0.020
3.001 0.431+0.020−0.020 0.393
+0.020
−0.020 0.404
+0.020
−0.020
3.101 0.462+0.021−0.021 0.423
+0.021
−0.021 0.435
+0.021
−0.021
3.200 0.494+0.021−0.022 0.454
+0.022
−0.022 0.468
+0.022
−0.022
3.301 0.537+0.023−0.023 0.496
+0.023
−0.023 0.511
+0.023
−0.023
3.398 0.581+0.024−0.025 0.539
+0.024
−0.025 0.556
+0.024
−0.025
3.502 0.632+0.025−0.025 0.588
+0.025
−0.024 0.607
+0.025
−0.024
3.599 0.697+0.027−0.028 0.651
+0.027
−0.027 0.672
+0.027
−0.027
3.700 0.733+0.027−0.028 0.688
+0.027
−0.027 0.709
+0.027
−0.027
3.797 0.757+0.028−0.027 0.712
+0.027
−0.027 0.733
+0.027
−0.027
3.898 0.816+0.029−0.028 0.770
+0.028
−0.028 0.792
+0.028
−0.028
3.999 0.885+0.030−0.029 0.838
+0.029
−0.029 0.862
+0.029
−0.029
4.096 0.973+0.031−0.032 0.925
+0.030
−0.031 0.950
+0.030
−0.031
4.196 1.024+0.031−0.032 0.976
+0.030
−0.031 1.001
+0.030
−0.031
4.297 1.045+0.033−0.033 1.000
+0.032
−0.032 1.023
+0.032
−0.032
4.395 1.076+0.034−0.033 1.033
+0.033
−0.032 1.054
+0.033
−0.032
4.495 1.205+0.037−0.037 1.160
+0.036
−0.036 1.184
+0.036
−0.036
4.597 1.325+0.033−0.033 1.279
+0.032
−0.032 1.304
+0.032
−0.032
4.684 1.417+0.041−0.041 1.372
+0.040
−0.040 1.396
+0.040
−0.040
4.795 1.534+0.026−0.025 1.490
+0.026
−0.025 1.513
+0.026
−0.025
4.882 1.617+0.034−0.035 1.575
+0.033
−0.034 1.598
+0.033
−0.034
redshift. We compare our τeff measurements with those reported in
FaucherâĂŘGiguÃĺre et al. (2008), Becker et al. (2013), and Pâris
et al. (2011) respectively.
Figure 14, top left panel shows τeff evolution as a function of
redshift from FaucherâĂŘGiguÃĺre et al. (2008) as black squares.
FaucherâĂŘGiguÃĺre et al. (2008) directly measured the effective
optical depth in the redshift range 2 ≤ z ≤ 4.2 using 86 quasar
spectra from moderate resolution Keck/ESI, and high-resolution
Keck/HIRES, and magellan/MIKE spectrographs. They used the
peak flux in the Ly-α forest regions as their continuum estimates
and performed spline fitting to obtain the quasar continuum in the
Ly-α forest region. They further corrected their continuum esti-
mates to correct for underestimating the true quasar continuum
using mock spectra from theoretical models. They also accounted
for intervening metal absorption lines from the IGM and corrected
for these biases. Our τeff measurements are shown as green circles
in Figure 14 and the best fit τeff profile is shown as the green band.
These estimates are broadly consistent with FaucherâĂŘGiguÃĺre
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Figure 11.Proper path length distribution of Ly-α absorption,with δzLy-α =
0.1 interval, of the ∼ 3200 quasar spectra used from the SDSS survey. The
spectra gives a near uniform coverage of the Ly-α forest up to z ∼ 5.
Table 6. Model parameters of fitting power-law curves of three models in
Equation 6. The fitting curves among all models are plotted in Figure 14.
Model Name b m
Raw Measurements −2.421+0.021−0.023 3.402+0.032−0.031
Schaye Correction −2.564+0.022−0.023 3.571+0.032−0.031
Kirman Correction −2.567+0.022−0.022 3.587+0.031−0.031
et al. (2008) over the range 2 < zLy-α ≤ 3.5. The difference beyond
zLy-α > 3.5 is primarily owing to the fact that their continuum bias
correction at higher redshift is too large. Whereas, in this work, we
are directly estimating the quasar continuum from z ∼ 0 quasars, and
do not require any correction to continuum estimates. In addition,
we do not find the "dip" feature identified by FaucherâĂŘGiguÃĺre
et al. (2008) at z ∼ 3.2 . Our findings are consistent with those of
Pâris et al. (2011) and Becker et al. (2013) that this feature is not
observed for more precise measurements of τeff.
We proceed to compare our τeff measurements with results
from Pâris et al. (2011) and Becker et al. (2013). Since our τeff mea-
surements are only from SDSS DR16 quasar spectra, we restrict our
comparison to these two studies.We refer the readers to Becker et al.
(2013) for a detailed comparison of other studies of τeff evolution
(e.g. Bernardi et al. 2003; McDonald et al. 2005; Dall’Aglio et al.
2009).
Figure 14, top right panel shows that the results from Becker
et al. (2013) (gold diamonds). These are the most consistent re-
sults with our τeff estimates over the whole redshift range 2.5 ≤
zLy-α < 5. Becker et al. (2013) applied the method of compos-
ite quasar spectra on SDSS DR7 to measure the mean transmit-
ted flux in the Ly-α forest over 2 < z < 5. They combined
6065 quasar spectra into 26 composites with mean redshift at
2.25 ≤ zcomposites ≤ 5.08, and then corrected their measurements
with data from FaucherâĂŘGiguÃĺre et al. (2008) at z ≤ 2.5, how-
ever they did not apply metal absorption line correction in their
work, because the flux ratio measurement in their composite spec-
tra is an equivalent method to reduce the metal line contamination
in the Ly-α forest region. Indeed this is a valid approach, as our
τeff estimates after metal line correction are more or less consis-
tent with that from Becker et al. (2013). Our τeff measurements
slightly differ from these measurements over 2 ≤ z < 2.5. This
is mainly owing to the fact that Becker et al. (2013) assumes that
the true quasar continuum without contamination from Ly-α forest
can be measured in this redshift range, whereas we are estimating
the quasar continuum with z ∼ 0.2 quasar spectra. Therefore, the
Becker et al. (2013) composite spectra may have some Ly-α forest
contamination at zLy-α ∼ 2 and under-estimate the true continuum
blueward of Ly-α transition. Otherwise, Becker et al. (2013) τeff
estimates are very close to our results after correcting for the metal
absorption line contamination.
Lastly, we compare our results with those of Pâris et al. (2011)
to compare the neural-network-based model results with that of a
PCA-based model. Pâris et al. (2011) measured the mean transmit-
ted flux by applying the PCA-predictionmodel on the quasar spectra
in the SDSS DR7 to obtain the true quasar continua. They assumed
that the true quasar continua blueward of the quasar Ly-α emission
can be found by fitting a spline curve to the flux peaks in the Ly-α
forest region at z ∼ 3. Pâris et al. (2011) did not perform any metal
absorption line correction or absolute scaling when computing the
mean transmitted flux. We show the τeff estimates from Pâris et al.
(2011) as purple triangles in Figure 14, bottom panel. Their mean
estimates of τeff over the range 3.7 < zLy-α < 4.0 are slightly higher
than our measurements. These differences could be because of how
the true continuum model was constructed. While we are using low
redshift quasar spectra, Pâris et al. (2011) fitted the peaks of Ly-α
forest region at higher redshift zQSO where there are some Ly-α for-
est present. This method of fitting the peaks may be overestimating
the true quasar continuum at zQSO.
Figure 14 also shows the best fit power law evolution of τeff
as a function of redshift (green lines). Overall, the evolution of
τeff with redshift from literature are broadly consistent with our
measurements. Our measurements suggest a smooth evolution of
τeff with redshift suggesting a more or less a smooth evolution
of ionization and thermal state of the IGM. All subtle differences
between these studies and our current measurements are mainly
coming from the fact that we are estimating themost accurate quasar
continuum blueward of Ly-α transition uncontaminated by Ly-α
forest absorption.
5 CONCLUSIONS
In this paper, we introduce a novel deep learning approach, in-
telligent quasar continuum neural network (iQNet), to predict the
quasar continuum in the rest frame wavelength range of 1020Å ≤
λrest ≤ 1600Å. We train the iQNet model with high-resolution
quasar spectra at low redshift zQSO ∼ 0.2 from the Hubble Spectro-
scopic Legacy Archive (HSLA). Our flexible model can predict the
quasar continua at any zQSO for any arbitrary survey. We test the
iQNet network performance with a testing sample of quasar spectra
from HSLA and apply it to predict quasar continua of 3196 SDSS
DR16 quasars at 2 < zQSO ≤ 5. Our main findings are summarized
below:
• Before we train a network or perform any PCA analysis, a
standardization process of the data is necessary. This standard-
ization process helps reduce model training bias and over-fitting.
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Figure 12. Distribution of transmitted flux F(zLy-α) in 3-Mpc segment bins for different redshift bins. Each of the panels represents a redshift bin with width
of ∆z = 0.1. The mean transmitted flux in each bin continuously decreases with redshift. The 〈F(zLy-α)〉 and the associated uncertainties are computed by
bootstrapping the transmitted flux distribution in each redshift bin.
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Figure 13. Comparison of Metal Absorption Correction methods. Left panel shows the mean transmitted flux in Ly-α forest with iQNet continuum predictions
(blue points) and the metal line absorption corrections by Kirkman et al. (2005) (red points) and Schaye et al. (2003) (green points). Right panel demonstrates
the corresponding effective optical depth to the iQNet predictions (blue points) with metal line absorption corrections by Kirkman et al. (2005) (red points)
and Schaye et al. (2003) (green points). For better visualization, we uniformly shift zLy-α by 0.015 to the left for the results corrected by Kirkman et al. (2005)
method and 0.015 to the right for those by Schaye et al. (2003) method, respectively. The blue curve indicates the fitting function in Equation 6
In typical quasar spectra, the Ly-α and CIV emission lines are
dominant features within the rest-frame wavelength range over
1020Å ≤ λrest ≤ 1600Å. Any machine learning or PCA models
will be biased towards those features if these two emissions are
not properly scaled. This will result in biased model predictions for
different quasar observations.
• We construct a PCA prediction model with a standardization
process (PCA+S) on the quasar spectra and find that our model
gives a mean AFFE (Equation 2) of 0.590 on training data and
0.0628 on testing data. Even though our PCA+S prediction model
outperforms all other published PCA models, the generalizability
of PCA+S is limited due to the lack of learning ability. The PCA
prediction model cannot predict a constant-flux continuum, as we
discuss in Figure 9, whereas the iQNet model can easily handle this
scenario.
• We can characterize all quasar spectra into 4 distinct classes,
using a GMM and the decomposed principal components. These
classes are representative of all the quasars used for this work. The
main differences among those 4 classes of quasar spectra are the
emission strengths of the Ly-α and CIV features. We also find a
smaller difference in the slope of the continua blueward of Ly-α
emission.
• We use the PCA+GMM classes to create 11947 synthetic
quasar spectra (12000 training spectra in total including 53 HSLA
real quasar spectra). We inject strong ISM and HI absorption lines
at random redshifts and change the S/N of the spectra to create a di-
verse range of training samples. We train The iQNet model on these
12000 training spectra with a binary cross-entropy loss function and
AFFE monitoring over 40 minutes on the Google Colab platform
with GPU enabled. We also add a standardization process and its
corresponding inverse transformation process before the input layer
of iQNet and after the output layer, respectively, to properly scale
quasar continua after iQNet model prediction.
• We find that the iQNet model can achieve a median absolute
fractional flux error 1.31% on the training data set at z ∼ 0.2, which
is approximately 3.6 times lower than our PCA prediction model
with the standardization process. Comparing with AFFE reports
on training sets from other literature (AFFE ≈ 6% in Pâris et al.
2011, and AFFE ≈ 9% in Suzuki et al. 2005), our iQNet model
outperforms all PCA prediction models based on the performance
to predict the training data. In the blind testing set, the iQNet model
outperforms all other PCA predictionmodels and achieves an AFFE
0.0417, which is approximately half the AFFE from Suzuki et al.
(2005) PCA prediction model and only one-third of AFFE from
Pâris et al. (2011) PCA. We find an AFFE 4.17% on the testing data
set at z ∼ 0.2.
• We ran the iQNet model on a standard Google Colab CPU
architecture and it can predict about 945 high-resolution quasar
continua per second, without utilizing GPU or TPU. This is almost
three times faster than PCA prediction models that were run on the
same hardware architecture. In addition, the usage of iQNet model
does not require a fitted continuum of the redward of Ly-α emission
of a quasar spectrum, but only needs a quasar spectrum with the
proper standardization applied. This further reduces the processing
time to generate a quasar continuum compared among other quasar
continuum estimation techniques.
• We apply the iQNet model to predict the rest-frame quasar
continua of 3196 2 < zQSO ≤ 5 quasars from the SDSS survey.
We use these continua predictions to estimate the mean transmitted
flux (〈F〉) and the corresponding effective optical depth (τeff) in
the Ly-α forest region. We find that τeff evolves smoothly with
redshift and can be characterized by a power-law evolution as τeff =
0.00273+0.000142−0.000141(1 + zLy-α)3.571
+0.032
−0.031 .
• Our 〈F〉 estimates are broadly consistent with those reported
in the literature although these works used different methods to
measure 〈F〉 (FaucherâĂŘGiguÃĺre et al. 2008; Pâris et al. 2011;
Becker et al. 2013). Our approach is a more direct measurement of
< F > compared to other methods, as we are directly predicting the
quasar continua (themost uncertain element of thesemeasurements)
from z ∼ 0.2 observations, where the impact of Ly-α forest is
the least. This confirms that the iQNet model achieves accurate
predictions of quasar continua at higher redshift 2 < zQSO ≤ 5.
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Figure 14. Comparison of our effective optical depth values, τeff, with other published results. Top left panel shows our results along with the results from
FaucherâĂŘGiguÃĺre et al. (2008) employing the Schaye et al. (2003) metal-line contamination correction. Top right panel shows our results and Becker et al.
(2013). Bottom right shows the comparison between our measurements and Pâris et al. (2011). The green fitting curves represent the fitting function in Equation
6 with the best-fit parameters listed in Table 6.
Moreover, the architecture of our iQNet reveals a new approach
to generate a quasar continuum, predict the continuum blueward of
Ly-α emission at high redshift, and study the Ly-α forest. The num-
ber of neurons in each layer and the number of hidden layers in
the neural network can be adapted to various quasar spectra and
different instruments. Future studies may need to find another cri-
terion, similar to the absolute fractional flux error, to evaluate the
goodness of continuum fit and optimize the neural network models.
Our iQNet proves that even the simplest vanilla neural network with
fully-connected layers is able to generate quasar continua within an
AFFE of 1% on a training set and that of 4% on a testing data set,
far outperforming PCA based methods. Thus, the architectures of
the convolutional variational autoencoder(ConvVAE) and the gen-
erative adversarial network(GAN) may be the next model structures
that researchers would want to apply to quasar spectra because those
neural networks have better nonlinear representation and generaliza-
tion ability than neural networks with only fully-connected neurons.
We will explore these options in future work as well as extend our
work to z > 6 quasars.
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