

















During the campaign in August 2010, ﬁve controlled meteorological (CMET)
balloons where launched from Ny-Ålesund. Paul B. Voss developed the
CMET balloons, and they are adapted to operate in the Arctic environment.
They are known for their light weight (approximately ½ kg) and the ability
to perform repeated vertical soundings. Data from four of the balloons were
used. The ﬂight duration ranged between approximately 24 hours to over
3 days, and 9 soundings were performed. The balloon data were compared
with the Lagrangian particle dispersion and trajectory model, FLEXPART.
FLEXPART is developed by Andreas Stohl. The study shows that the wind
speed used by FLEXPART is generally too high and that the relative hu-
midity spanned by the model is generally too narrow. These errors might be
originating from the ECMWF data. The potential temperature, on the other
hand, is mostly really good. How close resemblance the calculated traject-
ories from FLEXPART have with the balloons depends on the stability to
the modeled air. More sinking air leads to bigger trajectory errors. The cal-
culated average relative horizontal transport deviation (RHTD) for the ﬁrst
16 hours is constant around 28 %, which are a few percentage points greater
than in earlier studies (e.g. Riddle et al. (2006)). This would probably have




During this thesis I was part of the project “Launch of controlled meteor-
ological balloons from Ny-Ålesund , Research Council of Norway (RCN),
Program PolRes, topic NOR-USA (project #196144)”. The project was fun-
ded by the Research Council of Norway (RCN), and was an extension of
the project IPY POLARCAT (International Polar Year). The purpose of
this project was to launch a total of (at least) 6 controlled meteorological
(CMET) balloons from Ny-Ålesund, during a campaign in August 2010 and
in May 2011. All together 10 balloons were launched.
This project was a collaboration between Norwegian and US scientists, namely
Paul Bradley Voss (Smith College, US), Andreas Stohl (NILU) and Lars
Robert Hole (met.no). Paul Bradley Voss is the designer of the CMET bal-
loons, and he has adapted them to operate in the Arctic environment. The
balloons were launched from the German Alfred Wegener Institute for Polar
and Marine Research (AWI) and the French Polar Institute Paul Emile Vic-
tor (IPEV) (AWIPEV)’s balloon house.
During the campaign in August, Paul Bradley Voss brought two undergrad
students with him, namely Helen Gerard Johnston and Elizabeth Farrell Hel-
bling. They could not participate in May, so PostDoc, Tjarda Roberts came
instead.
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The purpose of this project is to study atmospheric transport processes in the
Arctic by the application of Lagrangian controlled meteorological balloons.
Balloon trajectories will be compared with theoretical trajectories using the
FLEXPART Lagrangian particle dispersion model.
1.1 The climate in Ny-Ålesund
Ny-Ålesund is located on Spitsbergen, the largest island of the Svalbard ar-
chipelago, at 78°55’ north and 11°56’ east. The annual average temperature
is -6.3 °C. The coldest month is February, with an average temperature of
-14.6 °C. While the warmest month, July, has an average temperature of 4.9
°C 1. Consequently, it is permafrost in Ny-Ålesund. Still the temperature
is relatively mild compared to other places at this latitude. This is due to
the remnants of the Gulf Stream that ﬂows northwards up the west coast of
Svalbard 2. Ny-Ålesund is also relatively dry, and the annual rainfall is 355
mm 3. For comparison, the rainfall rate in Oslo is between 685 mm and 1200
mm 4 and in Bergen between 1815 mm and 3155 mm 5. There is midnight
sun in Ny-Ålesund for four months from April 16 to August 27, and the sun
is below the horizon for four months from October 24 to February 18 6.
The surface winds in Ny-Ålesund are highly aﬀected by the topography of
1Meteorologisk institutt [met.no], Normaler for Spitsbergen, http://retro.met.no/
observasjoner/svalbard/normaler_for_kommune_2111.html. Read 29.09.2010
2Kings Bay, Ny-Ålesund, http://www.kingsbay.no/index.php?option=com_
content&view=article&id=70&Itemid=2. Read 29.09.2010
3met.no, Normaler for Spitsbergen, http://retro.met.no/observasjoner/
svalbard/normaler_for_kommune_2111.html. Read 29.09.2010
4met.no, Normaler for Oslo, http://retro.met.no/observasjoner/oslo/normaler_
for_kommune_301.html?kommuner. Read 29.09.2010
5met.no, Normaler for Bergen, http://retro.met.no/observasjoner/hordaland/
normaler_for_kommune_1201.html?kommuner. Read 29.09.2010
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Kongsfjorden, which is located south east-north west. The winds tends to
follow the fjord, and are relatively unaﬀected by the large-scale wind direc-
tion. The general opinion (not yet been shown as a fact) is that the ﬂow
out of the fjord is katabatic, originating from the downwards ﬂow over the
glaciers Kongsvegen, Kronebreen and Kongsbreen. Radiative cooling of the
surface is necessary to generate katabatic winds, therefore the wind speed is
at its maximum during the night (Livik, 2011).
Throughout the campaign 19-26 August 2010 it was midnight sun, so it
was never dark. There were clear sky conditions and air temperatures were
between -0.9°C and 10.6°C. It became colder during the campaign, and some
of the latest days we had a little evening and morning fog, but no rain.
During the campaign, low pressure systems developed over the Atlantic
Ocean. These systems then moved over the southern part of Norway and
then to Russia. At the same time high pressure systems moved over Green-
land as shown in ﬁgure 1.1. As the week went by, the atmospheric pressure
over Greenland and Svalbard lowered. At the last day of the campaign there
were no longer low pressure systems over Norway, and the pressure was about
equal to the pressure over Svalbard. The days after the campaign a low pres-
sure system developed over Svalbard and the Barents Sea, as shown in ﬁgure
1.2.
1.2 The thesis structure
In this thesis I am going to:
1. Analyze thoroughly datasets from multi-day CMET ﬂights across the
North Atlantic / Arctic Ocean.
2. Compare these datasets with trajectory data obtained by the FLEXPART
model.
The thesis is organized as follows: Chapter 2 describes some of the back-
ground for the thesis. In chapter 3 the theory of the FLEXPART model
is described. A presentation of the methods used will be given in chapter
4. This chapter is mainly about the CMET balloons and how they were
launched, but the radiosonde balloons, the model settings and how the tra-
jectory errors were calculated are also mentioned. The results will be presen-
ted in chapter 5, and in chapter 6 they will be discussed and conclusions will
be given. Chapter 7 will describe further work that can be done.
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Figure 1.1: Height of the 850 hPa surface 21 August 2010. The higher the constant
pressure surfaces are located, the higher the pressure and temperature are in that
area (Holton, 2004).
Figure 1.2: Height of the 850 hPa surface 1 September 2010.
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Chapter 2
Background
Below an overview is given of atmospheric pollution in the Arctic together
with examples of applications of free drifting balloons in atmospheric exper-
iments and models used in Arctic research.
2.1 Air pollution
Pollution is an important issue. Each year, more than 2 million people in
the world die of air pollution 1. Increasing population has resulted in more
industry, exhaust from cars, agriculture, vegetation ﬁre, aviation and ship
traﬃc. It is well known that this has a great impact on human health 2
and animals life 3, plants 4, and infrastructure (Store norske leksikon, 2010).
Most of the pollution comes from highly populated areas, but is transported
through the atmosphere and ocean to remote regions. Consequently, pollu-
tion also aﬀects the Arctic.
Air pollution produced by industry consists primarily of sulfur dioxide (SO2),
nitrogen oxides (NOx), particulates, ﬂuorides, nutrients (nitrogen (N) and
phosphorus (P )), organic substances or pollutants, heavy metals (lead (Pb),
mercury (Hg) and cadmium (Cd)), organic micro-pollutants (PCBs (Poly-
chlorinated biphenyls), PAHs (Polycyclic aromatic hydrocarbons) and other
substances) 5 and ﬂuorinated gases 6. Exhaust from cars consists primarily
of SO2, NOx, carbon dioxide (CO2), carbon monoxide (CO), PAHs and
1Forente Nasjoner [FN], Atmosfære, http://www.fn.no/Temaer/Miljoe-og-klima/
Miljoe/Atmosfaere. Read 21.09.2010
2World Health Organization [WHO], Air quality and health, http://www.who.int/
mediacentre/factsheets/fs313/en/index.html. Read 16.09.2010
3Miljøstatus i Norge, Lokal luftforurensning, http://www.miljostatus.no/Tema/
Luftforurensning/Lokal-luftforurensning/. Read 20.09.2010
4Ibid.
5Norsk institutt for luftforskning [NILU], Industri, http://www.nilu.no/index.cfm?
folder_id=4315&ac=topics. Read 20.09.2010
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Benzene 7. Pollution from agricultural sources on the other hand, consists
primarily of methane (CH4), nitrous oxide (N2O) and CO2 (Hojem and
Ohna, 2010). Vegetation ﬁres releases emissions containing mostly CO2, CO
and CH4 (Langmann et al., 2009). Aviation sources releases mostly CO2, wa-
ter vapor, NOx, SO2 and soot 8. Ship traﬃc releases mostly SO2 and NOx 9.
Of these components, CO2, CH4, N2O and ﬂuorinated gases, are the most
important anthropogenic greenhouse gases 10. These gases prevent long-wave
(infra-red (IR)) radiation from the earth from emitting into space. This will
result in a higher mean temperature in the atmosphere.
Aerosols are small solid, liquid or gas particles, and can aﬀect the radi-
ation balance by absorbing radiation from the sun. One type of aerosol is
black carbon (BC), emitted from biomass burning (BB) among others. In
the spring there is a lot of BB, because farmers in Eastern Europe burn their
ﬁelds before they plant new crops. This is done to improve crops, and to
reduce insects and diseases. BB is illegal in the Western Europe (Stohl et
al., 2007). BC can also be deposited on snow or ice, and hence reduce the
surface albedo (Stohl, 2006). This means that the surface will absorb more
of the radiation, and reﬂect less, which again will lead to a higher temperat-
ure and accelerate snowmelt (Warneke et al., 2010). Not all aerosols make
the temperature rise. Sulfate aerosols, which comes from SO2, reﬂect the
radiation from the sun, and hence makes it colder 11. The impact of aerosols
depends on what kind of aerosol it is.
2.2 The effect of air pollution on the Arctic
Many scientists have studied the eﬀect of BC, and where the major sources
of the BC that reaches the Arctic are. Some of them are Stohl et al. (2007),
Shindell et al. (2008) and Warneke et al. (2010).
Shindell et al. (2008) used diﬀerent models with diﬀerent physical and chem-
ical aerosol properties, to study O3 (ozone), CO and BC transport to the
Arctic. They found out that deposition of BC outside Greenland is most




8Avinor, Klima: luftfartens klimapåvirkning, http://www.avinor.no/avinor/miljo/
20_Klima. Read 20.09.2010
9Senter for klimaforskning [CICERO], Fritt fram for skipstrafikken?, http://www.
cicero.uio.no/fulltext/index.aspx?id=6368. Read 20.09.2010
10Miljøstatus i Norge, Klimagasser, http://www.miljostatus.no/Tema/Klima/
Klimagasser/. Read 20.09.2010
11NILU, Vulkanutbrudd i Karibien forurenser atmosfæren, http://www.nilu.com/
index.cfm?ac=news&folder_id=4316&text_id=20691&view=text. Read 05.10.2010
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on Greenland on the other hand, is mostly aﬀected by emissions from North
America through every season except winter, when emissions from North
America and Europe aﬀect the BC just as much. Shindell et al. (2008) also
concluded that the Arctic surface concentrations of BC are most sensitive to
the European emissions in the winter, and most sensitive to Asian emissions
in the spring. In the middle troposphere (500 hPa), the sensitivity is mostly
aﬀected by European emissions in the summer, and by Asian emissions in
the spring (Shindell et al., 2008).
Warneke et al. (2010) used aircrafts, pictures from the MODIS instruments
on satellites and the FLEXPART model (see section 2.5) to study how the
spring ﬁres in Russia 2008 led to more BC in the Arctic. They found that
the ﬁres resulted in more than doubling (150% increase) of the atmospheric
background, also called Artic Haze. This is much more than aerosol sulfate
(30% increase), and that is because the background consists of more sulfate
than BC (Warneke et al., 2010).
Koch and Hansen (2005) suggest that Europe and south Asia have the same
contribution to the BC concentration in the lower Arctic atmosphere, and
that south Asia is the main source when looking at the whole column (Stohl,
2006).
In the Arctic a higher temperature, due to BC and other aerosols, will make
the sea ice and glaciers melt. This results in smaller habitats for animals like
polar bears, seals and seabirds 12. Increases in temperature can also get the
permafrost to thaw. This can lead to ﬂooding and landslides, which again
can destroy infrastructure 13. Less sea ice makes ship traﬃcking easier (the
north-west passage and the northern sea route), and this will increase the
emissions of fossil fuel and the risk of oil spills in the Arctic 14. Pollution
can also lead to toxic deposition of PCB, and heavy metals, like Hg, that
the animals can ingest. Animals that are on top of the food chain will be
most exposed to these pollutants. For example polar bears 15, polar foxes
and polar gulls 16. PCBs degrade slowly and can dissolve in fat tissue. The
consequence of this, is that the PCB can follow the generations through eggs,
through the uterus to the fetus and through breastfeeding 17.
12CICERO, Faktaark 2, http://acia.cicero.uio.no/acia_faktaark_2_krise_for_
dyr_paa_isen.html. Read 15.09.2010
13CICERO, Faktaark 5, http://acia.cicero.uio.no/acia_faktaark_5_
klimaendringer_paavirker_bygninger_farbarhet.html. Read 15.09.2010
14CICERO, Faktaark 6, http://acia.cicero.uio.no/acia_faktaark_6_okt_
temperatur_nye_muligheter.html. Read 15.09.2010
15Norsk Polarinstitutt [NP], Faktaark: arktis-isbjørn, http://npweb.npolar.no/
Artikler/2008/1208944774.44. Read 15.09.2010
16Miljøstatus i Norge, PCB, http://www.miljostatus.no/Tema/Kjemikalier/
Noen-farlige-kjemikalier/PCB/. Read 02.11.2010
17Ibid.
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Acidiﬁcation is also a problem in the Arctic, primarily because of anthro-
pogenic emissions of S (sulfur) and N , because of the sensitive ecology and
because the levels of acid deposition exceed the system’s acid neutralizing
capacity (Hole et al., 2009).
Hole et al. (2009) studied the trends in the Arctic acidiﬁcation from late 70s
until 2008. They also compared data from 1991-2004 with the Danish Eu-
lerian Hemispheric Model (DEHM) (see section 2.5), and used DEHM to look
at the concentrations of SOx (oxidized sulfur) andNOx in air and depositions
from the late 1800 to 2020. They found out that SO2−4 (sulfate) concentra-
tions are reduced, mainly because of reduction of emissions in Europe and
the Northern America, and that the air and precipitation patterns of NO−3
(nitrate) and NH+4 (ammonium) concentrations are unclear. It is also diﬃ-
cult to project the future emissions and depositions patterns in the Arctic,
because of change of climate, increased human activities and new emission
control technologies. Their results seem to rule out South East Asia as major
source of pollution in the Arctic (Hole et al., 2009).
Chemical compounds, like SO2 and NOx, have a tendency to break down
more slowly in cold than in warm climates (Hole et al., 2009). The aerosol
lifetime is also longer in the Arctic (especially in the winter), because of the
extreme dryness in the Arctic troposphere which minimize wet deposition.
Dry deposition is also reduced in the Arctic winter time, because of the
thermally stable stratiﬁcation caused by very low temperatures. The strati-
ﬁcation causes surface-based inversions that reduce turbulent mixing (Stohl,
2006; Stohl et al., 2007).This often leads to Arctic Haze, which mainly is a
consequence of long range transported air pollutants (Hole et al., 2009) and
the long aerosol life time. This makes the Haze most prominent in the winter
and early spring (Stohl, 2006).
2.3 Transport of air pollution
The Arctic lower troposphere is isolated from the rest of the atmosphere by
the Arctic front. The front is formed by constant potential temperature sur-
faces over the Arctic, with minimum values in the boundary layer. It works
as a transport barrier for pollution. In order to penetrate this barrier, the
region of the pollution source must have the same low potential temperature
as the Arctic (Stohl, 2006). The life time of the pollutants must also be
longer than the transport time.
It is important to understand where the pollution is transported from, in
order to ﬁnd a way to reduce the emissions where they occur. Stohl (2006)
found that there were several pathways for the transport, and that it was
easier for the polluted air parcels to penetrate the Arctic front in the winter.
2.4. APPLICATIONS OF DRIFTING BALLOONS TO STUDY THE ATMOSPHERIC BOUND
This is because the snow covered land in the winter makes it possible for the
air parcels that pass by, to be cool enough to penetrate the front.
Stohl also looked at transport from the stratosphere, and found out that
this transport had marginal signiﬁcance near the Arctic surface. The reason
for this, is that there is negligible stratospheric transport in summer, and in
winter the stratospheric air will follow the isentropic surfaces at the Arctic
front, and end up in the middle latitudes, before it enter the Arctic. The
stratospheric air will be well mixed when it eventually reaches the Arctic
lower troposphere, and it will have lost its stratospheric character.
By looking at trajectories from major pollution sources into the Arctic, Stohl
found three main pathways. (1) Rapid (4 days or less) low-level transport
from densely populated regions in Europe (because Europe is the only contin-
ent that can have major emission regions located north of the Arctic front).
This is also the most common transport route from boreal forest ﬁres into
the Arctic. (2) Low-level transport (10-15 days) over snow covered land from
Europe and northern part of Asia (exists only in the winter). Because of the
ﬂow’s low moisture content and stable stratiﬁcation, this pathway can trans-
port highly polluted air into the Arctic. (3) Ascent from pollution sources in
North America and East Asia (less frequent in Europe), resulting in a slow
descent into the Arctic due to radiational cooling. For this transport route,
wet scavenging outside the Arctic is likely very eﬃcient (Stohl, 2006).
2.4 Applications of drifting balloons to study
the atmospheric boundary layer
The use of balloons is one means of quantifying transport in the atmosphere.
Other tools that have also been used are modeling (se section 2.5), satellite
images and tracers. Over the years, the balloons size and shape have changed
and the content of the payload has increased.
2.4.1 Tetroon balloons
Historically, constant volume balloons (CVB) have been the most commonly
used balloons for air mass tracking (Riddle et al., 2006). Bretherton and
Pincus (1995) used constant-volume Tetroon balloons in 1992 on the At-
lantic Stratocumulus Transition Experiment (ASTEX) to study the marine
boundary layer (MBL). The balloons were ballasted to rise 500-750 m above
sea level, and they were equipped with GPS (Global Positioning System)
receiver that determined the balloons position every ﬁve minutes, and trans-
mitted its data to the closest airplane (Bretherton and Pincus, 1995). The
Tetroon balloons were maid of Mylar, and had a tetrahedral shape (Businger
and Johnson, 2000).
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The balloon that survived through the entire last part of the campaign was
used to determine the air mass trajectory. Together with ﬂight, satellite and
ship observations, and MBL models, they became closer to understand the
evolution of a moving marine air mass and its cloud cover, and the physics
that interact to determine the structure and cloud cover of the MBL (Breth-
erton and Pincus, 1995).
2.4.2 Smart balloons
Through the ACE 1 campaign in 1995, Businger et al. (1999) used improved
Tetroon balloons, called Smart balloons or Smart Tetroons. They diﬀer
from the Tetroons by having a pump and a valve, which makes it possible
to automatically adjust the buoyancy, when the balloon travels vertically
outside a range of pressure set prior to the release. With the improved version
it was also possible to measure temperature, pressure, relatively humidity and
balloon status, in addition to GPS signals, which was sent to the aircraft.
They released the balloons from a ship south of Tasmania in Australia, to
monitor changes in the sulfur budget in the MBL (Businger et al., 1999)
2.4.3 Controlled meteorological balloons
Controlled meteorological (CMET) balloons have been used previously by
Riddle et al. (2006) in the ICARTT campaign in 2004, and by Voss et al.
(2010) in the MILARGO campaign in 2006. CMET balloons are diﬀerent
from Tetroons and Smart balloons, because the outer balloon envelope is
constructed out of ﬂexible material. This makes it possible for the balloon
volume to change with height. The disadvantage is that this decreases its
natural stability to stay ﬂoating at a constant altitude. To compensate for
its instability, the CMET balloon has to have an active buoyancy control
algorithm. With the CMET balloons, it is also possible to perform repeated
soundings during transport, which was not possible with the Smart balloons.
Riddle et al. (2006) used both Smart balloons and CMET balloons to study
the transport and chemical transformation of pollutants in the eastern United
States and Canada. The CMET balloons payload consisted of a GPS receiver,
a two-way satellite modem, a temperature sensor, a pressure transducer and,
for one ﬂight, relative humidity and ozone instrument (Riddle et al., 2006).
The goal of the MILARGO campaign was to study the impacts of downstream
pollution from the megacity18 Mexico City. Voss et al. (2010) performed re-
peated soundings to see the evolving vertical structure of the atmosphere.
The payload consisted of a temperature and a humidity sensor, a satellite
modem, a GPS receiver and solar panels coupled with a lithium battery.
They found that the plume from the city could retain its identity for at least
24-30 h, at the highest altitude, and likely much longer (Voss et al., 2010).
18A city consisting of more than 10 million inhabitants.
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2.5 Modeling atmospheric chemistry in the Arc-
tic
2.5.1 Danish Eulerian Hemispheric Model
There are several models which have been used in the modeling of atmo-
spheric chemistry in the Arctic. One of them is the Danish Eulerian Hemi-
spheric Model (DEHM) (Christensen, 1997), which is a 3-D atmospheric
transport model. The DEHM is really a part of the Danish Eulerian Hemi-
spheric Model system, which also consist of a weather forecast model and
the PSU/NCAR Mesoscale Model version 5 (MM5).
There are diﬀerent versions of the model. The original version has been
used since 1991, and the original purpose of developing the model was to
study long-range transport of SO2, SO2−4 and Pb into the Arctic. Another
version includes an extensive chemistry scheme, which makes it possible to
calculate concentrations and depositions of various pollutants in addition to
transport and exchange of atmospheric CO2.
Hole et al. (2009) used this model, with the extensive chemistry scheme,
to calculate trends of the Arctic acidiﬁcation due to anthropogenic sources
of SOx and NOx from the late 70s to recent years. Then they compared
the result with observation data from the period 1991-2004. They also used
DEHM to calculate the total SOx and NOx concentrations from the late
1800s to 2020 (Hole et al., 2009).
2.5.2 Weather Research and Forecasting model
Another model used is the Weather Research and Forecasting (WRF) model,
which predicts the weather. The WRF model can also include diﬀerent
schemes, which makes it possible to predict more than the weather, for ex-
ample a chemistry scheme (WRF/Chem). With this scheme it is possible to
describe how emissions are exposed to chemical reactions, transport, dry and
wet deposition.
Mölders et al. (2010) used the WRF/Chem model to study the eﬀect of
the emissions from ﬁshing boats, cargo ships and tourist cruise-ships during
the summer in Alaska. They found out that topography had much to do with
the pollutants (NOx, SO2, O3, PAN (peroxyacetyl nitrate), HNO3 (nitric
acid) and PM2.5 (particulate matter)) impact on the air quality (Mölders
et al., 2010).
2.5.3 FLEXPART
A third model which has been used several times in the research of the atmo-
sphere in the Arctic is the FLEXPART Lagrangian particle dispersion model,
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originally written by Andreas Stohl. This model has been used by several
scientists, mostly to study the transport of pollution into the Arctic (Stohl
et al., 2007; Stohl, 2006). (It has also been used in other parts of the world
and in combination with other models, for example in Mexico with the MM5
and the WRF model (Voss et al., 2010)).
ICARTT campaign
Riddle et al. (2006) used the FLEXPART model, among others, in the
ICARTT campaign in 2004 (mentioned in the section 2.4). They used the
model to plan ﬂight routes and to predict the location of polluted air masses.
Their main goal with the campaign was to validate the trajectory models, us-
ing the CMET balloons and the aircrafts. They found that the mean relative
horizontal transport deviation (RHTD) error for ﬂight segments between 2
and 12 hours measured in percent of the ﬂight distance, was 26% for traject-
ories based on the 1° (resolution) ECMWF (European Centre for Medium-
range Weather Forecast) model, and 34% for trajectories based on the 1°
GFS (Global Forecast System) model. This varied little with the resolution.
The errors have likely less eﬀect on tracer concentrations than on the cross
stream, because the errors where mainly aligned with the ﬂow. Riddle et al.
(2006) emphasize that transport due to sub grid scale features, for example
a narrow low level jet, may be missed in the models.
Arctic smoke
Stohl et al. (2007) used FLEXPART combined with MODIS instruments
on the Aqua and Terra satellites to estimate emissions released by biomass
burning (BB), and to see how the smoke was transported. They had ob-
served a lot of pollution on Spitsbergen and Iceland spring 2006, and they
wanted to see if there were any connections to the agricultural ﬁres in the
Eastern Europe. They used both the forward and backward time setting in
the model. Forward from the emission ﬁeld, to see which areas were aﬀected
and backward from the Zeppelin station, to look at the potential sources.
Stohl et al. (2007) also used the forward setting to see how the CO (carbon
monoxide) emissions from fossil fuel combustions (FFC) in Europe, North
America and Asia were spreading. They did not take removal processes into
account (Stohl et al., 2007).
Stohl et al. (2007) conclude that FFC, compared to BB, had little impact
on the CO emissions and aerosol mass, but the NOx emissions (from FFC)
might have had some impact on the O3 formation. The higher temperature
on Spitsbergen also made the transport of the pollutants easier, because the
temperature contrast between the Arctic and the midlatitudes was reduced.
This makes the transport pattern no 1 (se Section 2.3), rapid low-level trans-
port, more eﬃcient. They also suggest that the observed discolored snow on
Spitsbergen came from the dry deposition of smoke aerosols, and that the
snow albedo was reduced because of this (Stohl et al., 2007).
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Pollution transport
The main pathways for transportation of pollution (described in Section 2.3),
are results from using the FLEXPART model. Stohl (2006) used FLEXPART
to study the BC emission transport. He did not account for any chemical
processes, so the BC is not aﬀected by transformation or any removal mech-
anisms. Stohl ran the model with 1.4 million imaginary particles, equally
distributed in the global atmosphere, for 5 ½ year. Then he found the Arctic
particles, which is the particles that stayed for 5 days or more north of 70°N,
and used backward in time to ﬁnd out their possible source (Stohl, 2006).
This is how Stohl calculated the 3 main pathways of pollution transport.
The theory of the FLEXPART model will be thoroughly described in chapter
3.
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Chapter 3
Theory
FLEXPART is a Lagrangian 1 particle dispersion and trajectory model, which
is coded in the Fortran language. A Lagrangian model is easier to use than an
Eulerian, because there is no numerical diﬀusion. The model was originally
written by Andreas Stohl under his military service, almost 15 years ago, at
the nuclear-biological-chemical school of the Austrian Forces (Stohl et al.,
2010). Since then, the model has been updated several times, until the latest
version 8.22 2.
3.1 GRIB files
FLEXPART uses meteorological ﬁelds from the European Centre for Medium-
range Weather Forecast (ECMWF) numerical prediction model or the Na-
tional Centers of Environmental Prediction’s (NCEP) Global Forecast Sys-
tem (GFS) model. Most used are the ECMWF data. These ﬁelds are coded
in Gridded Binary (GRIB) format, which makes it possible to store large
amount of data in small ﬁle sizes (Stohl et al., 2010). The GRIB format is
standardized by the World Meteorological Organization (WMO), and con-
sists of data sections divided into octets consisting of 8 bits each. There
are two diﬀerent GRIB ﬁles in use, GRIB1 (FM 92-XI) and GRIB2 (World
Meteorological Organization, 2010), which has a more ﬂexible and compact
format. The newest version of FLEXPART, is now able to read in both
GRIB1 and GRIB2 ﬁles, and a combination of these (Stohl et al., 2010).
3.2 Input data
Horizontal and vertical wind components, speciﬁc humidity and temperat-
ure are the three-dimensional ﬁelds FLEXPART needs to run. It also needs
1Lagrangian means that the model ’follow’ the particles, and does not have a fixed
coordinate system like an Eulerian model (for example the Danish Eulerian Hemispherical
Model (DEHM) used in Hole et al. (2009), see section 2.5).
2NILU, FLEXPART, http://transport.nilu.no/flexpart. Read 30.05.2011
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two-dimensional ﬁelds such as surface pressure, 10 m horizontal wind com-
ponents, 2 m temperature and dew point temperature, total cloud cover,
sensible heat ﬂux, east/west and north/south surface stress, large scale and
convective precipitation, topography, land-sea-mask and sub grid standard
deviation of topography.
The three-dimensional input data is given in η coordinates on the levels of
the ECMWF model. They are then converted to terrain following Cartesian
coordinates (z¯ = z − zt) 3 by the equation:
w˜ = ˙˜z = ˙˜η(
∂p
∂z
)−1 + vh · ∇ηz˜, (3.1)
where ˙˜η = η˙∂p/∂η. This is done, because parameterized random velocities
in the atmospheric boundary layer (ABL) (which is used in the turbulence
calculations) is given in terrain following Cartesian coordinates, to reduce
time consuming coordinate transformation in every time step (Stohl et al.,
2010).
3.3 Calculating the ABL height
The ABL height hmix is calculated using the critical Richardson number
concept according to Vogelezang and Holtslag (1996). hmix is the height of
the ﬁrst model level l that has a Richardson number greater than 0.25:
Ril =
(g/Θv1)(Θvl −Θv1)(zl − z1)
(ul − u1)2 + (vl − v1)2 + 100u2∗
. (3.2)
Here Θv1 and Θvl are the virtual potential temperatures. z1 and zl are the
heights of the 1st and lth model level, respectively. (u1, v1) and (ul, vl) are
the wind components at these levels, and u∗ is the friction velocity. If the




Here τ is the total surface stress 4 and ρ is the air density. Else u∗ must be




















, where τ1 and τ2 are the surface stresses in east/west and north/south
direction, respectively.


















Here κ is the von Kármán constant (0.4), ∆u is the diﬀerence between wind
speed at the second model level and at 10 m, zl is the height of the second
model level, Ψm and Ψh are the stability correction functions for momentum
and heat, respectively. T¯ is the average surface layer temperature, g is the
acceleration due to gravity, Θ∗ is the temperature scale, and ∆Θ is the dif-
ference between potential temperature at the second model level and at 2 m.
Complex topography, variability in landuse and soil wetness can cause spatial
variations of the ABL height. Another problem is when these spatial vari-
ations are not resolved by the ECMWF model. To avoid signiﬁcant bias in
the surface tracer concentrations and the tracer cloud thickness, FLEXPART
uses an envelope ABL height in the calculations:




Here σZ is the standard deviation of the ECMWF model sub grid topography,
c is a constant (2.0), V is the wind speed at height hmix, and N is the Brunt-
Vaisala frequency. FLEXPART always use the maximum envelope height of
the grid points surrounding a particle’s position in time and space. Under
convective and stable conditions, Henv are the ABL height plus the sub grid
topography, but under stable conditions the topography is limited by the
factor c V
N
5 (Stohl et al., 2010).
3.4 The trajectory equation




FLEXPART uses the zero acceleration scheme:
X(t+∆t) = X(t) + v(X, t)∆t, (3.9)
5 V
N
is the local Froude number, which is the ratio of inertial to buoyant forces.
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where X is the position vector, t is the time, ∆t the time increment, and
v is the wind vector 6. This scheme is accurate to the ﬁrst order. To solve
the trajectory equation more accurate, FLEXPART takes one iteration with
the second order Petterssen scheme for the grid scale wind, whenever this is
possible. It cannot be applied in the ABL if ctl>0 7, if nested domain is used
and a particle crosses the boundary to this domain, and if the winds needed
for the second time are outside the memory (Stohl et al., 2010).
3.5 The Langevin equation
The turbulent wind ﬂuctuations vt can be written as:
dvti = ai(x, vt, t)dt+ bij(x, vt, t)dWj , (3.10)
when based on the Langevin equation. Here both a and b, the drift term
and the diﬀusion term respectively, are functions of position, turbulent ve-
locity and time. dWj are incremental components of a Wiener process with
mean zero and variance dt. FLEXPART assumes Gaussian turbulence, even
when this assumption is violated under convective conditions, because the
error this causes is minor when the particles are well mixed in the ABL layer.
















Where w are the turbulent vertical wind component, and σw its standard
deviation. ρ is air density and τLw is the Lagrangian timescale for the vertical
velocity autocorrelation. The second term on the right hand side is the drift
correction, while the third term is the density correction and accounts for
the decrease of air density with height. The horizontal wind components can
also be written as equation 3.11, but without drift and density correction





















If the time steps are long, equation 3.11 is used, else equation 3.12 is used
(Stohl et al., 2010).
6Where v = v¯+ vt + vm, v¯ is the grid scale wind, vt is the turbulent wind fluctuations
and vm is the mesoscale wind fluctuations.
7When ctl>0, the time steps are limited by τL (the Lagrangian timescale for the velocity
autocorrelation). Else FLEXPART uses constant time steps of one synchronization time
interval.
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3.6 Convective parameterization scheme
The convective parameterization scheme is also called the Emanuel scheme,
since it was Emanuel and Živković-Rothman (1999) who wrote it. This
scheme is used to compensate for the convective transport that is sub-grid
scale in the horizontal direction 8. This is necessary, because the updrafts and
downdrafts in convective clouds are important transport mechanisms, and
because horizontal convective transport is not represented by de ECMWF
vertical velocity. The scheme prepares a redistribution of particles in the en-
tire vertical column using the provided grid-scale temperature and humidity
ﬁelds from the original ECMWF model levels (not the Cartesian coordin-
ates). With these ﬁelds, the scheme calculates a displacement matrix with




v + Tthres, (3.13)
where TLCL+1vp is the virtual temperature of a surface air parcel lifted to the
level above the LCL 9, TLCL+1v is the virtual temperature of the environment
there, and Tthres = 0.9 K (a threshold temperature value). The matrix calcu-
lates the saturated up- and downdrafts, and it is assumed that these ﬂuxes
are balanced by a subsidence mass ﬂux in the environment. The actual redis-
tribution of the particles is done in the subroutine redist.f, according to the
displacement matrix produced by the convective parameterization scheme.
To determine whether, and where, a particle shall be displaced or not, a
random number between [0,1] is drawn. Then the compensating subsidence
mass ﬂuxes are converted to a vertical velocity, which aﬀects the particles
that where not displaced. This conversion is done instead of random displace-
ment, to eliminate numerical diﬀusion in the cloud-free environment (Stohl
et al., 2010).
3.7 Removal processes
FLEXPART can calculate dry and wet deposition, and radioactive decay of
tracers, by reducing the particles mass.
3.7.1 Dry deposition
Dry deposition of particulate matter is calculated by the equation:
vd(z) = [ra(z) + rb + ra(z)rbvg]
−1 + vg. (3.14)
8The convective transport is grid-scale in the vertical direction.
9Lifting condensation level.
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Here vg 10 is the gravitational settling velocity, ra is the aerodynamic resist-
ance between z and the surface and rb is the quasilaminar sub layer resistance.
Gravitational settling velocity is also important for the particle’s trajectory
when use of single-species simulations (are switched oﬀ in multi species sim-
ulations). The velocities are also aﬀected by the particle size, which is why
FLEXPART calculate the velocities by using diﬀerent particle diameters.
The particles are assumed to have a logarithmic normal size distribution,
and after the velocity calculations the velocities are weighted with their re-
spective particulate mass fractions. The mass loss due to dry deposition is
calculated by:




This is done for all particles under two times the reference height 2href , and
usually href is set to 15m (Stohl et al., 2010).
3.7.2 Wet deposition
Wet deposition is calculated if the relative humidity is greater than 80%.
FLEXPART then assumes the existence of clouds, and decides whether to
calculate in- or below- cloud scavenging. For particles, the in cloud scaven-





where I is the precipitation rate, Hi is the height over which scavenging takes
place and
Si = 0.9/cl, (3.17)
where cl is the cloud liquid content 11.
Below cloud scavenging is described as:
m(t+∆t) = m(t) exp(−Λ∆t), (3.18)
where m is the particle mass and
Λ = AIB. (3.19)
A is the scavenging coeﬃcient at I = 1mm/hour and B gives the dependency







, where dp is the particle diameter, ρp the particle density, µ the
dynamic viscosity of air (0.000018 kg m−1s−1), and Ccun is the Cunningham slip-flow
correction.
11cl = 2 ∗ 10−7 ∗ I0.36
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3.8 Wesely scheme
There are many diﬀerent land types on the Earth, depending on roughness,
chemical reactivity, etc. IGBP’s 12 land cover classiﬁcation had initially 17
diﬀerent land use classes, by the help of the Wesely scheme, these 17 classes
where transferred into just 13 classes. Each of these classes has a deﬁned
roughness length. This roughness length is used to parameterize the surface
resistance, which in turn is used to calculate the dry deposition of gases
(Stohl et al., 2010).
3.9 Options
There are many options to choose between before running the model. The
tracers of choice can be released from a point, line, area or volume sources
in the atmosphere. This can easily be programed into the Fortran code, by
deciding how many diﬀerent tracers, which tracers, and their decay time.
Other settings that are possible to change are the direction of the simulation
and higher resolution in selected areas. The direction can either be forward or
backward in time. By choosing the forward in time, it is possible to look at,
for example, the dispersion of tracers from their sources, or their trajectories.
By choosing the backward in time, it is possible to determine potential source
contributions. It is then possible to see trajectories from where the source
might be. By choosing to have a nested grid inside the regular grid, it is
possible to have better resolution on parts of the area considered. There is
also possible to run the model without any removal possesses (Stohl et al.,
2010).
12International Geosphere-Biosphere Programme.
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Chapter 4
Methods
In this chapter the CMET balloons, the balloon launches, the FLEXPART
model settings and the trajectory error calculations will be described. Our
campaign was from 19-26 August, and we were 3 scientists and 3 students
which participated. The professors were Paul B. Voss (who also had to
undergrad students with him), Lars R. Hole and Terje K. Berntsen (stayed
from 19-23 August).
4.1 Balloon launches
During our campaign we launched 5 CMET balloons, which are the smallest
altitude controlled balloons ever launched (Svalbard Science Forum, 2010).
They are 80 cm in diameter, 150 cm tall, and weigh approximately 500 g
when they are connected to the payload which, weigh 250 g. They were pre-
pared in the Norwegian Polar Institute Sverdrup Research Station, and in
the German Alfred Wegener Institute for Polar and Marine Research (AWI)
and the French Polar Institute Paul Emile Victor (IPEV) (AWIPEV)’s bal-
loon house in Ny-Ålesund. They were launched from the German and French
balloon house, and controlled at the Sverdrup station.
Before the balloons were launched, we used the Air Resources Laborat-
ory (ARL) on National Oceanic and Atmospheric Administration’s (NOAA)
homepage to compute forecast trajectories. The model is also called Hysplit,
and gets its initial values from the GFS model 1. This was done to see if
there were going to be any problems with icing, and to see in which direction
the balloons were going to ﬂy (we had to make sure that the balloons did
not ﬂy into Russian air space).
4.1.1 Preparation of the balloons
The balloons had been transported as carry-on luggage from the United
States, and had to be prepared before we could launch them. The payloads
1http://ready.arl.noaa.gov/HYSPLIT_traj.php.
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consisted of a motherboard connected to sensors that could measure temper-
ature, humidity, pressure, and board status. In addition they had a satellite
modem, a GPS receiver, and a solar panel coupled with a lithium battery.
The GPS coordinates made it possible to calculate the wind speed and dir-
ection from each data point. The balloons had also a pump and a valve that
were connected to the payload. The pump and valve assembly controlled the
helium ﬂow between the high pressure balloon and the zero pressure balloon.
The payload enclosure had also a return address in case someone found them
after decent. All the diﬀerent parts of the payload can be seen in ﬁgure 4.1.
Before the balloons were ready to ﬂy, we had to inﬂate them with helium.
We ﬁlled the balloons some hours before the launch, to see if there were any
leaks. Only the ﬁfth balloon had a small leakage, so we used tape to seal it.
When we ﬁlled the balloons with helium, we ﬁrst inﬂated the high pressure
balloon, until the pressure was 20 000 Pa. Then we ﬁlled the zero pressure
balloon just enough to balance the payload. We also had to talk to the Nor-
wegian aviation authorities (Avinor), before we could launch the balloons.
When Avinor was informed, the ﬁnal helium ﬁlling and payload connections
were done.
4.1.2 Balloon no 1
The ﬁrst balloon was launched at midnight the 22th of August (22:02 UTC
21.08.10.). The balloon was terminated after almost 24 hours (22:01 UTC
22.08.10), after receiving a command that led to an open valve. The balloon
then rose to 6000 m, before it fell down in the ocean. A bug in the control
algorithm was probably also a contributing factor.
4.1.3 Balloon no 2
Balloon no 2 was launched approximately 01:00 the 23th of August (22:55
UTC 22.08.10.). This balloon was terminated after 2 ½ days (15:20 UTC
25.08.10), after having the same bug and receiving the same command as
balloon no 1.
4.1.4 Balloon no 3
The third balloon was launched approximately 18:00 the 23th of August
(16:27 UTC 23.08.10.). This balloon was terminated just after 3 days in the
air (20:10 UTC 26.08.10). The balloon was terminated because it had such
a low diﬀerential pressure (dp) between the high pressure and zero pressure
balloon that it probably would not had survived the night. Balloon no 3 was
the balloon that had the longest ﬂight duration.
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Figure 4.1: The CMET balloon’s payload.
Figure 4.2: Shows how the balloons were inflated and then launched. In the pic-
tures in appearing order: Anniken C. Mentzoni, Helen G. Johnston and E. Farrell
Helbling
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4.1.5 Balloon no 4
Balloon no 4 was launched approximately 13:00 the 24th of August (10:47
UTC 24.08.10.). The balloon was terminated after almost 2 ½ days (22:00
UTC 26.08.10), because of the same reason as balloon no 3, it had too low
dp.
4.1.6 Balloon no 5
The last balloon was launched approximately 04:00 the 25th of August (02
UTC 25.08.10.). This balloon was special, because it was the only balloon
with a CO2 sensor, and was also the balloon with the most technical prob-
lems. After we had repaired the leakage, and launched the balloon, we found
out that the GPS receiver did not work, so we could not get a correct location
of the balloon. After approximately 12 hours we terminated it, because we
would not risk that the balloon went in to Russia without us knowing about
it. The little data we got from this balloon will not be used.
4.2 Balloon data
Balloon measurements were made every 10 seconds during the ascent, every
10-60 seconds during soundings and every 0.5-3 minutes (up to 10 minutes
on balloon no 1) during ﬂoat. As shown in ﬁgure 4.3, the normal ﬂoat alti-
tude where between 2000-2500 meters. We also preformed repeated vertical
soundings on all the balloons except the ﬁrst one. All together on balloon
2, 3 and 4 we preformed 9 soundings. The balloon trajectories are shown in
ﬁgure 4.4
4.3 Challenges with launching CMET balloons
in the Arctic
There are some challenges with launching CMET balloons in the Arctic.
Little sun (except in the summer) and weak sun due to the high latitude
makes the battery charging more diﬃcult than on lower latitudes. Since it is
so cold in the Arctic, there is also a problem with icing. Ice can accumulate
on the balloons’ envelope; this can make the balloons to heavy, which will
make them decent. There are also complex airspace issues, so even though
the CMET balloons are small, launching must be approved by the aviation
authorities (Voss et al., 2011).
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Figure 4.3: Height vs. time for balloon no 1-4.
Figure 4.4: Map of the North Atlantic, showing Svalbard and the CMET balloon
trajectories. The balloon altitudes are shown by the colors of the trajectories, while
the black circles represent 6-hour intervals.
28 CHAPTER 4. METHODS
Figure 4.5: Radiosonde balloon. Inflated with helium and then launched.
4.4 Radiosonde balloons
Every day during our campaign, the Alfred Wegener Institute launched a
radiosonde balloon ﬁlled with helium between 11 and 13 o’clock (local time),
as shown in ﬁgure 4.5. The radiosonde balloons measured pressure, tem-
perature, relative humidity and wind 2. We used data from the radiosonde
balloons and compared it with the CMET balloons ascent.
4.5 Model settings
For this study we used the FLEXPART model 3 with meteorological ﬁelds
from the ECMWF model with a 0.2° * 0.2° resolution. The ﬁelds were given
every 3 hours, and the output was calculated for every hour. All removal
processes were turned oﬀ.
FLEXPART was used to calculate trajectories from the exact time and place
of the balloons, and trajectories from a 10 km * 10 km box in the horizontal
surrounding the balloons positions, both after the balloons ascent. Traject-
ories from various heights were also calculated.
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Figure 4.6: The relationship between the incremental (∆Ei) and the total (Ei)
trajectory errors at a given iteration. Ei is the vector sum of all ∆Ei, and is called
the cumulative trajectory error or AHTD (Riddle et al., 2006). The figure is also
from Riddle et al. (2006)
4.6 Trajectory error calculations
We calculated trajectory errors by subtracting the balloon trajectory (the ac-
tual trajectory) from the model trajectory for every iteration. ∆Ei represent
the incremental position error, and is shown in ﬁgure 4.6. The cumulative
trajectory error, also known as the absolute horizontal transport deviation
(AHTD), is then the vector sum of all the incremental errors. We calcu-
lated the relative horizontal transport deviation (RHTD) for every iteration,
which is the AHTD divided by the length of the actual trajectory at that
time (Riddle et al., 2006).




Figure 5.1-5.4 shows the forecast trajectories for the balloons from NOAA’s
Hysplit model. The red, blue and green trajectories represent 500 m, 1500 m
and 3000 m (2000 m for balloon no 4 in ﬁgure 5.4), respectively. The small
markers represent 6-hour intervals (placed at 06, 12 and 18 UTC), while the
larger ones represent 24-hour intervals stating at midnight (UTC).
As seen from ﬁgure 4.4 and the ﬁrst 24 hours in ﬁgure 5.1, the NOAA tra-
jectory is quite similar to the real balloon trajectory. The balloon trajectory
is located between the blue and green trajectories, but closer to the blue one.
Figure 5.1: Forecast trajectories for balloon no 1 from NOAA’s Hysplit model.
Red, blue and green represent 500 m, 1500 m and 3000 m, respectively. The small
markers represent 6-hour intervals (placed at 06, 12 and 18 UTC), while the larger
ones represent 24-hour intervals stating at midnight (UTC).
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Figure 5.2: Forecast trajectories for balloon no 2 from NOAA’s Hysplit model.
Red, blue and green represent 500 m, 1500 m and 3000 m, respectively. The small
markers represent 6-hour intervals (placed at 06, 12 and 18 UTC), while the larger
ones represent 24-hour intervals stating at midnight (UTC).
This makes sense, because the height of the blue trajectory is closer to the
ﬂoating altitude of the balloon.
The ﬁrst 65 hours (2 days and 17 hours) in ﬁgure 5.2 can be compared with
balloon no 2 in ﬁgure 4.4. The balloon trajectory is most similar to the green
trajectory, and it has also almost the same curve, which starts after approx-
imately 12 hours in both trajectories. As seen by the colors of the balloon
trajectories (and in ﬁgure 4.3), the balloon had three soundings between 850
m and 6000 m, approximately, and therefore changed altitude from the ﬂoat-
ing altitude at 2000 m. This might be the reason why the balloon trajectory
is more similar to the green than the blue trajectory, even when the blue
trajectory is closer in altitude.
Figure 5.3’s ﬁrst 76 hours (3 days and 4 hours) can be compare with the
third balloon in ﬁgure 4.4. All the forecast trajectories are quite similar to
the shape of the balloon trajectory the ﬁrst 44 (green)-56 (blue and red)
hours, but the actual balloon has had a higher velocity, and is at almost the
same place after only 30 hours. After this the red trajectory separates from
the blue and green trajectories, and after another 24 hours the blue and green
trajectories separate. The balloon is closest to the green trajectory. The last
hours the balloon turns more north than the green trajectory, and they are
not that similar anymore.
The ﬁrst 60 hours (2 days and 12 hours) from ﬁgure 5.4 can be used to com-
pare with balloon no 4 in ﬁgure 4.4. The green and blue forecast trajectories
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Figure 5.3: Forecast trajectories for balloon no 3 from NOAA’s Hysplit model.
Red, blue and green represent 500 m, 1500 m and 3000 m, respectively. The small
markers represent 6-hour intervals (placed at 06, 12 and 18 UTC), while the larger
ones represent 24-hour intervals stating at midnight (UTC).
Figure 5.4: Forecast trajectories for balloon no 4 from NOAA’s Hysplit model.
Red, blue and green represent 500 m, 1500 m and 2000 m, respectively. The small
markers represent 6-hour intervals (placed at 06, 12 and 18 UTC), while the larger
ones represent 24-hour intervals stating at midnight (UTC).
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Figure 5.5: Altitude vs. RH for balloon no 1-4. a) shows balloon 1 released 00:02
(22:02 UTC 21.08.2010) with the radiosonde balloon released 22.08.2010. b) shows
balloon 2 released 00:55 (22:55 UTC 22.08.2010), and balloon 3 released 18:27
(16:27 UTC 23.08.2010), with the radiosonde balloon released 23.08.2010. c) shows
balloon 4 released 12:47 (10:47 UTC 24.08.2010) with the radiosonde balloon re-
leased 24.08.2010.
are almost exactly the same as the balloon trajectory the ﬁrst 12 hours (ap-
proximately), but the blue trajectory is closest in time. For the rest of the
duration time, the balloon trajectory is most similar to the green forecast
trajectory, which would be expected since it is also closest in altitude.
5.2 CMET balloon ascent vs. radiosonde bal-
loon
Figure 5.5-5.8 shows the CMET balloons compared with the radiosonde bal-
loon released the same day. Figure 5.5 shows the relative humidity, ﬁgure 5.6
shows the temperature, ﬁgure 5.7 shows the wind direction, and ﬁgure 5.8
shows the wind speed, all of them compared with height. The a) subplots
shows balloon no 1 and the radiosonde balloon released approximately 12
hours later. The b) subplots shows balloon no 2 and 3 and the radiosonde
balloon released approximately 11 hours before and 7 hours after, respect-
ively. The c) subplots shows balloon no 4 and the radiosonde balloon released
approximately on the same time. As seen from the c) subplots, the CMET
balloon and the radiosonde balloon measured almost exactly the same values
on temperature, relative humidity, wind speed and direction. The reason
why the other CMET and radiosonde balloon values are so diﬀerent, is prob-
ably because the CMET balloons and the radiosonde balloons were released
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Figure 5.6: Altitude vs. temperature for balloon no 1-4. a) shows balloon 1 released
00:02 (22:02 UTC 21.08.2010) with the radiosonde balloon released 22.08.2010.
b) shows balloon 2 released 00:55 (22:55 UTC 22.08.2010), and balloon 3 released
18:27 (16:27 UTC 23.08.2010), with the radiosonde balloon released 23.08.2010. c)
shows balloon 4 released 12:47 (10:47 UTC 24.08.2010) with the radiosonde balloon
released 24.08.2010.
Figure 5.7: Altitude vs. wind direction for balloon no 1-4. a) shows balloon
1 released 00:02 (22:02 UTC 21.08.2010) with the radiosonde balloon released
22.08.2010. b) shows balloon 2 released 00:55 (22:55 UTC 22.08.2010), and bal-
loon 3 released 18:27 (16:27 UTC 23.08.2010), with the radiosonde balloon released
23.08.2010. c) shows balloon 4 released 12:47 (10:47 UTC 24.08.2010) with the
radiosonde balloon released 24.08.2010.
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Figure 5.8: Altitude vs. wind speed for balloon no 1-4. a) shows balloon 1 released
00:02 (22:02 UTC 21.08.2010) with the radiosonde balloon released 22.08.2010.
b) shows balloon 2 released 00:55 (22:55 UTC 22.08.2010), and balloon 3 released
18:27 (16:27 UTC 23.08.2010), with the radiosonde balloon released 23.08.2010. c)
shows balloon 4 released 12:47 (10:47 UTC 24.08.2010) with the radiosonde balloon
released 24.08.2010.
several hours apart. It seems like the sensors on the CMET balloons are well
calibrated.
5.3 Curtain plots
Figure 5.9-5.12 shows curtain plots for balloon 1-4. These curtain plots are
the result of interpolation of a) speciﬁc humidity, b) potential temperature,
c) wind direction, and d) wind speed, with respect to ﬂight duration and
altitude. Because of the interpolation, the curtain plots are not perfect, es-
pecially places with few data points. Also plotted in each of the subplots is
the balloon trajectory with respect to ﬂight duration and altitude.
5.3.1 Balloon no 1
The speciﬁc humidity in ﬁgure 5.9 a) decrease with altitude, except for ap-
proximately the ﬁrst 7 hours where the humidity is constant (and even in-
creasing in some areas). The potential temperature in subplot b) has a
similar structure with increasing potential temperature with altitude, except
for the ﬁrst 5 hours where the potential temperature is almost constant. This
means that the air at the ﬁrst 5-7 hours has been exposed to mixing from
lower altitudes.
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Figure 5.9: Balloon no 1: a) specific humidity, b) potential temperature, c) wind
direction, and d) wind speed interpolated with respect to flight duration and altitude.
The black line is the balloon trajectory with respect to flight duration and altitude.
Figure 5.10: Balloon no 2: a) specific humidity, b) potential temperature, c) wind
direction, and d) wind speed interpolated with respect to flight duration and altitude.
The black line is the balloon trajectory with respect to flight duration and altitude.
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The wind direction in subplot c) starts from north north-east and then turns
more towards east north-east. The wind direction varies with altitude the
ﬁrst 5 hours, but after that it is more or less constant with altitude (the scale
goes only between 15 and 70 degrees).
In subplot d) it is possible to see the wind speed decreases with ﬂight dur-
ation, except for the 50 lowest m (between 1750 m and 1800 m), where the
wind speed stays relatively constant (it is lower than aloft the approximately
ﬁrst 10 hours).
5.3.2 Balloon no 2
The speciﬁc humidity in ﬁgure 5.10 a) is quite low except for two cells around
1700 m to 2000 m (and also a small area between 1000 m and 1400 m at the
end of the ﬂight duration, which might not be really reliable, because of few
data points). Parts of the cells have also slightly lower potential temperature
then the rest of the air at the same altitude, as shown in subplot b). Still the
potential temperature increases relatively constant with altitude throughout
the ﬂight. There might be some low level mixing where the cells are.
The reason for the loop in the trajectory shown in ﬁgure 4.4 is not hard
to see looking at subplot c). The wind direction is relatively constant, ex-
cept between 30 and 60 hours where the wind turns (there are also some areas
at the beginning of the balloons ascent). The contrast is strongest at 2000
m, but there are also cells with turning air below and above. The balloon
has probably passed air with anti-cyclonic properties.
The wind speed in subplot d) is mainly constant with altitude except for
the ﬁrst 20 hours where the wind speed increases with height. After 25 hours
the wind speed is relatively constant during the ﬂight. There is an area
just after the loop (following the balloon trajectory) where the wind speed
is higher than the wind speed at other altitudes at the same time.
5.3.3 Balloon no 3
The speciﬁc humidity in ﬁgure 5.11 a) is low and constant with altitude in the
beginning of the ﬂight. After 30 hours the speciﬁc humidity starts to change
towards higher values, ﬁrst mainly in lower altitudes, but in the end of the
ﬂight the high speciﬁc humidity has also reached the air aloft as well. The
potential temperature seen in subplot b), shows similar structure as the spe-
ciﬁc humidity, but with opposite values. The potential temperature is high
in the beginning, but decreases during the ﬂight. There is a great possibility
that the vertical mixing from lower altitudes at the last part of the ﬂight is
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Figure 5.11: Balloon no 3: a) specific humidity, b) potential temperature, c) wind
direction, and d) wind speed interpolated with respect to flight duration and altitude.
The black line is the balloon trajectory with respect to flight duration and altitude.
caused by turbulence close to the high mountains at Greenland’s coast.
The wind direction in subplot c) is also quite constant with altitude. The
wind direction changes from north via north-east to east, then south to south-
west, as also shown in ﬁgure 4.4.
Subplot d) shows that the wind speed for the approximately ﬁrst 40 hours is
constant with both altitude and ﬂight duration. After this, the wind speed
is still constant with altitude, but it changes fast to lower values, which it
continued with for the rest of the ﬂight.
5.3.4 Balloon no 4
Figure 5.12 a), consists mainly of cells with diﬀerent speciﬁc humidity. There
are three cells with low speciﬁc humidity, located between 1800 m and 2200
m (at the beginning of the ﬂight), at 2500 m (at 20-30 hours) and between
2500 m and 2900 m (at the end of the ﬂight). There are also three cells of
relatively high speciﬁc humidity located between 2200m and 3000m (at the
beginning of the ﬂight), at 2500 m (at 30-50 hours) and between 2000 m and
2400 m (at the end of the ﬂight).
The potential temperatures in subplot b) also show signs of these cells, with
mostly lower potential temperature where the humid cells are located, and
vice versa (except for the approximately ﬁrst 7 hours).
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Figure 5.12: Balloon no 4: a) specific humidity, b) potential temperature, c) wind
direction, and d) wind speed interpolated with respect to flight duration and altitude.
The black line is the balloon trajectory with respect to flight duration and altitude.
The wind direction in subplot c) is almost constant with altitude, and the
wind direction changes from north-west to north-east, during the ﬂight. The
wind speed in subplot d) is relatively low and constant for the whole ﬂight,
except for the areas where the two last low humid cells are located, where
the wind speed is noticeable higher.
It is hard to say anything about mixing for the air around this balloon,
because the area that is interpolated is so small. It seems to be some mixing
from lower altitudes where the relatively humid cells are, and there might
even be some mixing from aloft where the dry cells are.
5.4 CMET balloons vs. FLEXPART
Figure 5.13-5.20 shows the model run and the CMET balloon for each of the
4 balloons. The model was run with 50 imaginary air parcels released from
each altitude. All of them released from a 10 km * 10 km box surrounding
the longitude and latitude point the balloon had at the top of its ascent, and
at the same time. The red trajectories are the results of the model run from
the same altitude as the balloon had at the top of its ascent, while the other
colors represent model runs from lower and higher altitudes. These ﬁgures
are made to see if the FLEXPART model spans the variability of the balloons
values of relative humidity and potential temperature, when the model are
run from all of the balloons altitudes. Figure 5.13, 5.15, 5.17 and 5.19 shows
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Figure 5.13: Balloon and FLEXPART trajectories for balloon no 1, 21 (22:02 UTC)
- 22 (22:50 UTC) August; showing longitude and latitude vs. altitude. The black
circle points out the start of the balloon and model trajectories, the black line shows
the balloon trajectory, the red lines shows the model run from the actual height
the balloon had at its top, and the other colors shows the model runs from other
altitudes.
3-D plots which gives an overview of the longitude, latitude and altitude for
each of the four balloons. The subplots in ﬁgure 5.14, 5.16, 5.18 and 5.20
shows, a) longitude vs. latitude, b) ﬂight duration vs. altitude, c) ﬂight dur-
ation vs. relative humidity and d) ﬂight duration vs. potential temperature.
5.4.1 balloon no 1
Figure 5.14 a) shows that the balloon and model are really similar in the
beginning and that they separate from each other at approximately (2 °E,
77.3 °N). Seen from the markers, this separation occurs just after 15 hours.
Looking at subplot c), it is possible to see that the balloon and model have
the same decreasing trend in relative humidity for the ﬁrst 15 hours. For
these hours, the model also spans the variation in relative humidity pretty
vel. After 15 hours the trend of the balloon changes to increasing relative
humidity, while the model keeps decreasing. This makes sense since this is
the same time as the balloon and model separates in subplot a). The tem-
perature from the model in subplot d) spans the balloon temperature very
well, even after 15 hours.
5.4.2 balloon no 2
Subplot a) in ﬁgure 5.16 shows that the balloon and model are aligned, but
that the balloon follows the yellow lines (2250 m) for the approximately ﬁrst
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Figure 5.14: Balloon and FLEXPART trajectories for balloon no 1, 21 (22:02 UTC)
- 22 (22:50 UTC) August. a) longitude vs. latitude, b) flight duration vs. altitude,
c) flight duration vs. relative humidity and d) flight duration vs. potential temper-
ature. The black circle points out the start of the balloon and model trajectories,
the black line shows the balloon trajectory, the red lines shows the model run from
the actual height the balloon had at its top, and the other colors shows the model
runs from other altitudes. The markers in subplot a) represent 6-hour intervals.
Figure 5.15: Balloon and FLEXPART for balloon no 2, 22 (22:55 UTC) - 25 (15:24
UTC) August; showing longitude and latitude vs. altitude. The black circle points
out the start of the balloon and model trajectories, the black line shows the balloon
trajectory, the red lines shows the model run from the actual height the balloon had
at its top, and the other colors shows the model runs from other altitudes.
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Figure 5.16: Balloon and FLEXPART trajectories for balloon no 2, 22 (22:55 UTC)
- 25 (15:24 UTC) August. a) longitude vs. latitude, b) flight duration vs. altitude,
c) flight duration vs. relative humidity and d) flight duration vs. potential temper-
ature. The black circle points out the start of the balloon and model trajectories,
the black line shows the balloon trajectory, the red lines shows the model run from
the actual height the balloon had at its top, and the other colors shows the model
runs from other altitudes. The markers in subplot a) represent 6-hour intervals.
24 hours, even though the altitude in subplot b) would imply the red lines
(2019 m). The balloon has a loop just after 24 hours, which it uses ap-
proximately 26 hours on. The loop in the balloon values has a much tighter
curl than the model, and this might be because of the sounding that was
taken at approximately 35 hours. After the loop at 50 hours, the balloon
and model are further apart, this might be because the air has moved. Look-
ing at subplot b) just after 42 hours (second half of the loop in subplot a))
the lowest air masses from the model (1250 m and 1500 m) starts to sink
and it seems that the air has reached the boundary layer, which has a lot of
turbulent mixing. Subplot c) shows that at the same time, these air masses
get relatively more humid. The balloon measurements reach also these high
values of relative humidity when it falls down to the sea surface at the end.
The temperatures in subplot d) also rise for the lowest air masses in the end,
which is probably the eﬀect of the sinking air in subplot b). It is possible to
see that small changes in the balloon temperature have a great eﬀect on the
relative humidity. This might be the reason for that the modeled relative
humidity does not span a big part of the balloons values; but because the
altitude of the balloon is perfectly spanned, and almost just as good for the
temperature, there is probably also another reason for this bad span.
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Figure 5.17: Balloon and FLEXPART trajectories for balloon no 3, 23 (16:27 UTC)
- 26 (20:15 UTC) August; showing longitude and latitude vs. altitude. The black
circle points out the start of the balloon and model trajectories, the black line shows
the balloon trajectory, the red lines shows the model run from the actual height
the balloon had at its top, and the other colors shows the model runs from other
altitudes.
Figure 5.18: Balloon and FLEXPART trajectories for balloon no 3, 23 (16:27 UTC)
- 26 (20:15 UTC) August. a) longitude vs. latitude, b) flight duration vs. altitude,
c) flight duration vs. relative humidity and d) flight duration vs. potential temper-
ature. The black circle points out the start of the balloon and model trajectories,
the black line shows the balloon trajectory, the red lines shows the model run from
the actual height the balloon had at its top, and the other colors shows the model
runs from other altitudes. The markers in subplot a) represent 6-hour intervals.
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Figure 5.19: Balloon and FLEXPART trajectories for balloon no 4, 24 (10:47 UTC)
- 26 (22:18 UTC) August; showing longitude and latitude vs. altitude. The black
circle points out the start of the balloon and model trajectories, the black line shows
the balloon trajectory, the red lines shows the model run from the actual height
the balloon had at its top, and the other colors shows the model runs from other
altitudes.
5.4.3 balloon no 3
Figure 5.18 a) shows that the balloon and model are quite close in the be-
ginning and extremely close for the last 40 hours. As seen in subplot b) the
modeled altitude for the highest air masses are rising (2750 m, 2500 m and
2275 m), and that the lowest air mass is sinking (1750 m) at the end of the
run. As a consequence of this, most of the air masses also have a sinking
temperature towards the end, as seen in subplot d). In subplot c) it seems
like the lowest air masses from the model reaches the boundary layer in the
end (after approximately 45 hours), just like balloon no 2. For balloon no 3 it
is even more clear that small changes in the temperature makes big changes
in the relative humidity. Here it is possible to see that there are some diurnal
variation in the relative humidity (higher values during the night) and po-
tential temperature (lower values during the night). The modeled humidity
spans little of the balloon values. One reason for that the span is worse than
for balloon no 2, is that the potential temperature span is not as good for no 3.
5.4.4 balloon no 4
Subplot a) in ﬁgure 5.20 shows that the balloon trajectory separates from the
model at approximately (15 °E, 77 °N), which is equal to 10 hours seen from
the markers. As seen from subplot b) this is just after the ﬁrst sounding.
The balloon rejoins with the model again at approximately (16 °E, 75.5 °N),
but then it follows the model run from 1750 m. The reason for this might
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Figure 5.20: Balloon and FLEXPART trajectories for balloon no 4, 24 (10:47 UTC)
- 26 (22:18 UTC) August. a) longitude vs. latitude, b) flight duration vs. altitude,
c) flight duration vs. relative humidity and d) flight duration vs. potential temper-
ature. The black circle points out the start of the balloon and model trajectories,
the black line shows the balloon trajectory, the red lines shows the model run from
the actual height the balloon had at its top, and the other colors shows the model
runs from other altitudes. The markers in subplot a) represent 6-hour intervals.
be the sounding we took in the beginning, and when the balloon was ﬁnally
stabilized at ﬂoating height the air masses had changed. In subplot b) the
modeled air starts to sink after approximately 20 hours, but the balloon
is held at a constant ﬂoat altitude; still the model spans all of the balloons
values. This is deﬁnitely not the case in subplot c); here the relative humidity
variation of the balloon is much greater than the variation of the model. As
for balloon no 3 the data seems to show diurnal variation in the relative
humidity, with higher values during the night. As seen in subplot d) there
are also some diurnal variation in the potential temperature (lower values at
night), even though they are quite small. The span of the modeled relative
humidity is not good, but it is at least better than for balloon no 3.
5.5 Relative Horizontal Transport Deviation
Before calculating the relative horizontal transport deviation, ﬁgure 5.21 was
made. Each of the subplots contains the model run for 50 imaginary air par-
cels for the balloon’s ﬂoat altitude, the balloon ﬂight, and a line with constant
altitude, the same altitude as the balloon’s ﬂoat altitude. One subplot for
each balloon, and they are plotted as ﬂight duration vs. altitude. The blue
and pink lines are two random chosen model trajectories that are used as the
model run in ﬁgure 5.22.
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Figure 5.21: Balloon and model together in each subplot, plotted as flight duration
vs. altitude. a) balloon 1, b) balloon 2, c) balloon 3, and d) balloon 4. The green
lines represent the model run with 50 imaginary air parcels, the blue and pink line
are two of these trajectories randomly chosen. The black line is the balloon, and
the red line is a line with constant altitude.
The left column in ﬁgure 5.22 shows the balloon and two random model
trajectories, calculated from the main balloon ﬂoating altitude, plotted as
longitude vs. latitude for all four balloons. The right column in ﬁgure 5.22
shows the relative trajectory error, also known as RHTD, calculated for each
balloon as a percentage of the balloon trajectory length, and plotted for each
hour. The markers in all the subplots represent 3-hours intervals. The tra-
jectories are not the complete trajectories for the balloons, and therefore the
RHTD calculated are only for the ﬁrst part of the trajectories. The reason
for this is that the RHTD only measure the horizontal deviation, and can
therefore only be calculated (with any meaning) when the air is not sinking
or rising in comparison with the balloon. As shown in ﬁgure 5.21 the air
stats to sink after some hours in all the subplots except c) (balloon 3). The
trajectories in ﬁgure 5.22 for balloon no 3 are truncated to make it possible
to compare it with the other balloons, while the rest of the balloons are trun-
cated because of sinking air. The ﬁgure shows the 16 ﬁrst hours for balloon
no 1, 26 hours for balloon no 2, 30 hours for balloon no 3, and 24 hours for
balloon no 4.
The RHTD for balloon no 1 is not really reliable, because the altitude of
the balloon randomly oscillates between approximately 1700 m and 2200 m
(at the time considered), and therefore only has the same height as the model
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Figure 5.22: The left column shows the truncated balloon and model trajectories
plotted as longitude vs. latitude for all four balloons. The right column shows
the Relative trajectory error/RHTD for the four balloons based on the truncated
trajectories in the left column. The markers represent 3-hours intervals, and the
black circle in the subplots in the left column represents the start of the trajectories.
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Figure 5.23: a) full balloon and model trajectories plotted as longitude vs. latitude
for balloon no 3. b) relative trajectory error/RHTD based on the trajectories in a),
plotted as flight duration in hours vs. error in %. The markers represent 6-hours
interval and the black circle in a) represents the start of the trajectories.
Figure 5.24: The red lines show: a) average absolute horizontal deviation (AHTD)
and b) average relative horizontal deviation (RHTD) for the first 16 hours of the
four balloon flights (model trajectory 1 from figure 5.22 is used), both with respect
to flight duration. The black lines show a single standard deviation above and below
the mean errors.
trajectories in its lower altitudes 1. The RHTD for balloon no 2 is also cal-
culated for some hours after the air starts to sink, because the balloon also
descents in altitude for a while. The reason why the RHTD is so major in
the beginning, is because the length of the balloon trajectory is so short at
that time.
In ﬁgure 5.23 in subplot a) the total balloon and the two model trajectories
1Should have used the model run from 2100 m/ 2150 m, but when this was discovered
FLEXPART was down and it has been since.
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for balloon no 3 is plotted as longitude vs. latitude, and in b) the calculated
RHTD for the whole ﬂight is plotted for each hour. The markers in both
subplots represent 6-hours intervals. The model and the balloon are very
close, and thus the calculated RHTD is really small.
Figure 5.24 shows the average AHTD and RHTD for the ﬁrst 16 hours for
the four balloons and model trajectory 1 from ﬁgure 5.22, with respect to
ﬂight duration. A single standard deviation above and below the mean errors
are also shown. The increase in AHTD with time is approximately linear,
while the RHTD is relative constant. It should be said that the calculated
results would have been more reliable with several more trajectories.
5.6 Interpolated CMET balloon data vs. FLEX-
PART
The modeled trajectories from FLEXPART are programmed to follow con-
stant theta surfaces; hence it would be best to interpolate the data with
respect to potential temperature and ﬂight duration. As seen from ﬁgure
5.25 the model does not follow constant potential temperature (except for
balloon 1), so then the interpolation was done with respect to altitude and
ﬂight duration instead.
Shown in ﬁgure 5.26-5.29 are the interpolated CMET balloon data, based
on the interpolation technique shown in section 5.3, and the FLEXPART
model run. In these ﬁgures the model was run with only 5 imaginary air par-
cels in total, released from 2-3 altitudes. The subplots in the ﬁgures shows
a) longitude vs. latitude, b) ﬂight duration vs. altitude, c) ﬂight duration
vs. relative humidity, and d) ﬂight duration vs. potential temperature. The
interpolated balloon data are only taken from the area within the interpol-
ation in ﬁgure 5.9-5.12, because there are too few data points outside this
area, and thus the interpolated trajectory would not be valid in these cases.
Subplots a) should really be calculated by integrating the wind vectors, but
because the interpolated balloon trajectories are taken from constant alti-
tudes the wind shear can be ignored. Thus the trajectories can be seen as
valid. Subplots b) are made to demonstrate the diﬀerence in altitude for the
interpolated trajectories and the model, even though they are released from
the same height. It shows also which model run, and at which time interval,
this model run can be compared with the interpolated balloon trajectories.
5.6.1 Balloon no 1
Figure 5.26 a) shows that the interpolated balloon data and model runs, for
all altitudes, are almost identical the ﬁrst 6 hours. After this the model- and
balloon trajectories separate from each other.
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Figure 5.25: Flight duration vs. potential temperature. The thin trajectories are
from FLEXPART and the thicker lines are constant potential temperatures. a)
balloon no 1, b) balloon no 2, c) balloon no 3 and d) balloon no 4.
Figure 5.26: Interpolated trajectories from balloon no 1 and the model run. a)
longitude vs. latitude, b) flight duration vs. altitude, c) flight duration vs. relative
humidity, and d) flight duration vs. potential temperature. The black circle points
out the start of the balloon and model trajectories, and the markers represent 6-hour
intervals.
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Subplot b) shows that the interpolated balloon at 2000 m and 1800 m almost
follow the modeled trajectories from the same altitude approximately for the
ﬁrst 5 hours. Then the modeled air parcels sink, and the interpolated balloon
data starts to follow the modeled air from 2200 m and 2000 m, respectively.
This might be the reason for the separation in a).
The blue trajectory in subplot c) follow the modeled air from the same alti-
tude really well the ﬁrst 7 hours, after this the interpolated trajectory and
the model (it should be following the light green trajectories) have opposite
trends until 18 hours into the ﬂight where the trends become similar again.
The black trajectory shall according to b) follow the pink model run the ﬁrst
3 hours, then follow the light blue model lines between 4 and 14 hours, and
then the light green model lines between 17 and 21 hours. It starts really
well the ﬁrst 10 hours, when it pretty much exactly follows the model. After
10 hours it is still good, and follows at least the trend of the model. The
purple trajectory is not good the ﬁrst 5 hours, but between 5 and 14 hours it
follows the model exactly. The last hours also the purple trajectory follows
the model trend.
Subplot d) shows that the potential temperature calculated by FLEXPART
generally is too high compared to the interpolated balloon data.
5.6.2 Balloon no 2
Figure 5.27 a) shows that the model and the interpolated balloon data from
1800 m and 2000 m follow a similar trend, but that the trajectories do not
overlap exactly. The rest of the interpolated balloon trajectories turn the
opposite way of the model where the loop is located, and therefore do not
follow any of the model runs. The reason why the trajectories from the model
and the interpolated balloon data do not match exactly might be the sinking
air shown in subplot b), and the fact that none of the balloon trajectories
follow the model’s altitude exact (same reason as in ﬁgure 5.26).
The blue and green trajectory in subplot c) should follow the model runs
for the ﬁrst 10 and 15 hours, respectively, which is does not do at all (the
blue trajectory might follow the modeled trend the ﬁrst 10 hours). The
purple line should follow the model, but at diﬀerent altitudes, throughout
the ﬂight. It is close to the model between 5 and 22 hours, the trend is
opposite of the model from 22 to 48 hours, and then the trend changes and
becomes similar to the model runs the last hours. The yellow and red tra-
jectory should follow the model runs from approximately 15 hours and 28
hours, respectively. Both the yellow and red line is actually most similar to
the model the ﬁrst 30 hours, even though the trajectories are not in the same
altitude as the model. The yellow line is similar to the model the ﬁrst 30
hours, after this the trajectory’s trend in the relative humidity is opposite
of the modeled trend, but at 56 hours the interpolated balloon and model
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Figure 5.27: Interpolated trajectories from balloon no 2 and the model run. a)
longitude vs. latitude, b) flight duration vs. altitude, c) flight duration vs. relative
humidity, and d) flight duration vs. potential temperature. The black circle points
out the start of the balloon and model trajectories, and the markers represent 6-hour
intervals.
are similar again. The red line almost follows the trend of the same modeled
altitude after 30 hours, and has very similar values as the model after 55
hours.
The potential temperature in subplot d) shows a closer resemblance between
the interpolated balloons and the model runs than the relative humidity in
c). The potential temperature to the interpolated data is also here (as in
ﬁgure 5.26) a little lower than the modeled data. That is why the balloon
trajectories seem to follow the model best just after they have separated in
altitude, because the modeled potential temperature also decreases.
5.6.3 Balloon no 3
The interpolated data from balloon no 3, gives the balloon trajectories that
are most similar to the model, as seen in ﬁgure 5.28 a). The resemblance is
actually closer after the ﬁrst the ﬁrst 24 hours, and after another 12 hours
they match almost perfectly.
As seen in subplot b) the modeled air does not sink, so that the balloon
trajectories and the model stay in the same altitude for the whole ﬂight dur-
ation, which makes it easier to compare the balloon and the model in the
other subplots.
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Figure 5.28: Interpolated trajectories from balloon no 3 and the model run. a)
longitude vs. latitude, b) flight duration vs. altitude, c) flight duration vs. relative
humidity, and d) flight duration vs. potential temperature. The black circle points
out the start of the balloon and model trajectories, and the markers represent 6-hour
intervals.
The relative humidity from the balloon data in subplot c) is generally to
low in comparison with the model, but at least the average trend of the bal-
loons follow the trend of the model. The potential temperature in subplot d)
is quite similar for the interpolated balloons and the model throughout the
ﬂight.
5.6.4 Balloon no 4
Only one trajectory is shown in ﬁgure 5.29, because balloon no 4 has such
a narrow band that can be interpolated (as seen in ﬁgure 5.3). Subplot a)
shows that the trajectories from the interpolated balloon data and model
have close resemblance the ﬁrst 12 hours, before they separate. The model’s
velocity is generally higher than the balloon’s velocity, so when the direction
of the balloon changed after approximately 18 hours later (30 hours into the
ﬂight), the balloon turns towards a place the model had been several hours
before.
Subplot b) shows that the balloon and model stays in the same altitude
the ﬁrst 28 hours, before the modeled air parcels start to sink.
The relative humidity of the balloon oscillates over the modeled data, and the
oscillations become bigger during the ﬂight, as seen in subplot c). The oscilla-
tions are also shown in the potential temperature in subplot d), even though
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Figure 5.29: Interpolated trajectories from balloon no 4 and the model run. a)
longitude vs. latitude, b) flight duration vs. altitude, c) flight duration vs. relative
humidity, and d) flight duration vs. potential temperature. The black circle points
out the start of the balloon and model trajectories, and the markers represent 6-hour
intervals.
the oscillations are much smaller, and the potential temperature spanned by
the model are much greater, than the span of the relative humidity in c).
The interpolated data follow the model even after 30 hours, and it is hard to
see that the balloon and model separate in altitude (except for maybe after
45 hours).
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Chapter 6
Discussion and Conclusions
6.1 How is the relationship between the differ-
ent plots for each balloon?
6.1.1 Balloon no 1
Figure 5.26 shows that the velocities of the balloon and model are quite sim-
ilar, while ﬁgure 5.22 shows that the velocity is very similar in the start, but
when the balloon’s velocity decrease after approximately 9 hours (which is
also shown in ﬁgure 5.9), the model keeps the same higher wind speed. Figure
5.14 shows that FLEXPART’s wind speed at lower altitudes is more similar
to the balloon’s velocity than the wind speed at higher altitudes, where the
balloon actually is.
The balloon and model separates after some time, but not at the same hour
when looking at the real and the interpolated balloon (as seen in ﬁgure 5.14
and 5.26). The interpolated balloon separates from the model approximately
9 hours before the real trajectory (6 hours before when looking at the ﬂoat-
ing altitude in ﬁgure 5.22). The modeled relative humidity values are really
good in comparison with the balloon in both ﬁgures (5.14 and 5.26) before
the split. After the separation the resemblance is not that close, but the
similarity is greater in some altitudes than others, as shown by the purple
trajectory in ﬁgure 5.26. This means that the relative humidity probably
varies in the horizontal direction.
The potential temperature from the model are generally higher than the
potential temperature measured by the balloon (as shown in ﬁgure 5.14 and
5.26), and it does not seem too aﬀected by the separation of the trajectories.
This might mean that the potential temperature do not vary in the horizontal
direction.
6.1.2 Balloon no 2
The horizontal wind speed modeled for balloon no 2 is approximately the
same as the balloon measured for the ﬁrst 24 hours (just a bit slower the
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ﬁrst 12 hours as shown in ﬁgure 5.22) In the balloon’s trajectory loop, the
measured velocity is less than the modeled.
The spanned relative humidity from FLEXPART is a bit too narrow for
the real balloon in ﬁgure 5.16, and also compared with the interpolated bal-
loon in ﬁgure 5.28 (where there is hard to see any resemblance at all). The
biggest maxima in the relative humidity are at the same time as the relative
humid cells in ﬁgure 5.10. These cells might be hard for the model to predict,
which makes the calculated relative humidity too narrow.
The modeled potential temperature seems to be almost perfect compared
with the real balloon, but with respect to the interpolated balloon the model
seems to exaggerate the potential temperature a few degrees. The reason
for this might be because the interpolated trajectories pass through the cells
with slightly lower potential temperature, while the real balloon does not
stay in the cells for a long period of time. As for the cells with higher rel-
ative humidity, the cells with lower potential temperature might be hard to
predict.
6.1.3 Balloon no 3
Shown in ﬁgure 5.18 and 5.28 there is little vertical movements in the modeled
air in the beginning, and the balloon’s altitude does not change very much
during the ﬂight. That is probably the reason why the model has such a close
resemblance to the balloon trajectories, both real and interpolated, especially
after 30 and 36 hours, respectively. The reason why the similarity is better
at the end is really hard to tell. Figure 5.28 shows very close resemblance
between the modeled and the interpolated wind speed. On the other side,
ﬁgure 5.23 shows that the modeled velocity for the approximately ﬁrst 36
hours of the ﬂight actually is too high compared with the balloon. After 36
hours the modeled wind speed also varies a lot between the diﬀerent traject-
ories in the model, from too high to too low velocity.
Even though the air is relatively stable the ﬁrst 40 hours of the ﬂight (as
seen in ﬁgure 5.11), the relative humidity does not seem to be well repres-
ented by the model (shown in ﬁgure 5.18 and 5.28). The average of the
balloon’s oscillations in both ﬁgures seems to have the same trend as the
model, but the modeled values are generally too high. On the other hand,
the balloon’s potential temperature is quite well represented by FLEXPART
in both ﬁgures (a bit narrow in ﬁgure 5.18).
6.1.4 Balloon no 4
Also for balloon no 4 the modeled wind velocity is over estimated, in com-
parison with the balloon and the interpolated balloon (ﬁgure 5.22, 5.20 and
5.29). The reason why the RHTD error is so large, is that the balloon follows
6.2. ARE THE RELATIONSHIP THE SAME FOR ALL THE BALLOONS, OR DOES IT CHANGE?
the modeled air at 1750 m instead of the air at its ﬂoating altitude at 2500 m.
The interpolated balloon takes the same turn as the real balloon trajectory
after 12 hours; away from the modeled trajectories (the real balloon starts to
follow the 1750 m trajectories). The interpolated balloon values are almost
exact as the real balloon data, because the balloon had a very stable ﬂoating
altitude, at the exact height the interpolated balloon is interpolated from.
The modeled air is sinking, so the balloon meats air from higher altitude
during the ﬂight.
As for balloon 3, the calculated relative humidity is not very similar to the
balloon data (ﬁgure 5.20 and 5.29), but the average of the balloons oscilla-
tions seems to ﬁt the model. The potential temperature from FLEXPART
has a really close resemblance with the balloon values, even when the in-
terpolated balloon data is in another altitude than the model. This might
mean that there are small changes in potential temperature in the vertical
direction.
6.2 Are the relationship the same for all the
balloons, or does it change?
Generally the wind speed for almost all the balloons seems to be over exag-
gerated (except for balloon no 3 where it is really good). How good the model
calculates the trajectories varies a lot between the balloons. The RHTD cal-
culated for the ﬁrst hours of each balloon ﬂight varies between approximately
7 % (balloon no 3) and 47 % (balloon no 4) at the end of the calculations (see
ﬁgure 5.22). The average AHTD and RHTD (from ﬁgure 5.24) is calculated
the same way as in the paper by Riddle et al. (2006). The average errors
calculated by Riddle are within two percentage points of 25 % (with 0.36°
resolution in the ECMWF data), while the errors in this thesis is between
26.7 % and 29.1 % with an average of 27.7 % (with 0.2° resolution). Because
the resolution used in this study is better than the resolution used by Riddle,
the error here should have been smaller. The reason why it is not is most
likely because the ensemble used in this study is too small. This is shown by
removing the data from balloon no 4, which results in a drop in the average
RHTD to 20.6 %. The error in this study might also be greater than the
error found by Riddle, because the ECMWF model seems to be better at
lower latitudes than close to the poles (Jung et al., 2005).
The relative humidity spanned by the model is generally too narrow (ex-
cept for balloon no 1 before the split). One reason for this might be that
the humidity sensor on the balloon is not perfectly calibrated, but ﬁgure 5.5
(especially subplot c) shows that the values of the CMET balloons and the
radiosonde balloons are not that diﬀerent. In other words, it would seem
that the humidity sensors for the CMET balloons are well calibrated.
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Another reason might be that the ECMWF data (which is used in the model)
has too few measuring points in the balloon area (low resolution), so that the
humidity and temperature in the ECMWF grid is a bit wrong. This means
that FLEXPART calculates the relative humidity correct, but because the
initial values are not totally precise the result also deviates slightly from
reality. The potential temperature, from the model, resemblance the bal-
loon much closer than the relative humidity, so it might just be the initial
humidity that is a little incorrect.
6.3 Has the synoptic weather situation anything
to do with the change in relationship?
It is hard to see if the synoptic weather situation had any impact on how
good FLEXPART calculated the trajectories, because the weather situations
were really similar during all of the four balloon ﬂights.
The reason why FLEXPART calculates the trajectory for balloon no 3 best,
is probably because the air stayed at a relatively constant height in the bal-
loon’s ﬂoating altitude, while the calculated air in the other cases had a
tendency to sink.
6.4 Conclusions
The general conclusions from this project are:
The study shows that the wind speed used by FLEXPART is generally too
high and that the relative humidity spanned by the model is generally too
narrow. These errors might be originating from the ECMWF data. The
potential temperature, on the other hand, is mostly really good.
How close resemblance the calculated trajectories from FLEXPART have
with the balloons depends on the stability to the modeled air. More sinking
air leads to bigger trajectory errors.
The calculated average RHTD for the ﬁrst 16 hours is constant around 28 %,
which are a few percentage points greater than in earlier studies (e.g. Riddle
et al. (2006)). This would probably have been more reliable if the ensemble
of the trajectories were greater.
Chapter 7
Further Work
When the curtain plots were made, we realized that we should have taken
a lot more soundings to make the interpolated data more reliable. During
the campaign in May this year ﬁve balloons were released, and two of them
preformed automatically repeated soundings. This will improve the data for
further analysis of the FLEXPART model.
During the campaign in May, the synoptic weather situation was also a bit
diﬀerent from the campaign in August last year, so it would be great to com-
pare the FLEXPART run from the two campaigns and see if the synoptic
weather situation has any impact on the calculation of the trajectories. It
would also be possible to include the calculated RHTD from the new bal-
loons in the average RHTD study and see how the results changes (if they do).
In further analyses it would be interesting to look at the Richardson number
to study the vertical movements and mixing in the curtain plots.
In further studies it would be great to run FLEXPART with input from
HIRLAM (High Resolution Limited Area Model) instead of ECMWF data,
to see if HIRLAM predicts the wind better than ECMWF.
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