Deploying SDN and NFV at the speed of innovation: toward a new bond between standards development organizations, industry fora and open-source software projects by Naudts, Bram et al.
46 IEEE Communications Magazine — Communications Standards Supplement • March 20160163-6804/16/$25.00 © 2016 IEEE
AbstrAct
Standards development organizations (SDOs) 
exist to assure the development of consen-
sus-based, quality standards. These formal stan-
dards are needed in the telecommunications 
market to achieve functional interoperability. 
The standardization process takes years, and 
then a vendor still needs to 
implement the resulting standard 
in a product. This prevents ser-
vice providers (SPs) who are will-
ing to venture into new domains 
from doing so at a fast pace. With the develop-
ment of software-defined networking (SDN) and 
network function virtualization (NFV), open-
source technology is emerging as a new option 
in the telecommunications market. In contrast 
to SDOs, open-source software (OSS) commu-
nities create a product that may implicitly define 
a de-facto standard based on market consensus. 
Therefore, SPs are drawn to OSS, but they face 
technical, procedural, legal, and cultural chal-
lenges due to their lack of experience with open 
software development. The question therefore 
arises, how the interaction between OSS com-
munities, SDOs, and industry fora (IF) can be 
organized to tackle these challenges.
This article examines the evolving roles of 
OSS communities, IF, and SDOs, and places 
them in an NFV/SDN context. It sketches the 
differences between these roles and provides 
guidelines on how the interaction between 
them can turn into a mutually beneficial rela-
tionship that balances the conflicting goals 
of timely development on the one hand and 
technical excellence, openness, and fairness 
on the other, to reach their common goal of 
creating flexible and efficient telecommunica-
tions networks.
IntroductIon to An EvEr-EvolvIng 
tElEcommunIcAtIons mArkEt
Based on the number of subscribers and the mul-
tibillion dollar industry that surrounds it, we can 
resolutely state that fixed and mobile network 
architectures are very successful. These architec-
tures are fit-for-purpose closed systems based on 
standardized interfaces. Every component per-
forms specific functions, and each of the doz-
ens of interfaces has a unique definition that has 
been standardized via an often long, formal, and 
consensus-based procedure. However, as custom-
er demand evolves and new technologies emerge, 
the complex nature of these architectures starts 
to become a hindrance to sustainable growth. 
First, SPs will have to deal with higher capital 
expenditures and operational expenditures at a 
time when average revenue per user is decreas-
ing [1]. As a result, some SPs will delay or refrain 
from investing further while those who do invest 
in new services or features face long time-to-
market periods as they push an entire industry 
to standardize the newly developed features and 
then wait for vendors to actually implement them 
[1]. Furthermore, even when these new features 
are standardized and implemented, it may not be 
possible to realize them with existing equipment, 
as even though these can be controlled through 
standardized interfaces, there is little possibility 
to extend them through the use of open interfac-
es such as extensible application programming 
interfaces (APIs).
Therefore, SPs are looking for alternatives 
that can reduce the time-to-market and cost of 
new products and services. Three complementa-
ry, self-reinforcing drivers can bring them closer 
to that goal. First, the shift toward SDN offers 
the opportunity to learn from 
the experience of previous and 
ongoing management domain 
endeavors so as to be able to 
move to the next level of insight 
in realizing truly open and extensible interfaces. 
Additionally, there is an opportunity to migrate 
from multiple operations systems silos and many 
specialized operations functions in SP networks 
toward operations support systems that provide 
an overall solution architecture for operating 
services delivered across current and new tech-
nologies. Second, NFV can decrease the depen-
dence on expensive network equipment vendor 
solutions, by replacing network functions with 
software implementations running on low-cost 
multi-purpose hardware. The advantages of NFV 
are most relevant for location independent net-
work functions as better service scalability can be 
realized through sharing of resources. Third, by 
investing in OSS, a de-facto market-based stan-
dard can be created while the software is devel-
oped, and the time-to-market can be reduced 
by providing a workflow that allows for rapid 
deployment of software updates to very flexible 
hardware platforms. However, OSS development 
also faces challenges such as poor interoperabili-
ty and high integration costs.
These de-facto market-based standards com-
pete with the telecommunications market’s long 
and often successful tradition of consensus-based 
standards that are developed within SDOs and 
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IF. The general trend toward open source (OS), 
particularly open APIs, and the interest of SPs 
in these can be seen as a reaction to the lack 
of attention to the operational reality that SPs 
face day in and day out and the domination of 
vendors and academics in the decision-making 
processes within the SDOs [2]. Even though 
the strength of the carrier voice varies across 
SDOs/IF, some SDOs recognize this challenge. 
The Internet Engineering Task Force (IETF), 
for example, has a network working group that 
addresses the perceived gap between operators 
and the IETF whose objective is to help ensure 
that operational realities inform the development 
of key standards [3]. According to a survey con-
ducted by that working group among network 
operators, the culture within the SDO was given 
as one of the four major obstacles to participa-
tion (time, money, and awareness are the other 
three) [3]. While the IETF is open to participa-
tion by anyone, almost half of the respondents 
avoid that organization because they do not feel 
their operator input is welcomed [3]. By not 
engaging, network operators write themselves 
out of the process, leading to the disparity that 
operators are expected to deploy technologies of 
which they do not even know that the standards 
are being developed. A recent counter example 
to the lack of involvement of SPs is the standard-
ization process of NFV at the European Telecom-
munications Standards Institute (ETSI) which was 
initiated by Internet Service Providers (ISPs).
Without a doubt, SDOs are needed to pro-
duce high quality, relevant technical and engi-
neering documents that create flexible and 
efficient telecommunications networks. Howev-
er, standards become less relevant if they trail 
behind the pace of technology evolution. As 
such, if the trend toward OSS projects continues, 
the question arises how SDOs/IF can remain rel-
evant in their role of enabling innovation. The 
goal of this article is to describe how the inter-
action between OSS communities, SDOs, and IF 
can be improved. The remainder of this article is 
structured as follows. After introducing an over-
arching SDN/NFV architecture and describing 
the most relevant roles in the ecosystem, we dis-
cuss the differences between the market-based 
standards formed in OSS communities and the 
consensus-based standards developed by SDOs/
IF. We then formulate guidelines on how these 
can work together to reach a mutually beneficial 
relationship. 
sdn/nFv ArchItEcturE ovErvIEw And 
mAIn EcosystEm rolEs
This section sketches the main functional com-
ponents and layers in the control architecture 
of a modern telecom network supporting NFV 
and links them to the main ecosystem roles, in 
order to provide the necessary context for the 
discussion on the interaction between OSS 
communities, SDOs, and IF. The Internation-
al Telecommunications Union Telecommunica-
tion Standardization Sector (ITU-T) describes 
Figure 1. The operator’s perspective: benefits and drawbacks of continuing with conventional methods 
versus the benefits and drawbacks of migrating to SDN/NFV and OSS.
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the requirements to reach carrier grade service 
for an independent, scalable control plane in 
future, packet-based networks [4]. The require-
ments include reachability, scalability, flexibility, 
reliability, manageability, service, security, inter-
working, routing, and forwarding.
Modern network architectures are structured 
into multiple functional layers of smaller com-
ponents. This modular approach reduces com-
plexity, enhances component reusability, and 
enables multiple migration paths toward future 
architectures. Recent softwarization and virtual-
ization tendencies have only further accumulat-
ed the decomposition of functional components 
and layers within architectures. By decoupling 
the forwarding from control functionality, SDN 
transforms previously monolithic switches/rout-
ers into multiple independent components. Serv-
er and network virtualization mechanisms in turn 
introduce additional functional splits that iso-
late the data plane functionality of its underlying 
hardware platform (interested readers should 
consider [5] and references therein). When net-
work functions (NFs) such as firewalls (FW) or 
deep packet inspectors (DPI) are decoupled 
from their underlying hardware platform, and 
are realized in software that might be executed 
by commercial off-the-shelf (COTS) hardware, 
we are speaking about NFV. 
SDN and NFV are fully complementary para-
digms [6]. SDN is centered on the software-based 
control of network resources to provide services, 
while NFV focuses on the creation and life cycle 
support of some classes of service resources, i.e. 
virtualized NFs. Indeed, a software-based control 
architecture might be used to provide network 
services that consist of either traditional network 
hardware, virtualized network resources, or com-
binations of both. In fact, such a combination 
might be conceived by considering two existing 
control areas:
• The (software-driven1) control of communi-
cation networks.
• The control of cloud (service) platforms.
Both control architectures are depicted in the 
architectural overview of Fig. 2, which is based 
on [7].
The first (in blue, left) is in charge of con-
trolling the network of switching and routing 
equipment; the second (in orange, right) is in 
charge of creating and exposing cloud networks, 
i.e. a network of reusable computing and storage 
servers for the purpose of building web services, 
for example. The control architecture of both 
domains follows a roughly similar three-layered 
approach, as depicted in Fig. 2. At the lowest 
layer, infrastructure resources form the physical 
foundation on top of which services are provided. 
Figure 2. Architectural overview of network- and cloud control platforms.
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Communication networks rely on network hard-
ware such as switches and routers; cloud infra-
structures rely on (interconnected) computing 
and storage hardware (servers). A second layer, 
the control layer, interconnects the components 
of the infrastructure layer via their north-bound 
interface (e.g. OpenFlow for network control) 
in order to provide control-level services such as 
topology management or datastore services. 
The virtualization layer enables a decoupling 
of functionality from its underlying hardware. 
At the computing device level, virtualization 
enables one device to be segmented in multiple 
logical devices. At the network level network vir-
tualization enables isolation of network resources 
across different network hardware devices into 
virtual networks or slices. 
At the highest layer, components of the 
application layer build further on control layer 
services to program client applications. A traf-
fic engineering application might be defined on 
top of the SDN-control layer, while a Hadoop 
cluster might be an application on top of the 
cloud platform. The orchestration system has a 
complete view on available networking as well 
as on computing and storage resources, and is 
used for services that require a combination of 
these resources. The orchestration components 
are able to make an informed decision on which 
infrastructure should be used. The provisioning 
process itself can then be further delegated to 
the already existing network and cloud control 
system. Orthogonal to the horizontal layers, 
management functionality might be required to 
configure any of the components at the infra-
structure, control, or application layer, for exam-
ple to ensure policies or security-related options.
A number of stakeholders are involved in the 
realization of this SDN/NFV-driven architecture. 
We discuss stakeholder responsibilities and inter-
actions in the remainder of this section. On the 
left side of Fig. 2, the most relevant ecosystem 
roles are represented. These roles are accom-
plished by the actors that actively participate 
in the exchange of value. Most actors will per-
form more than one role at the same time. For 
example, traditional ISPs fulfill the role of infra-
structure provider, virtual service infrastructure 
provider, and service provider. 
Users: Users, i.e. end/enterprise users, retail, 
or over-the-top providers, request, and consume 
a diverse range of services. In general, users have 
no strong opinion about how the service is deliv-
ered as long as their quality of experience expec-
tations are satisfied. 
Service Providers (SPs): SPs accommodate 
the service demand from users by offering one 
or multiple services, including over-the-top ser-
vice and X-play services (e.g. triple play). The 
service provider realizes the offered services on a 
(virtualized) infrastructure via the deployment of 
virtualized network functions (VNFs). 
Virtual Service Infrastructure Providers 
(VSIPs): VSIPs [8] deliver virtual service infra-
structure to SPs, meeting particular service level 
requirements by combining physical network 
and cloud resources into service infrastructure 
meeting particular SLA requirements imple-
mented through NFV-enabled network applica-
tions. These network applications might involve 
resources (or network functions) that are either 
implemented in traditional network hardware, 
or as virtualized NFs. These are the result of an 
orchestration system that interacts with the net-
work control system as well as the cloud control 
system. 
Infrastructure Providers (InPs): InPs own 
and maintain the physical infrastructure and run 
the virtualization environments. By virtualizing 
the infrastructure, they open up their resourc-
es to remote parties for deploying VNFs. The 
reusable physical resources comprise all possi-
ble resource options (computing, storage, and 
networking), and they span the entire service 
delivery chain from the end-user gateway and 
set-top-box over the access, aggregation, and 
core network up to the cloud. 
Hardware Vendors: Hardware vendors pro-
vide the physical devices that are deployed by 
the infrastructure providers. The shift away from 
specialized equipment toward reusable, indus-
try-standard high-volume servers, switches, and 
storage devices can reduce the total costs of 
infrastructure providers as they cost less than 
manufacturer-designed hardware and increase 
flexibility. The hardware must provide an inter-
face toward the controller systems.
Software Vendors: Software vendors, includ-
ing OSS developers, deliver the implementation 
of the logic that is used to optimally deploy the 
services on the physical infrastructure. Today a 
patchwork of specialized software products exists 
to realize that functionality. The most relevant 
software for the SDN/NFV architecture are 
those that focus on the following:
• The acceleration of packet processing on 
commodity hardware.
• Virtual machine technologies and software 
container-based technologies.
• Network virtualization software for virtualiz-
ing SDNs.
• SDN and cloud control software.
• Software for the orchestration of VNFs.
• Software implementations of VNFs.
• Software for monitoring, management, auto-
mated roll-out, configuration, and specifica-
tion of VNFs.
For each of these, OSS communities have 
developed or are developing viable alterna-
tives to proprietary software. We do not list all 
of these OSS projects due to space constraints 
(interested readers should consider [10] and the 
references therein).
Standards Development Organizations and 
Industry Fora: The networking industry today is 
very much standards-driven to make a product 
or service safe (safety standards) and interop-
erable (interface standards), while making the 
industry as a whole more efficient. The purpose 
of SDOs/IF such as ITU-T, ETSI, the Open 
Networking Foundation (ONF), IETF, the TM 
Forum, and the Metro Ethernet Forum (MEF) 
is to standardize the concepts that emerge in the 
ecosystem via coordination of the different actors 
in the development of new technical standards, 
as well as the revision and amending of existing 
standards when needed. Participants from across 
the ecosystem contribute to the development of 
these standards. 
Next, we look into the details of the roles of 
Software vendors, 
including OSS 
developers, deliver 
the implementation of 
the logic that is used 
to optimally deploy the 
services on the 
physical infrastructure. 
Today a patchwork of 
specialized software 
products exists to 
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OSS communities on the one hand, and SDOs 
and industry fora on the other, in the develop-
ment of standards.
stAndArds dEvElopEd by sdos vs  
dE-FActo stAndArds As A rEsult oF thE 
work donE In oss communItIEs
ETSI defines a standard as a document, estab-
lished by consensus and approved by a rec-
ognized body, that provides, for common and 
repeated use, rules, guidelines, or characteristics 
for activities or their results, aimed at achieve-
ment of the optimum degree of order in a given 
context [9]. In general, five steps can be recog-
nized in the standards process:
• Identification of the need.
• Assignment to the relevant body/group.
• Drafting and submission of the standard.
• Approval.
• Adoption and distribution.
The specific implementation differs between 
SDOs/IF, as illustrated in Fig. 3 for ITU-T and 
ETSI.
In practice, this requires significant time and 
effort due to:
• The difficulty of creating specifications of 
high technical quality.
•. The need to consider the interests of all of 
the affected parties.
•. The importance of establishing widespread 
community consensus.
•. The difficulty of evaluating the utility of 
a particular specification for the Internet 
community [11].
This is in sharp contrast with today’s rapid 
development of networking technology, which 
demands the timely development of standards.
An OSS project, on the other hand, must 
deliver a working product. During the devel-
opment, a de-facto market-based standard is 
created (development and standardization are 
executed as parallel processes). The agile devel-
opment model, which is tied closely together 
with OSS projects, results in smaller incremental 
releases with each release, building on previous 
functionality. This approach takes into account 
that user demand is dynamic and that plans are 
short-lived. The OSS community decides on a 
way to implement a feature and, once it is includ-
ed in the OSS project, it can be deployed at once. 
As a result, the opportunity exists to reduce the 
time-to-market. Similarly, SDOs/IF could apply 
an agile development approach in specification 
development to reduce their cycle time. For 
example, the authors in [12] state that the cycle 
time of a paper standard compared to an OSS proj-
ect can be shortened by at least a factor of two.
SDOs focus on the design of norms or 
requirements of technical systems to achieve a 
technical goal that can only be met when multi-
ple partners agree, and preferably subsequently 
adopt the proposed norm. Most SDOs follow 
a rigid specification mechanism, which once 
published, can only be corrected, changed, or 
extended in rather discrete steps following a rig-
orous process of validation and agreement. This 
makes SDO-based standards slow to adapt to 
a changing environment or problem statement. 
On the contrary, OSS projects are able to almost 
continuously adapt and integrate new code con-
tributions driven by contributors in order to solve 
important current issues. While OSS communi-
ties can contribute to the goals of operators to 
reduce the costs of services and time-to-market, 
it should also be clear that the number of failed 
or dormant OSS projects is also notable [13]. 
Operators that want to contribute to OSS com-
Figure 3. Overview of the standards development process and approval process of ITU-T and ETSI.
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Promotion: the promotion activities
address three main objectives, viz. to
attract new standardization areas,
work items, active members in three
main time frames, viz. prior to start of
standardization work (inception and
conception), during standardization
work (drafting and adoption), after
publication.
ETSI standards approval process
Inception: identification of the need
for standardization in the subject areas
and defining the suitable organization
for such standardization within ETSI.
The output is a new standardization
area, given to an existing or a new
technical body.
Conception: the creation of a new
standardization area or ISG is
manifested by the establishment of
the new technical body or the
amendment of the terms of reference
of the project requirements definition
of an existing.  The output is a work
item, adopted by the ETSI
membership.
Drafting: a technical body is free to
organize its work in any way it wishes,
within the rules of the technical
working procedures, including create
working groups to which the tasks of
drafting parts of the technical body’s
work program are given.  When the
draft by the Rapporteur Group is
considered ready, the draft deliverable
is handed over to the working group
(when it exists) for approval.
ETSI standards making process
Following consent is a period - last
call (LC) - for four weeks in which
members review and comment on the
draft if necessary.
If no comments other than editorial
are received in LC, the draft is
considered approved.
If substantive comments are received
next step is additional review (AR) - 
three weeks - where the LC text and
comments are posted online for an
additional review.
If no comments, other than editorial,
are received in AR the draft is
considered approved.
If comments are received the draft is
sent to the next SG plenary for
further discussion and possible
approval.
The recommendation is approved. 
An ITU-T recommendation is a set of
guidelines. It is adopted on a voluntary
basis and can be used in supply
contracts.
ITU-T standards approval process
Organization X becomes a member of
ITU-T and identifies an ICT issue in
need of standardization. 
X submits the suggested research item
to the relevant ITU-T study group.
Study group approves the idea as
study question and allocates the work
to a working party (WP).
The WP assigned to work on X’s
question starts work on the
development of a new ITU-T rec.
The draft rec is submitted to an SG/WP
meeting and if considered mature is
given consent to move forward into
the alternative approval procedure.
ITU-T standards development process
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munities must therefore also overcome a variety 
of challenges [14]: technical, procedural, legal, 
and cultural.
Technical: OSS development can be disorga-
nized as developers work on the parts that interest 
them most. Less tempting, but necessary, parts 
such as writing code documentation, automated 
tests, and manuals may as such receive less atten-
tion Also, to overcome fragmentation, OSS proj-
ects need to be able to interconnect and fit into 
a larger architecture. These technical challeng-
es, while being pertinent to reach success, may 
receive less attention due to community diversity. 
Procedural: From a procedural perspective, 
OSS cannot prevent companies from domi-
nating a project and pushing though their own 
approach. This is a result of the lack of gover-
nance structure that ensures quality in the devel-
opment and integration as well as the procedures 
for its assessment. 
Legal: The choice of license may affect 
interoperability and the possibility for SPs and 
vendors to differentiate themselves. Permissive 
licenses, such as the Apache License Version 2, 
do not impose special conditions on the second 
redistribution, while strong licenses impose con-
ditions in the event of wanting to redistribute 
the software. These conditions are intended to 
ensuring compliance with the license’s conditions 
following the first distribution. Under the Gener-
al Public License (GPL) of the GNU project, for 
example, it is only possible to redistribute code 
licensed under a compatible license, while under 
the Apache License Version 2, a project may be 
forced to develop proprietary extensions based 
on the material. 
Cultural: As the center of value shifts from 
hardware toward software, the operator’s cul-
ture and skillset must evolve as well (interested 
readers should consider [15] and the references 
therein). Operators typically work with product 
managers, while OSS communities focus on use 
cases and feature sets. Changing a company’s 
culture is not a simple challenge, as internal 
resistance from people who fear losing their job 
can be severe when not properly managed. 
To summarize this section, we wish to point 
at the conflicting goals of timely development 
of products and services on the one hand, and 
technical excellence, openness, and fairness on 
the other. Moving in one direction often leads 
to compromising in the other. Therefore, the 
next section focuses on how SDOs, IF, and OSS 
communities can work together to balance these 
conflicting goals and reach the common goal of 
creating flexible and efficient telecommunica-
tions networks.
guIdElInEs For ImprovIng IntErActIon 
bEtwEEn oss communItIEs, sdos, And IF
Both SDOs and IF should engage with the OSS 
community to tackle the technical, procedural, 
legal, and cultural challenges that operators face 
in contributing to OSS. The causes of these chal-
lenges can be backtracked to a lack of commu-
nication, governance practices, and inexperience 
with OSS development.
The fundamental reason behind the existence 
of SDOs/IF is to avoid miscommunication and 
to establish impartial third-party governance 
practices. The competencies that SDOs/IF have 
Figure 4. Interaction between operators, SDOs, IF and OSS foundations.
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company’s culture is 
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as internal resistance 
from people who fear 
losing their job can be 
severe when not  
properly managed.
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developed by performing these functions can 
provide an answer to the challenges that oper-
ators face when contributing to OSS. However, 
without change, the relevance of the interaction 
between SDOs, IF, and OSS will remain negli-
gible. Attempts to bridge the gap via an alter-
native SDO model are therefore emerging. The 
ONF is an early example, which is dedicated to 
the promotion and adoption of SDN through 
open standards development. Initially established 
to promote the OpenFlow protocol via mar-
ket development, the ONF now covers a broad 
range of specifications activities that encompass 
SDN architecture, the open common informa-
tion model of network resources, a data model, 
and API development (including NETCONF, 
YANG, etc.). For example, to enable SDN con-
trol and network programmability, and allow 
SDN to be applied to a wide range of network 
resources, the ONF has a major effort to estab-
lish a consistent description of network resource 
functionality, capabilities, and flexibility. This 
resource description is provided by an informa-
tion model that is independent of implementa-
tion details (including the protocol), providing 
the foundation with the derivation of a coherent 
suite of interface protocol-specific data models. 
Promoting a common industry-wide open model 
has been an informal collaboration among the 
ONF, ITU-T SG15, and the TM Forum. Between 
this, data model/API development, associated 
OS projects, and usage of OS tooling, ONF links 
these areas together in creating a bridge between 
“paper specifications” and “software develop-
ment.” Open Source SDN (OSSDN) is one 
example of how the ONF supports and sponsors 
OSS development by supplying people, monetary 
support for the maintenance and development of 
the community, and the hiring of a community 
manager. The Atrium project, which integrates 
OSS components and tries to make it easier for 
network operators to deploy SDN, is a direct 
outcome of that support. Another example is 
the Open Platform for NFV (OPNFV), a project 
operating under the Linux Foundation in close 
collaboration with ETSI’s NFV ISG (among oth-
ers), which has as its purpose the establishment 
of an integrated, open-source reference platform 
that uses the open-source NFV building blocks 
that already exist. A final example is the ETSI 
NFV Proof of Concept-zone, which promotes 
multi-vendor open ecosystems integrating com-
ponents from different players. 
To return to the goal of this article, we con-
clude the article by formulating a set of guide-
lines, based on lessons learned from alternative 
SDO models, which provide an outline toward 
what SDOs/IF can do to tackle the previously 
described challenges.
•SDOs/IF and OSS communities should 
establish open communication to reach more 
engagement in compatible projects. As an exam-
ple, OpenMANO is an open source project (ini-
tiated by Telefónica) that provides a practical 
implementation of the reference architecture for 
management & orchestration under standardiza-
tion at ETSI’s NFV ISG (NFV MANO).
•SDOs/IF should emphasize software develop-
ment and function demonstration more in its cul-
ture and structure by aligning their processes with 
the OSS development practices. In parallel with 
the standards development process, code should 
be developed to support extensibility and modu-
larity, and allow agile workflows (e.g. hackathons) 
for each of the modules independently. The NFV 
Proof of Concept-zone is an example of how func-
tion demonstration can be encouraged.
•SDOs/IF should help OSS communities with 
the development of governance structures to 
guarantee technical excellence, openness, and 
fairness among the contributors to OSS projects. 
First, SDOs/IF should provide internal project 
governance in terms of developing the practic-
es as well as the procedures that guarantee an 
effective development, integration, release, main-
tenance, and update process. and help in setting 
up the essential legal, business, management, 
and strategic processes. Second, SDOs/IF should 
offer cross-project governance to avoid:
• Unintentional competition between OSS 
projects that aim for the same goal (assur-
ing project diversity).
• OSS projects that each deliver part of an 
overall solution, and which cannot be used 
together (assuring interoperability).
This is particularly challenging as these gov-
ernance structures and processes differ among 
SDOs. In fact, it would also require an SDO/IF 
requirement upon an overall (modular) manage-
ment/control architecture for software develop-
ment in the domain of interest, with supporting 
guidelines, processes, and common open source 
tooling. This would assure consistency when 
diverse teams work independently on a part of 
the solution (e.g., technology-/application-/etc.- 
specification modules).
•SDOs/IF should guide operators, which are 
typically not so familiar with the world of OSS, 
among the plethora of OSS projects, and help 
them find the projects that best fit their needs 
and are worth contributing to. Examples are the 
Atrium and OPNFV projects, which integrate 
several OSS projects to speed up adoption.
•SDOs/IF should gather end users togeth-
er, facilitate their discussions, and help opera-
tors with the definition of use cases and feature 
sets in a way that is implementable by an OSS 
project. As an example, OPNFV helps operators 
understand how to articulate their use cases as 
functional gaps in OSS projects.
•SDOs/IF should provide best practices in 
OSS development via training and learning 
materials, for example, by providing advice on 
best practices with regard to OSS licenses. SDOs/
IF can help to make OSS credible for both oper-
ators and vendors (by preserving their ability to 
differentiate). For instance, OPNFV is licensed 
under an Apache 2.0 license, which explicitly 
grants patent rights where necessary to operate, 
modify, and distribute the software.
•SDOs/IF should overlook the integration 
of OSS projects and point toward development 
gaps while establishing and maintaining commu-
nication with other SDOs and IF. An example is 
the TM forum Catalyst proof of concepts, which 
bring together service providers and suppliers to 
work collaboratively. Another initiative, start-
ed by MEF and the TM Forum, is the UNITE 
program, to ensure a more open and rapid align-
ment of SDO work.
In parallel with the 
standards develop-
ment process, code 
should be developed 
to support extensibility 
and modularity, and 
allow agile workflows 
for each of the modules 
independently. The 
NFV Proof of Con-
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demonstration can be 
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summAry
In this aticle we argued that margin pressure and 
the lack of possibilities for SPs to introduce new 
services has spurred their interest in:
• Emerging technologies such as SDN and 
NFV that provide an opportunity to reduce 
cost and increase flexibility.
• Other collaboration models such as OSS 
projects that can reduce the time-to-market.
By linking the most relevant ecosystem roles 
on the proposed overarching SDN/NFV archi-
tecture, we illustrated the general trend toward 
OS, particularly extensible APIs, in the SDN/
NFV network space. Next, we focused on how 
these evolutions are changing the role of SDOs 
and IF, and how the OSS development meth-
ods affect how new standards are proposed, 
developed, and implemented. On one side 
of the spectrum, consensus-based standards 
developed by traditional SDOs tend to have a 
longer cycle time than the pace at which tech-
nology evolves. On the other side, OSS projects 
lead to a de-facto market-based consensus in a 
shorter cycle time. As such, SDOs may gradu-
ally lose their relevance in enabling innovation, 
and operators might turn to OSS communities 
to realize innovation. However, SPs that wish 
to contribute to OSS communities face techni-
cal, procedural, legal, and cultural challenges. 
We argue that the fundamental reason behind 
the existence of SDOs/IF is to resolve these 
challenges. Based on lessons learned from the 
interaction that is starting to happen between 
SDOs, IF, and OSS communities, we formu-
lated a list of guidelines to improve interaction 
between both worlds and improve the rele-
vance of SDOs/IF in innovation and increase 
the technical excellence, openness, and fair-
ness of OSS projects.
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