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For a prime number p, let L be a finite extension of Qp with ring of integers OL and
residue field κL. We also let n be a positive integer. In this thesis we describe the
category of finitely generated continuous representations of the n-th direct power of
the absolute Galois group GL of L with coefficients in OL using a generalized version
of Fontaine’s (φ,Γ)-modules.
In Chapter 4 we prove that the category of continuous representations of the n-th
direct power of GL on finite dimensional κL-vector spaces is equivalent to the category
of étale (φ,Γ)-modules over a n-variable Laurent series ring over κL. In Chapter 5
we extend this equivalence to prove that the category of continuous representations
of the n-th direct power of GL on finitely generated OL-modules is equivalent to the
category of étale (φ,Γ)-modules over a n-variable Laurent series ring over OL.
On the one hand, if we let n = 1 and L be arbitrary, we obtain the refinement
of Fontaine’s original construction due to Kisin, Rin and Schneider, which uses
Lubin-Tate theory. On the other hand, if we let n be arbitrary and L = Qp, we
recover Zábrádi’s theory of multivariable cyclotomic (φ,Γ)-modules that generalizes
Fontaine’s use of a single free variable. Therefore, our thesis provides a common




Für eine Primzahl p, sei L eine endliche Erweiterung von Qp mit Ganzheitsring OL
und Restklassenkörper κL. Sei ferner n eine positive ganze Zahl. In dieser Arbeit
beschreiben wir die Kategorie der endlich erzeugten stetigen Darstellungen der n-ten
direkten Potenz der absoluten Galoisgruppe GL von L mit Koeffizienten in OL, unter
Verwendung einer verallgemeinerten Version der (φ,Γ)-Moduln von Fontaine.
In Kapitel 4 beweisen wir, dass die Kategorie der stetigen Darstellungen der n-ten
direkten Potenz von GL auf endlichen dimensionalen κL-Vektorräumen und die
Kategorie étaler (φ,Γ)-Moduln über einem n-variablen Laurentreihenring über κL
äquivalent sind. In Kapitel 5 erweitern wir diese Äquivalenz, um zu beweisen, dass
die Kategorie der stetigen Darstellungen der n-ten direkten Potenz von GL auf
endlich erzeugten OL-Moduln und die Kategorie étaler (φ,Γ)-Moduln über einem
n-variablen Laurentreihenring über OL äquivalent sind.
Einerseits erhalten wir, wenn wir n = 1 und L willkürlich lassen, die Verfeinerung
von Fontaine ursprünglicher Konstruktion gemäß Kisin, Rin und Schneider, die
Lubin-Tate Theorie verwenden. Wenn wir andererseits n willkürlich lassen und
L = Qp, erhalten wir die Theorie von Zábrádi von multivariablen zyklotomischen
(φ,Γ)-Moduln, die Fontaines Verwendung einer einzelnen freien Variablen verallge-
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Among the most central objects of attention in modern algebraic number theory
and arithmetic geometry are the absolute Galois groups of local and global fields.
Focusing on local fields of characteristic 0, we fix a prime number p and a finite
extension L of Qp with absolute Galois group GL := Gal(L/L). It is a general
technique to study GL via its representations and one obtains a rich theory when
considering the category RepOL(GL) of continuous representations of GL on finitely
generated modules over the ring of integers OL of L.
To study such representations, Fontaine [Fon90] developed a theory of (φ,Γ)-modules,
which are certain module theoretic structures that we now explain, though we do so
in the more generalized framework of Kisin and Ren [KR09] that uses Lubin-Tate
theory. We fix a prime element π of OL and a Frobenius power series ϕ ∈ OLJXK
for π. Let Fϕ(X, Y ) ∈ OLJX, Y K be the associated Lubin-Tate formal group law to
ϕ. Adjoining to L the torsion points of Fϕ(X, Y ) gives an infinite Galois extension
L∞/L and we let ΓL := Gal(L∞/L). The ring OL embeds into the endomorphism
ring End(Fϕ) by sending a ∈ OL to a power series [a]ϕ(X) ∈ aX +X2OLJXK in such
a way that [π]ϕ(X) = ϕ. Using Lubin-Tate theory, we also obtain an isomorphism
χL : ΓL
≃
−! O×L generalizing the p-adic cyclotomic character. In Chapter 1 we provide
an overview of the facts mentioned above.









which alternatively can be described as the π-adic completion of the ring of Lau-
rent series OL((X)). The OL-algebra AL is equipped with an OL-linear Frobenius
endomorphism φL sending X to [π]ϕ(X), and an OL-linear ΓL-action
ΓL ×AL −! AL
(σ, f(X)) ↦−! f([χL(σ)]ϕ(X)).
A (φL,ΓL)-module over AL is a finitely generated AL-module D which is equipped
with a semilinear action of the group ΓL and a φL-linear endomorphism φD which
commutes with the ΓL-action. Such a (φL,ΓL)-module D is called étale if the
1
linearized map
φlinD : AL ⊗φL,AL D −! D
a⊗ d ↦−! aφD(d)
is an isomorphism. Let Modét(φL,ΓL,AL) denote the category of étale (φL,ΓL)-
modules over AL.
Consider the case when L = Qp, π = p and ϕ = (1 +X)p − 1. Then Fϕ equals the
multiplicative formal group law ˆ︁Gm(X, Y ) = X +Y +XY . The field L∞ in this case
equals the field extension Qp(µp∞) of Qp obtained by adjoining the pℓ-th roots of unity
for every ℓ ∈ N≥1. Here the endomorphism [a]ϕ(X) of ˆ︁Gm equals (1 +X)a − 1 for
a ∈ Zp and the isomorphism χL becomes the isomorphism ΓQp ≃ Z×p obtained from
the p-adic cyclotomic character. Fontaine [Fon90] obtained a functorial equivalence
between the category of continuous finitely generated representations of GQp with




-modules over AQp .
Later, Kisin and Ren [KR09] generalized the result of Fontaine to an equivalence
between RepOL(GL) and Mod
ét(φL,ΓL,AL) for arbitrary L and ϕ. However, their
proof relies on results for which ϕ is constrained to be a polynomial in OL[X].
Schneider [Sch17] makes a further refinement and deals with the case of general
Frobenius power series instead. Furthermore, instead of the original approach
involving the field of norms, he uses the theory of tilting correspondence developed
by Scholze in [Sch12].
The basic idea of employing (φ,Γ)-modules is expected to be indispensable for the
current search of various p-adic Langlands type correspondences. Fontaine’s theory
of (φ,Γ)-modules was one of the starting points in the mod p and p-adic Langlands
correspondence for GL2(Qp), which thanks to various works is now well understood
(see [Bre10] for an overview).
On the other hand, in order to proceed further it also seems that Fontaine’s original
construction needs other kinds of modifications. One such modification would be
to develop a multivariable theory of (φ,Γ)-modules. There are various concepts
involving (φ,Γ)-modules over coefficient rings of several free variables. Berger [Ber13]
introduces a theory of (φ,Γ)-modules over coefficient rings whose number of free
variables depends on the extension L/Qp. These (φ,Γ)-modules seem to be suitable
for the p-adic Langlands program for GL2 over a finite nontrivial extension of Qp.
We focus instead on Zábrádi’s concept of multivariable (φ,Γ)-modules [Záb18a].
Motivated by an attempt to generalize the p-adic Langlands program to GLn(Qp),




i ] where A
is a finite quotient of the ring of integers in a finite extension of Qp and Xi are
independent commuting free variables. For each 1 ≤ i ≤ n we have an action of
ΓQp ≃ Z×p given by inserting Xi into the formal group law ˆ︁Gm and a Frobenius
operator φi sending Xi to (1 +Xi)p − 1 while leaving the other variables unchanged.
In [Záb18b] he uses these n-variable (φ,Γ)-modules to classify p-adic and p-torsion
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representations of the n-fold product of GQp . Another motivation for the relevance of
such representations is explained in the last paragraph of the introduction of [Záb18b].
There, Zábrádi explains the connection between his multivariable (φ,Γ)-modules and
a form of Drinfeld’s lemma for perfectoid spaces. This is also discussed in Section
1.3 of [CKZ21].
In our thesis, we generalize Zábrádi’s multivariable cyclotomic (φ,Γ)-modules and
extend the results of [Záb18b] by replacing Qp with our local field L. In doing so, we
will use the framework of Kisin, Ren and Schneider by allowing general Lubin-Tate
formal group laws instead of ˆ︁Gm.
In Chapter 2 we define the relevant categories. Let n be a positive integer and
∆n denote the set {1, . . . , n}. We fix n Frobenius power series ϕ1, . . . , ϕn for our
π. We also consider the n-fold products G∆n,L =
∏︂
i∈∆n




the one hand, we have the category RepOL(G∆n,L) of continuous finitely generated
representations of G∆n,L with coefficients in OL.
For the coefficient ring of the other category, we let A∆n be the π-adic completion of
the OL-algebra OLJX1, . . . , XnK[(X1 . . . Xn)−1]. On A∆n , for each i ∈ ∆n, we have
an OL-linear Frobenius operator φi mapping Xi to [π]ϕi(Xi) and leaving the other




σi ∈ Γ∆n,L map Xi to [χL(σi)]ϕi(Xi) for i ∈ ∆n.
Definition 0.1. A (φ∆n ,Γ∆n,L)-module over A∆n is a finitely generated A∆n-module
D together with commuting semilinear actions of the operators φi and group Γ∆n,L.
We say that D is étale if the map
φlini : A∆n ⊗φi,A∆n D −! D
a⊗ d ↦−! aφi(d)
is an isomorphism for all i ∈ ∆n. Let Modét(φ∆n ,Γ∆n,L,A∆n) denote the category
of étale (φ∆n ,Γ∆n,L)-modules over A∆n.
Let E∆n := A∆n/πA∆n ≃ κLJX1, . . . , XnK[(X1 . . . Xn)−1]. The fact that E∆n is no
longer a field if n > 1 causes numerous technical problems when trying to generalize
classical methods in our multivariable context. Lemma 2.1 of [Záb18a] is an important
step in overcoming some of these issues in the cyclotomic setting when L = Qp. In
[GK19], Große-Klönne states the following generalization for arbitrary L, which we
prove in this thesis using a generalization of the argument used in Lemma 2.1 of
[Záb18a].
Proposition 0.2 (Proposition 2.9). The only non-zero Γ∆n,L-invariant ideal of E∆n
is E∆n.
In Section 2.2 we list some immediate consequences of Proposition 0.2, the most
notable one being the fact that a (φ∆n ,Γ∆n,L)-module over E∆n is a stably-free
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E∆n-module. This will later allow us to prove certain statements about (φ∆n ,Γ∆n,L)-
modules over E∆n by reducing them to the case when the underlying module is free
over E∆n .
We also note that compared to RepOL(G∆n,L), we did not impose any continuity
condition on the objects of Modét(φ∆n ,Γ∆n,L,A∆n). In Section 2.3, we define two
topologies on a finitely generated A∆n-module, namely the adic topology and the
weak topology. In Section 2.5 we prove the following.
Theorem 0.3 (Theorem 2.42). For D ∈ Modét(φ∆n ,Γ∆n,L,A∆n), the action of
Γ∆n,L on D is continuous when D is equipped with the weak topology.
To prove Theorem 0.3, we follow a strategy similar to that of Schneider, who proves
our claim in the one variable case, see Theorem 2.2.8 in [Sch17]. For our first step,
we reduce our statement to the case when D is annihilated by a power of π. Then
we look for a basic system of open neighbourhoods of zero inside D that covers D
and is preserved under the action of Γ∆n,L. We construct such open neighbourhoods
using a lattice D++ inside D. Our definition of D++ uses the adic topology of D and
it recovers the one in the one-variable case due to Colmez [Col10]. Due to the more
complicated nature of A∆n , which is no longer a PID when n > 1, we modify the
remaining steps of Schneider’s proof in the one variable case. Our modifications can
also be applied in the one variable case to shorten some of the arguments in [Sch17].
Before we describe the functors between the two categories, in Section 3.1 we define
a rather large ring C♭p,∆nof characteristic p, which is a multivariable version of C
♭
p,
where the latter denotes the tilt of the completion Cp of Qp. We will also see in
Section 3.1 that the ring C♭p,∆n is a perfect κL-algebra which has a natural topology
and a G∆n,L-action. In Section 3.2 we explain how the relevant rings of characteristic
p embed into C♭p,∆n . In Section 3.3 we consider the ring of ramified Witt vectors
W (C♭p,∆n)L. This ring will embed the relevant rings of characteristic 0. The topology




We let AurL be the ring of integers of the maximal unramified extension of Frac(AL).
Consider the n-fold products A∆n,◦ =
⨂︁







well as the OL-algebra Aur∆n = A
ur
∆n,◦ ⊗A∆n,◦ A∆n . We let ˆ︃Aur∆n denote the π-adic
completion of Aur∆n . Using that φL can be extended to a Frobenius operator on
AurL , for every i ∈ ∆n we will be able to extend the existing operators φi on A∆n
to Frobenius operators on ˆ︃Aur∆n , which we will denote by φi as well. To define a
topology and a G∆n,L-action on ˆ︃Aur∆n , we embed the latter into W (C♭p,∆n)L. To do
so, in Section 3.4 we first embed A∆n into W (C♭p,∆n)L. This embedding will be
compatible with the Galois action and the weak topology on A∆n . This embedding
will also induce the π-adic topology on OL. In Section 3.5 we extend this embedding
to ˆ︃Aur∆n . In this section we further prove that all of our topological embeddings are
maintained when we take quotients by a power of π in our rings.
For our first functor, given D ∈ Modét(φ∆n ,Γ∆n,L,A∆n), the ˆ︃Aur∆n-module ˆ︃Aur∆n ⊗A∆n
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D carries a diagonal G∆n,L-action where G∆n,L acts on D through its quotient Γ∆n,L.
The space ˆ︃Aur∆n⊗A∆nD also carries diagonal Frobenius operators φi using the existing




(︂ˆ︃Aur∆n ⊗A∆n D)︂φi=id .
Proving that the action of G∆n,L on T(D) is continuous is rather subtle and motivates
the majority of our constructions in Chapters 2 and 3.
For a functor in the opposite direction, given T ∈ RepOL(G∆n,L), consider theˆ︃Aur∆n-module ˆ︃Aur∆n ⊗OL T which carries a diagonal G∆n,L-action and the Frobenius
endomorphisms φi := φi ⊗ id. We define
D(T ) :=
(︂ˆ︃Aur∆n ⊗OL T)︂H∆n,L .
In the next chapters we show that D and T give quasi-inverse functors between
RepOL(G∆n,L) and Mod
ét(φ∆n ,Γ∆n,L,A∆n) which realize the equivalence between
these two categories.
In Chapter 4, we focus our attention on the objects of our categories that are annihi-
lated by π. We let RepκL(G∆n,L) denote the category of continuous representations
of G∆n,L on finite dimensional κL-vector spaces and we let Mod
ét(φ∆n ,Γ∆n,L, E∆n)
denote the category of étale (φ∆n ,Γ∆n,L)-modules over E∆n . The main theorem of
this chapter is the following.
Theorem 0.4 (Theorem 4.36). The functors D and T give an equivalence of cate-
gories between RepκL(G∆n,L) and Mod
ét(φ∆n ,Γ∆n,L, E∆n).
The main reference for Chapter 4 is [Záb18b] and most of the proofs here are
straightforward adaptations of their counterparts in the aforementioned paper. Some
proofs were restructured and provided additional details. The fact that we proved
Proposition 0.2 is an important reason that allows us to use Zábrádi’s line of
arguments in this case. The main idea of his inductive proof is to build a lattice
D+∗n using a multivariable analog of the Colmez module D+. From this lattice one
can obtain multivariable (φ,Γ)-modules over n − 1 variables that are used in the
inductive step.
In Chapter 5 we prove the main theorem of our thesis.
Theorem 0.5 (Theorem 5.23). The functors D and T give an equivalence of cate-
gories between RepOL(G∆n,L) and Mod
ét(φ∆n ,Γ∆n,L,A∆n).
The strategy will be to use Theorem 0.4 as a starting point. After establishing
some exactness properties of D and T, a dévissage argument shows that for m ≥ 1,
5
the étale (φ∆n ,Γ∆n,L)-modules over A∆n annihilated by πm classify the continuous
representations of G∆n,L with coefficients in OL/πmOL. For our final step, we use
some projective limit arguments to complete the proof our main theorem in Section
5.2. We will also extend our equivalence over other coefficients in Section 5.3.
We also believe that our theory can be generalized without major modifications to
handle p-adic continuous representations of products GL1 × . . . × GLn of absolute
Galois groups of possibly distinct finite extension of Qp, which recovers our results




In this chapter we provide the necessary background and establish some of the
notation that we use throughout the text. Let p be a prime number and L be a finite
extension of the field of p-adic numbers Qp. We denote by OL the ring of integers in
L and by κL its residue field. Suppose that |κL| = q = pf for some f ∈ N≥1. We also
fix a prime element π of OL.
In Section 1.1 we provide a brief overview of the theory of ramified Witt vectors.
This is followed by our treatment of Lubin-Tate formal group laws and Lubin-Tate
extensions in Section 1.2. In Section 1.3 we associate to the completion of an algebraic
closure of L a field C♭p of characteristic p using the tilting construction from [Sch12].
We explain here the main properties of C♭p and the underlying action of the absolute
Galois group of L on C♭p. In Section 1.4 we explain how one can naturally assign a
topology on a finitely generated module over a given topological ring. Finally, in
Section 1.5 we collect some results from commutative algebra that we will use in the
later parts of the thesis.
1.1 Ramified Witt vectors
In this section we recall the basics of ramified Witt vectors for which we follow the
treatment of Section 1.1 of [Sch17].
Definition 1.1. For any integer m ≥ 0 we call




1 + . . .+ π
mXm
the m-th Witt polynomial.
Let B be a commutative OL-algebra and let
BN0 := {(b0, b1, . . .) : bj ∈ B}
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be the countably infinite direct product of the algebra B with itself, in which addition
and multiplication are componentwise. We introduce the maps
fB : B
N0 −! BN0
(b0, b1, . . .) ↦−! (b1, b2, . . .),
Φm : B
N0 −! B
(b0, b1, . . .) ↦−! Φm(b0, . . . , bm),
for m ≥ 0, and
ΦB : B
N0 −! BN0
b ↦−! (Φ0(b),Φ1(b),Φ2(b) . . .).
Lemma 1.2. Let B be a commutative OL-algebra and b = (bj)j, u = (uj)j ∈ BN0
such that ΦB(b) = u. Let C be an OL-subalgebra of B with the property that
multiplication by π is injective on B/C. Then for every m ≥ 0 we have that
u0, . . . , um ∈ C if and only if b0, . . . , bm ∈ C.
Proof. See Remark 1.1.5 in [Sch17].
Consider the polynomial OL-algebra
A := OL[X0, X1, . . . , Y0, Y1, . . .]
in two sets of countably many variables. Let X := (X0, X1, . . .) and Y := (Y0, Y1, . . .)
in AN0 . It is proven in Section 1.1 of [Sch17] that there exist uniquely determined
elements S = (Sj)j , P = (Pj)j, I = (Ij)j and F = (Fj)j in AN0 such that




respectively. This means that we have
Φm(S0, . . . , Sm) = Φm(X0, . . . , Xm) + Φm(Y0, . . . , Ym),
Φm(P0, . . . , Pm) = Φm(X0, . . . , Xm)Φm(Y0, . . . , Ym),
Φm(I0, . . . , Im) = −Φm(X0, . . . , Xm),
Φm(F0, . . . , Fm) = Φm+1(X0, . . . , Xm+1) (1.1)
for every m ≥ 0. Lemma 1.2 implies that
Sm, Pm ∈ OL[X0, . . . , Xm, Y0, . . . , Ym],
Im ∈ OL[X0, . . . , Xm],
Fm ∈ OL[X0, . . . , Xm+1].
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In Section 1.1 of [Sch17] it is also proven that for every a ∈ OL, there exist uniquely
determined elements Ωj(a) ∈ OL for j ≥ 0 such that
ΦOL(Ω(a)) = (a, a, . . .)
where Ω(a) := (Ωj(a))j.
Example 1.3. The elements Sm, Pm, Im can be computed recursively from the system
of equations (1.1). Since Φ0(S0) = Φ0(X0) + Φ0(Y0) and Φ0(P0) = Φ0(X0)Φ0(Y0),
we have that S0 = X0 + Y0 and P0 = X0Y0. Similarly, from Φ0(I0) = −Φ0(X0), we
have that I0 = −X0 . When p > 2, we can inductively show that Im = −Xm for all
m ≥ 0.
It is more difficult to write Sm and Pm explicitly for arbitrary values of m. Similarly,
it is also more difficult to write Im explicitly for arbitrary values of m when p = 2.
Nevertheless, it is easy to prove that their degrees are bounded by a function on m.
Lemma 1.4. (i) The degree of Sm(X0, . . . , Xm, Y0, . . . , Ym) is at most qm.
(ii) The degree of Im(X0, . . . , Xm) is at most qm.
(iii) The degree of Pm(X0, . . . , Xm, Y0, . . . , Ym) is at most 2qm.
Proof. (i) We show this by induction on m ≥ 0. For m = 0, S0 = X0 + Y0 and the
claim follows. Let m ≥ 1 and assume that the claim holds for all 0 ≤ j ≤ m − 1.
Using the defining identity
Φm(S0, . . . , Sm) = Φm(X0, . . . , Xm) + Φm(Y0, . . . , Ym)
we obtain that










The degrees of Φm(X0, . . . , Xm) and Φm(Y0, . . . , Ym) are qm and the degree of Sq
m−j
j
is at most qm for every 0 ≤ j ≤ m− 1 by the induction hypothesis.
(ii) This is also proven by induction on m ≥ 0. For m = 0, I0 = −X0 and the claim
follows. Let m ≥ 1 and assume that the claim holds for all 0 ≤ j ≤ m− 1. Using
the defining identity
Φm(I0, . . . , Im) = −Φm(X0, . . . , Xm),
we obtain that










The degree of Φm(X0, . . . , Xm) is qm and the degree of Iq
m−j
j is at most qm for every
0 ≤ j ≤ m− 1 by the induction hypothesis.
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(iii) We induct on m ≥ 0 again. For m = 0 the claim is clear because P0 = X0Y0.
Let m ≥ 1 and assume that the claim holds for all 0 ≤ j ≤ m− 1. Using the defining
identity
Φm(P0, . . . , Pm) = Φm(X0, . . . , Xm)Φm(Y0, . . . , Ym),
we obtain that










The claim follows, as the degree of Φm(X0, . . . , Xm)Φm(Y0, . . . , Ym) is 2qm and the
degree of P q
m−j
j is at most 2qjqm−j = 2qm for every 0 ≤ j ≤ m− 1 by the induction
hypothesis.
Let B again be an arbitrary commutative OL-algebra. On the one hand we have the
OL-algebra (BN0 ,+, ·) defined as a direct product. On the other hand we define on
the set W (B)L := BN0 a new addition
(aj)j ⊞ (bj)j := (Sj(a0, . . . , aj, b0, . . . , bj))j
and a new multiplication
(aj)j  (bj)j := (Pj(a0, . . . , aj, b0, . . . , bj))j.
Moreover we put
0 := (0, 0, . . .) and 1 := (1, 0, 0, . . .).
Because of (1.1) the map
ΦB : W (B)L −! B
N0
satisfies the identities
ΦB(a⊞ b) = ΦB(a) + ΦB(b),
ΦB(a  b) = ΦB(a) · ΦB(b),
ΦB(0) = (0, 0, . . .),
ΦB(1) = (1, 1, . . .).
Any homomorphism of commutative OL-algebras ρ : B1 −! B2 induces the OL-
algebra homomorphism




The map W (ρ)L := ρN0 : W (B1)L −! W (B2)L commutes with ⊞ and , satisfies











commute. One uses this to show the following.
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Proposition 1.5. (i) (W (B)L,⊞,) is a commutative ring with zero element 0
and unit element 1. The additive inverse of (bj)j ∈ W (B)L is (Ij(b0, . . . , bj))j.
(ii) The map Ω : OL −! (W (B)L,⊞,) is a ring homomorphism, making
(W (B)L,⊞,) into an OL-algebra.
(iii) The map ΦB : W (B)L −! BN0 is a homomorphism of OL-algebras; in particu-
lar, for any m ≥ 0,
Φm : W (B)L −! B
(bj)j ↦−! Φm(b0, . . . , bm)
is a homomorphism of OL-algebras.
(iv) Given a homomorphism of commutative OL-algebras ρ : B1 −! B2, the map
W (ρ)L : W (B1)L −! W (B2)L
is an OL-algebra homomorphism as well.
Proof. See Proposition 1.1.8 in [Sch17].
Definition 1.6. We call (W (B)L,⊞,) the ring of ramified Witt vectors with
coefficients in B.
In addition, we have on W (B)L the maps
F : W (B)L −! W (B)L
(bm)m ↦−! (Fm(b0, . . . , bm+1))m
and
V : W (B)L −! W (B)L
(bm)m ↦−! (0, b0, b1 . . .),
called the Frobenius and the Verschiebung, respectively. For any m ∈ N≥1 define
Vm(B)L := im(V
m) = {(bj)j ∈ W (B)L : b0 = . . . = bm−1 = 0}.
It is proven in Proposition 1.1.10 (i) and (ii) of [Sch17] that F is an OL-algebra
endomorphism of W (B)L, while V is an OL-module endomorphism of W (B)L. By
Proposition 1.1.10 (iv) in [Sch17], we also know that Vm(B)L is an ideal of W (B)L
for every m ≥ 1. We call
Wm(B)L := W (B)L/Vm(B)L
the ring of ramified Witt vectors of length m with coefficients in B.
Lemma 1.7. Let B be a commutative OL-algebra and m ∈ N.
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(i) Let (aj)j, (bj)j ∈ W (B)L such that aj or bj equals 0 for every 0 ≤ j ≤ m. Then
(aj)j ⊞ (bj)j = (a0 + b0, a1 + b1, . . . , am + bm, . . .).
(ii) The map
W (B)L −! lim −
j≥1
Wj(B)L
b ↦−! (b⊞ Vj(B)L)j≥1
is an isomorphism of OL-algebras.
Proof. See Lemma 1.1.13 and Exercise 1.1.14 in [Sch17].
Lemma 1.8. For a commutative κL-algebra B and any b = (bm)m ∈ W (B)L we
have that
(i) F (b) = (bqm)m,
(ii) πb = (0, bq0, b
q
1, . . .),
(iii) πmW (B)L ⊆ Vm(B)L for all m ≥ 1,
(iv) The natural map




b ↦−! (b⊞ πmW (B)L)m
is an isomorphism.
Proof. See Proposition 1.1.18 in [Sch17].
Proposition 1.9. If B is a commutative perfect κL-algebra, then
(i) π1W (B)L ̸= 0 is not a zero divisor in W (B)L,
(ii) Vm(B)L = πmW (B)L for any m ≥ 0.
Proof. See Proposition 1.1.19 in [Sch17].
Proposition 1.10. Let B be a commutative OL-algebra. Suppose that π1B is not a
zero divisor in B and that B has an endomorphism of OL-algebras ψ such that
ψ(b) ≡ bq mod πB
for every b ∈ B. Then there is a unique homomorphism of OL-algebras
sB : B −! W (B)L
such that Φm ◦ sB = ψm for any m ≥ 0. The map sB, equivalently, is uniquely
determined by the requirements that Φ0 ◦ sB = idB and sB ◦ ψ = F ◦ sB.
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Proof. See Lemma 1.1.23 in [Sch17].
Note that taking B = OL and ψ = idOL in Proposition 1.10, we obtain the map
sOL : OL ! W (OL)L.





is an isomorphism, where pr : OL ! κL is the natural projection map.
Proof. See Corollary 1.1.25 of [Sch17].
1.2 Lubin-Tate formal group laws
In this section we briefly discuss Lubin Tate formal group laws and Lubin-Tate
extensions, which have important applications in class field theory. For simplicity
we will only consider the formal group laws with coefficients in OL, even though one
can allow coefficients from more general rings. The main references that we follow
are [Haz78], [Sch17] and [Mil20].
Definition 1.12. A commutative formal group law over OL is a formal power series
F (X, Y ) ∈ OLJX, Y K in two variables with coefficients in OL such that
(i) F (X, 0) = X and F (0, Y ) = Y ,
(ii) F (X,F (Y, Z)) = F (F (X, Y ), Z),
(iii) F (X, Y ) = F (Y,X).
Remark 1.13. In (A.4.7) of [Haz78] it is proven that for a commutative formal
group law F (X, Y ) there exists a unique formal power series ιF (X) ∈ OLJXK such
that
(i) ιF (X) ∈ −X +X2OLJXK and
(ii) F (X, ιF (X)) = 0.
Example 1.14. The formal group lawˆ︁Gm(X, Y ) := X + Y +XY = (1 +X)(1 + Y )− 1
is called the multiplicative formal group law. In this case





Remark 1.15. A commutative formal group law F over OL gives rise to abelian
groups in the following way. Let K be a complete nonarchimedean extension field
of L whose absolute value extends the one of L and mK denote the maximal ideal
of the ring of integers of K. For any two x, y ∈ mK the series x +F y := F (x, y)
converges with limit in mK . One easily checks that (mK ,+F ) is an abelian group in
which the additive inverse of an element x ∈ mK is given by ιF (x).
Definition 1.16. Let F (X, Y ) and G(X, Y ) be two commutative formal group laws
over OL. A homomorphism h : F ! G is a formal power series h(X) ∈ XOLJXK
such that
h(F (X, Y )) = G(h(X), h(Y )).
When h has an inverse, meaning that there exists a homomorphism h′ : G! F such
that
h ◦ h′ = X = h′ ◦ h,
h is called an isomorphism.
Remark 1.17. The set End(F ) of homomorphisms from F to F is a (possibly
noncommutative) ring with respect to the addition (h1+h2)(X) := F (h1(X), h2(X))
and the multiplication (h1 · h2)(X) := h1(h2(X)). The zero and unit elements of
End(F ) are 0 and X, respectively. Moreover, if K is an extension field of L that
is complete with respect to an absolute value extending the one of L, then any
h ∈ End(F ) induces the endomorphism x ↦! h(x) of the abelian group (mK ,+F ).
When F = ˆ︁Gm, the map sending x to 1+x defines an isomorphism between (mK ,+ˆ︁Gm)
and the subgroup 1 +mK of K×.
Recall that we have fixed a prime element π of OL.
Definition 1.18. A Frobenius power series for π is a formal power series ϕ(X) ∈
OLJXK such that
(i) ϕ(X) ∈ πX +X2OLJXK,
(ii) ϕ(X) ≡ Xq mod πOLJXK.
Example 1.19. (i) The polynomial ϕ(X) = πX +Xq is a Frobenius power series
for π.
(ii) When L = Qp and π = p, the polynomial





X2 + . . .+ pXp−1 +Xp
is a Frobenius power series for p.
Lemma 1.20. Let ϕ(X) and ψ(X) be two Frobenius power series for π and let
F1(X1, . . . , Xn) = a1X1 + . . .+ anXn ∈ OL[X1, . . . , Xn]
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be a homogeneous linear form. There exists a unique formal power series F (X1, . . . , Xn) ∈
OLJX1, . . . , XnK such that
F = F1+terms of degree ≥ 2 and ϕ(F (X1, . . . , Xn)) = F (ψ(X1), . . . , ψ(Xn)).
Proof. See Lemma 1.3.3 in [Sch17].
An important application of Lemma 1.20 is the following.
Proposition 1.21. Let ϕ(X) be a Frobenius power series for π. Then there is a
unique commutative formal group law Fϕ(X, Y ) over OL such that ϕ ∈ End(Fϕ).
Proof. See Proposition 1.3.4 in [Sch17].
Definition 1.22. Fϕ is called the Lubin-Tate formal group law of the Frobenius
power series ϕ.
In other words, the Lubin-Tate formal group laws are the formal group laws admitting
an endomorphism which modulo π becomes the q-th power Frobenius map and whose
derivative at the origin equals the prime element π.
Example 1.23. (i) Fϕ for ϕ(X) = πX+Xq is called the special Lubin-Tate group
law of π.
(ii) If L = Qp and π = p, one easily checks that ϕ(X) = (1 + X)p − 1 is an
endomorphism of ˆ︁Gm, therefore Fϕ = ˆ︁Gm by the uniqueness part of Proposition
1.21.
Another important application of Lemma 1.20 is the following.
Proposition 1.24. Let ϕ(X) and ψ(X) be two Frobenius power series for π. For
each a ∈ OL there exists a unique series [a]ϕ,ψ(X) ∈ OLJXK such that
(i) [a]ϕ,ψ(X) ∈ aX +X2OLJXK,
(ii) ϕ([a]ϕ,ψ(X)) = [a]ϕ,ψ(ψ(X)).
Moreover, [a]ϕ,ψ(X) is a homomorphism Fψ ! Fϕ.
Proof. See Proposition 1.3.6 in [Sch17].
In particular, when ϕ = ψ it follows that [a]ϕ(X) := [a]ϕ,ϕ(X) is an endomorphism of
Fϕ. By uniqueness we also obtain that [1]ϕ(X) = X and [π]ϕ(X) = ϕ. Furthermore,
we can also show the following.
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Lemma 1.25. Let ϕ(X), ψ(X)and ξ(X) be Frobenius power series for π. For any
a, b ∈ OL we have
[a+ b]ϕ,ψ(X) = [a]ϕ,ψ(X) +Fϕ [b]ϕ,ψ(X),
[ab]ϕ,ξ(X) = [a]ϕ,ψ([b]ψ,ξ(X)).
Proof. It is clear that
[a]ϕ,ψ(X) +Fϕ [b]ϕ,ψ(X) = Fϕ([a]ϕ,ψ(X), [b]ϕ,ψ(X)) ∈ (a+ b)X +X2OLJXK,
hence by Proposition 1.24 it suffices to show that
ϕ([a]ϕ,ψ(X) +Fϕ [b]ϕ,ψ(X)) = [a]ϕ,ψ(ψ(X)) +Fϕ [b]ϕ,ψ(ψ(X)).
A straighforward computation shows that
ϕ([a]ϕ,ψ(X) +Fϕ [b]ϕ,ψ(X)) = ϕ(Fϕ([a]ϕ,ψ(X), [b]ϕ,ψ(X)))
= Fϕ(ϕ([a]ϕ,ψ(X)), ϕ([b]ϕ,ψ(X)))
= Fϕ([a]ϕ,ψ(ψ(X)), [b]ϕ,ψ(ψ(X)))
= [a]ϕ,ψ(ψ(X)) +Fϕ [b]ϕ,ψ(ψ(X)),
where in the second equality we used that ϕ ∈ End(Fϕ) and in the third equality we
used condition (ii) in Proposition 1.24.
Similarly, for multiplication, we first observe that
[a]ϕ,ψ([b]ψ,ξ(X)) ∈ abX +X2OLJXK,
therefore it suffices to show that
ϕ([a]ϕ,ψ([b]ψ,ξ(X))) = [a]ϕ,ψ([b]ψ,ξ(ξ(X))).




Remark 1.26. In particular, for any two Frobenius power series ϕ(X) and ψ(X),
their corresponding Lubin-Tate formal group laws Fϕ and Fψ are isomorphic. For
every u ∈ O×L the map
[u]ψ,ϕ : Fϕ ! Fψ
is an isomorphism with inverse [u−1]ϕ,ψ.
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Corollary 1.27. The map
OL −! End(Fϕ)
a ↦−! [a]ϕ(X)
is an injective ring homomorphism.
Proof. The map is a ring homomorphism by Lemma 1.25 and it is injective because
[a]ϕ(X) ∈ aX +X2OLJXK.
Notation 1.28. For a ∈ OL and arbitrary Frobenius power series ϕ and ψ, we let
[a]ϕ,ψ(X) denotes the image of [a]ϕ,ψ(X) in κLJXK with respect to the projection
map.
Throughout the rest of the chapter, we fix a Frobenius power series ϕ(X) ∈ OLJXK
for our π and let Fϕ denote its corresponding Lubin-Tate formal group law. We
also fix an algebraic closure Qp of Qp containing L. The field L is equipped with an
absolute value | · |, which extends uniquely to Qp. We denote this extension by | · |
as well. We let mQp := {x ∈ Qp : |x| < 1}.
As explained in Remark 1.15, for any subfield E ⊆ Qp that is a finite extension
of L, we have the abelian group (mE,+Fϕ), where mE is the maximal ideal of the
ring of integers of E. Since mQp is a union of such mE, we also have the abelian
group (mQp ,+Fϕ). From Lemma 1.25 we furthermore know that (mQp ,+Fϕ) is an
OL-module via the multiplication
OL ×mQp −! mQp
(a, z) ↦−! [a]ϕ(z).
For any j ≥ 1 we have the OL-submodule
Fj := ker([πj]ϕ) = {z ∈ mQp : [π
j]ϕ(z) = 0}.
It is clear that Fj is an OL/πjOL-module and F1 ⊆ F2 ⊆ . . . ⊆ Fj ⊆ . . .. By
adjoining these subsets of Qp to L we obtain the tower of algebraic extensions




Example 1.29. Let L = Qp, π = p and ϕ(X) = (1 + X)p − 1, so that Fϕ = ˆ︁Gm.
Then
Fj = {ζ − 1 : ζp
j
= 1} and Lj = L({ζ : ζp
j
= 1}).
Remark 1.30. Remark 1.3.8 of [Sch17] shows that the extensions Lj and L∞ only
depend on π and not on the choice of the Frobenius power series ϕ.
Proposition 1.31. (i) Fj is a free OL/πjOL-module of rank one for every j ≥ 1.
17
(ii) There exists a sequence (zm)m≥1 such that zm is a generator of Fm and
[π]ϕ(zm+1) = zm for every m ≥ 1.
Proof. See Proposition 1.3.10 in [Sch17].
Let GL = Gal(Qp/L) denote the absolute Galois group of L. Any automorphism
σ ∈ GL respects the absolute value of Qp. This implies that
σ([a]ϕ(z)) = [a]ϕ(σ(z))
for any a ∈ OL and any z ∈ mQp , and
σ(Fϕ(z1, z2)) = Fϕ(σ(z1), σ(z2))
for any z1, z2 ∈ mQp . It follows that the Galois group GL acts OL/π
jOL-linearly on
Fj via
GL ×Fj −! Fj
(σ, z) ↦−! σ(z).
Together with Proposition 1.31, we deduce that Lj/L is a finite Galois extension and
that for any σ ∈ GL there is a unique element χL,j(σ) ∈ (OL/πjOL)× such that
σ(z) = [χL,j(σ)]ϕ(z)
for any z ∈ Fj, where the right hand side notation is justified since [a]ϕ(z) only
depends on a mod πjOL for z ∈ Fj. An argument similar to that in Remark 1.30
shows that the elements χL,j(σ) only depend on π and not on the choice of ϕ.
Proposition 1.32. For any j ≥ 1, Lj/L is a totally ramified Galois extension of





Proof. See Proposition 1.3.12 in [Sch17].
Let HL := Gal(Qp/L∞) and ΓL := GL/HL ≃ Gal(L∞/L). The isomorphisms in
Proposition 1.32 are compatible with respect to projections and passing to projective





1.3 The field Cp and its tilt
We let Cp denote the completion of Qp with respect to | · |. The absolute value | · | on
Qp extends to Cp and we denote the extension by | · | as well. Whenever we refer to
a topology on Cp, we mean the one induced by the metric | · |. For an intermediate
field Qp ⊆ K ⊆ Cp, we let OK and mK denote the ring of integers of K and the
maximal ideal of OK , respectively.
Before explaining the tilting construction, we first prove the following useful lemma.
Lemma 1.33. Let B be a commutative OL-algebra and a, b ∈ B such that a− b ∈
πmB for some m ≥ 1. Then we have that
aq
j ≡ bqj mod πm+jB
for every j ≥ 1.
Proof. It suffices to prove that
aq ≡ bq mod πm+1B.
Since (ap−bp)|(aq−bq), it is enough to show that ap−bp ∈ πm+1B. Write a = b+πmc
for some c ∈ B. Then







bk(πmc)p−k + πmpcp ∈ bp + πm+1B
since π|p and mp ≥ 2m ≥ m+ 1 for m ≥ 1.
The tilt of Cp is defined in the following way. We first let














(. . . , yj, . . . , y1, y0) ∈
(︁
OCp/πOCp
)︁N≥0 : yqj+1 = yj for any j ≥ 0}︂ .
Then, as the q-th power map is a κL-algebra endomorphism of OCp/πOCp we see
that OC♭p is a κL-algebra.
Let y = (. . . , yj, . . . , y0) be an element of OC♭p . For any j ≥ 0 we choose an element
aj ∈ OCp such that aj mod πOCp = yj. Then a
q
j+1 ≡ aj mod πOCp and hence by












exists and another application of Lemma 1.33 shows that y♯ is independent of the
choice of the aj. We define






In the statements of Remark 1.4.4 − Lemma 1.4.6 in [Sch17] it is proven that OC♭p is
a perfect integral domain and | · |♭ is a multiplicative nonarchimedean absolute value
on OC♭p . It follows that | · |♭ extends to
C♭p := Frac(OC♭p).
Lemma 1.34. C♭p is a perfect and complete nonarchimedean field of characteristic p
with respect to | · |♭.
Proof. See Proposition 1.4.7 of [Sch17].
Lemma 1.35. The field C♭p is algebraically closed.
Proof. See Lemma 1.4.10 of [Sch17].
The group GL acts continuously on Cp and every element of GL preserves the absolute
value in Cp. In particular, the GL-action on Cp preserves πOCp and hence induces
an action
GL ×OC♭p ! OC♭p (1.2)(︁
σ,
(︁




. . . , σ(aj) mod πOCp , . . .
)︁
which extends uniquely to an action
GL × C♭p −! C♭p.
By the continuity of the action of GL on Cp, one has that
σ(y♯) = (σ(y))♯
for any σ ∈ GL and y ∈ OC♭p . It follows that the action (1.2) preserves the absolute
value | · |♭ on OC♭p , from which we can also conclude the following.
Lemma 1.36. Every element of GL preserves the absolute value of C♭p.
Furthermore, we also have that:
Proposition 1.37. GL acts continuously on C♭p for the topology defined by | · |♭.
Proof. See Lemma 1.4.13 in [Sch17].
20
Consider the field of Laurent series in one variable EL := κL((X)) and let (zm)m≥1
be a sequence such that zm ∈ Fm is a generator of Fm and [π]ϕ(zm+1) = zm for all
m ≥ 1. The existence of such a sequence is guaranteed by Proposition 1.31 (ii). We
embed EL into C♭p by sending X to
ω := (. . . , zm mod πOCp , . . . , z1 mod πOCp , 0) ∈ OC♭p .
Lemma 1.38. (i) We have that |ω|♭ = |π|
q
q−1 < 1.
(ii) The image of EL in C♭p does not depend on the choice of the sequence (zm)m≥1
and for σ ∈ GL, we have the equality
σ(ω) = [χL(σ)]ϕ(ω)
where σ := σ mod HL.
(iii) The group GL preserves the image of EL.
Proof. Part (i) is proven in Lemma 1.4.14 of [Sch17], while Lemma 1.4.15 of [Sch17]
proves part (ii). The last part then follows from (ii) and Proposition 1.37.
Since C♭p is algebraically closed, the above embedding extends to an embedding from
EL into C♭p. Let E
sep
L denote a separable closure of EL. From now on we identify EL
and EsepL with their images in C♭p. We also let
Esep+L := {x ∈ E
sep
L : |x|♭ ≤ 1}
denote the ring of integers of EsepL .





Proof. Let y ∈ EsepL and σ ∈ GL. Suppose that
P (T ) = Tm + em−1T
m−1 + . . .+ e1T + e0
is the minimal polynomial of y over EL. Then
Q(T ) = Tm + σ(em−1)T
m−1 + . . .+ σ(e1)T + σ(e0)
is a polynomial in EL[T ] which vanishes on σ(y). In fact Q(T ) is the minimal poly-
nomial of σ(y) over EL, because σ and σ−1 induce degree preserving automorphisms
on EL[T ]. To show that Q(T ) is separable, note that the separability of P (T ) implies
that P (T ) is not a polynomial in T p. Therefore neither is Q(T ) because σ restricts
to an automorphism of EL. Thus σ(y) ∈ EsepL , as desired. Since every automorphism
σ ∈ GL preserves the absolute value | · |♭ on C♭p, it follows that the action of GL
preserves Esep+L as well.
We conclude with a modernized version of the theorem of Fontaine and Wintenberger
[FW79], which is proven in Section 1.6 of [Sch17] using the tilting correspondence.
Proposition 1.40. The action of HL on EsepL induces an isomorphism of groups
HL ≃ Gal(EsepL /EL).
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1.4 The linear topology of modules over a topologi-
cal ring
Let R be a commutative ring with unity equipped with a topology for which it is a
topological ring. In this section we explain how we can naturally associate a topology
to a finitely generated R-module. For k ∈ N≥1, equip R⊕k with the product topology.
Lemma 1.41. For ℓ,m ∈ N≥1, every R-linear map
ψ : R⊕ℓ ! R⊕m
is continuous.
Proof. Let (a1, . . . , aℓ) ∈ R⊕ℓ and C = (cjk)1≤j≤m
1≤k≤ℓ
be the matrix of ψ with respect
to the standard bases on both sides. Let V ⊆ R be a basic open neighbourhood of









for all 1 ≤ j ≤ m. Since multiplication on R is continuous, we can also choose an
open neighbourhood U of zero such that
cjk (ak + U) ⊆ cjkak + U ′
for all 1 ≤ j ≤ m and 1 ≤ k ≤ ℓ. Then clearly






























where the last equality holds because V is closed under addition.
Let D be an arbitrary finitely generated R-module. Consider any R-linear surjection
ψ : R⊕k ↠ D and equip D with the quotient topology, meaning that U ⊆ D is
defined to be open precisely when ψ−1(U) ⊆ R⊕k is open. The definition of the
topology does not depend on the chosen k ∈ N>0 and surjection ψ. Indeed, suppose






then as R⊕ℓ and R⊕m are projective modules over R, there exist R-linear maps
f1 : R











commute. By Lemma 1.41, f1 and f2 are continuous and the conclusion follows.
We call the topology of D obtained in this way the linear topology.
Corollary 1.42. Let D1 and D2 be finitely generated R-modules equipped with the
linear topology. Then every R-linear map
f : D1 ! D2
is continuous.
Proof. Consider two R-linear surjections ψ1 : R⊕ℓ ↠ D1 and ψ2 : R⊕m ↠ D2.
Because R⊕ℓ is projective, we know that there exists an R-linear map








commutes. Let U ⊆ D2 be an open set. To show that f−1(U) ⊆ D1 is open is
equivalent to showing that ψ−11 (f−1(U)) ⊆ R⊕ℓ is open, which by the commutativity
of (1.3) equals ψ−1(ψ−12 (U)). Since ψ is continuous by Lemma 1.41 and ψ2 is
continuous by definition, the conclusion follows.
For a finitely generated R-module D, any R-linear surjection ψ : R⊕k ↠ D in
addition to being a quotient map by definition, is actually an open map as well.
Lemma 1.43. Let D be a finitely generated R-module and ψ : R⊕k ↠ D be an
R-linear surjection. Then ψ is open with respect to the linear topology.
Proof. Let U ⊆ R⊕k be an open set. To show that ψ(U) ⊆ D is open means to show





and each x+U is open because addition is continuous on R⊕k for the linear topology
due to continuity of addition on R.
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Lemma 1.44. Let D1 and D2 be finitely generated R-modules. Then the linear
topology on D1 ⊕D2 coincides with the product of the linear topologies of D1 and D2.
Proof. Consider two R-linear surjections ψ1 : R⊕ℓ ↠ D1 and ψ2 : R⊕m ↠ D2. Then
ψ1 ⊕ ψ2 : R⊕ℓ+m ↠ D1 ⊕D2
is also an R-linear surjection. If U ⊆ D1 and V ⊆ D2 are open, then
(ψ1 ⊕ ψ2)−1(U × V ) = ψ−11 (U)× ψ−12 (V ) ⊆ R⊕ℓ+m
is open, therefore U × V is open for the linear topology on D1 ⊕D2. Conversely, let
W ⊆ D1 ⊕D2 be open for the linear topology on D1 ⊕D2. Then (ψ1 ⊕ ψ2)−1(W ) ⊆
R⊕ℓ+m is open. The linear topology of R⊕ℓ+m equals the product of the linear
topologies of R⊕ℓ and R⊕m by definition. Therefore




where Uj ⊆ R⊕ℓ and Vj ⊆ R⊕m are open. By Lemma 1.43 ψ1(Uj) ⊆ D1 and
ψ2(Vj) ⊆ D2 are open for every j ∈ J . Then




is open for the product of the linear topologies on D1 and D2, as desired.
Lemma 1.45. D is a topological R-module for the linear topology.
Proof. The addition map D ⊕ D ! D is R-linear, therefore combining Corollary
1.42 and Lemma 1.44 gives us that addition on D is continuous.







whose horizontal arrows are the scalar multiplication maps. Let U ⊆ D be an open
set. The left vertical arrow is a continuous surjective open map by Lemma 1.43, thus
a quotient map. Then to show that ρ−1D (U) ⊆ R×D is open, we need to show that
(id×ψ)−1(ρ−1D (U)) ⊆ R×R⊕k is open. We know that
(id×ψ)−1(ρ−1D (U)) = ρ
−1(ψ−1(U))
and the conclusion follows because ψ is continuous and ρ is continuous due to
continuity of multiplication on R.
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For convenience, we generalize the result of Lemma 1.43 using a similar proof.
Lemma 1.46. Suppose that D1 and D2 are finitely generated R-modules equipped
with the linear topology. If f : D1 ↠ D2 is an R-linear surjection, then f is open.
Proof. Let U ⊆ D1 open. Let ψ : R⊕k ↠ D1 be an R-linear surjection. Then
f ◦ ψ : R⊕k ↠ D2
is an R-linear surjection as well. To show that f(U) ⊆ D2 is open, we need to show





Each x + U is open by Lemma 1.45, thus f−1(f(U)) ⊆ D1 is open. Since ψ is
continuous, the conclusion follows.
1.5 Completeness and a version of Nakayama Lemma
In this section, we state some results from commutative algebra that we will use in
the later chapters. We begin with a straightforward lemma about a situation when
taking completions commutes with taking tensor products.
Lemma 1.47. Let R be an arbitrary commutative ring, I an ideal of R and N an
I-adically complete R-module.
(i) If R is I-adically complete, then
N ⊗R lim −
m
M/ImM ≃ lim −
m
(N ⊗RM/ImM)
for any finite free R-module M .
(ii) If R is a complete DVR with uniformizer δ and I = δR, then
N ⊗R lim −
m
M/ImM ≃ lim −
m
(N ⊗RM/ImM)
for any finitely generated R-module M .
Proof. (i) Each of the involved functors is additive, therefore our claim reduces to
the case when M = R. The ring R is I-adically complete, hence
N ⊗R lim −
m
R/ImR ≃ N ⊗R R ≃ N.
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In addition, the module N is I-adically complete, which implies that
lim −
m
(N ⊗R R/ImR) ≃ lim −
m
N/ImN ≃ N.
(ii) Using the elementary divisor theorem and that limits are additive, it suffices
to check the case when M = R or M = R/δsR for s ∈ N≥1. When M = R, the
conclusion follows from part (i). When M = R/δsR for some s ∈ N≥1, we have that
δs+cM = 0 for every c ∈ N≥0, therefore lim −
m





N ⊗RM ≃ N ⊗RM and the conclusion follows.
In other words, Lemma 1.47 shows that M ⊗R N is I-adically complete under the
stated assumptions. We can also merely assume that R is Noetherian and that M is
finitely generated over R, if we additionally require that N is flat over R.
Lemma 1.48. Let R be a Noetherian ring and I an ideal of R. Suppose that M is
a finitely generated R-module. Suppose that N is a flat R-module which is I-adically
complete. Then M ⊗R N is I-adically complete.
Proof. We start with a short exact sequence
0 −! K −! R⊕ℓ −!M −! 0
where ℓ ∈ N≥1. By the flatness of N over R, the sequence
0 −! KN −! N
⊕ℓ −!MN −! 0
is exact where (−)N := −⊗R N . This induces the exact sequences
0 −! KN/(I
mN⊕ℓ ∩KN) −! N⊕ℓ/ImN⊕ℓ −!MN/ImMN −! 0
for every m ∈ N≥1. As the terms on the left satisfy the Mittag-Leffler property, the
sequence
0 −! lim −
m
KN/(I
mN⊕ℓ ∩KN) −! lim −
m




is exact. The ring R is Noetherian, therefore by the Artin-Rees Lemma, there exists
a c ∈ N≥0 such that
ImK ⊆ ImR⊕ℓ ∩K ⊆ Im−cK (1.4)
for all m ≥ c. Using the flatness of N over R, applying (−)N to (1.4), we obtain
that the natural maps
(ImK)N ↪−! (I
mR⊕ℓ ∩K)N ↪−! (Im−cK)N (1.5)
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Also, since (K/ImK)N ≃ KN/ImKN , we also know that ImKN is the kernel of
(1.6), hence both ImKN and (ImK)N are identified as submodules of N⊕ℓ. Similarly,
Im−cKN and (Im−cK)N are identified as submodules of N⊕ℓ.
Furthermore, since N is flat over R, we have that (ImR⊕ℓ ∩K)N is the kernel of the
map
N⊕ℓ −! (R⊕ℓ/ImR⊕ℓ ⊕R⊕ℓ/K)N . (1.7)
Using the isomorphism
(R⊕ℓ/ImR⊕ℓ ⊕R⊕ℓ/K)N ≃ N⊕ℓ/ImN⊕ℓ ⊕N⊕ℓ/KN ,
we also know that ImN⊕ℓ ∩KN is the kernel of (1.7), therefore (ImR⊕ℓ ∩K)N and
ImN⊕ℓ ∩KN are identified as submodules of N⊕ℓ. Using these identifications, the
embeddings in (1.5) become the inclusions
ImKN ⊆ ImN⊕ℓ ∩KN ⊆ Im−cKN .





















whose rows are exact. The middle arrow is bijective as N is I-adically complete,
therefore the natural map




is surjective. The Noetherianity of R allows us to redo the above argument for K to
show that the natural map




is surjective as well. Therefore using the snake lemma in (1.8) we conclude that its
right vertical arrow is bijective, in other words thatM⊗RN is I-adically complete.
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Another important fact is that the ideal adic completion of a flat module over a
Noetherian ring remains flat. This will be a consequence of [Sta18, Tag 0AGW]
whose statement we write here:
Lemma 1.49. Let R be a commutative ring and I an ideal of R. Let M be an
R-module. Assume that
1. I is finitely generated,
2. R/I is Noetherian,
3. M/IM is flat over R/I,
4. TorR1 (M,R/I) = 0.
Then the I-adic completion ˆ︁R is a Noetherian ring and the I-adic completion ˆ︂M is
flat over ˆ︁R.
Corollary 1.50. Let R be a Noetherian ring, I ⊴ R an ideal and M a flat R-module.
Then the I-adic completion ˆ︂M := lim −
m
M/ImM
is a flat R-module.
Proof. This is Theorem 0.1 in [Yek18]. Alternatively, the Noetherianity of R and the
flatness of M over R imply that the conditions of Lemma 1.49 are satisfied, which
shows that ˆ︂M is flat over ˆ︁R. We also know that ˆ︁R is flat over R by [Sta18, Tag
00MB], thus ˆ︂M ⊗R − ≃ ˆ︂M ⊗ ˆ︁R ( ˆ︁R⊗R −)
preserves injectivity.
We end this section with a useful version of Nakayama Lemma in the setting of
modules over adically complete rings whose proof is provided in Theorem 8.4 of
[Mat89]. Its main advantage is that it does not apriori require the module in question
to be finitely generated.
Lemma 1.51. Let R be a commutative ring, I an ideal of R and M an R-module.




If M/IM is finitely generated over R/I, then M is finitely generated over R. More
precisely, if x1, . . . , xℓ are in M such that their images x1, . . . , xℓ in M/IM generate




In this chapter we introduce the relevant categories for our thesis. One of them is the
category of continuous representations of the n-fold product of GL with coefficients
in OL. For the other category, we first define the coefficient ring A∆n in Section
2.1, while in Section 2.2 we explore some important properties of the quotient ring
A∆n/πA∆n . The ring A∆n comes equipped with an action of the n-fold product of
ΓL and with n partial Frobenius maps. The category of multivariable (φ,Γ)-modules
is the category of finitely generated modules over A∆n which are equipped with a
semilinear action of the n-fold product of ΓL and n semilinear partial Frobenius
maps. We will be particularly interested in the multivariable (φ,Γ)-modules that are
étale. Such modules additionally require that the linearized versions of the partial
Frobenii are isomorphisms.
In the definition of our category of multivariable (φ,Γ)-modules we do not impose
any continuity condition, as opposed to our category of Galois representations. In
Section 2.3 we introduce two relevant topologies on A∆n , hence by the theory of
Section 1.4 we obtain two topologies on a finitely generated A∆n-module, which
we will call the adic and the weak topology. In Section 2.5 we prove that if our
multivariable (φ,Γ)-module is étale, then the underlying action of the n-fold product
of ΓL is always continuous for the weak topology on our underlying multivariable
(φ,Γ)-module.
2.1 The rings A∆n and E∆n
For n ∈ N>0 we denote the set {1, . . . , n} by ∆n and we let Gi,L, Hi,L,Γi,L denote















For each i ∈ ∆n, we also fix a Frobenius power series ϕi(X) for π. Consider
the multivariable power series ring O+∆n := OLJX1, . . . , XnK and its localization
O∆n := O+∆n [X
−1
∆n





Further, we also consider the π-adic completion





OL/πmOLJX1, . . . , XnK[X−1∆n ].
This is a multivariable analog of the OL-algebra
AL := lim −
m
OL((X))/πmOL((X)) = lim −
m
OL/πmOL((X)).




1 . . . X
in
n








1 . . . X
in

















for some ci1,...,in,m ∈ OL. Then
ci1,...,in,m+1 − ci1,...,in,m ∈ πmOL
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1 . . . X
in
n . Then, given any m, there exists a sufficiently
small value of min(j1, . . . , jn) such that cj1,...,jn,m mod πmOL = 0. Then cj1,...,jn ∈
πmOL and our series satisfies the desired property.
Lemma 2.1. A∆n is a π-adically complete Noetherian ring.
Proof. The ring O+∆n is Noetherian by the Noetherianity of OL and the formal Hilbert
basis theorem. Therefore O∆n is Noetherian as well. By [Sta18, Tag 0316] A∆n is
then Noetherian and π-adically complete as well.
For i ∈ ∆n, we let
Ai := lim −
m
OL((Xi))/πmOL((Xi))
be a copy of AL whose free variable isXi. By Lemma 1.7.1 of [Sch17], Ai is a complete
DVR with uniformizer π, therefore [b]ϕi(Xi) ∈ A×i ∩XiOLJXiK for every b ∈ O×L . We























are well-defined OL-algebra endomorphisms, where aj, b ∈ O×L . Using the inclusions
Ai ⊆ A∆n , these maps enable us to define an action of Γ∆n,L on A∆n
Γ∆n,L ×A∆n −! A∆n
((σ1, . . . , σn), f) ↦−! (σ1, . . . , σn) · f := f ([χL(σ1)]ϕ1(X1), . . . , [χL(σn)]ϕn(Xn))
together with OL-algebra endomorphisms
φi : A∆n −! A∆n
f(X1, . . . , Xi, . . . , Xn) ↦−! f(X1, . . . , [π]ϕi(Xi), . . . , Xn)
for i ∈ ∆n, where σi ∈ Γi,L and f ∈ A∆n . We also call the endomorphisms φi the
partial Frobenius maps. The group action and the partial Frobenii commute with








denote the commutative monoid generated by Γi,L and the powers of φi. Then the
above group action and partial Frobenii give us a semilinear action of T+,∆n,L on
A∆n .
We have that A∆n/πA∆n ≃ O∆n/πO∆n ≃ κLJX1, . . . , XnK[X−1∆n ], so we denote






Proposition 2.2. (i) For all i ∈ ∆n, φi is injective on A∆n.
(ii) A∆n is a free φi(A∆n)-module with basis 1, Xi, . . . , X
q−1
i .
Proof. (i) The map φi is OL-linear, therefore it descends to an endomorphism of
A∆n/πmA∆n for all m ∈ N≥1. On A∆n/πA∆n ≃ E∆n the map φi becomes
φi : E∆n −! E∆n
f(X1, . . . , Xi, . . . , Xn) ↦−! f(X1, . . . , X
q
i , . . . , Xn)
which is clearly injective. As π is not a zero divisor on A∆n , we can inductively show
that φi induces an injective map on A∆n/πmA∆n for every m ≥ 1. By Lemma 2.1
we know that
A∆n ≃ lim −
m
A∆n/πmA∆n
and the conclusion follows.
(ii) Reformulating the statement, we want to show that A∆n with the A∆n-module




the claimed isomorphism is the map
A⊕q∆n −! A∆n






Our maps are OL-linear and note that modulo π the map becomes
E⊕q∆n −! E∆n















0 πmA∆n/πm+1A∆n A∆n/πm+1A∆n A∆n/πmA∆n 0
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whose vertical arrows are the ones induced by our map A⊕q∆n −! A∆n , it fol-
lows that the middle vertical arrow is bijective if the other two are. Using that










is bijective for every m ∈ N≥1. The result then follows by the π-adic completeness of
A∆n .
Given an A∆n-module M and i ∈ ∆n, we form the new A∆n-module A∆n ⊗φi,A∆n M
as an extension of scalars with the left factor A∆n considered as an A∆n-module over
itself through the endomorphism φi. This means that for a, b ∈ A∆n and x ∈M , we
have the relation aφi(b)⊗ x = a⊗ bx. An immediate consequence of Proposition 2.2
is the following.
Corollary 2.3. The functor A∆n ⊗φi,A∆n − from the category of A∆n-modules into
itself is exact.
We let φ :=
∏︂
i∈∆n
φi ∈ T+,∆n,L. Then φ(a) ≡ aq mod πA∆n for every a ∈ A∆n . Here
are some more useful computations involving the action of φ on A∆n .






Proof. Lemma 1.7.7 (ii) in [Sch17] shows that
φ2ji (Xi) ∈ X
j
iOLJXiK + πjXiOLJXiK
for every i ∈ ∆n. Taking the product of these inclusions immediately proves the
claim.








Proof. Because φi(Xi) is a Frobenius power series for π, we can write
φi(Xi)
Xi
= Xq−1i + πFi(Xi)
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+ πmG(X1, . . . Xn)
































Lemma 2.6. Let i ∈ ∆n and suppose that φi(Xi) = Xqi + πXiFi(Xi) for some






































































revert each other in Ai/πjAi.
2.2 Properties of E∆n
In this section we explore some properties of the ring E∆n and of certain finitely
generated modules over E∆n . For n = 1, the ring E∆n is identified with the field
κL((X)). When n ≥ 2, it is no longer true that E∆n is a field and this is when our
next results become relevant.
Lemma 2.7. E∆n is a Noetherian ring of finite global dimension.
Proof. By Lemma 2.1 it follows that E∆n ≃ A∆n/πA∆n is a Noetherian ring. The
ring E+∆n = κLJX1, . . . , XnK is a regular local ring of Krull dimension n, in particular
it is a regular ring. Therefore E∆n is also regular, being a localization of a regular
ring. The Krull dimension of E∆n is finite, being a localization of a ring of finite
Krull dimension. The global dimension of E∆n is then finite as well because it agrees
with its Krull dimension by regularity.
Remark 2.8. One can further show that the Krull dimension dimE∆n of the ring
E∆n equals n− 1. Indeed, since E+∆n is a local ring of dimension n and X∆n belongs
to the unique maximal ideal (X1, . . . , Xn)E+∆n of E
+
∆n
, it follows that
dimE∆n ≤ n− 1.
For the reverse inequality, we need to show that there exists a prime ideal in
Spec(E+∆n) of height n− 1 which does not contain X∆n . We start with the ideal p =
(X1, . . . , Xn−1)E
+
∆n
of height n−1 in E+∆n . Consider the κL-linear ring automorphism
of E+∆n that fixes Xn and maps Xi to Xi +Xn for all 1 ≤ i ≤ n− 1. Then the image
of p under this automorphism




is a prime ideal of E+∆n of height n− 1 as well. It does not contain Xn, else it would
contain X1, . . . , Xn−1 as well, meaning that




contradicting that ht q = n − 1 and ht(X1, . . . , Xn)E+∆n = n. It does not contain
any Xi for 1 ≤ i ≤ n− 1, else it would also contain Xn, which was ruled out above.
Therefore X∆n /∈ q, hence q is then our desired prime ideal.
Let us explore the action of Γ∆n,L on E∆n in more detail. The crucial lemma that
will allow us to overcome the majority of the technical difficulties caused by working
over the ring E∆n for n > 1 is the following generalization of Lemma 2.1 in [Záb18a].
Lemma 2.9. The only non-zero Γ∆n,L-invariant ideal of E∆n is E∆n.
Proof. Step 1 : We reduce to the case when ϕn(t) = πt+ tq. We let ϕ(t) = πt+ tq
and consider the κL-linear ring homomorphism
ρ : E∆n −! E∆n
mapping Xn to [1]ϕn,ϕ(Xn) and leaving the other variables unchanged (the element 1
can be replaced by any unit in OL). Then ρ is Γ∆n,L-equivariant if on the left hand
side E∆n is equipped with our previously defined Γ∆n,L-action, while on the right
hand side σ ∈ Γn,L maps Xn to [χL(σ)]ϕ(Xn) instead and leaves the other variables
unchanged, while the action of the other components of Γ∆n,L remains the same as
the previously defined one. Indeed, if χL(σ) = a ∈ OL for σ ∈ Γn,L, then
ρ(σ ·Xn) = ρ([a]ϕn(Xn)) = [a]ϕn([1]ϕn,ϕ(Xn))
= [a]ϕn,ϕ(Xn) = [1]ϕn,ϕ([a]ϕ(Xn))
= σ · ρ(Xn)
by Lemma 1.25. From Lemma 1.25 we also know that
[1]ϕ,ϕn([1]ϕn,ϕ(t)) = [1]ϕ(t) = t = [1]ϕn(t) = [1]ϕn,ϕ([1]ϕ,ϕn(t)).
Therefore ρ is an automorphism of E∆n which preserves the nonzero Γ∆n,L-invariant
ideals on both sides. Hence from now on we may assume that ϕn is equal to ϕ.






for bi,ℓ ∈ OL. By Lemma 0.1 of [GK20] we know that bi,ℓ = 0 whenever i−1 /∈ (q−1)N.


















[ζℓ]ϕ(t) ∈ t+ t
qℓκLJtq−1K×. (2.2)
For that, more generally we show that
• bqr,ℓ ∈ πℓ−rO×L for 1 ≤ r ≤ ℓ, and (2.3)
• bk(q−1)+1,ℓ ∈ πℓ−rOL for
qr − 1
q − 1
≤ k < q
r+1 − 1
q − 1
and 1 ≤ r ≤ ℓ− 1. (2.4)
We do so by iterating r. For the case r = 1, by checking the coefficient of tq in both





(ζℓ − 1)(ζℓ + ζ2ℓ + . . .+ ζ
q−1
ℓ )




ℓ + . . .+ ζ
q−1
ℓ )
(π − 1)(1 + π + . . . πq−2)
∈ πℓ−1O×L
where we used that ζℓ + ζ2ℓ + . . .+ ζ
q−1
ℓ ≡ q − 1 mod πOL. Thus (2.3) is proven for
r = 1.
To check (2.4) for r = 1, we suppose that ℓ ≥ 2, else the condition 1 ≤ r ≤ ℓ− 1 is
not satisfied. By (2.3) for r = 1, we already showed that (2.4) holds for r = k = 1,
so let 2 ≤ k < q + 1. Suppose that we have shown that bk0(q−1)+1,ℓ ∈ πℓ−1OL for all
1 ≤ k0 < k. We compute the coefficient of tk(q−1)+1 in both sides of (2.1).






πbk(q−1)+1,ℓ. Also, we claim that the desired coefficient in(︁
ζℓt+ bq,ℓt
q + . . .+ b(k−1)(q−1)+1,ℓt
(k−1)(q−1)+1)︁q
equals qζq−1ℓ b(k−1)(q−1)+1,ℓ + π
ℓc for some c ∈ OL. Indeed, to obtain a term with the
desired power of t in(︁
ζℓt+ bq,ℓt
q + . . .+ b(k−1)(q−1)+1,ℓt
(k−1)(q−1)+1)︁q ,




In the first case we obtain a coefficient term divisible by π2(ℓ−1) by the induction
hypothesis on k, and thus divisible by πℓ since ℓ ≥ 2. In the second case, from the
multinomial expansion we obtain the coefficient term qζq−1ℓ b(k−1)(q−1)+1,ℓ. Because
πℓ−1|b(k−1)(q−1)+1,ℓ by our induction hypothesis for k and since π|q, for the desired
coefficient we can also write
qζq−1ℓ b(k−1)(q−1)+1,ℓ + π
ℓc = πℓc′
for some c′ ∈ OL.
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For the right hand side, the desired coefficient in bj(q−1)+1,ℓ(πt+ tq)j(q−1)+1 equals(︃





when 1 ≤ j ≤ k and 0 otherwise. Overall the desired coefficient in the right hand





















for some c′′ ∈ OL. In the last equality we used that jq + 1− k ≥ q + 1− k ≥ 1 and





and thus (2.4) holds for r = 1.
Suppose that r > 1 and that (2.3) and (2.4) hold for all 1 ≤ r0 < r. We now show
that these hold for r as well. We start by showing that bqr,ℓ ∈ πℓ−rO×L , for which we
compute the coefficient of tqr in both sides of (2.1).






We now compute the coefficient of tqr in
(︁
ζℓt+ bq,ℓt
q + . . .+ bqr−(q−1),ℓt
qr−(q−1))︁q. We
claim the desired coefficient in the last expression equals
qζq−1ℓ bqr−(q−1),ℓ + π
ℓ−r+2d
for some d ∈ OL. Indeed, to obtain a term with the desired power of t in(︁
ζℓt+ bq,ℓt
q + . . .+ bqr−(q−1),ℓt
qr−(q−1))︁q ,
one needs to either factor at least two terms with a power of t larger than 1 or take
(ζℓt)
q−1bqr−(q−1),ℓt
qr−(q−1). In the first case, by the induction hypothesis we obtain
a coefficient term divisible by π2(ℓ−r+1) and thus divisible by πℓ−r+2 since ℓ ≥ r.
In the second case, from the multinomial expansion we obtain the coefficient term
qζq−1ℓ bqr−(q−1),ℓ. Because π
ℓ−r+1|bqr−(q−1),ℓ by the induction hypothesis and since π|q,
for the desired coefficient we can also write
qζq−1ℓ bqr−(q−1),ℓ + π
ℓ−r+2d = πℓ−r+2d′
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for some d′ ∈ OL.
For the right hand side, the desired coefficient in bj(q−1)+1,ℓ(πt+ tq)j(q−1)+1 equals(︃










q−1 ≤ j ≤
qr−1
q−1 and 0 otherwise. Therefore the desired coefficient in the































= bqr−1,ℓ + π
ℓ−r+2d′′ + bqr,ℓπ
qr
for some d′′ ∈ OL. In the last equality, we used that jq + 1 − q
r−1
q−1 ≥ 1 and
bj(q−1)+1,ℓ ∈ πℓ−r+1OL for q
r−1−1
q−1 < j <
qr−1
q−1 by the induction hypothesis of (2.4) for






from the assumption that bqr−1,ℓ ∈ πℓ−r+1O×L and (2.3) is proven.
Now, let us show that (2.4) holds. If ℓ = r, then the inequality in the condition of
(2.4) is not satisfied and there is nothing to prove, so suppose that ℓ > r. By the




q−1 < k <
qr+1−1
q−1 .
Suppose that we have shown that bk0(q−1)+1,ℓ ∈ πℓ−rOL for all
qr−1
q−1 ≤ k0 < k. Again,
we compute the coefficient of tk(q−1)+1 in both sides of (2.1).






πbk(q−1)+1,ℓ. We now compute the coefficient of tk(q−1)+1 in(︁
ζℓt+ bq,ℓt
q + . . .+ b(k−1)(q−1)+1,ℓt
(k−1)(q−1)+1)︁q .
We claim the desired coefficient in the last expression equals
qζq−1ℓ b(k−1)(q−1)+1,ℓ + π
ℓ−r+1c
for some c ∈ OL. Indeed, to obtain a term with the desired power of t in(︁
ζℓt+ bq,ℓt
q + . . .+ b(k−1)(q−1)+1,ℓt
(k−1)(q−1)+1)︁q ,
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In the first case we obtain a term divisible by π2(ℓ−r) and thus divisible by πℓ−r+1 since
ℓ > r. In the second case, from the multinomial expansion we obtain the coefficient
term qζq−1ℓ b(k−1)(q−1)+1,ℓ. Because π
ℓ−r|b(k−1)(q−1)+1,ℓ by the induction hypothesis for
k and since π|q, for the desired coefficient we can also write
qζq−1ℓ b(k−1)(q−1)+1,ℓ + π
ℓ−r+1c = πℓ−r+1c′
for some c′ ∈ OL.
For the right hand side, the desired coefficient in bj(q−1)+1,ℓ(πt+ tq)j(q−1)+1 equals(︃







⌉ ≤ j ≤ k and 0 otherwise. Therefore the desired coefficient in the right


































for some c′′ ∈ OL. Indeed, in the above sum we have that jq + 1 − k > 0 unless










When jq + 1− k > 0 we have that π|πjq+1−k, while πℓ−r|bj(q−1)+1,ℓ by the induction
hypothesis. When k−1
q




















and thus (2.4) is proven.
Step 3 : We generalize (2.2) to arbitrary powers of t. We claim that
ζℓ · tup
e ∈ tupe + t(u+qℓ−1)peκLJtK× (2.5)
where e ∈ N, u ∈ Z is coprime to p and ζℓ · tup
e denotes the action of ζℓ on tup
e . By
(2.2) we have that
[ζℓ]ϕ(t) ∈ t+ bqℓ,ℓt
qℓ + tq
ℓ+q−1κLJtK
where bqℓ,ℓ := bqℓ,ℓ mod πOL. Therefore
ζℓ · tu = (t+ bqℓ,ℓtq
ℓ
+ . . .)u ∈ tu + ubqℓ,ℓtu+q
ℓ−1κLJtK× = tu + tu+q
ℓ−1κLJtK×
where the last equality holds by our assumption about u and because bqℓ,ℓ ∈ κ×L by
(2.3). Raising this further to the power of pe we obtain (2.5), as desired.
Step 4 : The rest of the proof is analogous to the one of Lemma 2.2 in [Záb18a].
Let I be a non-zero ideal in E∆n stable under the action of Γ∆n,L. We show that
I = E∆n by induction on the number of variables. When n = 1, the ring E∆n is a
field and the statement becomes trivial, so assume that n ≥ 2.
Let J = I ∩ E+∆n . Multiplying a nonzero element of I by a suitable monomial, we
obtain that J is a nonzero ideal of E+∆n . Furthermore, by Krull’s intersection theorem
the ideal J is a closed subset of E+∆n , if we equip the latter with the (X1, . . . , Xn)-adic
topology. Let




n ∈ J with gj ∈ E+∆n−1 such that g0 = ˜︁g}.







of J where hj ∈ E+∆n−1 , such that h0 ̸= 0 and for every j > 0 we either have hj = 0







of J where gj ∈ E+∆n−1 and g0 ̸= 0. If g satisfies the desired property for h then we are









where g′j ∈ E+∆n−1 , with g
′
0 = gk and take g′′ = g − Xkng′ ∈ J . One can continue
eliminating the positive powers of Xn whose coefficients lie in J0 − {0} and use that
the ideal J is closed for the (X1, . . . , Xn)E+∆n-adic topology to obtain the desired
element h.
If hj = 0 for all j > 0, then h = h0 ∈ E+∆n−1 − {0}. Therefore I ∩E∆n−1 is a nonzero
Γ∆n−1,L-invariant ideal of E∆n−1 . Then by the induction hypothesis 1 ∈ I∩E∆n−1 ⊆ I
and we are done.
Else, consider the non-empty set S = {j ∈ N≥1 : hj ̸= 0}. For j ∈ S write
j = u(j)pr(j)
where u(j) and r(j) are non-negative integers such that u(j) and p are coprime.
Consider the following total order on the elements of S: for j = u(j)pr(j) and
j′ = u(j′)pr(j
′) in S we write j ≺ j′ if r(j) < r(j′) or if r(j) = r(j′) and u(j) < u(j′).
Let j0 be the smallest element of S with respect to ≺.
For ℓ > 0 let θℓ,n be the κL-linear ring automorphism of E∆n that maps Xn to












u(j) + qℓ − 1
)︁
pr(j).
We now choose an appropriate ℓ such that(︁








holds for all j ∈ S − {j0}. We claim that for ℓ > 0 large enough such that
qℓ − 1 > u(j0)
p− 1
is true, the inequality (2.6) holds. Indeed, note that for j ∈ S − {j0} we either
have that r(j0) < r(j) or that r(j0) = r(j) and u(j0) < u(j). If r(j0) = r(j) and
u(j0) < u(j) the inequality (2.6) is clear. If r(j0) < r(j) then(︁






pr(j) ≥ (qℓ − 1)pr(j0)+1
















n (θℓ,n(h) − h) ∈ J the terms for which the power of Xn is
zero add up to a κ×L -multiple of hj0 , contradicting that hj0 /∈ J0.
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A first application of Lemma 2.9 will be to show that finitely generated modules
over E∆n admitting a semilinear Γ∆n,L-action are projective. For proving this we
need one more result that shows that E∆n regarded as a module over itself, admits
an injective resolution whose objects admit a semilinear Γ∆n,L-action and whose
morphisms are Γ∆n,L-equivariant. The proof is identical to the one of Lemma 2.1 in
[Záb18b].







−! . . .
such that I i admits a semilinear Γ∆n,L-action for each i ≥ 0 and every morphism
is Γ∆n,L-equivariant. Moreover, the resolution can be chosen so that I i is a torsion
module for all i ≥ 1.
Proof. More generally, consider the Cousin complex of R-modules associated to an
arbitrary commutative Noetherian ring R defined as follows.


















denotes the image of r ∈ R in the localized ring Rp. The map d−1 is well
defined because a Noetherian ring has finitely many minimal prime ideals, which
means that the set H0(R) is finite.
For i ≥ 1, define recursively I i(R) :=
⨁︂
p∈Hi(R)
(coker di−2)p and I i−1(R)
di−1
−−! I i(R) to
be the composition of




where the first arrow is the natural projection map, and the second one maps








. By a repeated application of Proposition 2.5 (iii) of
[Sha69] we obtain that
Supp(coker di−2) = {p ∈ Spec(R) : ht(p) ≥ i}
and Proposition 2.2 of [Sha69] implies that the second arrow is well defined.
In the case when R = E∆n , let I i := I i(E∆n). Since each element of Γ∆n,L induces
an automorphism on E∆n leaving invariant the height of the primes, it is easy to
check that Γ∆n,L acts on each I i semilinearly and that the differential maps are
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Γ∆n,L-equivariant. By Theorem 5.4 of [Sha69] the Cousin complex of a Noetherian
ring is an injective resolution if the ring is Gorenstein. By Lemma 2.7 E∆n is such,
since it is regular.
For the last statement of the lemma one can more generally show that I i(R) is a
torsion module for any Gorenstein integral domain R for all i ≥ 1. By Corollary 5.5
of [Sha69]
(coker di−2)p ≃ ER(R/p)
for all p ∈ Hi(R) and i ≥ 0, where by convention d−2 is the arrow 0 ! R in our






for all i ≥ 0. Because R is an integral domain, it suffices to show that ER(R/p) is a
torsion R-module for each p ∈ Hi(R) for all i ≥ 1.
Since ER(R/p) is an injective hull of R/p in R-Mod, it means that R/p may be
identified with an essential submodule of ER(R/p). Let x be a non-zero element of
ER(R/p). Then Rx is a nonzero R-submodule of ER(R/p) therefore (R/p)∩Rx ̸= 0.
This implies that ER(R/p)/(R/p) is a torsion R-module. Since R/p is a torsion
R-module when ht(p) > 0 the conclusion follows because R is an integral domain.
We can finally show the projectivity of finitely generated modules over E∆n admitting
a semilinear Γ∆n,L-action exactly as in the proof of Lemma 2.2 of [Záb18b].
Lemma 2.11. Suppose that D is a finitely generated module over E∆n equipped with
a semilinear action of Γ∆n,L. Then D is a projective E∆n-module.
Proof. The ring E∆n has finite global dimension by Lemma 2.7, therefore D has finite
projective dimension m. Suppose that D is not projective, meaning that m > 0. By
Lemma 4.16 of [Wei94], we know that ExtiE∆n (D,M) = 0 for all i > m and all E∆n-




Consider a short exact sequence of E∆n-modules
0! K ! E⊕S∆n !M0 ! 0.








and therefore ExtmE∆n (D,E
⊕S
∆n
) ̸= 0. Since E∆n is a Noetherian ring and D is a
finitely generated E∆n-module, the functor Ext
m
E∆n
(D,−) commutes with filtered
colimits and it follows that
ExtmE∆n (D,E∆n) ̸= 0. (2.7)
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−! . . .
of E∆n from Lemma 2.10 where I i is a torsion E∆n-module for every i ≥ 1. Consid-
ering the induced complex
0! HomE∆n (D,E∆n)
d−1∗−−! HomE∆n (D, I
0)
d0∗−! HomE∆n (D, I
1)
d1∗−! . . .
we have that ExtmE∆n (D,E∆n) ≃ ker d
m
∗ / im d
m−1
∗ . Both D and I i admit a semilinear
Γ∆n,L-action, therefore so does HomE∆n (D, I
i) for all i ≥ 0 if we define
(σφ)(y) := σ(φ(σ−1(y))),
for all φ ∈ HomE∆n (D, I
i), σ ∈ Γ∆n,L and y ∈ D. Moreover, this action makes
di∗ a Γ∆n,L-equivariant map for all i ≥ 0. In particular Γ∆n,L acts semilinearly on
ExtmE∆n (D,E∆n).
Since D is finitely generated and E∆n is a domain, it follows that every element of
HomE∆n (D, I
m) is torsion since Im is a torsion module. Therefore ExtmE∆n (D,E∆n)
is a torsion module as well. Since D is finitely generated and E∆n is Noetherian,
using a resolution of D consisting of finitely generated free E∆n-modules shows




torsion module it has a nonzero global annihilator ideal J . But J must also be
a Γ∆n,L-invariant ideal of E∆n . By Lemma 2.9 it follows that J = E∆n and thus
ExtmE∆n (D,E∆n) = 0, contradicting (2.7).
In Lemma 2.3 of [Záb18b] it is shown that a finitely generated projective module
over FpJX1, . . . , XnK[X−1∆n ] is automatically stably free. The proof remains the same
if we replace Fp with κL.
Lemma 2.12. Every finitely generated projective module over E∆n is stably free.
2.3 The topologies
In the one variable case the ring EL is equipped with the X-adic topology, that
is the topology for which the sets XℓκLJXK form a fundamental system of open
neighbourhoods of zero for ℓ ∈ Z. The lift of this topology to AL, for which the
sets XℓOLJXK + πmAL form a fundamental system of open neighbourhoods of zero
for ℓ ∈ Z and m ∈ N, is the topology considered in [Sch17] on the objects of the
relevant category of modules. We will generalize this topology in two ways in the
multivariable case and we will later see what purposes each of them serve.
Our first generalization of the X-adic topology in the multivariable case is the
topology on E∆n for which the sets y + Xℓ∆nE
+
∆n
form a fundamental system of
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open neighbourhoods of y ∈ E∆n for ℓ ∈ Z. We call this topology on E∆n the adic
topology.
For a lift to A∆n , consider the topology for which the sets
(z + Uℓ,m)ℓ∈Z,m∈N







We call this topology on A∆n the adic topology as well. The theory of Section 1.4
applies after we prove the following lemma.
Lemma 2.13. The ring A∆n is a topological ring for the adic topology.
Proof. Let y, z ∈ A∆n . For the open neighbourhood y + z + Uℓ,m of y + z note that
y + Uℓ,m + z + Uℓ,m ⊆ y + z + Uℓ,m
since Uℓ,m is closed under addition, therefore addition is continuous on A∆n . For
multiplication, consider an open neighbourhood yz + Uℓ,m of yz for some ℓ,m ∈ N.
Using the Laurent series description of A∆n , we can write y = y1 + πmy2 and
z = z1 + π
mz2 where y1, z1 ∈ X−ℓ1∆n O
+
∆n
for some ℓ1 ∈ N and y2, z2 ∈ A∆n . We then
have that

















and similarly zUℓ+ℓ1,m ⊆ Uℓ,m. Furthermore, we also have the inclusion
Uℓ+ℓ1,mUℓ+ℓ1,m ⊆ Uℓ,m
since ℓ, ℓ1,m ≥ 0. Therefore
(y + Uℓ+ℓ1,m)(z + Uℓ+ℓ1,m) ⊆ yz + Uℓ,m + Uℓ,m + Uℓ,m = yz + Uℓ,m,
meaning that multiplication is continuous on A∆n , as desired.
Definition 2.14. For a finitely generated A∆n-module, we call its linear topology
the adic topology when A∆n is regarded as a topological ring equipped with the adic
topology.
Our second generalization of the X-adic topology in the multivariable case is the
topology on E∆n for which the sets y + E∆n,ℓ form a fundamental system of open











for ℓ ∈ Z. We call this topology on E∆n the weak topology.
For a lift to A∆n , consider the topology for which the sets
(z + Vℓ,m)ℓ∈Z,m∈N
form a fundamental system of open neighbourhoods of z ∈ A∆n , where






X i11 . . . X
in
n O+∆n .
We call this topology on A∆n the weak topology as well. The theory of Section 1.4
applies for this topology as well after we prove the following lemma.
Lemma 2.15. The ring A∆n is a topological ring for the weak topology.
Proof. Let y, z ∈ A∆n . For the open neighbourhood y + z + Vℓ,m of y + z note that
y + Vℓ,m + z + Vℓ,m ⊆ y + z + Vℓ,m
since Vℓ,m is closed under addition, therefore addition is continuous on A∆n . For
multiplication, consider an open neighbourhood yz + Vℓ,m of yz for some ℓ,m ∈ N.
Using our the Laurent series description of A∆n , we can write y = y1 + πmy2 and
z = z1 + π
mz2 where y1, z1 ∈ (O∆n)−ℓ1 for some ℓ1 ∈ N and y2, z2 ∈ A∆n . We then
have that
yVℓ+ℓ1,m = (y1 + πmy2) ((O∆n)ℓ+ℓ1 + πmA∆n)
⊆ y1(O∆n)ℓ+ℓ1 + πmA∆n
⊆ (O∆n)ℓ+ℓ1−ℓ1 + πmA∆n
= Vℓ,m
and similarly zVℓ+ℓ1,m ⊆ Vℓ,m. Furthermore, we also have the inclusion
Vℓ+ℓ1,mVℓ+ℓ1,m ⊆ Vℓ,m
since ℓ, ℓ1,m ≥ 0. Therefore
(y + Vℓ+ℓ1,m)(z + Vℓ+ℓ1,m) ⊆ yz + Vℓ,m + Vℓ,m + Vℓ,m = yz + Vℓ,m,
meaning that multiplication is continuous on A∆n , as desired.
Definition 2.16. For a finitely generated A∆n-module, we call its linear topology
the weak topology when A∆n is regarded as a topological ring equipped with the weak
topology.
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2.4 The categories and statement of the goal
Given a finitely generated OL-module T , one can equip it with the π-adic topology,
that is the topology for which the sets (πmT )m∈N>0 form a fundamental system of
open neighbourhoods of zero. This topology on T coincides with the linear topology
described in Section 1.4 for R = OL with the π-adic topology.
We can now define the first category of interest to us.
Definition 2.17. A continuous OL-representation of G∆n,L is a finitely generated
OL-module T equipped with an OL-linear action
G∆n,L × T −! T
which is continuous with respect to the π-adic topology on T . A morphism between
two such representations is a G∆n,L-equivariant OL-linear map.
Let RepOL(G∆n,L) denote the category of continuous OL-representations of G∆n,L.
For n = 1, we obtain the category RepOL(GL) of continuous representations of GL
with coefficients in OL.
Lemma 2.18. The category RepOL(G∆n,L) is abelian and the forgetful functor into
the category of OL-modules is exact.
Proof. Let T1 and T2 be two objects in RepOL(G∆n,L). Consider the direct sum
T1⊕T2 equipped with the diagonal action of G∆n,L. Because T1 and T2 are continuous,
the map
G∆n,L × (T1 ⊕ T2)! T1 ⊕ T2
(σ, (v1, v2)) ↦! (σ(v1), σ(v2))
is continuous when T1 ⊕ T2 is equipped with the product of the π-adic topologies
of T1 and T2. By Lemma 1.44 this topology coincides with the π-adic topology of
T1 ⊕ T2. Clearly T1 ⊕ T2 is finitely generated over OL and therefore RepOL(G∆n,L)
has binary products and coproducts which coincide with each other.
Let f ∈ MorRepOL (G∆n,L)(T1, T2). We are left to show that ker(f) and coker(f) formed
in the category of OL-modules are in fact objects of RepOL(G∆n,L). The equivariance
of f implies that both admit an OL-linear action of G∆n,L.
As T1 is finitely generated over OL, note that ker(f) must also be finitely generated
over OL by Noetherianity. The action of G∆n,L on ker(f) is continuous for the
subspace topology of the π-adic topology on T1. This subspace topology coincides
with the π-adic topology on ker(f) by the Artin-Rees lemma.
Note that coker(f) is finitely generated over OL because T2 is so. The action of
G∆n,L on coker(f) is continuous for the quotient topology of the π-adic topology
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of T2. This topology coincides with the π-adic topology on coker(f) by Lemma
1.46.
Remark 2.19. Let T be an object in RepOL(G∆n,L). For m ∈ N>0, multiplication
by πm is an endomorphism of T in RepOL(G∆n,L), therefore by Lemma 2.18 we also
have that πmT, T/πmT and T [πm] are in RepOL(G∆n,L) as well, where the latter
denotes the set of elements of T annihilated by πm. Because T is finitely generated
over OL, we know that the set of torsion elements of T denoted T tor, equals T [πm]
for a large enough m ∈ N>0. Therefore T tor is in RepOL(G∆n,L) as well.
When we try to prove a statement regarding a representation of G∆n,L with coeffi-
cients in OL, a common strategy is to reduce the statement to the case when the
representation is annihilated by a power of π. An important fact that helps us
achieve this is the following.
Proposition 2.20. Let T be an object in RepOL(G∆n,L). Then lim −
m≥1
T/πmT exists
in RepOL(G∆n,L) and the natural map
T ! lim −
m≥1
T/πmT
is an isomorphism in RepOL(G∆n,L).
Proof. Let S ∈ RepOL(G∆n,L) together with G∆n,L-equivariant OL-linear maps
(fm : S ! T/π
mT )m≥1
that are compatible with the transition maps. In the category of OL-modules
lim −
m≥1
T/πmT exists and the result of [Sta18, Tag 0316] shows that the natural map
from T into lim −
m≥1
T/πmT is an isomorphism of OL-modules since OL is a π-adically
complete Noetherian ring and T is finitely generated over OL. Alternatively, this
can also be seen from the classification of finitely generated modules over a DVR
and the completeness of OL.
Thus, there exists a unique OL-linear map f : S ! T making all the relevant
diagrams commute. Let y ∈ S, σ ∈ G∆n,L and prm : T ! T/πmT be the projection
map for m ∈ N≥1. Then for every m ∈ N≥1 we have that
prm(f(σ(y))) = fm(σ(y)) = σ(fm(y)) = σ(prm(f(y))) = prm(σ(f(y)))
where the second equality is due to the G∆n,L-equivariance of fm. Using the π-adic
completeness of T in the category of OL-modules, it follows that f(σ(y)) = σ(f(y)),





We now introduce the second category of interest to us.
Definition 2.21. A (φ∆n ,Γ∆n,L)-module over A∆n is a finitely generated module D
over A∆n equipped with a semilinear action of T+,∆n,L. It is called étale if for each
i ∈ ∆n, the linearized map
φlini : A∆n ⊗φi,A∆n D −! D
a⊗ d ↦−! aφi(d)
is an isomorphism.
Definition 2.22. A morphism between two (φ∆n ,Γ∆n,L)-modules over A∆n is an
A∆n-linear map which commutes with the action of T+,∆n,L on both modules.
Let Modét(φ∆n ,Γ∆n,L,A∆n) denote the category of étale (φ∆n ,Γ∆n,L)-modules over
A∆n . For n = 1, up to a continuity condition we obtain the category Modét(φL,ΓL,AL)
of étale (φL,ΓL)-modules over AL from [Sch17]. We explore the continuity condition
in more detail in Section 2.5.
Example 2.23. The ring A∆n considered as a module over itself with the action of
T+,∆n,L defined in Section 2.1 is in Modét(φ∆n ,Γ∆n,L,A∆n). Indeed, for i ∈ ∆n the
maps
A∆n ⊗φi,A∆n A∆n −! A∆n
a⊗ b ↦−! aφi(b)
and
A∆n −! A∆n ⊗φi,A∆n A∆n
a ↦−! a⊗ 1
are well defined A∆n-linear maps which revert each other.
Lemma 2.24. The category Modét(φ∆n ,Γ∆n,L,A∆n) is abelian and the forgetful
functor into the category of A∆n-modules is exact.
Proof. Suppose thatD1 andD2 are objects in Modét(φ∆n ,Γ∆n,L,A∆n). ThenD1⊕D2
has the structure of an étale (φ∆n ,Γ∆n,L)-module over A∆n if we define
τ(d1, d2) := (τ(d1), τ(d2))
for every d1 ∈ D1, d2 ∈ D2, τ ∈ T+,∆n,L. Indeed, the module D1 ⊕ D2 is finitely
generated over A∆n and the action of every τ ∈ T+,∆n,L is well defined and semilinear.
We are left to show that the map
φlini : A∆n ⊗φi,A∆n (D1 ⊕D2) −! D1 ⊕D2
a⊗ (d1, d2) ↦−! a(φi(d1), φi(d2))
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is bijective for all i ∈ ∆n. For this we consider the maps
f : A∆n ⊗φi,A∆n (D1 ⊕D2) −! (A∆n ⊗φi,A∆n D1)⊕ (A∆n ⊗φi,A∆n D2)





: (A∆n ⊗φi,A∆n D1)⊕ (A∆n ⊗φi,A∆n D2) −! D1 ⊕D2
(a1 ⊗ d1, a2 ⊗ d2) ↦−! a1φi(d1)⊗ a2φi(d2).
Then φlini = (φlini,D1 ⊕ φ
lin
i,D2
) ◦ f . The map f is well defined, because
f(φi(b)a⊗ (d1, d2)) = (φi(b)a⊗ d1, φi(b)a⊗ d2)
= (a⊗ bd1, a⊗ bd2)
= f(a⊗ b(d1, d2))
holds for every a, b ∈ A∆n , d1 ∈ D1 and d2 ∈ D2. The map
f̃ : (A∆n ⊗φi,A∆n D1)⊕ (A∆n ⊗φi,A∆n D2) −! A∆n ⊗φi,A∆n (D1 ⊕D2)
(a1 ⊗ d1, a2 ⊗ d2) ↦! a1 ⊗ (d1, 0) + a2 ⊗ (0, d2)
reverts f and is well defined because
f̃(φi(b1)a1 ⊗ d1, φi(b2)a2 ⊗ d2) = φi(b1)a1 ⊗ (d1, 0) + φi(b2)a2 ⊗ (0, d2)
= a1 ⊗ (b1d1, 0) + a2 ⊗ (0, b2d2)
= f̃(a1 ⊗ b1d1, a2 ⊗ b2d2)
holds for all a1, a2, b1, b2 ∈ A∆n , d1 ∈ D1 and d2 ∈ D2. Therefore f is a bijection
and by the étale property of D1 and D2, φlini,D1 ⊕ φ
lin
i,D2
is a bijection as well. As
φlini is a composition of two bijections, it must be a bijection as well. Therefore
Modét(φ∆n ,Γ∆n,L,A∆n) has binary products and coproducts which coincide with
each other.
Let g : D1 ! D2 be a morphism of étale (φ∆n ,Γ∆n,L)-modules over A∆n . We are left
to show that ker(g) and coker(g) formed in the category of A∆n-modules are in fact
objects of Modét(φ∆n ,Γ∆n,L,A∆n). The Noetherianity of A∆n implies that ker(g) is
finitely generated over A∆n and coker(g) is also finitely generated over A∆n , being
a quotient of D2. Also, clearly both ker(g) and coker(g) admit a semilinear action




A∆n ⊗φi,A∆n ker(g) ker(g)
A∆n ⊗φi,A∆n D1 D1
A∆n ⊗φi,A∆n D2 D2








whose left column is exact by Corollary 2.3. The two middle horizontal arrows are
isomorphisms by the étale property of D1 and D2, therefore the top and bottom
horizontal arrows also have to be isomorphisms and the conclusion follows.
Remark 2.25. Let D be an object in Modét (φ∆n ,Γ∆n,L,A∆n). For m ∈ N>0, mul-
tiplication by πm is an endomorphism of D in Modét (φ∆n ,Γ∆n,L,A∆n), therefore by
Lemma 2.24 we also have that πmD,D/πmD andD[πm] are in Modét (φ∆n ,Γ∆n,L,A∆n)
as well.
We have the following counterpart of Proposition 2.20 in the category Modét (φ∆n ,Γ∆n,L,A∆n).
Proposition 2.26. Let D be an object in Modét(φ∆n ,Γ∆n,L,A∆n). Then lim −
m≥1
D/πmD
exists in Modét(φ∆n ,Γ∆n,L,A∆n) and the natural map
D ! lim −
m≥1
D/πmD
is an isomorphism in Modét(φ∆n ,Γ∆n,L,A∆n).
Proof. In the category of A∆n-modules lim −
m≥1
D/πmD exists and the result of [Sta18,
Tag 00MA] shows that the natural map from D into lim −
m≥1
D/πmD is an isomorphism
of A∆n-modules since A∆n is a π-adically complete Noetherian ring by Lemma 2.1
and D is finitely generated over A∆n . The rest of the proof is analogous to that of
Proposition 2.20.
Lemma 2.27. Suppose that D1, D2 ∈ Modét(φ∆n ,Γ∆n,L,A∆n). Then D1 ⊗A∆n D2
can be regarded as an object of Modét(φ∆n ,Γ∆n,L,A∆n) by defining
τ(d1 ⊗ d2) := τ(d1)⊗ τ(d2)
on pure tensors for all d1 ∈ D1, d2 ∈ D2 and τ ∈ T+,∆n,L.
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Proof. The module D1 ⊗A∆n D2 is finitely generated over A∆n and the action of
every τ ∈ T+,∆n,L is well defined and semilinear. We are left to show that the map
φlini : A∆n ⊗φi,A∆n (D1 ⊗A∆n D2) −! D1 ⊗A∆n D2




is bijective for all i ∈ ∆n. We factor φlini through the map
f : A∆n ⊗φi,A∆n (D1 ⊗A∆n D2) −! (A∆n ⊗φi,A∆n D1)⊗A∆n (A∆n ⊗φi,A∆n D2)
a⊗ (d1 ⊗ d2) ↦−! a
(︁






: (A∆n ⊗φi,A∆n D1)⊗A∆n (A∆n ⊗φi,A∆n D2) −! D1 ⊗A∆n D2
(a1 ⊗ d1)⊗ (a2 ⊗ d2) ↦−! a1φi(d1)⊗ a2φi(d2).
Then φlini = (φlini,D1 ⊗ φ
lin
i,D2
) ◦ f . The map f is well defined, because
f(φi(c)a⊗ (d1 ⊗ d2)) = φi(c)a
(︁
(1⊗ d1)⊗ (1⊗ d2)
)︁
= (φi(c)a⊗ d1)⊗ (1⊗ d2)
= (a⊗ cd1)⊗ (1⊗ d2)
= f(a⊗ (cd1 ⊗ d2))
for every d1 ∈ D1, d2 ∈ D2 and a, c ∈ A∆n . The inverse of f is the map
g : (A∆n ⊗φi,A∆n D1)⊗A∆n (A∆n ⊗φi,A∆n D2) −! A∆n ⊗φi,A∆n (D1 ⊗A∆n D2)
(a1 ⊗ d1)⊗ (a2 ⊗ d2) ↦−! a1a2 ⊗ (d1 ⊗ d2)
which is well defined, because for every c1, c2 ∈ A∆n we have the equalities
g((φi(c1)a1 ⊗ d1)⊗ (φi(c2)a2 ⊗ d2)) = φi(c1)φi(c2)a1a2 ⊗ (d1 ⊗ d2)
= a1a2 ⊗ (c1d1 ⊗ c2d2)
= g((a1 ⊗ c1d1)⊗ (a2 ⊗ c2d2)).
Since f is bijective and φlini,D1 ⊗ φ
lin
i,D2
is bijective because D1 and D2 are étale, the
conclusion follows.
Example 2.28. Suppose that D ∈ Modét(φ∆n ,Γ∆n,L,A∆n) is a free module over




be the top exterior power of D. We claim that
det(D) ∈ Modét(φ∆n ,Γ∆n,L,A∆n)
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with the action of T+,∆n,L explained below. By Lemma 2.27 D⊗m is an étale
(φ∆n ,Γ∆n,L)-module if for τ ∈ T+,∆n,L and d1, . . . , dm ∈ D we define
τ(d1 ⊗ . . .⊗ dm) := τ(d1)⊗ . . .⊗ τ(dm).
Let W ⊆ D⊗m be the A∆n-submodule generated by all the pure tensors d1⊗ . . .⊗dm
such that di = dj for some i ̸= j. Then
det(D) = D⊗m/W.
If di = dj for some i ̸= j, it follows that τ(di) = τ(dj) so τ preserves W . Hence there
is a well defined semilinear action of T+,∆n,L on det(D). Let {x1, . . . , xm} be a basis
of D. Then {x1 ∧ . . . ∧ xm} is a basis of det(D). To show that det(D) is étale, it
suffices to check that τ(x1 ∧ . . .∧xm) = c(x1 ∧ . . .∧xm) for some c ∈ A×∆n . We know
that c = det(Aτ ) where Aτ is the matrix of the linear map
τ lin : A∆n ⊗τ,A∆n D −! D
a⊗ d ↦−! aτ(d)
with respect to the bases {1⊗ x1, . . . , 1⊗ xm} and {x1, . . . , xm}, respectively. Since
D is étale, it follows that det(Aτ ) ∈ A×∆n and we are done.
Remark 2.29. In the following, we will also study in detail the étale (φ∆n ,Γ∆n,L)-
modules D over A∆n for which πD = 0. Clearly D is an E∆n-module and we have an
isomorphism A∆n ⊗φi,A∆n D ≃ E∆n ⊗φi,E∆n D for every i ∈ ∆n. The étale condition
on D means that we require the map
φlini : E∆n ⊗φi,E∆n D ! D
e⊗ d ↦! eφi(d)
to be an isomorphism for every i ∈ ∆n, where e ∈ E∆n and d ∈ D. The objects in
Modét(φ∆n ,Γ∆n,L,A∆n) annihilated by π and their morphisms form a subcategory
which we denote Modét(φ∆n ,Γ∆n,L, E∆n).
Remark 2.30. Lemma 2.11 and Lemma 2.12 imply that every object in Modét(φ∆n ,Γ∆n,L, E∆n)
is a stably free E∆n-module.
The main goal of the thesis is to show that there is an equivalence of categories
between RepOL(G∆n,L) and Mod
ét(φ∆n ,Γ∆n,L,A∆n).
2.5 The continuity condition
In the definition of (φ,Γ)-modules it is customary in the literature, like [FO10] or
[Sch17], to require that the group action is continuous for a certain topology on
the underlying objects. For example, compared to Definition 2.21, in [Sch17], for a
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(φL,ΓL)-module over AL it is required in addition that the underlying action of ΓL
is continuous for the weak topology of the module. The latter refers to the linear
topology of the module for the ring AL equipped with the topology described at the
beginning of Section 2.3.
Knowing that for every M ∈ Modét(φL,ΓL,AL) the map
ΓL ×M −!M
is continuous for the weak topology on M , played an important role in [Sch17] in
proving that the functor from Modét(φL,ΓL,AL) into RepOL(GL) maps each M into
a continuous representation of GL over OL.
However, in Section 2.2 of [Sch17] it is also independently proven that if M is an
étale (φL,ΓL)-module over AL, then the underlying group action is automatically
continuous for the weak topology on M . The purpose of this section is to show more
generally, that if D ∈ Modét(φ∆n ,Γ∆n,L,A∆n), then the map
Γ∆n,L ×D −! D
is continuous for the weak topology on D following a similar strategy to that in
[Sch17], hence we can avoid including a continuity condition in Modét(φL,ΓL,AL).
2.5.1 Reduction to the mod πm case
Like in the proof of the statement in the one variable case in [Sch17], we first
prove that it suffices to show that the action of Γ∆n,L is continuous on objects of
Modét(φ∆n ,Γ∆n,L,A∆n) annihilated by a power of π.
Proposition 2.31. Let D ∈ Modét(φ∆n ,Γ∆n,L,A∆n). The action of Γ∆n,L on D is
continuous with respect to the weak topology on D if and only if for every m > 0
the action of Γ∆n,L on D/πmD is continuous with respect to the weak topology on
D/πmD.
Proof. Suppose that the map
Γ∆n,L ×D ! D







whose horizontal arrows are the maps induced by the group action and where
prm : D ! D/π
mD
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is the natural projection map. Let U ⊆ D/πmD be an open set. The left vertical
arrow of (2.8) is a continuous surjective open map by Lemma 1.46, thus a quotient
map. Then to show that ψ−1m (U) ⊆ Γ∆n,L ×D/πmD is open, we need to show that
(id× prm)−1(ψ−1m (U)) ⊆ Γ∆n,L ×D
is open. We know that
(id× prm)−1(ψ−1m (U)) = ψ−1(pr−1m (U))
and because ψ and prm are continuous, the action of Γ∆n,L on D/πmD is continuous.
Now assume that the action of Γ∆n,L on D/πmD is continuous for every m > 0 and
let d1, . . . , ds be a generating set of D. By Lemma 1.43 the sets
Wℓ,m := Vℓ,md1 + . . .+ Vℓ,mds
form a fundamental system of open neighbourhoods of zero for the weak topology of
D where ℓ ∈ Z and m ∈ N. Let σ ∈ Γ∆n,L and x ∈ D. It suffices to prove that
ψ−1(σ(x) +Wℓ,m) ⊆ Γ∆n,L ×D
is open. It is clear that
Wℓ,m = ((O∆n)ℓ + πmA∆n)d1 + . . .+ ((O∆n)ℓ + πmA∆n)ds
⊇ πmA∆nd1 + . . .+ πmA∆nds
= πmD,
therefore σ(x) +Wℓ,m = pr−1m (prm(σ(x) +Wℓ,m)) and by (2.8) we have that
ψ−1(σ(x) +Wℓ,m) = ψ
−1(pr−1m (prm(σ(x) +Wℓ,m)))
= (id× prm)−1(ψ−1m (prm(σ(x) +Wℓ,m))).
The latter is open since prm(σ(x) +Wℓ,m) ⊆ D/πmD is open by Lemma 1.46, ψm is
continuous by assumption and id× prm is continuous.
2.5.2 The Colmez module D++
For D ∈ Modét(φ∆n ,Γ∆n,L,A∆n) annihilated by a power of π we will show that there
exists a fundamental system of open neighbourhoods of zero for the weak topology
in which every set is preserved by the action of Γ∆n,L and whose union covers D.
To define these neighbourhoods one introduces the analog of the Colmez module
D++ from Remark II.1 of [Col10] which is defined using the adic topology in the
following way.
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Definition 2.32. For D ∈ Modét(φ∆n ,Γ∆n,L,A∆n) let
D++ := {x ∈ D : lim
k!∞
φk(x) = 0 for the adic topology on D}
where by lim
k!∞
φk(x) = 0 we mean that for every open neighbourhood U of zero in
D with respect to the adic topology, there exists a large enough k0 ∈ N such that
φk(x) ∈ U for all k ≥ k0.
Lemma 2.33. Let D ∈ Modét(φ∆n ,Γ∆n,L,A∆n). Then we have the following:
(i) D++ is an O+∆n-submodule of D.
(ii) For every τ ∈ T+,∆n,L we have that τ(D++) ⊆ D++.
(iii) We have that
σ
(︁





⊆ X i11 . . . X inn D++
for every i1, . . . , in ∈ Z and σ ∈ Γ∆n,L.
Proof. (i) Let d1, . . . , dr be a generating set of D over A∆n . By Lemma 1.43 the sets
Wℓ,m := Uℓ,md1 + . . .+ Uℓ,mdr
form a fundamental system of open neighbourhoods of zero in D for the adic topology,
where ℓ ∈ Z,m ∈ N. Hence if x, y ∈ D++, given any ℓ ∈ Z and m ∈ N, there exists
a large enough k0 ∈ N such that φk(x), φk(y) ∈ Wℓ,m for every k ≥ k0. Since Wℓ,m
is an O+∆n-module, we have that
φk(x+ y) = φk(x) + φk(y) ∈ Wℓ,m,
as well as
φk(ax) = φk(a)φk(x) ∈ Wℓ,m
for a ∈ O+∆n , because φ
k(a) ∈ O+∆n . Therefore D
++ is an O+∆n-submodule of D.
(ii) We first show that τ : D −! D is a continuous map with respect to the adic





for some ajk ∈ A∆n . Given ℓ,m ∈ N, we write
ajk = bjk + π
mcjk
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= τ(0) = 0
thus τ(d) ∈ D++, as desired.







σ(X i11 . . . X
in
n O+∆n) ⊆ X
i1
1 . . . X
in
n O+∆n
for every σ ∈ Γ∆n,L. Combining this with the results of the previous parts, the
conclusion follows.
Lemma 2.34. For D1, D2 ∈ Modét(φ∆n ,Γ∆n,L,A∆n) we have
(D1 ⊕D2)++ = D++1 ⊕D++2 .
Proof. The product of the adic topologies of D1 and D2 is the adic topology of
D1 ⊕D2 by Lemma 1.44. Therefore the sets U × V ⊆ D1 ⊕D2 form a basis of open
neighbourhoods of D1 ⊕D2 if we vary U among the open sets of D1 and V among
the open sets of D2. For x1 ∈ D1 and x2 ∈ D2, we have that φk(x1, x2) ∈ U × V if
and only if φk(x1) ∈ U and φk(x2) ∈ V , hence the conclusion follows.
We provide a sufficient condition for an O+∆n-submodule of D to be contained in
D++.
Lemma 2.35. If M is a finitely generated O+∆n-submodule of D such that
φ(M) ⊆ X∆nM,
then M ⊆ D++.
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Proof. From the assumption that φ(M) ⊆ X∆nM we deduce that




⊆ . . .
⊆ φj(X∆n)φj−1(X∆n) . . . φ(X∆n)X∆nM
⊆ φj(X∆n)M (2.9)
for any j ∈ N. Let m1, . . . ,ms be generators of the O+∆n-module M and x ∈M be





for some ajk ∈ O+∆n . By Lemma 2.4 we know that limj!∞φ
j(X∆n) = 0 for the adic
topology. Since ajk ∈ O+∆n and the adic topology of A∆n has a fundamental system




for every 1 ≤ k ≤ s. Since D is a topological module for the adic topology by Lemma




for the adic topology, therefore x ∈ D++ as desired.
Corollary 2.36. Let D ∈ Modét(φ∆n ,Γ∆n,L,A∆n) such that πmD = 0 for some
m > 0. Then
D = D++[X−1∆n ].





for some ajk ∈ A∆n . Write
ajk = bjk + π
mcjk







∈ X∆nO+∆n + π
mA∆n (2.10)




















































where the fourth equality uses that πmD = 0 and the last inclusion uses (2.10) and
πmD = 0 again. Therefore
φ(M) ⊆ X∆nM
implying that M ⊆ D++ by Lemma 2.35. Note that A∆n = O∆n + πmA∆n and
πmD = 0 imply that
D = A∆nd1 + . . .+A∆nds
= (O∆n + πmA∆n)d1 + . . .+ (O∆n + πmA∆n)ds
= O∆nd1 + . . .+O∆nds
=M [X−1∆n ],
therefore D =M [X−1∆n ] ⊆ D
++[X−1∆n ] ⊆ D which implies the desired equality.
Remark 2.37. To simplify notation, for m ∈ N>0 consider the rings
O+∆n,m := (OL/π





] ≃ O∆n/πmO∆n ≃ A∆n/πmA∆n .
Lemma 2.13 and a repeated use of Lemma 1.43 for the adic topology show that





form a fundamental system of open neighbourhoods of zero. WhenD ∈ Modét(φ∆n ,Γ∆n,L,A∆n)
is annihilated by πm, the adic topology of D is the quotient topology induced by
any O∆n,m-linear surjection (O∆n,m)⊕k ! D . In particular, if d1, . . . , dk generate D











form a fundamental system of open neighbourhoods of zero for the adic topology on
D.
Similarly, Lemma 2.15 and a repeated use of Lemma 1.43 for the weak topology





X i11 . . . X
in
n O+∆n,m
form a fundamental system of open neighbourhoods of zero for the weak topology
where ℓ ∈ Z. If d1, . . . , dk generate D over O∆n,m, the sets
((O∆n,m)ℓd1 + . . .+ (O∆n,m)ℓdk)ℓ∈Z
form a fundamental system of open neighbourhoods of zero for the weak topology
on D.
We now provide a sufficient condition for a submodule of D to contain D++ when D
is annihilated by π.
Lemma 2.38. Let D ∈ Modét(φ∆n ,Γ∆n,L,A∆n) such that πD = 0 and D is free
over E∆n with basis d1, . . . , dr. If for M := E
+
∆n
d1 + . . .+ E
+
∆n
dr we have that
M ⊆ E+∆nφ(M)
then D++ ⊆M .
Proof. Iterating M ⊆ E+∆nφ(M) we obtain that M ⊆ E
+
∆n
φj(M) for all j ≥ 1.






for some fjkℓ ∈ E+∆n . Let d ∈ D
++ be an arbitrary element. We now show that





with gjℓ ∈ E∆n . Since d ∈ D++ and d1, . . . , dr is a basis over E∆n , it follows that
lim
j!∞
gjℓ = 0 (2.11)
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for all j ≥ 1. Since fjkℓ ∈ E+∆n , by (2.11) and (2.12) it follows that
lim
j!∞
φj(g0k) = 0 (2.13)
for all 1 ≤ k ≤ r. Because φj(g0k) = g0k(Xq
j
1 , . . . , X
qj
n ), we have that g0k ∈ E+∆n for






Proposition 2.39. Let D ∈ Modét(φ∆n ,Γ∆n,L,A∆n) such that πmD = 0 for some
m > 0. Then D++ is a finitely generated module over O+∆n.
Proof. The short exact sequence
0 −! πD −! D −! D/πD −! 0
induces a short exact sequence
0 −! (πD)++ −! D++ −! (D/πD)++.
Assume that (πD)++ and (D/πD)++ are finitely generated over O+∆n . By the
Noetherianity of O+∆n , it follows that the image of D
++ ! (D/πD)++ is finitely
generated over O+∆n , therefore so must be D
++. The module πD is annihilated by
πm−1 and D/πD is annihilated by π. Then our problem is reduced inductively to
the case when πD = 0, which we assume from now on.
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Case 1. Suppose that D is a free module over E∆n . Let d1, . . . , dr be a basis of D
over E∆n . Using the étale condition on D we know that φ(d1), . . . , φ(dr) generate D





for some gjk ∈ E∆n . Choose a large enough s ∈ N such that X
(q−1)s
∆n
gjk ∈ E+∆n for all











it follows that X−s∆nd1, . . . , X
−s
∆n









and by Noetherianity, we get that D++ is a finitely generated E+∆n-module, meaning
it is a finitely generated module over O+∆n .
Case 2. Assume that we are in the general case. By Remark 2.30 the E∆n-module
D is stably free, so suppose that
D1 := D ⊕ E⊕k∆n ∈ Mod
ét(φ∆n ,Γ∆n,L, E∆n)





meaning that D++ can be regarded as an E+∆n-submodule of D
++
1 . Since D1 is free
over E∆n , by Case 1 we know that D
++




is a submodule of a Noetherian E+∆n-module it must be finitely generated.
2.5.3 The proof
Another important observation is that the group Γ∆n,L is not merely profinite, but
it is also strongly complete as well, which means the following.
Proposition 2.40. Every subgroup of Γ∆n,L of finite index is open.
Proof. Let H be a subgroup of Γ∆n,L of finite index. For k ∈ N, consider the open
subgroup U (k)L := 1 + π
kOL of O×L . Choose j ∈ N large enough such that we have an







where the latter is regarded as a topological group under addition (such a j exists










where U (j)i,L denotes a copy of U
(j)
L inside Γi,L ≃ O
×
L . Then U
(j)
∆n,L
is an open subgroup





is an open subgroup of U (j)∆n,L. From now on, we identify U
(j)
∆n,L
with Zmp , where
m := n[L : Qp],
and H1 with a subgroup of Zmp . By our assumption about H, we know that H1 is a
finite index subgroup of Zmp . Suppose that
[Zmp : H1] = s
for some s ∈ N. Then sZmp ⊆ H1. Writing s = peu for u, e ∈ N with u coprime to p,
we obtain that sZmp = peZmp ⊆ H1. Therefore H1 is open in Zmp , as desired.
At this point, the proof of [Sch17] in the one variable case proceeds to show that the
group action on the module is separately continuous when the module is annihilated
by a power of π using the Colmez module as defined above. Furthermore, using
the elementary divisor theorem for a finitely generated AL-module, Lemma 2.2.9
in [Sch17] shows that the module is locally compact for the weak topology. The
author then quotes a theorem of Ellis in [Ell57] which says that the action of a
locally compact group on a locally compact space is continuous if it is separately
continuous.
In our multivariable setting however, the ring A∆n is no longer a PID if n > 1.
Hence we cannot use the argument of Lemma 2.2.9 from [Sch17] to show that
D ∈ Modét(φ∆n ,Γ∆n,L,A∆n) is locally compact when πmD = 0 for some m ∈
N≥1. Instead, we modify the argument of [Sch17] to prove directly that Γ∆n,L acts
continuously on D for the weak topology by using what we proved about the Colmez
module D++. Our proof also works for the one variable case and shows how one can
avoid using that the module is locally compact as well as quoting the result of Ellis
there.
Proposition 2.41. Suppose that D ∈ Modét(φ∆n ,Γ∆n,L,A∆n) such that πmD = 0
for some m > 0. The map
Γ∆n,L ×D −! D
is continuous for the weak topology of D.
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Proof. Using Proposition 2.39 we can consider a finite generating set d1, . . . , dr of
D++ as an O+∆n-module. By Corollary 2.36 the elements d1, . . . , dr also a generate
D over O∆n,m and by Remark 2.37 for ℓ ∈ Z the sets
(O∆n,m)ℓ · d1 + . . .+ (O∆n,m)ℓ · dr = (O∆n,m)ℓD++
form a fundamental system of open neighbourhoods of zero in D for the weak
topology. Let σ ∈ Γ∆n,L, d ∈ D and
U := σ(d) + (O∆n,m)ℓD++
a basic open neighbourhood of σ(d) for some ℓ > 0. First we show there exists an
open subgroup H of Γ∆n,L such that
Hσ(d) ⊆ σ(d) + (O∆n,m)ℓD++. (2.14)
By Corollary 2.36 we can assume that d ∈ X−k∆nD
++ for some k ∈ N≥0 large enough.
By Lemma 2.33 (iii) it follows that σ(d) ∈ X−k∆nD






X i11 . . . X
in




Then (O∆n,m)ℓ,−kD++ ⊆ X−k∆nD
++ and by Lemma 2.33 (iii) both (O∆n,m)ℓ,−kD++ and
X−k∆nD
++ are preserved by Γ∆n,L, therefore we have a natural group homomorphism






By Proposition 2.39 X−k∆nD
++ is a finitely generated O+∆n,m-module and




++/(O∆n,m)ℓ,−kD++ is a finitely generated module over the ring
O+∆n,m/(X1, . . . , Xn)
ℓ+nkO+∆n,m.
Since O+∆n,m/(X1, . . . , Xn)










have finite cardinality as well. Therefore H := kerψ is a finite index subgroup
of Γ∆n,L. By Proposition 2.40 H is open in Γ∆n,L and satisfies (2.14) because


















⊆ σ(d) + (O∆n,m)ℓD++ + (O∆n,m)ℓD++
= σ(d) + (O∆n,m)ℓD++,
where the inclusion in the second line follows from (2.14) and the inclusion from the
fourth line follows from Lemma 2.33 (iii).
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Combining the results of Proposition 2.31 and Proposition 2.41, we obtain the result
stated at the beginning of the section.
Theorem 2.42. Suppose that D ∈ Modét(φ∆n ,Γ∆n,L,A∆n). The map
Γ∆n,L ×D −! D




In this chapter, we will define the functors between our two categories. For this, we
first define a multivariable version of C♭p in Section 3.1. Our new ring will be a perfect
κL-algebra equipped with a G∆n,L-action and a norm for which it is complete. In
Section 3.2 we explain how our new ring embeds the relevant rings of characteristic
p. We also define a large ring of characteristic 0 in Section 3.3 and explain in Section
3.4 how it embeds A∆n . In Section 3.5 we define a multivariable version of ring
of integers of the maximal unramified extension of the field of fractions of AL and
explain its embedding into our large ring of characteristic 0. Our constructions of
this chapter will later take care of the topological subtleties that arise when trying
to prove that our functors are well defined. In Section 3.6, after computing some
invariants, we introduce the functors between our categories.
3.1 The ring C♭p,∆n
In this section we construct a multivariable version of C♭p. This new ring will be a
perfect κL-algebra equipped with a continuous action from G∆n,L and equipped with
a norm for which it is complete.










Lemma 3.1. C♭p,∆n,◦ is a perfect κL-algebra.
Proof. We want to show that the p-th power map on C♭p,∆n,◦ is bijective. The result
of Chapter V § 15 Theorem 3 (d) of [Bou03] states that the tensor product of two
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reduced commutative algebras over a perfect field is reduced. Applying the result
repeatedly, we obtain that C♭p,∆n,◦ is reduced. The p-th power map on C
♭
p,∆n,◦ is also


















xij for xij ∈ C♭p
}︄






xij with xij ∈ C♭p. It is clear that
(i) |x|prod ≥ 0,
(ii) |xy|prod ≤ |x|prod|y|prod,
(iii) |x+ y|prod ≤ max{|x|prod, |y|prod},
(iv) |1|prod ≤ 1
for every x, y ∈ C♭p,∆n,◦. Therefore | · |prod is a semi-norm on C
♭
p,∆n,◦. As a matter of
fact, by Proposition 17.4 of [Sch02], | · |prod is a norm.
Lemma 3.2. We have that |x1 ⊗ . . .⊗ xn|prod =
∏︂
i∈∆n
|xi|♭ for xi ∈ C♭p.
Proof. It is clear by definition that




Assume that |x1 ⊗ . . .⊗ xn|prod <
∏︁
i∈∆n |xi|♭. Then we can write


















For i ∈ ∆n, let ci ∈ OC♭p be nonzero such that ˜︁xi := cixi and ˜︁yij := ciyij are in OC♭p
for all 1 ≤ j ≤ r. Multiply both sides of (3.1) by c1 ⊗ . . .⊗ cn ∈ OC♭p,∆n,◦. Then we
have the identity













By the density of | · |♭ we can choose elements x′i ∈ OC♭p such that |x
′
i|♭ < |˜︁xi|♭ for all








Therefore, for each 1 ≤ j ≤ r, there exists an index i(j) ∈ ∆n such that
|˜︁yi(j)j|♭ < |x′i(j)|♭. (3.3)
Consider the projection map






By (3.3) it follows that





On the other hand
pr (˜︁x1 ⊗ . . .⊗ ˜︁xn) = (︂˜︁x1 mod x′1OC♭p)︂⊗ . . .⊗ (︂˜︁xn mod x′nOC♭p)︂ ̸= 0
since ˜︁xi mod x′iOC♭p ̸= 0 for all i ∈ ∆n. Therefore we get the desired contradiction.
Lemma 3.3. For x ∈ C♭p,∆n,◦, we have that
|xp|prod = |x|pprod.















because char(C♭p,∆n,◦) = p. Conversely, we know by Lemma 3.1 that every element
















Therefore we have a correspondence between the ways of writing x as a sum of
pure tensors and writing xp as a sum of pure tensors. The absolute value | · |♭ is
multiplicative on C♭p, therefore by definition it follows that
|xp|prod = |x|pprod,
as desired.
Using the existing action of GL on C♭p, we can define an action of G∆n,L on C♭p,∆n,◦
by the formula






× (x1 ⊗ . . .⊗ xn) ↦! σ1(x1)⊗ . . .⊗ σn(xn).
Lemma 3.4. Every element of G∆n,L preserves the absolute value of C♭p,∆n,◦.
Proof. Let σ =
∏︂
i∈∆n














and viceversa. Therefore σ induces a correspondence between the ways of writing x
as a sum of pure tensors and writing σ(x) as a sum of pure tensors. By Lemma 1.36
each σi preserves the absolute value on C♭p, therefore by definition it follows that
|x|prod = |σ(x)|prod.
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Lemma 3.5. The group G∆n,L acts continuously on C♭p,∆n,◦ for the topology induced
by | · |prod.
Proof. Let x ∈ C♭p,∆n,◦ and σ =
∏︂
i∈∆n












By Proposition 1.37, there exist open subgroups ˜︁Gi ⊆ Gi,L such that
|hiσi(xij)− σi(xij)|♭ < εδ (3.4)



























Since every element of GL preserves | · |♭, by (3.4) we have that every summand of
(3.5) has absolute value | · |prod less than ε. Therefore
|hσ(x)− σ(x)|prod < ε (3.6)
for all h ∈
∏︁
i∈∆n
˜︁Gi. Let y ∈ C♭p,∆n,◦ such that |x− y|prod < ε. Then
|hσ(y)− σ(x)|prod = |hσ(y)− hσ(x) + hσ(x)− σ(x)|prod
≤ max{|hσ(y)− hσ(x)|prod, |hσ(x)− σ(x)|prod}
= max{|hσ(y − x)|prod, |hσ(x)− σ(x)|prod}
= max{|y − x|prod, |hσ(x)− σ(x)|prod}
< ε,
where in the equality in the fourth line we used Lemma 3.4 and in the inequality in
the last line we used (3.6) and the condition on y.
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Let C♭p,∆n denote the completion of C
♭
p,∆n,◦ with respect to |·|prod, which we can regard
as the set of equivalence classes of Cauchy sequences of elements of C♭p,∆n,◦. Then
C♭p,∆n naturally inherits the structure of a κL-algebra and is our desired multivariable
analog of C♭p. We now show that C♭p,∆n also inherits some other aforementioned







for y ∈ C♭p,∆n represented as a Cauchy sequence (y0, y1, . . .) of elements in C
♭
p,∆n,◦.
Proposition 3.6. C♭p,∆n is a perfect κL-algebra.
Proof. We want to show that the p-th power map on C♭p,∆n is bijective. To show





y = (y0, y1, . . .)
as a Cauchy sequence of elements in C♭p,∆n,◦, then we know that (y0, y1, . . .) is not a
null sequence. Therefore, by Lemma 3.3 (yp0, y
p
1, . . .) is not a null sequence as well,
implying that yp ̸= 0.
Now we show that the p-th power map on C♭p,∆n is also surjective. Let y ∈ C
♭
p,∆n
which is represented by a Cauchy sequence
y = (y0, y1, . . .)
of elements yj in C♭p,∆n,◦. By Lemma 3.1 there exist unique p-th roots y
1/p
j of yj and





1 , . . .)
is also a Cauchy sequence. Clearly βp = y and the conclusion follows.
Lemma 3.7. Let x1, . . . , xn ∈ C♭p and y ∈ C♭p,∆n. Then




Proof. If any of the xi equals zero, the claimed equality is obvious, so assume that







for some yij ∈ C♭p, then we can write







Conversely, if we write















Therefore we have a correspondence between the ways of writing y as a sum of pure
tensors and writing y(x1⊗ . . .⊗xn) as a sum of pure tensors. By definition it follows
that




Now suppose that y ∈ C♭p,∆n and write y = (y0, y1, . . .) as a Cauchy sequence of
elements in C♭p,∆n,◦. Then
y(x1 ⊗ . . .⊗ xn) = (y0(x1 ⊗ . . .⊗ xn), y1(x1 ⊗ . . .⊗ xn), . . .)
and we obtain that
|y(x1 ⊗ . . .⊗ xn)|prod = lim
j!∞


















By Lemma 3.4, it follows that every element of G∆n,L preserves Cauchy sequences in




Lemma 3.8. Every element of G∆n,L preserves the absolute value of C♭p,∆n.
Proof. Let y be an element of C♭p,∆n and σ ∈ G∆n,L. Then y can be represented by







Proposition 3.9. The group G∆n,L acts continuously on C♭p,∆n.
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Proof. Let x ∈ C♭p,∆n , σ =
∏︂
i∈∆n
σi ∈ G∆n,L and fix an ε ∈ R>0. Suppose that
˜︁x ∈ C♭p,∆n,◦ is such that
|x− ˜︁x|prod < ε.
By Lemma 3.5 there exists an open subgroup H ⊆ G∆n,L such that
|hσ(˜︁x)− σ(˜︁x)|prod < ε (3.7)
for all h ∈ H. Let y ∈ C♭p,∆n such that |x− y|prod < ε. We then have that
hσ(y)− σ(x) = hσ(y)− hσ(x) + hσ(x)− hσ(˜︁x) + hσ(˜︁x)− σ(˜︁x) + σ(˜︁x)− σ(x).
Then by Lemma 3.8 we have that |hσ(y)− hσ(x)|prod < ε, |hσ(x)− hσ(˜︁x)|prod < ε
and |σ(˜︁x)− σ(x)|prod < ε. Together with (3.7) we conclude that
|hσ(y)− σ(x)|prod < ε
for all h ∈ H and y ∈ C♭p,∆n with the aforementioned property, as desired.
3.2 The ring Esep∆n and its embedding into C
♭
p,∆n
In this section we define a multivariable analog of κL((X))sep and embed it into C♭p,∆n .
For i ∈ ∆n, we let Ei := κL((Xi)) and E+i := κLJXiK. We also let E
sep
i be a separable


















Our multivariable analog of κL((X))sep is the ring
Esep∆n := E
sep
∆n,◦ ⊗E∆n,◦ E∆n .







We now provide alternative descriptions of Esep∆n and E
sep+
∆n
which we will use for
computational purposes. One of them expresses these rings as rearranged tensor
products and it is given in the following lemma.
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2 ⊗E2 (. . .⊗ (Esepn ⊗En E∆n)))
(e1 ⊗ . . .⊗ en)⊗ f ↦! e1 ⊗ (e2 ⊗ . . .⊗ (en ⊗ f))
is an isomorphism, where f ∈ E∆n and ei ∈ E
sep














(e1 ⊗ . . .⊗ en)⊗ f ↦! e1 ⊗ (e2 ⊗ . . .⊗ (en ⊗ f))
is an isomorphism, where f ∈ E+∆n and ei ∈ E
sep+
i for i ∈ ∆n.
Proof. (i) Rearranging the tensor products gives us the isomorphisms
Esep∆n = E
sep








Esep1 ⊗E1 (. . . (Esepn ⊗En E∆n,◦))
)︃
⊗E∆n,◦ E∆n
≃ Esep1 ⊗E1 (. . . (Esepn ⊗En E∆n)) ,
whose composition is the map in the claim.
(ii) The proof is entirely analogous to that of part (i).


























where (α1, . . . , αn) is an arbitrary permutation of the set ∆n.
For another alternative description of Esep∆n , we observe that the commutativity of




















where the colimits are taken over all the collections of finite separable extensions
(E ′i/Ei)i∈∆n with E
′+



















Lemma 3.12. (i) Esep∆n is a flat E∆n-module.








e ↦! (1⊗ . . .⊗ 1)⊗ e
is an embedding.
(iv) The natural map
E ′∆n ↪! E
sep
∆n
(e1 ⊗ . . .⊗ en)⊗ e ↦! (e1 ⊗ . . .⊗ en)⊗ e
is an embedding, where ei ∈ E ′i for i ∈ ∆n and e ∈ E∆n.
Proof. Each E ′i is a finite free Ei-vector space and admits a basis over Ei contain-
ing the element 1, therefore E ′∆n,◦ is a finite free E∆n,◦-module admitting a basis
containing the element 1 ⊗ . . . ⊗ 1. Hence E ′∆n is also a finite free E∆n-module
admitting a basis containing the element (1⊗ . . .⊗ 1)⊗ 1. In particular, E ′∆n is a
flat E∆n-module and a colimit argument shows the claim in (i). Each E
′+
i is also
a finite free E+i -module, therefore an analogous argument shows that (ii) holds as
well. The fact that E ′∆n is a finite free E∆n-module admitting a basis containing the




e ↦! (1⊗ . . .⊗ 1)⊗ e
is an embedding. Therefore the result of (iii) follows using a colimit argument.
Considering another collection of finite separable extensions (E ′′i /E ′i)i∈∆n , a similar
argument shows that E ′′∆n is a finite free E
′
∆n
-module admitting a basis containing
the element (1⊗ . . .⊗ 1)⊗ 1. Therefore the map
E ′∆n ↪! E
′′
∆n
(e1 ⊗ . . .⊗ en)⊗ e ↦! (e1 ⊗ . . .⊗ en)⊗ e
is an embedding and a colimit argument proves (iv).
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Lemma 3.13. (i) The map
E ′+∆n ! E
′
∆n
(e1 ⊗ . . .⊗ en)⊗ f ↦! (e1 ⊗ . . .⊗ en)⊗ f
is injective, where f ∈ E+∆n and ei ∈ E
′+
i for i ∈ ∆n.





E ′∆n ! E
′
1 ⊗E1 (E ′2 ⊗E2 (. . .⊗ (E ′n ⊗En E∆n)))
(e1 ⊗ . . .⊗ en)⊗ f ↦! e1 ⊗ (e2 ⊗ . . .⊗ (en ⊗ f))
is an isomorphism, where f ∈ E∆n and ei ∈ E ′i for i ∈ ∆n.
Proof. (i) One shows that the map is well defined by checking the linearity conditions
in every component and using the universal property of the tensor product. E ′+i is a
finite free E+i -module, therefore E
′+
∆n,◦ is a finite free E
+
∆n,◦-module, hence applying
E ′+∆n,◦ ⊗E+∆n,◦ − to the inclusion E
+
∆n
⊆ E∆n gives us an injective map
E ′+∆n,◦ ⊗E+∆n,◦ E
+
∆n
! E ′+∆n,◦ ⊗E+∆n,◦ E∆n (3.8)
by flatness. Moreover, E ′+i and E ′i admit a common basis over E
+
i and Ei, respectively,
for i ∈ ∆n. Therefore E ′+∆n,◦ and E
′
∆n,◦ admit a common basis over E
+
∆n,◦ and E∆n,◦,
respectively. This allows us to construct an additive bijection
E ′+∆n,◦ ⊗E+∆n,◦ E∆n ≃ E
′
∆n,◦ ⊗E∆n,◦ E∆n (3.9)
whose precomposition by (3.8) gives the desired map and the conclusion follows.




] ≃ E ′+∆n ⊗E+∆n E
+
∆n






≃ E ′+∆n,◦ ⊗E+∆n,◦ (E
+
∆n
⊗E+∆n E∆n) ≃ E
′+
∆n,◦ ⊗E+∆n,◦ E∆n .
By (3.9) we have an isomorphism
E ′+∆n,◦ ⊗E+∆n,◦ E∆n ≃ E
′
∆n,◦ ⊗E∆n,◦ E∆n = E
′
∆n
which concludes our proof.
(iii) The proof is entirely analogous to that of Lemma 3.10.




(e1 ⊗ . . .⊗ en)⊗ f ↦! (e1 ⊗ . . .⊗ en)⊗ f
is injective, where f ∈ E+∆n and ei ∈ E
sep+
i for i ∈ ∆n.
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Proof. (i) This follows immediately from Lemma 3.13 (i) after taking colimits.
(ii) Localization and colimits commute, therefore the conclusion follows by part (ii)
of Lemma 3.13.
In the following, we explain how to regard each ring E ′+∆n as a completed tensor
product. For each i ∈ ∆n, fix a finite separable extension E ′i of Ei and write
E ′i = Fqi((X ′i)) where X ′i is a uniformizer of E ′i and qi is a power of q. Then
E ′+i = FqiJX ′iK.
We first prove a more general lemma about tensor products of power series rings.
Lemma 3.15. Let k be a field, k1, . . . , kn be extension fields of k and t1, . . . , tn a
collection of free variables.
(i) The natural map


















(c1j1 ⊗ . . .⊗ cnjn) t
j1




(ii) For m ∈ N≥1, we have that
ψ−1 ((t1, . . . , tn)
m(k1 ⊗k . . .⊗k kn)Jt1, . . . , tnK) = (˜︁t1, . . . ,˜︁tn)m(k1Jt1K⊗k. . .⊗kknJtnK)
where ˜︁ti denotes the pure tensor in k1Jt1K⊗k . . .⊗k knJtnK whose i-th component
is ti and other components are 1.
(iii) We have an isomorphism of k-algebras




k1Jt1K ⊗k . . .⊗k knJtnK/(˜︁t1, . . . ,˜︁tn)m.
Proof. (i) Step 1: We first show that if A and B are commutative algebras over k
and t is a free variable, then the natural map































is an expression for y where m takes the smallest possible value. Since y is nonzero,
we have that m ≥ 1, and the minimality of m shows that {ai}1≤i≤m is a k-linearly
independent set. If ψ1(y) = 0, then
m∑︂
i=1
ai ⊗ bij = 0
for each j ≥ 0. Due to the linear independence of the ai, it follows that bij = 0 for
all i and j. Therefore y = 0 and we obtain a contradiction.
Step 2: We will prove the result by induction on n. For n = 1 the statement is
trivial, so assume that n ≥ 2. For the induction step, it suffices to show that the
natural map
ψ2 : (k1 ⊗k . . .⊗k kn−1)Jt1, . . . , tn−1K ⊗k knJtnK ↪! (k1 ⊗k . . .⊗k kn)Jt1, . . . , tnK
defined in an analogous way as ψ and ψ1 is injective. Applying repeatedly the result
of Step 1 we obtain a composition of embeddings
(k1 ⊗k . . .⊗k kn−1)Jt1, . . . , tn−1K ⊗k knJtnK ↪! ((k1 ⊗k . . .⊗k kn−1)Jt1, . . . tn−1K ⊗k kn) JtnK
↪! ((k1 ⊗k . . .⊗k kn−1)Jt1, . . . tn−2K ⊗k kn) Jtn−1, tnK
↪! . . .
↪! (k1 ⊗k . . .⊗k kn) Jt1, . . . tnK
which coincides with ψ2 and the conclusion follows.
(ii) It is clear that
ψ−1 ((t1, . . . , tn)
m(k1 ⊗k . . .⊗k kn)Jt1, . . . , tnK) ⊇ (˜︁t1, . . . ,˜︁tn)m(k1Jt1K⊗k . . .⊗kknJtnK)
holds. To show the other containment, let














for some cijℓ ∈ ki. Then isolating in every component the powers of ti larger or equal
















g ∈ (˜︁tm1 , . . . ,˜︁tmn )(k1Jt1K ⊗k . . .⊗k knJtnK) ⊆ (˜︁t1, . . . ,˜︁tn)m(k1Jt1K ⊗k . . .⊗k knJtnK).














∈ (t1, . . . , tn)m(k1 ⊗k . . .⊗k kn)Jt1, . . . , tnK.











tj11 . . . t
jn
n ∈ (t1, . . . , tn)m(k1 ⊗k . . .⊗k kn)Jt1, . . . , tnK.


















∈ (˜︁t1, . . . ,˜︁tn)m(k1Jt1K ⊗k . . .⊗k knJtnK)
implying that f ∈ (˜︁t1, . . . ,˜︁tn)m(k1Jt1K ⊗k . . .⊗k knJtnK), as desired.
(iii) By part (i) and because vector spaces are flat over their coefficient field we have
that all of the natural maps






kiJtiK ↪! (k1⊗k . . .⊗kkn)Jt1, . . . , tnK
are injective. By part (ii), this induces the injective maps





/(˜︁t1, . . . ,˜︁tn)m
↪! (k1 ⊗k . . .⊗k kn)Jt1, . . . , tnK/(t1, . . . , tn)m
for every m ≥ 1. Since
lim −
m
(k1 ⊗k . . .⊗k kn)[t1, . . . , tn]/(t1, . . . , tn)m ≃ (k1 ⊗k . . .⊗k kn)Jt1, . . . , tnK
≃ lim −
m




k1Jt1K ⊗k . . .⊗k knJtnK/(˜︁t1, . . . ,˜︁tn)m ≃ (k1 ⊗k . . .⊗k kn)Jt1, . . . , tnK,
as desired.
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Specializing the results of Lemma 3.15, we obtain the following.
Corollary 3.16. (i) We have an isomorphism of κL-algebras
E+∆n ≃ lim −
m≥1
E+∆n,◦/(
˜︁X1, . . . , ˜︁Xn)mE+∆n,◦
where ˜︁Xi denotes the pure tensor in E+∆n,◦ whose i-th component is Xi and the
other components are 1.
(ii) We have an isomorphism of κL-algebras
E ′+∆n ≃ (Fq1 ⊗κL . . .⊗κL Fqn) JX
′
1, . . . , X
′
nK.
(iii) The natural map
Fq1JX ′1K ⊗κL . . .⊗κL FqnJX ′nK −! (Fq1 ⊗κL . . .⊗κL Fqn) JX ′1, . . . , X ′nK
is an embedding.
Proof. (i) This follows directly from Lemma 3.15 (iii) applied for k = k1 = . . . =
kn = κL.
(ii) Let ˜︁X ′i denote the pure tensor in E ′+∆n,◦ whose i-th component is X ′i and the other
components are 1. On the one hand, by Lemma 3.15 (iii) applied for k = κL and
ki = Fqi when i ∈ ∆n, it follows that
(Fq1 ⊗κL . . .⊗κL Fqn) JX ′1, . . . , X ′nK ≃ lim −
m
E ′+∆n,◦/(
˜︁X ′1, . . . , ˜︁X ′n)mE ′+∆n,◦.
Since Xi ∈ (X ′i)si(E ′+i )× for some si ∈ N, it follows that we also have an isomorphism
(Fq1 ⊗κL . . .⊗κL Fqn) JX ′1, . . . , X ′nK ≃ lim −
m
E ′+∆n,◦/(
˜︁X1, . . . , ˜︁Xn)mE ′+∆n,◦.
On the other hand, E ′+∆n,◦ is a finite free E
+
∆n,◦-module and thus





≃ E ′+∆n,◦ ⊗E+∆n,◦ lim −
m
E+∆n,◦/(










˜︁X1, . . . , ˜︁Xn)mE ′+∆n,◦,
where in the second line we used the result of part (i).
(iii) This follows directly from Lemma 3.15 (i) applied for k = κL and ki = Fqi when
i ∈ ∆n.
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Analogous to being able to embed EsepL into C♭p, in the multivariable case we will
show that we can also embed Esep∆n into C
♭
p,∆n
. Consider the map
Ψ : Esep∆n = E
sep
∆n,◦ ⊗E∆n,◦ E∆n ! C
♭
p,∆n
(e1 ⊗ . . .⊗ en)⊗ f ↦! y = (y0, y1, . . .)






1 . . . X
in
n







1 ⊗ . . .⊗ enX inn ) ∈ C♭p,∆n,◦.
It is clear that the elements yj indeed form a Cauchy sequence of elements in C♭p,∆n,◦.
Before proving that Ψ is well defined, we also make the following definition.





1 . . . X
in
n ∈ E∆n we let
deg(f) := min{i1 + . . .+ in : ci1...in ̸= 0}.
Lemma 3.18. The map Ψ is a well-defined κL-algebra homomorphism.
Proof. Using Lemma 3.7, we know that a sequence (yj)j≥1 of elements in C♭p,∆n,◦
is Cauchy if and only if (yj(Xm1 ⊗ . . .⊗Xmn ))j≥1 is Cauchy for a given m ∈ N.
Therefore, to prove that Ψ is well-defined it suffices to show that Ψ is well-defined
on elements of E ′+∆n .
Comparing Ψ with the isomorphism
E ′+∆n ≃ lim −
m
E ′+∆n,◦/(
˜︁X1, . . . , ˜︁Xn)mE ′+∆n,◦
from the proof of Corollary 3.16 (ii), we conclude that Ψ is well-defined.
It is also clear that Ψ is κL-linear and preserves the multiplicative identities. It
remains to show that it is multiplicative, for which it is sufficient to check the pure
tensors.
We let (e1 ⊗ . . .⊗ en)⊗ f and (e′1 ⊗ . . .⊗ e′n)⊗ f ′ in E
sep
∆n
where ei, e′i ∈ E
sep
i , while
























1 . . . X
in
n
with c′′i1...in ∈ κL. Since deg(f) and deg(f
′) are finite (possibly negative), it follows



























goes to ∞ as j !∞. Therefore
Ψ
(︁













































We will show that Ψ is an embedding. The key will be to show that the set of Cauchy




is another way of regarding E ′+∆n as a completed tensor product. For that we require
some more computations related to | · |prod.
Lemma 3.19. Let
















|f(X ′1, . . . , X ′n)|prod = max{|X ′1|
i1
♭ . . . |X
′
n|in♭ : ci1...in ̸= 0}.
Proof. It is clear that
|f(X ′1, . . . , X ′n)|prod ≤ max{|X ′1|
i1
♭ . . . |X
′
n|in♭ : ci1...in ̸= 0}.
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Choose a tuple (j1, . . . , jn) ∈ Nn for which
|X ′1|
j1








♭ . . . |X
′
n|in♭ : ci1...in ̸= 0}.















This means that iℓ > jℓ for some ℓ ∈ ∆n because |X ′i|♭ < 1 for i ∈ ∆n. Assume that
|f(X ′1, . . . , X ′n)|prod < |X ′1|
j1





then we can write








for some nonzero yij ∈ C♭p such that∏︂
i∈∆n
|yij|♭ < |X ′1|
j1





for all 1 ≤ j ≤ r. Suppose that m ∈ N is large enough so that (X ′i)
m yij ∈ OC♭p for

















where ˜︁yij := (X ′i)m yij. Then we have that∏︂
i∈∆n
|˜︁yij|♭ < |X ′1|j1+m♭ . . . |X ′n|jn+m♭
for all 1 ≤ j ≤ r. Choose ℓ ∈ N large enough such that∏︂
i∈∆n
|˜︁yij|♭ < |X ′1|j1+m+ 1ℓ♭ . . . |X ′n|jn+m+ 1ℓ♭ (3.13)
still holds for all 1 ≤ j ≤ r. Let (X ′i)
1
ℓ be an ℓ-th root of X ′i, which exists since C♭p is
algebraically closed. Consider the projection map









By (3.13) it follows that for every 1 ≤ j ≤ r, there exists an index i ∈ ∆n (depending







i1+m ⊗ . . .⊗ (X ′n)
in+m



































where the last equality holds since ci1...in = 0 for (i1, . . . , in) ∈ Nn − {(j1, . . . , jn)}







j1+m ⊗ . . .⊗ (X ′n)
jn+m
)︂






































the element cj1...jn (X ′1)
j1+m⊗. . .⊗(X ′n)
jn+m is identified with cj1...jn (X ′1)












it is then clear by the above identification that cj1...jn (X ′1)
j1+m . . . (X ′n)









. The latter holds only if cj1...jn = 0 and therefore
we get the desired contradiction.
Lemma 3.20. Let f ∈ E ′+∆n,◦ and




















(c1j1 ⊗ . . .⊗ cnjn) (X ′1)j1 . . . (X ′n)jn












Fqi, we have that
|f |prod = max{|X ′1|
i1
♭ . . . |X
′
n|in♭ : ci1...in ̸= 0}.
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Proof. First, we choose a tuple (j1, . . . , jn) ∈ Nn for which
|X ′1|
j1








♭ . . . |X
′
n|in♭ : ci1...in ̸= 0}.
Let m ∈ N be large enough so that
|X ′i|m♭ < |X ′1|
j1





















1⊗ . . .⊗ 1⊗ (X ′n)
m)︁
gn








i1 ⊗ . . .⊗ (X ′n)
in |prod = |X ′1|
j1









m ⊗ 1⊗ . . .⊗ 1
)︁
g1 + . . .+
(︁
1⊗ . . .⊗ 1⊗ (X ′n)
m)︁
gn|prod < |X ′1|
j1





by (3.14) and thus
|f |prod = |X ′1|
j1





by the nonarchimedean property.
We are finally ready to show that Ψ is an embedding.




Proof. The restriction of Ψ to E ′+∆n is the natural map from E
′+
∆n
into the set of
equivalence classes of Cauchy sequences with elements in E ′+∆n,◦ with respect to
| · |prod. Lemma 3.20 shows that if we write E ′i = Fqi((X ′i)) for i ∈ ∆n, then the
aforementioned set of equivalence classes of Cauchy sequences is isomorphic to
(Fq1 ⊗κL . . .⊗κL Fqn) JX ′1, . . . , X ′nK. The restriction of Ψ to E ′+∆n becomes the map
from E ′+∆n into (Fq1 ⊗κL . . .⊗κL Fqn) JX
′
1, . . . , X
′
nK that we showed in Corollary 3.16
(ii) to be an isomorphism. Therefore, the restriction of Ψ to E ′+∆n is an embedding.
For the restriction of Ψ on E ′∆n , one notes that if z ∈ E
′
∆n
, there exists a large
enough m such that Xm∆nz ∈ E
′+
∆n
by Lemma 3.13 (ii). Because Ψ(X∆n) is a unit
in C♭p,∆n , we have that Ψ(z) = 0 if and only if Ψ(X
m
∆n
z) = 0. By what we showed




Our claim follows using a colimit argument.
From now on we identify Esep∆n with its image in C
♭
p,∆n
. We have the following analog
of Lemma 1.39 in the multivariable case.
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If f = f(X1, . . . , Xn) ∈ E∆n, ei ∈ E
sep




((e1⊗. . .⊗en)⊗f) = (σ1(e1)⊗. . .⊗σn(en))⊗f
(︂
[χL(σ1)]ϕ1(X1), . . . , [χL(σn)]ϕn(Xn)
)︂
where σi = σi mod Hi,L.
Proof. By Lemma 1.39 we know that the right hand side of the claimed formula
lies in Esep∆n and we will show that the two sides are equal using the embedding Ψ.






1 . . . X
in
n
for some ci1...in ∈ κL. Suppose that we also write
f
(︂







1 . . . X
in
n .
for some di1...in ∈ κL. Since∑︂
(i1,...,in)∈Zn
ci1...in [χL(σ1)]ϕ1(X1)










i1 . . . [χL(σn)]ϕn(Xn)




























































(σ1(e1)⊗ . . .⊗ σn(en))⊗ f
(︂
[χL(σ1)]ϕ1(X1), . . . , [χL(σn)]ϕn(Xn)
)︂)︂
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where the second equality is Lemma 1.38 (ii). If f ∈ E+∆n , it is clear that
f
(︂
[χL(σ1)]ϕ1(X1), . . . , [χL(σn)]ϕn(Xn)
)︂
∈ E+∆n .
By Lemma 1.39 we know that σ(ei) ∈ Esep+i when ei ∈ E
sep+
i , therefore the action




In particular, Lemma 3.22 implies that the action of the group G∆n,L on C♭p,∆n




◦ f(X1, . . . , Xn) = f
(︂
[χL(σ1)]ϕ1(X1), . . . , [χL(σn)]ϕn(Xn)
)︂
(3.15)
for f(X1, . . . , Xn) ∈ E∆n . Before we end the section, we make an observation about
the topology on E∆n induced by the topology on C♭p,∆n .
Lemma 3.23. The induced topology on E∆n by the norm | · |prod on C♭p,∆n coincides
with the weak topology on E∆n.
Proof. Specializing the results of Lemma 3.20 for E+∆n by taking the collection of
trivial extensions, we get that the norm of









|f(X1, . . . , Xn)|prod = |ω|deg(f)♭ (3.16)
because |Xi|♭ = |ω|♭ for all i ∈ ∆n. Using Lemma 3.7, we get that (3.16) holds for
all f ∈ E∆n .
Fix an ε ∈ R>0 and let ℓ be the smallest integer in Z such that |ω|ℓ♭ ≤ ε. By (3.16)
it is clear that for every g ∈ E∆n,ℓ we have that |g|prod ≤ ε. Conversely, if g ∈ E∆n
is such that |g|prod ≤ ε then because | · |prod takes values in |ω|Z♭ , we have that
|g|prod ≤ |ω|ℓ♭ and thus g ∈ E∆n,ℓ by (3.16). The conclusion follows.
3.3 The ring W (C♭p,∆n)L and its weak topology
In the one variable case, we were also able to embed all the relevant rings of
characteristic zero in the ring of ramified Witt vectors W (C♭p)L. In the multivariable







which we equip with the product
topology of the topologies induced by | · |prod on each component C♭p,∆n and call this
the weak topology on W (C♭p,∆n)L. Since G∆n,L acts on C
♭
p,∆n
, by functoriality of the
Witt vectors construction G∆n,L acts on W (C♭p,∆n)L as well.
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Lemma 3.24. The group G∆n,L acts continuously on W (C♭p,∆n)L.




that V0, . . . , Vm are open neighbourhoods of σ(a0), . . . , σ(am), respectively. By conti-
nuity of the action of G∆n,L on C♭p,∆n , we know that there exist open neighbourhoods
U0, . . . , Um of a0, . . . , am, respectively, and open subgroups H0, . . . , Hm of G∆n,L such
that
σHj(Uj) ⊆ Vj
for all 0 ≤ j ≤ m. Letting H :=
m⋂︂
j=0
Hj, we obtain that
σH
(︁
U0 × . . .× Um × C♭p,∆n × C
♭
p,∆n × . . .
)︁
⊆ V0 × . . .× Vm × C♭p,∆n × C
♭
p,∆n × . . . ,
thus proving the continuity.
For the weak topology on W (C♭p,∆n)L, the sets
Uε,m,a = {(b0, b1, . . .) ∈ W (C♭p,∆n)L : |bj − aj|prod < ε for 0 ≤ j ≤ m}
form a fundamental system of open neighbourhoods of a = (a0, a1, . . .) ∈ W (C♭p,∆n)L
where ε ∈ R>0,m ∈ N.
Lemma 3.25. (W (C♭p,∆n)L,⊞,) is a topological ring for the weak topology.
Proof. We first prove that addition is continuous on W (C♭p,∆n)L. Let a = (a0, a1, . . .)
and b = (b0, b1, . . .) in W (C♭p,∆n)L and suppose that
a⊞ b = z = (z0, z1, . . .).
Consider a basic open neighbourhood Uε,m,z for some m ≥ 0 and 0 < ε ≤ 1. Let
δ′ := max{|aj|prod, |bj|prod : 0 ≤ j ≤ m}
and δ := max{1, δ′}. We will show that
Uεδ−(qm−1),m,a ⊞ Uεδ−(qm−1),m,b ⊆ Uε,m,z (3.17)
which would prove the continuity of addition at (a,b). Let x ∈ Uεδ−(qm−1),m,a and
y ∈ Uεδ−(qm−1),m,b, then we can write
x = (a0 + c0, . . . , am + cm, xm+1, xm+2, . . .),
y = (b0 + d0, . . . , bm + dm, ym+1, ym+2, . . .)
for some c0, . . . , cm, d0, . . . , dm, xm+1, xm+2, . . . , ym+1, ym+2, . . . ∈ C♭p,∆n such that
|cj|prod, |dj|prod < εδ−(q
m−1)
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for 0 ≤ j ≤ m. Suppose that
x⊞ y = w = (w0, w1, . . .).
We need to show that |wj − zj|prod < ε for 0 ≤ j ≤ m. Recall from the addition
formulas of ramified Witt vectors that
zj = Sj(a0, . . . , aj, b0, . . . , bj)
and
wj = Sj(a0 + c0, . . . , aj + cj, b0 + d0, . . . , bj + dj)
for 0 ≤ j ≤ m. Fix a 0 ≤ j ≤ m. For r0, . . . , rj, s0, . . . , sj ∈ N such that
r0 + . . . , rj + s0 + . . .+ sj ≤ qj, we have that⃓⃓
(a0 + c0)
r0 . . . (aj + cj)
rj(b0 + d0)
s0 . . . (bj + dj)











Indeed, fix a term in the expansion of the above expression. It contains at least one
of the c0, . . . , cj, d0, . . . , dj as a factor, which contributes an absolute value less than
εδ−(q
m−1). The other factors in the term are either from a0, . . . , aj, b0, . . . , bj whose
absolute value is at most δ or from c0, . . . , cj, d0, . . . , dj, whose absolute value is at
most 1 because ε ≤ 1 and δ ≥ 1. In such a term, there are at most qj − 1 such other




By Lemma 1.4 (i), the degree of Sj is at most qj. Therefore we have that
|Sj(a0 + c0, . . . , aj + cj, b0 + d0, . . . , bj + dj)− Sj(a0, . . . , aj, b0, . . . , bj)|prod < ε,
by (3.18) and the nonarchimedean property of | · |prod. Therefore (3.17) holds, as
desired.
To show that multiplication is continuous on W (C♭p,∆n)L, one applies an analogous
argument to the one used for addition aided by Lemma 1.4 (iii) this time.
Remark 3.26. (i) It follows that the theory of Section 1.4 applies for the ring





(ii) One can show that a formula analogous to (3.17) holds for additive inverses as
well. We let a = (a0, a1, . . .) ∈ W (C♭p,∆n)L and suppose that
⊟a = z = (z0, z1, . . .).
Consider a basic open neighbourhood Uε,m,z for some m ≥ 0 and 0 < ε ≤ 1 and let
δ′ := max{|aj|prod : 0 ≤ j ≤ m}
and δ := max{1, δ′}. Then we have that
⊟ Uεδ−(qm−1),m,a ⊆ Uε,m,z. (3.19)
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Indeed, if x ∈ Uεδ−(qm−1),m,a, we can write
x = (a0 + c0, . . . , am + cm, xm+1, xm+2, . . .),
for some c0, . . . , cm, xm+1, xm+2, . . . ∈ C♭p,∆n such that
|cj|prod < εδ−(q
m−1)
for 0 ≤ j ≤ m. Suppose that
⊟x = w = (w0, w1, . . .).
We need to show that |wj − zj|prod < ε for 0 ≤ j ≤ m. Recall from the additive
inverse formulas of ramified Witt vectors that
zj = Ij(a0, . . . , aj)
and
wj = Ij(a0 + c0, . . . , aj + cj)
for 0 ≤ j ≤ m. Using (3.18) for the case when s0 = . . . = sj = 0 and the fact that
the degree of Ij is at most qj by Lemma 1.4 (ii), we have that
|Ij(a0 + c0, . . . , aj + cj)− Ij(a0, . . . , aj)|prod < ε,
by the nonarchimedean property of | · |prod. Therefore (3.19) holds, as desired.
(iii) Specializing the formulae (3.17) and (3.19) for a = b = 0 we obtain that for the
weak topology on W (C♭p,∆n)L the sets
(Uε,m,0)0<ε≤1,m∈N≥0
form a fundamental system of open neighbourhoods of zero that are closed under
addition and additive inverses.
(iv) On W (E∆n)L consider the subspace topology of the weak topology on W (C♭p,∆n)L.
We call this topology on W (E∆n)L the weak topology as well. This is the product
topology of the topologies on E∆n induced by | · |prod. By Lemma 3.23 this is also
the product topology of the weak topologies on each factor E∆n . By Lemma 3.25
(W (E∆n)L,⊞,) is a topological ring for this topology and the sets
Uℓ,m,a = {(b0, b1, . . .) ∈ W (E∆n)L : bj ∈ aj + E∆n,ℓ for 0 ≤ j ≤ m}
form a fundamental system of open neighbourhoods of a = (a0, a1, . . .) ∈ W (E∆n)L
where ℓ ∈ Z,m ∈ N. Let ε > 0 and ℓ be the smallest integer such that |ω|ℓ♭ ≤ ε.
Since | · |prod takes its values in |ω|Z♭ , we have that
Uε,m,a ∩W (E∆n)L = Uℓ,m,a.
For a = 0, by part (iii) of our remark we have that
Uℓ,m,0 ⊞ Uℓ,m,0 ⊆ Uℓ,m,0 (3.20)
and
⊟ Uℓ,m,0 ⊆ Uℓ,m,0, (3.21)
respectively, for ℓ,m ≥ 0.
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3.4 Embedding A∆n into W (C♭p,∆n)L
We now embed A∆n into W (C♭p,∆n)L in a specific way. On the one hand, the ring A∆n
is equipped with a G∆n,L-action through the quotient Γ∆n,L as well as the Frobenius
map φ. On the other hand, W (C♭p,∆n)L is also equipped with a G∆n,L-action and a
Frobenius map F . We want that our embedding respects these additional structures.





where sA∆n is the map from Proposition 1.10 applied for B = A∆n and ψ = φ, while
pr is the natural projection map
pr : A∆n −! A∆n/πA∆n ≃ E∆n
and W (pr)L is the map induced by the functoriality of the ramified Witt vectors
construction.
Lemma 3.27. The map jA∆n is injective.
Proof. Let b ∈ A∆n be such that jA∆n (b) = 0. Then
0 = Φ0(jA∆n (b)) = Φ0 ◦W (pr)L ◦ sA∆n (b) = pr ◦Φ0 ◦ sA∆n (b) = pr(b)
where the last equality holds by the definition of sA∆n . Therefore b = πb1 for
some b1 ∈ A∆n . The map jA∆n is an OL-algebra homomorphism, therefore 0 =
jA∆n (πb1) = πjA∆n (b1). By Lemma 1.8 (ii) and because E∆n is reduced, it follows






since A∆n is π-adically complete.
Proposition 3.28. The map jA∆n respects the Frobenius maps and the Galois actions
on both sides, in other words
(i) F ◦ jA∆n (b) = jA∆n ◦ φ(b),
(ii) σ ◦ jA∆n (b) = jA∆n ◦ σ(b)
for any b ∈ A∆n and σ ∈ G∆n,L.
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Proof. (i) Consider the diagram
A∆n W (A∆n)L W (E∆n)L






The left square commutes by Proposition 1.10 and it is clear that the right square
commutes as well. Therefore the diagram is commutative and the conclusion follows.
(ii) Write σ =
∏︁
i∈∆n σi for σi ∈ Gi,L. Suppose that χL(σi) = ai ∈ O
×
L for i ∈ ∆n
where σi = σi mod Hi,L. Write b = b(X1, . . . , Xn) and suppose that
sA∆n (b) = (u0, u1, . . .)
for some um = um(X1, . . . , Xn) ∈ A∆n . Then
σ ◦ jA∆n (b) = (v0, v1, . . .)
where
vm = um([a1]ϕ1(X1), . . . , [an]ϕn(Xn)) mod πA∆n .
It suffices to show that
sA∆n ◦ σ(b) = (w0, w1, . . .)
where
wm = um([a1]ϕ1(X1), . . . , [an]ϕn(Xn)) ∈ A∆n .
By the defining property of the map sA∆n , we know that since π is not a zero divisor
in A∆n , the wj are the unique elements in A∆n such that
Φm(w0, . . . , wm) = φ
m ◦ σ(b)
for all m ≥ 0. On the one hand, we have the equality








m]ϕ1(X1), . . . , [anπ
m]ϕn(Xn)).
On the other hand we know by the definition of the map sA∆n , that the elements uj
satisfy the relations
Φm(u0, . . . , um) = φ
m(b) = b([πm]ϕ1(X1), . . . , [π
m]ϕn(Xn))
for every m ≥ 0. Applying σ we obtain that
Φm(u0([a1]ϕ1(X1), . . . , [an]ϕn(Xn)), . . . , um([a1]ϕ1(X1), . . . , [an]ϕn(Xn)))
= b([πm]ϕ1([a1]ϕ1(X1)), . . . , [π
m]ϕn([an]ϕn(Xn)))
= b([πma1]ϕ1(X1)), . . . , [π
man]ϕn(Xn)))
= b([a1π
m]ϕ1(X1)), . . . , [anπ
m]ϕn(Xn))),
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therefore the elements uj([a1]ϕ1(X1), . . . , [an]ϕn(Xn)) ∈ A∆n satisfy the required
property that determines the elements wj uniquely. Thus
wm = um([a1]ϕ1(X1), . . . , [an]ϕn(Xn)) ∈ A∆n ,
as desired.
As for the topology, we now show that if we identify A∆n with its image in W (E∆n)L,
then the weak topology of W (E∆n)L induces the weak topology of A∆n in the sense
of Section 2.3. Before we do that, we need one more computational result about the
operator φ.
Lemma 3.29. For j, k ∈ N and ℓ ∈ Z we have that
φk ((O∆n)ℓ) ⊆ (O∆n)qkℓ−(qk−1)(j−1) + πjA∆n .
Proof. We will show that
φ ((O∆n)ℓ) ⊆ (O∆n)qℓ−(q−1)(j−1) + πjA∆n . (3.22)
Let r1, . . . , rn ∈ Z such that r1 + . . .+ rn = ℓ. If we write φi(Xi) = Xqi + πXiFi(Xi)
for some Fi(Xi) ∈ OLJXiK, by Lemma 2.6 in the product

















depending on the sign of ri, where Gi(Xi) ∈ Ai. In the above expansion we either
obtain the term Xqr11 . . . Xqrnn ∈ (O∆n)qℓ or a term whose total degree drops by at
most (q−1) for every power of π in the chosen factor, therefore (3.22) holds. Iterating
(3.22) and using that φ is OL-linear, we reach the desired conclusion.
Proposition 3.30. The map jA∆n : A∆n ! W (E∆n)L is a topological embedding for
the weak topologies on both rings.
Proof. Step 1: Let us show first that the map jA∆n is continuous. By Remark 3.26
(iv) it follows that for x ∈ W (E∆n)L, the sets x⊞ Uℓ,m,0 form a fundamental system
of open neighbourhoods of x for ℓ,m ≥ 0. Therefore, it suffices to show that given
ℓ,m ≥ 0 we have that
jA∆n (Vℓ+m,m+1) ⊆ Uℓ,m,0. (3.23)
Let a ∈ (O∆n)ℓ+m and suppose that
sA∆n (a) = b = (b0, b1, . . .) ∈ W (A∆n)L.
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We will show that bj ∈ (O∆n)ℓ + πA∆n for all 0 ≤ j ≤ m by induction on j. For
j = 0 the claim is clear because b0 = a. Assume that 1 ≤ j ≤ m and that the claim
holds for all 0 ≤ s ≤ j − 1. By definition of the map sA∆n , we have that















φj(a) ∈ (O∆n)qj(ℓ+m)−j(qj−1) + πj+1A∆n
⊆ (O∆n)ℓ + πj+1A∆n ,
where the last inclusion holds because
qj(ℓ+m)− j(qj − 1)− ℓ = (qj − 1)(ℓ+m− j) +m ≥ 0,
as j ≤ m and ℓ ≥ 0. By Lemma 1.33 it also follows by our induction hypothesis
about bs for 0 ≤ s ≤ j − 1 that
bq
j−s
s ∈ (O∆n)qj−sℓ + πj−s+1A∆n
⊆ (O∆n)ℓ + πj−s+1A∆n ,
therefore πsbqj−ss ∈ (O∆n)ℓ + πj+1A∆n . By (3.24) we then know that we can write
πjbj = c+ π
j+1d
for some c ∈ (O∆n)ℓ and d ∈ A∆n . Therefore πj(bj − πd) ∈ (O∆n)ℓ, hence bj − πd ∈






Therefore we have that









⊆ Uℓ,m,0 ⊞ πm+1jA∆n (A∆n)
⊆ Uℓ,m,0 ⊞ πm+1W (E∆n)L
⊆ Uℓ,m,0 ⊞ Vm+1(E∆n)L
⊆ Uℓ,m,0,
where the penultimate inclusion holds by Lemma 1.8 (iii) and the last one holds by
Lemma 1.7 (i).
Step 2: We now show that jA∆n is open. Since both (A∆n ,+) and (W (E∆n)L,⊞) are
topological groups it suffices to show that given ℓ ≥ 0, m ≥ 1 we have that
j−1A∆n (Uℓqm−1+mqm−1+(m+1)qm−2+...+(2m−1),2m−1,0) ⊆ Vℓ,m. (3.26)
95
For an element x in the left hand side of (3.26) we have that
jA∆n (x) ∈ Uℓqm−1+mqm−1+(m+1)qm−2+...+(2m−1),2m−1,0.
Because
Φ0 ◦ jA∆n (x) = x mod πA∆n
we have that
x = y1 + πx1
for some y1 ∈ (O∆n)ℓqm−1+mqm−1+(m+1)qm−2+...+(2m−1) and x1 ∈ A∆n . We have that
πjA∆n (x1) = jA∆n (x)⊟ jA∆n (y1).
We know that
jA∆n (x) ∈ Uℓqm−1+mqm−1+(m+1)qm−2+...+(2m−1),2m−1,0
⊆ Uℓqm−1+mqm−1+(m+1)qm−2+...+(2m−2)q,2m−1,0
by our assumption about x, while
jA∆n (y1) ∈ Uℓqm−1+mqm−1+(m+1)qm−2+...+(2m−2)q,2m−1,0
by (3.25) since y1 ∈ (O∆n)ℓqm−1+mqm−1+(m+1)qm−2+...+(2m−1). The set
Uℓqm−1+mqm−1+(m+1)qm−2+...+(2m−2)q,2m−1,0
is closed under addition and additive inverses by (3.20) and (3.21), therefore
πjA∆n (x1) ∈ Uℓqm−1+mqm−1+(m+1)qm−2+...+(2m−2)q,2m−1,0.
By Lemma 1.8 (ii), it follows that
jA∆n (x1) ∈ Uℓqm−2+mqm−2+(m+1)qm−3+...+(2m−2),2m−2,0.
Continuing in the same manner, we will obtain elements x1, . . . , xm, y1, . . . , ym such
that
xj−1 = yj + πxj,
yj ∈ (O∆n)ℓqm−j+mqm−j+(m+1)qm−j−1+...+(2m−j) ⊆ (O∆n)ℓ
and xj ∈ A∆n for 1 ≤ j ≤ m, where x0 = x. Then
x = y1 + πx1
= y1 + π(y2 + πx2)
= . . .
= y1 + πy2 . . .+ π
m−1ym + π
mxm ∈ (O∆n)ℓ + πmA∆n = Vℓ,m,
as desired.
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3.5 The ring ˆ︃Aur∆n and its embedding into W (C♭p,∆n)L
Let BL denote the field of fractions of AL. We also let BurL denote the maximal
unramified extension of BL with ring of integers AurL . Since EL is the residue field of
AL, by Proposition 1.2.6 of [Sch17] we know that AurL is a DVR with uniformizer π
and residue field EsepL , and that we have a natural isomorphism of Galois groups
Gal(BurL /BL) ≃ Gal(E
sep
L /EL). (3.27)
To define the functors between our categories we introduce a multivariable analog of
AurL . For i ∈ ∆n, we let Bi be the fraction field of Frac(Ai), while by Buri we denote
the maximal unramified extension of Bi and by Auri we denote the ring of integers of
Buri . We define
A∆n,◦ := A1 ⊗OL . . .⊗OL An,
Aur∆n,◦ := A
ur




∆n,◦ ⊗A∆n,◦ A∆n .














denote the π-adic completion of Aur∆n .
Note that
Aur∆n = lim−! (A
′
1 ⊗OL . . .⊗OL A′n)⊗A∆n,◦ A∆n
where the colimit is over all collections of rings of integers A′i of B′i, where B′i is a
finite unramified extension of Bi, for i ∈ ∆n. We denote
A′∆n,◦ := A
′




∆n,◦ ⊗A∆n,◦ A∆n .
Lemma 3.31. (i) A′∆n,◦ is a finite free A∆n,◦-module.
(ii) A′∆n is a finite free A∆n-module.
(iii) The natural map
A∆n ↪! Aur∆n
a ↦! (1⊗ . . .⊗ 1)⊗ a
is an embedding.
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(a1 ⊗ . . .⊗ an)⊗ a ↦! (a1 ⊗ . . .⊗ an)⊗ a
is an embedding, where ai ∈ A′i for i ∈ ∆n and a ∈ A∆n.
Proof. Each A′i is a finite free Ai-module by Lemma 1.2.4 (ii) of [Sch17] and admits
a basis over Ai containing the element 1, therefore A′∆n,◦ is a finite free A∆n,◦-module
admitting a basis containing the element 1⊗ . . .⊗ 1, which in particular proves the
claim of (i). Hence A′∆n is also a finite free A∆n-module admitting a basis containing
the element (1⊗ . . .⊗ 1)⊗ 1. This implies that the natural map
A∆n ↪! A′∆n
a ↦! (1⊗ . . .⊗ 1)⊗ a
is an embedding. Therefore the result of (iii) follows using a colimit argument.
Considering another collection of finite unramified extensions (B′′i /B′i)i∈∆n with rings








(a1 ⊗ . . .⊗ an)⊗ a ↦! (a1 ⊗ . . .⊗ an)⊗ a
is an embedding and a colimit argument proves (iv).
An immediate corollary to Lemma 3.31 shows that the rings Aur∆n and ˆ︃Aur∆n have
some useful flatness properties.
Corollary 3.32. (i) Aur∆n is a flat OL-algebra.
(ii) ˆ︃Aur∆n is a flat OL-algebra.
(iii) ˆ︃Aur∆n is a flat A∆n-algebra.
Proof. (i) It suffices to show that Aur∆n is torsion-free over OL, for which it is enough








is clearly exact. By Lemma 3.31 (i) Aur∆n,◦ is a flat A∆n,◦-module, being a colimit of
flat modules. Applying Aur∆n,◦ ⊗A∆n,◦ − to (3.29), we get that (3.28) is exact.
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(ii) It suffices to show that ˆ︃Aur∆n [π] = 0. Let
a = (am mod π
mAur∆n)m≥1 ∈ ˆ︃Aur∆n
for some am ∈ Aur∆n , be such that πa = 0. Then for every m ≥ 1 we have that
πam+1 ∈ πm+1Aur∆n . By part (i), it follows that am+1 ∈ π
mAur∆n , therefore am ∈
πmAur∆n . This means that a = 0, as desired.




Therefore ˆ︃Aur∆n is flat over A∆n by Corollary 1.50 due to the Noetherianity of
A∆n .
We will extend the embedding of A∆n into W (C♭p,∆n)L to an embedding of ˆ︃Aur∆n into
W (C♭p,∆n)L. The following lemma shows that the Frobenius map φi on Ai can be
extended to rings of integers of unramified extensions of Bi.
Lemma 3.33. Let i ∈ ∆n and B′i be a finite unramified extension of Bi with ring of
integers A′i. The Frobenius map φi on Ai has a unique extension to an endomorphism
σi of A′i such that σi(a) ≡ aq mod πA′i for any a ∈ A′i.
Proof. See Lemma 3.1.2 in [Sch17].
Taking colimits, Lemma 3.33 shows that φi extends uniquely to an endomorphism of
Auri , which we simply denote by Fri, for which
Fri(a) ≡ aq mod πAuri
for every a ∈ Auri . On Aur∆n , we obtain the maps
φi : Aur∆n ! A
ur
∆n
(a1 ⊗ . . .⊗ an)⊗ a ↦! (a1 ⊗ . . .⊗ Fri(ai)⊗ . . .⊗ an)⊗ φi(a)






(a1 ⊗ . . .⊗ an)⊗ a ↦! (Fr1(a1)⊗ . . .⊗ Frn(an))⊗ φ(a)
where ai ∈ Auri and a ∈ A∆n . Because φi is OL-linear on Aur∆n , it extends to a map
on ˆ︃Aur∆n , which we also call φi. The element π is not a zero divisor in Aur∆n and we
also have that
φAur∆n (a) ≡ a
q mod πAur∆n








We define jAur∆n : A
ur
∆n


















is the natural projection map. The map jAur∆n clearly extends the map jA∆n from the
previous section. We now show that jAur∆n is an embedding as well.
Lemma 3.34. The map jAur∆n : A
ur
∆n
! W (Esep∆n)L is an embedding.
Proof. Fix a collection (B′i/Bi)i∈∆n of finite unramified extensions and let A′i denote




which we denote by φA′∆n . Therefore jAur∆n restricts to a map
jA′∆n : A
′
∆n ! W (E
′
∆n)L
where E ′i ≃ A′i/πA′i is a finite separable extension of Ei for i ∈ ∆n. Let b ∈ ker jA′∆n .
By the definition of the map sA′∆n we have
Φ0 ◦ jA′∆n (b) = b mod πA
′
∆n ,
therefore b ∈ πA′∆n . Write b = πb1 for some b1 ∈ A
′
∆n
. By Proposition 3.6, C♭p,∆n




assumption about b we know that πjA′∆n (b1) = jA′∆n (b) = 0, therefore
jA′∆n (b1) = 0






The last equality holds because A′∆n is π-adically complete being a finitely generated
module over the π-adically complete Noetherian ring A∆n . From a colimit argument
we can conclude that ker jAur∆n = 0, as desired.
The map jAur∆n is an OL-algebra endomorphism, therefore it induces a map
j ˆ︃Aur∆n : ˆ︃Aur∆n ! lim −
m≥1
W (Esep∆n)L/π




where the last isomorphism follows from Lemma 1.8 (iv).
Lemma 3.35. The map j ˆ︃Aur∆n : ˆ︃Aur∆n ! W (Esep∆n)L is an embedding.
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Proof. Let b = (bm)m≥1 ∈ lim −
m≥1
Aur∆n/π
mAur∆n be such that
j ˆ︃Aur∆n (b) = 0
where bm ∈ Aur∆n/π
mAur∆n for m ≥ 1. By our definition of j ˆ︃Aur∆n , we know that
Φ0 ◦ j ˆ︃Aur∆n (b) = b1.
Therefore b1 = 0 and thus b ∈ πˆ︃Aur∆n , allowing us to write b = π˜︁b for some ˜︁b ∈ ˆ︃Aur∆n .
By Proposition 3.6, C♭p,∆n is reduced, therefore π · 1W (C♭p,∆n )L is not a zero divisor in
W (C♭p,∆n)L. Since πj ˆ︃Aur∆n (˜︁b) = j ˆ︃Aur∆n (b) = 0, we have that
j ˆ︃Aur∆n (˜︁b) = 0






The last equality holds because ˆ︃Aur∆n is π-adically complete by [Sta18, Tag 05GG].




j ˆ︃Aur∆n (ˆ︃Aur∆n))︂ ⊆ j ˆ︃Aur∆n (ˆ︃Aur∆n)
for every σ ∈ G∆n,L.
Proof. Since every σ ∈ G∆n,L acts OL-linearly and j ˆ︃Aur∆n is an OL-linear map, it
suffices to show that G∆n,L preserves jAur∆n (A
ur
∆n
). Let x ∈ Aur∆n and σ ∈ G∆n,L. To
show that σ(jAur∆n (x)) ∈ jAur∆n (A
ur
∆n
), by linearity it suffices to consider elements of
the form
x = (a1 ⊗ . . .⊗ an)⊗ a ∈ Aur∆n
where ai ∈ Auri for i ∈ ∆n and a ∈ A∆n . Writing
σ(jAur∆n (x)) = σjA
ur
∆n
((1⊗ . . .⊗ 1)⊗ a)
∏︂
i∈∆n
σjAur∆n ((1⊗ . . .⊗ ai ⊗ . . . 1)⊗ 1)
it suffices to show that each of the above factors is in jAur∆n (A
ur
∆n
). By Lemma 3.31
(ii), we can regard σjAur∆n ((1⊗ . . .⊗ 1)⊗ a) simply as σjA∆n (a) which by Lemma
3.28 (ii) equals jA∆n (σ(a)). In other words
σjAur∆n ((1⊗ . . .⊗ 1)⊗ a) = jAur∆n ((1⊗ . . .⊗ 1)⊗ σ(a)) .
We now proceed to the other factors. To simplify notation, for y ∈ Auri we write
ιi(y) := (1⊗ . . .⊗ y ⊗ . . .⊗ 1)⊗ 1 ∈ Aur∆n
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where in (1⊗ . . .⊗ y ⊗ . . .⊗ 1) the i-th component is y and the other components






e ↦! (1⊗ . . .⊗ e⊗ . . .⊗ 1)⊗ 1
for e ∈ Esepi and jAuri be the composition of the maps
Auri
sAur
i−−! W (Auri )L
W (pr)L
−−−−! W (Esepi )L,
where sAuri is the map from Proposition 1.10 applied for B = A
ur
i and ψ = Fri. We
also write σ =
∏︂
i∈∆n
σi for σi ∈ Gi,L. We claim that the diagram












commutes. Indeed, let y ∈ Auri and suppose that
sAuri (y) = (z0, z1, . . .) ∈ W (A
ur
i )L.
By the definition of sAuri and the fact that π is not a zero divisor in A
ur
i , we know
that the elements z0, z1, . . . are determined uniquely by their requirement to satisfy
Φm(z0, . . . , zm) = Fr
m
i (y)
for all m ≥ 0. Therefore
Φm(ιi(z0), . . . , ιi(zm)) = ιi(Φm(z0, . . . , zm)) = ιi(Fr
m




thus by the definition of sAur∆n , we have that
sAur∆n (ιi(y)) = W (ιi)L ◦ sAuri (y),
meaning that (3.30) commutes. We also have that
W (Auri )L W (E
sep
i )L









commutes, where pr is the projection modulo π. Finally, we also have that
W (Esepi )L W (E
sep
i )L










commutes as well, because ιi(σi(e)) = σ(ιi(e)) for e ∈ Esepi . Therefore
σjAur∆n (ιi(y)) = σ ◦W (pr)L ◦ sAur∆n (ιi(y))
= σ ◦W (pr)L ◦W (ιi)L ◦ sAuri (y)
= σ ◦W (ιi)L ◦W (pr)L ◦ sAuri (y)
= W (ιi)L ◦ σi ◦W (pr)L ◦ sAuri (y)
= W (ιi)L ◦ σi ◦ jAuri (y)
where in the second line we used the commutativity in (3.30), in the third line the
commutativity of (3.31) and in the fourth line the commutativity of (3.32). By the
proof of Lemma 3.1.3 in [Sch17] we know that
σi ◦ jAuri (y) = jAuri (w)
for a unique w ∈ Auri . Therefore
σjAur∆n (ιi(y)) = W (ιi)L ◦ jAuri (w)
= W (ιi)L ◦W (pr)L ◦ sAuri (w)
= W (pr)L ◦W (ιi)L ◦ sAuri (w)
= W (pr)L ◦ sAur∆n (ιi(w))
= jAur∆n (ιi(w))
where the equality in the third line holds by the commutativity in (3.31) and the
equality in the fourth line holds by the commutativity of (3.30).
Remark 3.37. (i) Using Lemma 3.35, we can identify ˆ︃Aur∆n with a subspace of
W (C♭p,∆n)L. We equip ˆ︃Aur∆n with the subspace topology of the weak topology of
W (C♭p,∆n)L and call this the weak topology on ˆ︃Aur∆n . By Lemma 3.25 it follows thatˆ︃Aur∆n is a topological ring for the weak topology. Therefore, the theory of Section
1.4 applies for R = ˆ︃Aur∆n and we call the linear topology on a finitely generatedˆ︃Aur∆n-module the weak topology as well.
(ii) From Remark 3.26 (iii) we conclude that(︂
Uε,m,0 ∩ ˆ︃Aur∆n)︂
0≤ε≤1,m∈N≥0
is a system of open neighbourhoods closed under addition.
(iii) Lemma 3.36 shows that G∆n,L acts on ˆ︃Aur∆n and the action is continuous by
Lemma 3.24. In the one variable case we recover the fact that Gi,L acts on Auri and
the proof of Lemma 3.36 shows that the relation between this action and the one in
the multivariable case is given by the formula
σ((a1 ⊗ . . .⊗ an)⊗ a) = (σ1(a1)⊗ . . .⊗ σn(an))⊗ σ(a), (3.33)
where ai ∈ Auri for i ∈ ∆n, a ∈ A∆n and σ =
∏︁
i∈∆n σi for σi ∈ Gi,L.
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3.5.1 The embedding modulo πm
So far we managed to establish that the map jA∆n is a topological embedding by
Lemma 3.30, while the map j ˆ︃Aur∆n is a topological embedding by definition. In other
words, the inclusions induced by j ˆ︃Aur∆n
A∆n ↪! ˆ︃Aur∆n ↪! W (C♭p,∆n)L
are topological embeddings for the weak topology on each of the rings. Note that
restricting jA∆n to OL gives us the map OL ! W (κL)L from Lemma 1.11, which is
an isomorphism. Therefore j ˆ︃Aur∆n induces the inclusions
OL ↪! A∆n ↪! ˆ︃Aur∆n ↪! W (C♭p,∆n)L. (3.34)
We will now show that the composition of the first two arrows in (3.34) is a topological
embedding for the π-adic topology on OL, together with a similar statement when
we take quotients by a power of π.
Lemma 3.38. (i) The weak topology on ˆ︃Aur∆n induces the π-adic topology on OL.
(ii) The natural map
OL/πmOL ! ˆ︃Aur∆n/πmˆ︃Aur∆n
is an embedding and the weak topology on ˆ︃Aur∆n/πmˆ︃Aur∆n induces the π-adic
topology on OL/πmOL for m ≥ 1.
Proof. (i) By what we explained above it suffices to show that the weak topology on
A∆n induces the π-adic topology on OL. This is easily observed from the equality
Vℓ,m ∩ OL = ((O∆n)ℓ + πmA∆n) ∩ OL
= πmOL
for ℓ,m ≥ 1.
(ii) We will first show that the natural maps
OL/πmOL ! W (C♭p,∆n)L/π
mW (C♭p,∆n)L
and ˆ︃Aur∆n/πmˆ︃Aur∆n ! W (C♭p,∆n)L/πmW (C♭p,∆n)L
are injective. For the first one, note that since OL is a DVR with uniformizer π, the
kernel of the natural map
OL ! W (C♭p,∆n)L/π
mW (C♭p,∆n)L
is an ideal of OL generated by a power of π containing πmOL. By Lemma 1.9 (ii)
and Lemma 1.7 (i)
πm−1 ⊞ πmW (C♭p,∆n)L = (0, . . . , 0, 1, 0, . . .)⊞ Vm(C
♭




implying that the kernel equals πmOL. For the other map, note first that we have
an isomorphism ˆ︃Aur∆n/πmˆ︃Aur∆n ≃ Aur∆n/πmAur∆n ,
therefore it suffices to show that jAur∆n induces an inclusion
Aur∆n/π
mAur∆n ↪! W (C
♭
p,∆n)L/π













a ↦! (a, 0, . . .)⊞ V1(C♭p,∆n)L
which is clearly injective. Let m > 1 and assume that we showed that the injectivity














As π is not a zero divisor in W (C♭p,∆n)L by Proposition 3.6, it follows that multipli-












therefore the left vertical arrow of the above diagram is an injection by what we
proved for m = 1. By our induction hypothesis, the right vertical arrow of the above
diagram is an injection as well, therefore the middle vertical arrow is an injection, as
desired.
Coming back to our goal, we observe that the π-adic topology on OL/πmOL is
the discrete topology. Therefore, it suffices to show that there exists an open
neighbourhood of zero U ⊆ ˆ︃Aur∆n/πmˆ︃Aur∆n such that
U ∩ (OL/πmOL) = 0.
The topologies of OL/πmOL, ˆ︃Aur∆n/πmˆ︃Aur∆n and W (C♭p,∆n)L/πmW (C♭p,∆n)L are defined
using the quotient topology, therefore we know by part (i) that the maps
OL/πmOL ↪! ˆ︃Aur∆n/πmˆ︃Aur∆n ↪! W (C♭p,∆n)L/πmW (C♭p,∆n)L
are continuous. Consider the open neighbourhood Uδ,m−1,0 ⊆ W (C♭p,∆n)L where
0 < δ < 1 is some fixed constant. Then




Because | · |prod equals 1 on nonzero elements of κL, it follows that
Uδ,m−1,0 ∩W (κL)L = Vm(κL)L = πmW (κL)L.
By Lemma 1.46 for R = W (C♭p,∆n)L if follows that Uδ,m−1,0/π
mW (C♭p,∆n)L is an open







mW (C♭p,∆n)L ∩ ˆ︃Aur∆n/πmˆ︃Aur∆n)︂⋂︂ (OL/πmOL) = 0,
hence U = Uδ,m−1,0/πmW (C♭p,∆n)L∩ ˆ︃Aur∆n/πmˆ︃Aur∆n is an open set of ˆ︃Aur∆n/πmˆ︃Aur∆n that
satisfies the desired property.
3.6 The functors
In this section we introduce the functors that realize the desired equivalence of
categories. Before we do that, we first compute the elements invariant under the
Galois action and the Frobenius operators on ˆ︃Aur∆n . The strategy will be to compute
these invariants on the characteristic p quotient ring ˆ︃Aur∆n/πˆ︃Aur∆n ≃ Esep∆n and lift the
results to the characteristic zero case. We also prove statements of greater generality
that we will use in the later parts of the text.
3.6.1 Group invariants
For the desired group invariants, we begin with a general result that will help us
compute the invariants of a group action on a tensor product.
Lemma 3.39. Let R be a commutative ring and M be an R-module. Suppose that G
is a group acting on M by R-linear automorphisms. Let N be a projective R-module.
Consider the action of G on M ⊗R N given by the formula
g(x⊗ y) = g(x)⊗ y
where g ∈ G, x ∈M and y ∈ N . Then
(M ⊗R N)G ≃MG ⊗R N.
Proof. Using the projectivity of N , let P be an R-module such that N ⊕ P ≃ R⊕S
for some set S. The isomorphisms
M ⊗R (N ⊕ P ) ≃M ⊗R R⊕S ≃M⊕S
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are G-equivariant where we define the actions of G on M ⊗R (N ⊕ P ) and M ⊗R P
in an analogous way to the one on M ⊗R N . Taking G-invariants in the above
isomorphisms we obtain
(MG)⊕S = (M⊕S)G ≃
(︁
M ⊗R (N ⊕ P )
)︁G ≃ (M ⊗R N)G ⊕ (M ⊗R P )G.
Using the flatness of N and P over R we have that MG ⊗R N and MG ⊗R P are
contained in M ⊗R N and M ⊗R P , respectively. It is also clear that MG ⊗R N ⊆
(M ⊗R N)G and MG ⊗R P ⊆ (M ⊗R P )G hold. Hence
(MG)⊕S = (MG ⊗N)⊕ (MG ⊗ P ) ⊆ (M ⊗R N)G ⊕ (M ⊗R P )G = (MG)⊕S
Therefore all of the inclusions must be equalities and the result follows.
We now proceed to compute the H∆n,L-invariants of ˆ︃Aur∆n . As we explained above,
we first compute these invariants in the quotient ˆ︃Aur∆n/πˆ︃Aur∆n ≃ Esep∆n . By Proposition





Gal(Esepi /Ei) ≃ H∆n,L. (3.35)
Lemma 3.40. Suppose that for all i ∈ ∆n, E ′i is a finite Galois extension of Ei and















Proof. It is clear that (Esep∆n)
H′∆n,L ⊇ E ′∆n . For the reverse inclusion, we check first



























where ei ∈ Esepi , f ∈ E∆n , σi ∈ Gi,L and σi = σi mod Hi,L. The action of H ′1,L on








it is trivial, therefore by
Lemma 3.39
(Esep∆n)
H′1,L ≃ (Esep1 ⊗E1 (E
sep





2 ⊗E2 . . . (Esepn ⊗En E∆n))
≃ E ′1 ⊗E1 (E
sep
2 ⊗E2 . . . (Esepn ⊗En E∆n)) .
Thus (Esep∆n )
H′∆n,L ⊆ E ′1⊗E1(E
sep
2 ⊗E2 . . . (Esepn ⊗EnE∆n)). Applying the same argument
for the other components and actions of the H ′i,L for i ≥ 2 we obtain that
(Esep∆n)
H′∆n,L ⊆ E ′1 ⊗E1 (E ′2 ⊗E2 . . . (E ′n ⊗En E∆n)) ≃ E ′∆n
where the last isomorphism holds by Lemma 3.13 (iii).
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Proof. (i) This follows directly from Lemma 3.40 applied for the case when E ′i = Ei
for all i ∈ ∆n.




previous part it suffices to show that




For this, it suffices to show that if we are given a collection (E ′i/Ei)i∈∆n of finite
separable extensions, then




For i ∈ ∆n, E ′+i and E ′i admit a common basis containing 1 over E+i and Ei,
respectively. Therefore E ′+∆n and E
′
∆n
admit a common basis containing 1 over E+∆n
and E∆n , respectively. This makes it clear that (3.36) holds and we are done.









(σ, e) ↦−! σ(e)

















(ii) H∆n,L is a profinite group and E
sep
∆n
is a discrete H∆n,L-module, therefore by











where N runs through the open normal subgroups of H∆n,L. By Lemma 3.40 it then













By the normal basis theorem for each i ∈ ∆n there exists a bi ∈ E ′i such that
{σ(bi)}σ∈Gal(E′i/Ei) is a basis of E
′
i as an Ei-vector space. Then for
b := (b1 ⊗ . . .⊗ bn)⊗ 1 ∈ E ′∆n ,
{σ(b)}σ∈G is a basis of E ′∆n over E∆n . Let c : G −! E
′
∆n be a 1-cocycle, that is a
map satisfying
c(στ) = c(σ) + σ(c(τ))





for σ ∈ G and cτ (σ) ∈ E∆n . Writing the cocycle condition, we compute∑︂
τ∈G











(cτ (σ1) + cσ−11 τ (σ2))τ(b)
and see that the maps cτ must satisfy cτ (σ1σ2) = cτ (σ1)+cσ−11 τ (σ2) for all τ, σ1, σ2 ∈ G.
When τ = 1 we obtain that
cσ−11 (σ2) = c1(σ1σ2)− c1(σ1)





−1)τ(b) ∈ E ′∆n ,




















for any σ ∈ G. Therefore c : G −! E ′∆n is a 1-coboundary, as desired.
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Lemma 3.43. (ˆ︃Aur∆n)H∆n,L = A∆n.





H∆n,L = E∆n ≃ A∆n/πA∆n .
It is also clear that ˆ︃Aur∆nH∆n,L ⊇ A∆n . Therefore we have a commutative diagram








whose rows are exact. By induction with respect to m we deduce that(︁
Aur∆n/π
mAur∆n




















We now compute the invariants for the Frobenius maps by starting again with a
more general statement.




(ii) The natural map from Esep∆n−1 into E
sep
∆n
is an embedding and its image equals




Proof. (i) The map id−φn is additive, therefore for surjectivity it suffices to check
that a pure tensor
(e1 ⊗ . . .⊗ en)⊗ e ∈ Esep∆n
is in the image of id−φn, where ei ∈ Esepi and e ∈ E∆n . Because id−φn is
E∆n−1-linear, multiplying by a large enough power of X∆n−1 , we may assume that
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ej ∈ Esep+j and that valXj(e) ≥ 0 for j ∈ ∆n−1. Choose an r > 0 large enough such







where k0 ∈ Z≤0 and fj ∈ E+∆n−1 . Then we have that


























On Esepn the map id−φn is surjective because Xq −X − b is a separable polynomial
for all b ∈ Esepn . Therefore for every k0 ≤ j ≤ r, there exists an element yj ∈ Esepn
such that
(id−φn)(yj) = Xjnen.










(e1 ⊗ . . .⊗ en−1 ⊗Xjnen)⊗ fj.
Note that















Since id−φn is additive, it suffices to prove that
(e1 ⊗ . . .⊗ en)⊗ e ∈ im(id−φn)







for gj ∈ E+∆n−1 and suppose that ei ∈ E
′+
i , where E
′+
i is the ring of integers of a finite
extension E ′i of Ei for i ∈ ∆n. Because E ′+∆n is Xn-adically complete, we have that














(e1 ⊗ . . .⊗ en−1 ⊗ enXjn)⊗ gj.
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By our assumption about en, we have that Xjnen ∈ E ′+n and |Xjnen|♭ < 1 for every











































is an element of E ′+∆n since E
′+
∆n
is Xn-adically complete and by the continuity of




























(e1 ⊗ . . .⊗ en−1 ⊗ enXjn)⊗ gj
= (e1 ⊗ . . .⊗ en)⊗ e
and we are done.
(ii) Using that E∆n is flat over En, the inclusion En ! Esepn induces an embedding
E∆n ≃ En ⊗En E∆n ! Esepn ⊗En E∆n . (3.37)




f ↦! 1⊗ f












Esepn−1 ⊗En−1 (Esepn ⊗En E∆n)
)︁)︁
e1 ⊗ (. . .⊗ (en−1 ⊗ f)) ↦! e1 ⊗ (. . .⊗ (en−1 ⊗ (1⊗ f)))




For the statement about the kernel, note that the map id−φn is Esep∆n−1-linear and
that 1 ∈ ker(id−φn), therefore it is clear that Esep∆n−1 ⊆ ker(id−φn). For the reverse
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inclusion, let (E ′i/Ei)i∈∆n be a collection of finite separable extensions and y ∈ E ′∆n
be an element of ker(id−φn). Writing E ′i = Fqi((X ′i)) for i ∈ ∆n, by Corollary 3.16














Under this identification φn maps the monomial X ′i to X ′i for i ∈ ∆n−1, X ′n to X ′qn




















1 . . . X
′
n−1)
−1]. The map φn is injective on
Fqn , therefore by flatness, it is also injective on
⨂︂
i∈∆n,κL
Fqi . Comparing the terms
with the smallest value of valX′n in the equality φn(y) = y, it follows that fj = 0 for
all j < 0. Comparing the terms for which valX′n = 0 in the same equality, it follows















Indeed, let z be an element in the left hand side of (3.38) and suppose that d1, . . . , ds
is a κL-basis of
⨂︂
i∈∆n−1,κL
Fqi . Write z =
s∑︂
j=1
dj ⊗ bj for some bj ∈ Fqn . Then
s∑︂
j=1
dj ⊗ bj = z = φn(z) =
s∑︂
j=1
dj ⊗ bqj .
This implies that bqj = bj, hence bj ∈ κL for every 1 ≤ j ≤ s, which gives the claim
of (3.38). From this it also follows that f0 ∈ E ′∆n−1 . Because (id−φn) (f0) = 0, the




n ∈ ker (id−φn) .


















An immediate corollary to Lemma 3.44 shows that the elements of Esep∆n simultaneously












)︁φi=id = Esep1 .















)︁φi=id = κL ≃ OL/πOL.
Also, it is clear that
⋂︂
i∈∆n


























































Let T ∈ RepOL(G∆n,L). Consider the ˆ︃Aur∆n-module ˆ︃Aur∆n ⊗OL T which carries a
diagonal G∆n,L-action and the Frobenius endomorphisms φi := φi ⊗ id. These
operators and the group action commute, hence by Lemma 3.43
D(T ) :=
(︂ˆ︃Aur∆n ⊗OL T)︂H∆n,L
is an A∆n-module with a semilinear action of T+,∆n,L. Therefore
D(T ) ∈ Modét(φ∆n ,Γ∆n,L,A∆n)
provided that we show it is a finitely generated A∆n-module and that it is étale.
For morphisms, let T1, T2 ∈ RepOL(G∆n,L) and f ∈ MorRepOL (G∆n,L)(T1, T2). Then
the ˆ︃Aur∆n-linear map ˆ︃Aur∆n ⊗OL T1 id⊗f−−−! ˆ︃Aur∆n ⊗OL T2
respects the φi operators and is G∆n,L-equivariant for the diagonal action, therefore
it restricts to an A∆n-linear map
D(f) : D(T1)! D(T2)
that commutes with the action of T+,∆n,L on both sides.
Let D ∈ Modét(φ∆n ,Γ∆n,L,A∆n). The ˆ︃Aur∆n-module ˆ︃Aur∆n ⊗A∆n D carries a diagonal
G∆n,L-action where G∆n,L acts on D through its quotient Γ∆n,L, as well as Frobenius
operators
φi : ˆ︃Aur∆n ⊗A∆n D −! ˆ︃Aur∆n ⊗A∆n D
a⊗ d ↦−! φi(a)⊗ φi(d).





(︂ˆ︃Aur∆n ⊗A∆n D)︂φi=id .
By Lemma 3.46, T(D) is an OL-submodule of ˆ︃Aur∆n⊗A∆nD. Then T(D) ∈ RepOL(G∆n,L)
provided we show it is finitely generated over OL and that G∆n,L acts continuously
on it with respect to the π-adic topology.
For morphisms, letD1, D2 ∈ Modét(φ∆n ,Γ∆n,L,A∆n) and g ∈ MorModét(φ∆n ,Γ∆n,L,A∆n )(D1, D2).
Then the ˆ︃Aur∆n-linear mapˆ︃Aur∆n ⊗A∆n D1 id⊗g−−−! ˆ︃Aur∆n ⊗A∆n D2
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respects the φi operators and is G∆n,L-equivariant for the diagonal action, therefore
it restricts to an OL-linear G∆n,L-equivariant map
T(g) : T(D1)! T(D2).
In the next chapters we will show that D and T give quasi-inverse functors between
RepOL(G∆n,L) and Mod




Equivalence for mod π coefficients
In this chapter, we focus our attention on the objects of our categories that are
annihilated by π. On the one hand, in Remark 2.29 we already introduced the
category Modét(φ∆n ,Γ∆n,L, E∆n) of étale (φ∆n ,Γ∆n,L)-modules over E∆n . On the
other hand, let RepκL(G∆n,L) denote the category of continuous representations with
coefficients in OL/πOL ≃ κL. The π-adic topology of a finitely generated κL-vector
space viewed as an OL-module is the discrete topology, therefore a finite dimensional
linear representation of G∆n,L with coefficients in κL is continuous if and only if
there exists an open subgroup of G∆n,L that fixes every element of the underlying
vector space.
For the purposes of this chapter, for D ∈ Modét(φ∆n ,Γ∆n,L, E∆n) we will instead
denote T(D) by V(D) and will also write V(f) instead of T(f) if f is a morphism of
étale (φ∆n ,Γ∆n,L)-modules over E∆n . Our goal of the chapter is to show that the
categories RepκL(G∆n,L) and Mod
ét(φ∆n ,Γ∆n,L, E∆n) are equivalent and that D and
V are quasi-inverse functors that realize their equivalence. We follow entirely the
exposition and proofs of Chapters 2 and 3 of [Záb18b], although we will restructure
and provide a more detailed account of some of its arguments here. For this we
added some new lemmas to explain some of the intermediary steps.
4.1 Reduction to the essential surjectivity of D
The first part of the desired equivalence is realized by the following proposition, whose
proof is entirely analogous to that of Lemma 3.4 in [Záb18b]. It begins with the
observation that if V ∈ RepκL(G∆n,L), then by restriction V is a finite-dimensional
continuous representation of H∆n,L with coefficients in κL, which we shortly write as
V ∈ RepκL(H∆n,L).
Proposition 4.1. The space Esep∆n ⊗κL V has an E
sep
∆n
-basis of elements fixed by
H∆n,L.
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and this identification is
H∆n,L-equivariant it suffices to show that E
sep




We will reduce the claim to the case when n = 1 which is proven in Proposition 3.2.1
of [Sch17]. Suppose that n ≥ 2 and note that V is also a continuous representation
with coefficients in κL of Gn,L. By the result in the one variable case, we can consider
an Esepn -basis e1, . . . , ed of Esepn ⊗κL V fixed by Hn,L, where d = dimκL V .
Let Vn := Ene1 ⊕ . . .⊕ Ened = (Esepn ⊗κL V )
Hn,L . Then Vn is a linear representation
of H∆n−1,L with coefficients in En. Also
Esepn ⊗En Vn −! Esepn ⊗κL V
e⊗ v ↦−! ev (4.1)
is an H∆n−1,L-equivariant Esepn -linear isomorphism. Let {v1, . . . , vd} be a κL-basis
of V . Let B ∈ GLd(Esepn ) be the matrix of the above isomorphism with respect to
the bases {1 ⊗ e1, . . . , 1 ⊗ ed} and {1 ⊗ v1, . . . , 1 ⊗ vd}, respectively. Since B has
finitely many separable algebraic entries over En, it follows that B ∈ GLd(E ′n), where
En ⊆ E ′n is a finite separable extension. By the primitive element theorem, consider
u ∈ E ′n with E ′n = En(u) and write
B = B0 +B1u+ . . .+Bmu
m
for Bi ∈ Md(En). For h ∈ H∆n−1,L, let ρ(h) ∈ GLd(κL) be the matrix of the action of
h on V with respect to the basis {v1, . . . , vd} and ρn(h) ∈ GLd(En) be the matrix of
the action of h on Vn, with respect to the basis {e1, . . . , ed}. Then Bρn(h) = ρ(h)B
by (4.1) for every h ∈ H∆n−1,L. Thus
Biρn(h) = ρ(h)Bi (4.2)
for all 1 ≤ i ≤ m and h ∈ H∆n−1,L. Consider the polynomial
f(t) = det(B0 +B1t+ . . .+Bmt
m) ∈ En[t].
Since f(u) ̸= 0, then f is not the zero polynomial in En[t]. As En is a field with
infinitely many elements, there exists an element u0 ∈ En such that f(u0) ̸= 0. By
(4.2), we have
(B0 + . . .+Bmu
m
0 )ρn(h) = ρ(h)(B0 + . . .+Bmu
m
0 )
for every h ∈ H∆n−1,L. As f(u0) = B0 + . . . + Bmum0 ∈ GLd(En), it follows that
En ⊗En Vn ≃ Vn and En ⊗κL V are isomorphic representations of H∆n−1,L with
coefficients in En. Therefore, Vn admits a basis ˜︁e1, . . . , ˜︁ed with respect to which the
actions of each h ∈ H∆n−1,L are given by matrices in GLd(κL).
Let Wn = κL˜︁e1 ⊕ . . . ⊕ κL˜︁ed. Then Wn is a linear representation of H∆n−1,L with
coefficients in κL. Moreover, we claim it is a continuous representation, meaning
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that Wn ∈ RepκL(H∆n−1,L). For that we need to show that each element of Wn is
fixed by an open subgroup of H∆n−1,L. We know that Wn ⊆ Vn ⊆ Esepn ⊗κL V , thus
we can write any element of Wn as an Esepn -linear combination of {1⊗ v1, . . . , 1⊗ vd}.
Since V ∈ RepκL(H∆n,L), we know that there exists an open subgroup of H∆n−1,L
fixing each of the vi and as H∆n−1,L acts trivially on Esepn the conclusion follows.
Suppose that Esep∆n−1,◦ ⊗κL Wn has an E
sep
∆n−1,◦-basis w1, . . . , wd fixed by H∆n−1,L. We
also have that




















≃ Esep∆n−1,◦ ⊗κL (E
sep
n ⊗κL V )
≃ Esep∆n,◦ ⊗κL V
it follows that w1, . . . , wd can be identified with a basis of Esep∆n,◦ ⊗κL V and is fixed
by H∆n,L. Therefore, we can reduce the value of n until it equals 1 to get the desired
conclusion.
The space Esep∆n ⊗E∆n D(V ) comes equipped with a diagonal G∆n,L-action, where
G∆n,L acts on D(V ) through its quotient Γ∆n,L. It also comes equipped with φi
operators that act diagonally using the existings φi operators on Esep∆n and D(V ).
Corollary 4.2. Let V ∈ RepκL(G∆n,L). Then
(i) D(V ) is a free module over E∆n of finite rank equal to dimκL V .
(ii) The module D(V ) is étale, hence D is a well-defined functor
D : RepκL(G∆n,L)! Mod
ét(φ∆n ,Γ∆n,L, E∆n).








e⊗ w ↦! ew
is an isomorphism respecting the actions of G∆n,L and of the operators φi on
both sides.
Proof. (i) Using the notation of the proof of Proposition 4.1 we know that
Esep∆n ⊗κL V = E
sep
∆n
w1 ⊕ . . .⊕ Esep∆nwd
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where d = dimκL V and {w1, . . . , wd} is our E
sep
∆n
-basis of Esep∆n ⊗κL V fixed by H∆n,L.




)︁H∆n,L = (︁Esep∆n)︁H∆n,L w1 ⊕ . . .⊕ (︁Esep∆n)︁H∆n,L wd
= E∆nw1 ⊕ . . .⊕ E∆nwd.
(ii) Consider again our E∆n-basis {w1, . . . , wd} of D(V ) from part (i) and let i ∈ ∆n
be arbitrary. Since D(V ) is free by part (i), we have that[︁




w1 . . . wd
]︁t
for a unique Ai ∈ Md(E∆n). Then Ai is also the matrix of the linearized map
φlini : E∆n ⊗φi,E∆n D(V ) −! D(V )
e⊗ x ↦−! eφi(x)
with respect to the bases {1⊗ w1, . . . , 1⊗ wd} and {w1, . . . , wd}, respectively. We
need to show that det(Ai) ∈ E×∆n . Let v1, . . . , vd be a basis of V and write[︁




1⊗ v1 . . . 1⊗ vd
]︁t
where C = (cjk)1≤j,k≤d ∈ Md(Esep∆n ). Since both {1⊗ v1, . . . , 1⊗ vd} and {w1, . . . , wd}
































1⊗ v1 . . . 1⊗ vd
]︁t
= φi(C)C
−1 [︁w1 . . . wd]︁t ,
it follows that Ai = φi(C)C−1 and det(Ai) = φi(det(C)) det(C−1). Since det(C) ∈
Esep×∆n and φi is a ring endomorphism of E
sep
∆n
, φi preserves units and therefore
det(Ai) ∈ Esep×∆n ∩ E∆n .
By Lemma 3.41 (i), we have that det(Ai) is a unit in Esep∆n fixed by every τ ∈ H∆n,L.













Applying Lemma 3.41 (i), it follows that
1
det(Ai)
∈ E∆n . This implies that det(Ai) ∈
E×∆n and that D(V ) is étale.
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(iii) The fact that D(V ) = E∆nw1 ⊕ . . .⊕E∆nwd by part (i), makes it clear that our
proposed map
Esep∆n ⊗E∆n D(V )
adV−−! Esep∆n ⊗κL V
e⊗ w ↦−! ew
is an isomorphism of Esep∆n -modules. Checking that adV respects the Galois action
and the Frobenius operators is done directly by the equalities
adV (σ(e⊗ w)) = adV (σ(e)⊗ σ(w)) = σ(e)σ(w)
= σ(ew) = σ(adV (e⊗ w))
and
adV (φi(e⊗ w)) = adV (φi(e)⊗ φi(w)) = φi(e)φi(w)
= φi(ew) = φi(adV (e⊗ w))
which hold due to the semilinearity of our actions on Esep∆n ⊗κL V , for every e ∈
Esep∆n , w ∈ D(V ), σ ∈ G∆n,L and i ∈ ∆n.





















Esep∆n ⊗E∆n D(V )
)︁φi=id = V(D(V ))
where ηV (v) := 1⊗ v for v ∈ V .
Corollary 4.3. For V ∈ RepκL(G∆n,L) we have that V(D(V )) ∈ RepκL(G∆n,L) and
the maps {adjV }V ∈RepκL (G∆n,L) give a natural isomorphism of functors
idRepκL (G∆n,L) ≃ V ◦ D.
Proof. The operators φi act trivially on V , therefore any κL-basis of V extends to
an Esep∆n -basis of E
sep
∆n
⊗κL V fixed by each φi. Therefore the map






is an isomorphism by Corollary 3.45. By Corollary 4.2 (iii) it follows that the map
adjV : V ! V(D(V ))
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is a G∆n,L-equivariant isomorphism as well. This shows that V(D(V )) is a finite
dimensional κL-vector space. The continuity of V and the equivariance of adjV show
that there exists an open subgroup of G∆n,L that fixes every element of V(D(V )),
therefore
V(D(V )) ∈ RepκL(G∆n,L).



























and show that both squares commute. For the upper one, we compute directly that
(id⊗f) (ηV1(v)) = (id⊗f)(1⊗ v) = 1⊗ f(v) = ηV2(f(v))
holds for every v ∈ V1. For the lower square, we first show that the diagram




















∈ Esep∆n ⊗E∆n D(V1)
for e, ei ∈ Esep∆n and vi ∈ V1 when 1 ≤ i ≤ r such that
r∑︂
i=1
















































Restricting (4.4) to the fixed points of the operators φi, we obtain that the lower
square of (4.3) commutes, as desired.
In the following two lemmas we explain why it is sufficient to show that D is essentially
surjective. We also note that the space Esep∆n ⊗κLV(D) comes equipped with Frobenius
operators φi coming from the ones on Esep∆n , as well as a diagonal G∆n,L-action.
Lemma 4.4. Assume that the functor
D : RepκL(G∆n,L)! Mod
ét(φ∆n ,Γ∆n,L, E∆n)
is essentially surjective. Then
(i) Every object of Modét(φ∆n ,Γ∆n,L, E∆n) is a finitely generated free module over
E∆n.
(ii) For D ∈ Modét(φ∆n ,Γ∆n,L, E∆n) we have that V(D) ∈ RepκL(G∆n,L), hence V
is a well defined functor
V : Modét(φ∆n ,Γ∆n,L, E∆n)! RepκL(G∆n,L).








e⊗ v ↦−! ev
is an isomorphism which commutes with the action of G∆n,L and with the
Frobenius operators φi on both sides.
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(iv) The space Esep∆n ⊗E∆n D has an E
sep
∆n
-basis fixed by the operators φi.
Proof. (i) This is immediate by the essential surjectivity of D and Corollary 4.2 (i).
(ii) By the essential surjectivity of D, there exists a representation V ∈ RepκL(G∆n,L)
and an isomorphism
f : D ! D(V )
in Modét(φ∆n ,Γ∆n,L, E∆n). Therefore V(f) : V(D)! V(D(V )) is an isomorphism.
By Corollary 4.3 we know that V(D(V )) ∈ RepκL(G∆n,L) and thus
V(D) ∈ RepκL(G∆n,L)
by the G∆n,L-equivariance of V(f).
(iii) Consider the diagram
























∈ Esep∆n ⊗κL V(D(V ))
for e, ei ∈ Esep∆n and di ∈ D(V ) when 1 ≤ i ≤ r such that
r∑︂
i=1
ei ⊗ di ∈ V(D(V )) ⊆ Esep∆n ⊗E∆n D(V ).
By direct computation












































To check that the lower square commutes, let e⊗ w ∈ Esep∆n ⊗κL V . Then
adV ◦ adD(V ) ◦(id⊗ adjV )(e⊗ w) = adV ◦ adD(V ) (e⊗ adjV (w))
= adV (e adjV (w))
= adV (e ad
−1
V (ηV (w)))




(id⊗V(f−1)) ◦ (id⊗ adjV ) ◦ adV ◦(id⊗f)
)︁−1
is a composition of bijective maps, making adD a bijection as well. The fact that
adD respects the Galois action and the Frobenius operators is established in the
same way as in the proof of Corollary 4.2 (iii).
Let D ∈ Modét(φ∆n ,Γ∆n,L, E∆n). Maintaining the assumption that the functor
D : RepκL(G∆n,L)! Mod
ét(φ∆n ,Γ∆n,L, E∆n)
is essentially surjective, by Corollary 4.4 (i) we know that D is a free module over
E∆n with a trivial action from the group H∆n,L. Therefore, a basis of D over E∆n
extends to a basis of Esep∆n ⊗E∆n D over E
sep
∆n
fixed by the group H∆n,L. This implies
that the map




d ↦! 1⊗ d
is an isomorphism by Corollary 3.41 (i). The map adD respects the Galois actions




)︁H∆n,L ! (︁Esep∆n ⊗E∆n D)︁H∆n,L .





)︁H∆n,L ad−1D−−−! (︁Esep∆n ⊗κL V(D))︁H∆n,L = D(V(D)).
Lemma 4.5. Assuming that the functor D : RepκL(G∆n,L)! Mod
ét(φ∆n ,Γ∆n,L, E∆n)
is essentially surjective, the maps {adjD}D∈Modét(φ∆n ,Γ∆n,L,E∆n ) give a natural isomor-
phism of functors
idModét(φ∆n ,Γ∆n,L,E∆n ) ≃ D ◦ V.
Proof. Let D1 and D2 be étale (φ∆n ,Γ∆n,L)-modules over E∆n and f be a morphism






















and show that both squares commute. For the upper square, one computes that
(id⊗f)(µD1(d)) = (id⊗f)(1⊗ d) = 1⊗ f(d) = µD2(f(d))
holds for d ∈ D1. For the lower square, we show that the following diagram




















∈ Esep∆n ⊗κL V(D1)
for e, ei ∈ Esep∆n and di ∈ D1 when 1 ≤ i ≤ r such that
r∑︂
i=1















































Restricting (4.6) to the H∆n,L-invariants, we obtain that the lower square of (4.5)
commutes and we are done.
126
We prove the essential surjectivity of D by induction on n. For n = 1, this is Corollary
3.2.7 in [Sch17]. Suppose n ≥ 2 and that the essential surjectivity of D holds true
for all the positive integers up to n− 1.
4.2 The modules D+ and D+∗n
We introduce the notion of boundedness for finitely generated modules over E∆n
equipped with the adic topology.
Definition 4.6. Let D be a finitely generated E∆n-module equipped with the adic









for some m ∈ Z.
Remark 4.7. In the above definition, the choice of the finite generating set does
not matter. Indeed, if x1, . . . , xk is another generating set of D, then clearly
{x1, . . . , xk} ⊆ Xℓ∆n
(︁





for some ℓ ∈ Z and viceversa. The same argument also shows that every finitely
generated E+∆n-submodule of D is bounded.
For D ∈ Modét(φ∆n ,Γ∆n,L, E∆n) define
D+ := {x ∈ D : {φk(x) : k ≥ 0} ⊆ D is bounded }.
Example 4.8. If D = E∆n is equipped with the usual (φ∆n ,Γ∆n,L)-structure, then





Proposition 4.9. D+ is an E+∆n-submodule of D such that
(i) D = D+[X−1∆n ],
(ii) τ(D+) ⊆ D+ for every τ ∈ T+,∆n,L,
(iii) D+ is finitely generated over E+∆n.
Proof. Suppose that {d1, . . . , dr} is a generating set of D and let




Let x, y ∈ D+. Then the sets {φk(x) : k ≥ 0} and {φk(y) : k ≥ 0} are bounded,
meaning that they are both contained in X−m∆n M for a large enough m ∈ N≥0. Since
X−m∆n M is an E
+
∆n
-module, it follows that
{φk(x+ y) : k ≥ 0} = {φk(x) + φk(y) : k ≥ 0} ⊆ X−m∆n M
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and
{φk(ax) : k ≥ 0} = {aqkφk(x) : k ≥ 0} ⊆ X−m∆n M
for a ∈ E+∆n . Therefore D
+ is an E+∆n-submodule of D.








which shows that lim
k!∞
φk(X∆nx) = 0. It follows that X∆nD+ ⊆ D++ and Proposition
2.39 shows that D++ is a Noetherian E+∆n-module, which implies that D
+ is finitely
generated over E+∆n , proving (iii). It is also clear that D
++ ⊆ D+ and Corollary 2.36
implies that D+[X−1∆n ] = D which proves (i).
To prove (ii), note that since {x, φ(x), . . .} is bounded, its subset {φk(x), φk+1(x), . . .}
is bounded as well, which means that φk(x) ∈ D+ for every k ∈ N≥0. Since D+ is a
finitely generated E+∆n-submodule of D, so is E
+
∆n
τ(D+). By Remark 4.7 it follows
that E+∆nτ(D
+) is a bounded subset of D. Hence
{τ(x), φ(τ(x)), φ2(τ(x)), . . .} = {τ(x), τ(φ(x)), τ(φ2(x)), . . .} ⊆ E+∆nτ(D
+)
is bounded and τ(x) ∈ D+, as desired.
Lemma 4.10. If D1 and D2 ∈ Modét(φ∆n ,Γ∆n,L, E∆n), then
(D1 ⊕D2)+ = D+1 ⊕D+2 .
Proof. Suppose that {x1, . . . , xk} is a generating set of D1 over E∆n and {y1, . . . , yℓ}
is a generating set of D2 over E∆n . Then {(x1, 0), . . . , (xk, 0), (0, y1), . . . , (0, yℓ)} is a














Let (d1, d2) ∈ D+1 ⊕D+2 . Then
{φk(d1) : k ≥ 0} ⊆ X−m∆n M1
and
{φk(d2) : k ≥ 0} ⊆ X−m∆n M2
for a large enough m ∈ N≥0. Then
{(d1, d2), φ(d1, d2), φ2(d1, d2), . . .} = {(d1, d2), (φ(d1), φ(d2)), (φ2(d1), φ2(d2)), . . .}
⊆ X−m∆n M
and thus is bounded. This shows that D+1 ⊕ D+2 ⊆ (D1 ⊕ D2)+. Now consider
(d1, d2) ∈ (D1 ⊕D2)+. Then
{(d1, d2), φ(d1, d2), φ2(d1, d2), . . .} = {(d1, d2), (φ(d1), φ(d2)), (φ2(d1), φ2(d2)), . . .}
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is an internal direct sum, it follows that
{d1, φ(d1), . . .} ⊆ X−s∆nM1
and
{d2, φ(d2), . . .} ⊆ X−s∆nM2.
In other words, d1 ∈ D+1 and d2 ∈ D+2 , as desired.
We now introduce the module
D+n := D
+[X−1∆n−1 ].





Lemma 4.11. For D ∈ Modét(φ∆n ,Γ∆n,L, E∆n), the module D+n /D+ is Xn-torsion
free in the sense that if Xnd ∈ D+ for some d ∈ D+n , then d ∈ D+.
Proof. Since d ∈ D+n , it follows that Xm∆n−1d ∈ D
+ for some m ∈ N≥0.
Case 1. Suppose that D is a free module over E∆n . Let d1, . . . , dr be a basis of D
over E∆n and M = E
+
∆n
d1 + . . .+ E
+
∆n















is bounded. Therefore it is contained in X−m1∆n M for some large enough m1 ∈ N≥1
and it follows that the Xi-valuations of the elements Xq
k
n cjk are at least −m1 for
every i ∈ ∆n. Therefore the Xi-valuations of the elements cjk are at least −m1 for
every i ∈ ∆n−1. Similarly, since Xm∆n−1d ∈ D












is bounded. Therefore it is contained in X−m2∆n M for some large enough m2 ∈ N≥1
and it follows that the Xn-valuations of the elements Xmq
k
∆n−1
cjk are at least −m2.
Therefore the Xn-valuations of the elements cjk are also at least −m2.
Therefore cjk ∈ X−max{m1,m2}∆n E
+
∆n
, which implies that {d, φ(d), . . .} is bounded, as
desired.
Case 2. In the general case, using that D is stably-free, let k1 ∈ N≥0 such that
D1 = D ⊕ E⊕k1∆n ∈ Mod
ét(φ∆n ,Γ∆n,L, E∆n)
is a finite free module over E∆n . By Example 4.8 and Lemma 4.10 we have that
D+1 = D
+ ⊕ (E+∆n)





n ⊕ (E+n )⊕k1 .
Then by hypothesis (d, 0) ∈ (D1)+n and Xn(d, 0) ∈ D+1 . By Case 1 it follows that
(d, 0) ∈ D+1 = D+ ⊕ (E+∆n)
⊕k1
meaning that d ∈ D+, as desired.
Let T+,∆n−1,L ⊆ T+,∆n,L be the submonoid generated by φj for j ∈ ∆n−1 and Γ∆n−1,L.
Lemma 4.12. Suppose that D ∈ Modét(φ∆n ,Γ∆n,L, E∆n) is a free module of rank
one generated by z. Then for any τ ∈ T+,∆n−1,L we have that
τ(z) = aτz,
where aτ ∈ (E+n )×.
Proof. Suppose that φn(z) = anz and τ(z) = aτz. Since D is étale, it follows that
both an and aτ are in E×∆n . To show that aτ ∈ (E
+
n )
× we are left to prove that
valXn(aτ ) = 0 because valXn(aτ ) ≥ 0 implies that aτ ∈ E+n , while valXn(a−1τ ) ≥ 0
shows that a−1τ ∈ E+n .
We note that
τ(φn(z)) = τ(anz) = τ(an)τ(z) = τ(an)aτz,
φn(τ(z)) = φn(aτz) = φn(aτ )φn(z) = φn(aτ )anz.
Using that τ and φn commute and that z is a basis element, we conclude that
τ(an)aτ = φn(aτ )an. Therefore
valXn(an) + valXn(aτ ) = valXn(τ(an)) + valXn(aτ )
= valXn(τ(an)aτ )
= valXn(φn(aτ )an)
= qvalXn(aτ ) + valXn(an)
where the first equality holds because τ ∈ T+,∆n−1,L. This implies that valXn(aτ ) = 0
and the conclusion follows.
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n ⊆ E+n τ(D+n ).
Proof. Assume first that D is a free module over E∆n with basis e1, . . . , er. By
Proposition 4.9 we can further assume that e1, . . . , er are contained in D+. Let




and Mn :=M [X−1∆n−1 ]. By assumption M ⊆ D
+ and Mn ⊆ D+n . Since D+ is finitely
generated over E+∆n by Proposition 4.9 (iii), it follows that D
+ ⊆ X−k0∆n M for some
k0 ∈ N>0. Inverting X∆n−1 , it follows that
D+n ⊆ X−k0n Mn.
Let τ ∈ T+,∆n−1,L arbitrary and let Aτ denote the matrix of τ with respect to
the basis e1, . . . , er. Since e1, . . . , er ∈ D+, by Proposition 4.9 (ii) it follows
that τ(e1), . . . , τ(er) ∈ D+. Therefore τ(e1), . . . , τ(er) ∈ X−k0∆n M , meaning that
the entries of Aτ lie in X−k0∆n E
+
∆n
. By Example 2.28, we know that det(D) ∈
Modét(φ∆n ,Γ∆n,L, E∆n) and is free over E∆n of rank one. Therefore one can apply
Lemma 4.12 for the basis element e1 ∧ . . . ∧ er ∈ det(D) and it follows that
valXn(detAτ ) = 0.
Using the formula for A−1τ involving the (r − 1)× (r − 1) minors, it follows that all








n ⊆Mn ⊆ X−(r−1)k0n E+n τ(Mn) ⊆ X−(r−1)k0n E+n τ(D+n ).
Therefore Xrk0n D
+
n ⊆ E+n τ(D+n ) and we can take k = rk0 which depends only on D
and not on the chosen τ ∈ T+,∆n−1,L.
In the general case D ∈ Modét(φ∆n ,Γ∆n,L, E∆n) is stably-free, so let ℓ ∈ N such that
D1 = D ⊕ E⊕ℓ∆n ∈ Mod
ét(φ∆n ,Γ∆n,L, E∆n)
is a free module over E∆n . From the first case, there exists an integer k independent







n ⊕ (E+n )⊕ℓ0) ⊆ E+n τ(D+n ⊕ (E+n )⊕ℓ0) = E+n (τ(D+n )⊕ τ((E+n )⊕ℓ0))
which implies that XknD
+








As D+∗n ⊆ D+n and E+n is a Noetherian ring, it follows that D+∗n is a finitely generated




n ⊆ D+∗n ,
therefore D+∗n [X−1n ] ≃ D.
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Proposition 4.14. For D ∈ Modét(φ∆n ,Γ∆n,L, E∆n) we have that
(i) τ(D+∗n ) ⊆ D+∗n for all τ ∈ T+,∆n,L,
(ii) D+∗n is an étale T+,∆n−1,L-module over E+n in the sense that the map





e⊗ d ↦! eτ(d)
is a bijection for all τ ∈ T+,∆n−1,L.
Proof. (i) Inverting X∆n−1 in Proposition 4.9 (ii) we know that τ(D
+
n ) ⊆ D+n . Let
τ0 ∈ T+,∆n−1,L. Then, because T+,∆n,L is a commutative monoid
τ(E+n τ0(D
+





⊆ E+n τ0(τ(D+n ))
⊆ E+n τ0(D+n ).























basis B = {
∏︂
i∈∆n−1




Let τ0 ∈ T+,∆n−1,L. Since E+n is free over τ(E+n ), it follows E+n is a flat τ(E+n )-module,





n ) −! E
+
n ⊗τ,E+n D
e⊗ d ↦−! e⊗ d
induced by the inclusionE+n τ0(D
+
n ) ⊆ D is injective. SinceD ∈ Mod
ét(φ∆n ,Γ∆n,L, E∆n)
we know that
τ lin : E∆n ⊗τ,E∆n D −! D





it follows that the map
τ lin : E+n ⊗τ,E+n D −! D
e⊗ d ↦−! eτ(d)
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is bijective as well. Indeed, we have a commutative diagram
E+n ⊗τ,E+n D D
D⊕B






where the map ψ : E+n ⊗τ,E+n D ! D














Then ψ and ψ′ are additive bijections making (4.7) commute. Its lower horizontal
and vertical arrows are bijections, which forces the top horizontal arrow to be a
bijection as well. Using the flatness of E+n over τ(E
+





n ) −! D
e⊗ d ↦−! eτ(d)
is injective with image E+n τ(τ0(D
+
n )). Since E
+
n is finite free over τ(E
+



























e⊗ d ↦−! eτ(d)





n )) = D
+∗
n , as desired.
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4.3 The module Dn




using the existing actions of G∆n−1,L on E
sep
∆n−1
and of Γn,L on En. Similarly, for
i ∈ ∆n−1, we have a Frobenius operator φi on Esep∆n−1((Xn)) using the existing opera-
tors on Esep∆n−1 , as well as an operator φn using the existing one on En. Note that
these group actions and operators preserve Esep∆n−1JXnK.




((Xn)) ⊗E∆n D, where G∆n−1,L acts on D through
its quotient Γ∆n−1,L. Also, for every i ∈ ∆n there exists an operator φi that acts












By Corollary 3.45 we know that Dn is a κL((Xn))-vector space. In addition, Dn is
equipped with a φn operator, as well as an action from G∆n−1,L and Γn,L. Later we
will also show that Dn is a finitely generated étale (φn,Γn,L)-module over κL((Xn))
and that the map




e⊗ d ↦−! ed (4.8)
is an isomorphism. In addition to Esep∆n−1((Xn))⊗E∆n D, we also consider the module
Esep∆n−1JXnK ⊗E+n D
+∗
n . By Proposition 4.14 (i), the latter also comes equipped with









is a κLJXnK-submodule of Esep∆n−1JXnK ⊗E+n D
+∗
n that is preserved by the actions of
G∆n−1,L and Γn,L as well as by the operator φn.
Lemma 4.15. For any integer r > 0,












(ii) We have a natural isomorphism of functors
Esep∆n−1 [Xn]/(X
r










Proof. (i) Since the action of each φj on Esep∆n−1JXnK is coefficientwise with respect
to the powers of Xn, this is immediate from Corollary 3.45.





⊗κLκL[Xn]/(Xrn), the conclusion follows.





n ≃ E∆n−1 [Xn]/XrnE∆n−1 [Xn].
(ii) We have a natural isomorphism of functors
Esep∆n−1 [Xn]/(X
r




from the category of E+n /XrnE
+




(iii) We have a natural isomorphism of functors
Esep∆n−1 [Xn]/(X
r













(iv) We have a natural isomorphism of functors
Esep+∆n−1 [Xn]/(X
r













Proof. (i) It is easy to observe that both sides are free modules over E∆n−1 with the
basis elements 1, Xn, . . . , Xr−1n .







n), by part (i) the conclusion
follows.




























where for the second isomorphism we used the result of part (i).











































Lemma 4.17. Let (E ′j/Ej)j∈∆n−1 be a collection of finite separable extensions.
(i) We have a natural isomorphism of functors
E ′+∆n−1 [Xn]/(X
r













(ii) We have a natural isomorphism of functors
E ′∆n−1 [Xn]/(X
r
n)⊗E+n /XrnE+n − ≃ E
′
∆n−1 ⊗E∆n−1 −
from the category of E+n /XrnE
+
n -modules to the category of E ′∆n−1-modules.






















≃ E ′+∆n−1 ⊗E+∆n−1 M/X
r
nM
















(ii) Let M be an E+n /XrnE
+
n -module. Then we have that
E ′∆n−1 [Xn]/(X
r
n)⊗E+n /XrnE+n M ≃
(︂











n ⊗E+n /XrnE+n M
)︂
≃ E ′∆n−1 ⊗E∆n−1 M,
where for the second isomorphism we used Lemma 4.16 (i).










for all integers i, r > 0.
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n),M) = 0 (4.9)
for all i, r > 0. Let P• −! M −! 0 be a projective resolution of M in E+n −Mod.
Applying Esep∆n−1 [Xn]/(X
r
n)⊗E+n − to this resolution, the i-th homology group of
Esep∆n−1 [Xn]/(X
r










for all i > 0. By Lemma 4.16 (iii), it suffices















is exact. Since Pi is projective over E+n , it is torsion free over E
+
n and thus torsion
free over κLJXnK. Hence
P• −!M −! 0
is a resolution of flat modules in κLJXnK −Mod. Since resolutions of flat modules
also allow us to compute the Tor functors, by (4.9) it follows that
κL[Xn]/(X
r
n)⊗κLJXnK P• −! κL[Xn]/(Xrn)⊗κLJXnK M −! 0
is an exact complex. By Lemma 3.12 (i) applied for the set ∆n−1 we know that Esep∆n−1
is a flat E∆n−1-module, so it follows that (4.10) is also exact and we are done.
As an immediate corollary of Lemma 4.18 we can establish the relationship between
Dn and W(Dn).
Lemma 4.19. (i) The module Esep∆n−1JXnK ⊗E+n D
+∗
n is Xn-torsion free.
(ii) The κLJXnK-module W(Dn) is torsion free.


























which after tensoring by D+∗n over E
+





















Since D is an E∆n-module, it has no Xn-torsion. Therefore D
+∗
n being a submodule










and the conclusion follows.
(ii) This follows immediately from part (i).

















By part (i) Esep∆n−1JXnK ⊗E+n D
+∗











(iv) Since Xn is fixed by φj for every j ∈ ∆n−1, this follows by (iii).
Recall that D+∗n is a finitely generated étale T+,∆n−1,L-module over E+n by Proposition
4.14 (ii). However, D+∗n need not be an object of Mod
ét(φ∆n−1 ,Γ∆n−1,L, E∆n−1) since
















By Lemma 4.16 (i), D+∗n,r is then finitely generated over E∆n−1 [Xn]/(Xrn) and thus
finitely generated over E∆n−1 . We can now show:
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Proposition 4.20. D+∗n,r is an étale (φ∆n−1 ,Γ∆n−1,L)-module over E∆n−1 for every
positive integer r.
Proof. We need to show that for each i ∈ ∆n−1 the map





e⊗ d ↦−! eφi(d)












where ψ is the map sending e⊗ d to e⊗ d where e ∈ E∆n−1 and d ∈ D+∗n,r, while ρ is
the map sending e⊗ d to eφi(d) where e ∈ E+n and d ∈ D+∗n,r.
Since {1, Xi, . . . , Xq−1i } is a common basis of E+n over φi(E+n ) and of E∆n−1 over

















e⊗ d ↦−! eφi(d)
is bijective. Tensoring both sides on the right by E+n,r over E
+
n we get that ρ is
bijective. Therefore φlini is bijective as well.









−! Esep∆n−1 ⊗E∆n−1 D
+∗
n,r
e⊗ d ↦−! ed (4.11)
is an isomorphism for all r > 0. Since D+∗n,r is an E
+
n,r-module, by Lemma 4.16 (ii)






























is a module over κL[Xn]/(Xrn) and by Lemma 4.15 (ii) it follows that the isomorphism



















The following two lemmas establish the consequences of taking projective limits with
respect to r in (4.12).






















n is Xn-adically complete.
(iii) The natural map
Esep∆n−1JXnK ⊗E+n D
+∗







































(ii) The module D+∗n is finitely generated over E
+
n and since the latter is a Noetherian










)︁⊕k2 g2−! K1 −! 0 (4.14)
for some k1, k2 > 0. Combining (4.13) and (4.14) it follows that the sequence(︁
E+n
)︁⊕k2 f1◦g2−−−! (︁E+n )︁⊕k1 g1−! D+∗n ! 0 (4.15)






)︂⊕k1 id⊗g1−−−! Esep∆n−1JXnK ⊗E+n D+∗n ! 0
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is exact. We write (−)r for the functor Esep∆n−1 [Xn]/(X
r
n) ⊗E+n −. Since D is an
E∆n-module, it has no Xn-torsion. Therefore D
+∗
n being a submodule of D, has no
Xn-torsion either. Applying (−)r for all r > 0 to (4.13) and using Lemma 4.18 for









−−−! (D+∗n )r −! 0
form a system of short exact sequences compatible with respect to taking natural
projections. Since the functor −⊗E+n K1 is right exact and
Esep∆n−1 [Xn]/(X
r1





n ) −! 0
is exact for all r1 ≥ r2 ≥ 1, it follows that the modules {(K1)r}r≥1 satisfy the

















is exact. Since K1 can be identified with a submodule of a free module over E+n it is
Xn-torsion free and Lemma 4.18 applies for M = K1 as well. Applying the same










lim −r(g2)r−−−−−! lim −
r
(K1)r ! 0 (4.17)






































for all m ∈ N>0 and
lim −
r
(f1)r ◦ lim −
r
(g2)r = id⊗(f1 ◦ g2),





and Esep∆n−1JXnK ⊗E+n D
+∗
n can both be identified with the








thus they are isomorphic and the conclusion follows.
(iii) This follows from (i) and (ii).
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(iii) W(Dn) is a finite free module over κLJXnK.
















































































































is onto as well. Restricting the result of Lemma 4.21 (iii) to the fixed points of φi


































By the above, the transition maps in the last projective system are surjective,











































We now show that the latter equals XrnW(Dn). It is clear that XrnW(Dn) is con-
tained in (4.20). For the other inclusion let Xrnz be an element of (4.20) for








for all i ∈ ∆n−1. By Lemma 4.19 (ii) Esep∆n−1JXnK⊗E+n D
+∗
n has noXn-torsion, therefore
φi(z) = z
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for all i ∈ ∆n−1. In other words, z ∈ W(Dn) as desired.















and the conclusion follows by part (i).
(iii) By the induction hypothesis applied to D+∗n,1 ∈ Mod
ét(φ∆n−1 ,Γ∆n−1,L, E∆n−1) we







is a finitely generated vector space over κL. By (i), this means that W(Dn)/XnW(Dn)











n is Xn-adically complete by Lemma 4.21 (ii). Restricting
(4.21) to W(Dn) ⊆ Esep∆n−1JXnK ⊗E+n D
+∗
n , we deduce that W(Dn) is Xn-adically
Hausdorff. The ring κLJXnK is Xn-adically complete, therefore the hypotheses of
Nakayama Lemma in the form of Lemma 1.51 are satisfied and it follows that W(Dn)
is finitely generated over κLJXnK as well. Also, by Lemma 4.19 (ii) W(Dn) is torsion
free, therefore by the classification theorem of finitely generated modules over a PID,
it follows that W(Dn) is a finitely generated free module over κLJXnK.
(iv) By Lemma 4.19 (iv) Dn ≃ W(Dn)[X−1n ] and the result follows immediately from
(iii).









is a finite free module over Esep∆n−1JXnK, which is clearly Xn-adically complete.
(vi) This follows by combining the results of (ii) and (v).
One can now show that the map (4.8) is an isomorphism.
Lemma 4.23. The map




e⊗ d ↦−! ed
is an isomorphism.
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Proof. Varying r > 0 in the isomorphism (4.12) and taking projective limits, we






















is an isomorphism. Using Lemma 4.21 (iii) on the right hand side and Lemma 4.22
(vi) on the left hand side, we get that the map






e⊗ d ↦−! ed
is an isomorphism. Inverting Xn on both sides, it follows that the map






e⊗ d ↦−! ed
is an isomorphism as well, where W(Dn) can be regarded as a subspace ofEsep∆n−1((Xn))⊗E+n























whose horizontal arrows are the maps sending e⊗ d to ed, the vertical arrows are
isomorphisms by Lemma 4.19 (iv), hence the conclusion follows.
Lemma 4.24. Dn has the structure of an étale (φn,Γn,L)-module over En and is a
linear representation of G∆n−1,L. All of these actions commute with each other.
Proof. The fact that the actions exist and that they commute with each other is
clear and by Lemma 4.22 (iv) Dn is a finite dimensional vector space over En. It
remains to show that Dn is étale. Since D ∈ Modét(φ∆n ,Γ∆n,L, E∆n) the map
φlinn : En ⊗φn,En D −! D
e⊗ d ↦−! eφn(d)
is an isomorphism. This is because both En and E∆n are free modules over φn(En)
and φn(E∆n), respectively, with identical basis elements {Xsn}0≤s≤q−1. In other
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words, we have a commutative diagram
E∆n ⊗φn,E∆n D D
En ⊗φn,En D D
φlinn
φlinn
where the left vertical arrow is an additive bijection whose construction is analogous
to that of the left vertical arrow in the diagram (4.7). The bijectivity of the top
horizontal arrow forces then the bijectivity of bottom one. Also, since En is free over
φn(En), the functor En ⊗φn,En − commutes with intersections, therefore



























and we are done.




Before we prove the essential surjectivity of D, we need one more technical result








e⊗ d ↦! e⊗ d
is an embedding whose image contains Dn. For that we introduce an E+∆n-submodule































] = D+∗n . (4.22)
The inclusion D0[X−1∆n−1 ] ⊆ D
+∗
n is clear because D0 ⊆ D+∗n . For the reverse inclusion,
consider y ∈ D+∗n . Then y ∈ D+n = D+[X−1∆n−1 ], and therefore X
m
∆n−1
y ∈ D+ for some
m ≥ 0. It is also clear that Xm∆n−1y ∈ D
+∗
n as well. In other words Xm∆n−1y ∈ D0 and
thus y ∈ D0[X−1∆n−1 ] as desired.













]) = E+n φn(D0).
By Proposition 4.9 (iii) and the Noetherianity of E+∆n , we know that D0 is a finitely



















Set M := X−k1∆n−1D0 and Mn := X
−1
∆n−1
M . We know that Mn satisfies (i) because D0
is finitely generated over E+∆n and by (4.22) we also know that Mn satifies (ii). By



































We fix a k ∈ N for which the conditions of Lemma 4.25 are satisfied, as well as the
corresponding module Mn. We now state the following counterpart of Lemma 4.18
for E+∆n-modules, whose proof is analogous, but for completeness we provide the
details here.


















= 0 for any collection of finite separable exten-
sions (E ′j/Ej)j∈∆n−1.
Proof. Since M has no Xn-torsion, it is torsion free hence flat over κLJXnK, because





n),M) = 0 (4.24)
for all i > 0. Let
P• −!M −! 0 (4.25)






to (4.25), the i-th homology group of
Esep+∆n−1 [Xn]/(X
r









for all i > 0. To prove (i), by Lemma 4.16



















free, hence flat over κLJXnK. This means that (4.25) is a resolution of flat modules
in κLJXnK −Mod. Since flat resolutions also allow us to compute the Tor functors,
by (4.24) it follows that
κL[Xn]/(X
r
n)⊗κLJXnK P• −! κL[Xn]/(Xrn)⊗κLJXnK M −! 0 (4.27)




thus (4.26) is exact, which shows that (i) holds.
Applying E ′+∆n−1 [Xn]/(X
r
n)⊗E+∆n − to (4.25) instead, the i-th homology group of
E ′+∆n−1 [Xn]/(X
r










for all i > 0. To prove (ii), by Lemma 4.17















is exact. Combining the exactness of (4.27) with the fact that E ′+∆n−1 is a flat
E+∆n−1-module, the conclusion follows.












induced by the inclusion Mn ⊆ D+∗n is injective.
(ii) For a collection of finite separable extensions (E ′j/Ej)j∈∆n−1, the map
E ′+∆n−1 [Xn]/(X
r








induced by the inclusion Mn ⊆ D+∗n is injective.




for some k > 0.
Therefore



























≃ D+n /D+, which
has no Xn-torsion by Lemma 4.11. Applying Lemma 4.26 for M = D+∗n /Mn, the
conclusion follows.


































































































and whose bottom horizontal arrow is the natural map induced by the embedding




Its bottom left vertical arrows is an isomorphism by Lemma 4.17 (ii), while its
bottom right vertical arrows is an isomorphism by Lemma 4.16 (iii). The other
vertical arrows are clearly isomorphisms as well. The bottom horizontal arrow is an
embedding because our induction hypothesis and Lemma 4.4 (i) applied for
D+∗n,r ∈ Mod
ét(φ∆n−1 ,Γ∆n−1,L, E∆n−1)
shows that D+∗n,r is a flat E∆n−1-module. Therefore the top horizontal arrow is an
embedding, as desired.































and whose vertical arrows are induced by the inclusion Mn ⊆ D+∗n . Its left vertical
arrow is injective by Lemma 4.27 (ii) and its bottom horizontal arrow is injective by
part (i). Therefore its top horizontal arrow is also injective, as desired.










is contained in Esep+∆n−1 [Xn]/(X
r
n)⊗E+∆n Mn.






























is a finitely generated κL-vector space, in particular it is a finite set. Recall that by





n(Mn). Hence for a large enough ℓ ≥ 0,












Let x be an element of (4.28). Because


















for some ej ∈ Esep+∆n−1 [Xn]/(X
r





n)⊗E+∆n Mn. Using the colimit
description of Esep+∆n−1 and Lemma 4.28, we can consider a collection of finite separable
extensions (E ′j/Ej)j∈∆n−1 for which









while ej ∈ E ′+∆n−1 [Xn]/(X
r
n) and yj ∈ E ′+∆n−1 [Xn]/(X
r
n)⊗E+∆n Mn for every 1 ≤ j ≤ s.
To simplify notation, we let
















: E ′∆n−1,r ⊗E′∆n−1,r,φℓn
(︂




−! E ′∆n−1,r ⊗E+n D
+∗
n
e⊗ (f ⊗ d) ↦−! eφℓn(f)⊗ φℓn(d).
We claim it is bijective. Indeed, we can factor it through the maps
ψ : E ′∆n−1,r ⊗E′∆n−1,r,φℓn
(︂





























−! E ′∆n−1,r ⊗E+n D
+∗
n .
The map ψ is defined by the formula ψ (e⊗ (f ⊗ d)) = (e ⊗ f) ⊗ (1 ⊗ d) and has
as inverse the map sending (e ⊗ f) ⊗ (c ⊗ d) to ce ⊗ (f ⊗ d) and thus is bijective.
The map ψ′ is defined to be the tensor product of the linearizations of φℓn on E ′∆n−1,r
and D+∗n . The linearization of φℓn on E ′∆n−1,r is clearly bijective and the other one




















Therefore 1⊗ x =
s∑︂
j=1
ej ⊗ yj as elements of E ′∆n−1,r ⊗E′∆n−1,r,φℓn
(︂





We now show that this implies that





For each i ∈ ∆n−1, write E ′i = Fqi((X ′i)). This identifies E ′∆n−1 with⎛⎝ ⨂︂
i∈∆n−1,κL
Fqi
⎞⎠ JX ′i : i ∈ ∆n−1K[X−1∆n−1 ]
and φℓn with the qℓ−th power map. The ring
⨂︂
i∈∆n−1,κL
Fqi is a finite dimensional
étale algebra over κL, being a tensor product of finite dimensional étale algebras
over κL. Therefore it is reduced and φℓn is an injective κL-linear endomorphism of⨂︂
i∈∆n−1,κL












X ′sii : 0 ≤ si ≤ qℓ − 1
⎫⎬⎭
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X ′sii : 0 ≤ s ≤ r − 1, 0 ≤ si ≤ qℓ − 1
⎫⎬⎭






containing 1. Using this basis we have an
isomorphism
ρ : E ′∆n−1,r ⊗E′∆n−1,r,φℓn
(︂










of E ′∆n−1,r-modules. Since 1 ∈ B, we know that ρ(1⊗ x) = (xβ)β∈B where x1 = x














E ′+∆n−1,r ⊗E+∆n Mn
)︂⊕B






E ′+∆n−1,r ⊗E+∆n Mn
)︂⊕B
,
which means that x ∈ E ′+∆n−1 [Xn]/(X
r





n) ⊗E+∆n Mn, as
desired.
The following analog of Lemma 4.21 holds for Mn as well.
Lemma 4.30. The natural map








Proof. The right hand side is the Xn-adic completion of the left hand side, hence we
need to show that Esep+∆n−1JXnK ⊗E+∆n Mn is Xn-adically complete. The module Mn is











)︁⊕ℓ2 g2−! K1 −! 0 (4.30)
for some ℓ1, ℓ2 > 0. Combining (4.29) and (4.30) it follows that(︁
E+∆n
)︁⊕ℓ2 f1◦g2−−−! (︁E+∆n)︁⊕ℓ1 g1−!Mn ! 0
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)︂⊕ℓ1 id⊗g1−−−! Esep+∆n−1JXnK ⊗E+∆n Mn ! 0
is exact. We write (−)r for the functor Esep+∆n−1 [Xn]/(X
r
n)⊗E+∆n −. Since Mn ⊆ D, it
has no Xn-torsion. Applying (−)r to (4.29) and using Lemma 4.26 (i) for M =Mn









−−−! (Mn)r −! 0
are exact and form a system of compatible sequences with respect to r. Since the
functor K1 ⊗E+∆n − is right exact and
Esep+∆n−1 [Xn]/(X
r1





n ) −! 0











lim −r(g1)r−−−−−! lim −
r
(Mn)r ! 0 (4.31)
is exact. Since K1 can be identified with a submodule of a free module over E+∆n it
is Xn-torsion free and Lemma 4.26 (i) applies for M = K1 as well. Using the same










lim −r(g2)r−−−−−! lim −
r
(K1)r ! 0 (4.32)













lim −r(g1)r−−−−−! lim −
r
(Mn)r ! 0









for all m ∈ N>0 and
lim −
r
(f1)r ◦ lim −
r
(g2)r = id⊗(f1 ◦ g2)
it follows that both lim −r (Mn)r and E
sep+
∆n−1
JXnK ⊗E+∆n Mn can be identified with the







thus they are isomorphic and the conclusion follows.
We can prove now the claim made at the beginning of the section.
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induced by the inclusion Esep+∆n−1JXnK[X
−1
∆n
] ⊆ Esep∆n−1((Xn)) is an embedding and its
image contains Dn.
Proof. By Lemma 4.27 (i) and Lemma 4.29 we know that the natural map
Esep+∆n−1 [Xn]/(X
r


































































Taking projective limits in (4.33) and using the results of Lemmas 4.21, 4.22 and
4.30, we obtain that the map






e⊗ d ↦! e⊗ d








Note that Esep∆n−1JXnK ⊗E+n D
+∗
n has no Xn-torsion by Lemma 4.19 (i). Moreover,
X∆n−1 is a unit in E
+


























[X−1n ] is identi-










































n ] ≃ D+∗n [X−1n ] ≃ D
by Lemma 4.25. The bottom right vertical arrow is an isomorphism because
D+∗n [X
−1
n ] ≃ D and E
sep
∆n−1
JXnK[X−1∆n ] ≃ E
sep
∆n−1
((Xn)). The top horizontal arrow
is an embedding because localization is exact, therefore the bottom horizontal arrow























where the last isomorphism holds because φi acts trivially on Xn for i ∈ ∆n−1.
4.5 The essential surjectivity of D














hence H∆n−1,L acts on E
sep+
∆n−1
JXnK[X−1∆n ] as well. By Corollary 3.41 (ii) applied for























We also make use of the following generalization of the embedding in (3.10).
Lemma 4.33. Let R be an integral domain and A and B be commutative flat algebras
over R. Then the natural map





















Proof. Let Q = Frac(R) and (−)Q := −⊗R Q. Consider the diagram
A⊗R BJXK AQ ⊗Q BQJXK
(A⊗R B)JXK (AQ ⊗Q BQ)JXK
ψ ψQ (4.35)
where the horizontal arrows are the natural maps and ψQ is defined by the same
formula as ψ. Since B is flat over R, the natural map B ! BQ is injective. Therefore
the natural map
BJXK! BQJXK
is injective as well. Since A is flat over R, we have that
A⊗R BJXK! A⊗R BQJXK ≃ AQ ⊗Q BQJXK
is injective as well, meaning that the top horizontal arrow of (4.35) is injective. By
the injectivity of (3.10), it follows that ψQ is injective as well, therefore so is ψ.









Proof. For every 1 ≤ j ≤ n − 1, we have that Esep+j and E∆n−1 are flat algebras
over E+j because they are torsion free over E
+
j . By Remark 3.11 and a repeated






































































Proposition 4.35. The functor
D : RepκL(G∆n,L)! Mod
ét(φ∆n ,Γ∆n,L, E∆n)
is essentially surjective.
Proof. Consider the Fontaine functor VF,n from the category of étale (φn,Γn,L)-
modules over En to the category of continuous representations ofGn,L with coefficients
in κL given by
VF,n(−) := (Esepn ⊗En −)
φn=id .
We will show that VF,n(Dn) ∈ RepκL(G∆n,L) and that D(VF,n(Dn)) ≃ D.
For the first assertion, we first note that by Lemma 4.4 (i) VF,n(Dn) is a finite
dimensional vector space over κL, since Dn is an étale (φn,Γn,L)-module over En by
Lemma 4.24. Moreover, by Lemma 4.24 VF,n(Dn) also admits a linear action from
G∆n−1,L. We are left to prove that VF,n(Dn) satisfies the continuity condition. For
that we consider Esep+n ⊗E+n W(Dn).
By Lemma 4.22 (iii) W(Dn) is a finite free module over E+n = κLJXnK, therefore
Esep+n ⊗E+n W(Dn) is a finite free module over E
sep+







is an embedding respecting all the existing actions on both sides. By Lemma 4.4 (ii)











for every r ∈ N>0. It follows that for each x ∈ W(Dn) and r ∈ N>0, there exists an
open subgroup Ur of G∆n−1,L such that
σ(x)− x ∈ XrnW(Dn)
for all σ ∈ Ur. Let y ∈ (Esepn ⊗En Dn)
φn=id and view it as an element of










for some ej ∈ Esep+n and dj ∈ W(Dn). Consider an open subgroup U ⊆ G∆n−1,L such
that σ(dj)− dj ∈ Xr0+1n W(Dn) for all σ ∈ U , j ∈ {1, . . . , k}. Then







for all σ ∈ U . Therefore, since Esep+n ⊗E+n W(Dn) is free over E
sep+
n , we obtain that




for all σ ∈ U . Applying φn on both sides and using that φn(W(Dn)) ⊆ W(Dn),
φn(E
sep+
n ) ⊆ Esep+n and φn(y) = y, we obtain that




for arbitrary s ∈ N≥1. Since Esep+n is normed with Xn contained in its unique
maximal ideal and Esep+n ⊗E+n W(Dn) is a finite free module over E
sep+










and therefore σ(y) = y for all σ ∈ U . This means that the action of G∆n−1,L is
continuous on VF,n(Dn) for the discrete topology on VF,n(Dn). Also, since Dn is
an étale (φn,Γn,L)-module over En, by Lemma 4.4 (ii), it follows that Gn,L acts
continuously on VF,n(Dn), therefore VF,n(Dn) ∈ RepκL(G∆n,L).

















and the horizontal ones are the maps sending e⊗ d to ed. The top horizontal map is
well defined by Proposition 4.31. The left vertical map is injective because Dn is





]⊗En Dn ↪−! E
sep+
∆n−1
JXnK[X−1∆n ]⊗E∆n D (4.36)
e⊗ d ↦−! ed
must be injective. We then obtain that















]⊗En (Esepn ⊗En Dn)








where the embedding in the first line is due to Lemma 4.34, the isomorphism
Esepn ⊗κL VF,n(Dn) −! Esepn ⊗En Dn
from the third line holds by Lemma 4.4 (iii) applied for Dn and the embedding in
the last line is due to (4.36). Overall, we obtained a natural embedding





JXnK[X−1∆n ]⊗E∆n D). (4.37)
Take the H∆n,L-invariants in both sides of (4.37). For the left hand side we obtain
D(VF,n(Dn)). For the right hand side, compute first the H∆n−1,L-invariants. Since















by Lemma 3.39. The group H∆n−1,L acts trivially on D and D is a projective





)︂H∆n−1,L ≃ (︂Esep+∆n−1JXnK[X−1∆n ])︂H∆n−1,L ⊗E∆n D
≃ E∆n ⊗E∆n D ≃ D.








≃ (Esepn ⊗En D)
Hn,L
≃ (Esepn )
Hn,L ⊗En D ≃ En ⊗En D ≃ D.
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We thus have an embedding D(VF,n(Dn)) ↪! D. By Lemma 2.12, we have an
isomorphism of E∆n-modules
D ⊕ E⊕k1∆n ≃ E
⊕k2
∆n
for some k1, k2 ≥ 1. Therefore rkE∆n (D) = k2 − k1, where the rank of a finitely
generated module over an integral domain is defined to be the size of the largest







By Lemma 4.22 (iv) and Lemma 4.23 Esep∆n−1((Xn)) ⊗E∆n D is a finite free module
over Esep∆n−1((Xn)) of rank equal the dimension of Dn over En. By (4.38) it follows
that
dimEn(Dn) = k2 − k1.
By Lemma 4.4 (iii) applied for the one variable case, the functor VF,n is rank-
preserving and so is the functor D by Corollary 4.2 (i), therefore
rkE∆n D(VF,n(Dn)) = dimEn(Dn) = k2 − k1 = rkE∆n D.
Hence D/D(VF,n(Dn)) is a torsion E∆n-module with a Γ∆n,L-action. The global
annihilator of this module is a non-zero Γ∆n,L-invariant ideal of E∆n , which by
Lemma 2.9 must equal E∆n . Therefore the embedding D(VF,n(Dn)) ↪! D is an
isomorphism and we are done.
Combining the results of Lemma 4.5 and Proposition 4.35, we obtain the theorem
we were after in this chapter.
Theorem 4.36. The functors V and D are quasi-inverse equivalences between the





Equivalence for p-adic coefficients
In this chapter we show that D and T are quasi-inverse functors that realize the
equivalence between the categories RepOL(G∆n,L) and Mod
ét(φ∆n ,Γ∆n,L,A∆n). In
Chapter 4 we already showed the desired equivalence when we restrict our attention
to the objects of our categories that are annihilated by π. We explain how we can
extend this automatically to show that our categories are equivalent when we restrict
our attention to objects that are annihilated by a power of π instead. Then we
invoke projective limit arguments that start from the isomorphisms of Proposition
2.20 and Proposition 2.26, while making use of some exactness properties of D and
T that we establish below.
5.1 The functor D
We begin by studying the properties of D. We first make the simple observation that
D preserves left exactness.
Lemma 5.1. For an exact sequence
0 −! T0 −! T −! T1 −! 0
in RepOL(G∆n,L), the sequence
0 −! D(T0) −! D(T ) −! D(T1)
is exact.
Proof. By Corollary 3.32 (ii), the sequence
0 −! ˆ︃Aur∆n ⊗OL T0 −! ˆ︃Aur∆n ⊗OL T −! ˆ︃Aur∆n ⊗OL T1 −! 0
is exact. Taking the H∆n,L-invariants, it follows that
0 −! D(T0) −! D(T ) −! D(T1)
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is exact.
The first step towards establishing the needed right-exactness properties of D is the
following direct consequence of Lemma 3.42 (ii).




⊗κL V ) = 0.
Proof. Using Proposition 4.1 the basis of Esep∆n ⊗κL V over E
sep
∆n
fixed by H∆n,L induces
an isomorphism








poses into r 1-cocycles in H1cont(H∆n,L, E
sep
∆n
). By Lemma 3.42 (ii) the conclusion
follows.
We can now show that D has the desired properties when applied on torsion repre-
sentations in RepOL(G∆n,L).
Proposition 5.3. Let T ∈ RepOL(G∆n,L) be a torsion representation, that is a
representation with πmT = 0 for some m ∈ N≥1.
(i) For an exact sequence
0 −! T0 −! T −! T1 −! 0
in RepOL(G∆n,L), the sequence
0 −! D(T0) −! D(T ) −! D(T1) −! 0
is exact.
(ii) D(T ) is a finitely generated étale (φ∆n ,Γ∆n,L)-module over A∆n.
(iii) The map
adT : ˆ︃Aur∆n ⊗A∆n D(T ) −! ˆ︃Aur∆n ⊗OL T
a⊗ v ↦−! av
induced by the inclusion D(T ) ⊆ ˆ︃Aur∆n ⊗OL T is an isomorphism.
Proof. (i) By Lemma 5.1 we know that the sequence
0 −! D(T0) −! D(T ) −! D(T1) −! 0
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is left exact. For a torsion representation W ∈ RepOL(G∆n,L) we know that ˆ︃Aur∆n ⊗OL
W is a discrete H∆n,L-module. Indeed, W is annihilated by πℓ for a large enough
ℓ ∈ N and ˆ︃Aur∆n = Aur∆n + πℓˆ︃Aur∆n ,
therefore an element in ˆ︃Aur∆n ⊗OL W can be written as ∑︂
j∈J
aj ⊗ wj with aj ∈ Aur∆n






from (3.35) and the formula (3.33) there exists an open normal subgroup of H∆n,L
fixing each of the aj and wj and thus fixing
∑︂
j∈J
aj ⊗ wj. Therefore, using the long
exact sequence of continuous cohomology, our sequence can be extended to the exact
sequence
0 −! (ˆ︃Aur∆n ⊗OL T0)H∆n,L −! (ˆ︃Aur∆n ⊗OL T )H∆n,L −! (ˆ︃Aur∆n ⊗OL T1)H∆n,L
−! H1cont(H∆n,L, ˆ︃Aur∆n ⊗OL T0).
If πT0 = 0, then
H1cont(H∆n,L, ˆ︃Aur∆n ⊗OL T0) ≃ H1cont(H∆n,L, Esep∆n ⊗κL T0) = 0
by Lemma 5.2. In the general case we have that πmT0 = 0 and we use the exact
sequences









0 T0/πT0 T/πT0 T/T0 ≃ T1 0
to obtain that the maps
D(T ) ↠ D(T/πm−1T0) ↠ . . .↠ D(T/πT0) ↠ D(T1)
are surjective.
(ii) Applying D(−) to the exact sequence
0 −! πT −! T −! T/πT −! 0,
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we obtain by part (i) the exact sequence
0 −! D(πT ) −! D(T ) −! D(T/πT ) −! 0. (5.1)
Then D(T ) will be a finitely generated A∆n-module provided that the outer terms
of (5.1) are. By Corollary 4.2 (i) we already know that D(T ) is such when πT = 0.
Therefore, by induction it follows that D(T ) is finitely generated over A∆n for
arbitrary values of m. To show that D(T ) is étale, for i ∈ ∆n we consider the
commutative diagram
0 A∆n ⊗φi,A∆n D(πT ) A∆n ⊗φi,A∆n D(T ) A∆n ⊗φi,A∆n D(T/πT ) 0






whose vertical maps are the linearized maps. Its rows are exact by Corollary 2.3
and the exactness of (5.1). We know that the right vertical arrow is bijective by
Corollary 4.2 (ii). Since πT is annihilated by πm−1, an induction with respect to m
shows that the middle vertical arrow is bijective as well.
(iii) From the exact sequence (5.1) we obtain the commutative diagram
0 ˆ︃Aur∆n ⊗A∆n D(πT ) ˆ︃Aur∆n ⊗A∆n D(T ) ˆ︃Aur∆n ⊗A∆n D(T/πT ) 0
0 ˆ︃Aur∆n ⊗OL πT ˆ︃Aur∆n ⊗OL T ˆ︃Aur∆n ⊗OL T/πT 0.
adπT adT adT/πT
whose rows are exact by parts (ii) and (iii) of Corollary 3.32. This shows that adT
is an isomorphism provided that adπT and adT/πT are. Both πT and T/πT are
annihilated by πmin{1,m−1}, thus an induction with respect to m makes it sufficient
to prove our claim for m = 1. This is done in Corollary 4.2 (iii).
We will extend the results of Proposition 5.3 to arbitrary representations in RepOL(G∆n,L).
For now we make the following observation.
Lemma 5.4. For any T ∈ RepOL(G∆n,L) we have that




Proof. We have the isomorphisms
D(T ) = (ˆ︃Aur∆n ⊗OL T )H∆n,L
≃
















where we used Proposition 2.20 in the second line, Lemma 1.47 (ii) in the third and
that taking H∆n,L-invariants commutes with limits in the fourth.
Corollary 5.5. For T ∈ RepOL(G∆n,L), the natural map
D(T ) ↠ D(T/πmT )
is surjective for all m ∈ N≥1.
Proof. The maps
D(T/πjT ) −! D(T/πiT )
are surjective when j ≥ i due to the exactness of D on torsion representations in
RepOL(G∆n,L) established in Proposition 5.3 (i). The conclusion follows by Lemma
5.4.
We can also establish the exactness of D in one more special situation.
Lemma 5.6. Let T ∈ RepOL(G∆n,L) such that T is a free OL-module. Then
D(T )/πmD(T ) ≃ D(T/πmT )
for all m ∈ N≥1. In particular, D(T ) is π-adically complete.
Proof. By our assumption about T , the sequence
0 −! T
πm
−−! T −! T/πmT −! 0
is exact. Applying D(−), we obtain the sequence
0 −! D(T ) π
m
−−! D(T ) −! D(T/πmT ) −! 0.
It is left exact by Lemma 5.1 and it is right exact by Corollary 5.5, hence
D(T )/πmD(T ) ≃ D(T/πmT ).
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By Lemma 5.4 it also follows that
D(T ) ≃ lim −
m
D(T/πmT ) ≃ lim −
m
D(T )/πmD(T )
hence D(T ) is π-adically complete.
We now show that D preserves the free objects in our categories.
Lemma 5.7. For T ∈ RepOL(G∆n,L) such that T is a free OL-module, D(T ) is a
finite free A∆n-module.
Proof. Using Lemma 5.6 we know that D(T )/πD(T ) ≃ D(T/πT ). By Corollary
4.2 (i), we have that D(T/πT ) is a finite free module over A∆n/πA∆n ≃ E∆n . Let
d1, . . . , dr ∈ D(T ) be elements whose residue classes form a basis of D(T )/πD(T )
over E∆n . We will show that d1, . . . , dr is an A∆n-basis of D(T ). Since D(T ) and
A∆n are π-adically complete, it suffices to check that
{dj mod πmD(T )}1≤j≤r
is a basis of D(T )/πmD(T ) over A∆n/πmA∆n for every m ∈ N≥1. First note that the
Nakayama Lemma in the form of Lemma 1.51 shows that d1, . . . , dr generate D(T ),
hence their residue classes generate D(T )/πmD(T ) for every m ∈ N≥1. We are left
to check their linear independence. Suppose that
r∑︂
j=1
ajdj ∈ πmD(T )
for some aj ∈ A∆n . Then aj = πa′j for all 1 ≤ j ≤ r for some a′j ∈ A∆n since
the residue classes of d1, . . . , dr form a basis of D(T )/πD(T ). The module D(T ) is
π-torsion free because D(T ) ⊆ ˆ︃Aur∆n ⊗OL T and ˆ︃Aur∆n ⊗OL T is a free ˆ︃Aur∆n-module by
our assumption on T , thus π-torsion free by Corollary 3.32 (ii). Therefore
r∑︂
j=1
a′jdj ∈ πm−1D(T )
and an inductive argument shows that the aj must be multiples of πm, hence proving
the desired linear independence.
In Remark 2.19 it was explained that for T ∈ RepOL(G∆n,L), its subset of torsion
elements T tor is an object of RepOL(G∆n,L). Furthermore, T/T
tor is a finite free
module over OL. This allows us to prove the exactness of the following sequence.
Lemma 5.8. For T ∈ RepOL(G∆n,L), the sequence
0 −! D(T tor) −! D(T ) −! D(T/T tor) −! 0
is exact.
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Proof. In the exact sequence
0 −! T tor −! T −! T/T tor −! 0,
the module T1 := T/T tor is free, hence flat over OL. Therefore
0 −! T tor/πmT tor −! T/πmT −! T1/π
mT1 −! 0




0 T tor/π2T tor T/π2T T1/π
2T1 0
0 T tor/πT tor T/πT T1/πT1 0
of compatible short exact sequences whose vertical arrows are the surjective projection





0 D(T tor/π2T tor) D(T/π2T ) D(T1/π2T1) 0
0 D(T tor/πT tor) D(T/πT ) D(T1/πT1) 0
of compatible short exact sequences whose vertical maps are still surjective by
Proposition 5.3 (i). Therefore, the left projective system satisfies the Mittag-Leffler
condition and thus
0 −! lim −
m
D(T tor/πmT tor) −! lim −
m
D(T/πmT ) −! lim −
m
D(T1/πmT1) −! 0
is exact. By Lemma 5.4 the conclusion follows.
The following propositions show that the results of Proposition 5.3 hold for arbitrary
objects of RepOL(G∆n,L).
Proposition 5.9. For T ∈ RepOL(G∆n,L), D(T ) is a finitely generated étale (φ∆n ,Γ∆n,L)-
module over A∆n. In other words, D is a well defined functor from RepOL(G∆n,L) to
Modét(φ∆n ,Γ∆n,L,A∆n).
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Proof. The module D(T tor) is finitely generated over A∆n by Proposition 5.3 (ii),
while D(T/T tor) is finitely generated over A∆n by Lemma 5.7, since T/T tor is a free
OL-module. The result of Lemma 5.8 implies that D(T ) is finitely generated over
A∆n as well. To deduce that D(T ) is étale, for i ∈ ∆n we use the isomorphisms











where in the first line we used Lemma 5.4, in the second Proposition 2.2 (ii), in the
third Proposition 5.3 (ii) and in the last we used Lemma 5.4 again.
Note that for T ∈ RepOL(G∆n,L), the space ˆ︃Aur∆n⊗A∆nD(T ) is equipped with diagonal
Frobenius operators using the existing ones on ˆ︃Aur∆n and D(T ), as well as a diagonal
action of G∆n,L, where G∆n,L acts on D(T ) through its quotient Γ∆n,L.
Proposition 5.10. For T ∈ RepOL(G∆n,L), the map
adT : ˆ︃Aur∆n ⊗A∆n D(T ) −! ˆ︃Aur∆n ⊗OL T
a⊗ d ↦−! ad
is an isomorphism commuting with the action of G∆n,L and the Frobenius operators
φi on both sides.
Proof. From the exact sequence
0 −! T tor −! T −! T/T tor −! 0
we obtain the commutative diagram
0 ˆ︃Aur∆n ⊗A∆n D(T tor) ˆ︃Aur∆n ⊗A∆n D(T ) ˆ︃Aur∆n ⊗A∆n D(T/T tor) 0
0 ˆ︃Aur∆n ⊗OL T tor ˆ︃Aur∆n ⊗OL T ˆ︃Aur∆n ⊗OL T/T tor 0
adT tor adT adT/T tor
and to simplify notation we let T1 := T/T tor. Its upper row is exact by Lemma 5.8
and the flatness of ˆ︃Aur∆n over A∆n from Corollary 3.32 (iii). The bottom row is exact
by the flatness of ˆ︃Aur∆n as an OL-module from Corollary 3.32 (ii). The map adT tor is
bijective by Proposition 5.3 (iii), thus it suffices to show that adT1 is bijective. We
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have that
















≃ ˆ︃Aur∆n ⊗OL T1
where the first equivalence is by the π-adic completeness of D(T1) established in
Lemma 5.6, the second by Lemma 1.47 (i) and the fact that D(T1) is a finite free
A∆n-module by Lemma 5.7, the third by Lemma 5.6, the fourth by the bijectivity of
adT1/πmT1 for all m ∈ N≥1 implied by Proposition 5.3 (iii), the fifth by Lemma 1.47
(i) and the last by Proposition 2.20.
The commutativity of the map with the Galois action and the Frobenius operators
is established in a similar way as in the proof of Corollary 4.2 (iii).
Corollary 5.11. For T ∈ RepOL(G∆n,L), the module D(T ) is π-adically complete.
Proof. By Proposition 5.9, D(T ) is a finitely generated module over the π-adically
complete Noetherian ring A∆n , therefore it is π-adically complete by [Sta18, Tag
031C].
We can also show that the functor D is exact. The key will be to prove that the
claim of Lemma 5.6 holds for arbitrary objects in RepOL(G∆n,L). Before we do that,
we make the following observation.
Lemma 5.12. For T ∈ RepOL(G∆n,L),
D(T )/πmD(T ) ≃ D(T/πmT )
for every m ∈ N≥1.
Proof. Starting with the exact sequence
T
πm
−−−! T −! T/πmT −! 0
we still have that
D(T ) π
m
−−−! D(T ) −! D(T/πmT ) −! 0
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is a complex. Therefore
πmD(T ) ⊆ ker
(︁
D(T )! D(T/πmT )
)︁
and we have a natural map D(T )/πmD(T ) ! D(T/πmT ). We use again the short
exact sequence
0 −! T tor −! T −! T/T tor −! 0
and we denote T1 := T/T tor to simplify notation. The flatness of T1 over OL implies
that
0 −! T tor/πmT tor −! T/πmT −! T1/π
mT1 −! 0
is exact, while the exactness of D on torsion representations from Proposition 5.3 (i)
implies that
0 −! D(T tor/πmT tor) −! D(T/πmT ) −! D(T1/πmT1) −! 0
is exact. Therefore we have a commutative diagram
0 D(T tor)/πmD(T tor) D(T )/πmD(T ) D(T1)/πmD(T1) 0
0 D(T tor/πmT tor) D(T/πmT ) D(T1/πmT1) 0
whose rows are exact. The right exactness of the upper row follows from Lemma
5.8, while the left exactness is a consequence of the fact that D(T/T tor) is a free
A∆n-module by Lemma 5.7. The left vertical arrow is a bijection because D is exact
on torsion representations, while the right one is a bijection by Lemma 5.6. Therefore
the middle arrow is a bijection as well.
Proposition 5.13. The functor




0 −! T0 −! T −! T1 −! 0
be an exact sequence in RepOL(G∆n,L). By Lemma 5.1 the functor D is left exact so
we are left to show that D(T ) −! D(T1) is surjective. Using the exactness of
T0/πT0 −! T/πT −! T1/πT1 −! 0
and the exactness of D on torsion representations, we know that the map
D(T/πT ) −! D(T1/πT1)
is surjective. By Lemma 5.12, it follows that
D(T )/πD(T ) −! D(T1)/πD(T1)
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is surjective. The module D(T1)/πD(T1) ≃ D(T1/πT1) is finitely generated over
E∆n by Corollary 4.2 (i). Let d1, . . . , dr be elements of D(T ) whose images generate
D(T1)/πD(T1). The ring A∆n is π-adically complete and
∞⋂︂
m=1
πmD(T1) = 0 because
D(T1) is π-adically complete by Corollary 5.11, therefore the hypotheses of Nakayama
Lemma in the form of Lemma 1.51 are satisfied and thus the images of d1, . . . , dr
generate D(T1). Therefore
D(T ) −! D(T1)
is surjective, as desired.
5.2 The functor T
We now switch our attention to T and begin with a lemma about its exactness
properties.
Lemma 5.14. Suppose that
0 −! D0 −! D −! D1 −! 0
is an exact sequence in Modét(φ∆n ,Γ∆n,L,A∆n).
(i) The sequence
0 −! T(D0) −! T(D) −! T(D1)
is exact.
(ii) If πmD0 = 0 for some m ∈ N≥1, then
0 −! T(D0) −! T(D) −! T(D1) −! 0 (5.2)
is exact. In particular if D is annihilated by a power of π, then (5.2) is exact.
Proof. (i) By the flatness of ˆ︃Aur∆n over A∆n from Corollary 3.32 (iii), the sequence
0 −! ˆ︃Aur∆n ⊗A∆n D0 −! ˆ︃Aur∆n ⊗A∆n D −! ˆ︃Aur∆n ⊗A∆n D1 −! 0 (5.3)
is exact. Taking the fixed points of the φi operators will preserve left exactness and
thus
0 −! T(D0) −! T(D) −! T(D1)
is exact.
(ii) Using the exact sequence (5.3) we have a commutative diagram
0 ˆ︃Aur∆n ⊗A∆n D0 ˆ︃Aur∆n ⊗A∆n D ˆ︃Aur∆n ⊗A∆n D1 0
0 ˆ︃Aur∆n ⊗A∆n D0 ˆ︃Aur∆n ⊗A∆n D ˆ︃Aur∆n ⊗A∆n D1 0
id−φn id−φn id−φn
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whose rows are exact. Suppose that m = 1, meaning that πD0 = 0. Then D0 ∈
Modét(φ∆n ,Γ∆n,L, E∆n) and by Lemma 4.4 (iv), the space ˆ︃Aur∆n⊗A∆nD0 ≃ Esep∆n ⊗E∆n
D0 has an Esep∆n -basis {d1, . . . , dr} fixed by the Frobenius operators φi. By Lemma
3.44 it follows that
id−φn : ˆ︃Aur∆n ⊗A∆n D0 −! ˆ︃Aur∆n ⊗A∆n D0
is surjective with kernel Esep∆n−1d1 ⊕ . . .⊕E
sep
∆n−1
dr. Therefore by the snake lemma we
have an exact sequence
0 −! (ˆ︃Aur∆n ⊗A∆n D0)φn=id −! (ˆ︃Aur∆n ⊗A∆n D)φn=id −! (ˆ︃Aur∆n ⊗A∆n D1)φn=id −! 0
where (ˆ︃Aur∆n⊗A∆nD0)φn=id = Esep∆n−1d1⊕ . . .⊕Esep∆n−1dr. We then consider the diagram
0 (ˆ︃Aur∆n ⊗A∆n D0)φn=id (ˆ︃Aur∆n ⊗A∆n D)φn=id (ˆ︃Aur∆n ⊗A∆n D1)φn=id 0
0 (ˆ︃Aur∆n ⊗A∆n D0)φn=id (ˆ︃Aur∆n ⊗A∆n D)φn=id (ˆ︃Aur∆n ⊗A∆n D1)φn=id 0
id−φn−1 id−φn−1 id−φn−1
with exact rows and continue to apply our reasoning until we obtain the exact
sequence
0 −! T(D0) −! T(D) −! T(D1) −! 0.
For arbitrary m ∈ N≥1, we factor
0 −! D0 −! D −! D1 −! 0
into the exact sequences







0 D0/πD0 D/πD0 D/D0 ≃ D1 0
and obtain by the above that the maps
T(D) ↠ T(D/πm−1D0) ↠ T(D/πm−2D0) ↠ . . .↠ T(D/πD0) ↠ T(D1)
are surjective.
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Proposition 5.15. Let D ∈ Modét(φ∆n ,Γ∆n,L,A∆n) such that πmD = 0 for some
m ∈ N≥1.
(i) T(D) is a finitely generated OL-module.
(ii) The map
adD : ˆ︃Aur∆n ⊗OL T(D) −! ˆ︃Aur∆n ⊗A∆n D
a⊗ v ↦−! av
is an isomorphism.
Proof. (i) For m = 1 this follows from Lemma 4.4 (ii). For arbitrary m ∈ N≥1, one





−−−−! D/πm−1D −! 0. (5.4)
By Lemma 5.14 (ii) the sequence
0 −! T(πm−1D) T(ι)−−−−−! T(D) T(pr)−−−−−−! T(D/πm−1D) −! 0 (5.5)
is exact. We use induction to reduce to the case m = 1 and the conclusion follows.
(ii) Consider again the exact sequences (5.4) and (5.5). Using the flatness of ˆ︃Aur∆n
over A∆n and over OL, respectively, one obtains the commutative diagram
0 ˆ︃Aur∆n ⊗OL T(πm−1D) ˆ︃Aur∆n ⊗OL T(D) ˆ︃Aur∆n ⊗OL T(D/πm−1D) 0
0 ˆ︃Aur∆n ⊗A∆n πm−1D ˆ︃Aur∆n ⊗A∆n D ˆ︃Aur∆n ⊗A∆n D/πm−1D 0
adπm−1D adD adD/πm−1D
whose rows are exact. We can recursively reduce the question to the case m = 1,
which follows from Lemma 4.4 (iii).
Lemma 5.16. Let D be a finitely generated A∆n-module. Then ˆ︃Aur∆n ⊗A∆n D is
π-adically complete.
Proof. The ring A∆n is Noetherian by Lemma 2.1, D is a finitely generated module
over A∆n , while ˆ︃Aur∆n is π-adically complete and flat over A∆n by Corollary 3.32 (iii).
Therefore taking R = A∆n , I = πA∆n ,M = D and N = ˆ︃Aur∆n in Lemma 1.48 gives
the desired conclusion.
Lemma 5.17. For D ∈ Modét(φ∆n ,Γ∆n,L,A∆n), we have that































where the first identification is by Lemma 5.16, while the third is by the commutativity
of limits with taking the fixed points of the Frobenius operators φi.
Corollary 5.18. For D ∈ Modét(φ∆n ,Γ∆n,L,A∆n), the natural map
T(D) ↠ T(D/πmD)
is surjective for all m ∈ N≥1.
Proof. The maps T(D/πjD) −! T(D/πiD) are surjective when j ≥ i due to the
exactness of T on objects in Modét(φ∆n ,Γ∆n,L,A∆n) annihilated by a power of π
established in Lemma 5.14 (ii). Therefore by Lemma 5.17 the conclusion follows.
Lemma 5.19. For D ∈ Modét(φ∆n ,Γ∆n,L,A∆n), we have that
T(D)/πmT(D) ≃ T(D/πmD)
for all m ∈ N≥1. In particular, T(D) is π-adically complete.
Proof. We start with the exact sequence
D
πm
−−! D −! D/πmD −! 0
which we split into the short exact sequences
0 −! D[πm] −! D
πm
−−! πmD −! 0
and
0 −! πmD −! D −! D/πmD −! 0.
Applying T we get that
0 −! T(D[πm]) −! T(D) −! T(πmD) −! 0
is exact by Lemma 5.14 (ii) since D[πm] is annihilated by πm. Also
0 −! T(πmD) −! T(D) −! T(D/πmD) −! 0
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is exact by a combination of Lemma 5.14 (i) and Corollary 5.18. Therefore
T(D) π
m
−−! T(D) −! T(D/πmD) −! 0
is exact giving the isomorphism
T(D)/πmT(D) ≃ T(D/πmD).
The π-adic completeness of T(D) follows now from Lemma 5.17.
We can now generalize the result of Proposition 5.15 to arbitrary objects of Modét(φ∆n ,Γ∆n,L,A∆n).
Note that for D ∈ Modét(φ∆n ,Γ∆n,L,A∆n), the space ˆ︃Aur∆n ⊗OL T(D) is equipped
with Frobenius operators using the existing ones on ˆ︃Aur∆n , as well as a diagonal action
of G∆n,L.
Proposition 5.20. Let D ∈ Modét(φ∆n ,Γ∆n,L,A∆n).
(i) T(D) is finitely generated over OL.
(ii) The map
adD : ˆ︃Aur∆n ⊗OL T(D) −! ˆ︃Aur∆n ⊗A∆n D
a⊗ v ↦−! av
is an isomorphism commuting with the action of G∆n,L and the Frobenius
operators φi on both sides.
Proof. (i) By Lemma 5.19 T(D)/πT(D) ≃ T(D/πD) and the latter is finitely
generated over OL/πOL by Lemma 4.4 (ii). T(D) is a π-adically complete module
over the π-adically complete ring OL, therefore the hypotheses of the Nakayama
Lemma in the form of Lemma 1.51 are satisfied and thus T(D) is finitely generated
over OL.
(ii) We have that












≃ ˆ︃Aur∆n ⊗A∆n D
where the first identification is by the π-adic completeness of T(D) established in
Lemma 5.19, the second is by Lemma 1.47 (ii) due to the finite generation of T(D)
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established in the previous part, the third is by Lemma 5.19, the fourth is by the
bijectivity of adD/πmD established in Proposition 5.15 (ii) and the last is by the
π-adic completeness of ˆ︃Aur∆n ⊗A∆n D from Lemma 5.16.
For D ∈ Modét(φ∆n ,Γ∆n,L,A∆n), by Theorem 2.42 the action of the group Γ∆n,L on
D is continuous if D is equipped with the weak topology. Therefore the action of
G∆n,L on D through its quotient Γ∆n,L is continuous as well.
Proposition 5.21. Let D ∈ Modét(φ∆n ,Γ∆n,L,A∆n). The group G∆n,L acts con-
tinuously on ˆ︃Aur∆n ⊗A∆n D if the latter is equipped with the weak topology from itsˆ︃Aur∆n-module structure.
Proof. The proof is similar to that of Lemma 3.1.11 in [Sch17]. Let d1, . . . , dr ∈ D be
elements that generateD as an A∆n-module. Then the elements ˜︁d1 := 1⊗d1, . . . , ˜︁dr :=
1⊗ dr generate ˆ︃Aur∆n ⊗A∆n D as an ˆ︃Aur∆n-module. By Remark 3.37 (ii) we know that
the weak topology of ˆ︃Aur∆n has a fundamental system of open neighbourhoods of zero
that is closed under addition and we let U(ˆ︃Aur∆n) denote such a system. Note that
the weak topology of ˆ︃Aur∆n induces the weak topology on A∆n . Hence
U(A∆n) = (U ∩ A∆n)U∈U( ˆ︃Aur∆n )
is a fundamental system of open neighbourhoods of zero in A∆n for the weak topology
that is closed under addition.







system of open neighbourhoods of zero in ˆ︃Aur∆n ⊗A∆n D. Also, by Lemma 1.46 applied







form a fundamental system of open neighbourhoods of zero in D.
Step 1: We will show that for any σ ∈ G∆n,L, x ∈ ˆ︃Aur∆n ⊗A∆n D and U ∈ U(ˆ︃Aur∆n)





for any h ∈ H. Since U is closed under addition, it suffices to consider the pure






with aj ∈ A∆n . Since multiplication in ˆ︃Aur∆n is continuous and U is closed under
addition, we find an open set U ′ ∈ U(ˆ︃Aur∆n) such that




′ ⊆ U. (5.7)
Since G∆n,L acts continuously on ˆ︃Aur∆n , we can find an open subgroup H1 ⊆ G∆n,L
such that
hσ(a) ∈ σ(a) + U ′ (5.8)
for any h ∈ H1. Since G∆n,L acts continuously on D, we can find an open subgroup
H2 ⊆ G∆n,L such that
hσ(d) ∈ σ(d) +
r∑︂
j=1
(U ′ ∩ A∆n)dj (5.9)
for all h ∈ H2. Let H := H1 ∩H2. For h ∈ H, we compute
hσ(x)− σ(x) = hσ(a)⊗ hσ(d)− σ(a)⊗ σ(d)





(U ′ ∩ A∆n) dj
)︄




(U ′ ∩ A∆n) dj
)︄




(σ(a)U ′ + U ′U ′ + U ′aj) ˜︁dj ⊆ r∑︂
j=1
U ˜︁dj
where the inclusion in the third line holds by (5.8) and (5.9), the penultimate
inclusion holds by our formula of σ(d) and the last inclusion is due to (5.7).
Step 2 : We claim that for any σ ∈ G∆n,L and U ∈ U(ˆ︃Aur∆n) there is an open subgroup





U ′ ˜︁dj)︄ ⊆ r∑︂
j=1
U ˜︁dj (5.10)





with ajk ∈ A∆n for 1 ≤ j ≤ r. Since multiplication in ˆ︃Aur∆n is continuous and U is
closed under addition, we find an U ′′ ∈ U(ˆ︃Aur∆n) such that




′′ ⊆ U. (5.11)
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The group G∆n,L acts continuously on ˆ︃Aur∆n , therefore we find an open subgroup
H1 ⊆ G∆n,L and an open neighbourhood U ′ ⊆ U ′′ in U(ˆ︃Aur∆n) such that
hσ (U ′) ⊆ U ′′ (5.12)
for all h ∈ H1. On the other hand, by the continuity of the action of G∆n,L on D we
can find an open subgroup H2 ⊆ G∆n,L such that
hσ(dj) ∈ σ (dj) +
r∑︂
k=1
(U ′ ∩ A∆n) dk (5.13)






U ′ ˜︁dj)︄ = r∑︂
j=1
























where the inclusion in the second line is by (5.12) and (5.13), the equality in the
third line is by our formulas for σ(dj) and the last inclusion is by (5.11) and the fact
that U ′ ⊆ U ′′.
Step 3 : Now we let σ ∈ G∆n,L, x ∈ ˆ︃Aur∆n ⊗A∆n D, and U ∈ U(ˆ︃Aur∆n) be arbitrary. We
choose an open subgroup H ⊆ G∆n,L and a neighbourhood U ′ ∈ U(ˆ︃Aur∆n) in such a



















for any h ∈ H, which shows the continuity of the G∆n,L-action on ˆ︃Aur∆n ⊗A∆n D.
In order to show that T(D) ∈ RepOL(G∆n,L), we are left to show that the action of
G∆n,L on T(D) is continuous for the π-adic topology on T(D). We finally achieve
this in the following lemma.
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Lemma 5.22. The action of G∆n,L on T(D) is continuous for the π-adic topology
on T(D). In particular, T is a well defined functor from Modét(φ∆n ,Γ∆n,L,A∆n) to
RepOL(G∆n,L).
Proof. The diagonal action of G∆n,L on ˆ︃Aur∆n ⊗A∆n D is continuous by Proposition
5.21, therefore G∆n,L acts continuously on T(D), if the latter is equipped with the
subspace topology of the weak topology of ˆ︃Aur∆n ⊗A∆n D viewed as an ˆ︃Aur∆n-module.
It suffices to check that this subspace topology coincides with the π-adic topology
on T(D). Note that the composition of the maps
T(D) x ↦!1⊗x−−−−! ˆ︃Aur∆n ⊗OL T(D) adD−−! ˆ︃Aur∆n ⊗A∆n D
induces the inclusion T(D) ⊆ ˆ︃Aur∆n ⊗A∆n D. Therefore the map
T(D) −! ˆ︃Aur∆n ⊗OL T(D)
x ↦−! 1⊗ x
is an embedding.
By Corollary 1.42, the map adD is a homeomorphism if we regard both ˆ︃Aur∆n⊗OLT(D)
and ˆ︃Aur∆n ⊗A∆n D as spaces equipped with the weak topology from their ˆ︃Aur∆n-module
structures, because it is an ˆ︃Aur∆n-linear isomorphism by Proposition 5.20 (ii). Because
this homeomorphism respects the action of G∆n,L, it follows that the diagonal action
of G∆n,L on ˆ︃Aur∆n ⊗OL T(D) is continuous for the weak topology on the latter by
Proposition 5.21. It suffices to show that ˆ︃Aur∆n ⊗OL T(D) induces the π-adic topology
on T(D). Because T(D) is finitely generated over OL by Proposition 5.20 (i), using
the elementary divisor theorem on T(D) and Lemma 3.38, the conclusion follows.
For T ∈ RepOL(G∆n,L) and D ∈ Mod






(ˆ︃Aur∆n ⊗OL T )φi=id ad−1T−−−! ⋂︂
i∈∆n




−−−−! (ˆ︃Aur∆n ⊗A∆n D)H∆n,L ad−1D−−−! ⋂︂
i∈∆n
(ˆ︃Aur∆n ⊗OL T(D))H∆n,L = D(T(D)).
We are ready to prove the main theorem of our thesis.
Theorem 5.23. The functors D and T are quasi-inverse equivalences of categories
between RepOL(G∆n,L) and Mod
ét(φ∆n ,Γ∆n,L,A∆n).
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Proof. We show that the maps {adjT}T∈RepOL (G∆n,L) give a natural isomorphism
between the functors T ◦ D and idRepOL (G∆n,L). Let W ∈ RepOL(G∆n,L) be a torsion
representation such that πmW = 0 for some m ∈ N≥1. Using the exactness of T and
D for objects annihilated by a power of π, we have a commutative diagram
0 πW W W/πW 0
0 T(D(πW )) T(D(W )) T(D(W/πW )) 0
adjπW adjW adjW/πW
whose rows are exact. The bijectivity of adjW is reduced to the case m = 1 which
was established in Corollary 4.3.
Therefore, for arbitrary T ∈ RepOL(G∆n,L) the map adjT/πmT is a bijection for all
m ∈ N≥1. We also have that
T(D(T )) ≃ lim −
m
T(D(T )/πmD(T )) ≃ lim −
m
T(D(T/πmT ))
where the first isomorphism follows from Lemma 5.17 and the second from Lemma
5.12. Therefore adjT = lim −m adjT/πmT and its bijectivity follows from that of each
adjT/πmT .
Similarly, we show that the maps {adjD}D∈Modét(φ∆n ,Γ∆n,L,A∆n ) give a natural iso-
morphism between the functors D ◦ T and idModét(φ∆n ,Γ∆n,L,A∆n ). Suppose that
M ∈ Modét(φ∆n ,Γ∆n,L,A∆n) is annihilated by πm for some m ∈ N≥1. Using the
exactness of T and D for objects annihilated by a power of π, we have a commutative
diagram
0 πM M M/πM 0
0 D(T(πM)) D(T(M)) D(T(M/πM)) 0
adjπM adjM adjM/πM
whose rows are exact. The bijectivity of adjM is reduced to the case m = 1 which
was established in Lemma 4.5. We also have that
D(T(D)) ≃ lim −
m
D(T(D)/πmT(D)) ≃ lim −
m
D(T(D/πmD))
where the first isomorphism follows from Lemma 5.4 and the second from Lemma
5.19. Therefore adjD = lim −m adjD/πmD and its bijectivity follows from that of each
adjD/πmD.
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5.3 Equivalence in other coefficients
Let A be a commutative OL-algebra which is finitely generated as an OL-module.
We equip A with the π-adic topology, for which A becomes a topological ring. We
use the theory of Section 1.4 applied for R = A and call the linear topology on a
finitely generated A-module the π-adic topology. Since A is a finitely generated
OL-module, by Lemma 1.43 this also coincides with the π-adic topology if we regard
our A-module as an OL-module instead.
Definition 5.24. A finitely generated linear representation of G∆n,L with coefficients
in A is called continuous if the action of G∆n,L on the underlying A-module is
continuous for its π-adic topology.
Definition 5.25. A morphism between two finitely generated continuous represen-
tations of G∆n,L with coefficients in A is a G∆n,L-equivariant A-linear map. Let
RepA(G∆n,L) denote the category of finitely generated continuous representations of
G∆n,L with coefficients in A.
We also consider the algebra A ⊗OL A∆n . The monoid T+,∆n,L acts diagonally on
A⊗OL A∆n using the trivial action on A and the existing action of T+,∆n,L on A∆n .
Definition 5.26. A (φ∆n ,Γ∆n,L)-module over A ⊗OL A∆n is a finitely generated
module D over A⊗OL A∆n equipped with a semilinear action of T+,∆n,L. It is called
étale if for each i ∈ ∆n, the linearized map
φlini : (A⊗OL A∆n)⊗φi,A⊗OLA∆n D −! D
(c⊗ a)⊗ d ↦−! (c⊗ a)φi(d)
is an isomorphism.
Definition 5.27. A morphism between two (φ∆n ,Γ∆n,L)-modules over A⊗OL A∆n is
an A⊗OLA∆n-linear map which commutes with the action of T+,∆n,L on both modules.
We denote by Modét(φ∆n ,Γ∆n,L,A ⊗OL A∆n) the category of étale (φ∆n ,Γ∆n,L)-
modules over A⊗OL A∆n.
Lemma 5.28. (i) We have a forgetful functor
FR : RepA(G∆n,L)! RepOL(G∆n,L).
(ii) We have a forgetful functor
FD : Mod
ét(φ∆n ,Γ∆n,L,A⊗OL A∆n)! Mod
ét(φ∆n ,Γ∆n,L,A∆n).
Proof. (i) Let T ∈ RepA(G∆n,L). Since T is a finitely generated A-module and A is
finitely generated over OL, it follows that T is a finitely generated OL-module.
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The π-adic topology of T when regarded as an A-module coincides with the π-adic
topology of T when regarded as an OL-module, therefore the continuity conditions
in both of our categories coincide.
(ii) LetD ∈ Modét(φ∆n ,Γ∆n,L,A⊗OLA∆n). SinceD is a finitely generated A⊗OLA∆n-
module, it is also finitely generated over A∆n . We are left to show that D is étale
when regarded as a module over A∆n . For i ∈ ∆n consider the commutative diagram
A∆n ⊗φi,A∆n D D





where the horizontal arrows are the linearization maps and ψ(a⊗ d) := (1⊗ a)⊗ d
for a ∈ A∆n and d ∈ D. The map ψ is well defined because
ψ(φi(b)a⊗ d) = (1⊗ φi(b)a)⊗ d
= (1⊗ φi(b))[(1⊗ a)⊗ d]
= φi(1⊗ b)[(1⊗ a)⊗ d]
= (1⊗ a)⊗ bd
= ψ(a⊗ bd)
for b ∈ A∆n . The map
ρ : (A⊗OL A∆n)⊗φi,A⊗OLA∆n D −! A∆n ⊗φi,A∆n D
(c⊗ a)⊗ d ↦−! a⊗ cd
where c ∈ A, reverts ψ and is similarly checked to be well defined. Therefore ψ is a
bijection. Since D is étale over A⊗OL A∆n , the bottom horizontal arrow of (5.14) is
bijective, therefore so must be the upper horizontal arrow.
On the ring A⊗OL ˆ︃Aur∆n , we have the Frobenius operators and a G∆n,L-action given
by the formulas
φi(c⊗ a) : = c⊗ φi(a),
σ(c⊗ a) : = c⊗ σ(a),
where σ ∈ G∆n,L, c ∈ A, a ∈ ˆ︃Aur∆n , i ∈ ∆n with φi(a) and σ(a) previously defined.
For T ∈ RepA(G∆n,L), consider the space
(︂
A⊗OL ˆ︃Aur∆n)︂ ⊗A T . The group G∆n,L
and the operators φi act diagonally on
(︂
A⊗OL ˆ︃Aur∆n)︂⊗A T and let
DA(T ) :=
(︂(︂
A⊗OL ˆ︃Aur∆n)︂⊗A T)︂H∆n,L .
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For D ∈ Modét(φ∆n ,Γ∆n,L,A⊗OL A∆n), consider the space
(︂
A⊗OL ˆ︃Aur∆n)︂⊗A⊗OLA∆n








A⊗OL ˆ︃Aur∆n)︂⊗A⊗OLA∆n D)︂φi=id .
Proposition 5.29. Let T ∈ RepA(G∆n,L) and D ∈ Modét(φ∆n ,Γ∆n,L,A⊗OL A∆n).
(i) We have that TA(D) ∈ RepA(G∆n,L) and a canonical isomorphism
FR(TA(D)) ≃ T(FD(D)).
(ii) We have that DA(T ) ∈ Modét(φ∆n ,Γ∆n,L,A⊗OL A∆n) and a canonical isomor-
phism
FD(DA(T )) ≃ D(FR(T )).
Proof. (i) The operators φi act trivially on A and fix the elements of OL inside ˆ︃Aur∆n ,
therefore TA(D) is an A-module. Consider the map
θD :
(︂
A⊗OL ˆ︃Aur∆n)︂⊗A⊗OLA∆n D −! ˆ︃Aur∆n ⊗A∆n D
(c⊗ a)⊗ d ↦−! a⊗ cd
where c ∈ A, a ∈ A∆n and d ∈ D. It is an isomorphism, since it is reverted by the
map sending a ⊗ d to (1 ⊗ a) ⊗ d. Also, θD respects the actions of G∆n,L and the
Frobenius operators on both sides, as can be seen from the equalities




= σ(θD((c⊗ a)⊗ d))
and




= φi(θD((c⊗ a)⊗ d))
that hold for all σ ∈ G∆n,L and i ∈ ∆n.
Taking the fixed points of the operators φi, we obtain an isomorphism of OL-modules
between TA(D) and T(FD(D)) respecting the action of G∆n,L on both sides. Since
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T(FD(D)) is finitely generated over OL by Proposition 5.15 (i), it follows that TA(D)
is finitely generated over OL, hence finitely generated over A. By Lemma 5.22, the
action of G∆n,L on T(FD(D)) is continuous, hence the action of G∆n,L on TA(D) is
continuous for the π-adic topology, when we regard the latter as an OL-module. Since
the π-adic topology of T when regarded as an A-module coincides with the π-adic
topology of T when regarded as an OL-module, it follows that TA(D) ∈ RepA(G∆n,L)
and FR(TA(D)) ≃ T(FD(D)), as desired.
(ii) Because H∆n,L acts trivially on A and A∆n , we know that DA(T ) is an A⊗OLA∆n-
module. Consider the map
θT : (A⊗OL ˆ︃Aur∆n)⊗A T −! ˆ︃Aur∆n ⊗OL T
(c⊗ a)⊗ x ↦−! a⊗ cx
where c ∈ A, a ∈ A∆n and x ∈ T . It is an isomorphism, since it is reverted by the
map sending a ⊗ x to (1 ⊗ a) ⊗ x. Also, θT respects the actions of G∆n,L and the
Frobenius operators on both sides, as can be seen from the equalities




= σ ◦ θT ((c⊗ a)⊗ x)
and
θT ◦ φi((c⊗ a)⊗ x) = θT ((c⊗ φi(a))⊗ x)
= φi(a)⊗ cx
= φi(a⊗ cx)
= φi ◦ θT ((c⊗ a)⊗ x).
Taking the H∆n,L-invariants of both sides, we obtain an isomorphism of A∆n-modules
between D(T ) and D(FR(T )) respecting the action of T+,∆n,L on both sides. Since
D(FR(T )) is finitely generated over A∆n by Proposition 5.9, it follows that DA(T )
is finitely generated over A∆n , hence finitely generated over A ⊗OL A∆n . Since
D(FR(T )) is étale by Proposition 5.9, it follows that the linearized map
φlini : A∆n ⊗φi,A∆n DA(T ) −! DA(T )
a⊗ d ↦−! aφi(d)
is bijective. Using the commutative diagram
A∆n ⊗φi,A∆n DA(T ) DA(T )




whose left vertical arrow is the isomorphism sending a⊗d to (1⊗a)⊗d, it follows that
DA(T ) ∈ Modét(φ∆n ,Γ∆n,L,A⊗OLA∆n) and FD(DA(T )) ≃ D(FR(T )), as desired.
We are ready to show that the categories RepA(G∆n,L) and Mod
ét(φ∆n ,Γ∆n,L,A⊗OL
A∆n) are equivalent as a direct consequence of Theorem 5.23.
Theorem 5.30. The functors TA and DA are quasi-inverse equivalences between the
categories RepA(G∆n,L) and Mod
ét(φ∆n ,Γ∆n,L,A⊗OL A∆n).
Proof. For T ∈ RepA(G∆n,L), we have the isomorphisms
FR(T ) ≃ T(D(FR(T )))
≃ T(FD(DA(T )))
≃ FR(TA(DA(T )))
where in the first line we used Theorem 5.23, in the second we used Proposition 5.29
(ii) and in the third we used Proposition 5.29 (i). Because FR is faithfully exact, it
follows that
T ≃ TA(DA(T )).




where in the first line we used Theorem 5.23, in the second we used Proposition 5.29
(i) and in the third we used Proposition 5.29 (ii). Because FD is faithfully exact, it
follows that
D ≃ DA(TA(D)).
Considering extended coefficients of characteristic p instead, let κ be a commutative
κL-algebra which is finitely generated as a κL-vector space. Similarly as above,
we obtain the category Repκ(G∆n,L) of continuous representations of G∆n,L with
coefficients in κ and the category Modét(φ∆n ,Γ∆n,L, κ⊗κLE∆n) of étale (φ∆n ,Γ∆n,L)-
modules over κ⊗κLE∆n . Restricting the result of Theorem 5.30 to objects annihilated
by π, we also obtain the following.
Corollary 5.31. Let κ be a commutative κL-algebra which is finitely generated as a
κL-vector space. The categories Repκ(G∆n,L) and Mod
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