Abstract. The concept of stability, originally introduced for polynomials, will be extended to apply to the class of entire functions. This generalization will be called Hurwitz stablility and the class of Hurwitz stable functions will serve as the main focus of this paper. A first theorem will show how, given a function of either of the Stieltjes classes, a Hurwitz stable function might be constructed. A second approach to constructing Hurwitz stable functions, based on using additional functions from the Laguerre-Pólya class, will be presented in a second theorem.
Introduction
The main focus of this paper will be on a particular generalization of the idea of polynomial stability (here, we mean polynomials with complex coefficients).
Stable polynomials are polynomials which only have roots in the open left half-plane {z : Re z < 0}. These polynomials are important in automatic control theory. The well-known Routh-Hurwitz Criterium allows for a complete characterization of stable polynomials in terms of their coefficients.
There was already much interest in generalizing the Routh-Hurwitz Stability Criterion for suitable classes of entire functions in the early part of the last century. (See, for instance, the monographs [CM] and [L1] .) We now introduce the stability concept for entire functions, which we will be using: A variant of stability for entire functions, where the left half-plane is replaced by the upper half-plane, can be found in publications on Hilbert spaces of entire functions by L. de Branges (see, e.g., his monograph [deB] ).
The central goal of this paper is to present two methods for constructing particular classes of Hurwitz stable entire functions. At the outset, we begin with specific classes of functions holomorphic in C \ (−∞, 0], namely, the functions belonging to the Stieltjes classes S and S −1 , introduced in Definition 2. The importance of these function classes first became apparent through Stieltjes' classical work [St] on what is now known as the Stieltjes Moment Problem. Stieltjes' method involved associating each non-negative finite measure dσ(λ) supported on [0, ∞) with a function ψ σ (z) = It can be shown that the Stieltjes class coincides with the class of Cauchy transforms of finite non-negative measures supported on [0, +∞).
The data for the Stieltjes Moment Problem is given as a sequence {s k } 0≤k<∞ of real numbers. A solution of the Stieltjes Moment Problem is any finite nonnegative measure dσ(λ) supported on the positive half-axis [0, +∞) such that the moments of this measure coincide with their respective terms of the data sequence, i.e.: The Stieltjes Moment Problem (which, in its original form, is an integral representation problem) can be reformulated as a classical interpolation problem in the Stieltjes class of functions. The measure dσ(λ) is a solution of the above-described Stieltjes moment problem if, and only if, its Cauchy transform ψ (which is a function from the Stieltjes class) admits the asymptotic expansion ψ(z)
Functions from the Stieltjes class are also related to positive operators in Hilbert spaces. Let H be a Hilbert space with the scalar product . , . . Furthermore, let A be a positive self-adjoint operator in H and e ∈ H with e = 0. The function ψ(z) = (A + zI) −1 e, e then belongs to the Stieltjes class. This function ψ is, moreover, the Cauchy transform of the measure dσ(λ) = dE(λ)e, e , where dE(λ) is the resolution of identity of the operator A.
The simplest of our results can be formulated as follows:
k be a polynomial with only negative roots, ψ(z) be a function from the Stieltjes class and P ψ (z) be the polynomial
Then the polynomial P ψ is stable. This paper is organized as follows. In Section 2, we present a summary of basic facts on functions belonging to the Stieltjes classes. This material plays an important role in the proofs of our main results.
Starting with a function from one of the Stieltjes classes, S or S −1 , we develop an approach to constructing Hurwitz stable entire functions in Section 3 (see Theorem 1).
Section 4 deals with a generalization of the methods (for constructing Hurwitz stable entire functions) of Section 3. This generalized approach (see Theorem 2) is based on the additional use of a Laguerre-Pólya class entire function. If this Laguerre-Pólya function is, in particular, chosen as the exponential function, we again arrive at Theorem 1. Our proof of Theorem 2, however, relies on Theorem 1.
Our work here was motivated by the work of T. Craven and G. Csordas in [CC] . It was through [CC] that we became interested in meromorphic Laguerre multiplier sequences. Since meromorphic functions of the form (2.5) belong to the class S, our Theorems 1 and 2 can be used to construct a class of meromorphic Laguerre multiplier sequences. We hope soon to present a construction of this kind in a upcoming paper. Remark 2. A function ψ ∈ S decreases on the positive half-axis and takes nonnegative values there. Therefore, the limit lim x→+0 ψ(x) (which may be infinite) exists. We define the value ψ(0) of ψ at the point z = 0 to be this limit, even if ψ is not holomorphic at z = 0.
Some Basic Facts on the Stieltjes Classes
A function ψ ∈ S −1 increases on the positive half-axis and takes non-negative values there. Therefore, the (finite) limit lim x→+0 ψ(x) exists. We define the value ψ(0) of ψ at the point z = 0 to be this limit, even if ψ is not holomorphic at z = 0:
(2.1)
Functions ψ of the form 3a) belong to the class S. Functions ψ of the form 
is a generic function of the the class S if −1 < δ < 0 and is a generic function of the class S −1 if 0 < δ < 1. The function of the form
is a generic function of the class S. The function ψ(z) belongs to the class S if and only if the function 1/ψ(z) belongs to S −1 . If ψ 1 (z), ψ 2 (z) are functions of the class S and α 1 , α 2 are non-negative constants, α 1 + α 2 > 0, then the function α 1 ψ 1 (z) + α 2 ψ 2 (z) and ψ1(z)·ψ2(z) ψ1(z)+ψ2(z) also belongs to the class S . The same holds for ψ 1 (z) and ψ 2 (z) with S −1 in place of S.
If ψ 1 (z), ψ 2 (z) are both functions either of the class S or of the class S −1 , then their composition (ψ 1 • ψ 2 )(z) = ψ 1 (ψ 2 (z)) is a function of the class S −1 . If one of the functions ψ 1 (z), ψ 2 (z) belongs to the class S and the other belongs the class
) is a function of the class S.
Remark 3. The paper [KK] has become a standard reference for anyone writing about the classes S and S −1 . Following [KK] , we call S and S −1 the Stieltjes classes. (See the last two paragraphs of [KK] .) It should be mentioned that our definitions of the Stieltjes classes differ slightly from those in [KK] . The functions considered in [KK] are holomorphic in the domain C \ [0, +∞). A function ψ(z) belongs to the class S according to our definition if and only if the function ψ(−z) belongs to the class S according to the definition in [KK] . (Similarly, ψ(z) belongs to our S −1 if and only if −ψ(−z) belongs to their S −1 .) Results for functions of the Stieltjes classes of our Definition 2 may be reformulated to agree with [KK] via a change in variables: ψ(z) → ±ψ(−z).
The following result on integral representations for functions of the Stieltjes classes is particularly important for the proof of Theorem 1:
a
. ψ belongs to the class S if and only if ψ(z) admits the representation
where a, b are non-negative constants, dσ is a non-negative measure on (0, ∞) satisfying the condition that
b. ψ belongs to the class S −1 if and only if ψ(z) admits the representation (
Parts a. and b. of the above Theorem appear in [KK] as Theorems S1.5.1 and S1.5.2, respectively.
Remark 4. For a function ψ belonging either to the class S or to the class S −1 , the value ψ(0) is defined by (2.1).
1. If ψ ∈ S, then (using representation (2.6)) this means
(2.9a) 2. If ψ ∈ S −1 , then (using representation (2.8)) this means
Remark 5. A function ψ which belongs to the class S is special if and only if the measure dσ(λ) in formula (2.6) vanishes identically, i.e. iff dσ(λ) ≡ 0. (The same holds true for any ψ in S −1 if and only if dσ(λ) in formula (2.8) vanishes identically.)
A First Approach to Constructing Hurwitz Stable Entire Functions
Starting with a function from one of the Stieltjes classes S or S −1 , we will construct a Hurwitz stable entire function. Our approach is based on the following observation:
Let ψ ∈ S −1 . Then there exist constants 0 < c 1 < c 2 < ∞ such that 
Definition 3. 
Let ψ(z) be a function from the Stieltjes class S. The function E ψ (z) is defined as the sum of the Taylor series
Theorem 1. 
Remark 7. Under the assumptions of Theorem 1, the indicator function
We will prove this later.
Remark 8. (3.4b) , has only one root, which is located at the point z = − a b .
Remark 9. If ψ(z) ∈ S, it is natural to consider functions of the form
rather than of the form 
is discussed in [O] and there it is shown that, for 0 < a < 1, −1 < δ < 0, all roots of the function E δ,a ( In preparation for our proof of Theorem 1, we will next establish a few useful results.
Lemma 1. Let dσ(λ) be a non-negative measure on (0, ∞) which satisfies condition (2.7) and such that dσ(λ) ≡ 0, i.e. for which
Proof. Parts a and b are clear. To prove c, we substitute expression (3.6) for ϕ(t) in 1 0 ϕ σ (t)dt and change the order of integration:
Remark 10. Under the assumptions of Lemma 1, the kernel
is positive definite, i.e.
for any n ∈ N, any t 1 , . . . , t n ∈ (0, 1) and any ξ 1 , . . . , ξ n ∈ C.
Lemma 2.
1. Let ψ(z) be a function from S and the entire function E ψ (z) be defined as the sum of the Taylor series (3.2a).
The function E ψ (z) then admits the integral representation
8)
where a and b are the constants and dσ is the measure which appears in the representation of ψ in formula (2.6); the function ϕ σ (t) is constructed from the measure dσ according to (3.6).
Let ψ(z) be a function from S −1 and the entire function E − ψ (z) be defined as the sum of the Taylor series (3.2b).
The function E − ψ (z) then admits the integral representation
9)
where a and b are the constants and dσ is the measure which appears in the representation of ψ in formula (2.8); the function ϕ σ (t) is constructed from the measure dσ according to (3.6).
Proof of Lemma 2. Let ϕ σ (t) be given by (3.6). Furthermore, let
We now use the Taylor expansion e tz = ∞ k=0 1 k! t k z k and (3.6) to evaluate (3.10).
Changing the order of integration and summation, we obtaiñ
Thus,Ẽ ψ (z) = E(z). The first part of the Lemma is therefore proved. Similarly, we obtain the second part of the Lemma.
Lemma 3. Let u(t) be a summable function on (0, ∞) which satisfies the conditions:
Then, for every y > 0:
Proof. The integral in (3.11) converges according to the Abel Criterion. The contents of Lemma 3 might appear familiar, however their explicit formulation is not easy to find in the literature. For completeness, we offer a proof. (The main idea of the proof can be found in [HR, §3.3, Theorem 34] . See also [OP, Lemma 4] .) We transform the integral (3.11) in such a way that its positivity becomes apparent:
Since u decreases, each term u (t+2jπ)/y −u (t+(2j +1)π)/y of the above series is non-negative for t > 0. Since u(t) decreases strictly for small t, the term with j = 0 is strictly positive if t > 0 is small enough. Therefore, the strict inequality (3.11) holds.
Proof of Theorem 1. To prove that the entire function E ψ (z) is stable, we have to prove that h E ψ (π) ≤ h E ψ (0) and that E ψ (z) has no roots in the right half-plane. We obtain these results not from the Taylor series (3.2a), but from the integral representation (3.8).
1. Since coefficients of the Taylor series (3.2a) are positive, the inequality (3.12) holds. All the more, the inequality
holds. Nevertheless it may be interesting to calculate the indicator function h E ψ (θ) for all θ. From (3.8) it follows that
It is clear that
(e tr cos θ ) = e r cos θ
Hence,
(3.14)
On the other hand, since e re iθ ≥ 0 for θ = 0 as well as for θ = π, the inequality
holds for θ = 0 and θ = π. Because the function ϕ σ (t) is strictly positive for t ∈ (0, 1), it follows from (3.15) that
From (3.14), the converse inequalities
follow. Thus, we have proved that
In particular, the inequality (3.13) holds. From (3.14) it follows that
The indicator function of an entire function of exponential type is a support function of some compact convex set. The inequality
expresses the fact that the width of the convex set related to E ψ is non-negative in the direction θ = ± π 2 . Thus, (3.18) and the appropriate convex set is a closed subinterval of the real axis. From the equalities (3.17) it follows that this subinterval is the interval [0, 1], and the indicator function h E ψ is of the form (3.3).
2. We now prove that E ψ has no roots in the closed right half-plane. From (3.8) it follows that the imaginary part of e −z E ψ (z) can be represented as
where
For fixed x ≥ 0, the function u(t) is monotone decreasing for t ∈ (0, ∞) and u(t) = 0 for t ≥ 1. For t ∈ (0, 1) we see, moreover, that u(t) is strictly monotone decreasing. According to Lemma 3, Im e −z E(z) < 0 for x ≥ 0, y > 0. Furthermore, E ψ (z) = 0 for x ≥ 0, y > 0, (z = x + iy). Since the function E ψ is real, E ψ (z) = 0 for x ≥ 0, y < 0. Since all Taylor coefficients of E ψ are positive, E ψ (x) > 0 for x ≥ 0. Thus, E ψ (z) has no roots in the closed right half-plane Im z ≥ 0. The first part of Theorem 1 is thus proved.
Similarly, by using
instead of (3.19), we obtain the second part of the theorem.
Remark 11. From the representation of the function
From this estimate it follows that the roots {z k } of the function E ψ (z) satisfy the Blaschke condition
Furthermore, because the indicator function h E ψ (θ) is of the form (3.3), the function E ψ has infinitely many roots. These roots have a positive density and are concentrated near the boundary Re z = 0 of the left half-plane. More precisely, for r > 0 and α < β, let n(r; α, β) be the total number of roots of E which are contained in the sector {z : 0 ≤ |z| < r, α < arg z < β}. Then, for any ε > 0:
The analogous results hold for the functions of the form E − ψ .
A Further Approach to Constructing Hurwitz Stable Entire Functions
Before we can discuss another approach to constructing Hurwitz stable entire functions, we must first, following Pólya and Schur [PS] , introduce a class of entire functions that will suit our purposes.
Definition 4. An entire rational or transcendent function F (z) is called an entire function of type I if is representable in the form
The class of all entire functions of type I will be denoted by LP-I.
It was shown by Laguerre and Pólya [Po1] that the entire functions of type I and no others are uniform limits ( ≡ 0) of real polynomials having all their roots on the negative half-axis x ≤ 0 (z = x + iy). (Laguerre assumes uniform convergence in every finite domain. Pólya assumes this convergence only in a neighborhood of the origin.)
If F (z) is an entire function of the form (4.24), then its growth is not more than exponential, i.e. lim 25) and its indicator function
Furthermore, the limit (not only the upper limit) in (4.26) exists for θ = π.
Definition 5. Let F (z) be an entire function from the Laguerre-Pólya class LP-I with Taylor series
(4.28)
1. Given a function ψ(z) from the Stieltjes class S, the function F ψ (z) is defined as the sum of the Taylor series
2. Given a function ψ(z) from the Stieltjes class S −1 , the function F − ψ (z) is defined as the sum of the Taylor series
From the Cauchy estimates for the Taylor coefficients f k of the function F (z), (4.24), and from the estimates (3.1), it follows that, for any ψ ∈ S, the Taylor series (4.29a) converges and that its limit is a function of exponential type, α:
Similarly, for any ψ ∈ S −1 , the Taylor series (4.29b) converges and its limit is also a function of type, α: lim
The α in (4.30a) and (4.30b) is the same one as in formulas (4.24) and (4.25). Theorem 1 is a special case of Theorem 2 corresponding to the choice F (z) = e z . Theorem 1, however, is used in our proof of Theorem 2.
The following Lemma will be used to prove Theorem 2 in much the same way that Lemma 2 was used to prove Theorem 1.
Lemma 4. Let F (z) be an entire function from the Laguerre-Pólya class LP-I and suppose that (4.28) is the Taylor series of the function F .
1. Given a function ψ(z) from the Stieltjes class S, let the function F ψ (z) be defined as the sum of the Taylor series (4.29a). Then F ψ (z) admits the integral representation 
where a and b are the constants and dσ is the measure which appears as part of the representation of ψ in (2.8); the function ϕ σ (t) is constructed from the measure dσ according to (3.6).
Proof. The proof of Lemma 4 is, in almost all ways, similar to the proof of Lemma 2. The sole difference is that F (z)'s Taylor expansion (4.28) is used instead of the
Proof of Theorem 2.
We already know that the functions F ψ , F − ψ are entire functions of exponential type α. (See (4.30).) To prove the first part of the theorem, we have to prove that
and that all zeros of the function F ψ lie in the left half-plane. 1. Inequality (4.33) can be proved in much the same way as inequality (3.13). Because of (4.27), we obtain for every ε > 0 and r > 0, the following estimate for F (re iθ ):
where C(ε) does not depend on r, C(ε) < ∞ for every ε > 0. Combining this inequality with the integral representation (4.31), we obtain the inequality for the indicator function h F ψ (θ):
We obtain inequality (4.34) in the same way as we did inequality (3.14). In particular, from (4.34) it follows that
We obtain the converse inequality to (4.35a) just as we did the inequality (3.16a). Without loss of generality, we can assume that F (0) > 0. From representation (4), we get the inequality
In particular, F (r) is positive for r ≥ 0. Combining (4.36) with representation (4.31), we obtain the inequality
From this inequality and the properties of the function ϕ σ (t) (See part a. of Lemma 1), we obtain the the estimate, h F ψ (0) ≥ α. The converse inequality (4.35a) has already been shown. Thus,
Inequality (4.33) follows from equality (4.38) and inequality (4.35b). The converse inequality to (4.35b) does not, in general, hold. The difference between the cases of the functions E ψ and F ψ is that the exponential function e −r is positive for all r ≥ 0, but the function F (−r) takes both positive and negative values for 0 ≤ r < ∞. Thus, the value hF ψ is non-positive in general:
(4.39) (The inequality β ≤ α means that h F ψ (0) + h F ψ (π) ≥ 0.) From (4.38), (4.39) and (4.34), it follows that the indicator function h F ψ (θ) is the support function of the interval [β, α] of the real axis:
where α is the same as in (4) and β, 0 ≤ β ≤ α depends on F and ψ.
2. According to Theorem 1, E ψ (z) is an entire function of exponential type. Its
is positive and all roots of E ψ lie in the closed left half-plane Re z ≤ 0.
From these properties of the function E ψ it follows that there exists a sequence of polynomials {E n (z)} 1≤n<∞ , 40) possessing the properties: 1. The sequence {E n (z)} 1≤n<∞ converges to the function E ψ (z) locally uniformly in the complex plane C. (In particular, lim n→∞ e k,n = ψ(k + 1) for each k.) 2. For every n, the roots of the polynomial E n (z) lie in the closed left half-plane Re z ≤ 0. These results can be found in [L1] (Combine Theorem 4 of Chapt. 8, Lemma 1 of Chapt. 7 and Theorem 6 of Chapt. 7 from the book [L1] .)
Let the polynomial F n (z) be defined as the multiplicative composition It is possible to go one step further and prove the following statement: If all roots of the function E ψ (z) lie within the open left half-plane Re z < 0, then so do all roots of the function F ψ (z). We comment no further on these ideas here, but intend to address them in the very near future.
The first part of Theorem 2 is clear. The second part of the theorem can be shown in much the same way. Now considering the function F − ψ , we use the representation (4.32). The function F ′ (z) now serves the same purpose that F (z) did in our discussion of F ψ . Since the function F belongs to the class LP-I, its derivative F ′ (z) belongs to the class LP-I as well.
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