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Real polynomials have very often very few real roots, and when algorithms depend on the 
number of real roots of polynomials rather than on their degrees, this fact has consequences 
on average complexity ofalgorithms. 
In this paper we recall some classical results on the average number of real roots (which is 
in O(log n) where n is the degree of the polynomial for many natural random distributions) 
and use them to get estimates on the average complexity ofvarious algorithms characterizing 
real algebraic numbers. 
Introduction 
Complexity of algorithms dealing with real polynomials are usually expressed as a function 
of two parameters. One is the degree of the polynomial, which is related to the number 
of multiplications we must perform to compute its value at a point; and secondly, the 
norm of the polynomial, which is related to the amount of  memory needed to store it. 
There is, however, a third parameter which is generally not considered: the number of 
different roots of the polynomial. When dealing with complex polynomials this is natural 
because the subset of polynomials having fewer roots than its degree has a measure of 
zero. But this is no longer true in the real case. 
In this paper we shall briefly recall some results concerning the number of different 
real roots of  a random polynomial and we shall use it to get estimates on the average 
complexity of some algorithms olving a concrete problem in computer algebra: the 
coding of real algebraic numbers. The use of probabilistic methods to estimate average 
complexity of algorithms has been extensively used in the combinatorial case (see Knuth, 
1973 or Flajolet & Vitter, 1988) and also for some numerical algorithms (see Smale, 1986); 
however, no attempt has been made to introduce such methods in the domain of symbolic 
computation. In this paper we will make such an attempt for the particular problem 
mentioned above. 
We do not pretend here to solve any problem but rather to show how probabilistic 
methods can also be used to estimate average complexities in the field of  computer algebra. 
1. Kac's Theorem and a Generalization 
Random polynomials is a part of probability theory that studies questions concerning 
polynomials whose coefficients are random variables (a survey of the subject can be found 
in Bharucha-Reid & Sambandham (1986)). 
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A particular problem arises when considering the number of real roots of such poly- 
nomials. Some estimates for the expected value of this random variable where given by 
Littlewood & Offord (1938, 1939). The first asymptotically precise result is due to M. Kac 
who a few years later proved the following theorem. 
THEOREM 1.1. Let P( t ) = ao+ al t +. 9 9 + a,,_~ t n -1  be a random polynomial whose coefficients 
are independent random variables with standard normal distribution. Let N~ be the random 
variable that associates to P( t) the number Nn( a) of different real roots of  P( t). 
We have the asymptotical equivalence ENn ~ (2/rr) log n where E means mathematical 
expectation. 
Many generalizations to other types of random variables followed Kac's theorem. There 
is one, given by Ibragimov & Maslova (1971) which is useful for us because it is valid 
for lattice random variables. 
THEOREM 1.2. Let P( t ) = ao + al t +. 9 9 + a~-t t"-~ be a random polynomial whose coefficients 
are independent and identically distributed random variables with a distribution satisfying 
(i) E(aj)=O,j>-O, 
(ii) Prob(a,j # 0)>0, forj>-O, and 
(iii) the ajs belong to the domain of attraction of the normal law. 
We have the asymptotical equivalence E( N ,  ] P(x) ~ 0) -- (2/Tr)/log n. 
Detailed proofs of these results above can be found in Kac (1943) and Ibragimov & 
Mastova (1971). 
REMARK 1.3. The preceding theorem contains two technical hypotheses that give it a 
wide range of applications. Since the case we are concerned with does not require the 
whole meaning of such hypotheses, we now make some comments about this meaning. 
A random variable is a lattice random variable when it takes its values in a certain 
regular way from ~. As a particular case, every integer andom variable (i.e. those taking 
their values from Z) is a lattice one (for this see Breiman (1968) oh. 3, section 7). 
On the other hand, a distribution belongs to the domain of the normal aw, if it satisfies 
the conclusion of the central limit theorem. Again, as a very special case, every bounded 
distribution belongs to the domain of attraction of the normal aw (see Breiman (1968) 
chs. 8 and 9). 
2. Average Complexity of the Coding of Real Algebraic Numbers 
In recent years several algorithms for coding real algebraic numbers have been given. 
They can be grouped into two classes. In the first class we have algorithms that code the 
roots of a polynomial by producing isolating intervals with rational endpoints (see Collins 
& Loos, 1982) and rely on the Archimedean character of ~. In the second class there is 
an algorithm based on a lemma of Thorn, that codes the roots by a list of signs and is 
valid over arty arbitrary computable real closed field. 
We shall obtain some bounds in the average complexity of these algorithms that follow 
directly from Theorem 1.2. We do not try to compute the exact average complexity of 
the above mentioned algorithms. Instead, our idea is to choose one of the parameters 
that produce such complexity (in our case, the number of real roots of the input 
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polynomial) and to calculate how it is expressed. The substitution of the worst-case value 
of the parameter (in our case, the degree of the polynomial) by its average value will 
give us a bound on the average complexity of the algorithm. All complexity bounds are 
obtained for the "classical" O(n 2) multiplication. 
CONVENTIONS 
If P = ao + al t + . .  9 + ant" is a polynomial with integer coefficients, we shall note by N 
n 2 and by b a positive number that bounds the absolute value of the roots its norm x/Yq= oat 
of P that we shall suppose moreover to be a power of 2. Also we shall suppose that P 
is square-free. 
To get the average complexities estimates we take the same distribution on the 
coefficients of the input polynomials. Moreover, we shall take this distribution to be 
uniform over the 2d + 1 numbers {-d, -d  + 1 , . . . ,  0 , . . . ,  d - 1, d}. Also, we average over 
the non-zero inputs because all algorithms considered run over non-zero polynomials. 
This seems a reasonable choice since in practice, the integers we work with must be bound. 
Before continuing let us remark that Theorem 1.2 applies to this distribution since, as 
we have observed in Remark 1.3, it is a lattice random variable whose distribution belongs 
to the domain of attraction of the normal law, and conditions (i) and (ii) of Theorem 
1.2 are trivially satisfied. 
We finally remark that E(N)  ~ dff-ff. 
2.1. STURM'S AND DICHOTOMY ALGORITHM 
The algorithm uses the Sturm sequence of P and a dichotomic process. It first computes 
b and the Sturm sequence of P. Then it bisects the segment (-b,  b] and computes the 
number of roots of P inside each of them. If this number is 1 it returns the segment, if
it is 0 it drops the segment, and if it is greater than 1 it repeats the process. 
The last part of the algorithm dominates the first two. For it, the evaluations cost 
O(n41og(nN)2).  Moreover, since the number of bisections is O(n log(nN)) and the 
number of polynomials in the Sturm sequence is bounded by n + 1, the total number of 
evaluations i  O(n2r log(nN)) where r is the number of real roots of P. (See Collins & 
Loos (1982) for the details.) We then get a time bound of 
O(n6r l og (nN)3) ,  
which yields a worst-case complexity 
tm~x = O(n 7 log(nN)3). 
We then get the average complexity 
t ..... = O(n 6 log(n) log(n2d)3). 
2.2. THE MODIFIED USPENSKY ALGORITHM 
Descartes rule states that the number of sign variations of the coefficients of a polynomial 
exceeds the number of its positive roots by an even non-negative integer. So, if this 
number is 0 the polynomial has no positive roots, and if it is 1 the polynomial has exactly 
one positive root. There is a theorem stating that the converse of this last fact is true 
provided certain conditions (that can be attained after a bounded number of certain 
elementary transformations on the polynomial) are satisfied. 
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Based upon this fact, Uspensky designed an algorithm for producing a list of isolating 
intervals for the real roots of P. Its original algorithm suffered from an exponential running 
time, but has been modified by Akritas & Collins to run in polynomial time. 
An exposition of the modified Uspensky algorithm can be found in Collins & Loos 
(1982) where proofs of correctness are given as well as its worst-case running time 
complexity that it is shown to be 
tma x = O(n  6 log(N)2) .  
The number of roots affects, as in the previous case, this expression in a linear way. 
So, by Theorem 1.2 we get 
t . . . .  = O(n s log(n) log(nd)Z). 
2.3. THE CODING ]k LA THOM 
It is an easily proved consequence of Thorn's lemma that the real roots of a real 
polynomial can be coded by the signs they give to its derivatives. In Coste & Roy (1988) 
an algorithm is given that outputs the number of roots of P and for each root, outputs 
a sign collection corresponding to the signs that this root gives to the derivatives of P. 
This algorithm relies on a generalized version of the Sturm sequence due to Sylvester 
and revisited by Ben-Or, Kozen & Reif, that computes the number of roots of a polynomial 
P giving fixed signs e l , . . . ,  Ek to any given polynomials QI , . . . ,  Qk. 
The worst case complexity of this algorithm is calculated in Roy & Szpirglas (1990) 
and more accurately in Cucker et al. (1990) where it is shown to be 
O( r log( r )anS( n +log(N)) 2) 
(where r is the number of real roots of P). So, we have 
tma x = 0(116 log(n)3(11 +log(N))2), 
and as before we get 
t . . . .  = O(n 5 log(n) log(log(n))Z(n +log(nd))2). 
REMARK 2.3.1. In order to code the roots of P we do not necessarily need all the derivatives 
of P. The algorithm proceeds by computing the number of roots of P giving a fixed sign 
to p(,-1), then to pc,-1) and pc,-2) and so on until this number is one and all the roots 
are coded. Thus, a possible parameter that could also be studied in order to improve the 
complexity of the algorithm is the average number of derivatives needed to distinguish 
between all the roots. 
The formal treatment of such random variables eems to be quite difficult. Moreover, 
computer experiences with this algorithm shows that in general, the first derivative used 
(i.e. p(,-1)) is quite useful in the sense that it yields a positive sign for about half the 
roots and negative for the rest but the following derivatives turn out to be useless. 
A possible reason is that the zero of pC,-l~ is the one of na, t+ a,_~ which tends to be 
close to zero for large n. So it is a good point of bisection. However, the following 
derivatives will also have their zeros near the origin of coordinates and then will not 
distinguish between the roots that on the average cluster around 1 (or -1). 
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REMARK 2.4. (i) From the preceding analysis it turns out that the consideration of the 
number of  real roots as a significant parameter does not improve in the same manner the 
complexity of  the algorithms considered (even if it does not in a very significant way). 
(ii) There exist other algorithms for producing a list of isolating intervals, and remark- 
ably, the one using Rolle's theorem (see Collins & Loos, 1982). However it does not seem 
that Theorem 1.2 can improve the worst-case complexity because of  the recursive nature 
o f  the algorithm. 
3. Final Remarks 
A last remark is that the methods outlined here could be used in higher dimensions. 
For  instance, researchers working in topology of real algebraic urves have observed that 
the M-curves (i.e. curves with the maximal number of  connected components for its 
degree) are quite rare. How seldom must they appear is an interesting question to explore. 
Also, in many applications we must code the roots of univariate polynomials coming 
in a deterministic manner from other polynomials (for instance, the discriminant of  a 
bivariate polynomial). I f  we give a random distribution on the set of  the latter, how many 
roots will we find on the average for the former one? 
Thanks are due to Professor R. Glendinning who communicated to us Theorem 1.2 and to the 
anonymous referees who suggested substantial improvements of the paper. 
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