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Abstract--A major difficulty in using empirical laws in computer applications is the estimation 
of parameters. In this paper, we argue that the difficulty arises from the misuse of goodness-of-fit 
tests. As an alternative, we suggest the use of Simon's theory of model building and apply the theory 
to examine the two well-known laws of Zipf. As a result, we show that the Simon-Yule model of 
text generation derives two formulations of Zipf's law: (1) the frequency-count distribution proposed 
by Booth, and (2) the frequency-rank distribution proposed by Mandelbrot. A further significant 
contribution of the paper is that it provides a theoretical foundation for the estimation of parameters 
asmciated with the two laws of Zipf. 
1. INTRODUCTION 
Various empirical aws have been reported since the invention of computers. A classical example 
is the two empirical aws of Zipf discovered through the use of the first generation computers. In 
his book, Haman Behavior and the Principle of Least E~ort, Zipf [1] stated that "if one takes 
the words making up an extended body of text and ranks them by frequency of occurrence, then 
the rank r multiplies by its frequency of occurrence, g(r), will be approximately constant." This 
first law of Zipf focuses mainly on words of high frequency. In contrast, Zipf's second law [1] 
was motivated by two remarkable phenomena ssociated with words of very low frequency of 
occurrence. I f  we observe and analyze the frequency of different words in long sequences of text 
and count f(n) as the number of words appearing n times, then the ratio of the number of words 
occurring once, f(1),  to the number of different words in the text is approximately a constant 0.5; 
also, the values of f(n)/f(1),  n = 1,2, 3, 4, 5, show an approximate pattern of 1, 0.33, 0.17, 0.10 
and 0.07. 
Another example of empirical aws in computer applications is Grosch's law of economics of 
scale in computers. Grosch [2, p. 310] stated that "there is a fundamental rule . . .  giving added 
economy only as the square root of the increase in speed-- that  is, to do a calculation ten times 
as cheaply, you must do it one hundred times as fast." That is, the costs of computer systems 
increase at a rate equivalent o the square root of their power. Grosch's law has triggered the 
interest of scientific community to examine the validity and implications of the law [3-5]. 
The above-mentioned mpirical aws are examples of extreme hypotheses, as defined by Her- 
bert Simon [6, p. 109]: "assertions that a particular specific functional relation holds between 
the independent and the dependent variable." Traditional methods of examining the extreme 
hypotheses are the standard tests of hypotheses, e.g., the goodness-of-fit test. As pointed out by 
Simon [6, pp. 4-5] this is a questionable approach, because the necessary statistical theory for 
making a rigorous test is not available. 
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Instead, Simon [7] proposed a more constructive alternative to standard probabilistic and 
statistical tests of fit. He suggested that research should focus on the underlying mechanisms 
that can (1) explain the simplest form of the empirical law as a first approximation, and (2) look 
for an additional mechanism that could be incorporated into the theory so as to lead to a better 
second approximation. Based on his theory of modeling, Simon [8] proposed a simple generating 
mechanism to explain a class of skew distributions associated with the sizes of business firms. 
Several refinements of the simple generating mechanism were conducted later [6] to better model 
the real world. 
In this paper, we apply Simon's simple generating mechanism to the mathematical modeling 
of Zipf's laws. As a prelude to examining the paper, Section 2 briefly reviews applications of 
Zipf's laws in computer applications and the associated problems. In Section 3, we introduce 
the Simon's generating mechanism. In Section 4, we apply Simon's model to examine Zipf's 
second law. Examination of Zipf's first law is discussed in Section 5. Implications of the study 
for Zipf's laws in computer applications are discussed in Sections 6 and 7. Finally, in Section 8, 
we summarize the findings and propose the future research, including a promising approach to 
the mathematical modeling of Grosch's law. 
2. ZIPF'S LAWS: APPLICATIONS AND PROBLEMS 
The first law of Zipf has been applied to many areas of computer science. A classical example 
is Shannon's tudy on the vocabulary size of a language implied by Zipf's first law [9]. However, 
Zipf's observation only revealed a crude approximation of the phenomenon, since its simplicity 
cannot explain the concavity to the origin [10], as is usually the case with the empirical og-log 
distributions. Several new formulations of Zipf's law have been proposed. For example, in a 
study of the frequency of access of sequential searching, Knuth [11] pointed out that there were 
two more appropriate substitutes for Zipf's first law: Heising's 80-20 rule [12] and the word 
frequency data by Schwartz [13]. The most general formulation is perhaps the one proposed by 
Mandelbrot [14]: 
g(r) - a(r-bb) c, r = 1, 2,3, . . . ,  (1) 
where a > 0, c < 0, and b > -1.  The formulation is generally referred to as Mandelbrot's law 
of word frequency. Recently, this formulation has been applied to secondary key indexing by 
Samson and Bendell [15], and to program complexity measures by Shooman [16]. 
Based on his first law, Zipf derived a formulation which he stated as the second law [1]. 
Booth [17] argued that Zipf's formulation is only partially true and proposed a more general 
form as follows: 
- n - -  1 ,2 ,3 , . . . ,  (2)  
where a ~ > 0 and c ~ < 0. The formulation is referred to as Booth's law of word frequency. 
Some of the recent applications of this formulation include indexed file performance evaluation 
by Fedorowicz [18] and automatic text analysis by Pao [19]. 
A major difficulty in using a Zipflan distribution is the estimation of the formulation parame- 
ters, e.g., a, b, c in (1) and a ~, c ~ in (2). The difficulty arises from the use of goodness-of-fit tests 
as a tool for judging the appropriateness of estimated parameters. A goodness-of-fit procedure is
a statistical test of a hypothesis that the sampled population is distributed in a specific way [20]. 
There are several statistics used for a goodnem-of-fit test. Among those test statistics used, the 
chi-square test is probably the most common one. Underlying the chi-square procedure, however, 
is the crucial assumption that the sample is random [20], i.e., the observations are independently 
and identically distributed. Unfortunately, the time-series observations, uch as the data from a 
literary text, may have substantial dependence in practice. 
The chi-square test also has the problem of its practice of combining classes. Coile [21] argued 
that this combining of classes is undesirable and suggested the use of the Kolmogorov-Smirmov 
one-sample test as a much more powerful test. Several authors followed Coile's suggestion and 
used the Kolmogorov-Smirmov test as a goodness-of-fit tool [22]. Like the chi-square test, it 
seems to be a misuse of the Kolmogorov-Smirmov test to the data related to Zipf's law. First, 
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the crucial assumption of the test is that the sample is random. Second, the test is conservative 
(i.e., not exact), since the data are discrete, not continuous [20]. 
A formal study of the effect of dependency on conventional tests of fit is conducted by Gleser 
and Moore [23]. The significant contribution of their paper is that "confounding of positive 
dependence with lack of fit is a general phenomenon i  the use of omnibus tests of fit." The 
finding suggests that it is inappropriate to use the traditional tests of fit to model Zipf's law. 
3. THE SIMON-YULE MODEL OF TEXT GENERATION 
In terms of Zipf's laws, Simon's generating mechanism for the class of skew distributions in 
the sizes of business firms is introduced in this section. According to Simon, the process of text 
generation can be described as a stochastic process. The stochastic process by which words are 
chosen to be included in a written text is a two-fold process. Words are selected by an author by 
processes of association (i.e., sampling earlier segments of his word sentences) and imitation (i.e., 
sampling from other works, by himself or other authors). Simon's selection processes are stated 
in the following assumptions, where f(n,t)  is the number of different words that have occurred 
exactly n times in the first t words [6, pp. 28-29]. (Note that these mathematical notations are 
modified to be consistent with those used in the paper.) 
ASSUMPTION 1. The probability that the (t + 1) th word has already appeared exactly n times is 
proportional to n f(n, t)--that is, to the total number of occurrences of all the words that have 
appeared exactly n times. 
ASSUMPTmN 2. There is a constant probability, ~, that the (t + 1) th word will be a new word--a 
word that has not occurred in the first t words. 
Based on the two assumptions, Simon derived 
h(n) = pB(n, p + I), n - 1,2, 3, . . . ,  (3) 
where h(n) is the ezpected relative frequency of words appearing n times, p = ~ and B(n, p+ 1) 
is the beta function with parameters n and p + 1. Since Yule [24] has derived the same equation 
in a study of a biological problem, predating the modern theory of stochastic process, Simon calls 
the last equation a Yule distribution. Simon's approach is frequently cited as the Simon-Yule 
model of text generation. 
In the following sections, we will use Equation (3) as the backbone of the discussions and refer 
it as the Simon-Yule distribution. 
4. THE SIMON-YULE DISTRIBUTION AND 
BOOTH'S LAW OF WORD FREQUENCY 
Booth's [17] law, as shown in Equation (2), was originally proposed to model the incidence of 
low frequency words in English text, where d ~ -1  as was indicated in his empirical data. 
A problem with Booth's formulation is that it is derived from "a rather arbitrary assump- 
tion" [17, p. 392]. In this section, we show that Booth's law can be derived from Simon-Yule's 
distribution shown in (3). 
An equivalent form of Equation (3) is [6, p. 69]: 
n--1 
h(n)= H i p n=1,2,3,.... (4 )  
i+1 iSrp n+p'  
Let v be the total number of different words in the given text and f(n) be the ezpected frequency 
of words appearing n times in the same text, then Equation (4) implies 
n-1  
H i p n--  1,2,3,. . . .  (5) f (n . )  ----. v i;pn-l-p' 
i----1 
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If p = 1, then 
f (n)- -v (n -1 -  (n Jc 1)-1), n-- 1,2,3,.. . .  (6) 
Equation (2) reduces to (6) when a' = v and d = -1.  
Furthermore, let F(n) = ~k°°=nf(h ) ,then F(n) = upB(n,p), and we have the following 
lemxna. 
LEMMA 1. I fp~ 1, the F(n) ~ vpr(p)n-P,n = 1,2,3, . . . .  
PROOF. From Titchmarsh [25, p. 58], we have 
B( . ,p )  = r (p )n -P  - P - I -  (1 -e - ' )  p- I  e - " '  d=. (7) 
The second term on the right hand side of the equation is approximately zero if p ~ 1. Thus, 
F(n)  ~ v p r(p) n -p. Since f(n) = F(n) - F(n + 1), we have the following approximation: 
f (n ) - -vpr (p )  (n-P-(n+ 1)-P) , n - -  1,2,3, . . . .  (8) 
Equations (2) and (8) are the same, when a' = v p r(p) and c' = -p. 
In summary, we show that the Simon-Yule model of text generation provides a theoretical 
justification for the parameter estimation for the formulation proposed by Booth [17]. That is, 
we obtain the following theorem. 
THEOREM 1. / fp  ~ 1, then Booth's law of word frequency (Equation (2)) can be derived from 
the Simon-Yule distribution (Equation (3)) with the parameters a ~ = v pr(p) and d = -ft. 
5. THE S IMON-YULE D ISTR IBUT ION AND 
MANDELBROT'S  LAW OF WORD FREQUENCY 
To estimate the parameters associated with Mandelbrot's law of word frequency, i.e., Equa- 
tion (1), we need to introduce the index approach first. 
5.1. Frequency-Count and Frequency-Rank Distributions: An Index Approach 
Zipf-type data on word occurrences are based on observations of four entities: (a) the word 
count, n, that is, the number of occurrences of a certain word contained in a text; (b) the count 
frequency, f(n), or the number of words of each count; (c) the word rank, r, that is, the cumulative 
frequency of words of the same or greater count; and (d) the rank frequency, g(r), or the number 
of words of the same rank. Two approaches are taken with Zipf's law: (a) frequency-count 
and (b) frequency-rank. Booth's [17] formulation, shown in (2), represents a general frequency- 
count distribution. Mandelbrot's [14] formulation, shown in (1), shows a general frequency-rank 
distribution. 
Two problems are associated with the traditional approaches in bridging the frequency-count 
and the frequency-rank distributions. First, they assume that the independent variable n runs 
from one to infinity. Second, they assume that the ns are consecutive without any "jump" or 
gaps. Typically, the observed values of ns, beyond the first small values, will "jump" to larger 
values in progressively larger steps; that is, they contain "gaps" and do not run consequently 
from one to infinity. Realizing the first problem, some authors [22] limited the running of n from 
one to nmax, the maximum value of n. However, the second problem is still not recognized. The 
index approach avoids the two problems and gives a clearer understanding of the frequency-count 
approach and the frequency-rank approach. 
We introduce the notion of an index i, i = 1 ,2 , . . . ,  m, and let ni and ri denote the i th different 
observed value of count and rank, respectively, so that ni+x > ni and ri+x > r~. Let I=(n~) and 
Fa(n~) denote the actual number of words with a count of exactly ni and not less than n~, 
respectively. Also, let ga(ri) be the actual frequency for words with rank ri. The data in Table 1 
are taken from Zweben [26], who had analyzed a sample of algorithms from Communications of
the ACM. Note that when several words have the same count, they are assumed to have the same 
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Table 1. The Maximal- l~mk and Bamdom-Rank approaches of Zweben's ¢tsta [26]. 
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A 
i 
1 1 8 8 
2 2 6 12 
3 3 1 3 
4 4 6 24 
5 5 3 15 
6 7 1 7 
7 8 2 16 
8 12 1 12 
9 15 1 15 
Maximal-Rank Random-Rank 
Approach Approach 
B C D E F G H I 
n, f~(n,) n, fa(n,) Fa(n,) r, ga(r,) r 9(r) 
Sum 29 112 
29 
21 
1 15 
2 12 
15 4 
14 5 
8 8 
5 14 
4 15 
2 21 
1 29 
Column A = index i, i = 1, 2 , . . .  ; rn = 9 in this ease. 
Colunm B = number  of occurrences. 
Column C = frequency of ns. 
Column D = Colunm B = Column C. 
Column = 
Column F = the maximal-rank. 
Column G = frequency of r, .  
Colunm H = the random-rank. 
Column I = frequency of r. 
1 15 
2 12 
3 8 
4 8 
5 ? 
6 5 
? 5 
8 5 
9 4 
10 4 
11 4 
11 4 
12 4 
13 4 
14 4 
15 3 
16 2 
17 2 
18 2 
19 2 
20 2 
21 2 
22 1 
23 1 
24 1 
25 1 
26 1 
27 1 
28 1 
29 1 
maximal-rank, which is the largest possible rank [10]. Other ranking methods use minimum-rank, 
average-rank, and random-rank. Zipf [1] assigned the random-rank to all words with the same 
frequency of occurrence. In general, there are three advantages in using maximal-rank versus 
random-rank [10]. In some applications, however, the random-rank approach might be necessary. 
(For example, see Section 7.2.) 
The index notations indicate the following relationships between r, n, Fa, and ga (for more 
details, see [10]). 
ri = Fa (9) 
and 
g~(n) = n,~-i+a. (10) 
For examples, in Table 1, ra = Fa(nT) = 4 and ga(ra) = n7 -" 8. 
5.2. Bridging the Simon-Yule Distribution and Mandelbrot's Law of Word Frequency 
In this section, we show that Equations (9) and (10) provide a bridge between the frequency- 
count distribution of the Simon-Yule model and the frequency-rank distribution of Mandelbrot. 
We show a frequency-rank distribution (Equation (18)) of the Simon-Yule model through the 
index approach. By way of the distribution, we provide a theoretical justification for the estima- 
tion of the parameters associated with Mandelbrot's law of word frequency. The justification is 
shown in the following theorem. 
82 Y.-S. CxSN, P. CHONG 
THEOREM 2. A more realistic formulation of Mandelbrot's law of word frequency (Equation (18)) 
can be derived from the Simon-Yule distribution (Equation (3)). The three parameters of (18) 
can be estimated as follows: 
a = (~p r(p)) ~/~, 
b __ __1 ~ ( -~(n i ) ) ,  
m o~ 
1 
P 
PROOF. Consider f (n) ,  the expected frequency of words appearing n times derived from the 
Simon-Yule model, and fa(n), the actual frequency of words with a count of n words. Note that 
f , (n )  = 0 if n is not in the index set {nl ,n2, . . .  ,am}. Let e(n) be the deviation between the 
actual frequency and expected frequency of words appearing n times, then 
fa(n) - f (n)  + e(n), n -- 1, 2, 3 , . . . ,  (11) 
and 
F~(n) = F(n) + ¢(n), n = 1, 2, 3 , . . . ,  (12) 
where s(n) = >-~=. e(k). 
By using the lemma in Section 4, we have that for p ~ 1, an approxirrmtely equivalent form of 
Equation (12) is: 
F~(n) = vpr (p )n -P+e(n) ,  n = 1,2,3,.... (13) 
Since in the real data, we are only interested in the index set {nl,n~,..., nra}, we rewrite (13) 
as 
Fa(ni) = vpr (p)n~ p +e(ni) ,  i = 1 ,2 , . . . ,m,  (14) 
which is equivalent to 
n~ = (v p rcp))~/P (F~(n~)- e(n~)) -I/p, 1,2,...,m. (15) 
Equation (15) can be written as 
nm-~+~ = (vp r(p)) ~/p (F.(n~ - i + 1) - ¢(nm - i + 1)) -l Ip, 
Substituting the last equation into (I0), we have 
g.(r,) = (v p r(p)) ~/p (F.(n~ - i + I) - e(nm_,+~,"-~/P, 
From (9), we have 
i=  1 ,2 , . . . ,m.  
i = 1 ,2 , . . . ,m.  
0.(r,) = (v pr(p))I/P (r,- ~(.m-,+1)) -I/p, /= 1,2,...,m. (16) 
The last term of Equation (7) is approximately zero if n is large, which implies that F(n) 
v pr(p) n-P when n is large. Thus, even without the assumption of p ~ 1, Equation (15) holds 
approximately for large nis. This further implies that Equation (16) holds approximately for 
small r/s. Since only small ris have significant impact on the distribution of (16), we conclude 
that Equation (16) holds for p > 0. 
If we set a = (vp r(p)) llp, bi = -¢(n.._,+i), c = -1/p, and define b as the average of all bis, 
then we can rewrite Equation (16) as 
g=(ri) = a (7"/+ b) c, / = 1, 2,..., ra. (17) 
Equation (17) shows a maximal-rank representation of Equation (1). Based on Table 1, a rmadom- 
rank version of Equation (17) could be represented as 
ga(r) = a (r + b) c, r = 1,2,..., rmax, (18) 
where rmax -- .~"~7--1 .fa(ni) is the total number of different words in the text. II 
Equation (18) provides a more realistic formulation of Mandelbrot's law of word frequency. 
(Note that the parameters b and c play an important role in the shape of the distribution [10].) 
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6. SOME FACTS FOR APPLYING THE SIMON-YULE DISTRIBUTION 
So far, we have shown that the Simon-Yule distribution provides a theoretical justification for 
both laws of word frequency proposed by Booth and Mandelbrot. Our next step is to show how 
to apply the Simon-Yule distribution in computer science. As indicated in Section 2, before con- 
tinuing, we need to address two important topics: (1) the appropriateness of the two underlying 
assumptions, and (2) the estimation of the parameter p.
6.1. Appropriateness ofthe Two Assumptions 
According to Simon [6, p. 3], the meaning of "appropriateness" i  twofold. First, the assump- 
tions must be chosen so that the theory fits the striking phenomena. As we have shown in 
Sections 4 and 5, the two assumptions of the Simon-Yule model satisfy this criteria. Second, 
the assumptions shall be plausible, i.e., they agree with known facts or are consistent with the 
empirical data. Regarding the testing of consistency, Simon [6, p. 145] argues that there is no 
exact theory available to make definite statements about "how good" the fits are. The main 
idea [6, p. 111] is that "we are interested in knowing what part of the variance of the data is 
explained by the theory, and how the remaining variance can be accounted for by successive 
approximations, rather than in testing whether the variance can be proved to be statistically 
significant." Successive refinements of the two assumptions are discussed in Section 8. 
The first assumption of the Simon-Yule model is equivalent to Gibrat's law of proportionate 
effect [6, p. 4], which states that the expected percentage rate of growth in size is independent of
the current size. The plausibility of Gibrat's law of proportionate effect can he examined several 
ways [6, p. 138]. Simon [6, p. 145] gave a simple and direct method to test Gihrat's law. Without 
loss of generality, the methodology may be applied to the language of text generation as follows: 
Construct on a logarithmic scale a scatter diagram of word frequencies for the beginning and the 
end of the time interval in question. If the data points fall roughly on a straight line of slope +1 
on the log- log scale, then the underlying assumption holds. 
The plausibility of Assumption 2 can be checked by examining time series data on rates of 
entry of words. For example, let f(1,t) he the number of words that have occurred exactly once 
each in the first t words of a text, and let W, be the total number of different words in the first 
t words of the same text. Then, the time series pattern of {f(1, t)/Wt} may reveal the rates of 
entry of new words. Simon and Van Wormer [27] find that the steady-state distribution shown 
in (3) is rather robust with respect o a slowly decreasing rate of entry of new words, which is 
true in most applications. The finding implies that the second assumption holds if the time series 
{f(1, t)/Wt } does not significantly deviate from a constant. 
6.~. Estimation of the Parameter p
Let ha(n) be the actual relative frequency of words appearing n times in the sample text, 
Ha(n) = ~'~°=n h,(k), and H(n) = ~°=n h(k), then a maximum likelihood estimate ofp [6, p. 72] 
is: 
oo HA(k) E h(k) ~ = 1. (19) 
k----1 
Ijiri and Simon [6, p. 72] noted that there is a unique solution p* to Equation (19), and p* makes 
the expected value of the ratio of actual and theoretical cumulative frequencies qual to 1. 
7. APPLICATIONS OF THE SIMON-YULE DISTRIBUTION 
IN COMPUTER SCIENCE 
As indicated in Section 2, there are two types of computer science applications where the 
Simon-Yule distribution is useful. The first type relates to Booth's law of word frequency. The 
second type is associated with Mandelbrot's law of word frequency. 
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7.1. An Application ol Boo~ 's Law of Word Frequency 
Fedorowicz [18] recently applied Booth's law of word frequency to indexed file performance 
evaluation. In particular, she shows an access time model in an index file environment. There, 
Equation (2) is incorporated to depict the storage requirement for this database system. Terms 
derived from (2) are also used in the access time model. In addition, Booth's law of word fTequency 
is useful in the estimation of mean and variance of the random variable Pi, the number of postings 
for the ith key. The variable has significant impact on the access time model of Fedorowicz. To 
see why, we need some basic knowledge of the inverted file structure. 
Figure 1 shows three separate files composing an inverted file environment. Each entry of the 
Index File consists of one access key, the starting location of the key in the Postings File, and the 
number of postings corresponding to the key. When a search with multikey is performed, each 
key's corresponding record number(s) in the Header File are obtained and compared with respect 
to the Boolean operation(s) joining the search keys. For example, suppose a multikey search, A 
and CAT, is issued. For key A, we identify six record numbers (12, 35, 61,110, 300 and 561) in 
the Header File. For key CAT, there are three record numbers (61, 1003 and 2101). With the 
Boolean operator "AND," we compare the nine record numbers and obtain record 61 from the 
Header File. 
Key 
A 
ABC 
CAT 
Etc. 
Index Fi le 
Star t ing  Number 
Locat ion  of 
in the Post ings 
Postings 
Fi le 
3 6 
i0 2 
51 3 
Postings Fi le 
Locat ionRecord  
Number 
in the 
Header 
Fi le 
1 
2 
3 12 
4 35 
5 61 
6 ! Ii0 
7 I 300 
8 I 561 
9 l 
i0 1 12 
ii ~ i00 
51 [ 61 
I 
I 
52 1003 
53 2101 
54 
Etc. 
Figure 1. An inverted file environment. 
Header File 
Record Actual 
Nnmber Record 
1 Computer 
Science 
2 Information 
12 A Is for ABC 
13 InformatiolL 
Techno logy 
61 A CAT 
Etc. 
As we can see, the number of comparisons, and hence the access time, for the search is pro- 
pcrtional to the size of/ '1 and P2. This relationship is formally presented in Fedorowics's 
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article [18, p. 92], which states that the number of comparisons for two keys is 
(PI + P~ - 1) (OR1 -i-/~ANDI), (20) 
where OR/(AND/) is a 0-1 variable indicating whether the i th Boolean operation is an OR 
(AND), and/3 is an optimization factor when intersecting two blocks of Boolean operation AND. 
To estimate the mean and variance for (20), we need the following properties of the Simon-Yule 
distribution derived by Ijiri and Simon [6, pp. 69-70]: The mean and variance of the Simon-Yule 
distribution are: 
p = ~ if and only if p > 1, 
p- l '  
and 
~2=pp2(p- -2 ) (p - -  1) 2, i fand  only ifp>2. 
If we assume that PI and P2 are  independent and identically distributed, then the mean and 
variance for (20) are 
Ip~l) (ORI + aAND1), i fp > 1, 
and 
2P (ORI + a AND1) 2 
(p  - 2)(p - 1) 2 
i fp > 2, 
respectively. 
7.P.. An Application of Mandelbrot's Law of Word Frequency 
A typical application of Mandelbrot's law of word frequency is shown in Knuth's book Sorting 
and Searching [11]. In particular, he pointed out that Zipf's first law could be useful in the areas 
of access frequency of sequential searching and a "self-organizing" file searching. Knuth was aware 
of the inappropriateness of Zipf's original formulation, so he suggested two substitutes that are 
more appropriate [12,13] for Zipf's first law. Interestingly, the two substitutes are all special 
cases of Equation (1) with b = 0. Knuth's findings are cited and used frequently in the computer 
science community. For example, Wiederhold [28] applied Knuth's results to compression of data. 
However, the essential questions concerning Zipf's first law still remain. For example, why and 
when does the law hold?, and how to estimate the parameters? As we can see, the discussions in 
Sections 5 and 6 provide solid background to answer those questions. We will focus our study on 
the frequency of access of sequential searching. For the convenience of reference, we follow the 
notations used by Knuth [11]. 
A sequential search [11, p. 393] begins at the beginning of a file and goes through each record 
until a desired record is found or the end of the file is reached. Suppose there are N records in 
the file, and let p /be  the probability that record i will occur, then 
N 
EP iq 'q ' -  1, 
i=1 
where q is the probability that the record is not in the file. Supposing that the file is sufficiently 
N large and we can reasonably assume that q = 0, then Y~-i=l pi = 1. Let ~N be the expected 
number of comparisons to search a record, then ~YN N ---- ~'~n=l ipi. Suppose we are able to arrange 
the records in any order we desire, then ~N reaches its minimum if Pl >_ P2 >__ "'" >_ P~. In other 
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words, the records are arranged by descending frequency of access, such that the most frequently 
used records appear close to the beginning. 
If the two assumptions of the Simon-Yule model hold, then an appropriate distribution for Pi, 
i -  1,2,...,N, would be 
pi = a(i + b) c, i= l ,2 , . . . ,N ,  (21) 
where a = (vpr(p)) I/p, b = 1/m ~"~l( -e(n,) ) ,  and e = -1/p. We have immediately 
N 
CN = E (1 i (i "~- b) c. (22) 
i=1 
Note that Equation (21) is equivalent to Equation (18). 
8. CONCLUSIONS AND FUTURE RESEARCH 
Empirical laws discovered in computer applications are of special interest to the scientific 
community. However, due to lack of an appropriate statistical theory, there have been debates 
regarding the validity of the laws. In this paper, we suggest the use of Simon's modeling process for 
the mathematical modeling of empirical laws. The process is applied to examining the two well 
known empirical laws of Zipf. Three significant contributions can he identified: (1) we show that 
the Simon-Yule model of text generation derives afrequency-count distribution which is consistent 
with the distribution proposed by Booth; (2) we show that Mandelbrot's formulation of Zipf's 
first law can be derived from the Simon-Yule model; and (3) we provide a theoretical foundation 
for the estimation of parameters ofZipf's laws without using the troublesome goodness-of-fit tests 
adopted by traditional modelers. 
As noted in Section 1, the basic model of Simon-Yule is only a first approximation to the 
striking features of Zipfian data. Our next step is to examine the two assumptions described in 
Section 3 and to look for an additional explanatory variable that could be incorporated into the 
generating mechanism so as to lead to a better second approximation of the empirical data. The 
process of successive r finements was conducted by Simon and his colleagues from 1955 to 1977. 
Instead of doing research on word frequencies, they focused on the sizes of business firms. Eleven 
papers were collected in the monograph: Skew Distributions and 1he Sizes of Business Firms [6]. 
The modifications were based on empirical data and supported by economic theory. The two 
main refinements are: autocorrelated growth of firms, and mergers and acquisitions. The two 
main refinements increase the realism of the model and enable the policy makers to show the 
effect of public policy on the size of firms. 
Besides word frequencies and business firms, the Simon-Yule model can also be applied to a 
number of different sets of highly skewed distributions including [6, pp. 39-50] scientific pub- 
lications, city sizes, income distribution, and biological species. The accumulated knowledge 
developed for the sizes of business firms can be applied to other skewed distribution functions 
to provide a better and richer understanding of the phenomena. With regard to Zipf's laws, 
consider, as an example, Simon's refinement assumptions on business mergers and acquizitions. 
A possible relevance of the assumptions to Zipf's laws is the hypotheses about how the forming 
and dissolution of joint words could affect text output. Empirical data are necessary to support 
the hypotheses. 
Besides Zipf's laws, the principle of Simon's modeling process can be applied to the mathe- 
matical modeling of other empirical laws in computer applications. Consider, for example, the 
modeling of Grosch's law. It is well known that the advent of micro- and mini-computers has 
greatly complicated the issue. However, the law is still valid if mainframes are considered alone. 
Instead of using the traditional regression analysis, Simon's modeling process [7] suggests the 
following steps to study Grosch's law: 
(1) Begin with raw data, not regression models. 
(2) Draw simple generalizations from striking features of the data. 
(3) Find limiting conditions by manipulating the influential variables. 
(4) Construct simple mechanisms to explain Steps (2) and (3). 
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(5) Propose the explanatory theories that go beyond Step 4 and make experiments for new 
empirical observations. 
A study based on the suggested process is in progress. 
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