The RC(M ) association model is designed for analyzing the association in twoway contingency tables. First, the RC(M ) association model is discussed through entropy, and it is shown that the entropy in the model is decreased in the direction of the intrinsic association parameter vector, and that the Pearson product-moment correlation coefficients of row and column scores increase in the corresponding intrinsic association parameters. Second, a summary measure of association between two categorical variables in the RC(M ) association model is proposed, and the relationship between the association measure and the intrinsic association parameter vector is investigated. Lastly, the present paper applies the discussion to the multivariate normal distribution.
Introduction
The association model was proposed as the RC(1) association model in order to analyze the association in ordered two-way contingency tables (Goodman, 1979) . Let X and Y be ordered categorical variables with categories {1, 2, . . . , I} and {1, 2, . . . , J} respectively, and let π ij be the probability of X = i and Y = j. Then, the RC(1) association model is given by π ij = α i β j exp(φµ i ν j ) (i = 1, 2, . . . , I; j = 1, 2, . . . , J), (1.1) where µ i and ν j are scores assigned to low i and column j, and φ is the intrinsic association measure related to odds ratio. This model is more parsimonious than the usual loglinear model for the analysis of association in ordered two-way contingency tables. The RC(1) association model can be viewed as a discretized version of the normal distribution (Goodman 1981a (Goodman , 1985 Becker 1989b) . discussed properties of the model through entropy and compared the model with the correlation model in some interpretive aspects. The RC(1) association model was extended to the RC(M ) association model to decompose the association into M components (Goodman 1981b) . Goodman (1985 Goodman ( , 1986 ) also compared the model with the canonical correlation model. Eshima and Tabata (1997) showed that the RC(M ) association model is a discretized version of canonical correlation analysis in the multivariate normal distribution. Becker (1989a) designed some extended versions of the RC(M ) association model. Other important studies with respect to association models were included in Agresti et al. (1987) , Becker and Clogg (1989) , Gilula and Haberman (1988) , Falguerolles et al. (1995) , Tsujitani (1988 Tsujitani ( , 1992 and others.
The aim of the present paper is to extend the discussion of the RC(1) association model by , and to provide a summary measure of association in the RC(M ) association model. This paper consists of four sections in addition to the introduction (Section 1). In Section 2, the property of the RC(M ) model is considered from the viewpoint of entropy. Section 3 provides a summary measure of association between two categorical variables in the RC(M ) model, and the relationship between the summary measure of association and the intrinsic association parameter vector is investigated. In Section 4, the applicability of the present discussion to the multivariate normal distribution is suggested. In the final section we provide a discussion of the present approach with a conclusion to this study.
Entropy in the RC(M ) association model
Let X and Y be categorical variables with categories {1, 2, . . . , I} and {1, 2, . . . , J} respectively, and let π ij be the probability of X = i and Y = j. In this case, X and Y are not necessarily ordered categorical variables. Then, the RC(M ) association model is given by
where µ mi and ν mj are the m-th canonical scores assigned to low i and column j. With respect to the scores, the following constraints are employed:
As an extension of Theorem 1 in , we get the following theorem. 
Proof. The theorem follows from Lemma 3 in Darroch and Ratcliff (1972) .
The relationship between the intrinsic association parameters φ m and correlation coefficients ρ m is given in the following theorem. The above theorem is an extension of Lemma 1 in . The following theorem is more general than Theorem 2. 
with respect to φ n , we get
Since the marginal distributions π i+ and π +j are not functions of φ m , we have
From (2.3), (2,4) and (2.5), we obtain
From this, ∂ρ m /∂φ n is an inner product of IJ dimensional vectors
Hence, this completes the theorem.
From the above theorem, we have the following theorem.
Theorem 4. Let the intrinsic association parameter vector
. Under the same condition as in Theorem 2, the entropy in the RC(M ) association model is decreased in real value t.
Proof. Let us consider the RC(M ) association model with a vector of the intrinsic association parameters
φ φ φ φ φ φ φ φ = (tφ 01 , tφ 02 , . .
. , tφ oM ). Then, the negative entropy G(t) = −H(π) is viewed as a real function of t. Then, we have
From Theorem 3, the above derivative is nonnegative. This completes the theorem.
In the sense of the above theorem, the uncertainty in the RC(M ) model decreases in the direction of φ 0 = (φ 01 , φ 02 , . . . , φ 0M ), and the association in the model becomes strong. From this theorem we get the following corollary.
Corollary 1. Under the same condition as in Theorem 2, the entropy in the RC(1) association model is decreased in the intrinsic association parameter φ.
Proof. From (2.7), we have dG/dφ = (∂ρ/∂φ)φ.
Since the above derivative is positive, the theorem follows.
This corollary is Theorem 2 in . As shown in the above discussion, the RC(M ) association model is related to the entropy in contingency tables.
Summary measure of association in the RC(M ) association model
In the above section, the relationship between the Pearson productmoment correlation coefficients ρ m and the intrinsic association parameters φ m is considered. Although the association in the RC(M ) model can be discussed in each component by ρ m and φ m , it is more useful to provide a summary measure of association in the RC(M ) association model. In the RC(M ) association model, the association between two categorical variables is measured through odds ratios. In this model, score vectors µ µ µ µ µ µ µ µ i = (µ 1i , µ 2i , . . . , µ mi ) and ν ν ν ν ν ν ν ν j = (ν 1j , ν 2j , . . . , ν mj ) are identified with categories X = i and Y = j, respectively. The log odds ratio with respect to X = i, i and Y = j, j is give as follows:
In this case, we can write the above odds ratio by
, where µ µ µ µ µ µ µ µ i and ν ν ν ν ν ν ν ν j are baselines of row and column score vectors, respectively. We formally replace the baselines µ µ µ µ µ µ µ µ i and ν ν ν ν ν ν ν ν j in (3.1) by the expectations with respect to i and j, i.e. in this case zero vectors, and then the quantity is described as follows:
This quantity can be interpreted as the log odds ratio, and is referred to as the mean baseline log odds ratio in this paper. Hence,
can be viewed as the odds ratio. Let Φ be the M × M diagonal matrix with the (m, m)-th elements φ m . Then, (3.2) is rewritten as follows:
This is an inner product of score vectors µ µ µ µ µ µ µ µ i and ν ν ν ν ν ν ν ν j with respect to Φ Φ Φ Φ Φ Φ Φ Φ. Let µ µ µ µ µ µ µ µ and ν ν ν ν ν ν ν ν be random vectors taking values µ µ µ µ µ µ µ µ i and ν ν ν ν ν ν ν ν j , respectively. Then, the expectation of log odds ratio (3.2) with respect to random vectors µ µ µ µ µ µ µ µ and ν ν ν ν ν ν ν ν is
This quantity is an inner product of random vectors µ µ µ µ µ µ µ µ and ν ν ν ν ν ν ν ν with respect to diagonal matrix Φ Φ Φ Φ Φ Φ Φ Φ, and summarizes log odds ratios in the RC(M ) association model. Let us denote (3.4) by (X | Y ). With respect to the inner product, we have the following theorem.
Theorem 5. In the RC(M ) association model (2.1), the inner product (X | Y ) is expressed by the Kullback-Leibler Information:
Proof. The right-hand side of (3.5) is
From model (2.1), we have the left-hand side of (3.5).
From the above theorem, the inner product (X | Y ) is expressed by the Kullback-Leibler information that measures the difference between the RC(M ) association model (2.1) and the independent model π i+ π +j . Thus, the larger the inner product is, the stronger the association between two categorical variables X and Y is. From the above theorem we have the following corollary.
Corollary 2. In the RC(M ) association model (2.1), the inner product of X and Y is nonnegative, and it takes zero if and only if X and Y are independent.
Proof. From (3.5), the corollary follows.
With respect to the inner product, we have the following theorem. Proof. From (3.5),
where G(t) is the negative entropy of the RC(M ) association model. As in Theorem 4, we get
The first term of the above equation is positive, and the second term is (X | Y ) (> 0). From this, the theorem follows.
This theorem shows that the difference between model (2.1) and the independent model π i+ π +j is related to the vector of intrinsic association parameters. From this theorem, we have the following corollary. Finally, in this section we define an association coefficient between X and Y in the RC(M ) association model. The norm of score vector µ, i.e. that of X, is defined by
From the constraints in model (2.1), we have
Similarly, we get
From the above consideration, we define an association coefficient between X and Y by Proof. From (3.6), we have
where This corollary is Lemma 1 in , and can also be derived from Theorem 2. As shown above, the above association coefficient between X and Y is related to the vector of intrinsic association parameters. Hence, the present association coefficient measures the association based on the log odds ratio. Example 1. Becker and Clogg (1989) analyzed the contingency table of eye color (X) by hair color (Y ) for Caithness with the RC(2) model. Table 1 shows the data, and the result of the test of goodness-of-fit is the likelihood ratio statistic = 5.43 with df = 2. Although the sample size is large, the RC(2) association model fits the data well.
According to the analysis, we havê From the above covariance matrix, we get the following canonical correlation coefficients:ρ 1 = 0.789 andρ 2 = 0.054. We apply the present discussion to this example. The partial odds ratios with respect to the first and the second pair of canonical variables are compared. Sinceφ 1 /φ 2 = 38.594, the partial log odds ratio with respect to the first pair of canonical variables is exp(38.594) times greater than that with respect to the second ones. We have the estimated association measure:
The above association measure shows the association in the two sets of random variables is strong. The contribution of the first canonical variables to the above measure is 0.769, and that of the second canonical variables is 0.001. The greater part of the association between (X 1 , X 2 ) and (X 3 , X 4 ) is explained by the first canonical variables.
Discussion
The RC(M ) association model is related to entropy in the contingency table. This paper shows the entropy in the RC(M ) association model is decreased in the direction of the intrinsic association parameter vector, and the correlation coefficient of the m-th pair of canonical scores ρ m is increased in the m-th intrinsic association parameter φ m . As a summary measure of association in the RC(M ) association model, an association coefficient is proposed through a discussion of log odds ratio, and it is shown that the coefficient can be interpreted as the Kullback-Leibler information that implies the difference between the RC(M ) model and the independent model. This coefficient is a weighted average of the correlation coefficients between row and column scores ρ m by the intrinsic association parameters φ m . As in entropy, this coefficient is also increased in the direction of the intrinsic association parameter vector. The association in the RC(M ) model has been considered by using φ m and ρ m , however any summary measures of association in the RC(M ) model have not been discussed yet. In this sense, the association coefficient presented here may be a meaningful measure of association in the RC(M ) association model. This paper applies the present discussion to the multivariate normal distribution. As in the RC(M ) association model, a summary measure of association in canonical correlation analysis is also provided. This association measure is an extended version of the multiple correlation coefficients, and it may be useful to summarize the association between two sets of random vectors.
