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It has been known for a few decades that acoustic oscillations are affected by stellar ac-
tivity. In the case of the Sun global acoustic modes show a variation with the 11-year
cycle and a similar phenomenon has been observed in other stars with asteroseismology.
In this work I investigate the effects of large starspots on the global low-degree modes of
stellar oscillations. I use the GLASS code to simulate the propagation of small amplitude
acoustic waves in 3D stellar interiors.
Firstly, I consider the problem of convective stabilization, common to every linear
oscillation code in the time domain. A general method to build a convectively stable
background starting from a given stellar model is presented. Important properties of the
original model, such as hydrostatic equilibrium, are preserved by the method. A pertur-
bative approach to approximately recover the acoustic wavefield in the original unstable
stellar model is proposed. Tests show that the corrected frequencies are within 1 µHz of
the exact values for low-degree modes near 3 mHz.
Secondly, using the GLASS code, I study the effects of a localized sound speed per-
turbation placed at the north pole on radial, dipole, and quadrupole modes of oscillation.
The study shows that the axisymmetric modes are the most strongly affected and their
frequencies cannot be modeled by linear theory for large starspots. Mode eigenfunctions
depart from their shape of pure spherical harmonics and get mixed with spherical harmon-
ics of different angular degrees. This may affect the correct identification of the modes in
the power spectrum.
Thirdly, we consider the observational signatures of a large starspot on modes of an-
gular degree `. For an active region rotating with the star (and not situated at a pole), the
perturbation is not steady in any inertial frame. The combined effects of rotation and the
starspot cause each mode to appear as (2` + 1)2 peaks in the observed power spectrum.
The envelope of the power spectrum of a multiplet is thus complex and depends on the
latitude of the active region and the inclination angle of the star. Examples are computed
using both perturbation theory and the GLASS code. This work ought to be useful in




Wie seit schon einigen Jahrzehnten bekannt ist, werden akustische Oszillationen durch
stellare Aktivität beeinflusst. Die globalen akustischen Moden in der Sonne weisen eine
Variation mit dem 11-jährigen Sonnenzyklus auf. Ein ähnliches Phänomen konnte auch
in anderen Sternen mit Hilfe von Asteroseismologie nachgewiesen werden. In dieser
Arbeit erforsche ich den Einfluss von großen Sternflecken auf globale Oszillationen mit
niedrigem Grad `. Als wichtigstes Werkzeug benutze ich hierfür den GLASS Kode, der
die Ausbreitung von linearen akustischen Wellen im Sterninneren in 3D simuliert.
Zunächst habe ich das Problem der konvektiven Stabilisierung betrachtet, welches bei
jedem linearen Oszillationskode im Zeitbereich auftritt. Ich präsentiere eine allgemeine
Methode um konvektiv stabile Hintergrundsmodelle für ein vorgegebenes Sternmodell zu
erzeugen. Dabei werden wichtige Eigenschaften des ursprünglichen Modells beibehalten,
beispielsweise das hydrostatische Gleichgewicht. Ich schlage einen störungstheoretischen
Ansatz vor, um das akustische Wellenfeld in dem ursprünglichen instabilen Sternmodell
näherungsweise zu erlangen. Tests zeigen, dass für Moden mit niedrigem Grad ` und
einer Frequenz um 3 mHz die korrigierten Frequenzen mit einer Genauigkeit von 1 µ Hz
mit den exakten Werten übereinstimmen.
Zweitens habe ich mit Hilfe des GLASS Kodes den Einfluss einer am Nordpol des
Sterns lokalisierten Störung der Schallgeschwindigkeit auf radiale, dipolare und quadrupo-
lare Oszillationsmoden untersucht. Diese Studie zeigt auf, dass die axialsymmetrischen
Moden dadurch am stärksten beeinflusst werden und im Falle von großen Sternflecken
können ihre Frequenzen nicht mit der linearen Theorie berechnet werden. Die Form der
Eigenfunktionen der Moden weicht von reinen Kugelflächenfunktionen ab und werden
mit Kugelflächenfunktionen mit unterschiedlichem Grad ` vermischt. Dies könnte die
korrekte Identifikation der Moden in der spektralen Leistungsdichte beeinflussen.
Drittens habe ich den beobachtbaren Einfluss eines großen Sternflecks auf Moden
mit Grad ` betrachtet. Im Falle einer aktiven Region, die mit dem Stern rotiert (und
sich nicht am Pol befindet), ist die Störung nicht stabil, wenn sie in einem Inertialsystem
betrachtet wird. Der kombinierte Einfluss von Rotation und Sternfleck veranlasst jede
Mode, in der beobachteten spektralen Leistungsdichte als (2`+1)2 Peaks aufzutreten. Die
Einhüllende der spektralen Leistungsdichte eines Multipletts ist also komplex und hängt
von dem Breitengrad ab, wo sich die aktive Region befindet, und vom Inklinationswinkel
des Sterns.
Ich berechne die spektrale Leistungsdichte für einige Beispiele sowohl mit Störungs-
theorie als auch mit Hilfe von GLASS. Diese Arbeit soll dazu beitragen, die spektrale




Since observations made in the middle of the twentieth century (Leighton et al. 1962) it
has been known that the Sun possesses a rich spectrum of acoustic oscillations, measured
at the surface through observations of brightness and velocity fluctuations. The observed
spectrum is the surface manifestation of acoustic waves excited by turbulent convection
in the layers near the surface, propagating in the solar interior and finally reemerging at
the surface, where they are detected. While traveling inside the Sun, acoustic waves sense
the internal physical properties and configurations of flows and magnetic fields, therefore
they carry information about the internal solar structure and dynamics.
Helioseismology (Christensen-Dalsgaard 2002) is a collection of tools developed to
unravel that information. It allowed accurate measurements of internal differential ro-
tation (see, e.g., Thompson et al. 1996; Schou et al. 1998), sound speed and density
stratification (Gough et al. 1996) and was fundamental in solving the solar neutrino prob-
lem, by assessing the quality of the theoretical models of the internal structure of the Sun
(Christensen-Dalsgaard et al. 1996). Helioseismic observations not only allow us to im-
age the interior of the Sun directly: they also pose several constraints and serve as a test
bench in the development of theoretical models for the solar dynamo, convection, stellar
rotation, to name a few.
Asteroseismology (for a general introduction see, e.g., Aerts et al. 2010) extends the
study of acoustic oscillations to other stars. Due to the impossibility of spatially resolv-
ing the stellar surface, only a few tens of modes (radial, dipole and quadrupole modes;
in some cases also octupole modes have been detected, see Metcalfe et al. 2012) can be
observed with asteroseismology, while for the Sun millions of modes have been measured
so far. Figure 1.1 shows the power spectrum of a Sun-like star observed by Kepler (KIC
005184732), that represents a typical power spectrum observable with asteroseismology.
After few pioneering detections of Sun-like pulsators1 (for an overview of helio- and as-
teroseismology with an historical focus see, e.g., Christensen-Dalsgaard 2004; Bedding
2014), first the Convection, Rotation & planetary Transits (CoRoT, Auvergne et al. 2009),
and then the Kepler (Borucki et al. 2010) satellites led to a breakthrough in the field. For
the first time, asteroseismic data with long-term continuous observations and of excel-
lent quality provided by CoRoT and Kepler allowed detection of acoustic oscillations in
∼10 000 Sun-like stars. The exploitation of these data helps to constrain the internal phys-
ical properties of stars of different mass, age, and chemical composition throughout the
H-R diagram, and (among other applications) it allows for testing theories and models for
stellar structure, dynamics, and evolution.
1With this term we indicate those stars for which the mechanism for excitation and damping of the
acoustic wavefield is the same as for the Sun, namely the near-surface convection.
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Figure 1.1: Power spectral density (PSD) of a Sun-like star (KIC 005184732), as ob-
served by Kepler, showing the spectrum of the acoustic oscillations (upper panel). The
lower panel gives an expanded view in the central part of the spectrum. Here some modes
are labeled by their degree `, and the characteristic repeating pattern is visible. The spec-
trum was smoothed by applying a Gaussian filter. The data were obtained from 90 days
of observation (data courtesy of Martin Bo Nielsen).
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1.1 Acoustic oscillations and magnetic activity
A very successful application of asteroseismology includes the detection and char-
acterization of exoplanets. Measuring exoplanet properties, such as radius, mass, posi-
tion in the stellar system, and the location of the habitable zone, is made possible by
knowing the parameters of the host star. With Kepler the number of detected exoplanets
increased exponentially, and the future missions, Transiting Exoplanet Survey Satellite
(TESS) from NASA (Ricker et al. 2014), and PLAnetary Transits and Oscillations of
stars (PLATO) from ESA (Rauer et al. 2014), promise to further expand the observations
up to ∼1 000 000 stars across the sky.
1.1 Acoustic oscillations and magnetic activity
The dynamics of magnetic fields in stars is a complex study which involves phenomena
acting at different length scales and time scales, ranging from typical time scales of a few
hours (in the case of convection), up to months (for active regions) and years (in the case
of the solar dynamo) for magnetic structures. As a result the properties of seismic waves
change with time because of the evolving magnetic structures. In particular, for the Sun,
it has been observed that magnetic activity influences global acoustic modes (Libbrecht
and Woodard 1990). These modes show a variation in their frequencies with the 11-year
solar cycle, with a frequency shift of 0.4 µHz for a mode frequency of about 3 mHz
and a decrease in their amplitudes by ∼ 20%. Figure 1.2 shows the 11-year frequency
variability in the acoustic modes of the Sun from the last three cycles (from Figure 1
of Broomhall et al. 2014). There is no doubt that these changes are related to the solar
cycle, but their origin is unclear. The responsible physical mechanism probably takes
place near the surface, owing to the fact that the frequency shifts are almost independent
of the angular degree ` of the oscillations.
Chaplin et al. (2007b), based on a dataset of thirty years of observations, suggested
that this variation is most likely associated with the weak and widely latitude-distributed
component of the magnetic flux in the quiet Sun, rather than with strong and localized
structures (like sunspots and active regions).
Magnetic activity is not a phenomenon confined to our Sun, as it has been known for
a few decades now. Observation campaigns of chromospheric emission from the CaII
H and K lines, started by Wilson (1968) and carried out for more than 20 years (Bal-
iunas et al. 1995), revealed stars with magnetic activity cycles of different periods and
amplitudes. Moreover, Böhm-Vitense (2007) reported the existence of a relation between
stellar rotation periods and activity cycle period, reflecting the action of a stellar dynamo
operating in different regimes. Finally, seismic measurements from CoRoT revealed the
existence of magnetic activity in a Sun-like star (HD 49933, García et al. 2010), thus
allowing asteroseismology, for the first time, to directly measure magnetic activity. This
proved that asteroseismology can probe stellar magnetic activity.
Asteroseismology provides a unique tool for probing the magnetic structure and dy-
namics of other stars, and to give fundamental insight into stellar dynamos.
11
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Figure 1.2: Average frequency shifts from solar cycle 21 to 23 for the ` = 0, 1, and 2
modes with frequencies between 2.5 mHz and 3.5 mHz, calculated by using time series
of 365 days and overlapped by 91.25 days, as obtained from the BiSON network (Chaplin
et al. 2002). Overplotted in red is a scaled and shiftet version of the 10.7 cm radio flux,
which is used as a proxy for solar activity (taken from Figure 1 of Broomhall et al. 2014).
1.2 Modeling approaches
One of the main difficulties in understanding the variability of the acoustic oscillations
results from the fact that modeling the complex and heterogeneous structures of magnetic
activity near the surface of a star is not at all an easy task. It is usual to tackle the problem
by means of perturbative approaches, for example by considering magnetic activity as a
small steady perturbation to an otherwise spherically symmetric stellar model, and then
calculating the linear changes to the acoustic wavefield using the first Born approxima-
tion2 . Several applications using linear perturbation theory are found in the literature that
either deal with a localized perturbation (Santos et al. 2012) or a latitudinal distribution
of activity (see, e.g., Chaplin et al. 2008).
These approaches, however, suffer from several issues. Accurate modeling of a mag-
netic structure is overwhelming, and even creating a single self-consistent magnetohydro-
static model of a sunspot is not trivial (Moradi et al. 2010), therefore the direct effect of
magnetic fields is often neglected and the perturbations only treat the hydrostatic changes
in the stellar stratification. Even more importantly, the changes caused by magnetic ac-
tivity at the surface are in general not small, especially in those regions where the ratio of
the gas to the magnetic pressure (that is the so-called plasma β) is near or below the unity,
2There are two separate level of linearization here. One is the approximation of linear acoustic waves,
which permits us to linearize the equation describing the propagation of waves, namely the wave equation.
The other is the Born approximation, where one considers the changes in a background model as small and




therefore the linear approach may be not correct. Last but not least, magnetic structures
evolve with time: in the Sun we see new sunspots and active regions that emerge, diffuse,
and then dissipate in time scales of months and almost continuously in periods of high
activity. Moreover these structures rotate with the star, therefore their treatment as steady
perturbations is highly questionable. A more appropriate way to address this problem is
forward modeling, by using numerical simulations to directly solve the wave equation in
complex media.
1.2.1 Time-domain simulations of linear oscillations
Numerical simulations of wave propagation are a crucial tool for modeling and interpret-
ing helioseismic observations. They allow the study of complex phenomena in the so-
lar interior and atmosphere, such as flows and magnetic heterogeneities that cover many
temporal and spatial scales. The same simulations should find applications in the study of
stellar oscillations as well.
With time-domain codes it is possible to simulate the propagation of acoustic waves
inside 3D stellar models. In principle there are no restrictions in defining the proper-
ties of the model. For instance, we may compute the temporal evolution of the acoustic
wavefield in the presence of many surface perturbations of different size and magnitude,
mimicking starspots and active regions, with a surface distribution that reproduces the ob-
served spatial coverage of activity as, e.g., the butterfly diagram depicts in the case of the
Sun or, in a wider context, spatial distributions observed in other stars with Doppler imag-
ing or Zeeman Doppler imaging (Strassmeier 2009). Numerical simulations also allow
us to characterize the influence of single localized perturbations beyond the perturbative
approach.
Acoustic waves in the Sun and Sun-like stars have very low amplitudes compared with
those of the background (Christensen-Dalsgaard 2002) and thus can be treated as weak
perturbations with respect to a background reference model. The linearized oscillation
equations can be solved as an eigenvalue problem (e.g. Monteiro 2009; Christensen-
Dalsgaard 2008a) or through time-domain simulations. Here we are concerned with the
time-domain simulations. Several linear codes exist in the framework of helioseismol-
ogy (e.g. Khomenko and Collados 2006; Hanasoge and Duvall 2007; Parchevsky and
Kosovichev 2007). Time-domain codes are particularly suited to problems in local he-
lioseismology (see, e.g. Gizon et al. 2010; Gizon 2013). Among other applications they
are used to characterize the propagation of waves through sunspots (Cameron et al. 2007,
2008) and active regions (Hanasoge 2008). Numerical simulations are also useful in as-
sessing and validating observation techniques, such as far-side imaging (Hartlep et al.
2008), helioseismic holography and time-distance helioseismology (Braun et al. 2012).
Beyond the various uses in helioseismology, forward modeling finds useful applica-
tions also in asteroseismology. In observing other stars we do not have access to the rich
amount of daily information available for the Sun, and magnetic activity only gives a
weak signal in the observed low-degree modes. Therefore it is crucial to precisely char-
acterize the seismic signature of magnetic structures in the observed light curves, and in
this context numerical simulations are a powerful mean of investigation.
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1.3 Results contained in this work
The maximum frequency variation in the acoustic modes corresponds to the maximum
period of magnetic activity (as shown in Figure 1.2 for the Sun). In this period the surface
of the star is continuously populated by starspots and active regions that give the major
contributions to surface magnetism, therefore the changes in global low-degree modes
likely arise from the net interaction of the acoustic oscillations with these structures. As
the realistic modeling of the whole surface activity has a considerable degree of complex-
ity, a first simple approach focusing on the characterization of the acoustic signature from
a single strong localized structure is preferable. This problem is already interesting per
se, for it opens the possibility to observing such structures in other stars with asteroseis-
mology.
Most of the results contained in this work concern the use of forward modeling to
characterize the effect of localized structures on global modes in stellar models. A sig-
nificant part consisted of developing the GLobal Acoustic Spherical Simulator (GLASS),
a code that simulates the propagation of linear acoustic waves in a spherical 3D domain
encompassing the full star. GLASS takes the legacy of the code developed by Hanasoge
et al. (2006) and extends it to include a treatment for the center of the star. The use of
the linear approximation in describing the propagation of acoustic waves inside Sun-like
stars is justified by observations (Libbrecht 1988). The linear treatment conveniently sim-
plifies the equations describing the evolution of the wavefield, moreover it allows us to
design numerical codes with affordable computational costs. The alternative to perform-
ing a more realistic simulation solving the full nonlinear set of equations on the entire star
is computationally impossible at the time of writing, due to the range of the many dif-
ferent scales of the physical mechanisms in place and to the stellar stratification induced
in the physical quantities (e.g., in the density, which spans over more than ten orders of
magnitude between the center and the surface of the star). Linear codes, however, come
with some complications: they need a stable background model to produce numerical
solutions that do not grow exponentially with time. The reality yet is different: all stars
contain dynamical instabilities of hydrodynamic or magnetic origin. Convection is the
main source of instability.
In chapter 2 I consider the problem of convective stabilization in numerical simu-
lations. Various techniques exist to build convectively stable models in the frame of
helioseismology, but they are usually tuned to a specific problem. Moreover most of
these techniques only deal with the near surface convection (see, e.g., Hanasoge et al.
2006) and the resulting stellar models still contain convective instabilities on time scales
of ∼ 10 days. This is not acceptable in the view of comparing simulation results with
the long-term observations of months performed with satellites. Starting from a convec-
tively unstable stellar model, I first devise a general method to build a stable model while
retaining the hypothesis made for the original model (e.g., the condition of hydrostatic
equilibrium of the star). I then focus on the changes that stabilization produces in the
acoustic wavefield, and I ask whether it is possible to correct for these changes. Based
on a perturbative approach I propose a method to approximately recover the wavefield
solutions for the original unstable model: this is done at the cost of performing an addi-
tional simulation that, depending on the method employed in stabilizing the background,
exploits the numerical solution calculated for the stable model to build a source term driv-
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ing the additional simulation. The method is tested using the standard 1D solar Model S
(Christensen-Dalsgaard et al. 1996).
Chapter 3 is devoted to exploring the nonmagnetic effects induced by a starspot on the
global acoustic modes beyond the linear regime. In this sense, this work extends previous
investigations conducted in the linear regime (Santos et al. 2012; Chaplin et al. 2007a) to
stars with higher levels of activity. For the study I consider a single starspot with a polar
geometry, a configuration similar to that observed in a young solar analogue by means
of Doppler imaging (Marsden et al. 2005). The starspot is modeled as a 3D change in
the sound speed stratification of the star with respect to a convectively stable and spher-
ically symmetric solar model, defined in chapter 2. Here I also describe the numerical
method used in GLASS. I introduce the governing equations of wave motion and explain
the technique devised to implement a treatment of the center of the star. This includes
dealing with the numerical issues associated with the geometrical singularities in a spher-
ical coordinates system. The code is validated against a spherically symmetric model
through independent calculations of its theoretical modes of oscillations. The interaction
of the acoustic wavefield with the polar spot is explored both in the linear regime and
in the nonlinear regime with GLASS. Finally, as an application to asteroseismology, the
signature that the starspot would produce in an asteroseismic observation is characterized,
by using the wavefield to construct a synthetic light curve.
Chapter 4 extends the study conducted in the previous chapter to include the effect of
rotation, and concerns the characterization of the asteroseismic signature of a large active
region. For the active region a simple two-parameter model is used, which accounts
for amplitude of the perturbation and surface coverage, and defines a localized surface
perturbation. As a consequence of rotation the perturbation is not steady, but rotates with
the star, therefore one must take into account the effect of both rotation and the active
region at the same time.
In the linear regime of the perturbation the problem is solved by following the same
approach that Goode and Thompson (1992) used to search for the signal in the acoustic
oscillation frequencies of a magnetic field deeply buried in the convection zone of the Sun.




2 Propagating linear waves in
convectively unstable stellar models:
A perturbative approach
The content of this chapter appeared as “Propagating linear waves in convectively un-
stable stellar models: a perturbative approach” by E. Papini, L. Gizon, and A. C. Birch
in Solar Physics 289, pp. 1919-1929, 2014, DOI:10.1007/s11207-013-0457-7. The final
publication is available at http://link.springer.com/article/10.1007/s11207-013-0457-7. I
designed research together with L. Gizon and A. Birch. I carried out the analysis and
the numerical calculations and I wrote most of the text. This work is supported by SFB
963 “Astrophysical Turbulence and Flow Instabilities” (Project A18). I used mode fre-
quencies provided by the BiSON network, funded by the UK Science and Technology
Facilities Council (STFC).
Chapter summary
Linear time-domain simulations of acoustic oscillations are unstable in the stellar con-
vection zone. To overcome this problem it is customary to compute the oscillations of a
stabilized background stellar model. The stabilization, however, affects the result. Here
we propose to use a perturbative approach (running the simulation twice) to approxi-
mately recover the acoustic wave field, while preserving seismic reciprocity. To test the
method we considered a 1D standard solar model. We found that the mode frequencies of
the (unstable) standard solar model are well approximated by the perturbative approach
within 1 µHz for low-degree modes with frequencies near 3 mHz. We also show that the
perturbative approach is appropriate for correcting rotational-frequency kernels. Finally,
we comment that the method can be generalized to wave propagation in 3D magnetized
stellar interiors because the magnetic fields have stabilizing effects on convection.
2.1 Background stabilization in time-domain simulations
A stable background model is required to prevent numerical solutions that grow exponen-
tially with time. Stellar models, however, always contain dynamical instabilities, which
can be of hydrodynamic and/or magnetic nature. These instabilities must be removed.
The main source of instability in stars is convection. Some magnetic configurations can
17
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Figure 2.1: Square of the buoyancy frequency for Model S (solid black line) in the upper
part of the convection zone and the atmosphere: the negative peak corresponds to the
superadiabatic layer, located just below the photosphere. The vertical red line divides
stable and unstable zones.
also be unstable (e.g., Tayler 1973), although the magnetic field often has a stabilizing
effect on convection (Gough and Tayler 1966; Moreno-Insertis and Spruit 1989).
For the hydrodynamic case, the Schwarzschild criterion (Schwarzschild 1906) for lo-







where ρ, P, and Γ are density, pressure, and first adiabatic exponent. This criterion for
convective stability can be reformulated to explicitly include gravity g(r) by introducing
the Brunt–Väisälä or buoyancy frequency N:
N2 ≡ −g · A > 0, (2.2)
where
A(r) ≡ ∇ ln ρ −
1
Γ
∇ ln P (2.3)
is the Schwarzschild discriminant at position r. In the solar case, the square of the buoy-
ancy frequency is marginally negative in the convection zone, except for a strong nega-
tive peak in the highly superadiabatic layer just below the surface. Figure 2.1 shows the
squared buoyancy frequency in the upper part of the solar convection zone for Model S
(Christensen-Dalsgaard et al. 1996).
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2.2 Proposed solution: A perturbative approach
To perform time-domain simulations we need to modify the model in order to obtain
a non-negative N2 everywhere. Various examples can be found in the literature. Hana-
soge et al. (2006) replaced the near-surface layer above 0.98R with an empirical model
that satisfies convective stability while preserving hydrostatic equilibrium, allowing sta-
ble simulations to be extended over a temporal window of several days. Hartlep et al.
(2008) neglected the terms containing A in the momentum equation because they did
not affect the frequencies in their range of investigation. Shelyag et al. (2006) assumed
a constant adiabatic exponent Γ = 5/3 of a perfect gas and then adjusted pressure and
density to reach convective stability and hydrostatic equilibrium. Parchevsky and Koso-
vichev (2007) chose a non-negative profile of N2 and then calculated the corresponding
density profile that satisfied hydrostatic equilibrium. Schunker et al. (2011) constructed
Convectively Stable Models (CSM) by taking Model S as reference and modifying the
sound speed before stabilizing it, such that the mode frequencies of the new stable model
are close to those of Model S.
Stabilization, unfortunately, modifies the solutions for the wave field, and the question
arises of how to correct the results that we obtain from the simulations, in order to recover
the solutions for the original model of the star. We propose here a perturbative approach
that numerically corrects for the changes in the wave field caused by stabilizing the back-
ground model, and approximate the correct solutions of the original unstable model. This
is a step toward direct comparison of synthetic data with data from observations (e.g. ob-
servations from the Helioseismic and Magnetic Imager: Scherrer et al. 2012).
2.2 Proposed solution: A perturbative approach
2.2.1 Constructing convectively stable background models
The linearized equation of motion describing the propagation of acoustic waves inside a
star has the general form
Lξ(r, t) = S(r, t) , L = ρ∂2t +H (2.4)
where r is the position vector, t is time, H is a linear spatial operator associated with the
background stellar model, ξ(r, t) is the vector wave displacement, and S(r, t) is a source
function that represents forcing by granulation. In the adiabatic case,H takes the form
Hξ = ∇p′ + ρ
(




g − ρg′ − F′, (2.5)
where primes refer to wave perturbations and the term F′ accounts for the interaction of
waves with flows and magnetic fields. Solutions of Equation (2.4) are uniquely deter-
mined once the initial and boundary conditions are set. Note that when F′ = 0 the
operatorH is Hermitian and symmetric (Lynden-Bell and Ostriker 1967).
Let us choose a reference unstable model, e.g. solar Model S, which is labeled “ref”
throughout this article. We construct a convectively stable model defined by the new
quantities ρ0, P0, and Γ0. These quantities are obtained from the original reference model
by imposing N20 ≥ 0. The simplest choice is to set N
2
0 = 0 where N
2
ref is negative, but
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other choices are possible. We define the differences between the stable and the reference
models by
∆ρ = ρref − ρ0 , ∆P = Pref − P0 , ∆Γ = Γref − Γ0 . (2.6)
The difference in the squared buoyancy frequency is then ∆N2 = N2ref − N
2
0 .
Stabilization can be achieved in different ways. In the spherically symmetric case
and with the hydrostatic equilibrium condition, stellar models are entirely described by
two independent physical quantities (if no flows and no magnetic fields are present): for
example, the density ρ0(r) and the first adiabatic exponent Γ0(r). When ρ0 and Γ0 are




where g0(r) > 0 is the acceleration of gravity, which is fixed by ρ0(r).
Stabilization by changing Γref is a simple procedure. On the other hand, changing the
density requires solving a nonlinear boundary-value problem, involving Equations (2.2)
and (2.7) with the new stable N20 (e.g. Parchevsky and Kosovichev 2007). In the latter case
a smart choice of the boundary conditions must be made to preserve the main properties
of the star (such as total mass and radius). Changing both Γref and ρref is allowed and
desirable, but it is not a straightforward procedure and we do not explore this possibility
further in this work.
The linearized equation of motion for the stable model takes the form:
L0ξ0(r, t) = S(r, t) , L0 = ρ0∂
2
t +H0 , (2.8)
whereH0 is the operator associated with the new stable model and ξ0 is the corresponding
wave-field solution.
We stress that convective stabilization must be applied consistently with the hypoth-
esis made for the model; we also note that density, pressure, and first adiabatic exponent
must be changed in Equation (2.5) and all other equations, not only in A.
2.2.2 First-order correction to the wave field
Assuming that a first simulation to solve Equation (2.8) is performed and the solution ξ0
for the stable model is computed, we write the approximate solution ξ for Equation (2.4)
as
ξ(r, t) = ξ0(r, t) + ∆ξ(r, t), (2.9)
where ∆ξ represents the first-order correction to ξ0 toward the unstable model. This
correction is given by
L0∆ξ(r, t) = −∆Hξ0(r, t), (2.10)
where the operator ∆H is the first correction to the wave operator, obtained by collect-
ing the first-order terms in Lref − L0. In practice, the correction ∆ξ is obtained by run-
ning a second simulation using the same background model L0 but with a source term
−∆Hξ0(r, t). Figure 2.2 sketches the steps of the method. The main advantage of this
method is that it is well defined, uses computational tools, and does not require fine-
tuning of the stabilization to match the observations (e.g. as in Schunker et al. 2011).
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ξ0(r, t) - S
′(r, t) = −∆Hξ0
? ?
(Simulation 2)L−10
ξ0(r, t) + ∆ξ(r, t)ξ(r, t) =
Figure 2.2: The steps of the proposed method. Here L−10 mathematically represents the
operation performed by the simulations. A stable model is built from Lref . The solution
for the stable model is computed (Simulation 1), and is used to compute the driving source
S′ (with −∆H). A second simulation is run (Simulation 2) to find the correction ∆ξ toward
the unstable model. Refer to Equations (2.8) and (2.10) for the symbols.
Applying the correction doubles the computational cost. Whether this cost is worth
it or not depends on the application. For example, in the future we intend to use the
simulations to study the effect of active regions on low-degree modes. Such a small effect
(less than a µHz) is at the level of the first-order correction in the background model.
To assess the validity of the method, one needs to estimate whether the perturbations
invoked in Equations 2.9 and 2.10 are weak. To do so, we need to write an approximation
for the operator ∆H as a function of the change in N2. By inspection of the wave operator
(Equation (2.5)), we see that an essential term is
∆Hξ ≈ ρ0(ξ · ∆A)g = ρ0ξr∆N2r̂, (2.11)
such that the first-order correction to the mode frequencies may be approximated by (e.g.,












and the relative correction in the mode frequencies is a weighted average of ∆N2/2ω2.
For the first-order perturbation theory to work, we should have ∆N2/2ω2 . 1. Figure
2.3 shows ∆N2/2ω2 for ω/2π = 3 mHz in the case of solar Model S, which is based on
a mixing-length treatment of convection. This quantity is well below unity throughout
the convection zone, except in a localized region near the surface (the highly superadia-
batic layer) where it reaches 1.1 for ω/2π = 3 mHz. As frequency decreases, ∆N2/2ω2
increases; however low-frequency modes are also less sensitive to surface perturbations.
Therefore, we expect the first-order perturbation theory to work reasonably well for the
full spectrum of solar oscillations. This is shown for particular cases in the following
sections.
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Figure 2.3: ∆N2/2ω2 in the upper part of the convection zone (solar Model S) for a
frequency of ω/2π = 3 mHz.
We note that seismic reciprocity (Dahlen and Tromp 1998) is preserved to first order,
since both H0 and ∆H are Hermitian and symmetric operators in the absence of flows
and magnetic fields (Lynden-Bell and Ostriker 1967). The concept of seismic reciprocity
can be extended to include flows and magnetic fields (see Hanasoge et al. 2011, and
references therein).
Seismic reciprocity is a key property of the adjoint method used to solve the inverse
problem in seismology (e.g. Tromp et al. 2005; Hanasoge et al. 2011).
Modified background models employed by Hanasoge et al. (2006), Shelyag et al.
(2006) and Parchevsky and Kosovichev (2007) all satisfy reciprocity. By contrast, seismic
reciprocity is not automatically enforced in the model of Hartlep et al. (2008), which
neglects the term A in the momentum equation and in the CSM solar models of Schunker
et al. (2011), which are not hydrostatic.
2.3 Testing the method in 1D for the Sun
We tested the method in the 1D hydrodynamic case for the Sun, starting from standard
solar Model S (Christensen-Dalsgaard et al. 1996). For the test we used the ADIPLS code
(Christensen-Dalsgaard 2008a), which solves the adiabatic stellar oscillation equations for
a spherically symmetric stellar model in hydrostatic equilibrium as an eigenvalue problem
(not in the time domain). This allows one to compute the exact solution for unstable
models, and hence directly measure the accuracy of the correction discussed in Section
2.2.
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Writing the solution in the form
ξ(r, t) = ξn`m(r)e
−iωn`t




where ωnl is the acoustic mode frequency and ξn`m(r) the corresponding eigenvector dis-
placement (in the following we omit the n`m subscripts for clarity). Each solution is
uniquely identified by three integers: the radial order n, the angular degree `, and the az-
imuthal order m, where |m| ≤ ` (in the spherically symmetric case that we consider here
the solutions are degenerate in m).
For our purpose the operatorH can be written as












where G is the universal gravitational constant; magnetic fields and flows are not present
(see Equation (2.5)) and every wave perturbation to pressure and gravity is expressed in
terms of ξ.
2.3.1 Acoustic modes
For the test we chose to construct a stable model by only changing Γ in Model S to obtain
N20 = max{N
2
ref , 0}. This was made by setting the first adiabatic exponent Γ0 to
Γ0(r) =

Γref(r) where N2ref ≥ 0
d ln Pref
/
d ln ρref where N2ref < 0 ,
(2.15)
where ρref , Pref, and Γref refer to Model S. The density and pressure remained unchanged,
i.e. ρref = ρ0 and Pref = P0. Figure 2.4 show a plot of Γ0(r) in the upper part of the
convection zone, at the superadiabatic layer. The corresponding change in the sound-
speed stratification is plotted in Figure 2.5.
Solutions for the stable model were computed with ADIPLS, and we calculated the
corrections to the eigenfrequencies by using
∆Hξ0 = −∇(∆ΓP0∇ · ξ0) . (2.16)
We note that ∆H is Hermitian and symmetric. Given the eigensolutions (ξ0, ω
2
0) for the
stable model, we then calculated the first-order correction to the change in the eigenfre-
quencies.
Test results are shown in Figures 2.6 and 2.7. Figure 2.6 shows the solar échelle
diagram for the ` = 0 modes. The correction moves the mode frequencies from the stable
model toward Model S. Observed frequencies from the Birmingham Solar–Oscillations
Network (BiSON) (Chaplin et al. 2002) are plotted for comparison.
Figure 2.7 shows the plot of mode-frequency differences (for the ` = 0, 200, and
500 modes) between the stable model and Model S and the residual differences between
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Figure 2.4: First adiabatic exponent Γref near the surface for Model S (red dashed line)
and Γ0 resulting from Equation (2.15) (black solid line).
the corrected frequencies and frequencies of Model S. The correction brings the mode
frequencies much closer to the values of the original model: the difference between the
corrected frequencies and those of the reference model is two orders of magnitude smaller
than the difference between the stable and the reference model at 1 mHz. The correction is
not as efficient as the frequency increases, but still at the level of one order of magnitude
at high frequencies. That is because as frequency increases acoustic modes are more
sensitive to the near surface, where the strongest changes to the model are present. The
mode-frequency differences between the stable model and – Model S increase with ` since
high-degree modes are more sensitive to the surface layers (see ` = 200 and 500 in Figure
2.7). The first-order correction reduces these frequency differences by a factor of ten.
In Figure 2.8 we display the radial displacement eigenfunctions for the mode ` = 500
and n = 4. We see that the first-order correction brings the phase and amplitude of the
corrected eigenfunction closer to those of Model S.
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Figure 2.5: Radial profile of the adiabatic sound speed near the surface for Model S (red
dashed line) and for the stable model resulting from Equation (2.15) (black solid line).
2.3.2 Rotational sensitivity kernels
We furthermore assessed the ability of the method to correct the eigenfunctions by testing
with rotational kernels. In the presence of rotation, frequencies are no longer degenerate in









where Ω(r) is the angular velocity at radius r ≤ R and K is the rotational kernel (Hansen
et al. 1977). The kernel for mode (n, `) depends on ξn` and the density profile. With
ADIPLS we can directly calculate rotational splitting in the case of a rotation profile that
only depends on r.
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Figure 2.6: Echelle diagram showing mode frequencies modulo 135 µHz for modes with
` = 0 and 7 ≤ n ≤ 27. The first-order correction (red dashed line and crosses) moves
the mode frequencies back toward Model S (black solid line and diamonds) from the
modified Γ-stable model (blue solid line and triangles). BiSON data (blue dashed line
and error bars) from 108 days of observations starting from 7 February 1997 are plotted
for comparison.











where ξεn` is the eigenvector that solves Equation (2.13) for H = H0 + ε(Href − H0) and
ε is an infinitesimally small parameter. We calculated ∆Kn` numerically using ε = 10−5,
in a linear regime where the result is independent of ε, within the numerical precision of
ADIPLS.
Figure 2.9 shows the rotational kernel for the ` = 1, n = 25 mode and the corrected
kernel. We see that the phase and amplitude of the corrected kernel are closer to that of
the Model S kernel.
To evaluate the accuracy of the correction, we computed the rotational splitting given
by Equation (2.17) in the case of a solid rotation profile of Ω/2π = 0.5 µHz, for the ` = 1
modes. The maximum difference S refn` − (S
0
n` + ∆S n`) between the corrected model and
Model S is around 10−3 nHz, while the difference S refn` − S
0
n` between Model S and the
stable model is one order of magnitude higher.
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3 Simulating acoustic waves in spotted
stars
The content of this chapter appeared as “Simulating acoustic waves in spotted stars”
by E. Papini, A. C. Birch, L. Gizon, and S. M. Hanasoge in Astronomy & Astrophysics,
577, A145, 2015, DOI: 10.1051/0004-6361/201525842. Reproduced with permission
from Astronomy & Astrophysics, c© ESO. I designed research together with L. Gizon
and A. Birch. I carried out the analysis and the numerical calculations and I wrote most
of the text. This work is supported by SFB 963 “Astrophysical Turbulence and Flow
Instabilities” (Project A18).
Chapter summary
Acoustic modes of oscillation are affected by stellar activity, however it is unclear how
starspots contribute to these changes. Here we investigate the nonmagnetic effects of
starspots on global modes with angular degree ` ≤ 2 in highly active stars, and charac-
terize the spot seismic signature on synthetic light curves. We perform 3D time-domain
simulations of linear acoustic waves to study their interaction with a model starspot. We
model the spot as a 3D change in the sound speed stratification with respect to a con-
vectively stable stellar background, built from solar Model S. We perform a parametric
study by considering different depths and perturbation amplitudes. Exact numerical sim-
ulations allow the investigation of the wavefield-spot interaction beyond first order per-
turbation theory. The interaction of the axisymmetric modes with the starspot is strongly
nonlinear. As mode frequency increases, the frequency shifts for radial modes exceed the
value predicted by linear theory, while the shifts for the ` = 2,m = 0 modes are smaller
than predicted by linear theory, with avoided-crossing-like patterns forming between the
m = 0 and m = 1 mode frequencies. The nonlinear behavior increases with increas-
ing spot amplitude and/or decreasing depth. Linear theory still reproduces the correct
shifts for nonaxisymmetric modes. In the nonlinear regime the mode eigenfunctions are
not pure spherical harmonics, but rather a mixture of different spherical harmonics. This
mode mixing, together with the frequency changes, may lead to misidentification of the
modes in the observed acoustic power spectra.
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3.1 Introduction
3.1.1 Motivation: Low degree stellar oscillations
Starspots are the main observed features of magnetic activity in stars and play a funda-
mental role in understanding stellar dynamos. They have been detected in many stars
through the modulation of light curves (Mosser and Appourchaux 2009) and Doppler
imaging (Strassmeier 2009), the latter suggesting polar and high- to mid-latitude concen-
trations of magnetic fields. García et al. (2010) unambiguously detected an activity cycle
in a Sun-like star with asteroseismology for the first time, using data collected by the Con-
vection, Rotation & planetary Transits (CoRoT) mission (Auvergne et al. 2009). Other
excellent data are available from the Kepler (Borucki et al. 2010) satellite and even more
will come from the upcoming missions Transiting Exoplanet Survey Satellite (TESS) to
be launched in 2017 (Ricker et al. 2014), and PLAnetary Transits and Oscillations of stars
(PLATO), to be launched in 2024 (Rauer et al. 2014).
The surface distribution of stellar magnetic activity, in principle, can be measured with
asteroseismology. Gizon (2002) investigated the challenge of spatially resolving surface
magnetic activity in other stars. He concluded that it would be possible to discriminate
between a polar cap distribution and equatorial band distributions of activity, but only
for stars with an inclination angle higher than 40◦, activity stronger than the Sun, and
rotation strong enough that the individual m-components in the acoustic spectra could be
resolved. In a later study, using an empirical model calibrated to the Sun, Chaplin et al.
(2007a) tested the ability to measure, with asteroseismology, the extension of a latitudinal
activity band distribution in Sun-like stars, finding that the best prospects for detection are
for stars with magnetic activity concentrated at low latitudes.
More recently Santos et al. (2012) studied the indirect (nonmagnetic) effects on radial
acoustic oscillations induced by the changes in the stellar stratification due to starspots.
In the case of the Sun they found that the frequency changes are too small (by two orders
of magnitude) to explain the observed shifts. They concluded that the indirect effects of
starspots on the stellar stratification cannot be responsible for the observed changes in the
acoustic oscillations, at least for a star with a solar-like level of activity.
3.1.2 Our approach: Time-domain numerical simulations of waves
and starspot
In this work we extend the investigation to starspots in stars with a higher level of activity:
those stars likely have starspots with larger surface coverage, thus implying considerable
changes in the internal stratification (e.g., in the sound speed). We also explore the possi-
bility of identifying starspots through asteroseismic observations of highly spotted stars.
We address two main questions: what are the changes in the mode frequencies and ampli-
tudes in such stars? And, what is the starspots seismic signature in synthetic light curves?
We simplify the problem by focusing on the interaction between the acoustic wave-
field and a single starspot with a polar geometry (such a configuration is compatible with
Doppler observations of a young solar analogue with strong activity, Marsden et al. 2005).
For the starspot we model only the indirect changes induced in the sound speed in the
stellar interior. These changes in principle are not small, therefore, unlike in Santos et al.
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(2012), a perturbative approach may not be appropriate, and we need to use direct nu-
merical simulations accounting for the full 3D structure of the star. Direct 3D numerical
simulations also provide synthetic observations, and therefore are a powerful tool to char-
acterize how the observable quantities change depending on the 3D stellar background.
The remainder of this work is organized as follows: in the next section we introduce
the GLobal Acoustic Spherical Simulator (GLASS) code, which extends the code devel-
oped by Hanasoge et al. (2006) to include treatment of the center of the star. GLASS
simulates linear acoustic waves propagating through the full 3D stellar interior, in the
time-domain. In Sects. 3.3 and 3.4 we describe the spot model employed, analyze the
effect of the spot on acoustic modes, and discuss the changes to the eigenmodes in the
nonlinear regime. Section 3.5 highlights the signature of the starspot in the power spectra
of the modeled light curves.
3.2 Numerical method
3.2.1 Time-domain pseudo-spectral simulations in spherical geome-
try
The GLASS code solves the 3D linearized hydrodynamic equations in a spherical domain
containing the full star, from the center up to the stellar surface. The use of the linear ap-
proximation is justified since acoustic wave perturbations in the Sun and solar–like stars
have much smaller amplitudes compared to the stellar background quantities (e.g., ve-
locity perturbations at the surface are < 20 cm/s, four orders of magnitude smaller than
the local sound speed, see Libbrecht 1988). For the stellar model we considered a spher-
ically symmetric static equilibrium described by Model S (Christensen-Dalsgaard et al.
1996) stabilized against convection (Papini et al. 2014) and including the photosphere
up to R = 1.0007 R, R being the solar radius: that is our quiet Sun (QS) background
model. We then added the starspot model to the background. We stress here that the
spot model must not reintroduce convective instabilities and must fulfill the condition of
hydrostatic equilibrium. We also neglected the perturbation to the gravitational potential
(the so-called Cowling approximation, Cowling 1941), which reduces the order of the
equations by 2. The use of the Cowling approximation is not, in general, appropriate
when considering a full stellar model including the center. However, since here we are
only concerned with the changes in the modes of oscillation caused by perturbations to
the stellar model in the near-surface layers, we expect the Cowling approximation to be
reasonable. Finally we assumed that the waves propagate adiabatically inside the star.
With these assumptions, the main equations are







g0er − γ(r)v, (3.2)
where ξ(r, t) is the vector displacement of the wavefield, v(r, t) is the Eulerian velocity
perturbation, g0(r)er and ρ0(r) are the unsigned (radially directed) gravitational acceler-
ation and density of the stellar background, and r and er are the position vector and the
unit vector in the radial direction. Here γ(r) is a sponge–like damping term that prevents
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spurious waves reflection at the upper boundary (Hanasoge et al. 2006). The symbols
ρ(r, t) and p(r, t) are the Eulerian perturbations to density and pressure, both functions of
ξ by means of the linearized continuity and adiabatic equations
ρ = −∇ · (ρ0ξ), (3.3)





∇ · ξ, (3.4)
where ∆c2 is the change in the squared sound speed induced by the starspot, p0 and
c20 = Γ0 p0/ρ0 are respectively the pressure and the square of the adiabatic sound speed of
the stellar background, and Γ0 is the first adiabatic exponent. The wavefield is excited by
setting an initial condition for the displacement ξ, then the code performs the temporal
integration for ξ and v, while the other relevant quantities are computed at each timestep.
GLASS employs a pseudo-spectral scheme, which uses spherical harmonic (SH) de-
composition on spherical surfaces to compute the horizontal derivatives, and a sixth-order
tridiagonal compact scheme (Lele 1992) for radial derivatives. In SH space the spectral
components are identified by the angular degree ` and the azimuthal order m. Temporal
integration is performed by means of a five-stage second-order low dissipation and dis-
persion Runge-Kutta (LDDRK) scheme (Hu et al. 1996). For a more detailed description
of the code see Hanasoge et al. (2006). The grid size is chosen according to the desired
resolution: the maximum value `max of ` in the SH transform sets the minimum number
of latitudinal and longitudinal grid points (nlon = 2nlat ≥ 3`max), while in the radial di-
rection we adopted a grid with a step size constant in acoustic depth, small enough to
resolve the background model and the shortest wavelength among the modes of interest.
Upper boundary conditions are set by imposing a vanishing Lagrangian perturbation of
the pressure
δp = p + ξ · ∇p0 = 0 at r = R,
which, using Equation (3.4), translates into the condition
∇ · ξ = 0 at r = R. (3.5)
At the center of the star we prescribe regularity conditions, as we will now explain.
3.2.2 Extending the simulation to the center of the star
Particular care must be taken when considering the center of the star. This point is a
geometrical singularity in spherical coordinates, therefore, when calculating the radial
derivatives for ξr and p, boundary conditions at the center are imposed by considering
the asymptotic behavior of radial displacement and pressure in SH space. The spectral
components ξr,`m and p`m behave like r`−1 and r` respectively when r → 0 (see, e.g.,
Unno et al. (1989)). We enforce these conditions at the center by requiring that the radial
derivatives of ξr,`m/r`−2 and p`m/r`−1 vanish at the center. We then obtain the original
derivatives ∂rξr,`m and ∂r p`m by means of algebraic formulas. This procedure also ensures
that the numerical accuracy of the compact scheme is preserved near the center.
The horizontal spatial resolution increases with depth, owing to the clustering of the
grid points, while the radial resolution remains roughly constant. As a consequence,
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exceeds the Nyquist wavenumber kr,max = π/∆r in the radial direction, ∆r being the radial
grid step. We remove this instability by employing a spectral filter that, at each radial grid
point r j, sets to zero all the spectral components satisfying kh,`(r j) > kr,max. For a grid with
constant ∆r this translates to the condition




( + offset), (3.6)
where j identifies the j-th grid point from the center. A safety offset parameter is also im-
plemented (we found that 2 is the smallest value that removes the instability). Finally, a
fourth-order tridiagonal compact low-pass filter (Lele 1992) is applied in the radial direc-
tion, to avoid spectral blocking (Hanasoge and Duvall 2007) and smooth the discontinuity
in r caused by the spectral filter. The physical solutions are not affected by the filtering;
radial modes (the only modes that propagate through the center of the star) are not fil-
tered, and all the other modes are already evanescent at the points r j < r j` (the lower
turning point for an ` = 1 mode at 5 mHz is 0.03 R, i.e., the tenth gridpoint in the grid
we employ, while j`=1 = 2). However the combined action of the filter with the time
evolution scheme introduces damping in the wavefield, with an exponential dependence
on frequency. This results in a lifetime of ∼ 50 days for waves with frequency at 2 mHz
and down to ∼ 3 days at 5 mHz for the simulation setup we used, which employs a radial
grid with nrad = 800 grid points and a time step of 1 s.
3.2.3 Validation: Comparison with ADIPLS normal modes
We validated GLASS through independent calculations of the theoretical modes of oscil-
lations for our QS model. These modes are uniquely identified by three quantum numbers:
the radial order n, the angular degree `, and the azimuthal order m. With the ADIPLS soft-
ware package (Christensen-Dalsgaard 2008a), we computed the eigenfrequencies ω0,n`
(which are degenerate in m in the QS model) and eigenfunctions ξ0,n`m of all the acoustic
modes in the range 3 < n < 37 and up to ` = 2. We then used the eigenfunctions given
by ADIPLS to excite the initial wavefield displacement in GLASS. Test simulations were
run in a temporal window of 10 days (solar time), using different initial conditions (by ex-
citing either one or a few eigenmodes at the same time) and grid sizes. We also performed
one simulation with all the modes excited and in a temporal window of 70 days, to use as
reference for our study. Figure 3.1 shows the logarithmic plot of the power spectrum of
the reference QS simulation. The effect of numerical damping is evident.
In all the tests performed, the extracted eigenfrequencies and eigenfunctions were
compared with ADIPLS solutions and showed good agreement: the difference between
ADIPLS and GLASS for the eigenfrequencies was below 0.16 µHz (i.e., the frequency
resolution of the simulations) and the maximum difference for the eigenfunctions was
∼ 0.1%, after the damping was accounted for (see Figure 3.2).
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Figure 3.1: Power spectrum of the reference QS simulation (logarithmic scale) as calcu-
lated by using the procedure described in Section 3.5, from a light curve with a length of
70 days and a cadence of 60 seconds.
3.3 Frequency shifts: Nonlinear dependence on pertur-
bation amplitude
3.3.1 Spot model: Perturbation in sound speed
We modeled the changes to the stratification caused by a starspot as a positive change
∆c2 in the squared sound speed, while the density and pressure were unchanged. This
guaranteed the compatibility with the stabilization method used for the background model
(for which a decrease in the sound speed would reintroduce convective instabilities). We
defined the change in the sound speed as
∆c2(r, θ) = εc20(r) f (r; rc)g(θ), (3.7)
with positive amplitude ε, a radial profile
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Figure 3.2: Radial displacement eigenfunction (r3ρ)1/2ξr(r, θ) of QS model from GLASS
(black solid line) and from ADIPLS (dashed thick red line), for the ` = 2, n = 12 mode.
Each eigenfunction is normalized to its maximum. The bottom panel plot the difference
between the two functions. The x-axis is rescaled with respect to the acoustic depth.
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[cos (κθ) + 1] (3.9)
for κθ < π and zero otherwise, where θ is the colatitude. The functions f and g have con-
tinuous derivatives everywhere and define a spot located at the north pole, with a Gaussian
profile in radius multiplied by a raised cosine and a raised cosine profile in latitude. For
the study the vertical and horizontal size of the spot were fixed by setting σ = 0.01 R
and κ = 2.4, and we varied the depth R − rc and the amplitude ε. Figure 3.3 shows the
a plot of f and g for rc = 0.98 R. We note that the choice of the coordinate system here
is completely arbitrary, since we are studying the perturbation to a spherically symmetric
(e.g., nonrotating) background, therefore the results of this work can be translated to a
spot located at any point at the surface, via a rotation of the coordinate system.
3.3.2 Linear theory
We first discuss the effect of small perturbations, in order to determine for which param-
eter range the frequency shifts falls in the linear regime. We consider the normal mode





0ρ0∇ · ξ0) − ∇(ξ0 · ∇p0) + g0er∇ · (ρ0ξ0) = Hξ0 (3.10)
that can be derived from Equations (3.1-3.4). Since the reference background is spher-
ically symmetric, the solutions are degenerate in m. We consider now the perturbation
∆H to the wave operator H due to a generic change in the sound speed (while retaining



















where integration is performed over the entire volume of the star. Both the surface integral
and the perturbation to the mode inertia do not contribute to the change in ∆ωn`m in this
case: the surface integral is zero because of the surface boundary conditions imposed for
the pressure, and there is no contribution from the perturbation to the mode inertia, since
the density of the background is unchanged. Finally, by exploiting the separable form
of the polar spot profile (3.7), we may write the frequency shift in terms of a product
of separate integrals for the horizontal and radial coordinates. It is worth noting that,
unlike the case of splitting induced by rotation, the frequency shift depends only on |m|
and therefore modes with the same |m| are still degenerate. This holds true also in the
nonlinear case.
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Figure 3.3: Top: spot radial profile f (r; rc) defined by Equation (3.8) for rc = 0.98 R and
σ = 0.01. Bottom: spot latitudinal profile g(θ) defined by Equation (3.9), with κ = 2.4.
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3.3.3 Numerical simulations
3.3.3.1 Initial conditions: δ-function source
We performed our study in the parameter range 0.01 ≤ ε ≤ 1 and 0.97 R ≤ rc ≤
1 R. The simulations run for 70 days (solar time) to reach the desired accuracy of ∼
0.16 µHz in the frequency domain. Wavefield displacement and velocity records were
taken with a cadence of 60 seconds (solar time), mimicking the usual cadence of helio-
and asteroseismic observations and in order to have a Nyquist frequency of ∼ 8.3 mHz
(above the maximum acoustic cutoff frequency of ∼ 5.3 mHz). Starting from the ADIPLS
eigenfunctions, we set the initial conditions for the wavefield displacement as








which excites all the modes from 3 < n < 37 and up to ` = 2. The initial velocity v is set
to zero. We note here that all the modes were excited with the same phase.
3.3.3.2 Nonlinear frequency shifts
The simulated frequencies have been extracted by taking the SH transform coefficient
p`m(r0, t) of the wavefield pressure p(r0, θ, φ, t) at each timestep and at r0 = R + 200 km
above the surface. This was followed by a Fourier transform in time to obtain the field
p̃`m(r0, ω) and then the power spectrum P`m(ω) = |p̃`m(r0, ω)|2. Finally we divided each
(`,m) spectrum in chunks with size of 80 µHz and centered on the peak closest to the
original ADIPLS mode frequency. A least-squares Lorentzian fit was applied to extract
frequency, amplitude, and half width at half maximum (HWHM) of each mode.
Figures 3.4, 3.5 and 3.8 show selected results obtained for the frequency shifts ∆ν =
∆ω/2π induced by the spot with respect to QS in the case of a polar spot located at
rc = 0.98 R (in the following we will always show plots related to simulations per-
formed for this value of rc). Figure 3.4 shows the relative frequency shifts ∆ν/ν as a
function of mode frequency ν = ω/2π for all the modes we excited, extracted from a
simulation with a spot of amplitude ε = 0.4. The linear frequency shifts calculated from
Equation (3.12) reproduce the behavior of nonaxisymmetric modes (m , 0). However
for axisymmetric modes the frequency shifts deviate from the theoretical linear shifts,
but with a different behavior depending on `, the most interesting being the case ` = 2
(bottom panel). Here the relative frequency shifts for m = 0 modes are smaller than pre-
dicted, and even decrease with increasing mode frequency, while ∆ν/ν remains roughly
constant for the |m| = 1 and 2 modes. As a consequence, at a frequency of ∼ 3000 µHz
the ∆ν/ν for m = 0 modes cross the relative frequency shifts of the m = 1 modes. Above
this crossing frequency the m = 1 modes have the largest frequency shifts. Results from
the other simulations performed (see Figures 3.5-3.7) shown that this crossing frequency
decreases either when the amplitude ε increases (as seen also in Fig. 3.8) or when rc is
moved toward the surface, the latter indicating a stronger nonlinear response of the system
to smaller surface changes than to bigger changes buried deeper in the convection zone.
Figure 3.8 shows the simulated frequency shifts ∆ν against spot amplitudes ε and for
all the modes with ` = 2, n = 12. These modes in the reference QS model are degenerate
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Figure 3.4: Relative frequency shifts ∆ν/ν vs. mode frequency ν for modes with ` = 0
(upper panel), ` = 1 (middle panel) and ` = 2 (bottom panel), for a polar spot model
relative to QS model with rc = 0.98 R and ε = 0.4. Dashed lines represent linear
frequency shifts given by Equation (3.12). Fitted frequencies from numerical simulations
(asterisks for m = 0, triangles for |m| = 1, and crosses for |m| = 2) show the nonlinear
behavior of the shifts for m = 0 modes (asterisks). We note that m = 0 and |m| = 1 mode
frequencies for ` = 2 cross at ν ' 3060 µHz.
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Figure 3.5: Same as Figure 3.4, but for ε = 0.1 and rc = 0.98 R. We note that in this
case m = 0 and |m| = 1 mode frequencies for ` = 2 cross at ν ' 4900 µHz.
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Figure 3.6: Same as Figure 3.4, but for ε = 0.1 and rc = 1.00 R. We note that in this
case m = 0 and |m| = 1 mode frequencies for ` = 2 cross at ν ' 4600 µHz.
43
3 Simulating acoustic waves in spotted stars














 ,    = 0.4ǫ


























Figure 3.7: Same as Figure 3.4, but for ε = 0.4 and rc = 1 R. We note that in this case
m = 0 and |m| = 1 mode frequencies for ` = 2 cross at ν ' 2500 µHz.
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Figure 3.8: Mode frequency shifts ∆ν vs. spot amplitude ε for modes with ` = 2, n = 12
and |m| = 0, 1, 2 in the case of a polar spot model with rc = 0.98. The QS eigenfrequency
for these modes is ν0 = 1970.50±0.16 µHz. Dashed lines represent linear frequency shifts
given by Equation (3.12), red asterisks are frequencies shifts from numerical simulations.
Solid red lines represent parabolic fits to the shifts. The horizontal dotted line shows the
crossing of the frequencies between the m = 0 and |m| = 1 modes at ε ' 0.92.
with respect to the azimuthal order m, with a frequency ν0 = 1970.50 ± 0.16 µHz. Again
linear theory successfully reproduces the frequency shift for nonaxisymmetric modes,
shifts for |m| = 1 however start to deviate from linear behavior at ε ' 0.8. The frequency
shifts for m = 0 modes on the contrary are nonlinear already at ε values of ∼ 0.2, with ∆ν
values smaller than predicted by linear theory. A parabolic fit is able to model the shift,
thus indicating that in this case a second order perturbative correction could recover the
actual frequencies. The figure shows also the crossing frequency (horizontal dotted line)
matching the mode frequency at ε ' 0.92, with a value of about 1985 µHz (corresponding
to a frequency shift ∆ν ' 14.5 µHz), decreased by ∼ 1000 µHz with respect to the case
with ε = 0.4, as already noted above.
3.4 Perturbations to the eigenfunctions
The polar spot introduces a nonspherically-symmetric perturbation to the background
model. As a consequence the eigenfunctions depart from their original horizontal depen-
dence and get mixed with other spherical harmonics. The extent of the mixing depends on
the amplitude of the perturbation. Because of the axisymmetric profile of the spot there is
no mixing between spherical harmonics with different m. We investigate the effect of the
mixing in the eigenfunctions by writing the radial displacement eigenfunction of a given
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mode for the model with the spot as
ξn
˜̀m










with the spherical harmonics Ym` given by








where `max gives the spectral resolution of the SH transform and where we labeled with
˜̀ the new mixed eigenmode originally represented by a pure Ym˜̀ in the QS model. Here
ξn
˜̀m
r (r, θ) is the meridional profile of ξ
n ˜̀m
r , expressed through a truncated series of Legen-
dre polynomials (i.e., the latitudinal components of the Ym` )
ξn
˜̀m









Pm` (cos θ). (3.15)
The amplitude coefficients an ˜̀m` (r) with ` , ˜̀ give the degree of mixing with Y
m
` of the
n ˜̀m mode at the radial position r.
Figure 3.9 shows radial cuts taken at different colatitudes θ (i.e., at different angular
distances from the center of the spot) of the scaled radial displacement eigenfunction
(r3ρ)1/2ξn ˜̀mr (r, θ), for a ˜̀ = 2, m = 0, n = 12 (top panel) and for a radial mode with n = 16
(bottom panel), for a spot with ε = 0.4 and rc = 0.98 R. Each cut has been renormalized
to its maximum. In the case of the quadrupolar mode the phase shift of ξr inside the spot
with respect to the QS solution increases from the center, and reaches its maximum at the
edge of the spot (i.e., for θ = 60◦). The shift then decreases, and ξ̂r smoothly matches the
QS eigenfunction at θ = 90◦.
The phase shift has a different behavior in the case of the radial mode with n = 16, it is
maximum at the center of the spot and then approaches zero at the antipodes (θ = 180◦).
This is in agreement with what was found by Santos et al. (2012), except that in our case
the radial profile of the eigenfunction does not match the QS eigenfunction at the spot
edge.
3.5 Synthetic power spectra for a polar spot
3.5.1 Synthetic light curves
Mode mixing affects observed light curves, as was already pointed out by Dziembowski
and Goode (1996) and Cunha and Gough (2000) in the case of RoAp stars, since it
changes the expected mode visibilities. The production of a realistic synthetic light curve
is a nontrivial task, which requires modeling all the contributions to the emergent intensity
at the photosphere in the observed wavelength range. Here we only model the contribu-
tion of the photospheric pressure perturbations to the intensity fluctuations I induced by
the acoustic wavefield. This in principle requires an explicit relation between the mode
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ℓ=2   =10−2   =0.4   =1.0ǫ ǫ ǫ
Figure 3.10: Amplitude coefficients | p̃`m(r0, ωn ˜̀m)| of equation (3.17) showing the mixing
of the ˜̀ = 2, n = 12,m = 0 mode for three simulations with spot amplitude ε = 0.01 (red
squares), 0.4 (blue asterisks), and 1.0 (black triangles).
displacement and I(θ′, φ′, t) at the stellar surface, which is rather complicated in general
(see Toutain and Gouttebroze 1993).
For the sake of simplicity we assume that I(θ, φ, t) is proportional to the Eulerian
pressure perturbation p(r0, θ, φ, t) measured at r0 = R+ 200 km. We then express I in the
frequency domain as





p̃`m(r0, ω)Ym` (θ, φ), (3.16)
where p`m are the SH coefficients of the pressure, obtained as described in Section 3.3.3
and containing all the contributions to the wavefield in the spectral component (`,m),
including the mixing from other ` , ˜̀ modes. We can explicitly quantify the mixing of a
single mode by writing (see also Equation (3.14))
p̃(r0, θ, φ, ωn ˜̀m) =
`max∑
`=0
p̃`m(r0, ωn ˜̀m)Ym` (θ, φ), (3.17)
where ωn ˜̀m is the mode frequency in the presence of the spot. The values of p̃`m(r0, ωn ˜̀m)
with ` , ˜̀ give the degree of the mixing.
Figure 3.10 shows the coefficients | p̃`m(r0, ωn ˜̀m)| of expansion (3.17) for the n =
12, ˜̀ = 2, m = 0 mode for three different values of ε. Mixing in the ε = 0.01 case is
almost absent. For ε = 0.4 the mixing contribution from the dipole component is negligi-
ble (one order of magnitude smaller), while that from the radial component is 30% of the
leading mode. The mixing increases significantly for ε = 1, reaching 15% for ` = 1 and
72% for ` = 0, thus resulting in extreme distortion of the eigenfunctions for that mode.
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Figure 3.11: Acoustic power vs. ∆ν for ˜̀ = 2, n = 12 and m = 0 (red) ,±1(violet), and ±2
(blue) at an inclination angle i = 80◦, for QS (ε = 0, upper panel) and for a spot located
at a depth of 0.98 R and with ε = 0.01 (second upper panel), 0.4 (third upper panel), and
1.0 (bottom panel). The black dashed lines represent the spectra resulting from the sum of
all the m components. Because of the initial conditions in Equation (3.13), the observed
acoustic power in the |m| > 0 modes is twice the power that would be observed in the case
of stochastic excitation.
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3.5.2 Example power spectrum for ` = 2
As an example we consider now four synthetic power spectra P(ω) of a star with an in-
clination angle i of the polar axis with respect to the line of sight of 80◦, for QS and three
different amplitudes with ε values of 0.01, 0.4, and 1, respectively. To create the spec-
tra we followed the procedure outlined by Gizon and Solanki (2003): starting from the
intensity fluctuations approximated by Equation (3.16), we calculated the disk integrated
intensity Ĩ(ω) in the frequency domain, accounting for projection and limb-darkening ef-
fects (Pierce 2000). The resulting power spectra P(ω) = |Ĩ(ω)|2 vs. ∆ν are shown in Fig.
3.11 for the ˜̀ = 2, n = 12 multiplet. We note that because of the initial conditions we
set (i.e., the choice made in Equation (3.13) of using the same phase in exciting all of the
modes), the |m| > 0 peaks in these spectra are twice as high as the peaks in a spectrum
of acoustic oscillations resulting from stochastic excitation (that is the case for Sun-like
stars). The ε = 0.01 case falls in the linear regime: the visibility of the modes is the
same as that of pure spherical harmonics (observed amplitude ratios correspond to Fig. 2
of Gizon and Solanki (2003), once the residual degeneracy in the m , 0 modes and the
choice of the phase in the initial conditions (3.13) are taken into account) with very little
mixing, as already shown in Fig. 3.10.
The same holds true in the case of ε = 0.4 and 1 for nonaxisymmetric modes (the
differences in shape and height between the peaks in the plots occur because the bin size
is comparable to the HWHM of the peaks for these modes). The m = 0 mode, on the
contrary, departs from the linear regime both in frequency shift (which for ε = 1 becomes
even smaller than that one for |m| = 1) and observed amplitude, as a consequence of the
mixing with other spherical harmonics.
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This work was done in collaboration with L. Gizon, who presented preliminary work
about the linear theory (Gizon 1995, 1998). The core of Section 4.2 is based on Gizon
(1995). I expanded this work to include the effect of centrifugal distortion. I ran the
numerical simulations of Section 4.3. This work is supported by SFB 963 “Astrophysical
Turbulence and Flow Instabilities” (Project A18).
Chapter summary
Stellar acoustic oscillations are influenced by magnetic activity, however it is unclear how
localized magnetic features, such as active regions, contribute to these changes. Also
rotation plays a role, further complicating the structure of the observed acoustic power
spectra. Here we aim to characterize the seismic signature in the acoustic wavefield of
a large active region in a highly active star and in presence of rotation. We used linear
perturbation theory to analyze the combined effect on global acoustic oscillations of a 3D
perturbation to the spherically symmetric solar Model S and in presence of differential
rotation. For the active region we used a simplified model, which accounts for strength
ε and surface coverage of the perturbation. We also explored the nonlinear regime by
means of numerical simulations with the GLASS code. The combined effect of the 3D
perturbation and of rotation on a ` = 2, n = 18 multiplet generates 25 peaks, with 20
peaks clustered near the pure rotational frequencies. As result the observed power spec-
trum of the multiplet departs from its pure rotational shape and develops an asymmetric
profile. Only up to 6 Lorentzian profiles are visible because of the blending peaks. The
inclination angle of observation and the latitudinal position of the active region strongly
affect the asymmetric shape of the observed spectrum, thus making possible to infer the
latitudinal position of the active region. Even if already present at perturbation amplitudes
of ε = 0.005, the nonlinear changes in frequency and amplitude of the peaks in the power
spectrum are almost covered by blending. The nonlinear behavior becomes visible in the
spectrum only in the strongly nonlinear regime.
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4.1 Introduction
In this chapter we ask whether it is possible to detect the asteroseismic signal of a localized
surface perturbation, such as an active region. We focused on stars with a level of activity
higher than the Sun: those stars may have active regions with high surface coverage, and
therefore better chances for detection.
Following the same approach of Goode and Thompson (1992) we used linear pertur-
bation theory to calculate the changes induced in a ` = 2 multiplet by a modeled active
region (AR) and in presence of rotation. It is important to include the effect of rotation, to
correctly reproduce the seismic signal resulting from the combined effect of rotation and
the AR perturbation: in a spherically symmetric star multiplets are (2` + 1)-fold degener-
ate in the azimuthal order m. Rotation completely removes the degeneracy by splitting the
frequencies. However if a second unsteady perturbation is present, then each multiplet in
the observed power spectrum would appear to have more than (2` + 1) peaks.
Since the complex influence of an active region on acoustic oscillations is poorly un-
derstood, we considered a simple two parameters model, accounting for surface coverage
and perturbation amplitude of the AR. We also discussed the changes that would be ob-
served in the theoretical power spectra. As a complement to the linear analysis we also
explored the nonlinear regime of the AR perturbation by means of 3D numerical simu-
lations, using the GLASS code (see Papini et al. 2015, reproduced in this manuscript as
Chapter 3).
4.2 Signature of an active region in the acoustic power:
linear theory
4.2.1 Linear problem in the corotating frame
The normal modes of oscillation of a spherically symmetric nonrotating star are uniquely
identified by three integer numbers: the radial order n, the angular degree `, and the
azimuthal order m, with |m| ≤ `. Each eigenmode is described by a displacement vector
ξ0n`m(r, t) = ξ
0






whereH0 is a linear spatial operator associated to the spherically symmetric star (see, e.g.,
Unno et al. 1989). In spherical polar coordinates the eigenfunctions ξ0n`m(r) are expressed
in a separable form in term of the normalized spherical harmonics Ym` (θ, φ), as











Ym` (θ, φ) (4.2)
where ξ0r,n`(r) and ξ
0
h,n`(r) contain the radial dependency of the eigenfunction, and can be
numerically calculated for a given stellar model. The eigenfrequencies ω0,n` are degener-
ate in the azimuthal order m, as a consequence of spherical symmetry.
We considered two perturbations, the first one due to rotation and the second one
caused by the presence of an active region that is rotating with the star. The last pertur-
bation is unsteady in an inertial frame of reference. The two perturbations completely
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Figure 4.1: Reference frames and angles of the problem. Arrows denote the polar axes of
the coordinate systems R, Rβ, and R̃β. The frame R is fixed with respect to the observer.
The rotation axis of the star is inclined by an angle i with respect to the line of sight. The
frames Rβ and R̃β are corotating with the active region (shaded area) at a constant angular
velocity Ωβ. The polar axis of Rβ is aligned with the stellar rotation axis. In Rβ the active
region is placed at a colatitude β and in R̃β is placed at the pole. In R̃β the active region
extends up to a colatitude α. The x and z axes in panel (b) are the Cartesian axes of the
frame Rβ.
remove the (2`+ 1)-fold degeneracy in m. The effect of rotation of splitting the mode fre-
quencies of a given n`-multiplet is well known, however the combined effect of the two
perturbations is not obvious a priori. Here we aim to investigate these effects on a single
n`-multiplet. In particular we are interested to seek the changes in the power spectrum of
an observed light curve.
Provided that there is only one active region, one can choose a reference frame in
which both perturbations are steady (assuming that rotation is independent of time). We
defined three frames of reference, R, Rβ, and R̃β, all three with the same origin at the
center of the star. Figure 4.1 shows a sketch of the three frames. R is an inertial frame
whose polar axis points toward the observer and is inclined by an angle i with respect
to the rotation axis of the star. The other two frames are both corotating with the active
region at the angular velocity Ωβ with respect to R. The polar axis of Rβ is parallel to the
rotation axis of the star, while the polar axis of R̃β is inclined by an angle β with respect
to the rotation axis. In R̃β the center of the active region is at the north pole.
The angular velocity Ωβ is equal to the surface rotational angular velocity of the star at
the colatitude β. We call r = (r, θ, φ), rβ = (r, θβ, φβ), and r̃β = (r, θ̃, φ̃) the spherical-polar
coordinates associated with R, Rβ, and R̃β respectively.
We first solved the problem in the reference frame Rβ: in this frame each eigenmode
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where M identifies each one of the 2` + 1 perturbed eigenmodes in the multiplet (with
−` ≤ M ≤ `), with eigenfrequency ωM and eigenfunction ξM(rβ). Here OROTβ and O
AR
β
are the two operators describing the perturbations due to rotation and to the active region
respectively. Both operators depend on the colatitude β of the active region.
If the two perturbations are small with respect to the spherically symmetric model,
then to the lowest order of approximation the 2`+1 perturbed eigenfrequencies and eigen-
functions can be written in the corotating frame as








where ξ0m are the unperturbed eigenfunctions of the same n`-multiplet as given by Equa-
tions (4.1-4.2) (n` subscripts are omitted to help reading), and where m is the azimuthal
degree of the spherical harmonics Ym` (θβ, φβ) in the frame Rβ. The M-degeneracy in Rβ is
completely lifted because of the Coriolis force (Ledoux 1951). In writing the perturbed
solutions we made the assumption that the perturbations do not mix states with different
angular degrees or radial orders (i.e., the sum in Equation (4.5) is only in m).
In order to find the perturbed solutions we first defined the inner product between two







ξ∗ · η ρdV (4.6)





= δmm′ . By following the same procedure as Goode and Thompson (1992), we















AMm (β) = δωM(β)A
M
m′(β), (4.7)

























4.2 Signature of an active region in the acoustic power: linear theory
By Introducing the vector AM = [AM
−`, A
M
−`+1, . . . , A
M
` ]
T , Equation (4.7) can be rewritten in
matrix form. Then δωM(β) and AM(β) solve the eigenvalue problem
O(β) · AM(β) = δωM(β)AM(β), (4.9)
where the full perturbation matrix O(β) is
O(β) = OROT(β) + OAR(β) . (4.10)
While the rotation perturbation matrix OROT(β) in the frame Rβ is diagonal (since the an-
gular velocity profile is axisymmetric in that frame), the matrix associated with the AR
perturbation is not. However it can be obtained by first evaluating the diagonal perturba-
tion matrix ÕAR in the frame R̃β, and then rotating it to obtain the perturbation matrix





in the frame Rβ, by means of the matrix operator R(`) with elements R(`)Mm(0,−β, 0) =
r(`)Mm(−β) = r
(`)
mM(β), which performs the rotation (θ̃, φ̃)→ (θβ, φβ) of the spherical harmon-
ics
Ym` (θβ, φβ) =
∑̀
M=−`
Y M` (θ̃, φ̃)R
(`)
Mm(0,−β, 0) (4.12)
via the Euler angles (0,−β, 0), as defined by Messiah (1959). We note that in the case
OROT(β) = 0 (i.e., in presence of solid body rotation and neglecting the effects of coriolis
force and centrifugal distortion), the eigenvectors AM(β) are the column vectors of the ro-
tation matrix R(`)(0,−β, 0), and we may identify ξM(rβ) with the pure spherical harmonic
solutions ξ0M(r̃β) with azimuthal degree M for the magnetic perturbation in the frame R̃β
of the active region.
4.2.1.1 Frequency splitting due to rotation


















where Ω(r, θβ) is the internal angular velocity of the star and integration is performed over
the entire volume V of the star. It follows that Ωβ = Ω(R, β), R being the radius of the
star. The functions Kn`m(r, θβ) are the rotational kernels (Hansen et al. 1977), and Cn` are
the Ledoux constants (Ledoux 1951) that account for the effect of the Coriolis force. The
last term describes the quadrupole distorsion of the stellar surface due to the centrifugal






∣∣∣P|m|` (x)∣∣∣2 dx∫ 1
−1
∣∣∣P|m|` (x)∣∣∣2 dx =
2
3
`(` + 1) − 3m2
(2` + 3)(2` − 1)
(4.14)
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Figure 4.2: (a): Geometrical weight factor Gm′` (α) vs. angular degree ` for m = 0,±1,±2
and α = 8◦. (b): Gm′` (α) vs. α for ` = 2.
where Pm` (x) are the associated Legendre functions and P2 is the Legendre polynomial of
second order. This term is proportional to the ratio of the centrifugal to the gravitational
forces at the surface Ω2eqR
3/(GM), where Ωeq is the surface angular velocity at the equator,
R is the radius of the star, M its mass, and G is the universal constant of gravity. The
centrifugal term is very small in the case of slow rotators (Dziembowski and Goode 1992):
for the Sun its relative contribution to the frequency shifts is ∼ 4 ·10−6, i.e., around 10 nHz
at 3 mHz. However it increases rapidly with rotation, and already for stars rotating few
times faster than the Sun is not negligible (Gizon and Solanki 2004). We note that, since
the value of Q2`m is the same for azimuthal components with same |m|, the centrifugal
term causes an asymmetric shift in the eigenfrequencies of the n`-multiplet.
4.2.1.2 Frequency splitting due to the active region
Modeling the influence of surface magnetic fields on acoustic oscillations is a challenging
problem (Gizon et al. 2010; Schunker et al. 2013). Here we choose to drastically simplify
the physics and to focus on the geometrical aspects of the problem. Let us consider
that the area of the active region extends up to a colatitude θ̃ = α (see Figure 4.1), and
parametrize the perturbation matrix ÕAR in the frame R̃β in the form
ÕARm′m′′ = δm′m′′ω0,n` εn` G
m′
` (α) , (4.15)
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` (α) is a geometrical weight factor accounting for the surface coverage of the
active region. For small values of α, this term sharply decreases as |m′| increases, as
shown in Figure 4.2a.
The parameter εn` measures the relative magnitude of the effect of the AR perturbation
and contains all the physics. If the perturbation is strongly localized near the surface then
the value of εn` increases with the radial order n, since the position of the upper turning
point of a mode is frequency dependent. Calculating the actual value of εn` goes beyond
the scope of this work, and we will leave it as a parameter. We note that, while the value
of εn` is the same for the whole n`-multiplet, Gm
′
` (α) changes with m
′ and hence it will
shape the multiplet in the observed power spectrum. The elements of the matrix OAR in









4.2.1.3 Power spectrum in the observer’s frame: (2` + 1)2 peaks
Given particular values for α, β, and εn` the eigenvalue problem (4.9) can be solved. The
last operation consists in transforming the solutions (4.4) and (4.5) to the observer’s frame
R and to build a synthetic power spectrum, so to relate the results to observations.
As a first step we need to find an expression that relates (ωM, ξM) to the observed
intensity. For the sake of simplicity we assume that the variation I(θβ, φβ, t) induced by the
acoustic oscillations in the emergent photospheric intensity is proportional to the Eulerian
pressure perturbation of the acoustic wavefield (Toutain and Gouttebroze 1993), measured
at r = R at the stellar surface. The pressure perturbation p of the acoustic wavefield is
related to the displacement ξ through the linearized adiabatic equation
p = −ρc2s∇ · ξ − ξ · ∇P0, (4.17)
where P0 and c2s are the pressure and the squared adiabatic sound speed of the star.
Through Equation (4.5), one can show that the pressure perturbation pM(r, θβ, φβ) of an
eigenmode M takes the form










` (θβ, φβ), (4.18)
where p0m(R, θβ, φβ) are the pressure eigenfunctions of the unperturbed stellar model.
Acoustic oscillations in Sun-like stars are stochastically excited and damped by tur-
bulent convection, therefore the intensity variation is a random sample from a probability
distribution. Since in the corotating frame Rβ the perturbation is steady, I(θβ, φβ, t) is a
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stationary process in that frame. An expression for the intensity variations I(θβ, φβ, ω) in
the Fourier space that has the above statistical properties is
















where L(ω) is a Lorentzian line profile
L(ω) =
1 + (ω − ωM
Γ/2
)2−1 , (4.20)
appropriate for exponentially damped oscillators (Anderson et al. 1990) with full width
at half maximum (FWHM) Γ. In Equation (4.19) the NM(ω) are independent complex







Since I(θβ, φβ, t) is real, in Equation (4.19) we only model the positive-frequency part of
the spectrum. The negative-frequency part is related to the positive part by I(θβ, φβ,−ω) =
I∗(θβ, φβ, ω).
In the time domain, the intensity I(θ, φ, t) as seen by the observer in the inertial frame
R is obtained through a passive rotation by the euler angles (0,−i,Ωβt), that transforms
(θβ, φβ) to (θ, φ), where θ = 0 is the direction of the observer. To perform the rotation
we take advantage of the spherical harmonic formulation. In the frequency domain, the
rotation by the angle Ωβt has the effect of shifting each m-component of I(θβ, φβ, ω) in
frequency ω → ω − mΩβ. The other rotation introduces the rotation matrix r
(`)
m′m(−i), as
defined by Messiah (1959). The intensity in the frame R then reads













M (ω − mΩβ)NM(ω − mΩβ). (4.22)
The observed disk-integrated intensity in the frequency domain is obtained by integrating







dθI(θ, φ, ω)W(θ) cos θ sin θ , (4.23)
where W(θ) is the limb-darkening function. The components with m′ , 0 in Equation


















dθY0` (θ, φ)W(θ) cos θ sin θ (4.25)
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accounts for limb-darkening and projection effects. The matrix elements r(`)0m(−i) may be







Let us call P(ω) = |Iobs(ω)|2 the observed power spectrum of the oscillations. P(ω) is
a realization of the expected power spectrum P(ω). The expectation value of the power
spectrum is a sum over terms of the form E[N∗M(ω−mΩβ)NM′(ω−m
′Ωβ)], where indices
M,m,M′,m′ are integers between −` and +`. These terms are zero for M , M′ or m , m′,
therefore the formula





PMm (i, β)LM(ω − mΩβ) (4.26)
describes the observed limit power spectrum. For positive frequencies, P(ω) for a n`-
multiplet is then the sum of (2` + 1)2 Lorentzian profiles, centered at frequencies
ωMm (β) = ωM(β) + mΩβ = ω0 + δωM(β) + mΩβ (4.27)
with peak amplitudes









4.2.2 Power spectrum: asymmetric profiles and blended peaks in n`-
multiplets
In this section we evaluated the signal imprinted in a ` = 2, n = 18 multiplet by a large
active region, in a star rotating with a period of 8 days, i.e., ∼ 3.5 times faster than the Sun.
For the calculation of the unperturbed eigenmodes (ωn`, ξn`) we employed the ADIPLS
software package (Christensen-Dalsgaard 2008a), using the solar Model S (Christensen-
Dalsgaard et al. 1996) as background model. The unperturbed frequency of the multiplet
is ωn`/2π ' 2756.95 µHz.
4.2.2.1 Rotation model
To calculate the rotational splitting we used the rotation profile of Gizon and Solanki
(2004), rescaled to the desired rotation period. Figure 4.3 shows the rotational splittings
of the ` = 2, n = 18 multiplet as a function of β and in the frame Rβ, as given by Equation
(4.13). The shifts are negative for negative azimuthal orders (the opposite applies to
positive m values) if the active region is at the pole, but they increase as the AR colatitude
increases. Gray lines show the splittings for m = 0,−1,−2 resulting from the neglect of
the centrifugal distortion (splittings for m > 0 have opposite sign with respect to those
with negative ms). The centrifugal term considerably affects the rotational splittings, for
it shifts the m = 0 mode and introduces an asymmetry in the shifts between positive and
negative azimuthal orders m, with a maximum frequency shift of more than 100 nHz.
Therefore this term must be included when performing the analysis.
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Figure 4.3: Rotational splittings OROTmm (β) of the ` = 2, n = 18 multiplet vs. active region
colatitude β, as given by Equation (4.13) (black lines) for a star with a rotation period of
8 days, for m = 0 (solid line), |m| = 1 (dash-dotted line) and |m| = 2 (dashed line). The
gray lines are the resulting splittings if one neglects the centrifugal term. In this case only
zero and negative ms are shown, and positive m values satisfy OROT−m−m(β) = −O
ROT
mm (β).
4.2.2.2 Model parameters for a large active region
Modeling the effects of surface magnetic activity on acoustic oscillations is challenging:
there are indeed direct effects associated with the magnetic fields (see, e.g., Gough and
Thompson 1990), but also indirect effects due to changes in the stellar stratification caused
by activity. To give an estimate of εn` we considered only the indirect effects and we
assumed that the active region changes only the internal sound speed stratification. By
labeling with ∆c2 the signed square of this change, we can write an expression for εn` in























where ρ(r) is the density of the stellar background. Here the integral concerning the
perturbation is performed over the active region and the boundary conditions are kept
unchanged.
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From observations of p-mode frequency changes during the solar cycle, Libbrecht and
Woodard (1990) have shown that the (positive) frequency shifts are almost independent
on ` and increase with frequency, thus indicating that the effects of magnetic activity on
acoustic oscillations are confined near the surface. Assuming that the perturbation extends
a few pressure scale heights deep just below the photosphere, and setting ∆c2/c2 ' 10%
in that region, we obtained εn` = 0.003 for ` = 2, n = 18. This estimate is far from being
realistic, but it provides a basis to work with.
The surface coverage of active regions in stars, as inferred by Doppler imaging of
dark spots, spans from less than percent up to 11% (Strassmeier 2009). Here we focused
on two different surface coverages of 4% and 8% respectively, and set cosα = 0.92 and
0.84 accordingly (i.e., α ' 23◦ and 32◦) in Equation (4.16). We considered three AR
colatitudes β = 20◦, 50◦, and 80◦, i.e. one near the pole of the star, one at mid latitudes,
and the last near the equator.
4.2.2.3 Example power spectrum for the ` = 2, n = 18 multiplet
We solved the eigenvalue problem (4.9) for the selected set of values of α, β, and εn`, by
employing Jacobi’s method (Press et al. 1992). The explicit expression for the rotation
matrices was found by using the Wigner formula (Messiah 1959).
Figure 4.4 displays the different contributions to the frequency changes induced by
rotation and the AR perturbation, together with the theoretical peaks in the observed
acoustic power, for one of the selected cases. The peak amplitudes were calculated by
using Equation (4.28) and by employing the formulation of Pierce (2000) for the limb-
darkening function.
Figure 4.5 to 4.10 show the resulting observed power spectra in the different configu-
rations for three different angles of observation, i = 30◦, 50◦, and 80◦ respectively. The
corresponding theoretical Lorentzian envelope (solid line) was calculated by means of
Equation (4.26). In the spectrum we set a value for the FWHM of Γ/2π = 1 µHz, typical
for this multiplet in the Sun (Chaplin et al. 2005).
As a common feature in all spectra only the M = 0 component in each m-quintuplet
displays a significant shift. All the other peaks are clustered near the frequencies of pure
rotational splitting (see also Figure 4.4). This is due to the fact that the axisymmetric
modes in the reference frame R̃β of the active region are more affected by the AR pertur-
bation (as found in Papini et al. 2015). As result the term with m′ = m′′ = 0 in ÕAR is
dominant, and so is the corresponding eigenvalue δωM=0. However with increasing sur-
face coverage also the frequency shifts of the non-axisymmetric modes increase and the
peaks get less clustered. This behavior arises only from geometry considerations.
The peaks within the same m-quintuplet reveal a fine structure, and all the peaks have
different amplitudes, thus resulting in an asymmetric profile for the Lorentzian envelope.
It is evident that is not possible to resolve all the (2` + 1)2 peaks of the spectrum, and
an observer would identify only some more than 2` + 1 peaks. In particular in the cases
shown here it is possible to identify from 5 to 6 peaks for i = 80◦, up to 7 for 55◦,
and from 3 to 5 for i = 30◦, the additional peaks coming from the most shifted M = 0
mode. Because of the big shift in frequency the M = 0 peaks are blended with peaks of
different m-quintuplets. This blending increases with activity (Figures 4.8 -4.10). As a
consequence is not possible to identify a Lorentzian profile for each single m-quintuplet.
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4.2 Signature of an active region in the acoustic power: linear theory
















































Figure 4.5: Acoustic power vs. (ω − ωn`)/2π for the ` = 2, n = 18 multiplet observed
at three inclination angles i = 30◦, i = 55◦, and 80◦, for a star with a rotation period of
8 days and in the case of an active region with εn` = 0.003, β = 20◦, and for a surface
coverage with α = 23◦. Vertical lines show the theoretical peaks for m = 0,±2 modes
(black) and m = ±1 modes (red). The resulting Lorentzian envelope (solid line) was
obtained by using the solar value of 1 µHz for the FWHM. The dashed line plots the
observed pure rotational spectrum, which is asymmetric because of centrifugal distortion
(Equation (4.13)).
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Figure 4.6: Same as in Figure 4.5, but for an AR colatitude β = 50◦.
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Figure 4.7: Same as in Figure 4.5, but for an AR colatitude β = 80◦.
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Figure 4.8: Same as in Figure 4.5, but for a surface coverage with α = 32◦.
66
4.2 Signature of an active region in the acoustic power: linear theory
















































Figure 4.9: Same as in Figure 4.5, but for an AR colatitude β = 50◦ and a surface coverage
with α = 32◦.
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Figure 4.10: Same as in Figure 4.5, but for an AR colatitude β = 80◦ and a surface
coverage with α = 32◦.
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This would happen also with decreasing rotation period. Figure 4.8a shows an extreme
case in which both the M = 0,m = 0 and the M = 1,m = 1 peaks equally contribute to
form one Lorentzian peak.
The resulting observed Lorentzian envelope is very sensitive to the latitudinal position
of the AR and to the inclination angle: the observed spectrum in Figure 4.7a is near the
pure rotational spectrum, while the same configuration observed from a different incli-
nation angle (Figure 4.7c) shows a more asymmetric profile with additional peaks. The
sensitivity of the spectrum to the colatitude of the AR is evident by looking at the dif-
ferences between the figures, and is due both to the variation with β of the rotational
splittings (Figure 4.3) and to the increasing amplitude with β of the nondiagonal elements
in the rotation matrix R(`) in Equation (4.10). Spectra with same colatitude β and incli-
nation angle i, but different surface coverage α, are similar, this however do not indicates
that the shape of the Lorentzian profiles has a weak dependence on the surface coverage of
the AR, but rather that the effect of Gm` (α) in these two cases is similar, as can be deduced
from Figure 4.2b.
In a real observation the power spectrum is not as clean as in the previous figures, due
to the stochastic excitation of the acoustic modes induced by the near-surface turbulent
convection and to noise, whose origin is both stellar and instrumental. To illustrate this
effect, in Figures 4.11-4.13 the power spectra in the cases of higher activity (Figures 4.8-
4.10) have been replotted together with a realization of the power spectrum, created by
taking the modulus squared of Equation (4.24). An additional Gaussian random noise
with a signal-to-noise ratio of 100 was prescribed (see, e.g., Gizon and Solanki 2003).
Indeed the realization noise considerably degrades the spectrum, however in some cases
is still possible to distinguish between the pure rotational spectrum and the spectrum
resulting from the presence of the AR.
Figures 4.11-4.13 suggest that the asymmetry in the Lorentzian envelope is the observ-
able imprint of the active region in the power spectrum. In a simple attempt to characterize
it we calculated the mean frequency shifts of each m-quintuplet in the ` = 2, n = 18 multi-
plet, by taking a power-weighted average of the clustered M , 0 frequency shifts for each
m. Remarkably, the resulting averaged shifts are independent on the inclination angle,
since all the peaks within the same m-quintuplet have the same visibility. Therefore for
an AR with a given strength and surface coverage they only depend on the colatitude β.
Figure 4.14 shows a contour of the observed power spectrum with i = 80◦ and α = 23◦
as a function of β, with superimposed the power-weighted averaged frequency shifts of
the M , 0 peaks (red-dashed lines) and the shifts of the M = 0 peaks (red-dotted lines).
The averaged shifts nicely follow the Lorentzian peaks. We also see that except for the
uppermost M = 2,m = 2 peak, all the other M = 0 peaks overlap with the averaged
M , 0 peaks, making difficult to separate the contributions to the power spectrum of the
single m-quintuplets.
In Figure 4.15 we further averaged the frequency shifts over the same |m|. Therefore
the final averages are independent on both the inclination angle and rotation, with the
exception of centrifugal distortion, and only depend on the AR perturbation. This is
the imprint in the observed frequencies of the active region. Here we clearly see the
dependence of the frequency shifts on the AR colatitude: the shifts are maximum with
the AR at the pole, and then generally decrease (in absolute value) as the AR latitude
decreases. The solid thick line indicates the shifts of the M = 0 peaks averaged over |m|,
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Figure 4.11: Three realizations of the power spectrum (gray lines) of the theoretical spec-
tra in Figure 4.8. The Lorentzian envelope (solid line) was used as expectation value for
the power spectrum. The dashed line plots the observed pure rotational spectrum corre-
sponding to 6 months of continuous observations. A signal-to-noise ratio of 100 has been
used.
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Figure 4.12: Same as in Figure 4.11, but for an AR colatitude β = 50◦.
71
4 On the asteroseismic signature of a large active region



















































Figure 4.13: Same as in Figure 4.11, but for an AR colatitude β = 80◦.
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Figure 4.14: Contour of the acoustic power as a function of the active region colatitude β,
for the ` = 2, n = 18 multiplet and for εn` = 0.003, α = 23◦, and i = 80◦. The red lines
show the power-weighted averages of the frequency shifts for M , 0 in each m-quintuplet
(dashed lines) and the shift of the M = 0 peaks (dotted lines).
which completely overlap. Gray lines show the same averaging but for a pure rotational
multiplet, which results in a constant offset due to centrifugal distortion.
4.3 Nonlinear frequency shifts and amplitudes in synthe-
tic power spectra from numerical simulations
We now explore the nonlinear regime of the AR perturbation by means of numerical
simulations in the time domain. For the study we used the GLASS code with the same
numerical setup employed in Papini et al. (2015).
Running numerical simulations for different values of β and different perturbation am-
plitudes is computationally expensive. Instead we performed simulations for a 3D polar
perturbation to the sound speed in the case of a star with no rotation (this is equivalent
to solve the numerical problem in the reference frame R̃β), and we introduced the ef-
fect of rotation later in processing the output. The approach has the advantage that, for
a given amplitude of the AR perturbation, we only need to run one simulation in order
to calculate the power spectrum for any given value of β and rotation period. However
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Figure 4.15: Averaged frequency shifts induced by the active region vs. active region
colatitude β, for the ` = 2, n = 18 multiplet and for εn` = 0.003 and α = 23◦. The shifts
are averaged for each m over the 2` peaks with M , 0, and then averaged over the same
|m| to remove the effect of rotation, except the centrifugal distortion. The black solid line
is for m = 0, the dash-dotted line is for |m| = 1, and the dashed line is for |m| = 2. Gray
lines result from the effect of the centrifugal distortion only. The black solid thick line at
the top indicate the shift of the M = 0,m = 0 peak.
we can only reproduce solid body rotation, and it is not possible to include the effects of
centrifugal distortion and of the Coriolis force, therefore in each n`-multiplet we expect
to find (2` + 1)(` + 1) peaks instead of (2` + 1)2. Nonetheless the results are useful for
exploring the nonlinear regime of the AR perturbation. We note that, as a consequence
of neglecting these rotational effects, M identifies the azimuthal degree of the spherical
harmonics Y M` (θ̃, φ̃) in the frame R̃β (see Section 4.2.1).
We considered a 3D perturbation to the square sound speed of the form (see Equation
3.7)
∆c2(r, θ̃) = εc20(r) f (r; rc)g(θ̃), (4.30)
that in R̃β describes a perturbation of amplitude ε1 placed at a depth R−rc, with a Gaussian
profile in radius multiplied by a raised cosine f (r; rc) and with a raised cosine profile g(θ̃)
in colatitude. For the explicit form of f (r; rc) and g(θ̃), and for other details concerning
the simulation setup we refer to Papini et al. (2015). As g(θ̃) is defined, the perturbation
1N.B.: the ε defined here is not the εn` introduced in Equation (4.15).
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is placed at the pole.
4.3.1 Synthetic power spectrum with rotation
Building a synthetic power spectrum in principle requires calculating all the contributions
to the intensity at the photosphere in the visible part of the electromagnetic spectrum. Here
we are only concerned with the contributions of the acoustic wavefield. As in Section
4.2.1.3 we assume that the intensity fluctuations are proportional to the Eulerian pressure
perturbation measured at r0 = R + 200 km above the surface (see Papini et al. 2015).
In the simulations all the modes were excited at the beginning with the same phase,
therefore in order to recover the limit power spectrum in the case of stochastic excitation
we employed the following procedure. The contribution to the intensity IM(θ̃, φ̃, t) of all
the different n` modes with the same M takes the form





p`M(r0, t)Y M` (θ̃, φ̃)
}
, (4.31)
where p`M(r0, t) are the coefficients of the spherical harmonic decomposition of the wave-
field pressure p(r0, θ̃, φ̃, t) at the time t in the frame R̃β, given in output by GLASS, and
`max gives the spectral resolution of the spherical harmonic decomposition. By using
Equation (4.12) we expressed each Y M` (θ̃, φ̃) in terms of the spherical harmonics Y
m
` (θ, φ)
in the frame R, by means of two consecutive rotations of the Euler angles (0,−i,Ωβt)
and (0, β, 0). This was followed by an integration over the visible disk, to obtain the













Then a Fourier transform in time was performed, in order to obtain the observed intensity
ImM(ω) in the frequency domain. Finally we derived the expression for the limit power







that is analogous to Equation (4.26), but for the entire wavefield.
For the nonlinear study we chosen a perturbation with rc = 0.98 and ε = 0.1, which
for ` = 2, n = 18 results in a value εn` ' 0.005, that is, roughly twice the value used in the
linear analysis. The simulation run for 108 days (stellar time), in order to reach an accu-
racy of ∼ 0.11 µHz in the frequency domain. In the simulations the wavefield is affected
by a numerical damping, that grows with frequency with an exponential dependence. This
caused the peaks in the simulated spectra to have a Lorentzian shape. We took advantage
of numerical damping and for the analysis we selected two ` = 2 multiplets: one with
n = 18 and a FWHM comparable to that observed in the Sun, the other with n = 12
and a FWHM small enough to resolve all the mM peaks in the multiplet and thus better
characterize the nonlinear effects.
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Figures 4.16 and 4.17 show the observed power spectra of the two selected multiplets,
in the case of β = 80◦ and two inclination angles, i = 30◦ and 80◦. The peaks of the n = 12
multiplet have a FWHM of Γ/2π ' 0.2 µHz, small enough to separate almost all the 15
peaks, while the peaks of the n = 18 multiplet have Γ/2π ' 1 µHz, and only few peaks
are well resolved. Each spectrum is normalized with respect to the uppermost M , 0
peak. The simulated power spectrum (black line) of the ` = 2, n = 12 multiplet is well
reproduced by the spectrum predicted by the linear theory (red dot-dashed lines), except
for the peaks corresponding to the M = 0 mode (vertical red lines show the M = 0 peaks
from linear theory), which are less shifted in frequency and have smaller amplitudes.
In the case of the ` = 2, n = 18 multiplet the nonlinear effects are less visible, due to
the overlapping of the Lorentzian profiles. To help the discussion a blue line displays
the contribution to the power spectrum of the M = 0 peaks, and shows that also for
this multiplet the M = 0 component of the spectrum deviates from the linear behavior,
both in frequency and amplitude (the Lorentzian envelopes drawn by the blue line are
incompatible with amplitudes and frequencies defined by the vertical red lines). With
increasing ε the wavefield-AR interaction enters in the strongly nonlinear regime, and
for a perturbation with ε = 0.4 results in a massive distortion of the multiplet’s power
spectrum, with respect to the spectrum predicted by linear theory (see Figure 4.18 and
4.19). The distortion is mainly caused by the increasing mixing of the modes (see Section
3.5.1).
Here two different behaviors are evident. In the ` = 2, n = 12 multiplet the M = 0
peaks are almost suppressed, while the same peaks for the ` = 2, n = 18 are strongly
enhanced. Also the peaks with M = 1 start to deviate from the linear prediction. This is
in agreement with what found in Papini et al. (2015) for the nonrotating case.
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Figure 4.16: Acoustic power vs. frequency (ω − ωnl)/2π for the ` = 2, n = 12 (top
panel) and n = 18 (bottom panel) multiplets, as observed at an inclination angle i = 80◦
for a star with a rotation period of 8 days (solid body rotation) and β = 80◦, and for a
perturbation with ε = 0.1 and rc = 0.98 (Equation (4.30)). The black line shows the
power spectrum extracted from a simulation performed with GLASS, the red dot-dashed
line indicates the theoretical spectrum as resulting from linear theory. Vertical lines show
the theoretical peaks from linear theory, in red for M = 0 and in black for M , 0. The
blue line displays the contribution of the M = 0 peaks to the simulated power spectrum.
The n = 12 multiplet has a FWHM of Γ/2π ' 0.2 µHz, while the n = 18 multiplet has
Γ/2π ' 1 µHz.
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Figure 4.17: Same as in Figure 4.16, but for i = 30◦.
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Figure 4.18: Same as in Figure 4.16, but for ε = 0.4.
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Figure 4.19: Same as in Figure 4.16, but for ε = 0.4 and i = 30◦.
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5 Conclusions
In this thesis I used forward modeling to investigate the interaction of global acoustic
modes of oscillation with localized structures. This study should help identify the signa-
ture of starspots and active regions in asteroseismic observations.
5.1 Conclusions of chapter 2
The use of a numerical code to perform linear time domain simulations required the con-
struction of a stellar background model which is convectively stable. The stabilization
method devised offers several advantages, as it completely removes the convective insta-
bility and it is not tuned to a particular model, but can be applied to any stellar model.
Moreover, important properties of the original model (such as hydrostatic equilibrium and
seismic reciprocity, if present) are preserved.
Connected to the problem of stabilization, a perturbative approach was proposed to
approximately recover the wavefield of the original unstable model, by using linear time-
domain numerical simulations.
The method requires the relative change ∆N in the buoyancy frequency between the
stable and the unstable model to be ∆N2/2ω2 . 1, where ω is the wave angular frequency.
Whether this condition is fulfilled depends on the model of convection used. In this work
we used the standard solar Model S, which is based on a mixing-length theory (MLT)
of convection (by setting αP = 1.990, see Christensen-Dalsgaard 2008b, Appendix
2 and references therein), such that ∆N2/2ω2 < 1.1 at ω/2π = 3 mHz in the highly
superadiabatic layer. Model S does not include the treatment for turbulent pressure.
Other models of convection (including turbulent pressure, MLT with different mixing-
length parameters, nonlocal MLT, models from 3D simulations) may result in different
superadiabatic gradients (as shown by, e.g. Trampedach 2010, Figure 4), leading to either
higher or lower values of ∆N2/2ω2. In addition, the peak in the superadiabatic gradient
strongly depends on the Sun-like star under consideration which, for increasing values of
log g, shows a decreasing amplitude and an increasing width of the superadiabatic peak
(see Trampedach 2010, Figure 2).
Because we are ultimately interested in running 3D simulations of wave propagation
in the presence of magnetic activity, it is important to ask about the influence of magnetic
fields on superadiabatic gradients in the near surface layers. For that purpose, we mea-
sured N2 in the realistic 3D sunspot simulation of Braun et al. (2012). It follows, using
the condition for convective instability in the presence of vertical magnetic fields (Gough
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Figure 5.1: Square of the buoyancy frequency in presence of a sunspot, from the simu-
lations of Braun et al. (2012): in the umbra (red line) (circular average on the first 2 Mm















that the magnetic field B has a stabilizing effect. Therefore it is likely that enforcing
N2 > 0 in the quiet Sun is a sufficient condition for stability in the presence of magnetic
activity.
Figure 5.1 shows that the value of ∆N2 in the sunspot (where the magnetic-field am-
plitude exceeds 3000 G) is reduced by a factor of about four. In plage regions (with
a magnetic-field amplitude B ≈ 100 G, at a distance of 20 Mm from the center of the
sunspot), ∆N2 is only slightly reduced (Figure 5.1).
While more tests are needed, we expect that the proposed approach for performing
time-domain simulations of wave propagation will find applications both in local and
global helioseismology.
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5.2 Conclusions of chapter 3
Using 3D linear numerical simulations, I investigated the changes in global acoustic
modes with ` ≤ 2 induced by a localized sound speed perturbation at a depth R − rc and
with relative amplitude ε, mimicking the changes caused by a starspot with a polar cap
configuration. The effect of rotation was not included. A parametric study considering
different values for rc and ε was performed.
Results have shown that the interaction of the wavefield with a polar spot strongly
affects the axisymmetric modes, which show a nonlinear behavior increasing with ε, for
ε & 0.2. The frequency shifts for radial modes exceed the shifts predicted by linear theory,
while the shifts for the ` = 2,m = 0 modes are smaller than predicted by linear theory
and cross the |m| = 1 modes at a frequency that decreases with increasing ε or decreasing
depth. For modes with m , 0 linear theory successfully predicts the correct frequencies,
however, the m = 1 modes start to deviate from the linear regime at ε ' 0.8.
The nonlinear changes, with ε, in the mode frequencies and mode mixing (result-
ing from the distortion of eigenfunctions) will play a role in the correct identification of
the modes. Strong mode mixing may also cause ` > 2 modes to become visible in the
observed spectrum (see, e.g., Dziembowski and Goode 1996).
In this context, a global comparison of the frequency shifts in all n`-components (as
done, e.g. in Figure 3.4) would help in the correct identification of the modes and in
exploiting the nonlinear behavior of the axisymmetric modes, thus characterizing the per-
turbation.
5.3 Conclusions of chapter 4
In this chapter stellar rotation was introduced and a localized perturbation describing a
corotating active region was placed at different latitudes. In such a system, the perturba-
tion is unsteady in any inertial frame of reference. The active region is characterized by
its surface coverage and a perturbation amplitude εn`. We considered surface coverages
of 4% and 8% of the stellar surface, in the range of observed values (Strassmeier 2009).
In the linear regime of the perturbation, the power spectrum of the low-degree modes
revealed a complex structure: the combined effects of rotation and the active-region per-
turbation cause each n`-multiplet to appear as (2`+1)2 peaks, each of them with a different
amplitude (Goode and Thompson 1992; Gizon 1998). Among these, 2`(2` + 1) peaks are
clustered near the frequencies of pure rotational splitting, while the other 2`+ 1 peaks are
shifted to higher frequencies. As a consequence, the power spectrum develops a complex
and asymmetric profile and shows more than the standard 2` + 1 peaks in a multiplet.
The number of resolved peaks in the observed spectrum is sensitive to the latitudinal
position of the active region and to the inclination angle i. The inclination angle plays a
major role in shaping the multiplet, as it determines the visibility of the modes. We find
that the complexity of the power spectrum increases with the colatitude β of the active
region, due to the increasing amplitude of the nondiagonal elements in the perturbation
matrix. For fast rotating stars, the effect of centrifugal distortion is significant and must




Numerical simulations, performed to explore the nonlinear regime of the perturbation,
have shown that the M = 0 peaks deviate from the linear behavior for εn` & 0.005.
Depending on the n`-multiplet in the power spectrum, the amplitude of these peaks is
either reduced or enhanced, due to mode mixing (Section 3.5.1). These results suggest
that for active regions of sizes comparable to the largest ones observed with Doppler
imaging (Marsden et al. 2005), the calculations should be carried out in the nonlinear
regime.
5.4 Outlook
In this thesis we have studied the observational signatures of a large starspot or an active
region in the power spectrum of low-degree acoustic oscillations. We discussed the com-
plex appearance of mode power in azimuthal mode multiplets due to the unsteady nature
of the perturbation. Numerical simulations with GLASS could be used to identify modes
in strongly magnetized stars. Future work may include more realistic models of starspots
and active regions, which account for the direct magnetohydrodynamic (MHD) effect of
magnetic fields on the acoustic wavefield (e.g., Cameron et al. 2011).
Guided by the simulations presented in this thesis, future work should include the
search for the seismic signature of starspots in oscillation power spectra from the Ke-
pler mission. The search for asymmetric line profiles requires power spectra with high
signal-to-noise ratios from stars with large starspots. It may be possible to detect the aster-
oseismic signature of starspots in Sun-like pulsators from the Kepler catalog that are more
active than the Sun. The PLATO mission (Rauer et al. 2014), to be launched in 2024, will
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