We analyze cyclic cell modules over walled Brauer algebra in terms of a certain normal form. The latter allows us to decompose the algebra into the generating set and annihilator ideal of a certain cyclic vector. In addition, we show that the numbers of reduced basis monomials of given length coincide with those for the symmetric group. For the semisimple case we utilize the theory of differential posets to calculate the dimensions of modules in terms of the paths in Bratelli diagram. It turns out that the number of primitive idempotents is the same as for the symmetric group.
Introduction
The first studies of the walled Brauer algebra B r,s (δ), see [T, K, BCHLLS] , were motivated by interest in the Schur-Weyl duality for the group GL δ (C). If δ ∈ N it relates mutually commuting actions of B r,s (δ) and GL δ (C) on the mixed tensor product V ⊗r ⊗ (V * ) ⊗s of the natural representation ant its dual for GL δ (C).
The walled Brauer algebra B r,s (δ) is an associative unital (r + s)!-dimensional algebra * defined for all δ ∈ C. It contains group algebra C [S r × S s ] and, in particular, B r,0 (δ) ∼ = CS r and B 0,s (δ) ∼ = CS s as subalgebras. Semisimplicity of B r,s (δ) takes place along with one of the following conditions [CDDM, N] : r = 0 or s = 0, δ / ∈ Z, |δ| > r + s − 2, δ = 0 and (r, s) ∈ {(1, 2), (1, 3), (2, 1), (3, 1)}. Representation theory of B r,s (δ) is based on a certain cellular algebra structure [CDDM] originally analyzed with the use of walled diagrams (see Section 2) which provide convenient graphical representation for the basis of B r,s (δ). Left regular module is described in terms of cell modules C r,s (λ) (here λ = (λ L , λ R ) ∈ Λ r,s is a bipartition, see Section 3).
In the present paper we propose the normal form B r,s of B r,s (δ) (i.e. the set of basis monomials in generators with minimal length) which reveals the following useful properties.
At first, elements of B r,s have factorized form f contains noninvertible generators and will be specified in Section 2. Normal form (1.1) agrees with the natural embeddings B r,s−1 (δ) ⊂ B r,s (δ) and B r,0 (δ) ⊂ B r,1 (δ): in all cases restriction of B r,s to the subalgebra is obtained by restriction of words to smaller amount of generators. Moreover, factorized structure of (1.1) will be utilized to find the generating function for the numbers of independent reduced words of given length ν ℓ in B r,s (δ) (Lemma 2.2): Remarkably, the result coincides with the analogous generating function for the symmetric group † S r+s . * "The history of the definition of this algebra is as follows. Turaev [T] was the first to define it by a presentation; he also pointed out to the second author that it is (r + s)!-dimensional and resembles the group algebra of the symmetric group. The walled Brauer algebra was independently defined in [K] " [NV] .
† This was suggested to one of us in private communication by O. Ogievetsky as a conjecture.
Decomposition of B r,s into B (f )
r,s with f = 0 . . . min(r, s) manifests the cell structure of B r,s (δ) mentioned above. Namely, there is a sequence of ideals B r,s (δ) = CJ 0 ⊃ CJ 1 ⊃ . . . ⊃ CJ min(r,s) ⊃ {0} [CDDM] which is conveniently written down in terms of (1.1) as follows In particular, we explicitly get B r,s (δ)
We further make use of the normal form (1.1) to formulate cell modules C r,s (λ) in terms of generators of B r,s (δ). In [BS] it was mentioned that the cell modules are cyclic: they are B r,s (δ)-images of certain vectors v ∈ C r,s (λ). In terms of (1.1) we present the generating set and annihilator ideal of a particular vector and thus prove the following Theorem.
Theorem 1.1 For any module C r,s (λ f ) over B r,s (δ) (λ f ∈ Λ r,s (f )) generated from the cyclic vector v f there is a basis A f ∪ X f of B r,s (δ) given respectively by the annihilator ideal of v f and the generating set.
This particular result extends the one of [FP] for the representations of CS n . For the construction of [FP] the authors extensively use the fact that CS n is a group algebra. The latter is not true for B r,s (δ) which is rather a monoid algebra because it contains non-invertible basis monomials. To our knowledge, extension of general construction of [FP] beyond group algebras is lacking, therefore due to the the positive result of Theorem 1.1 we find it desirable to have a general method like that in [FP] for decomposing an algebra into generating set for a cyclic module and its annihilator ideal to representation theory of specific monoid algebras, for example cyclic cellular algebras [BE] .
It appears that normal form (1.1) is also appropriate for the quantum deformation qB r,s (δ, q). In [KM] the basis of qB r,s (δ, q) analogous to (1.1) was introduced for a specific value of δ and generalized to all values in [H] . A possibility of having similar normal forms in both qB r,s (δ, q) and its classical (q → 1) limit B r,s (δ) is due to the fact that qB r,s (δ, q) is a flat deformation of B r,s (δ), meaning that (definition from [OP] ) qB r,s (δ, q) is a free C [q, q −1 ]-module of the same dimension as B r,s (δ). Another outcome of the present paper consists in implementing the theory of differential posets [S] to perform combinatorial calculations concerning dimensions of simple modules over semisimple B r,s (δ) in a purely algebraic fashion. Aside from the already known results for the dimensions of simple modules and for B r,s (δ) itself we calculate the sums of dimensions of simple modules in terms of a generating fuction. In more detail, we make use of Gelfand-Tsetlin basis with vectors labelled by chains on the branching graph (Bratelli diagram) Γ (B r,s (δ)) [JK] . Instead of paths in Γ (B r,s (δ)) we consider random walks in the colored square of the Young's lattice Y 2 = Y L × Y R with vertices being pairs of Young diagrams λ = (λ L , λ R ) and colored edges of two types a = L, R such that projection of vertices to λ L (λ R ) with the set of L(R)-edges gives the Young graph Y L(R) . By generalizing the construction of [S] we arrive at the unitary representation (Fock module) of a direct sum of two Weyl algebras CY 2 with "vacuum" vector Ø and operators D a , U a = D † a such that D a Ø = 0 and non-zero commutation relations read
where I is identity operator. The problem of counting random walks on Y 2 then reduces to evaluating particular scalar products. As a consequence we obtain a new result ‡ that the number of primitive idempotents of semisimple B r,s (δ) is the same as for CS r+s (Corollary 4.1).
The rest of the paper is organized as follows. In Section 2 we recall the definition of walled Brauer algebra and construct its normal form B r,s . In Section 3 we recall the construction of cell modules [CDDM] and express them in terms of normal form B r,s . There we also construct generating set and annihilator ideal for a given module thus proving Theorem 1.1. In Section 4 we consider semisimple B r,s (δ) and perform combinatorial calculations for dimensions of simple modules in terms of differential posets and Fock modules. Some explicit calculations are postponed to the Appendix. (2.5)
The walled Brauer algebra B r,s (δ) is generated by the elements s i and s r with the following defining relations (see, e.g., [BS, JK] ) 
8) Note that the subalgebra generated by the elements s i , 1 i < r, is isomorphic to the group algebra CS r of the symmetric group, and the subalgebra generated by s i , r < i < r + s, is isomorphic to the group algebra CS s .
Normal form
By a normal form of B r,s (δ) we mean a basis of monomials in generators (2.5) whose lengths cannot be reduced by any composition of relations (2.6)-(2.12). The above monomials will be referred to as reduced words. To construct normal form of B r,s (δ) we introduce the following ingredients.
For generators (2.5) denote the word s p s p−1 . . . s q ∈ B r,s (δ) (1 q p < r + s) as [p, q] , and set [q − 1, q] = 1 by definition. For a word [p, q] with p q consider a set
where θ(n) = 1(0) for n 0(< 0 
Using partial order ≺ we define a set
Product set XY of non-empty subsets X, Y ⊂ B r,s (δ) is understood as a set of all products xy with x ∈ X and y ∈ Y . We extend definition (2.13) to negative powers by implying that p, q −l (l > 0) is the set of words of p, q l with generators written in the reverse order. Additionally we set by definition p, q 0 = {1} for whatever p, q. In case p, p l we will use shorthand notation p l . Let S L r be the set of independent reduced words of the symmetric group S r with generators s 1 , . . . , s r−1 and S R s be the set of independent reduced words of S s with generators s r+1 , . . . , s r+s−1 (in the sequel any set with superscripts L, R is understood as a set of reduced words). The following lemma gives the normal form for B r,s (δ). § In order to distinguish between the two cases X ⊆ p, q and X ⊆ p ′ , q ′ for p, q = p ′ , q ′ the orders are actually defined on the set of pairs (X, [p, q] ), while the subset itself is obtained by projection on the first argument X = π 1 (X, [p, q] ). For the sake of brevity we imply that X is labelled by [p, q] without writing it down explicitly.
Lemma 2.1 The set of monomials in generators (2.5)
forms a basis in B r,s (δ). The length of its elements cannot be reduced by applying relations (2.6) -(2.12) independently of a choice of normal forms S L r , S R s . Proof. To prove that B r,s is a basis we first show that CB r,s = B r,s (δ). For that purpose we have that s i B r,s ⊆ B r,s for all 1 i < r+s (see Appendix). In addition, B r,s contains unit element and therefore stability of B r,s with respect to left multiplication by generators (2.5) means that all their products are already contained in B r,s . As a result, linear span of B r,s is the same as of all products of generators (2.5), and therefore exhausts B r,s (δ). On the other hand, combinatorial calculation shows that #B r,s = (r + s)! = dim B r,s (δ) (see Proposition 2.1 for details) and therefore B r,s is a basis of B r,s (δ).
Let us show that words in B r,s are reduced. This is true for f = 0 by definition, where we choose reduced words from S 
Consider the middle part in more detail:
For the cases f = 1, 2 the word (2.16) is obviously reduced. For f 3 it contains f generators s r which can cause reduction via relations (2.7) and (2.10). Namely, one can try to bring two generators s r close enough to each other in order to obtain . . . s r s r . . . = δ . . . s r . . . or . . . s r s r±1 s r . . . = . . . s r . . .. However, it is easy to see that the best configuration one can achieve by merely permuting generators is Having done this, one can still expect reduction via the relations (2.11) and (2.12). Namely, configuration . . . s r s r−1 s r+1 s r . . . allows one to flip between generators of S r and S s by having s r±1 on the left or on the right. For example, bringing s r+1 ∈ S R s to the k-th generator s r in (2.17) from the right and flipping it to s r−1 ∈ S L r would cause reduction of length for
However, this configuration is out of reach for k 1. Other cases for (2.16) are analogous to example (2.17) showing that (2.16) is reduced.
We are left with the products from S As a result, we arrive at the conclusion that the words of the basis B r,s are reduced. This fact holds independently of the choice of normal forms S L r and S R s because all of them can be brought to those utilised in the proof.
Length of reduced words
The dimension of B r,s (δ) formally coincides with that of the symmetric group S n for n = r + s. Let ν ℓ denote the number of reduced words of length ℓ in S n , then (see, for example [KT] ) there is a generating function for the numbers ν ℓ , namely 18) where q-number is defined as
For the latter purpose we suppose q ∈ C. Normal form of B r,s (δ) allows us to formulate analogous generating function for B r,s (δ). We begin with the following proposition.
Proposition 2.1 The set B r,s in Lemma 2.1 contains (r + s)! elements.
Proof. According to the structure of the set B r,s , its cardinality is
By construction (cf. (2.13)) the bracket in (2.14) contains all words of the form
Consider a function
. . .
It satisfies recursion relation ϕ
(1)
n−1 (k + 1) which is solved for the boundary conditions ϕ
The sum in (2.22) represents the celebrated Vandermonde's identity giving r + s r .
Then finally #B r,s = (r + s)!.
(2.23)
Counting the words of a given length in B r,s and packing them into a generating function is summarized in the following result.
Lemma 2.2 Generating function for the numbers of the reduced words ν ℓ of lengths ℓ in B r,s (δ) (2.14) is
Proof. The numbers of independent reduced words of a given length is the same for any particular basis, therefore we make use of the specific normal form (2.14). Generating function for the numbers of words of given length F r,s (q) for B r,s has factorized form r, r − f + 1 f . The latter can be found as follows. Let w ℓ stand for the number of words of length ℓ 0 in
Making use of complex contour integrals we write
. Therefore (2.26) is rewritten as follows 3 Modules over walled Brauer algebra
Cell modules
Let us implement normal form B r,s in order to write down explicit expressions for the modules of B r,s (δ) in terms of generators (2.5). In the following subsection we recall the construction and only the known facts concerning cell modules over B r,s (δ) [CDDM] (see also [BS] ) just formulating them in terms of the normal form (2.14). Let λ = (λ 1 , λ 2 , . . . ) be a partition, and |λ| = i 1 λ i . To each partition λ we associate a diagram being a left-justified array of rows of boxes containing λ 1 boxes in the top row, λ 2 boxes in the second row, etc. A bipartition is a pair of partitions λ = (λ L , λ R ) ∈ Λ, where by Λ we denote the set of all bipartitions. For each integer 0 f min(r, s), we set
− −→ l) to be the subset of walled diagrams containing all those with f arcs connecting l ′ nodes to l nodes in the top and bottom rows such that propagating lines do not cross. It is straightforward to see that walled diagrams [r, r − f + 1] . . . [r + f − 1, r] ∈ B r,s for f = 1 . . . min(r, s) coincide with those
(3.31)
Let J f be the basis of the two-sided ideal of B r,s (δ) constituted by the walled diagrams with at least f arcs at the top and at the bottom with the inclusion property
In terms of normal form (2.14)
because these are all elements of the basis B r,s containing not less than f arcs. Let λ f ∈ Λ r,s (f ), then the cell module is defined as
where
) denotes the simple CS r−f (CS s−f )-module (Specht module) and I f is the subspace of CJ f /CJ f +1 spanned by the images of v f (3.31) under left multiplication by walled diagrams. In fact, I f is a B ,r,s (δ) , C S r−f × S s−f -bimodule which is free over C S r−f × S s−f and whose basis consists of walled diagrams with no two propagating lines cross. Normal form (2.14) allows us to construct I f and its basis in terms of left cosets (3.33) where in both cases S f stands for permutations of bottom arcs' ends (to the left and to the right from the wall respectively) and S r−f , S s−f permute bottom ends of the propagating lines. As a result, one can represent left cosets by walled diagrams with no two propagating lines and no two arcs cross. According to [BS] , a basis of module (3.32) can be generated from any walled diagram with the top arcs connecting r − k + 1-th and r + k-th nodes, k = 1 . . . f . In case of the vector v f (3.31) we take 34) and define Θ f ⊂ B
r,s (f 0) to be
where we define S L f (S R f ) to be reduced words built from generators s r−f +1 , . . . , s r−1 (s r+1 , . . . , s r+f −1 respectively) for f > 0 and set S L(R) 0 = {1}. This allows us to write (3.36) what expresses the module (3.32) in terms of its basis as follows
Note that the words in (3.35) and (3.36) are reduced provided that the ones from S L f and S L r−f , S R s−f are reduced. Without loss of generality this can be verified for a specific example of a normal form. Namely, by definition (3.33) we have S n = Θ n|p S n−p S p as sets. Then consider two normal forms of S n : the one [n − 1, n − 1
, and the other [1 + j 1 , 1] . . . [n − 1 + j n−1 , n − 1], j k −1. Subgroups S p and S n−p commute, therefore we first use the former normal form to factor out S p by restriction to the words [n − 1, n − 1
, then bringing the rest to the latter normal form allows us to factor out S n−p in a similar way. At the end we are left with the reduced words forming the factor Θ n|p and normal forms of S p and S n−p described above. If we choose the representatives of Θ n|p that do not permute the nodes 1, . . . , p as far as those p + 1, . . . , n, then they are the same coset representatives as (3.34) (under inessential reordering of nodes). This means in turn that Θ 
Cyclic structure
We proceed by analyzing cyclic structure of cell modules (3.32) in terms of partial onerow diagrams given in [CDDM] : we denote the basis vectors in the module C r,s (λ f ) as (cf. notations for (3.31)) Fig.  1 . As was mentioned before, any module C r,s (λ f ) is cyclic and generated by any basis vector (3.38) [BS] . We choose a vector of the form Generating set of operators X f ∈ B r,s (δ) is constructed as follows 
which is the set of reduced words according to the remark after (3.37). This is the generating set for the modules (3.32) which explicitly demonstrates their cyclicity: by comparing (3.38) and construction of (3.40) for v f one immediately verifies the following Lemma.
Lemma 3.1 The set of vectors X f v f coincides with the basis (3.38) of C r,s (λ f ). As a consequence,
Annihilator ideal
We proceed by constructing annihilator ideal for the vector v f of a module C r,s (λ f ). It appears that it can also be conveniently formulated in terms of the structure of basis B r,s . For that purpose we introduce the set p, q] l (q r p and 1 l p − q + 1)
Put differently, to construct the words in r + p, r − q] l we delete [r, r − j 1 ] from the l-th bracket in the words p, q l . In this respect we define the product p, q] l [r, r − k] to be given by words [
l subject to a "boundary condition" j 1 = k. With these objects in hand we introduce the sets
We are now in a position to formulate the basis of annihilator ideal of vector v f . Presentation of the result is held in terms of generating sets and is divided into three parts.
Part 1. Let us introduce the following set of expressions and elucidate how they annihilate v f :
The action of expressions (3.43)-(3.46) on v f has the following schematical representation in terms of walled diagrams:
. . . . . .
Expression (3.46) annihilates v f because it increases the number of arcs by one and thus takes the vector from J f to J f +1 , i.e. to zero by construction of cell modules (3.32). Let Υ . . .
and allows us to generate the following subset of B (0) r,s
whose elements annihilate v f as well.
the set of basis elements of annihilator ideal for S r−f (S s−f ) generated by Garnir elements and 1 + τ , where τ is a transposition in the column stabiliser of the tableau (see [P] ). They generate the following elements of B r,s (δ)
(3.53)
They annihilate v f because they act on v f by annihilators of S λ 
(3.54)
Proof. First let us show that the sets (3.47)-(3.50) and (3.52) are linearly independent. For that purpose consider the first terms in (3.47)-(3.49): their union for fixed i (0 i < f ) is
Similarly for i = f we get the same expression as (3. 
r,s and thus are linearly independent. Moreover, by construction Υ
. Thus comparing with (3.52) and recalling that elements of g
r(s) [P] we conclude that the union B over t = 1 . . . min(r, s) and i = 0 . . . f of expressions (3.52) and (3.55) is a linearly independent set. The same is true for (3.47)-(3.50) and (3.52). Indeed, (3.47)-(3.49) are combinations of two monomials: the first one is reduced and contains more generators s r than the second. Assuming that some linear combination of (3.47)-(3.50), (3.52) gives zero we immediately arrive at the conclusion that all the coefficients for the words containing maximal number of generators s r are zero because these are the ones from B. Applying the same arguments for descending sequence of numbers of generators s r we conclude that linear combination is trivial and therefore (3.47)-(3.50), (3.52) constitute a linearly independent set.
Next we move to showing that expressions (3.51) and (3.53) are linearly independent. Using arguments after (3.37) and noting that Θ f S R f is the full set of representatives of left cosets of the subgroup S r−f × S s−f , we arrive at the conclusion that (3.53) and
together with X f form a basis in S r × S s . Expressions (3.51) are constructed as sums of two words from the set Θ f S R f Σ f , one containing more generators from S R r than the other. Indeed, by construction of (3.51), to any word in Θ f S R f Σ f we add the same word with the only difference that the rightmost generator s r+i in the part from S R f is substituted by s r−i ∈ S L f . In this respect, the set (3.51) is linearly independent iff Θ f S R f Σ f is: this follows from the same arguments as was already used for the numbers of generators s r .
The sets (3.51), (3.53) do not contain generators s r and therefore the whole set A f is linearly independent.
To calculate #A f note that #B = (r + s)! − r!s! because B = B r,s \B
r,s and the cardinality of the union of (3.51) and (3.53) is r!s! − dim C r,s (λ f ) (see Lemma 3.1).
Lemmas 3.1 and 3.2 together prove the Theorem 1.1.
Remark. Note that Lemmas 3.1 and 3.2 equally hold for skew Specht modules S(λ\µ) [BE] by taking appropriate sets Σ 
Dimensions via differential posets
In this section we take B r,s (δ) to be semisimple and utilize the theory of differential posets [S] to perform combinatorial calculations for the dimensions of simple modules C r,s (λ). The basis of a simple module (namely, Gelfand-Tsetlin basis) is labelled by paths in the branching graph (also referred to as Bratelli diagram) Γ (B r,s (δ)) which is multiplicity-free [OV] in the semisimple case (see [JK] and references therein). Bratelli diagram Γ (B r,s (δ)) is a Z + -graded oriented graph whose k-level vertices are pairs of
(4.56) Two vertices are connected by an edge directed from λ k to λ k+1 if the latter pair is obtained from the former by adding or deleting one cell from one of the diagrams. Then the basis of a B r,s (δ)-module corresponding to λ L , λ R = λ r,r+s ∈ Λ r,s is parametrized by all paths from λ r,0 to λ r,r+s in Γ (B r,s (δ)).
It is Any path in the Bratelli diagram Γ (B r,s (δ)) corresponds to a specific walk in Y 2 distinguished by the increase of the following gradings
Namely, gr L increases during the first r steps and gr R increases for the rest of the walk (cf. (4.56)). According to [S] Young's lattice Y is an example of a 1-differential poset. By definition this implies that:
1) if two diagrams λ = µ are obtained from k diagrams by adding a cell then there are exactly k diagrams which are obtained from both λ and µ by adding a cell, 2) if λ is obtained from k diagrams by adding a cell then exactly k + 1 diagrams are obtained from λ by adding a cell.
The two conditions are equivalent to a possibility of endowing vector space CY with a structure of a unitary representation of Weyl algebra (i.e. the Fock module) and therefore allows us to perform combinatorial calculations concerning paths in Γ (B r,s (δ)) (equivalently, for dimensions of B r,s (δ)-modules) in a purely algebraic manner. Following [S] we consider linear spaces CY a (a = L, R) constituted by finite linear combinations of Young diagrams combined into tensor product CY 2 = CY L ⊗ CY R (denote Ø := ∅ ⊗ ∅), with a bilinear form defined on pairs λ 1(2) ⊗ µ 1(2) ∈ CY 2 as follows
For operators A ∈ Aut (CY 2 ) conjugation with respect to (4.58) is an involutive antiautomorphism which we denote by A † . The following sets of Young diagrams
where by definition D L (∅ ⊗ λ) = 0 and D R (λ ⊗ ∅) = 0. A straightforward generalization of Theorem 2.2 in [S] is that 60) where I ∈ Aut (CY 2 ) is identity operator. Note that D † a = U a . If an automorphism F of CY 2 shifts grading gr a by p, then we will write gr a F = p.
Then by matching the increase of gradings (4.57) for the paths in Γ (B r,s (δ)) (cf. (4.56)) with gradings of operators (4.59) one arrives at the conclusion that operator
maps Ø to a linear combination of endpoints λ r,r+s ∈ Γ (B r,s (δ)) (cf. (4.56)) with coefficients being equal to the number of paths to each endpoint. Similar reasonings allow us to conclude that P † r,s P r,s maps Ø to a linear combination containing Ø with the coefficient being equal to the sum of squared numbers of paths to any endpoint λ r,r+s ∈ Γ (B r,s (δ)). According to [JK] this is actually λ dim 2 C r,s (λ) = dim B r,s (δ) where λ's enumerate irreducible modules of B r,s (δ), hence dim B r,s (δ) = P † r,s P r,s Ø, Ø . 62) which is a consequence of (4.59) and can be verified by induction. The formally infinite limit of summation in (4.62) is understood as cut by the non-negative domain of factorials in the denominator. The rest is achieved by straightforward calculation: making use of D a Ø = 0 and U † a = D a one arrives at
by Vandermonde's identity. By using the same technique we are also able to calculate the generating function for the sums of dimensions of B r,s (δ)-modules. For that purpose note that for any pair of diagrams λ ∈ CY 2 scalar product λ, P r,s Ø is zero when λ / ∈ Λ r,s or equals the number of paths from Ø to λ in Γ (B r,s (δ)) otherwise, what in turn is equal to dim C r,s (λ). As soon as there is a finite number of λ's giving nonzero result, we get that Proof. For some arbitrary pair of diagrams λ ∈ CY 2 we expand and use (4.62)
Note that the sum is finite according to the remark for (4.62). Using that D L Ø = 0 we get
where we denote (dropping superscripts L, R)
where we introduce "half operators" (cf. (4.59))
Exponential in (4.69) is understood formally as the only monomial
with N = |λ| giving non-zero contribution to (4.69), thus we stay within CY (i.e. finite linear combinations of Young diagrams). Therefore Φ λ (x) = k
N and differentiation with respect to x is well-defined giving (recall (4.59) and see [S] for details)
If we now introduce Φ N (x) = |λ|=N Φ λ (x) then (4.71) is brought to 72) where i + (λ ′ ) is a number of ways to add a box to λ ′ . Similarly we define i − (λ ′ ) to be a number of ways to delete one box. Then the fact that Young lattice is a 1-differential poset (see [S] for details) implies that i + (λ ′ ) = i − (λ ′ ) + 1. Thus we can rewrite (4.72) as follows
are Fibonacci numbers and C > 0 is some constant. As a result, the sum
is an analytic function in some neighbourhood around x = 0. Then passing from Φ N (x) to Φ(x) in (4.73) and solving the differential equation with the initial condition Φ(0) = 1 we arrive at the result Φ(x) = e Proof. Group algebra CS n is semisimple, therefore generating function for the sums of dimensions s n of simple modules over CS n is given by (4. To finish the proof recall that the sum of dimensions of simple modules over a semisimple algebra equals exactly the number of primitive idempotents. From the proof of the Proposition 4.2 follows the Corollary. where S (λ) stands for a simple module of the symmetric group and λ f ∈ Λ r,s (f ) (3.30).
Proof. Equations (4.68) and (4.69) immediately lead to desired result: the lhs of (4.68) is nothing but the number of paths in the Bratelli diagram Γ (B r,s (δ)) from Ø to a given endpoint λ f ∈ Λ r,s (f ) (cf. (4.56)), while (4.69) is the generating function for the numbers of paths in Young's graph from ∅ to a given λ. IV. r < p r + f + i f : 
