Abstract. We consider in this paper a semi{Lagrangian technique to treat advection{di usion equations. The scheme is based on a stochastic representation formula for the solution which allows to avoid the splitting between advective and di usive part of the evolution operator. This results in a somewhat reduced computational complexity, as well as the possibility to achieve higher consistency rates. A general theoretical analysis is carried out in the paper, and numerical tests are presented.
Introduction.
This paper is devoted to a semi{Lagrangian type treatment of second order terms in advection{dominated, possibly degenerate, parabolic equations. We will use the advection{ di usion equation, ( v t (x; t) = v(x; t) + f(x) rv(x; t) + v(x; t) + g (x) v(x; 0) = v 0 (x) (0:1) as a model problem to describe the tecnique and to carry out a general convergence analysis.
The semi{Lagrangian (SL) schemes are very popular in the Numerical Weather Prediction community and in this setting they have been introduced by Robert in the eighties (see R]). In di erent frameworks, they are also used under names such as Modi ed Method of Characteristics, Eulerian{Lagrangian methods, Characteristic Galerkin methods and so on (see DR], HLB], MPS], P], SW]). The general idea of semi{Lagrangian methods is to reconstruct the solution by integrating numerically the equation along the characteristics starting from any grid point, not on the whole time interval (as it would be the case in the particle method), but on a single time step. The solution is computed coupling a numerical method for ODEs (to compute the upwind points with respect to the grid nodes) with an interpolation formula (to recover the value of the solution in such points, which are not in general grid points themselves). An extensive introduction to this class of methods is given in SC] along with a number of extensions. The comparison with more classical eulerian di erence schemes shows that in general SL schemes have a higher computational cost per time step, but that they also allow larger time steps. It is generally agreed that semi{implicit imlementations of SL schemes perform remarkably well in the case of strongly advection{dominated problems. If = 0 (i.e. in the case of pure advection), the schemes rely on the representation formula v(x; t) = Z t 0 e s g(y(s))ds + e t v 0 (y(t)) (0:2) where y(t) is the solution of ( _ y(s) = f(y(s)) y(0) = x: (0:3) Although using the representation formula (0.2) is very natural in the case of (linear) rst order equations, the situation gets more complex when a di usion term appears. In this situation, the usual response is to split the evolution operator and treat in semi{ Lagrangian way only the rst order part. This results either in very severe time{step bounds, or in the additional computational e ort of solving an implicit scheme for the second order term. A further disadvantage is that the splitting itself introduces a limitation in the consistency rate of the scheme.
An alternative approach which is a natural extension of the technique used for pure advection equations has rst been given by Camilli and Falcone in quite a di erent setting, namely stochastic dynamic programming (see CF] for the original problem, BF] for its adaptation to advecion{di usion equations). This approach is based on the stochastic representation (Feynman{Kac) formula for the solution of (0.1):
v(x; t) = E Z t 0 e s g(y(s))ds + e t v 0 (y(t)) (0:4) where y(t) = y(x; t) is now the solution of the stochastic di erential equation ( and Ef g is the expectation with respect to the Wiener measure (i.e. the probability measure of the brownian process W in (0.5)). It is easy to see that if = 0, then (0.4) reduces to (0.2). It should also be noted that the solution of (0.5) must be understood in the Ito sense (although of course in the case of constant it coincides with the solution in the Stratonovich sense).
The purpose of this paper is precisely to describe and analyse a general form high order version of the rst order algorithm in BF] . To this end, we will make extensive use of the theory of approximation for the trajectories of stochastic di erential equations, as well as the convergence results given in FF] for the rst order advection equation.
The outline of the paper is the following. Section 1 reviews some basic approximation results for Stochastic Di erential Equations. Section 2 deals with time and space discretization, whereas in section 3 we prove convergence and a priori estimates for the fully discrete schemes and in section 4 we carry out the Fourier analysis of the scheme for the simpli ed one{dimensional, constant coe cient case. Section 5 discusses some extensions to more general problems, including nonconstant viscosity and boundary conditions. Finally, in Section 6 we present the results of some numerical tests in IR 1 .
Approximation of Stochastic Di erential Equations.
We will review in this section some useful points in the theory of approximation for SDEs. For an extensive treatment of the problem, the reader is referred to KP].
To x ideas, we assume that the functions f : IR N ! IR N and g : IR N ! IR are bounded along with their derivatives, up to the order required by the desired consistency rate. Here and in the sequel, we will denote as usual by k k the norm in L (L (IR N ) or L ( ) depending on the context).
The approximation of the SDE (0.5) is a widely studied problem in probability theory. It turns out that (0.5) can be approximated at least in two di erent senses. The strong convergence (with order p) means that, using in the numerical scheme suitable increments of a particular trajectory of the brownian process, the numerical trajectory of (0.5) converges in probability to the exact trajectory (with order p), that is Efjy k ? y(k t)jg ! 0 (Efjy k ? y(k t)jg t p ):
(1:1)
The weak sense means that the same holds only for expected values, that is jEfh(y k )g ? Efh(y(k t))gj ! 0 (jEfh(y k )g ? Efh(y(k t))gj t p ):
(1:2) for any smooth function h. In general, it happens that the convergence rate of the approximation is higher for weak approximations. Moreover, under suitable assumptions, the averaging of the trajectories in (1.2) (which is in principle a Monte{Carlo type algorithm) needs only to be computed on a limited number of trajectories, this number depending on the order of the scheme.
Since our interest is in computing the expectation in (0.4), we will focus on weak approximations. The following examples (which are all from KP]) show some stochastic version of well known one{step schemes. For notational simplicity, we will assume a scalar SDE (N = 1).
Example 1: Stochastic Euler scheme.
In the simplest case of the Euler approximation, we obtain the scheme ( y k+1 = y k + tf(y k ) + p 2 W k y 0 = x:
(1:3)
Although the increments W k should be understood as independent gaussian variables with zero mean and variance t, in practice (see KP] ) in order to achieve rst order weak convergence it su ces to use two{point distributed variables with probability density P( W k = p t) = 1 2 :
(1:4) Example 2: Stochastic Heun scheme.
In the case of constant di usion coe cient , the stochastic version of Heun's formula is given by: 8 < :
(1:5)
In this case, second order weak convergence may be achieved provided the variables W k satisfy for example P( W k = p 3 t) = 1 6 ;
(1:6a) P( W k = 0) = 2 3 :
(1:6b)
Example 3: Stochastic Crank{Nicolson scheme.
Again in the case of constant di usion coe cient , the stochastic Crank{Nicolson formula reads: 8 < :
(1:7)
This scheme is second order weakly convergent provided the variables W k satisfy (1.6).
In general, higher order schemes may be constructed either by some suitable generalization of deterministic schemes, or by extrapolation on second or third order schemes. In both cases, the increase in computational complexity is considerable. We give an example for extrapolation.
Example 4: Extrapolation on a second{order scheme.
Assume y ( t) k is the aproximate solution given at the k{th iteration of a second{order scheme with time step t; let moreover h be a smooth function. Then:
where the expectation may be replaced by a nite sum with weights such as, for example, the ones given by (1.6).
Time and space discretization.
We will rst obtain in this section a discrete time approximation of the representation formula (0.4), by a stochastic one{step time discretization of order p 1, in the form:
( y k+1 = y k + t (y k ; y k+1 ; W k ) y 0 = x:
Following FF], it is convenient to consider the dynamical system:
with the initial conditions y(0) = x, (0) = 0. Applying a stochastic one{step scheme to (2.1), and restricting to the rst time step, we have:
where we have splitted the function according to (2.1). In (2.2), y is an approximation of y( t), whereas approximates the integral between 0 and t in (0.4) (note that the di usion appears only in the components of y). If an implicit scheme is used, y and are understood as the solutions of equation (2.2). In any case, we will possibly use in the sequel the notations y(x; W) or (x; W) to denote the left{hand side of (2.2). In order to make clear the previous construction, let us rewrite the schemes of section 1 in the form (2.2).
Example 1: Euler scheme.
In the case of the Euler scheme, we have:
Example 2: Heun scheme.
In this case the scheme is given by:
Example 3: Crank{Nicolson scheme.
Lastly, for the the Crank{Nicolson formula we have:
(2:5)
If we denote by v k a time{discrete approximate solution at time t k = k t, obtained rewriting (0.4) on a single time step and introducing the previous one{step approximation of (0.5), we obtain:
Now, relying on the assumption of weak convergence, we further compute the expectation with respect to W by working on a "small" number of determinations as shown in the examples of section 1. We associate a weight w i to a determination i of the variable W so as to have P( W = i ) = w i (i = 1; . . . ; s) Using the discrete probability density (2.7) in (2.6), we obtain a second time{discrete approximation in the form
in which the initial condition v 0 (x) for k = 0 coincides with v 0 (x) = v(x; 0).
The following step to obtain a fully discrete scheme is to discretize (2.10) with respect to space variables. This is done as usual by setting up a space grid (with space step x and nodes x j , j = 1; . . . ; q) in the computational domain and computing (2.10) at each node, replacing the upwind value v k ( y(x; i )) with a suitable polynomial reconstruction.
We point out that in principle SL schemes do not require a structured grid, but this is by far the most common situation in practical implementations (an implementation on unstructured grid is given, for example, in LLS]). As it has been done for time discretizations, we give some practical examples of reconstruction operators. Again, for the sake of simplicity, the examples will refer to the case of IR 1 , with constant space step x.
Example 1: Finite elements basis.
The simplest choice of the interpolation operator is I V ](x) = v(x l ) with x l de ned as the grid node closest to x. This choice corresponds to P 0 (piecewise constant) nite elements and in this case r = 1. A more e cient choice, based on P 1 (piecewise linear) nite elements is de ned by:
I V ](x) = x l+1 ? x x v l + x ? x l x v l+1 with x l ; x l+1 ] the grid interval containing x; in this case r = 2. 3. Convergence and error estimates.
In examining the convergence of the fully discrete scheme (2.12), we should take into account that convergence theory for SL schemes applied to rst{order equations is itself somewhat incomplete. More precisely (see FF]), the unconditional stability of SL schemes, which is a widely observed fact in practice, has only been theoretically proved for some special case. We recall that setting = 0 in (0.1), we obtain the rst order advection equation ( v t (x; t) = f(x) rv(x; t) + v(x; t) + g (x) v(x; 0) = v 0 (x):
(3:1) Accordingly, the SL scheme for (3.1) is u k+1 j = (x j ; 0) + e t I U k ]( y(x j ; 0)) u 0 j = v 0 (x j ):
While the study of a more general proof of stability is still in progress, what will be proved here is that the scheme (2.12) is as stable as its nonviscous counterpart (3.2) (in fact, (2.12) is slightly more stable). Since the introduction of a constant i does not change the regularity of the vector eld f, the scheme (3.4) is still L {stable, so that
Using (3.4) and (2.8) in (2.12), we get
Remark. The assumption on the smoothness of f seems to be necessary to avoid in (3.2) possible instabilities due to very disordered advecting vector elds.
We turn now to the determination of the consistency rate for the scheme (2.12). To this end, we de ne
. We recall that the representation formula (0.4) gives for v(x j ; t k+1 ):
v(x j ; t k+1 ) = E ( Z t 0 e s g(y(x j ; s))ds + e t v(y(x j ; t); t k ) ) (3:7)
The rst term in the right{hand side of (3.6) can be estimated by (3.7) and the weak convergence assumption (1. 4. Fourier analysis for the fully discrete scheme.
In the previous section we have analysed the stability of the scheme into consideration starting from the assumption that it is stable for the pure advection equation. In this section we will carry out the Fourier analysis of the scheme, giving a direct proof of convergence (although in the oversimpli ed framework of Von Neumann analysis, i.e. in one space dimension, for the constant coe cient case, with an in nite space grid). As a byproduct of this analysis, we will also obtain the Feynman{Kac representation formula for this special case.
The According to (2.12), the fully discrete approximation of (4.1) reads
where the banded in nite matrices (i) correspond to the matrices used in approximating the advection equations and henceV k (!) =^ (!) kV 0 (!) (4:8) where the Fourier transform of a sequence is understood as the transformation of its pulsed continuous equivalent,^ is the transform of the sequence 0l and the matrix product in the right{hand side of (4.3) is treated as a convolution. Equation (4.8) gives the Fourier transform of the approximate solution at time t = k t, with k ! 1 as t ! 0. Recovering the asymptotic behaviour of (^ ) k is a well{known problem in probability theory, and the answer is given by the central limit theorem as far as the sequence 0l is made of positive elements. This condition fails in our case, but we will follow similar steps.
Step 1. As a start, we show that j^ (!)j 1. Indeed, this is equivalent to the Von Neumann condition of L 2 stability. Recalling The last inequality in (4.9) follows from the L 2 stability of the schemes which approximate equation (4.4), this being proved in FF]. We remark that (4.9) implies that^ (!) k is nite for any k.
Step 2. Let us compute the Taylor series of^ (!) centered in ! = 0. By known properties of the Fourier transform, the required derivatives can be computed starting from the moments of the sequence 0l , so that in which we have used again the facts that P l x 2 l 0l is the reconstruction of the function x 2 at the point x = a t + p 2 i , that this reconstruction is supposed to be exact and that (2:9a) holds. Using (2:9b) we obtain at last 00 (0) = ?2 t + o( t): (4:13) It is easy to show by means of the same arguments that, since a t + p 2 i = O( p t), successive derivatives satisfy^ (m) (0) = o( t) as soon as m > 2. We obtain therefore:
(4:14)
Step 3. Setting now k = t= t and letting t ! 0:
which also ensures via (4.8) the convergence of the approximate solution to the exact one. We stress that the gaussian term in the Fourier transform (and hence, the possibility of treating the second{order derivative) comes from the presence of a nonzero centered second moment in the sequence 0l .
5. Some remarks on boundary conditions and extensions.
We will sketch in this section some adaptations in order to apply the scheme to more realistic problems. where B is an N N matrix such that BB t = A.
The extension of the scheme (2.12) to this case requires to treat the nonautonomous SDE (5.3) instead of the autonomous SDE (0.5). This results in more complex schemes; however for the schemes presented in section 1 (including extrapolation) this is possible with a reasonable increase in computational complexity. Higher order schemes may lead to overly complex forms.
It is worth to point out that the case of a degenerate second order operator does not introduce special problems in the discretization of (5.2){(5.3); simply, the di usion added in (5.3) is itself degenerate. This is a remarkable advantage of this technique in treating strongly advection{dominated problems.
{ Dirichlet boundary conditions
The theory exposed so far applies for equations posed in = IR N . Assume now a Dirichlet boundary condition is imposed on the boundary of , that is v(x; t) = b(x) for x 2 @ ; t 2 0; T]: In the discrete approximation, it is required to determine the point at which the discrete trajectory de ned by (2.1) crosses the boundary of . This can be done numerically by a variable time step (a detailed description of the variable time step technique is given in FF]).
{ Neumann boundary conditions
It is also possible to treat Neumann boundary conditions. In this case, the representation formula (5.2), (5.3) still holds, but the solution of (5.3) should now be re ected by the boundary instead of being stopped as in (5.5).
6. Numerical tests.
This section gives some simple one{dimensional tests intended to illustrate and check the previous convergence results. As discussed in FFM], the error estimate (3.11) shows a nontrivial interplay between the two discretization steps; the e ciency of the scheme is maximized setting t = x r p+1 (6:1) and with this choice the convergence rate of the scheme is rp p+1 (with respect to the only independent discretization step x). (6:2) which holds if C x , allowing to evaluate the convergence rate from the di erence between numerical errors, that is, between numerical solutions (this does not require to know the exact solution). Results are summarized in tables 1{8. The values of the approximate solution are shown for di erent time steps and at di erent points in the computational grid. In the last row of the tables the approximate convergence rate is computed by means of (6.2) and compared with the theoretical one (in brackets). If (6.2) cannot be applied, the eld is omitted. Typically, this happens if the numerical values do not converge monotonically, this possibly meaning that the scheme has not reached its theoretical asymptotic behaviour (but see also the discussion of example 3). Example 1. We consider the equation Figure   1 shows the numerical solution obtained with Heun/P 2 coupling. Table 1 refers, for comparison, to the rst order scheme Euler/P 1 . Tables 2{4 are obtained using a second order (Heun) scheme coupled with respectively P 1 , P 2 and cubic reconstructions. The theoretical forecast is well respected, and the advantage in using higher order schemes is apparent from the comparison with the Euler/P 1 scheme. Figure 2 shows the numerical solution, again obtained with Heun/P 2 coupling. In this case, experimental convergence rates do not match theoretical analysis. This suggests that the scheme has poorer performances in problems which are not advection{ dominated. Figures 3{5 show the approximate solutions at t = 1 with a Heun/cubic discretization for di erent time steps, at xed space step x = 0:02. The highly oscillating behaviour of the scheme for the larger time steps can be explained with an example. Assume the simpli ed situation of (4.1) with = 1=2, a = 0, t = x = 0:01 and an Euler/P 1 approximation. Then, the two "upwind" points for the node x j are x j p 2 t = x j 10 , which are the numerical domain of dependence at the previous time step. Going backwards one more time step, the numerical domain of dependence is made by the points x j , x j?20 and x j+20 , and so forth. It is apparent that the domain of dependence develops "holes" which cause the oscillations seen in gures 3 and 4. However, the situation in which the upwind points precisely coincide with other grid nodes is unlikely. In a more realistic setting, the numerical domain of dependence would also include one node left and one node right of the point x j p 2 t. Therefore, a "hole" of width 2 p 2 t could be lled up in a numer of steps k = 2 p 2 t 2 x so that keeping xed the nal time T, the condition T k t (which would be necessary to avoid such "holes" in the numerical domain of dependence) yelds t T 2=3 x 2=3 (2 ) 1=3 :
In practice, it would be reasonable to require the stronger condition t << T 2=3 x 2=3 (2 ) 1=3 : (6:4) in order to obtain a more regular dependence. Although this condition has been obtained for the Euler/P 1 coupling, a similar analysis in other cases would coincide up to a constant factor on the right{hand side. For example, the case of Heun/cubic scheme in example 3 would give t << 2T 2=3 x 2=3 (3 ) 1=3 0:1 (6:5) which could well explain the situation of gures 3{5. It is interesting to note that this condition is better satis ed with strongly advection{ dominated problems ( small) or in the large{time simulation (T large). In the limit, this condition is always satis ed when the stationary solution is computed (T = 1), as in CF] and BF]. The relationship t vs. x seems not to be critical since the right{hand side of (6.4) is O( x 2=3 ); in particular, it is possible to work at constant or slightly increasing Courant numbers (the limiting case t x 2=3 is precisely the situation of tables 2 and 6). 
