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Abstract
We review the convergence of chaotic integrals computed by Monte Carlo sim-
ulation, the trace method, dynamical zeta function, and Fredholm determinant
on a simple one-dimensional example: the parabola repeller. There is a dra-
matic dierence in convergence between these approaches. The convergence
of the Monte Carlo method follows an inverse power law, whereas the trace
method and dynamical zeta function converge exponentially, and the Fredholm
determinant converges faster than any exponential.
1
Introduction
In chaotic systems, the exponential divergence of nearby trajectories makes it
pointless to observe individual trajectories for a long time. Instead, collections
of orbits are observed and an average value is computed. These averages involve
integrating a quantity along a trajectory of a chaotic system| a chaotic integral
| and can be computed by dierent methods. We will discuss dierent methods
to evaluate chaotic integrals and consider how fast, or slow, they converge.
A simple example of a chaotic integral is the computation of the mean dis-
placement squared. If we have a chaotic system where the position of a particle
is given by x, we can ask what is the average value hx
2
i, the mean displacement
squared. This quantity is given by
hx
2
i =
1
T
Z
T
0
d x
2
() ; (1)
where the value of T must be as large as possible. As written, the value of hx
2
i
depends on the choice of the initial condition, but for a chaotic system almost
every initial value will yield the same result.
The are several ways to evaluate a chaotic integral. The most straightforward
method is by Monte Carlo simulation. For a chaotic system this corresponds to
choosing a random initial condition, evaluating the integral for some xed but
large T, and averaging many trials. The great advantage of the Monte Carlo
method is that it assumes very little about the system. The only assumption
needed is an ergodicity assumption. Its disadvantage is that it does not converge
very fast. Typically, if we have m trails, the convergence goes as 1=
p
m. The
other methods we will consider require knowing more about the system. They
are: the trace method and cycle expansions in the form of zeta functions and
Fredholm determinants.
Cycle expansions [1] are a powerful method for computing the asymptotic
properties of chaotic systems. They are based on the careful ordering of peri-
odic orbits, using shorter orbits to estimate the eects of longer orbits. Cycle
expansions cannot be applied blindly to any system. As input one must know
the topology of the periodic orbits, which is the same as the symbolic dynamics
for them. This additional input about the system is re-payed in the form of
faster convergence of cycle expansions.
Rather than explaining the methods in complete generality we will consider
a simple example: that of determining the escape rate of a one-dimensional map.
The escape rate is the time it takes a point to leave a certain region of congu-
ration space. It was introduced as a dynamical average by Kadano and Tang
[2]. We will evaluate the escape rate by the all the methods mentioned: Monte
Carlo, trace formula, zeta function, and Fredholm determinant. Although all
our simulations are for the escape rate, we expect the convergence results to
apply to all classical dynamical averages, such as hx
2
i, the f() spectrum of
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Figure 1: As the points in the interval [0; 1] are iterated by the map , most points escape
through the gap in the center. After one iteration only the points in segments 
(1)
0
and

(1)
1
remain. After two iterations only the points in the segments 
(2)
k
remain.
dimensions, and generalized fractal dimensions. First we will explain how the
escape rate is dened and how it can be evaluated by each of the dierent meth-
ods. Then we will compare their convergence rates and conclude that there is
a dramatic dierence in the convergence rates between the methods.
Computing the escape rate
The escape time of a system is a quantity that could be measured in a laboratory.
It is related to scattering | it determines the time a particle spends inside a
scattering region. Suppose we had a region containing a limited range potential
and we scatter a particle o that potential. After a long time the particle will
have left the potential region and will once again be in the potential-free region.
If, after that long time, an observer compares the radial position of the particle
with that of a free particle, the observer will notice that the scattered particle
has been delayed. How much it is delayed depends on how many times the
particle bounced among the hills of the potential.
The escape rate is the average escape time for a group of particles. We will
only consider the discrete time version of the escape rate. To dene it in one
dimension, consider the parabola map ax(1-x), shown in gure 1. When a > 4
not all points of the unit interval get mapped back. Points that get mapped
into the gap region (between (1
p
1=a- 4=a
2
)=2) never return to the interval,
going to -1 under iteration. When this happens we say that the points have
escaped the unit interval. It is the equivalent of leaving the potential region in
the earlier example.
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Let us now try to determine how many points remain after each iteration.
If no iterations have taken place we have the whole unit interval 
(0)
0
. After
one iteration all the points in the gap escape the unit interval and we have only
two segments with points: 
(1)
0
and 
(1)
1
. At the next iteration we will have
four segment of points remaining; these are the points that did not get mapped
into the gap in iteration one. By this construction we see that the segments
are determined from the backwards iterations of the gap. The total number of
points remaining after n iterations is
 
n
=
X
k<2
n
j
(n)
k
j , (2)
where we used j  j to indicate the length of the segment. If the map had a
constant slope, of say , each of these segments would be contracting at a rate
, and the typical size of segment 
(n)
would be 
-n
. In this case the sum of
the segments would be (2=)
n
, as there are 2
n
segments after n iterations. A
map with a gap has  > 2, so the sum would decay exponentially with n. We
can then dene the escape rate  as
 = - lim
n!1
ln  
n
n
, (3)
which gives the rate of escape of points through the gap. If we call C
n
the union
of all remaining segments after n iterations, then to compute  
n
we can also
evaluate the integral of the indicator function of C
n
 
n
=
Z
[0;1]
dx [x 2 C
n
] =
Z
[0;1]
dxdy (y- f
n
(x)) . (4)
We will now review several methods that are used in the chaos literature to
compute averages of chaotic systems, such as the escape rate in equation (3).
All methods have as their starting point the denition of  
n
, equation (4) and
use the map f : x 7! ax(1- x) with a = 4:5. (By choosing
p
a
2
- 4a > 1, which
is satised if a > 4:2361, the derivative of the map is bounded away from 1.)
The methods we will review are: the Monte Carlo method, the trace method,
zeta functions, and Fredholm determinants.
The simplest method is to evaluate the integral directly by the Monte Carlo
method. One simultaneously evaluates the integral (4) for dierent values of n
and then uses the resulting integrals to extrapolate the limit (3) dening the
escape rate. To do so, we uniformly distribute 10
10
points on the unit interval.
Each point is iterated until it escapes, and the number of iterations recorded.
This produces an histogram of escape times, as shown in gure 2. The slope of
the histogram is the escape rate. Although in the logarithmic plot in gure 2
the histogram appears as a straight line, it is not. Determining which straight
line best ts the data amounts to extrapolating the limit in equation (3). As
4
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Figure 2: Convergence of the escape rate when computed with the Monte Carlo method.
Despite 10
10
having been used, the escape rate is only determined to 4 digits. The
histogram of the number of iterations before escaping is given on the left. After a few
points are added to the histogram, one has to accurately determine its slope to obtain
the escape rate, which is plotted on the right.
each point is added to the histogram, the escape rate is computed and plotted,
as shown in gure 2.
The convergence of the Monte Carlo method depends on the number T of
points iterated and goes as 1=
p
T. The escape rate is computed by estimating
the slope of the histogram generated from random samples, that is, the slopes
themselves are random samples. Their rate of convergence is dictated by the
the law of large numbers, which says that the average should converge as 1=
p
T.
This is very slow and it is dicult to determine if the results have converged or
not, as 1=
p
T is a scale invariant function. If we plot a fraction of the computed
data on a linear plot the data appear to have converged. As a check one could
double the length of the run and verify that the nal value has not changed
much. This then leads one (as we were mistakenly lead) to conclude that the
result obtained had converged.
The reason the Monte Carlo method converges so slowly is that it assumes
so little about the system. For the (strong) law of large numbers to apply to
R
f dx we only need the existence of
R
f
2
dx (nite variance). In our case both
integrals exist. If we use more information about the system, we should expect
better convergence.
In the trace method, we notice that  
n
can be written as the trace of an
operator. This operator has a largest, isolated eigenvalue, and the escape rate
can be computed from it by the power method. (The power method is the
repeated application of the operator to a random initial vector; after many
iterations the resulting vector will be parallel to the dominant eigenvector.)
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Figure 3: Convergence of the escape rate  when computed with the trace method:
 = -
1
n
ln trL
n
. The escape rate seems to be converging smoothly, but numerical
extrapolation methods could not improve the result.
Introduce the operator L which acts on functions g of the unit interval
Lg(y) =
Z
[0;1]
dx (y- f(x))g(x)) . (5)
The trace of L
n
can be computed easily because of the delta function, and one
nds that
trL
n
=
Z
dx (x- f
(n)
(x)) . (6)
Variations on the trace method are used to compute most dynamical averages for
chaotic systems, as computing the trace is equivalent to computing a partition
function for a xed size system.
If L has an isolated eigenvalue, asymptotically the trace depends only on
its largest eigenvalue 
0
, so trL
n
! 
n
0
. From this we can compute the limit
(equation 3) and determine the escape rate to be ln
0
, as explained by Tel [3].
Rather than compute the integral in equation (6) directly, we used the more
accessible expression given by equation (12), which will be explained later. This
more compact expression simply evaluates the trace of the L operator to some
power n. We have done this for dierent values of n and plotted the resulting
values of the escape rate in gure 3. The method does much better than the
Monte Carlo method: with 12380 evaluations of the map f we could compute
the escape rate to 11 signicant decimal digits. This is to be compared to the 4
digits obtained by the Monte Carlo method after 10
10
evaluations of the map.
If we are trying to determine the largest eigenvalue of L, then the trace
method is not the most ecient scheme. The trace method depends on com-
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puting a limit numerically, which is dicult to do accurately. To compute the
largest eigenvalue, we could compute the smallest root of the equation
det(1- zL) = 0 , (7)
the characteristic equation for the L operator. The determinant is interpreted
as a Fredholm determinant [4]
det(1- zL)
def
= exp (tr ln(1- zL)) = exp
 
-
X
n>0
z
n
n
trL
n
!
. (8)
We will use the right-most expression to evaluate the Fredholm determinant.
The trace can be computed by carrying out the integral of the delta function.
The are only contributions when the argument of the delta function is zero |
the xed points of f composed with itself n times. From equation (6) we have
trL
n
=
X
x
x = f
(n)
(x)
1
j1-Df
(n)
(x)j
(9)
where Df
(n)
is the derivative of the map composed n times:
Df
(n)
(x) = f
0
(f
(n-1)
(x))f
0
(f
(n-2)
(x))    f
0
(x) : (10)
A similar expression holds for higher dimensional maps. The expression for
the trace is well dened when the hyperbolicity condition holds: the derivative
Df
(n)
must not be 1 and all xed points must be isolated. For the parabola
map we are studying both conditions hold.
To compute the trace of L
n
we have to nd all the values of x on the unit
interval that are xed points of f
(n)
. These points return to themselves in n
iterations and, therefore, are periodic points of the map f. All the xed points
of f
(n)
can be labeled by the symbolic dynamics of the map [5, 6]. Suppose a
point x is a xed point of f
(3)
, and as it is mapped by f, it visits rst the left
half of the unit interval, then the right, then the left, before returning back to
where it started. Its symbolic orbit would be 010, where 0 denotes visiting the
left half, and 1 the right half. The symbolic code for each orbit is unique |
dierent symbolic codes correspond to dierent xed points. As the symbolic
code  determines the starting point x

, we will denote the derivative Df
(n)
(x

)
by just 

. The number 

is the stability of the orbit .
Suppose now that we wanted to determine a list of all the xed points. We
could construct a list of all possible symbolic codes and for each try to determine
the xed point by a numerical method. If we use backward iterations of f rather
than forward iterations this is simple to implement.
Two further simplications in determining all the xed points are possible.
Notice that in formula 9 only the derivative of the map f appears. This means
7
that a xed point with symbolic code 010 and one with symbolic code 001 will
have the same contribution to that sum. That is because x
010
is in the same
periodic orbit as x
001
, as
x
010
f
7! x
100
f
7! x
001
f
7! x
010
(11)
and 
010
= Df
(3)
(x
010
) = Df(x
010
)Df(x
100
)Df(x
001
) = Df
(3)
(x
001
) = 
001
.
Both orbits have the same stabilities, 
010
= 
001
. For the other simplication
we notice that if we repeat a periodic orbit k times, the stabilities are multiplied
k times. For example, the xed point x
01
is also the xed point x
0101
and

0101
= 
2
01
.
With these simplications we can re-write equation (9), which expresses
the trace in terms of periodic orbits. Each orbit class will appear in the sum
only once. Rather than including a term with 
001
, one with 
010
, and one
with 
100
, only one term will be included and then multiplied by 3, the period
jj. One has to be careful with orbits that are repeats of a shorter ones. By
the procedure just mentioned the orbit 0101 should contribute four terms, but
because it is a repeat of the shorter orbit 01, it only contributes two terms. This
is because there are two xed points x
0101
and x
1010
that map into each other.
If we restrict our sum in equation (9) to the set P of prime orbits, orbits that
are not repeat of shorter ones, we can write
trL
n
=
X
 2 P
jj?n
jj
j1- 
n=jj

j
(12)
where the sum is over the periodic orbits, and n = jjr with r being the number
of repeats of an orbit. Equation (12) was used for our numerical estimates of
the escape rate of the parabola repeller by the trace method. The expression
trL
n
already converges exponentially, see gure 3. We are now able to evaluate
the determinant
det(1- zL) = exp(-
1
X
n=1
z
n
n
trL
n
)
= exp(-
X
 2 P
r > 0
z
jjr
rjj
jj
j1- 
r

j
) (13)
and using the geometrical series with 1=j
r

j < 1 yields
det(1- zL) = exp(-
X
; r
k  0
z
jjr
r
1
j
r

j
1

rk

)
= exp(
X
p;k
ln(1-
z
jj
j

j
k

)) ; (14)
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Figure 4: Convergence of the escape rate when computed with the zeta function method.
In this method all orbits of period up to n are used to estimate the escape rate. The
stabilities of the orbits are arranged so that the convergence is exponential.
and nally,
det(1 - zL) =
Y
k0
Y
2P
(1-
z
jj
j

j
k

) =
Y
k0

-1
k
(z) . (15)
These derivations can be found in reference [7]
The main theoretical tool in the theory of cycle expansions is the product
in equation (15). Its zeros are related to quantities of physical interest [8]. In
our case the zero closest to the origin, z
0
is related to the escape rate , by
 = lnz
0
. This zero is a zero of 
0
in the product expansion, so in principle
one does not need the entire product to obtain the escape rate. As indicated in
equation (15), each zeta function is itself a product of many terms.
The results of keeping only the terms for k = 0 in the computation of the
Fredholm determinant are shown in gure 4. In this case we computed a list
of periodic orbits and their stabilities 

. We then found the smallest root of

0
, including all the orbits up to period n when evaluating 
0
. We let n vary
between 1 and 10, displaying in the plot how many digits did not change in the
value of the escape rate as orbits of longer period were added. With orbits of
period 10 we were able to obtain 12 digits of the escape rate. This was obtained
using the same input as the trace method.
The diculty in using the zeta function 
0
is that this function has poles
that slow down the convergence of any calculation. These poles may be removed
by considering the other zeta functions 
k
, k > 0 [7]. When they are all multi-
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Figure 5: Convergence of the escape rate when computed with the Fredholm determi-
nant. All orbits of period up to n are used to estimate the escape rate. The Fredholm
determinant eliminates the singularities that may exist in the zeta function expansion,
and the convergence is faster than any exponential. The exponential convergence rate
of the zeta function is indicated as a dashed line.
plied the resulting function is entire [9]. One can see a dramatic change in the
convergence of the escape rate when the full product is used. Again in gure 5
we used the same list of orbits and their stabilities as in the computation of the
zeta function 
0
. But rather than using the product form, as in equation (15),
we used the exponential form of equation (14); its use entails a smaller number
of computer operations. Because of the cancelations involved in evaluating the
exponential form, we carried out all our calculations using 70 digit precision
arithmetic.
Conclusions
We computed a chaotic integral | the escape rate of a map f | by Monte
Carlo simulation, the trace method, with a zeta function, and with a Fredholm
determinant. The results are summarized in table 1. The Monte Carlo method
evaluated the map 10
10
times and obtained the escape rate to 4 decimal digits.
The other methods all use the same input, evaluating the map 12380 times.
With this same input the Fredholm determinant computed three times more
digits than the trace method (26 digits and 9 digits using orbits of period nine).
Determining the convergence rate of chaotic integrals is a dicult subject,
as the rate and type of convergence depends on the type of dynamics and on
10
Method Iterations Escape rate 
Monte Carlo (2 dimensions) 10
10
0.36
Monte Carlo 10
10
0.3615
Trace 10
4
0.3615096698
Zeta function 10
4
0.361509669842
Fredholm determinant 10
4
0.36150966984203012532793331
Table 1: Numerical results of the various ways of computing the escape rate. The last
digit quoted was considered signicant. The result for the Monte Carlo method in two
dimensions has been divided by two. The convergence rate for dierent methods are
qualitatively dierent.
the observable being averaged. In the Monte Carlo method it depends on the
type of sampling being used. In the context of the trace method it was studied
numerically by Stoop and Parisi [10] and in terms of the L operator by Keller
[11]. Cvitanovic and collaborators have given a series of estimates for the rate
of convergence of cycle expansions. Artuso, Aurell, and Cvitanovic [7, 12] show
that 
0
and the Fredholm expansion should converge at least exponentially fast,
and later on Cvitanovic [13] rened the estimate for the Fredholm determinant
and showed that it converges as exp(-n
(d+1)=d
) for a d-dimensional map. A dif-
ferent example, from statistical mechanics, comparing the Monte Carlo method,
series expansions, and cycle expansions was given by Mainieri [14].
Why do we want to compute the escape rate so accurately? There are no
experiments that could measure an escape rate to more than a few digits. The
reason we compute it so precisely is to test our understanding of chaotic systems.
To compute a quantity precisely one must understand a system well. It is a test.
The Monte Carlo method used no information about the system except that it
was ergodic; it performed poorly. The Fredholm determinant assumed much
more; it performed better. Precision is also necessary when we have to compute
higher dimensional chaotic integrals.
The deterioration of accuracy in higher dimensional systems is well illus-
trated in the Monte Carlo simulation. We re-did the escape rate calculation for
a two-dimensional map. As a simple example, we took the map H : (x; y) 7!
(f(x); f(y)), where f is the parabola map we used before (with a = 4:5). In
gure 6 we have plotted the escape rate as a function of the number of points
in the histogram of escape times. The convergence is much slower than the
one dimensional case, with a little less than two digits being correct. A simple
computation with a Fredholm determinant shows that the escape rate should be

2D
= 0:7230187, a value that is not even in the plot. Just as before, one has to
estimate the escape rate from a histogram, and although there are many points,
it is still not in the asymptotic regime. It is easy to see how one can be lead
astray by a simulation where one has no way of estimating convergence. While
11
0 2×109 4×109 6×109 8×109 1010
0.739
0.7395
0.74
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0.741
0.7415
Figure 6: The escape rate for a two dimensional map. The convergence is slower the
higher the dimension of the map. In this case the correct answer is 0:723, and not around
0:7404 as it appears in the plot.
there is little loss of precision in going to higher dimensions in the Fredholm
calculation, we expect the Monte Carlo result to worsen with increasing number
of dimensions.
We would like to acknowledge the nancial support of the Department of
Energy.
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