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Apresenta-se um breve resumo histórico da evolução da amostragem
por transectos lineares e desenvolve'se a sua teoria.
Descrevemoe a teoria de amostragem por traneectoe ]ineares,
proposta por Buckland (1992), sendo apresentados os pontos mais
relevantee, no que diz respeito à modelação tla firnção de detecção.
Apresentamos uma descrição do princípio CDM (Rissanen, 1978) e a
eua aplicação à estimação de uma função densidade por um histograma
(Kontkanen e Myllymáki, 2006), procedendo à aplicação de um exemplo
prático, recorrendo a uma migtura de densidades.
Procedemoe à sua aplicação ao cálculo do estimador da probabiüdade
de detecção, no caao dos transectos lineares e degta foma estimar a
densidade populacional de animais.
Analisamos dois casos práticos, clássicos na amostragem por
üstâurcias, comparando os resultadog obtidos.
De foma a avaliar a metodologia, simulámos vários conjuntos de
observações, tendo como base o exemplo das estacas, recorrendo às firnções
de detecção semi-normal, taxa de risco, e:çonencial e uniforme com um co'
geno. Os resultados foram obtidos oom o pmgrama DISTANCE (Thomas eá
a.L, in press) e um algoritmo escrito s6 linguagem C, cedido pelo Professor
Doutor Petri Kontkanen Oepartamento de Ciênciae da Computação,
Universidade de Helsínquiâ). Foram desenvolvidos pnogrâmâs de foma a
calcular intervalos de conÊança recorrendo à técnica bntetrap (Efrcr.,
19?8).
São discutidos os reeultados finaig e apresentadas sugestões de
desenvolvimentos futuros.
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We present a brief historical note on the evolution of line transect
sampling and its theor€tical developments.
W'e describe line transect sampling theory as pmposed by Buckland
(fggZ), and present the most relevant issues about modeling the detection
function.
W'e present a description of the CDM principle (Rissanen, 1978) and
ite application to histogram densrty estimation (I(ontkanen and Myllymâki,
2006), with a practical example, using a mixture of densities.
We proceed with the application and estimate pmbabüty of detection
and animal population density in the context of line transect sampling. Two
classical examplee ftom the literature are analyzed and compared.
In order to evaluate the proposed methodology, we carry out a
simulation study based on a wooden stakes example, and ueing as detection
functions half'nomal, hazard rate, exponential and uniforrn with a msine
term. The results were obtained using program DISTANCE (Thomas eá a,L,
in press), and an algorithm written in C language, kindly ofrered by
Profeseor Petri Kontkanen Oepaúment of Computer Science, University of
Helsinkil. We develop some progrâms in order to estimate confdence
intervals using the bootstrap technique (nfton, fgZg).
Finally, the results are presented and discussed with suggestione for
future developments.
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D - Densidade populacional.
A - Área onde se distribui a população de interesse.
a 'r("ea amostrada.
N- Número de indiüduos, na área de interesse.
Z - Comprimento do traneecto.
g(y) - Função de detectabilidade.
2- Conjunto dados.
í- Conjunto de hipóteees.
CDM- Comprinento descritivo mínimo. Oa üteratura inglesa
Minim ua descrip üon lengÍh.)
MVN- Máxima verosimilhança normalizada. Oa literatura inglesa NML'
Norm aüzed aaxim um likeühood.)
CE- Complexidade Eetocásticâ. Oa literatura irgleea SC - ethocasüc
AIC' Akaike iaÍormaüon uitedon.
rtfl - Complexidade paramétrica de um histograma com K classes.
Í ,*,,(t lc)- Função densidade MVN, para um histograma oom um
conjunto de pontos de corte C .
Í"^,(O)' Eetimador da densidade de probabüdade por CDM sobre o
trânsecto.
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Nos últimos anog tem-se vindo a assistir a grandee altera@s
climáticas, que têm conduzido a uma degradação do meio ambiente, com
graves consequências para os sistemas de organismos vivos. Neete sentido, a
Ecologia têm vindo a assumir um papel preponderante na gestão,
deeenvolvimento e manutenção dos recursos naturais, vitais para a
sociedade.
A aruâlige destas pmblemáticas, entre outras metodologias, passa
sempre pelo estudo aprofundado dos sistemas de organismos üvos
(ecossistemag). Nestes eetudoe, uma das anáüses básicas, mas com grande
importância para a compreensão do estado do ecogsistema é a estimação do
tamanho das populaçõee ou a deneidade populacional.
Este estudo, na maioria dae situações é bastante üspendioso ou pot
vezes impossível, dado que a contagem de popula@s naturais está sqjeita a
condicionantes topográficas, tipo de organismo, habitat e recursos humanos
neceeeários para o implementar. Podemos dar como exemplo a
impossibüdade de contar todos os coelhos exietentes no Alentejo, ou entâo
como contar todos og elefantee duma savana africana?
Para dar resposta ao tipo questões anteriores, surgiram técnicae
estatísticag que noa permitem estimar oom margens de erro razoáveis, o
tamanho das popúações e desta foma, fornecer um indicador do estado do
ecossiatêma.
Oe métodog de amostragem de popula@es animaig maie utüzados gão
captuÍa - recaptura @ollock et al., L99O) e a amostragem por distâncias
(Buckland et a1.,2O01), sendo que a púmeira não será alvo de estudo nestê
trabalho.
A amostragem por distâncias teve a sua origem no iúcio do século
)OÇ com técnicag bastante rudimentares, destacando-se a contagem de
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pássams no estado de Illinois (Forbee, 1907i Forbes e Gross, 1921). Uma
metodologia baeeada na contagem de objectos efectuada ao longo de uma
estrada foi introduzida por Nice e Nice (1921). Os autoreg assumiram que os
objectos eram todos contabüzados até uma determinada dietância da
mesmâ. Este conceito foi posteriormente aperfeigoado por Iftlker (194õ),
registando as distânciae à estrada doe objectos detectados.
A partir ilo final da década de 60 começaram a surg:ir vários eetudoe
com euporte teórico, dos quaie se destacâm Gatns et aI. (fgOs), Seber (tgZg),
Burnham e Anderson (1SZO) e Burnham et al.(J980),
Na década de 80 surgiram vários artigos que originaram a teoria mais
utilizada actualmente nesta área, destacando'se Hayes e Buckland (1983),
Buckland (fSgS) e Buckland (1992d. Neste último, é sugerido um modelo
semi-paramétúco mais robusto, que resultava da combinação de uma funçâo
chave, (modelo paramétrico) ajustado por termos de uma série polinomial
(modelo não paramétrico).
Com a publicação do livm, Buckland et al. (1993), foi também
desenvolvido um eoftware para análise dos dâdog segundo esta teoria,
denominado DISTANCE (Thomas eá a.L, in prese) tendo como base um outm
denominado TRANSE0I (Laake eú a1., 1979). Em Buckland et aI. (zOoD é
feita uma actualização desta obra, propondo-se novas metodologias para a
estimação e detecção de animais.
Este trabalho surgiu, após ter sido realizada uma análiee no
DISTANCE de um conjunto de dados, recolhidoe numa experiência didáctica
realizads no pólo da Mitra da Universidade de Évora. Recorreu-se a um
histograma de classes desiguais, tendo eido os extremos dae mesmas,
escolhidos de forma empírica até o histograma apresentar o padrão cláeeico
obtido na amostragem por üstâncias.
Esta metodologia, embora empírica e sem qualquer suporte teórico,
forneceu algune resultados interessantes, pelo que procedeu-se com uma
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pesquisa no meio científico de teorias sobre eetimação de uma função
densidade, recorrendo a um hietograma de classes desiguais.
Esta dissertação é constitúda por seie capítulos, mais os anexos
correspondentee a algumas roti''as implementadas no ambiente R
fulpit[ww.tItsjcctpd), necessárias para proceder às análises dae
simula@es.
Do primeiro capítulo, onde se procede a uma breve introdução,
paseamos ao segundo, onde se apresentam os fundamentoe têóricos dâ
amostragem por transectos lineareg. No terceiro capítulo é apresentada a
teoria subjacente à estimação de uma função densidade, recorrendo a
histogramas de classes desiguais por CDM e exemplos de apücação.
No quarto capítulo pmcede'se à apücação da metodologia referida no
capítulo anterior, à estimação de uma função densidade no caso dos
transectos lineares, e respectiva aplicação a dois exemplos clásgicos na
Iiteratura.
No quinto capítulo são implementadas simulações, de diversos cenários
tendo como bage de partida o exemplo das estacae, recorrendo às fun@es de
detectabiüdade maig comung na prática, procedendo-se de igual forma a
uma comparação com os resultados obtidos pela teoúa proposta por
Buckland etaI.,(âOOD.




Em ecologia procede'se ao estudo da distribuição e abundância de
plantas e animais, e as suas intera@s com o meio ambiente. Mútos
estudos sobre populações biológicas, nequerem o cálculo de estimadores da
densialade populacional, ou o eeu tamanho ou ainda, taxas de variação da
população no tempo.
Um parâmetro de intereeee é a dengidade populacional, (número de
indivíduos por unidade de área), que se denota por D. Este parâmetro e a
rlimsnsff6 da população N estâo relacionados por N=DA em que A
representa a área onde se distribú a popüação de interesse.
Na amostragem por transectos liaeares, consideramos uma populaçâo
de dintensão N, numa determinada área de tamanho A. Coloca-se um
conjunto de linhas distribúdas aleatoriamente no campo, e medem-se as
distâncias dos objectos detectados à linha, quando esta é percorrida por
alguma forma de locomoção. Com esta infomação pretende-se inferir a
partir do número de objectos observados numa dada área ao longo da linha,
ou ünhas, para uma região com área superior.
olr.cto
?
Poüio ood. o.É..rrrdor d.t cr. o.üt aro E h
D!iDi!. Yta q[tldo p.troE r lirhr.
Figura 2'1: Os objectos são detec,tados ao longo da ünha.
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Na frgura anteriror, ilustra-ee a metodologia inerente à amoetragem
por transectos lineares, em que a dietância do objecto à Iinhâ pode ser
calculada através da expressão y =rx sen(0), quando são medidas as
distfurciae radiaig r e o ângulo de observação á. A ünha percondda tem um
comprimento Z conhecido sendo que na prática gão colocadas q ünhas,
4,1r,..-Lr, * t =f L,. Objectos afastados da linha poderão não eer
l=l
detectadoe, mas se as distâncias forem medidas de foma precisa, podemos
obter estimadores firâveie da densidade populacional.
2.1 F\rnção de dêtectabilidade
Na metodologia ü amostragem por üetâncias, um conceito
fundamental é a função de detectabüdade, denotada por g(x) ; x > 0 i
g(x) ambabilidade de detectar um objecto sabendo que está a una
distância perpendicular .x , da linha central do transecto.
Geralmente a função decresce com o âumênto da distância, mag
0<g(x)<1. Em teoria assume-se que g(0)=1, ou eeja, os objectos na linha
são sempre detectadoe com probabilidade 1.
Função de Detestabilirlade
al
Figura 2-2: Exemplos de fun9ões de detectabüdade.
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Na fuura anterior, apr€sentâm.se as fun@es de detectabiüdade gl ,
92 e 93' exemploe que surgem na amoetragem por distâncias. A forma
eepecífica destae fungões será explicitada maie a ftente. A abcissa ,,,
representa a distância a partir da qual a probabüdade de observar um
objecto é muito pequena, ou a distância máxima à qual são detectados os
objectoe, ,=ro(+).
Em geral, numa amostragem por trâneectos lineares egtabelece-ge a
priori o valor w, tal que 03x<w, a partir do qual todae as distâncias
observadas com valor superior eão truncadas. Desta forma, resulta então
que a rírea a ser obeervada é rectangular e tgaal a2wl.
a=2wL
Figura 2-3: r{rea do transecto.
A truncagem dos dadog pode ser vantqjosa, na medida que se
existirem " outliezd', estes tornam a modelação da função g diffcil. Uma regra
para a truncagem consiste em eliminar 5% - LooÁ dos objectos detectados a
maioreg distâncias (Buckland et al.,20Ol).
Toda a metodologia inerente à amoetragem por üstâncias assenta em
fortes pressupoetos, que caeo venham a ser violados, os regultados obtidoe
poderão não ter nenhuma coneistência. Eetes eâo, por ordem de i,nÍrortâneia:
- Os inüúduoe situados sobre o transecto, são detectados com
probabiüdade f (g(0) = r);




' Os indivíduoe são detectados antes de qualquer movimento relativo
ao obsenradori
- As dishâncias e ou ânguloe são meüdos con a máxima precisâo
possível.
2.2 Estimsção ds
Consideremos uma área A a ser estudada, com umâ população de
indiüduos ou objectos de interesse, dispostos segundo um proc€§so
estocásticoi considere-se uma faixa de comprimento Z e largura w, logo
uma área a=2wl é observada e se todoe os objectos presentes nela forem
enumeradog resulta então que o estimador do númem de objectos por
unidade de área vem igual s -1-.2wL
Na amostragem por transectos [neares define.se por { a proporção
de objectos detectados na área analisada. Esta pmporção é geralmente
estimada através dae dietâncias
densidade populacional é dado por:






Em que z representa o número de objectos detectados, Z




Um estimador da probabilidade de detectar um objecto na faixa de




Se substituir-mos [2.2] em [2.1], temos que:
nD n Íz-81
dx 2L c@)e











A foma de egtimar a quantidade 1 , resulta do facto, da funçãop
densidade de probabilidade das distâncias perpenüculares, conücionada se




A figura eeguinte serye para ilustrar que a probabüdade tle detectar
um objecto na faixa de área a, é dada pela pnoporção que representa a área













Figura 2-4:CáIculo da probabüdade de detêcção na faix s, de área a=ZwL .
o resultado [2.5], diz-nos que a função densidade de probabüdade
(f.a.p.) C igual à função de detectabilidade g(x) , sujeita a uma mudança de
eecala de forma que 
! Í<*l* = t .
0










Regulta então, que a questão úave na amostragem por trânsectos
lineares asserta na correcta estimação do parâmetro /(0).
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2.8 Estimação
Como atrás foi exposto, o problema eetatístico na eetimação da
densidade populacional, resume-se simplesmente à estimativa de /(0) e por
consequência, a uma correcta modelação de g(r) .
Para tal, váriag fomas foram apresentadas na literatura, modelos
não paramétricos e paramétricoe. Relativamentê ao primeiro caso, temos os
métodos de estimação da densidade pelo método do núcreo (chen, 1996;
Mack e Quang, 1998; Gerard e Schucany, 2002), a utiJização de séries de
Fourier (Crain eú aI, lg7», o modelo logspüae (Rendas, 2001i Rendae e
Alpizar Jara, 2005) e os polinómios hemíticos Guckland, 19g5).
No que diz respeito ao segundo caso, os modelos paramétricos foram
intmduzidos por Eberhardt (tg7g) com o modelo logístico reverso, pollock
(t979) com o modelo exponencial de série de potênciae, B*rnham eú a.L
(tg80) com o modelo Beta e e:rponencial quaüático e Hayes e Buckland
(fgAg) com o modelo das taxas de rieco.
Em Buckland, (1992b), surge uma metodologia semi.paramétrica,
utüzando uma função chave normal truncada ajustada por uma eerie de
polinómios de hemíticos.
Dado que actualmente o modero com mais desenvoryimentos teóricoe e
de maior aplicabilidade, é o proposto por Buckland et al., (2OOl), vamoa
apreeenta.lo de seguida.
Seja 9(r) uma função paramétrica que melhor se ajusta aos dados,
função chave, que na literatura inglesa se designa pot"key frnctiot, com f
parâmetms. se o ajustamento não for satisfatório, são adicionados termos de
uma série não paramétúca, resultando então que a expreesão da densidade




onde p(.r) tem t parâmetros, /(x) tem ft + rz parârnetros e p, (.r, ) é uma
função definida por:
[{, se for um polinómio de ordem i
I
p,(x,)=lH,(x,), se for um polinómio hermítico de ordem i
[cos(iza), se for uma eérie de Fourier (série de co-genos)
x, é um valor estandarüzado de x. No caso da função chave ter apenas um
parâmetro de escala, a define-se a=f. No cago de ser escolhido um
ajustamento com termos de uma série de Fourier, 4 = 1, isto com o
újectivo de evitar eventuais probremas de convergência na estimação dos
parâmetros, sendo estas as
DISTANCE;
Na tabela seguinte apreaentam.sê algumas
sofbware DISTANCE.
ai = 0, se o termo de ordem i não 6r utiüzado no modelo, caso contrário é
um parâmetro a ser estimado por métodos de máxima verosimilbançai










w É g)"1I + at
Seai-noraal Co'seno [,.f a*.[.r')L i-z \w)e2ê
Semi-noraal Hermítico
lr.i.,r,a,t], em eue 4 =fe2ê
Taxa de risco Co-seno ,-,ti')f,.á-*,(T)]
Tafla 2-1- $Symas combinações diepoúveis no softwar€ DISTANCE. Note_se que oeparâmetms das funções devem eatisfazer certas conü@s, para que o eeu integral sejaigual a um.
2.4 Critérios de escolha do modelo
Da teoria expostâ, conclui-se que dispomos de um conjunto variado de
curvas possíveis, para modelar a função de deteoção. por um lado igto dá_nos
uma grande flexibüdade, mas por outm lado surge-nos outra questãoi como
eeleccionar o melhor modelo? Em Buckland et at. AOOD, Burnham e
Andereon (rszo) e Burnham et aI. (rggo são apresentados quatro criüárioe
que os modelos assumidos para a função de detecção deverão verificar. Estee
por ordem dg imFortância são, estimação robusta, critério de forma,
eficiência e critério de informação de Akaike.
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2.a.1 Eatimação robusta
IJma vez que a verdadeira função de detecção não é conhecida, a não
ser quando eão efrctuadas simula@s em computador, os modelos que
possúmoe deverão ser facilmente adaptáveis àe várias formas que o gráfico
da função de detectabiüdade possa apresentar.
O estimador obtido deverá ser suficientemente eetável na presença de
factores peúurbadores, tais como a topologia do terreno, condi@e
meteorológicas, estaçâo do ano, etc., ou seja deverão obter-se eetimadores
pouco sensíveis. Na ]iteratura anglo'saxónica, dá-se a este critério o nome de
pooling rubustness.
2.L2 CrrtÁt'rcdefutua
Este critério pode ser matematicamente definido como g'(0) = 0, ou
seja diz'nos que a função de detectabüdade deverá ter um extremo no ponto
de abcissa zero, que em termos gráficos siglrifica que g(r) tem um ..ombro"
junto da origem. A violação deete critério impüca que a mbustez da
estimativa da deneidade populacional é posta em causa, senão mesmo
impraticável.
2.4.s EEciômia
No crâlculo das estimativas da densidade popuracional é necessário
que o modelo seleccionado, além de mbusto e satisfaça o critério de forma,
deva igualmente eer eficiente, significa ieto que as egtimativae obtidas
devem ter variâneia reduzida. para tal os métodos de mráxima





2.4.4 G}itéiao de inftroaçao de Akaits GIC)
Este critério fornece.nos um valor quantitativo, que nos permite
definir uma hieraryüa entre vários modelos calculados e escollrer aquele
que apresentar o menor valor. o Arc é definido recorrendo ao logaritmo da
função de e ao númeru de parâmetros do modelo, tendo a
seguinte expressão matemática:
üC=4ta(L)+2p. IZ-91
Em que ln(Z), representa o logaritmo natural do mrídmo da função de
para os estimadores dos parâmetroe e p, o número de
parâmetros do modelo.
Desta forma, tenta-se encontrar um modelo que se qjuste de forma
razoável aos dados, mas que não tenha um número muito elevado de
parâmetros, ou seja, pnocura-Be um modelo que seja parcimonioso.
7E
8.
No capítulo anterior foi e:rposta a teoria semi.paramétrica,
actualrnente utilüada na âmostragem por dietâncias, e na qual assenta o
software DIsrANcE, smFlamente utilizado por biólogos e investigadores
nas áreas da ecologia zoologia e botânica. No entanto esta teoria não é
consensual, tendo surgido várias outras abordagens, entre as quais se
destacam oe métodos de estimação por núcleos (CheÍL 1996; Mack e euaog,
19981 Gerard e Schucany, 2OO2) e logspünes (Rendas, 2001i Rendas e
Alpizar-Jara, 2005). Pretende-se com este trabalho introduzir um novo
conceito no campo da Amostragem por Distâncias, na estimaçâo da flrnção
de detectabilidade, baseado numa teoria não paramétrica denominada por
CDM (comprimento descritivo mínino), da üteratura inglesa, MDL
(minimum destiption lengtÜ introduzida por Rissanen (l97g).
Na teoria clássica (semi-paramétrica), usualmente procede-se a um
agrupamento das distânsias em classes, geralmente de igual comprimento,
para desta forma ter uma percepção do tipo de gráfico que terá a função de
detectabilidade e desta forma, pnoceder ao ajuste de um modelo ao
histograma apresentado.
a estimação de uma função densidade é um dos
principais objectivos da inferência estatística. perante um deteminado
cor$unto de dados oriundos de uma funçf,o densidade degconhecida, a sua
estimação por um histograma passa pela escolha de uma função por se@es,
que melhor representê os dadoe utilizando um deteminado critério.
Escolhendo um número sufisiente de classes, podemos adaptar um
histograma a um ceúo conjunto de funções densidade.
Na literatura surgiram vários métodoe para a eecolha do númem de
claeees a considerar para a construção de hietogramas, entre os quais
podemos citar: sturge§ (tgzo), scott (1929) e Freedman e Diaconis (19g1).
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No entanto, todoe assentam no mesmo púncípio, consideram classes de igual
comprimento e dão apenas uma referêneia para o número óptimo de crasses
de um determinâdo conjunto de dadoe.
Os hietogramas obtidoe por estas metodologias têm todoe os mesmos
prcblemas, se a üstribuição dog dados não for uniforme dentro da classe é
neceseário aumentar o númem de clasges para capturar as zonas com
elevada densidade, e desta foma utüzar um número exagerado de classes
nas zonas de baixa densidade. Então a única forma de contornar estê
problema será considerar claesee com comprimentos variáveia.
Para conetruir estes histogramas, é necessário encontrâr um conjunto
óptimo de pontos de corte e necessariamente o número de classes, o que nos
conduz a um prcblema mais complexo. para resolver este problema,
consideramos todoe os possíveia conjuntos de pontos de corte, oomo uma
selecção de modelos. Neeta metodorogia, escolhe-se um primeiro conjunto de
pontos de cortê e procura-se o modelo óptimo utilizando un critério de
selecção de modelos. Esta abordagem é baseada em Teoria da Infomação,
mais concretamente em métodos de "codificação 6ínimg" ou "co-plexidade
mínima". Estes, procuram tornar a infomação num formato o maie
gompacto poseível e para tal baseiam-se no princípio de que, se pretendemos
a melhor codificação possível, temog de câpturar todas as
preeentes nessa informaçâo (Grii,nwald, 20OZ).
uma dae formalizações deste princípio é o "comprimento descritivo
mínimo - CDI\P (Bissanen, lg7g). A ideia chave em que asgenta este
princípio é a de que cada reguraridade n,',' determinado conjunto de dadoe,
pode ser usada para os comprimir. De acordo com Rissanen o objectivo
principal da inferência indutiva será, "eepremer o mais possível os dadoe até
ao mrâximo de regularidades possíveis". A principal tarefa consistê em
extrair a informação significativa do ruído, interpretado como informação
acidental.
B
As negularidades podem ser identificadas com a capacidade de
comprimir os dados, o CDM diz-nos que para um dado conjunto de hipóteees
Íí e co4junto de dados 2, devemos tentar encontrar a hipótese ou
combinação de hipóteses, que melhor comprime o cong'unto D (Grünwatd,
2007).
Egta ideia pode eer aplicada a todos os problemas de inferência, mas
tem sido principalmente aplicada a problemas de eelecção de modeloe,
A foma como o princípio CDM faz esta selecção é minimizando uma
quantidade chamada que representa o
so'nprimento deecritivo mínimo de um conjunto de dados relativamente a
uma dada claege de modelos. Esta definição é baseada na função de máxima
normalizada (MVÀI), intmduzida por Shtarkov (f sgz) e
Rissanen (1996). O lado prático da MVN envolve elevados recursos de
computação, dado que é necessário o cálculo de um integral nomalizado ou




O critério de selecção de modeloe CDM, baseia-ss na miniÍnizagfrs fla
complexidade estocástica que vamos fomalizar de seguida, baeeando-nos
em Kontkanen e Uylymaki @OO6).
Seja x" =(x,,...x,), uma amostra aleatória de ümengão z, em que
cada r, é um elemento de um eepaço de observações X, temos então que
x" eXo.
Considere-ee @c8d, onde d é um inteiro positivo. A claese de
distribuições paramétricas indexadas pelos elementos de @ é chamada de
classe de modelos, istn é Mé uma claeees de modelos se M ={Í(.1»e e@| .
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Seja e({) o estimador de máxima ysrosiÍnilhança dependente de





, onde a constante de normalização 4;, vem
igual a .R[ = I t<.'fig1,u1u (Shrarkov 1987).
A complexidade estocástica (CF,), (sthocaeüc amplexity- SC) do




e c E(f I q = -lrog f @ úe\, u1- l"c & 
] -
ê cE({ | M) = -to9 f @" | o(x"),M) +bg &.
Apresentado o princípio CDM e a deneidade MVN, vamos de seguida
introduzir a definição de deneidade MVIV para um histograma.
8.2. Máxina vercsimilhânça normalizada
Seja r/ =14,...,x,) uma amostra de z observações no intervalo [r..,*_]
em que os extremos são o mínimo e o máximo da arnogtra. Sem perda de
generalidade, assumimos que oe dados estão ordenados por ordem crescente
e que eetão registados com uma precisão denotada por 6, em que a > 0. Este
parâmetm será eecolhido em função do número de caeas decinais
significativas dos dados.
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Isto signiÊca que cada x,ef i =1,...,n pertence ao corfunto X
definido por X =
{*
+ je:7 = Q...,&sl&u
a
Estes pnessupostos pernitem-nos gimfüfrcar
matemática.
a formrüação





em K claeseg da seguinte forma:
1"r,"r1,,,',
ê,*,*+i
Os pontos c, são chamados pontos de coúe do histograma. Vê-ee
facilmente que entre dois elementoe consecutivog de X, existe apenas um
ponto de corte. Por questões ds giynpücidade asaum.e-se que os pontos de
corte pertencem ao cong'unto definido por:
c = {.* * i* ie : ; = 0,..., 
x* :r* - l}
Ieto significa que cada ponto de corte comespotrde ao ponto médio





co = xú -r,cK = e seja $=c1-cr_r,k=1,...,Kas
gmplitudes das classee. Dado Qe@, um vector de parâmetros
e = 
{{a,..., 
e.), e,t o, iu = i e uma eequência de pontos de corte C, define-
se a densidade do histograma pot, fr(xle,C)=ff, ""a" .r e ]c*_,,c*], como











Figura 3-1: Densidade do histograma com classês desiguais.
Note-ee que â não é uma função deneidade, mae sim a probabüdade
de um valor de X cair na classe êêx--.x+-2'2
Desta foma, a função de verosimilhança será dada por:
Z"(Q,cl*\=fI
x
(*)' ,onde l,r representa a frequência abeotuta dâ k-
ésima classe.
Para encontramos a densidade MVN pâra um histograma, temos de
determinar os estimadores de máxima verosimilhança â(f )=
calcular a complexidade paramétrica. É sabido que os estimadores de






Seja .R[ a gomflexidade paramétrica para um histograma de K
classee. Note-se que o integral da definição apresentada acima é subgtitúdo











4 elementos do conjunto X e o coefrciente multinomial
ê
nl.
dá-nos o número de formas de distribuir z objectos por K
4t...n*t'
conjuntos, contendo cada um respectivamente 11,..., á" újectos-
Resulta então que a densidâde MVN para um histogtama de K









A complexidade estocástica para a clasee C, resulta igual a:
CE"(x" lC) = -log f*, (x^ lC) e
<âe CE,(x^ lC) = -log €te@^),c)
RÂ
ltK
II êh,Sn =i)-rult"t@ n) - bs (4n )l + bs Ài.Rí+CE,(x'lC) = -log
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Deduz-ee então, que a equação anterior é a chave para afrrir a
qualidade de um histograma MVN, ou seja comparar üferentee conjuntos de
pontos de corte paÍa os dados.
Relativamente ao temo logRf^, em Kontkanen et aI. (2OOÜ, êt


























Como o erro de [3-õl converge rapidamente para zero mesmo para
valores de z reduzidos, a aproúmação pode-se considerar baetante aceitável
e de mais fáci] tratamento.
8.8. Ilistogramas CDM
Neste ponto vamos abordar uma forma prática de encontrar o melhor
histogram s CDM, para um determinado coqjunto de dados.
Em Kontkanen e Myllymàki e006) é descrito um algoritmo de
programação dinâmica, com o objectivo de encontrar o corfunto de pontos de
corte, bem oomo o número de claeees óptimoe para um dado conjunto de
dados, que apresentamos de seguida.
Seja x' = (x1,x2,...,x,)uma âmostra de dimensão z. Sem perda de
generalidade, consideramos Ír = Ídtr e x, = *^. Para escolher oe pontoe de
cortê parâ a amostra anterior, é considerado um conjunto inicial C,
34
constitúdo por todos os possíveis pontos de corte obtidos, colocando dois










Figura 3-2: Defrnição dos possíveis pontos de corte.
Deeta forma o conjunto C será definido por :
" 
={., -;,.,. r}u{,, *i,,, .,'}r{,,, -Z** -í}
Note-se que os extremos da amostra são exclúdos, uma vez que estão
sempre inclúdos em todos os corfruntos de pontos de coúe.
Trata'se agora de encontrar o conjunto C c C, que minimize o critério
[3-4], considerando que cada cor$unto de possíveie pontos de corte, será um
modelo.
Para tal é necegeário ainda considerar que todos os modelos têm a
mesma probabilidade de serem seleccionados, isto induz'nos que a
distribuição será uniforme para todos os conjuntos de pontos de coúe com a
meema dimensão. (Grti'nwald, 2005).
Para um histograma com B claeses e com um possível conjunto de
ponros de corte de dimensão s='*lr--,, temos (r1,) a"-., u"
escolher os extremos das classee (pontos de corte), logo o critério para
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comparar os diferentes conjuntos s€rá obtido pela função definida da
seguinte foma:




=l-hrltog(e4) - los (,4rn )] + bg À[ + bg I*=l-\




, assumindo que os dados
s
B-l
Dado que o número de conjuntos de pontos de coúe possíveis é múto
grande, vamos apresentar de eeguida um algoritmo que nos permite
encontrar o conjunto que minimiza o critério [3'6].
Este algoritmo baseia-se num conceito de programação dinâmica, que
utiliza uma fórmula recursiva parâ encontrar a solução óptima. (Bellmarg
1957).
Consideremos sem perda de generalidade, que os elementoe do
conjunto õ estão ordenados por ordem crescente, da seguinte forma:
õ = 
F,...,r, )," 
..... ;, consideremoe também que " *, = *"- * Z
em que t' =(n,.."-") conesponde à parte dos dados que se en@ntram na
4io'c,classe ,s = 1,...,§+1. Desta forma, conclui-se que a expre§são [S-Z] é o
valor óptimo de [3'6], quando os dados estão regtringidos a .ra .
Congideremog um hietograma com B classes, em que o conjunto de
Cq..-5Cs""pontos de corte, será definido por C=
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estEio todoe no intervalo [.x*,;] 
prrt ã,, rã,-. Pod"-os então escrever a
furgo BCE(x'",5,8,C) a paúir da função ACnll'^,5,n-[C) de um
histograma com B - 1 classes e pontos de corte C'= , da seguintêCq,-.tC$-z
forma
BC E(x\,,s, B, c) = Bc E (x\n',s, B -t, Q - (n ",- n " ) (,* (' (r,, - 





encontram na B'ésittta classe,
tB-sI
a amplitude dessa classe e o
B-2




















A fórmula recursiva regulta então:
",." 





em que s'= B-1,...,s -1.
O proceseo iterativo inicia-ee com:
i,* = -,,(,*6,) -'.c[[;.-(,,* -i),)),, =,,...,".,. [B-lo]
Iterativamente, o númem de classeg é aumentado sucessivamente de um
em um e [a-S] é apücado parâ s=8,...,,s+l até um número máximo de
classes B- ser atingido. O valor mínimo de Ha" ê entâo seleccionado para
a solução final.
8.4. Exemplo
Para ilustrar_ a aplicabilidade da teoria apresentada, simulámos
âmostras de di",eneõee 100, 500, 1000 e 10000 da migtura de uma
densidade semi-normal, com uma densidade normal obtirla da seguinte
forma:
Consideraram-se Yr- semiN(O =0.D e f, - N(50;12)
Z(D =Zp,Y,, pt =O.6i p2 =0.4
2
Procedemoe à aplicação do algoritmo de programaçflo din§nlsâ
descrito anteriormente, para encontrar o histograma CDM óptimo, para
cada amogtra gerada, sendo o parâmetm e fixado em 0.1.
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Na tabela eeguinte apresenta'se um reeumo dos reeultados obtidos:



































Figura 3'6: Histograma CDM óptimo para a amostra de ümensão 10000.
Verifica-ee que à medida que a dimensão da amostra vai aumentando,
o algoritmo coloca mais classes para capturar os pormenores da cuÍva
eetimada. Isto mostra-nos que os histogramas de classes desiguais tem maig
flexibiüdade em se qiustarem aos dados, do que os de claesee eqúdistantes.
4.
Da teoria da amostragem por transectos lineares introduzida no






Dado oue ffOl =1=--l-
) Área sob curra de g(x)
t4-11
14-zl
podemos deduzir uma expreseão para /(0)e para D, no caso CDM.
Seja x' = {*r,...,r,} um conjunto de z valores de üstâncias, obtitlas de
uma amostragem a paúir de um transecto de comprimento Z e seja









Figura 4-l: Hietograma CDM com B classes para a amostra x".
Como se pode observar na frgura 4.1, deduz-se então que a área do
histograma é dada por:
Area
di"'ensão da amostra e ft, a frequência absoluta dâ classe j .
Note-se que a área considerada, resulta do histograma de frequências
relativae, uma vez que 0<g(Í)<1, sendo g a função de detectabüdade.
4L














» (cyt-c1 x hl) n'
2L B2LZ(c c,)xh,J+l
Desta foma, conclui-se então que o estimador da densidade




onde os c, e h, i =1,...,8são obtidoe como se descreve no capítulo anterior.
4.1. Intenralog de confiansa
Uma forma de ee obter uma estimativa do deevio padrão e intervaloe
de confiança, para os estimadores Í"n (0)e Dcw é tecnrrr'ndo à técnica
"bootetrap" @fron 1978), em que se procede a uma neamostragem com
reposição da amostra inicial, r'={r,.."r,} cahulando para cada repüca,
tY =ltY ,...,x,i*l,i=t,...,r o valor do parâmetro de interesse.
^b,
No noeeo caso, deeignemos por /"ro, (0), o valor de Í r,,rp) para a i-
ésima replica bootstrap, obtido pela aplicação do algoritmo de progra"'ação
42
dinâmica descrito no capítulo anterior, a x"l^ , mantendo o parâmetro e
utilizado na amostra inicial e po, b* 
"ou,o 
estimador de bcar pata a
mesma réplica.
Desta forma, temoe para cada réplica um coqjunto de pontos de corte
óptimo , calculando'se í 
"^r,(0) 
utilizando [4-S], e D cDU, sêgundo [4-
5I
O eetimadores da variância ae 7"*101" ô"o, pod"- ger obtidoe a partir da
variância dos estimadore , t7^r,<O', . b* ,^r,, reepectivamente das vrârias
réplicas bootstrap.
Recomenda-se um número de replicas Í, entre 200 e 1000, sendo que
nos nossos cálculos utilizamog o último valor.
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Os intêrvaloe de confiança a 9596 pata Í"n @) e Dca'v podem ser











f" r(o)pr'1 (Percentis) ln-sI
NormaD [n'ro]Í"*(o) Ícw(o)+1.96 Í.^r(0)
-l
[0.025] Dcan [o.vr5l (Percentis) [4-11]
Dcu,r Dcta,t Dcou (Normal) 14-Lzl+1.96
4.2.
As simula@es foram realizadas utilizando o software gratúto R versáo
@.4.D, (ver anexos), permitindo efectuar programação no domínio da
estatística, podendo ser obtida mais infomação em &!//g4&r'D!qjed,gEgl.
Quanto aoe resultados doe eetimadores relativos, à têoria semi-
paramétrica descrita no capítulo 2, foram obtidoe com o pnograma
DISTANCE, (vergão 5.2), encontrando'se informação detalhada em
Em Buckland et at. (àOOD, é sugerido a utüzação das funÉes chave e
qjustamentos, de acordo com a seguinte tabela:
Tabela 4'l: Combina@es de fun@s chave e gériee de ajustamento utilizadas no
DISTANCE.
O modelo seleccionado é aquele que apreeenta o menor AIC, definido em [2'9].
Fungão Chave Ajustamento
Semi'normal Série de co'eenos
Semi-normal Série de polinómioe herníticos
Unifome Série de co'senoe
Uniforme Série de polinómios siriÍ'les
Taxa de risco Série de co'eênos
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No caso da selecção do melhor conjunto de pontos de corte, para a
metodologia CDM, foi utilizado o algoritmo de pmgramação dinâmica
MDl,-Hietogram, escrito por I(ontkanen e Myllymâki @oo0) em linguagem
C, tendo sido alvo de algumas modiÊca@s, para poder ser executado no
ambiente R. Este passou a ser designado por NMLF, tendo'se recorrido ao
compilador de C, lswinE2
Este programa funciona de forma nativa em ambiente DOS, recorrendo à
linha de comandos do sietema operativo WINDOWS. Os parâmetms que têm
que ser introduzidoe no software são, o nome do ficheiro de dadoe, com
extensão "TXP ou "DAT', o número máximo de classes que podem ser
coneideradas, o valor de e escolhido e um parâmetro ôàe, correepondeote ao
comprimento mínimo das clagsee que o algoritmo vai construir. O output dâ'
nos o valor da complexidade estocásticâ óptino GCE) definido em [3-d, o
número de classee e os extremos das mesmae (pontos de corte).
4.8. Exemplos
4.3.1.
Um dos exemplos maie estudados na üteratura reepeitante à
amostragem por transectos linearee, foi realizado por Laake (1978) nos EUA
no eetado do tJtah, em que 150 estacas de madeira foram colocadas
aleatoriamente numa área rectangular, de forma que a sua distribuição
foeee uniforme. Vários observadoree percorreram um trân§ecto de 1000m de
comprimento, registando as distâncias perpendicularee ao transecto dss
estacas que observavam. No nosso caso vamos coneiderar os dadog
regietados pelo observador identificado pelo número 4.
Este exemplo tem a grande vantagem de ee conhecer o verdadeiro valor da
deneidade (37.5 estacâs1ha), o que nos permite avaliar os resultados obtidos.









DISTA}ICE AICl) 324.16 0.1 18 lo.ogo ; 0.155[ 35.58 lzt .rc; 46.b8[
CDM BCE2) 304.66 o.rtz lo.osa ; o.262[ 33.7 4 Irz.rs ; 78.87Í
Tabela 4-2: Estimadores de /(0) e de D
1) O valor de AIC foi calculado utilizando [Z-g]. Os intervalos de confiança no caso CDM,
foram calculados usando [a-g] e [+-tt].
2) O valor de BCE é calculado utilizando [3'7], tendo-se considerado um valor de e=0.1 e
ô=0.2.
Nas figuras seguintes apresentam-se o histograma CDM e a




Figura 4-2: Histograma CDM para os dados das estacas (observador 4)
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Figura 4-3: Representação gráÍica da função densidade estimada pelo DISTANCE, para os
dados das estacas (observador 4).
Dada a diferente natureza das duas metodologias, no caso CDM não
existe uma expressão analítica da função densidade estimada, como no caso
semi-paramétrico, mas sim uma selecção de um modelo que comprima os
dados num histograma que se aproxima da densidade desconhecida dos
mesmos.
Analisando os resultados expressos na tabela anterior, conclui'se que
no caso não paramétrico, o estimador í(0) está mais próximo em termos de
enviesamento do que o obtido com o DISTANCE, jâ o mesmo não
acontecendo com o estimador da densidade que apresenta maior
enviesamento para o CDM.
No respeitante à variabilidade, a metodologia semi-paramétrica leva
vantagem para os dois estimadores, dado que os intervalos de confiança
para esta tem uma amplitude menor, do que os obtidos na metodologia
CDM.
Desta forma, pode'se concluir que a metodologia CDM pode ainda
assim fornecer estimadores, que se aproximam bastante dos valores reais.
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4.9.2. Unnrlados africanos
Outro exernplo que se pode apresentar é o do estudo da densidade
populacional dos ungulados no continente africano. Paul Hemingwây,
Hemingwây, (tgZt), estudou estes animais e numa das suas amostragens
registou 73 observações, ao longo de um transecto com 60Km. Os dados que
vamos analisar provém de Rendas, (2001).
Tabela 4-3: Estimadores de /(0) e de D.
1) O valor de AIC foi calculado utilizando [Z-g]. Os intervalos de confiança no caso CDM,
foram calculados usando [a-g] e [+-tt].
2) O valor de BCE é calculado utilizando [3-7], tendo'se considerado um valor de s=0.5 e
ô=0.8.
Dado que neste exemplo não se üspõe dos verdadeiros valores de
í(O) e de D, podemos afi.rmar que os estimadores obtidos estão próximos





DISTANCE AICl) 813.94 0.0063 lo.ooss ; o.oozbl 3.88 lg.ze ; 4.G 1[








Para avaliar a metodologia CDM na amostragem por transectos
Iineares, procedeu-se a um con;'unto de simula@es, utilizando as funções de
detectabiüdade mais usuais, semi-normal, taxa de risco, e:rponencial
negativa e uniforme com um oo'seno. Para tal considerou-se como base para
as simula@es o exemplo das estacas já utilizado no capítulo 4. Supôs-se que
ilispúnhamos de uma população de 150 objectos, distribúdâ aleatoriamente
numa dada área, considerando-se um transecto com lkm de extengão e em
que a probabüdade de detecção { foi fixada em 46.60Á, sendo que a
distância ra foi fixada nos 20m. A ümensão da amostra escolhida é de 70
objectos detectados ao longo do transecto, de modo rye 1=!= 
-J9- 
=0.466."N150
Geraram-ee então 1000 amostras de cada uma das fun@es de
detectabüdade referidas anteriormente, procedendo-se à aúlise das
mesmas pelo algoritrno CDM e pelo DISTANCE, estando os reeultados
erq)ressos maie à frente.
õ.1. Cenários de simulação
Dado que a=O*=I,, ,=i,s(x)&. e,f(O) =1, deduz'se que:p
I
I .f(0) _ I o -70'" - 150@mo e w=20, resulta que
[6-1]
w v,Í(o)'




Como primeira etapa determinaram'se os parâmetros das fun@eg de
detectabüdade consideradas, de forma que fossem cumpridos os
pressupostos apresentadoe anteriormente.
6.1.1. §emi'notmal
Considerando como função de detectabilitlade a semi-nomal, tem-se
que:





Logo debrma trivial, resulta ,rn o=!=4.
"f(o) 3
Desta forma a função densidade de probabilidade das distâncias, dos
objectos detectadosvem iflrula 71x1=2e g+ . t6-3I,,










ls-sIResulta então eue d =
3tt
















Um modelo para a função de detecção proposto por Hayes e Buckland
í-rf'
(1983), é a famíüa de funções taxa de rieco definidas por g(x)=1-s( o) ,em
que à representa o parâmetro de forma e o o parâmetro de egcala.
(Bue,kland et al., 199à.
Implementamog este modelo nas simulações, fixando-se o parâmetro
de forma à=3 e calculou-se o valor do parâmetro de escala, de forma que
L' r-"(=f * =?,tendo'se obtido o valor o =7.23952.
Desta forma, a e:rpressão para a função de detecção taxa de risco, vem
igual a:
írl
g(x) =l-el 7 23es2)




Í(x) = s(x) <àp 28
3
* r@ = *- *"(-*,1, x e [o,zo].
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õ.1.8. &ponens'alnegativa
Gates eú a/. (1968) plopuseram um modelo para a função densidaale
de probabilidade das ilistâncias peryendicularee, apücado apenae a dados
sem serem truncadoe e desagrupados, que seguia uma e:qronencial negativa
da forma f(x)= )c-b .
Desta forma, têm-se então qrc Í(O) = ). . Dada a simf ücidâde do
modelo, por vezêe resulta que oe eetimadores da densidade obtidos são
bastante enüesados e imprecisos. De forma a testar a performance da
metodologia CDM, implementamos também este modelo nâs nossas
simula@s, com a eeguinte parametrização:
Como /(0) =, , tem'se que I = I .
28
Desta foma a função de detectabiüdade vem igual:
c@)=e 28 [5-10]





o l@) = fre,t-,xe[0,20]. lr-rrl
Refira'ee que para este modelo, a condição 
"f 
(0)=0 não é verificada, mâs no
entanto continua a ser bastante utilizado na prática.
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õ.1.4. Uniforme oorn um oo-sêDo
Da teoria semi-paramétrica exposta no capítulo 2, surge o conceito de
funçâo chave, com ajustamentos por umâ eerie de Fourier. Um dos modelos
proposto§, utiüza para a função chave a distribuição unifome com
qjustamento de termos de uma série de co-eenos, cuja expressão é:
ls-tzl
em que x, representa os valores das distâncias estandardizados,
definido por 4 = l, sendo eeta a formulação utüzada para todos os modelos
w
implementados no DISTANCE.
Como vamos utilizar apenas um termo da série de ajustamento, a
ru>=jlr*i,,*,1,,.,1]
expressão [5-12], regume-ae a f(x1=L[,.r*'(T)] Tendo em 
"ontâ 
os
parâmetros utilizados pâra as simula@s, vem que:
xlt=filr*'"-(;)] lr-ra]






Como g1o; = t, temos que [t+a]= t15
Tem-se então, que a expressão para a função de detectabilidade
Uniforme com um @-seno, resulta igual a:
53
, re[0,20]. [5-14]
õ.2. Estatísticae utilizadas na avaliagão dos
nesultados
Para avaliar a performance dos eetimadoree da densidade
populacional e do parâmetro /(0), calcularam-se para cada corfunto as
estatísticas deecritivas apresentadas de seguida, denotando áum parâmetro
genérico e .lV o número de amoetras geradas para cada função de detecção.
Desta forma, define-se:
Enviesamento - erú?)= E(A-e;
E(0\-0
0






Zle,-e,lVariância - var(á) 1V-l
Raiz quadrada do erro quadrático médio -
IRIvBE@)= var(d) + ew(O)
I
*(â,-;,)' 
,Erro Padrão - o^ =
e 1V-l
o




Nas simula@e oom o programa DISTANCE, implementaram-ge doig
esquemas de selecção, sel€cção I e eelecção 2. Na selecção 1, foram
escolhidas as fun@es chave associadas a cada função de detecção simuladâ e
na eelecção 2 utilizaram-se as combina@s abaixo descriminadas:
semi-normal +Série de co-senos;
semi-nolual +Série de polinómioe hemíticosi
Uniforme+ Série de @-Benos;
Uniforme* Série de polinómiosi
taxa de risco+ Série de co-senosi
E:qronencial Negativa* Série de polinómios.
No que diz respeito às simula@e com o algoritmo CDM, utümu-se um
valor para o parâmetro e de 0.1 e de 0.2 para ô.
2i
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Metodologia ,Ií (0) envR(.\ var(.) RMSE(.) cv(%)
CDM 0.101 -5.091527 0.00053323 0.031893 17 22.86
DISTANCE
Selecção 1
0.108 t.382442 0.00019111 0.01390351 12.80
DISTANCE
Selecção 2
o.ttz 4.830088 0.00056491 0.02432484 2L.22
6.4. Resultados com a função de detecção semi-
normal
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Figura 5-1: Distribuição de frequências dos modelos seleccionados, quando as amostras










5.5. Resultados com a função de detecção taxa de
rrsco
Tabela 5'2: Resultados para a função taxa de risco.
Sele@o 1:
taxa de lisse+Série de co-senosi
taxa de risco +Série de polinómiosl
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Figura 5-2: Distribuição de frequências dos modelos seleccionados, quando as amostras
provêm de uma função taxa de risco para a selecção 2.
Metodologia ,Irior envR(.) var(.) R^/frE(.) cv(%)
CDM 0.103 -3.044149 0.00049206 0.02242115 21.53
DISTANCE
Selecção 1
0.112 4.647070 0.00025904 o.01684727 t4.37
DISTANCE
Selecção 2









5.6. Resultados eom a função de detecção exponencial
negativa
Metodologia ,Ií (0) envR(.) var(.) RII/§E(.) cv(%)
CDM 0.0906 - t5.41002 0.00054843 0.0286538 25.84
DISTANCE
Selecção 1
0.119 Lt.388927 0.00051634 0.025792L 19.09
DISTANCE
Selecção 2
0.115 8.029565 0.00t22257 0.0360081 30.40
Tabela 5-3: Resultados para a função exponencial negativa.
Selecção 1:
Exponencial negativa+Série de co-senosi
Exponencial negativa +Série de polinómiosi
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Figura 5-3: Distribuição de frequências dos modelos seleccionados, quando as amostras






6.7. Resultados oom a função de detecção uniforme
com um termo de uma série de co'§enos
Com esta função de detecção, implementamos três simulações com o
modelo 1. Na primeira simulação consideramos um termo, na segunda dois
termos e na terceira três termos. Destaca-se ainda que nesta função, para a
metodologia CDM, considerou-se e=0.1 e 6=0.1.
Tabela 5-4: Resultados para a função uniforme.
Selecção 1:
tlniforme+Série de co-senosi
Uniforme +Série de polinómiosi
Metodologia ,I rlol envR(.) var(.) RtvsE(.) cv(%)
CDM 0.0984 -8.128268 0.0008559 0.03052587 29.73
DISTANCE
Selecção 1-um termo
0.0982 8.3 122918 0.0000247 0.010203 13 5.06
DISTANCE
Selecção 1-dois termos
0.1008 5.8904658 0.0000972 0.01L7076 9.78
DISTANCE
Selecção 1-três termos
0.1019 4.8004161 0.0001483 0.0t322r67 11.95
DISTANCE
Selecção 2
0.1058 -t.242646 0.0003679 0.01922805 18.13
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Figura 5-4: Distribuição de frequências dos modelos seleccionados, quando as amostras











Negte trabalho pretendeu-se introduzir um novo conceito na estimação
do parâmetro "f(0) e consequentemente na estimação d"a densidade
populacional por transectos linearee.
Após análise dos resultados dâs váriâs simula@es eêctuadas,
observa'ee que a metodologia CDM, fornece sempre eetimadores do
parâmetro considerado oom um enviesamento negativo, facto que nos indica
que existe um sobrestimação da área efectiva de amostragem w. §alienta-se
que os resultados obtidos com a selecção 1, são sempre melhores do que os
que se obtêm com a selecção 2, para cada uma das metodologias, facto que
não é estranho, dado que os modelos inclúdos na primeira eelecção são do
mesmo tipo dos que se implementaram nas simulações.
Na prática, estê não é o quadm real, uma vez que o utüzador não tem
conhecimento do tipo de modelo de onde provêm os dados que recolheu,
optando por um conjunto de modelos sugeridos na literatura,
correspondendo nos nossos cenários à selecção 2.
Procedendo a uma análise maig detalhada, verifica'se que com a
função de detecção semi-nomal, que os resultadog obtidoe com as
CDM e DISTANCE gão bastante comparáveie, a primeira
gubestima e a segunda sobrestima, ambas em cerra de 6Yo em valores
absolutos, existindo una Iigeira vantagem para esta última.
No que diz respeito à frrnção de detecção taxa de rigco, a metodologia
CDM fornece um estimador com maior precisão, do que a metodologia semi'
paramétricâ. Em termos globais existe uma ligeira vantagem para o CDM.
No que diz respeito à fi.rnção de detecção exponencial negativa, o
enúeeamento é pior para o CDM, mag a variabilidade é melhor. Em termos
globais existe uma vantagem relativamente à metodologia altemativa.
6l
Relativamente à frrnção de detecção uniforme com um oo-seno, a
metodologia semi-paramétrica leva vantagem nas váriâs simula@e
efectuadas, gendo notório o efeito de parcimónia, ou seja quando o número
de parâmetros do modelo aLrmenta, dirninui o enviesamento mag verifica'se
um incremento da variabilidade.
Em termos gerais conclui-se que a metodologia apresentada, é uma
alternativa à semi-paramétrica, no caso dae fun@es de detectabilidade semi.
normal, taxa de risco e e:rponencial negativa, com a va[tagem de não ser
necessário presumir que modelo ee ag'ustará melhor aog dadoe.
No que diz respeito a desenvolvimentos futuros, sugene-se a criação de
um eofbwar€ amigável para o utilizador, que contenha ajustamento, selecção
de modelos e estimação de parâmetros com a metodologia proposta.
Propõe-se efectuar uma comparâção de performan@ com outrag
metodologias não paramétrica§, como estimação pelos métodos dos núcleos
(Chen 1996) e logsplines ($endae, 2001i Rendas e Alpizar-Jara, 2005).
Por fim, estabelecer uma conexão com a teoria de selecção e
ponderação de modelos (Morgado, 2008).
n
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for (i in 1:N)
{
if (u Ii] <pl)
{















d1<-rhaLfnorm (n1, thetal )
d2<-rnorm (n2, miu, sigma)
d<-c (d1, d2 )
d
writê. table (d, "C: /Users / Eêrnando/Documents /dadosmixhâ1f10000. txt", dec=
" . ", row. names:EÀLSE, col . names=EÀl,SE, sep:" " )
system ( "C : /Users/ Fernando/Documênts/NML_histogram
C: /Users/Fernando/Documênts/dadosmixhalf 10000. txt 2O
= TRUE, wait = TRUE,Show.output.on.console : TRUE)
o.t o.2" , intern
cut<-c (-
0. 050 00 0, 3.750000, r.0. s5 0000, 13.750000, 16. 9s 000 0,




.55 000 0.24 . 950 ooo, 34
, 75 000 0, 84 . 7 5 0000, 94
h<-hist ( d, breaks:cut, f rêq=FÀLSE, main=íHistograma
Mistura'r, xlab='rx", ylab=r'Densidade r', plot=TRUE, ylin=c (0, 0. 055 ) )
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mx<-function (x) pL*dhalfnorm (x, thetal )+p2*dnorm (x,miu, sigma)
curve (rlx, 0, 90. add=TRUE )
Anexo 2




for (i in 1:N) {











while (length (t)<70) {
u<-runif (1,0, L )
u1<-w*u
u2<-runif (1,0, L)




writê. table (t, paste (paste ("c: /ÀMsHz/amostrahz ", i, sep="" ) , ext, sep=" . " ) ,




Cálculo dos pontos de corte para as amostrag taxa de tie@.
ext<-'rtxt"
cmd<-'rtxt I 0.1 0,2"
ns im<- 10 0 0
for (k in 1:nsim)
{
system (paste (paste ( "c: ,/NMLE
c: /ÀMsHz/amostrahz ", k, sêp=rr r' ) , cmd, sep:" . " ) , intern=TRuE, wait:TRUE, show.
output. on. consolê=FÀLSE, invisible=TRUE) )
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Anexo 4














read. tabLe ( I'c: /cuthazard. txt'r, dec=" . ", 5sp=r', ", fill=TRUE, header=FÀLsE, c
ol.names=c ("c1 , ncLotr, trc11",.c
) {fl,eitura dos pontos de corte para cada amostra
cutvec<-as. matrix (cut )
cutvec




read. table (paste (paste ("c r /N,lsHzlamostrahz ", k, sep="" 1 , ext, sep=" . ,, ) , dec
=" , rr, aep=r'o, headêr=EÀLSE, fill=TRUE )
ansd<-as.matrix (ams )
amsd
n Ik] <-length (na. êxcLude (cutvec tk, I ) )
c<-n Ik] -1
h<-
hist (amsd, breaks=na. êxcLude (cutvec Ik, ] ) , freq=TRUE, col="redr', labeIs=TRU
E, plot-FÀISE. include, lowest:TRUE )
h
for (j in 1: c)
{
width Ij ] <- (cutvec Ik, j+].1-cutvec Ik, i ] )
Atj I <-width Ij ] *h§counts Ij ]
)
area Ik] <-sum (A)
barplot ( (h§counts/70 ), width, spacê=o, xlim=c ( 0, 20 ), ylin:c ( 0, 1 ) )
curve (ha2,0,20, coL = 5, 1ty = 3, lwd = 5, add = TRUE)
f 0 [ k] <- 1/ (area I k] /7 0 )
)
mean ( f0 )
ênvie<- ( lf}- 13 /28|, ) / 13 / 28) ) *700
par(mfrolr=c(2,2))
hist ( envie, main='lHistograma do Enviêsamênto de





hist (di f )
rsne<-sqrt (var (f0) + (mean (f0) - (3 / 28) ) ^2)
rsmê
Anexo 5
Cálculo dos eetimadoree de Í(0) pelo DISTANCE para as amostrag geur-




f ile<-"c : /ESTACÀS/ResuLtadosHaLfNormal . txt ri
íIHÀLF NORMAL
titulo<- TTSEMI -NORMÀLn
write. table (titulo, file, append=T, quote=EÀLSE, row. nameS=FALSE, col . namês
:rÀLSE)
for (i in 1:1000)
{
system (paste (paste ( rC : ,/ESTÀCÀS/mcds 0,
c: /ESTÀCÀS/ INPUTHF/inputhf", i, sep=""; , ext, sep=" . n ) , intern=FÀl,sE, wait=T
RUE, show. output. on. console=TRUE, invisible:TRUE )
stats<-
read. table ( I'c: /ESTÀCAS/STATS. txt ", dêc=" . ", sep=!'r!, filI:TRUE, header:FÀÍ,S
E)
f0 [i] <-srars [8, ív6" ]
D Ii] <-stats [ 39, trV6n ]
)
#f0 para a amostra i
# Densidade populacional
f0m<-as.matrix (f0)









rmse<-sqrt (var (fom) + (mean (folí.i.) - 13/28) ) ^2)
rmse
70








rmseD<-sqrt (var (D) + (mêan (D) - (37. 5) ) ^2 )
rMSED
nomes<-c ('rf0'i,'rvarfo'r, r'Envfo I'Dr', "varD"r "En
Anexo 6
Cálculo doe estimadores de (0) pelo DISTANCE para as amostras seur:






for (i in 1:1000 )
{
systen (paste (pastê ("C: /ESTÀCÀS,/mcds 0,
c: /ESTACAS/ INPUTHFCOMB/inputhfcomb", i, sep="" ) , ext. sep:" . " ) , intern=FÀLs
E, waiL=TRUE, show. output. on. console=TRUE, invisible=TRUE)
s tat s<-
read. table ('rc: /ESTACÀS/STÀTS , txt ", dec:" . ", sep=" ", fj-]I=TRUE, header=FÀts
E)
f0[i]<-stats[8,'rv6Í] #f0 para a amostra i
model Ii] <-stats [15, "V6"] # Modelo Seleccionado




mean (na. exclude (fom) )
var ( fom)




rmsê<-sqrt (var (fom) + (mean ( foml - (3/28) | ^21
rmsê
mean (na. exclude (D) )
var (D)




rmsêD<-sqrt (var (D) + (mean (D) - (37. 5) ) ^2 )
rmseD
h<-hist (model,breaks=c (0, 1, 2, 3, 4 ) )
h
barplot ( (h§counts ) , axisnames=T, names , arg=c ( 'runiforme',, "Semi-
normal rr, rrExp
Negativarr,'lHazardrr),ylin=c(0,500),1egend=h$counts,col=c(7,2,3,41 ,
main=r'Modelos Se1êccionados Semi-normal, " )
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