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vRésumé
Cette thèse se donne comme ambition de montrer que la simulation numérique
du transfert de chaleur et de masse dans un milieu poreux, peut être traitée de
manière efficace par un programme de calcul basé sur une discrétisation spatiale
de type spectral. La méthode spectrale s’avère optimale en ce sens que l’erreur
obtenue n’est limitée que par la régularité de la solution.
Le point de départ de cette étude est le système des équations de Darcy non
linéaire et non stationnaire qui modélise l’écoulement instationnaire d’un fluide
visqueux dans un milieu poreux quand la perméabilité du milieu dépend de la
pression. Le deuxième problème proposé est le transfert de la chaleur dans un
milieu poreux décrit par un couplage des équations de Darcy avec l’équation de
la chaleur. Dans la dernière partie, la concentration de masse est prise en compte
dans le milieu, nous décrivons un problème non linéaire instationnaire qui modélise
le transfert de chaleur et de masse dans un milieu poreux.
Dans les trois problèmes proposés, les résultats d’existence et unicité sont éta-
blis. Puis les problèmes discrets correspondants sont décrits. Nous avons prouvé
des estimations d’erreur a priori et nous avons confirmé l’étude théorique par des
résultats numériques.
Mots clés
Milieu poreux, transfert de chaleur, transfert de masse, équations de Darcy, équa-
tion de la chaleur, équation de la concentration de masse, schéma d’Euler, méthode
spectrale.
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Abstract
This thesis aims to show that the numerical simulation of heat and mass trans-
fer in porous media can be effectively treated by a numerical program which is
based on a space discretization of spectral type. The spectral method is optimal
in the sense that the error obtained is only limited by the regularity of the solution.
The starting point of this study is the system of nonlinear unsteady Darcy equa-
tions that models the unsteady flow of a viscous fluid in a porous medium when the
permeability of the medium depends on the pressure. The second problem which
we study models transfer of heat in a porous medium which is described by Darcy
equations coupling with the heat equation. In the last part, the concentration of
mass is taken into account in the medium, we describe a nonlinear problem that
models unsteady transfer of heat and mass in porous media.
In the three proposed problems, the results of the existence and the uniqueness
are established. Then the corresponding discrete problems are described. We prove
the error a priori estimates and we confirm the theoretical study with numerical
results.
Keywords
Porous medium, heat transfer, mass transfer, Darcy’s equations, heat equation,
the concentration of mass, Euler’s scheme, spectral method.
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1.1 E´coulement en milieu poreux sature´
Les e´coulements de fluide a` travers un milieu poreux se rencontrent dans des domaines tre`s varie´s
des sciences et techniques. A` titre d’exemple, on peut citer les proble`mes de purification de l’eau, de
de´pollution des sols, d’extraction de pe´trole et de gaz, les proble`mes ge´ophysiques,...
Le lecteur inte´resse´, pourra consulter les ouvrages de J. Bear [12] et D.A Nield et A. Bejan [67], pour
de plus amples informations.
1.1.1 Caracte´ristiques d’un milieu poreux
Le milieu poreux est compose´ d’une matrice solide, a` l’inte´rieur de laquelle se trouvent des pores
relie´s entre eux ou e´ventuellement isole´s. D’une manie`re ge´ne´rale, les milieux poreux sont de´finis par
deux crite`res :
• les matrices solides non consolide´es ou` la phase solide est forme´e de grains (par exemple le sable, le
gravier, billes de verre, d’acier, les lits de particules pas encore fluidilise´s ...).
• les matrices solides consolide´es (par exemple les roches calcaires, le gre`s, l’argile, le bois, tissu bio-
logique ...).
Les pores relie´s entre eux, permettent l’e´coulement d’un ou plusieurs fluides. On peut alors classer
les proble`mes rencontre´s, suivant les phases en pre´sence a` l’inte´rieur des pores :
• le milieu est sature´ d’un seul fluide ou encore un ensemble de fluides miscibles (par exemple un sol
imbibe´ d’eau).
• le milieu est compose´ de plusieurs fluides non miscibles. Un ensemble de me´nisques se´pare alors
les diffe´rentes phases (par exemple un me´lange eau-huile-gaz dans les roches pe´troliers, ou un sol
partiellement sature´ d’eau, la deuxie`me phase e´tant l’air).
• le milieu est le sie`ge d’un transport de fluide et de particules solides. Il agit en ge´ne´ral comme un
filtre, mais ses proprie´te´s hydrodynamiques se modifient au cours du temps (de´pollution des eaux
contenant de grosses particules par percolation a` travers le sol).
On rappelle succinctement, les diffe´rentes grandeurs caracte´ristiques du milieu poreux.
Volume E´le´mentaire Repre´sentatif (VER)
La distribustion des pores et des grains est ge´ne´ralement tre`s irre´gulie`re. A` cette e´chelle, la vitesse,
la pression et la tempe´rature varient tre`s irre´gulie`rement d’un point a` l’autre du domaine. On est
donc amene´ a` effectuer une moyenne spatiale de ces grandeurs. Elles ont pour but d’e´liminer les
fluctuations a` l’e´chelle du pore, mais pas les fluctuations a` l’e´chelle macroscopique du milieu poreux
L. Cette moyenne s’effectue donc sur des nombreux pores par l’interme´diaire d’un Volume E´le´mentaire
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Figure 1.1 – Illustration de la taille interme´diaire l du volume e´le´mentaire repre´sentatif VER entre
la taille du milieu poreux a` l’echelle macroscopique L et la taille du pore a` l’e´chelle microscopique d
Repre´sentatif VER (voir figure 1.1) du milieu. De plus, l’e´chelle l du VER doit donc ve´rifier :
d l L.
On obtient donc les grandeurs caracte´ristiques de la vitesse, la pression et la tempe´rature, en les
moyennant sur le VER. Cela permet de repre´senter un point dans un nouveau milieu continu fictif
par changement d’e´chelle. Il est e´quivalent au domaine poreux e´tudie´ mais a` l’e´chelle macroscopique.
Lorsque les proprie´te´s locales, de´finies sur le VER, sont inde´pendantes de la position de celui-ci, le
milieu est dit homoge`ne, a` l’e´chelle macroscopique.
Porosite´
La porosite´ ϕ est de´finie comme le rapport du volume vide occupe´ par les pores, sur le volume
total soit :
ϕ =
volume des pores
volume total
.
La porosite´ peut eˆtre tubulaire et/ou fissure´e. Un sol est sature´ quand toute la porosite´ est remplie
par l’eau.
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Perme´abilite´
La perme´abilite´ k se re´fe`re a` la capacite´ du milieu poreux a` laisser passer le ou les fluides a`
l’inte´rieur des pores. Ce parame`tre est relie´ a` la dimension et a` la connection des pores entre eux.
Des pores clos et non connecte´s entre eux empeˆchent le fluide de s’e´couler librement d’un pore a` un
autre. L’ouverture des pores peut plus ou moins favoriser l’e´coulement entre les e´le´ments du milieu.
La perme´abilite´ est aussi lie´e a` la viscosite´ du fluide qui est la mesure de sa re´sistance a` l’e´coulement.
La perme´abilite´ intrinse`que s’exprime, inde´pendamment des caracte´ristiques du fluide, sous la forme :
k =
Qµ
A(∆p/∆s)
,
ou` Q de´signe le de´bit du fluide qui s’e´coule, µ est la viscosite´ dynamique du fluide, A repre´sente
l’air de la section traverse´e par le fluide, ∆p/∆s est la variation de la pression par unite´ de longueur.
1.1.2 La loi de Darcy
C’est en 1856 que Henry Darcy [38] a de´crit une loi sur les e´coulements isothermes dans un milieu
poreux. A` partir d’expe´riences de percolation d’eau a` travers une colonne de sable verticale sature´e
de hauteur h, il en de´duit
Q = k′S
∆pm
h
,
ou` Q est le de´bit de l’eau percolant a` travers la colonne, ∆pm la diffe´rence de pression entre le haut et
le bas de la colonne et k′ une constante de´pendant de la perme´abilite´ de la couche poreuse du milieu
et du milieu fluide. D’apre`s Scheidegger [77], k′ est le quotient de la perme´abilite´ k sur la viscosite´ µ.
On peut ge´ne´raliser cette loi par
u =
−k
µ
(∇p− ρg∇z), (1.1)
ou` p repre´sente la pression, ρ est la masse volumique du fluide, et g est l’acce´le´ration gravitationnelle,
z est la cote de´finie selon un axe vertical ascendant.
La loi de Darcy est ve´rifie´e par de nombreux re´sultats expe´rimentaux pour des re´gimes d’e´coulement
laminaire. Elle a e´galement e´te´ ve´rifie´e par des simulations directes des e´quations de Navier-Stokes
[72] ou` on ve´rifie bien cette chute.
Jusqu’a` pre´sent, nous avons e´te´ pre´occupe´s par le milieu poreux. Si nous passons maintenant a`
l’eau, que nous conside´rons comme incompressible et en ne´gligeant la variation spaciale de la masse
volumique, la loi de Darcy (1.1) se simplifie de la fac¸on suivante :
u = −kρg
µ
∇
( p
ρg
+ z
)
.
20
1.1. E´coulement en milieu poreux sature´
Figure 1.2 – Expe´rience illustrant la loi de Darcy
Le coefficient de perme´abilite´ k est un scalaire dans le cas de milieu poreux isotrope ou si l’e´coulement
est unidirectionnel. On pre´sente dans le Tableau 1.1 quelques valeurs du coefficient de perme´abilite´
pour des mate´riaux divers, (voir [17, Tableau 1] par exemple).
Mate´riaux Marne Pierre a` chaux Argile Sable fin
k 10−12 10−7 10−13 10−1
Tableau 1.1 – Ordre de grandeur du coefficient de permeabilite´ k pour diffe´rentes sortes de mate´riaux
En re´gime transitoire, en toute rigueur, la loi devient
u = −k
(
∇
( p
ρg
+ z
)
− 1
gω
∂tu
)
.
L’eau est conside´re´e comme un fluide incompressible, alors l’e´quation de conservation du flux se re´duit
a`
∇ · u = 0.
Conditions initiales et conditions aux limites
Pour e´crire les e´quations instationnaires, en plus de la loi de Darcy qui de´crit l’e´coulement transi-
toire d’un fluide a` travers un domaine donne´, il faut spe´cifier d’autres caracte´ristiques qui expriment
l’e´tat initial (t=0) et les conditions impose´es aux limites pour les temps de simulations, qui nous
inte´ressent. Plusieurs types de conditions aux limites peuvent eˆtre conside´re´s :
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• Conditions de Dirichlet : dans ce cas, la charge est simplement impose´e sur les frontie´res
concerne´es.
p(x, t) = pb(x, t),
ou` pb est une fonction donne´e. En re´gime permanent, ce type de conditions aux limites est, en ge´ne´ral,
ne´cessaire pour assurer l’unicite´ de la solution. Les conditions a` charge impose´e peuvent eˆtre par
exemple : contact de la nappe avec une rivie`re, une ligne de sources, ect.
• Conditions de Neumann : ces conditions imposent le flux normal a` frontie`re. Elles s’expriment
par
u · n = g(x, t),
ou` n est la normale unitaire a` la limite et g une fonction connue.
Une limite a` flux impose´ peut eˆtre : un pre´le`vement ou injection a` travers les frontie`res, un flux nul
au long d’une limite imperme´able, ect.
• Conditions de Cauchy ou de Fourier : ce sont des conditions mixtes de charge et de flux. Dans
certains cas, le flux aux limites est de´crit en fonction de la charge, sous la forme combine´e :
−K ∂p
∂n
= gF (x, t)p+ fF (x, t),
ou` fF et gF sont des fonctions connues. C’est le cas, par exemple, d’une liaison hydraulique de la
nappe avec une rivie`re.
• Conditions pe´riodiques : dans certaines situations, ce type de conditions aux limites est utilise´
pour simuler des domaines infiniment larges. Une continuite´ de la fonction d’e´tat et son gradient est
impose´e sur les limites conside´re´es.
1.1.3 Transfert de chaleur dans un milieu poreux
L’e´tude des instabilite´s hydrodynamiques qui se de´veloppent dans un milieu ferme´ be´ne´ficie d’un
inte´reˆt conside´rable depuis les trente dernie`res anne´es. Cette partie est inspire´e de l’ouvrage de Nield
et Bejan [67] et la the`se de Delache [43].
E´quation de conservation de l’e´nergie
La convection en milieu poreux favorise le transfert de chaleur entre la paroi chaude et la paroi
froide. Ce transfert de chaleur est assure´ a` la fois par la phase fluide et la phase solide. Or ces deux
phases ne posse`dent ni la meˆme capacite´ thermique,ni la meˆme conductivite´ thermique (respectivement
λf , λs). Pour cette raison et dans le but de tenir compte du transfert de chaleur lie´ a` la pre´sence
des deux phases, Combarnous et Boris [33] avaient propose´ un mode`le de deux e´quations de´crivant
l’e´volution de la tempe´rature des deux phases
(1− ϕ)(ρc)s∂tTs = (1− ϕ)∇ · (λs∇Ts) + (1− ϕ)q′′′s , (1.2)
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ϕ(ρcP )f∂tTf + (ρcP )fu · ∇Tf = ϕ∇ · (λf∇Tf ) + (1− ϕ)q′′′f , (1.3)
Ici, les indices s et f de´signent les phases solide et fluide, respectivement, c est la chaleur spe´cifique
du solide, cP est la chaleur spe´cifique a` pression constante du fluide, λ est la conductivite´ thermique,
et q′′′ [W/m3] est la production de chaleur par unite´ de volume.
En posant Ts = Tf = T , on de´duit en sommant termes a` termes des e´quations (1.2) et (1.3)
le mode`le de transfert de chaleur le plus couramment utilise´ pour les milieux poreux (e´quation de
transport-diffusion)
(ρc)m∂tT + (ρcP )fu · ∇T = ∇ · (λm∇T ) + q′′′m, (1.4)
Approximation d’Oberbeck-Boussinesq
Pour que la convection thermique se produise, la densite´ du fluide doit eˆtre e´crite en fonction
de la tempe´rature, et donc nous avons besoin d’une e´quation d’e´tat pour comple´ter les e´quations de
conservation de masse, de mouvement et d’e´nergie. la plus simple e´quation d’e´tat est
ρf = ρ0
(
1− βT (T − T0)
)
, (1.5)
ou` βT est le coefficient d’expansion thermique, T0 une tempe´rature de re´fe´rence par exemple la
tempe´rature de la plaque du bas. Dans les gaz et les liquides, le coefficient d’expansion thermique
βT est tre`s petit. Nous adoptons donc l’hypothe`se d’Oberbeck-Boussinesq [24] pour la densite´ du
fluide qui montre que les variations de densite´ sont ne´gligeables, excepte´ dans le terme gravitationnel
ρfg ou` elles rendent compte de la pousse´e d’Archime`de qui est la cause de la convection thermique. En
conse´quence, l’e´quation de continuite´ se re´duit a` ∇·u = 0, tout comme pour un fluide incompressible.
Conditions aux limites
Une fois la conductivite´ thermique dans le milieu poreux de´termine´e, l’application de conditions
aux limites thermiques est ge´ne´ralement simple.
Pour une couche semi-infinie [0, L]×[0, aH]×[0, H], on impose les conditions aux limites suivantes :
• pour la vitesse, on utilise l’e´quation de Darcy, avec des conditions de glissement a` la frontie`re (paroi
imperme´able) :
u · n = 0 quand z = 0, H et y = 0, aH.
• Pour la tempe´rature, on utilise l’e´quation de l’e´nergie avec des parois late´rales verticales adiabatiques
∂T
∂y
= 0 pour y = 0, aH.
23
des parois horizontales isothermes
T = T0 pour z = 0 et T = T1 pour z = H.
1.1.4 Transfert de chaleur et masse dans un milieu poreux
Les transferts couple´s de chaleur et de masse qui se de´veloppent dans les milieux poreux non
sature´s, sous l’influence de faibles gradients de tempe´rature, jouent un roˆle extreˆmement imporant
dans divers phe´nome`nes naturels ou processus industriels. Il en est ainsi dans les e´changes d’humidite´
entre le sol et l’atmosphe`re par suite des variations de tempe´rature journalie`re et saisonnie`re de la
surface, mais e´galement dans certains domaines techniques : ge´nie civil, se´chage des mate´riaux, voie
technologiques : caloducs, ou` les transferts de masse sont simule´s de manie`re naturelle ou artificielle
par des gradients de tempe´rature.
Conservation de masse dans un me´lange de fluides
Conside´rons un me´lange de fluides de volume V et la masse m. L’indice i repre´sente la ieme com-
posante (composante i) du me´lange.
Nous appliquons le principe de la conservation de la masse de chaque composant dans le me´lange.
On note Ci la concentration du composant i. En l’absence de ge´ne´ration de composants, nous devons
avoir
∂tCi +∇ · (Ci Vi) = 0,
ou` Vi est la vitesse de la particule du composant i. En sommant sur i on obtient
∂tC +∇ · (C u) = 0,
tel que u est la vitesse de masse moyenne et donne´e par
u =
1
C
∑
i
Ci Vi.
Jusqu’a` pre´sent, nous avons e´te´ pre´occupe´s par le fluide uniquement, mais maintenant nous envi-
sageons une matrice solide poreuse sature´e par un me´lange de fluide. L’e´quation de conservation de
masse dans un milieu poreux est donne´e par
∂tC + (u · ∇)C = ∇ · (λ21∇C), (1.6)
ou` λ21 est la diffusivite´ de masse du milieu poreux.
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Production combine´e de chaleur et de masse
Dans la convection a` double diffusion (par exemple, thermohaline) le couplage de transports de
chaleur et de masse a lieu parce que la densite´ du fluide de´pend a` la fois de la tempe´rature T et de la
concentration C. Dans ce cas la loi de Darcy s’e´crit sous l’approximation de Bousinesq. Les proprie´te´s
thermophysiques du fluide sont suppose´es constantes, a` l’exception de la masse volumique dans le
terme des forces de volume qui de´pend line´airement de la tempe´rature et de la concentration
ρf = ρ0
(
1− βT (T − T0)− βs(C − C0)
)
. (1.7)
ou` βT et βs sont respectivement les coefficients d’expansion thermique et massique. Dans certaines
circonstances, on a un couplage direct entre l’e´quation de la chaleur et l’e´quation de masse. C’est alors
que le phe´nome`ne appele´ cross-diffusion (les effets de Soret et Dufour) n’est pas ne´gligeable (voir Eckert
et Drake [45]). L’effet de Soret se re´fe`re au flux massique produit par un gradient de tempe´rature et
l’effet de Dufour se re´fe`re au flux de la chaleur produit par un gradient de concentration. En absence
de la source de chaleur et de masse, les e´quations s’e´crivent
∂tT + (u · ∇)T = ∇ · (λ11∇T ) +∇ · (λ12∇C), (1.8)
∂tC + (u · ∇)C = ∇ · (λ22∇C) +∇ · (λ21∇T ), (1.9)
ou` λ11 et λ22 sont respectivement, les coefficients de la diffusivite´ thermique et massique et λ12 et
λ21 sont respectivement, les coefficients de Dufour et Soret du milieu poreux. Ces derniers sont de´ja`
e´tudie´s dans plusieurs re´fe´rences comme [5, 10, 46, 64, 70].
La variation de la masse volumique avec la tempe´rature et la concentration donne lieu a` une
force de flottabilite´ combine´e. Le fait que les coefficients de l’e´quation (1.8) sont diffe´rents de ceux de
l’e´quation (1.9) conduit a` des effets inte´ressants, tels que les flux oscillant dans le temps en pre´sence
de conditions aux limites stables.
1.2 Motivation
Parmi les tre`s nombreuses techniques pour la discre´tisation d’e´quations aux de´rive´es partielles el-
liptiques, nous avons choisi de pre´senter les me´thodes spectrales. La technique des me´thodes spectrales
permet d’obtenir des approximations d’e´quations a` de´rive´es partielles avec une bonne pre´cision et une
convergence rapide.
Les me´thodes spectrales ont e´te´ introduites pour la premie`re fois par D. Gottlieb et S. Orszag [53, 68].
Elle repose sur l’approximation des solutions d’e´quations aux de´rive´es partielles initialement par des
se´ries de Fourier tronque´es puis par des polynoˆmes de haut degre´. Les me´thodes spectrales utilisent
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des formules de quadratures nume´riques pour e´valuer les inte´grales obtenues dans la formulation va-
riationnelle, le plus souvent la formule de Gauss-Lobatto ; le proble`me est discre´tise´ en les nœuds de
cette formule qui sont les racines de polynoˆmes de´rive´s des polynoˆmes de Legendre. De nombreux
ouvrages ont e´te´ publie´s sur les me´thodes spectrales, nous citons par exemple [25, 30, 49, 62].
Les domaines ou` ces e´quations sont pose´es, se multiplient et se ge´ne´ralisent. Graˆce aux produits de
tensorisation sur les polynoˆmes, la ge´ome´trie de base est soit un carre´ soit un cube. Nous pouvons
trouver des extensions sur des trape`zes, cylindres ou meˆme des coˆnes, par conse´quent, le champ d’ap-
plications des me´thodes spectrales ne se limite plus aux ge´ome´trie simples, mais s’e´tend aux situations
complexes [13], voir les re´fe´rences [15, 44, 78] pour plus de de´tails.
Dans cette the`se nous nous inte´ressons a` plusieurs proble`mes lie´s aux milieux poreux. L’e´tude des
milieux poreux est un domaine de recherche tre`s actif du fait de large champ de ses applications.
Par essence transversale a` la me´canique du solide et a` la me´canique de fluides, l’e´tude de transport,
de l’e´coulement de la propagation d’ondes en milieu poreux de´formable ainsi que dans la gestion de
de´chets souterrains la propagation d’agent poluant, l’hydrologie, dans l’industrie du pe´trole dans la
ge´nie chimique, dans l’exploitation de gisments et dans la sismologie.
D’un point de vue me´canique, ces e´quations sont essentiellement les e´quations les plus simples de´crivant
l’e´coulement d’un fluide dans un milieu poreux (nous citons par exemple [57]). Mais d’un point de vue
mathe´matique, elles sont difficiles a` e´tudier a` cause de leur contrainte d’incompressibilite´. Dans le cas
stationnaire, ces e´quations sont de la forme
αu+∇p = f dans Ω,
∇ · u = 0 dans Ω.
(1.10)
On re´fe`re a` Marsily [40] pour les arguments principaux qui conduisent a` l’obtention de ce mode`le.
Les inconnues sont le champ de vecteur u a` valeurs dans Rd qui repre´sente la vitesse et la fonction p
qui repre´sente la pression. La fonction f est une densite´ de forces exte´rieures applique´es au fluide (la
gravite´ par exemple). Le coefficient α de´pend de la perme´abilite´ du milieu et la viscosite´ du fluide.
Dans [2], Achdou et ses collaborateurs, ont traite´ le proble`me (1.10) muni de conditions aux limites
de Neumann et tel que α est constant (e´gal a` 1). L’analogue a` cette e´tude est effectue´e dans [1] quand
α est une fonction positive. Nous citons aussi [17], ou` les auteurs ont e´tudie´ l’analyse a priori et a
posteriori en utilisant la me´thode des e´le´ments finis avec joints lorsque α une fonction continue par
morceaux, voir aussi [37].
Lorsque la pression sur la frontie`re peut pre´senter de fortes variations, la perme´abilite´ du milieu est
suppose´e de´pendre de la pression, voir Rajagopal [73], dans ce cas, l’analyse the´orique et nume´rique
a e´te´ re´alise´ dans [4] par la me´thode des e´le´ments spectraux et [11] par la me´thode spectrale.
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1.3. Description de la the`se
Dans cette the`se nous nous inte´ressons a` l’e´coulement instationnaire d’un fluide incompressible dans
un milieu poreux et rigide. Les e´quations de Darcy s’e´tendent a` une hie´rarchie de mode`les re´gissant
l’e´coulement des fluides par un solide poreux, voir Rajagopal [73], et Amirat [7]. Les e´quations de
Darcy instationnaires ont e´te´ e´tudie´es par e´le´ments finis dans [16] quand α est constant et positif et
ont e´te´ munies de la condition de Dirichlet sur la pression.
Dans un milieu poreux, quand un fluide saturant est soumis a` plusieurs composants a` des gradients
de densite´ cause´s par des variations locales de tempe´rature et de concentration, des forces volumiques
dues au champs de gravite´ induisent un mouvement convectif. Dans un premier temps, on conside`re
le proble`me mode`le, de´rive´ des e´quations de la me´canique des fluides dans les milieux poreux et de
la thermodynamique dans le cas stationnaire. Les conditions aux limites sont de type Neumann sur
la vitesse et de type mixte Dirichlet et Neumann pour la tempe´rature. Des e´tudes ont toutefois e´te´
effectue´es par Bernardi et al. [23] sur les e´quations de Navier-Stokes e´crites sous l’approximation de
Boussinesq couple´es avec l’e´quation de la chaleur.
Dans un deuxie`me temps, nous nous inte´ressons au transfert combine´ de chaleur et de masse dans un
milieu poreux mode´lise´ par les e´quations de chaleur et de masse avec les termes convectifs couple´es avec
la loi de Darcy e´crite sou l’approximation de Boussinesq munies de conditions aux limites de Neumann
sur la vitesse et la condition mixte Dirichlet et Neumann pour la tempe´rature et la concentration.
1.3 Description de la the`se
Cette the`se est organise´e de la fac¸on suivante :
On conside`re dans le chapitre 2 les e´quations de Darcy non-stationnaires et non-line´aires qui
mode´lisent l’e´coulement instationnaire d’un fluide visqueux incompressible dans un milieu poreux ri-
gide avec des conditions aux limites mixtes. Nous proposons une discre´tisation en temps et en espace
du syste`me complet en utilisant le sche´ma d’Euler implicite et les me´thodes spectrales quand le do-
maine est le carre´ ou le cube. Nous prouvons des estimations d’erreur optimales. A` la fin de ce chapitre,
on pre´sente la mise en œuvre de la me´thode spectrale pour ces e´quations telle que le code de calcul
est de´veleppe´ en FreeFem3d (voir [42, 82]).
Dans le troisie`me chapitre, nous nous inte´ressons au couplage des e´quations de Darcy avec l’e´quation
de la chaleur. On e´crit la formulation variationnelle, puis on e´tablit par deux de´monstrations diffe´rentes
l’existence de la solution ainsi que l’unicite´. Ensuite, une discre´tisation par me´thode spectrale est
de´crite et analyse´e en de´tail. Enfin, nous pre´sentons quelques expe´riences nume´riques confirment
l’inte´reˆt de la discre´tisation, et nous choisissons comme application du mode`le le proble`me de Horton-
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Rogers-Lapwood (voir [67, Chap. 6]) qui mode´lise une couche horizontale d’un milieu poreux et est
chauffe´e de manie`re uniforme a` partir du fond de la couche. Un autre mode`le est simule´ sur la convec-
tion naturelle de la chaleur dans un milieu poreux.
Par analogie au deuxie`me et troisie`me chapitres, le chapitre 4 de ce me´moire propose une e´tude
mathe´matique et nume´rique du couplage des e´quations de la chaleur et de la concentration de masse
avec la loi de Darcy. On prouve e´galement que le syste`me d’e´quations admet une solution. Dans la sec-
tion suivante nous nous inte´ressons a` l’approximation temporelle et spatiale du proble`me en utilisant
le sche´ma d’Euler implicite et les me´thodes spectrales. Dans la suite, on de´montre des majorations
d’erreur a` la fois sur la vitesse, la pression, la tempe´rature et la concentration. On termine le chapitre
par quelques expe´riences nume´riques confirment l’inte´reˆt de la me´thode ainsi du proble`me.
1.4 Rappels et ge´ne´ralite´s
Nous introduisons ici les espaces dans lesquels nous cherchons nos solutions ainsi que les proprie´te´s
utilise´es. Les de´monstrations des proprie´te´s indique´es figurent en particulier dans les ouvrages de
re´fe´rence suivants : Adams [3], Dautray et Lions [39], Evans [47], Grisvard [54], Lions et Magenes [61]
et Nec˘as [65].
Nous conside´rons un ouvert Ω borne´ connexe de Rd, d = 2 ou 3. Nous rappelons que D(Ω) de´signe
l’espace des fonctions inde´finiment diffe´rentiables a` support compact dans Ω, et que D(Ω) de´signe
l’espace des restrictions a` Ω des fonctions inde´finiment diffe´rentiables a` support compact dans Rd. Le
dual D′(Ω) de D(Ω) est l’espace des distributions sur Ω. Nous de´finissons, pour tout re´el p ≥ 1 l’espace
Lp(Ω) =
{
ϕ : Ω→ Rd; ϕ mesurable et
∫
Ω
|ϕ(x)|pdx <∞
}
,
muni de la norme
‖ϕ‖Lp(Ω) =
(∫
Ω
|ϕ(x)|pdx
) 1
p
.
On de´finit,
∂kv =
∂|k|v
∂xk11 ...∂x
kd
d
,
ou` k = (k1, ..., kd) est un d-uplet d’entiers positifs tel que |k| = k1 + ...+ kd.
Pour tout entier positif m et tout re´el p ≥ 1, l’espace de Sobolev est de´fini par
Wm,p(Ω) =
{
v ∈ Lp(Ω); ∀|k| ≤ m, ∂kv ∈ Lp(Ω)
}
,
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muni de la norme
‖v‖Wm,p(Ω) =
 m∑
|k|=0
∫
Ω
|∂kv|pdx
 1p .
De plus, nous notons Wm,p0 (Ω) l’adhe´rence de l’espace D(Ω) dans l’espace Wm,p(Ω). En particulier, si
p = 2, l’espace Wm,2(Ω) est note´ Hm(Ω).
Pour un nombre re´el positif fixe´ T et un espace de Banach se´parable E muni de la norme ‖ · ‖E , on
note C0(0, T ;E) l’espace des fonctions continues de [0, T ] a` valeurs dans E.
Pour un entier positif m, on introduit aussi l’espace Hm(0, T ;E) comme e´tant l’espace des fonctions
mesurables sur ]0, T [ a` valeurs dans E telles que les fonctions : v 7→ ‖∂`tv‖2E , 0 ≤ ` ≤ m, soient
inte´grables sur ]0, T [.
L’ope´rateur de divergence applique´ a` un champ de vecteurs v de composantes (vx, vy) en dimension
d = 2 et (vx, vy, vz) en dimension d = 3, est de´fini lorsque v est de classe C1 par la formule
∇ · v = ∂vx
∂x
+
∂vy
∂y
en dimension d = 2,
et
∇ · v = ∂vx
∂x
+
∂vy
∂y
+
∂vz
∂z
en dimension d = 3,
Nous pouvons e´tendre la de´finition de la divergence a` un e´le´ment quelconque v de D′(Ω) par les
formules de dualite´ suivantes :
∀ϕ ∈ D(Ω), < ∇ · v, ϕ >= − < vx, ∂ϕ
∂x
> − < vy, ∂ϕ
∂y
> en dimension d = 2,
et
∀ϕ ∈ D(Ω), < ∇ · v, ϕ >= − < vx, ∂ϕ
∂x
> − < vy, ∂ϕ
∂y
> − < vz, ∂ϕ
∂z
> en dimension d = 3.
L’ope´rateur de trace normale v 7→ v · n est de´fini par la formule
∀ϕ ∈ H1(Ω), < v · n, ϕ >=
∫
Ω
(
v · ∇ϕ+∇ · v ϕ)dx.
Nous rappelons dans le lemme suivant l’ine´galite´ de Poincare´−Friedrichs.
Lemme 1.4.1 Il existe une constante cp ne de´pendant que de la ge´ome´trie de Ω telle que toute fonction
ϕ de H10 (Ω) ve´rifie
‖ϕ‖L2(Ω) ≤ cp‖∇ϕ‖L2(Ω)d . (1.11)
On suppose que la frontie`re ∂Ω est divise´e en deux parties disjointes Γ] et Γ? telles que Γ? est de
mesure positive et est une sous-varie´te´ lipschitzienne de ∂Ω.
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Pour e´crire le proble`me de Darcy (2.1) en forme variationnelle, on introduit l’espace de pression
suivant :
H1? (Ω) = {ϕ ∈ H1(Ω), ϕ = 0 sur Γ?}. (1.12)
Les traces de fonctions de H1? (Ω) sur Γ] appartiennent a` H
1
2
00(Γ]) (voir [61, Chap.1, §11]). On note(
H
1
2
00(Γ])
)′
son espace dual et < ·, · >Γ] le produit dual entre
(
H
1
2
00(Γ])
)′
et H
1
2
00(Γ]).
1.5 Outils de la me´thode spectrale
Pour tout entier positif n, on note Pn(Ω) l’espace des restrictions a` Ω des polynoˆmes a` valeurs
dans R et de degre´ ≤ n par rapport a` chaque variable.
On conside`re le domaine Ω e´gal au carre´ ou au cube ]− 1, 1[d, d = 2 ou 3. On rappelle la formule de
Gauss-Lobatto sur l’intervalle ]− 1, 1[ : il existe un unique ensemble de N + 1 nœuds ξj , 0 ≤ j ≤ N ,
avec ξ0 = −1 et ξN = 1, et un unique ensemble de N + 1 poids ρj , 0 ≤ j ≤ N , tel que
∀Φ ∈ P2N−1(−1, 1),
∫ 1
−1
Φ(ζ) dζ =
N∑
j=0
Φ(ξj)ρj . (1.13)
Cette formule de quadrature n’est pas exacte sur P2N (−1, 1), donc elle n’est pas exacte pour la norme
L2(−1, 1) des polynoˆmes de PN (−1, 1). En revanche, on a les relations suivantes (voir [22, Chap. IV,
Corollaire 1.10] :
∀ϕN ∈ PN (−1, 1), ‖ϕN‖2L2(−1,1) ≤
N∑
j=0
ϕN (ξj)
2ρj ≤ 3‖ϕN‖2L2(−1,1). (1.14)
La grille de Gauss-Lobatto est donne´e par
ΣN =
 {x = (ξi, ξj), 0 ≤ i, j ≤ N} pour d = 2,{x = (ξi, ξj , ξk), 0 ≤ i, j, k ≤ N} pour d = 3.
On introduit les espaces discrets suivants
XN = PN (Ω)d et YN = PN (Ω),
et on approche l’espace H1? (Ω) de´fini dans (1.12) par
Y?N = YN ∩H1? (Ω).
On suppose que Γ], Γ? sont des unions de coˆte´s entiers (d = 2) ou de faces entie`res (d = 3) de Ω, on
note par Γ?j , 1 ≤ j ≤ J1, respectivement Γ]j , 1 ≤ j ≤ J2 , avec J1 + J2 = 2d, les coˆte´s ou les faces
contenues dans Γ?, respectivement Γ]. On introduit les espaces
XΓ?N = {ϕ ∈ C0(Γ?); ϕ|Γ?j ∈ PN (Γ?j), 1 ≤ j ≤ J1},
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XΓ]N = {ϕ ∈ C0(Γ]); ϕ|Γ]j ∈ PN (Γ]j), 1 ≤ j ≤ J2}.
On de´finit le produit discret pour toutes fonctions continues u et v sur Ω par
(u, v)N =

N∑
i=0
N∑
j=0
u(ξi, ξj)v(ξi, ξj)ρiρj si d = 2,
N∑
i=0
N∑
j=0
N∑
k=0
u(ξi, ξj , ξk)v(ξi, ξj , ξk)ρiρjρk si d = 3.
(1.15)
La formule (1.14) entraˆıne que le produit discret est un produit scalaire sur PN (Ω) et on note ‖ · ‖N
la norme associe´e a` ce produit scalaire. Similairement, on introduit une approximation du produit de
dualite´ < ·, · >Γ] par
(u, v)
Γ]
N =
J2∑
j=1
(u, v)
Γ]j
N . (1.16)
tel que, si par exemple Γ]j est le coˆte´ ou la face {−1} × [−1, 1]d−1
(u, v)
Γ]j
N =

N∑
i=0
u(ξ0, ξi)v(ξ0, ξi)ρi si d = 2,
N∑
i=0
N∑
k=0
u(ξ0, ξi, ξk)v(ξ0, ξi, ξk)ρiρk si d = 3.
On note IN l’ope´rateur d’interpolation de Lagrange aux nœuds de la grille ΣN a` valeurs dans PN (Ω)
et iΓ?N l’ope´rateur d’interpolation de Lagrange aux nœuds de ΣN ∩Γ? a` valeurs dans l’espace des traces
des fonctions de XN sur Γ? que l’on note XΓ?N .
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Chapitre 2
Les e´quations de Darcy non line´aires
instationnaires
Ce chapitre consiste a` un article soumis pour publication, e´crit avec C. Bernardi et D. Yakoubi,
[18].
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2.1 Introduction
Dans ce chapitre, on conside`re les e´quations de Darcy non line´aires (ou` la non-line´arite´ vient du
fait que le coefficient de perme´abilite´ de´pend de la pression) de´pendant du temps munies de conditions
aux limites mixtes. Soit Ω un ouvert borne´ connexe de Rd, d = 2 ou 3, a` frontie`re lipschitzienne ∂Ω
et soit n le vecteur unitaire normal a` ∂Ω exte´rieur a` Ω. On suppose que ∂Ω est divise´ en deux parties
disjointes Γ] et Γ? = ∂Ω\Γ]. Soit T˜ un nombre re´el positif. On conside`re le proble`me suivant, introduit
par H. Darcy [38] et ge´ne´ralise´ par K.R. Rajagopal [73] :
∂tu+ α(p)u+∇p = f dans Ω×]0, T˜ [,
∇ · u = 0 dans Ω×]0, T˜ [,
p = pb sur Γ?×]0, T˜ [,
u · n = g sur Γ]×]0, T˜ [,
u(·, 0) = u0 dans Ω,
(2.1)
ou` les inconnues sont le champs de vecteur u et la pression p du fluide. Ce syste`me mode´lise l’e´coulement
instationnaire d’un fluide visqueux incompressible dans un milieu poreux sature´ et rigide. Il semble
assez re´aliste d’un point de vue me´canique, au moins lorsque le coefficient α qui est lie´ a` la perme´abilite´
du milieu et a` la viscosite´ du fluide satisfait aux conditions suivantes :
• Quand p est fixe´, la fonction x 7→ α(x, p) est constante par morceaux. En effet, les e´quations
pre´ce´dentes mode´lisent le flux dans un milieu poreux, mais les milieux souterrains poreux sont sou-
vent non homoge`nes, compose´s de plusieurs composants tels que l’argile ou le calcane´ite, les valeurs
de α pour ces diffe´rents e´le´ments sont tre`s diffe´rentes.
• Lorsque la pression pre´sente de fortes variations, par exemple induite par les conditions sur le bord,
le coefficient α de´pend de ces valeurs de fac¸on exponentielle, on refe`re a` [73] pour plus de de´tails sur
la manie`re d’obtenir ce mode`le.
Les donne´es sont une densite´ des forces f (ce qui repre´sente le plus souvent l’action de la gravite´), la
limite de pression pb et le flux au bord g, et e´galement la condition initiale u0.
2.2 Proble`me continu
2.2.1 Formulation variationnelle
Dans ce qui suit, on suppose que
• Γ? est de mesure positive dans ∂Ω et ∂Γ? est une sous-varie´te´ lipschitzienne de ∂Ω,
• La fonction α est :
? positive et borne´e, i.e. il existe deux constantes positives α1 et α2,
∀ξ ∈ R, α1 ≤ α(ξ) ≤ α2, (2.2)
34
2.2. Proble`me continu
? continue de R dans R et lipschitzienne, i.e., il existe une constante positive αL telle que
∀ξ1, ξ2 ∈ R, |α(ξ1)− α(ξ2)| ≤ αL|ξ1 − ξ2|. (2.3)
• Les donne´es (f , g) appartiennent a` L2(0, T˜ ;L2(Ω)d)× L2(0, T˜ ;H
1
2
00(Γ])
′
),
• La fonction pb appartient a` L2(0, T˜ ;H 12 (Γ?)) et admet un rele`vement dans L2(0, T˜ ;H1(Ω)) encore
note´ pb pour simplifier, qui ve´rifie
‖pb‖L2(0,T˜ ;H1(Ω)) ≤ cT ‖pb‖L2(0,T˜ ;H 12 (Γ?)). (2.4)
• La donne´e u0 appartient a` L2(Ω)d et ve´rifie
∇ · u0 = 0 dans Ω.
On conside`re la formulation variationnelle suivante
Trouver (u, p) ∈ H1(0, T˜ ;L2(Ω)d)× L2(0, T˜ ;H1(Ω)) tel que
u(·, 0) = u0 dans Ω, (2.5)
et pour tout t, 0 ≤ t ≤ T˜,
p(·, t) = pb(·, t) sur Γ?,
∀v ∈ L2(Ω)d,
∫
Ω
∂tu(x, t) · v(x)dx+
∫
Ω
(α(p)u)(x, t) · v(x)dx
+ b(v, p) =
∫
Ω
f(x, t) · v(x)dx, (2.6)
∀q ∈ H1? (Ω), b(u, q) =< g, q >Γ] . (2.7)
ou` la forme biline´aire b(·, ·) est de´finie par
b(v, q) =
∫
Ω
v(x) · ∇q(x, t)dx.
Proposition 2.2.1 Les proble`mes (2.1) et (2.5)− (2.6)− (2.7) sont e´quivalents dans le sens ou` :
(i) toute solution du proble`me (2.1) appartenant a` H1(0, T˜ ;L2(Ω)d)×L2(0, T˜ ;H1(Ω)) est solution du
proble`me (2.5)− (2.6)− (2.7),
(ii) toute solution du proble`me (2.5)− (2.6)− (2.7) est solution du proble`me (2.1) au sens des distri-
butions.
Preuve. (i) L’e´quation (2.6) est facile a` obtenir. On suppose que ∇ · u est dans L2(Ω). L’e´quation
(2.7) s’obtient par la formule de Green : pour tout q ∈ H1(Ω),∫
Ω
∇ · u(x)q(x)dx = −
∫
Ω
u(x) · ∇q(x)dx+
∫
∂Ω
(u · n)(τ)q(τ)dτ.
35
Puis, on suppose que q = 0 sur Γ?∫
∂Ω
(u · n)(τ)q(τ)dτ =
∫
Γ]
(u · n)(τ)q(τ)dτ,
et on utilise la condition du bord de u sur Γ] combinant avec la condition d’incompressibilite´.
(ii) Nous de´duisons de la densite´ de D(Ω)d dans L2(Ω)d et de D(Ω ∪ Γ]) dans H1? (Ω) (voir [14]) que
(2.6)-(2.7) est e´quivalent a` (2.1) au sens des distributions.
2.2.2 Re´sultat d’existence
Nous sommes en position de pre´senter le re´sultat principal de cette section, a` savoir l’existence de
la solution du proble`me (2.5)− (2.6)− (2.7).
Nous prouvons une proprie´te´ supple´mentaire de la forme b(·, ·) dans le lemme suivant.
Lemme 2.2.2 La forme biline´aire b(·, ·) est continue sur L2(Ω)d×H1(Ω) et ve´rifie la condition inf-sup
sup
v∈L2(Ω)d
b(v, q)
‖v‖L2(Ω)d
≥ ‖∇q‖L2(Ω)d . (2.8)
Preuve. Pour tout q ∈ H1? (Ω), nous choisissons v = ∇q
b(v, q) = ‖∇q‖2L2(Ω)d ,
d’ou` la condition de´sire´e.
On introduit le noyau de la forme biline´aire b(·, ·)
V(Ω) = {v ∈ L2(Ω)d, ∀q ∈ H1? (Ω), b(v, q) = 0}.
qui est caracte´rise´ par :
V(Ω) = {v ∈ L2(Ω)d, ∇ · v = 0 dans Ω et v · n = 0 sur Γ]}.
De plus, cet espace est se´parable (voir [26, Prop III.22]).
Comme les traces de fonctions de H1? (Ω) appartiennent a` H
1
2
00(Γ]), graˆce a` la condition inf-sup, et [51,
Chap I, Lemme 4.1], il existe w(·, t) ∈ V(Ω)⊥ tel que :
∀q ∈ H1? (Ω), b(w(·, t), q) =< g(·, t), q >Γ] .
et
‖w(·, t)‖L2(Ω)d ≤ ‖g(·, t)‖
H
1
2
00(Γ])
′ . (2.9)
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Comme w ∈ V⊥(Ω) alors sa de´rive´ en temps y appartient. On de´finit l’application
α∗ : ξ 7→ α(ξ + pb),
qui ve´rifie les meˆmes proprie´te´s que α en particulier (2.2). On pose
u∗ = u−w et p∗ = p− pb.
On note que u∗ ∈ H1(0, T˜ ; V(Ω)) et p∗ ∈ L2(0, T˜ ;H1? (Ω)) et on voit que pour tout v ∈ V(Ω),
b(v, p∗) = 0. Par conse´quent, si (u, p) est solution du proble`me (2.5), le couple (u∗, p∗) est solution du
proble`me re´duit suivant :
Trouver (u∗, p∗) ∈ H1(0, T˜ ; V(Ω)) × L2(0, T˜ ;H1? (Ω)) tel que
u∗(·, 0) = u0 −w(·, 0) dans Ω,
(2.10)
∀v ∈ V(Ω),
∫
Ω
∂tu∗(x, t) · v(x)dx+
∫
Ω
α∗(p∗(x, t))u∗(x, t) · v(x)dx
=
∫
Ω
f(x, t) · v(x)dx−
∫
Ω
α∗(p∗(x, t))w(x, t) · v(x)dx− b(v, pb).
(2.11)
La proprie´te´ d’e´quivalence est facilement ve´rifie´e, voir [16, Lem 2.1].
Proposition 2.2.3 Les proble`mes (2.5)-(2.6)-(2.7) et (2.10)−(2.11) sont e´quivalents au sens ou` (u, p)
est solution de (2.5) a` (2.7) si et seulement si (u∗, p∗) est solution de (2.10)-(2.11).
On montre la stabilite´ de la solution u∗ dans le lemme suivant.
Lemme 2.2.4 Pour toutes donne´es
f ∈ L2(0, T˜ ;L2(Ω)d), g ∈ L2(0, T˜ ;H
1
2
00(Γ])
′),
pb ∈ L2(0, T˜ ;H 12 (Γ?)) et u0 ∈ L2(Ω)d,
(2.12)
la solution u∗ du proble`me (2.10)− (2.11) satisfait pour tout t, 0 ≤ t ≤ T˜ ,
‖u∗(·, t)‖L2(Ω)d + α1‖u∗‖L2(0,t,L2(Ω)d)
≤ c
(
‖u∗(·, 0)‖L2(Ω)d + ‖f‖L2(0,t;L2(Ω)d) + ‖pb‖L2(0,t;H 12 (Γ?)) + ‖g‖L2(0,t;H 1200(Γ])′)
)
, (2.13)
et
‖∂tu∗‖L2(0,t;L2(Ω)d)
≤ c
(
‖u∗(·, 0)‖L2(Ω)d + ‖f‖L2(0,t;L2(Ω)d) + ‖pb‖L2(0,t;H 12 (Γ?)) + ‖g‖L2(0,t;H 1200(Γ])′)
)
. (2.14)
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Preuve. 1) En prenant v = u∗ dans (2.11) et utilisant l’ine´galite´ de Cauchy-Schwarz, on a
1
2
d
dt
∫
Ω
u2∗(x, t)dx+ α1‖u∗(·, t)‖2L2(Ω)d
≤ ‖f(·, t)‖L2(Ω)d‖u∗(·, t)‖L2(Ω)d
+ ‖u∗(·, t)‖L2(Ω)d‖∇pb(·, t)‖L2(Ω)d + α2‖w(·, t)‖L2(Ω)d‖u∗(·, t)‖L2(Ω)d .
On utilise la formule de Young
a b ≤ ε
2
a2 +
1
2ε
b2, (2.15)
avec ε est e´gal a`
α1
3
, on obtient
1
2
d
dt
∫
Ω
u2∗(x, t)dx+
α1
2
‖u∗(·, t)‖2L2(Ω)d
≤ 3
2α1
(‖f(·, t)‖2L2(Ω)d + ‖∇pb(·, t)‖2L2(Ω)d)+ 3α222α1 ‖w(·, t)‖2L2(Ω)d . (2.16)
En inte´grant entre 0 et t on obtient,
‖u∗(·, t)‖2L2(Ω)d + α1‖u∗‖2L2(0,t;L2(Ω)d)
≤ ‖u∗(·, 0)‖2L2(Ω)d +
3
α1
(‖f‖2L2(0,t;L2(Ω)d) + ‖pb‖2L2(0,t;H1(Ω)))+ 3α22α1 ‖w‖2L2(0,t;L2(Ω)d)).
En combinant cette dernie`re ine´galite´ avec (2.4) et (2.9) on obtient l’estimation (2.13).
2) Similairement, on prend v = ∂tu∗ dans (2.11)
‖∂tu∗(·, t)‖2L2(Ω)d +
∫
Ω
α∗(p∗(x, t))u∗(x, t)∂tu∗(x, t)dx
=
∫
Ω
f(x, t)∂tu∗(x, t)dx−
∫
Ω
α∗(p∗(x, t))w(x, t)∂tu∗(x, t)dx− b(∂tu∗, pb).
L’ine´galite´ de Cauchy-Schwarz donne
‖∂tu∗(·, t)‖2L2(Ω)d
≤ ‖f(·, t)‖L2(Ω)d‖∂tu∗(·, t)‖L2(Ω)d + ‖∇pb(·, t)‖L2(Ω)d‖∂tu∗(·, t)‖L2(Ω)d
+ α2‖w(·, t)‖L2(Ω)d‖∂tu∗(·, t)‖L2(Ω)d + α2‖u∗(·, t)‖L2(Ω)d‖∂tu∗(·, t)‖L2(Ω)d ,
puis on utilise les meˆmes arguments pre´ce´dents, on obtient (2.14).
Ce dernier lemme prouve la stabilite´ de la vitesse u solution du proble`me (2.5)-(2.6)-(2.7).
Proposition 2.2.5 Pour toutes donne´es f , pb, g et u0 satisfaisant (2.12), la solution u du proble`me
(2.5)-(2.6)-(2.7) ve´rifie pour tout t ∈ [0, T˜ ],
‖u‖L∞(0,T˜ ;L2(Ω)d) ≤ c′
(‖u0‖L2(Ω)d + ‖f‖L2(0,T˜ ;L2(Ω)d)
+ ‖pb‖
L2(0,T˜ ;H
1
2 (Γ?))
+ ‖g‖
H1(0,T˜ ;H
1
2
00(Γ])
′
)
)
.
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Pour prouver que le proble`me (2.5)-(2.6)-(2.7) est bien pose´, on a e´galement besoin du lemme technique
suivant
Lemme 2.2.6 L’espace L2(Ω)d s’e´crit
L2(Ω)d = V(Ω)⊕V(Ω)⊥ ou V(Ω)⊥ = {∇q; q ∈ H1? (Ω)}.
Preuve. Posons
P = {∇q, q ∈ H1? (Ω)}.
C’est clair que l’espace P est un sous-espace ferme´ de L2(Ω)d, donc il suffit de de´montrer que P⊥ =
V(Ω). Soit v ∈ V(Ω) alors
∀q ∈ H1? (Ω), b(v, q) =
∫
Ω
v · ∇q dx = 0.
Alors v ∈ P⊥. La deuxie`me inclusion est facile a` ve´rifier.
Posons f∗ = f − ∂tw−∇pb, ce dernier re´sultat implique que le proble`me (2.10)-(2.11) se re´e´crit :
Trouver (u∗, p∗) ∈ H1(0, T˜ ; V(Ω))× L2(0, T˜ ;H1? (Ω)) ve´rifiant (2.10), tel que
∀v ∈ V(Ω),
∫
Ω
∂tu∗ · v dx+
∫
Ω
α∗(p∗)u∗ · v dx+
∫
Ω
α∗(p∗)w · v dx =
∫
Ω
f∗ · v dx, (2.17)
∀q ∈ H1? (Ω),
∫
Ω
α∗(p∗)u∗ · ∇q dx+
∫
Ω
α∗(p∗)w · ∇q dx+ b(∇q, p∗) =
∫
Ω
f∗ · ∇q dx, (2.18)
Proposition 2.2.7 Pour toutes donne´es f , pb, g et u0 satisfaisant (2.10)−(2.12) et pour tout p∗ dans
L2(0, T˜ ;H1? (Ω)), l’e´quation (2.17) admet une solution unique u∗ dans L2(0, T˜ ; V(Ω)).
Preuve. On prouve successivement l’existence et l’unicite´.
1. Soit l’application
G : (t,u∗) 7→ f∗(t)− α∗(p∗)u∗ − α∗(p∗)w.
Cette application est continue sur L2(Ω)d et lipschitzienne en u∗. On sait qu’il existe un sous-
espace de D(Ω)d qui est dense dans V(Ω) (voir [51, Sec. 2.2]). Soit (Hn)n une suite croissante
de sous-espaces de dimension finie de V(Ω) telle que ∪nHn est dense dans V(Ω). On en de´duit
le proble`me suivant, pour tout n > m
Trouver u∗n ∈ C0(0, T˜ ;Hn) tel que
u∗n(·, 0) = u0 +w(·, 0),
∀v ∈ Hm,
∫
Ω
∂tu∗n · v dx+
∫
Ω
α∗(p∗)u∗n · v dx =
∫
Ω
f∗ · v dx−
∫
Ω
α∗(p∗)w · v dx, (2.19)
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D’apre`s le the´ore`me de Cauchy-Lipschitz [76, Th. 21.1], cette e´quation admet une solution
unique u∗n dans C0(0, T˜ ;Hn). La solution u∗n ve´rifie (2.13) et (2.14), donc il existe une
sous-suite que l’on note encore (u∗n)n pour simplifier, qui converge faiblement vers u∗ dans
L2(0, T˜ ; V(Ω)). la fonction u∗ est solution de (2.17) pour tout v ∈ Hm et donc pour tout
v ∈ V(Ω) par densite´. Comme C0(0, T˜ ; V(Ω)) s’injecte dans L2(0, T˜ ; V(Ω)), on a ainsi l’exis-
tence de u∗ dans L2(0, T˜ ; V(Ω)).
2. De plus, si u1∗ et u2∗ sont deux solutions de l’e´quation (2.17) et soit u∗ = u1∗ − u2∗, on voit
que l’e´quation (2.17) est line´aire par rapport a` u∗. On conside`re les donne´es u∗(·, 0),f , pb et g
e´gaux a` ze´ro, on de´duit alors de (2.13) que u∗ est nul. Ceci prouve l’unicite´ de la solution dans
L2(0, T˜ ; V(Ω)).
On de´finit l’application F : p∗ 7→ u∗ ou` u∗ est la solution exhibe´e dans la Proposition 2.2.7.
Cette application est continue de L2(0, T˜ ;H1? (Ω)) dans C0(0, T˜ ; V(Ω)) et borne´e. L’e´quation (2.18) est
e´quivalente a`
∀q ∈ H1? (Ω),
∫
Ω
α∗(p∗)F (p∗) · ∇q dx+
∫
Ω
α∗(p∗)w · ∇q dx+ b(∇q, p∗) =
∫
Ω
f∗ · ∇q dx. (2.20)
Lemme 2.2.8 Pour toutes donne´es f , pb, g et u0 ve´rifiant (2.12), l’e´quation (2.18) admet une solution
unique p∗ dans L2(0, T˜ ;H1? (Ω)) ve´rifiant :
‖∇p∗‖L2(0,T˜ ;L2(Ω)d) ≤ c
(‖f‖L2(0,T˜ ;L2(Ω)d) + ‖pb‖L2(0,T˜ ;H 12 (Γ?)) + ‖g‖H1(0,T˜ ;H 1200(Γ])′ ) + ‖u0‖L2(Ω)d).
(2.21)
Preuve. Soit l’application φ de´finie par : pour tout q ∈ H1? (Ω),
< φ(p∗), q >=
∫
Ω
α∗(p∗)F (p∗) · ∇q dx+
∫
Ω
α∗(p∗)w · ∇q dx+ b(∇q, p∗)−
∫
Ω
f∗ · ∇q dx.
Si on prend q = p∗, on aura
< φ(p∗), p∗ > ≥ α1
∫
Ω
F (p∗) · ∇p∗ dx+ α1
∫
Ω
w · ∇p∗ dx+ b(∇p∗, p∗)−
∫
Ω
f∗ · ∇p∗ dx.
Graˆce a` l’ine´galite´ de Cauchy-Schwarz,
< φ(p∗), p∗ >≥ ‖∇p∗‖2L2(Ω)d − c0(t)‖∇p∗‖L2(Ω)d
ou`
c0(t) = ‖∂tw‖L2(Ω)d + α2‖w‖L2(Ω)d + ‖f‖L2(Ω)d + ‖∇pb‖L2(Ω)d + ‖F (p∗)‖L2(Ω)d .
On obtient de (2.16),
c0(t) ≤ c
(‖∂tw‖L2(Ω)d + α2‖w‖L2(Ω)d + ‖f‖L2(Ω)d + ‖∇pb‖L2(Ω)d).
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Par conse´quent, la quantite´ < φ(p∗), p∗ > est positive sur la sphe`re du rayon µ = c0(t). D’apre`s
Bernard [14], D(Ω ∪ Γ]) est dense dans H1? (Ω). Soit maintenant (Wn)n une suite croissante de sous-
espaces de dimension finie de H1? (Ω) telle que ∪
n∈N
Wn est dense dans H1? (Ω). Comme φ est positif sur
chaque Wn, n ≥ 1, d’apre`s le the´ore`me du point fixe de Brouwer et [51, Chap IV, Cor 1.1], il existe
p∗n ∈Wn tel que pour tout n > m :
∀qm ∈Wm, < φ(p∗n), qm >= 0 et ‖∇p∗n‖L2(Ω)d ≤ µ. (2.22)
Comme (p∗n)n est borne´e par µ dans H1? (Ω) et H1(Ω) s’injecte de fac¸on compacte dans L2(Ω), il existe
une sous-suite que l’on note (p˜∗n)n qui converge faiblement vers p˜ dans H1(Ω) et fortement vers p˜
dans L2(Ω). Alors pour tout w dans L2(Ω)d, (α∗(p˜∗n)w)n converge aussi p.p. vers α∗(p˜)w, et on a
∀n ≥ 1, |α∗(p˜∗n)w| ≤ α2|w|.
Comme α2|w| ∈ L2(Ω)d, en utilisant le the´ore`me de convergence domine´e de Lebesgue, on de´duit que
(α∗(p˜∗n)w)n converge vers α∗(p˜)w fortement dans L2(Ω)d. D’autre part, on e´crit l’expansion∫
Ω
α∗(p˜∗n)F (p˜∗n) · ∇qm dx =
∫
Ω
F (p˜∗n) · α∗(p˜)∇qm dx+
∫
Ω
F (p∗n) · (α∗(p˜∗n)− α∗(p˜))∇qm dx.
La continuite´ de F donne la convergence faible F (p˜∗n) vers F (p˜) dans V(Ω) et donc la convergence
du premier terme vers (F (p˜),∇qm). Pour le deuxie`me terme, on voit que∫
Ω
F (p∗n) · (α∗(p˜∗n)− α∗(p˜))∇qm dx ≤ ‖F (p˜∗n)‖L2(Ω)d
∥∥(α(p˜∗n)− α(p˜))∇qm∥∥L2(Ω)d .
De (2.13), la suite (F (p˜∗n))n est borne´, et on a la convergence forte de
(
α(p˜∗n)∇qm
)
n
, c¸a implique la
convergence vers 0 du deuxie`me terme. En passant a` la limite dans (2.22), on trouve
∀qm ∈Wm,
∫
Ω
α∗(p˜)F (p˜) · ∇qm dx+
∫
Ω
α∗(p˜)w · ∇qmdx+ b(∇qm, p˜) =
∫
Ω
f∗ · ∇qmdx.
Par densite´ de
N∪
m=0
Wm dans H1? (Ω), on aura
∀q ∈ H1∗ (Ω),
∫
Ω
α∗(p˜)F (p˜) · ∇q dx+
∫
Ω
α∗(p˜)w · ∇q dx+ b(∇q, p˜) =
∫
Ω
f∗ · ∇q dx.
D’ou` p˜ = p∗ est solution du proble`me (2.18). Concernant l’estimation (2.21), on prend q = p∗ dans
(2.18) et on inte`gre de 0 a` t, on obtient
‖∇p∗‖L2(0,t;L2(Ω)d) ≤ ‖f‖L2(0,t;L2(Ω)d) + ‖pb‖L2(0,t;H1(Ω)) + ‖∂tw‖L2(0,t;L2(Ω)d)
+ α1‖w‖L2(0,t;L2(Ω)d) + α1‖u∗‖L2(0,t;L2(Ω)d).
et donc
‖∇p∗‖L2(0,t;L2(Ω)d) ≤ c(‖f‖L2(0,t;L2(Ω)d) + ‖pb‖L2(0,t;H 12 (Γ?))
+ ‖∂tg‖
L2(0,t;H
1
2
00(Γ])
′
)
+ ‖g‖
L2(0,t;H
1
2
00(Γ])
′
)
+ α1‖u∗‖L2(0,t;L2(Ω)d)
)
.
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Or, d’apre`s (2.13) on a
α1‖u∗‖L2(0,t;L2(Ω)d) ≤ ‖u∗0‖L2(Ω)d + ‖f‖L2(0,t;L2(Ω)d) + cT ‖pb‖L2(0,t;H 12 (Γ?)) + ‖g‖L2(0,t;H 1200(Γ])′ )
.
Il suffit de combiner les deux dernie`res ine´galite´s pour conclure.
On montre le the´ore`me fondamental de ce paragraphe sur l’existence et l’unicite´ de la solution
(u, p) du proble`me (2.5)-(2.6)-(2.7) :
The´ore`me 2.2.9 Pour toutes donne´es (f , pb, g,u0) satisfaisant (2.12), le proble`me (2.5)-(2.6)-(2.7)
admet une solution (u, p) dans l’espace
H1(0, T˜ ;L2(Ω)d)× L2(0, T˜ ;H1(Ω)).
De plus, cette solution satisfait
‖u‖H1(0,T˜ ;L2(Ω)d) + ‖∇p‖L2(0,T˜ ;L2(Ω)d)
≤ c(‖u0‖L2(Ω)d + ‖f‖L2(0,T˜ ;L2(Ω)d) + ‖pb‖L2(0,T˜ ;H 12 (Γ?)) + ‖g‖H1(0,T˜ ;H 1200(Γ])′ )). (2.23)
Preuve. Comme on a l’e´quivalence des proble`mes (2.5)-(2.6)-(2.7) et (2.17)-(2.18), la proposition et
le lemme pre´ce´dents donnent l’existence et l’unicite´ de la solution (u, p) du proble`me (2.5)-(2.6)-(2.7)
dans H1(0, T˜ ;L2(Ω)d) × L2(0, T˜ ;H1(Ω)). L’estimation (2.23) re´sulte par combinaison de (2.14) et
(2.21).
On conclut par un re´sultat d’unicite´.
Proposition 2.2.10 Si le proble`me (2.5)-(2.6)-(2.7) admet une solution (u, p) telle que la partie u
appartient a` H1(0, T˜ ;Lρ(Ω)d), ρ > 2 en dimension d = 2 et ρ ≥ 3 en dimension d = 3, et satisfait
pour une constante positive κ approprie´e
sup
0≤t≤T˜
‖u(·, t)‖Lρ(Ω)d ≤ κ, (2.24)
alors, cette solution est unique.
Preuve. Soient (u1, p1) et (u2, p2) deux solutions du proble`me (2.5)-(2.6)-(2.7) telles que u1 ve´rifie
(2.24). Il est clair que le couple (u˜ = u1−u2, p˜ = p1−p2) appartient a` H1(0, T˜ ; V(Ω))×L2(0, T˜ ;H1? (Ω))
et ve´rifie
∀v ∈ V(Ω),
∫
Ω
∂tu˜ · v dx+
∫
Ω
α(p)u˜ · v dx =
∫
Ω
(α(p2)− α(p1))u1 · v dx, (2.25)
∀q ∈ H1? (Ω),
∫
Ω
α(p2)u˜ · ∇q dx+
∫
Ω
∇q · ∇p˜ dx =
∫
Ω
(α(p2)− α(p1))u1 · ∇q dx, (2.26)
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1) On prend q = p˜ dans l’e´quation (2.26), ce qui donne
‖∇p˜‖2L2(Ω)d =
∫
Ω
(α(p2)− α(p1))u1 · ∇p˜ dx−
∫
Ω
α(p2)u˜ · ∇p˜ dx
≤ αL‖p˜‖Lρ∗(Ω)‖u1‖Lρ(Ω)‖∇p˜‖L2(Ω) + α2‖u˜‖L2(Ω)d‖∇p˜‖L2(Ω)d ,
avec
1
ρ
+
1
ρ∗ =
1
2
. En choisissant ρ∗ de sorte que H1(Ω) s’injecte dans Lρ∗(Ω) et en utilisant l’ine´galite´
de Poincare´-Friedrichs, c¸a nous donne
‖∇p˜‖L2(Ω)d ≤ αL(1 + c2p)
1
2 ‖∇p˜‖L2(Ω)d‖u1‖Lρ(Ω) + α2‖u˜‖L2(Ω)d .
On utilise la proprie´te´ (2.24) pour κ =
1
2αL(1 + c2p)
1
2
, on obtient
‖∇p˜‖L2(Ω)d ≤
1
2
‖∇p˜‖L2(Ω)d + α2‖u˜‖L2(Ω)d .
Par conse´quent,
‖∇p˜‖L2(Ω)d ≤ 2α2‖u˜‖L2(Ω)d . (2.27)
2) D’autre part, en prenant v = u˜ dans (2.25), on voit que
1
2
d
dt
‖u˜‖2L2(Ω)d +
∫
Ω
α(p2)u˜
2(x, t)dx =
∫
Ω
(α(p2)− α(p1))u1 · u˜ dx.
L’ine´galite´ de Cauchy-Schwarz implique
1
2
d
dt
‖u˜‖2L2(Ω)d + α1‖u˜‖2L2(Ω)d ≤ αL‖p˜‖Lρ∗(Ω)‖u1‖Lρ(Ω)d‖u˜‖L2(Ω)d .
Puis, on utilise l’ine´galite´ de Young et l’injection de H1(Ω) dans Lρ∗(Ω), on de´duit
d
dt
‖u˜‖L2(Ω)d ≤
αL√
α1
‖p˜‖Lρ∗(Ω)‖u1‖Lρ(Ω)d .
Combinant cette dernie`re ine´galite´ avec (2.27) et (2.24)
d
dt
‖u˜‖L2(Ω)d ≤ c‖u˜‖L2(Ω)d .
Comme u˜(·, 0) est e´gale a` 0, en inte´grant cette dernie`re ine´galite´ entre 0 et t et en appliquant le lemme
de Gro¨nwall (voir [50, Chap. V, Lem. 1.8]). On en de´duit que ‖u˜‖L2(Ω)d est e´gal a` ze´ro et donc u1 et
u2 coincident.
3) Finalement, en combinant le re´sultat de 2) avec (2.27) on obtient que p1 et p2 sont e´gaux.
Meˆme si la condition (2.24) n’est pas trop restrictive, nous pre´fe´rons l’e´viter dans les chapitres
suivants.
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2.3 Proble`me discret
2.3.1 Discre´tisation temporelle
Pour discre´tiser la de´rive´e par rapport au temps de la vitesse, on fait appel a` un sche´ma d’ordre
un, le sche´ma d’Euler implicite [29, 35, 36]. On introduit une partition de l’intervalle [0, T˜ ] en des
intervalles [tm−1, tm], 1 ≤ m ≤M , telle que
0 = t0 < t1 < · · · < tM = T˜ .
On de´signe par τm le pas du temps tm − tm−1, et par τ les M−uplets (τ1, ..., τM ) ; on pose aussi
|τ | = max
1≤m≤M
τm. La de´rive´e
∂u
∂t
(tm) est alors approche´e par le quotient diffe´rentiel
u(tm)− u(tm−1)
τm
.
La fonction α(p) est traite´e explicitement pour simplifier. Dans ce qui suit, on a besoin d’initialiser
p0 pour cela, deux possibilite´s existent : ou bien on prend p0 e´gal a` la pression atmosphe´rique pa, ou
bien on re´sout le proble`me stationnaire suivant
Trouver p0 ∈ H1(Ω) tel que,
p0 = p0b sur Γ?,
∀v ∈ L2(Ω)d, b(v, p0) =
∫
Ω
f0 · v dx− α0
∫
Ω
u0 · v dx,
ou` la perme´abilite´ est choisie constante.
Le proble`me semi-discret s’e´crit :
Trouver (um)0≤m≤M ∈ (L2(Ω)d)M+1 et (pm)1≤m≤M ∈ (H1(Ω))M tels que,
u0 = u0 dans Ω,
et pour tout m, 1 ≤ m ≤M,
pm = pmb sur Γ?, (2.28)
∀v ∈ L2(Ω)d,
∫
Ω
um − um−1
τm
· v dx+
∫
Ω
α(pm−1)um · v dx+ b(v, pm) =
∫
Ω
fm · v dx,
∀q ∈ H1? (Ω), b(um, q) =< gm, q >Γ] ,
ou` fm = f(·, tm), gm = g(·, tm) et pmb = pb(·, tm).
Proposition 2.3.1 Supposons que
(f , pb, g) ∈ C0(0, T˜ ;L2(Ω)d)× C0(0, T˜ ;H
1
2 (Γ?))× C0(0, T˜ ;H
1
2
00(Γ])
′
)
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et que la vitesse initiale u0 appartienne a` L
2(Ω)d. Alors, le proble`me (2.28) admet une solution unique
(um, pm) tel que
um ∈ L2(Ω)d, 0 ≤ m ≤M, et pm ∈ H1(Ω), 1 ≤ m ≤M. (2.29)
Preuve. On prend
a(um,v) =
∫
Ω
um · v dx+ τm
∫
Ω
α(pm−1)um · v dx,
Il est clair que a(·, ·) est L2(Ω)d-elliptique. Comme b(·, ·) ve´rifie la condition inf − sup (2.8), d’apre`s
[51, Corollaire I.4.1], on a l’existence et l’unicite´ de la solution.
Proposition 2.3.2 Sous les hypothe`ses de la proposition pre´ce´dente, il existe une constante positive
c telle que la vitesse um ve´rifie :
‖um‖L2(Ω)d ≤ ‖u0‖L2(Ω)d + ‖gm‖
H
1
2
00(Γ])
′ + c
{( m∑
j=1
τj‖f j‖2L2(Ω)d
) 1
2
+
( m∑
j=1
τj‖pjb‖2H 12 (Γ?)
) 1
2
+
( m∑
j=0
τj‖gj‖2
H
1
2
00(Γ])
′
) 1
2
}
. (2.30)
Preuve. Rappelons que la donne´e pmb admet un rele`vement que l’on note aussi p
m
b dans H
1(Ω) et
ve´rifie
‖pmb ‖H1(Ω) ≤ cT ‖pmb ‖H 12 (Γ?). (2.31)
avec la meˆme constante cT que dans (2.4). On pose u
m∗ = um −wm ou` wm = w(·, tm) et dans V(Ω),
ve´rifie :
‖wm‖L2(Ω)d ≤ ‖gm‖
H
1
2
00(Γ])
′
. (2.32)
Or, si (um, pm) est la solution du proble`me (2.28), la solution um∗ est dans V(Ω), satisfaisant pour
tout m, 1 ≤ m ≤M
u0∗ = u
0 −w0 dans Ω, (2.33)
et
∀v ∈ V(Ω),
∫
Ω
um∗ · v dx+ τm
∫
Ω
α∗(pm−1∗ )u
m
∗ · v dx = τm
∫
Ω
fm · v dx
+
∫
Ω
um−1∗ · v dx− τm
∫
Ω
α∗(pm−1∗ )w
m · v dx− τmb(v, pmb ). (2.34)
On prend v = um∗ dans (2.34) et on utilise l’identite´
(a, a− b) = 1
2
(‖a‖2 + ‖a− b‖2 − ‖b‖2).
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On obtient,
1
2
(‖um∗ ‖2L2(Ω)d − ‖um−1∗ ‖2L2(Ω)d + ‖um∗ − um−1∗ ‖2L2(Ω)d) + α1τm‖um∗ ‖2L2(Ω)d
≤ τm‖fm‖L2(Ω)d‖um∗ ‖L2(Ω)d + τm‖∇pmb ‖H1(Ω)‖um∗ ‖L2(Ω)d + α2τm‖wm‖L2(Ω)d‖um∗ ‖L2(Ω)d .
On utilise la relation de Young ab ≤ ε
2
a2 +
1
2ε
b2. En prenant ε =
α1
3
, on en de´duit,
‖um∗ ‖2L2(Ω)d − ‖um−1∗ ‖2L2(Ω)d + ‖um∗ − um−1∗ ‖2L2(Ω)d + τmα1‖um∗ ‖2L2(Ω)d
≤ 3
α1
τm
(‖fm‖2L2(Ω)d + ‖∇pmb ‖2L2(Ω)d + α22‖wm‖2L2(Ω)d),
en sommant sur m et d’apre`s (2.31), on obtient
‖um∗ ‖2L2(Ω)d ≤ ‖u0‖2L2(Ω)d +
3
α1
m∑
j=1
τj
(
‖f j‖2L2(Ω)d + c2T ‖pjb‖2H 12 (Γ?)
)
+
3α22
α1
m∑
j=1
τj‖gj‖2
H
1
2
00(Γ])
′ ,
puis on remplace um∗ = um −wm, d’ou` la conclusion.
Proposition 2.3.3 Sous les hypothe`ses de la Proposition 2.3.1, il existe une constante positive ne
de´pendant que de α1, α2, cT telle qu’on ait la majoration suivante :
( m∑
j=1
τj
∥∥∥∥∥uj∗ − uj−1∗τj
∥∥∥∥∥
2
L2(Ω)d
) 1
2 ≤ c
{
‖u0‖L2(Ω)d +
( m∑
j=1
τj‖f j‖2L2(Ω)d
) 1
2
+
( m∑
j=1
τj‖pjb‖2H 12 (Γ?)
) 1
2
+
( m∑
j=1
τj‖gj‖2
H
1
2
00(Γ])
′
) 1
2
}
. (2.35)
Preuve. En prenant v = um∗ − um−1∗ dans (2.34), on aura
‖um∗ − um−1∗ ‖2L2(Ω)d + τm
∫
Ω
α∗(pm−1∗ )u
m
∗ · (um∗ − um−1∗ )dx
= τm
∫
Ω
fm · (um∗ − um−1∗ )dx− τm
∫
Ω
α∗(pm−1∗ )w
m · um∗ − um−1∗ dx+ τmb(um∗ − um−1∗ , pmb ).
Comme la fonction α est borne´e,
2‖um∗ − um−1∗ ‖2L2(Ω)d + τmα1(‖um∗ ‖2L2(Ω)d − ‖um−1∗ ‖2L2(Ω)d + ‖um∗ − um−1∗ ‖2L2(Ω)d)
≤ 2τm‖fm‖L2(Ω)d‖um∗ − um−1∗ ‖L2(Ω)d + 2τm‖∇pmb ‖L2(Ω)d‖um∗ − um−1∗ ‖L2(Ω)d
+ 2α2τm‖wm‖L2(Ω)d‖um∗ − um−1∗ ‖L2(Ω)d .
Par conse´quent,
1
2
‖um∗ − um−1∗ ‖2L2(Ω)d + 2τmα1
(‖um∗ ‖2L2(Ω)d − ‖um−1∗ ‖2L2(Ω)d + ‖um∗ − um−1∗ ‖2L2(Ω)d)
≤ 4τ2m(‖fm‖2L2(Ω)d + ‖∇pmb ‖2L2(Ω)d) + 4α22τ2m‖wm‖2L2(Ω)d .
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En divisant par τm et en additionnant les termes de 1 a` m, on obtient
m∑
j=1
τj‖u
j
∗ − uj−1∗
τj
‖2L2(Ω)d + 2α1‖um∗ ‖2L2(Ω)d − 2α1‖u0∗‖2L2(Ω)d + 2α1
m∑
j=1
‖uj∗ − uj−1∗ ‖2L2(Ω)d
≤ 4
( m∑
j=1
τj
(‖f j‖2L2(Ω)d + ‖pjb‖2H 12 (Γ?))+ α2
m∑
j=1
τj‖gj‖2
H
1
2
00(Γ])
′
)
,
ce qui conclut la de´monstration.
Proposition 2.3.4 Sous les hypothe`ses de la Proposition 2.3.1, la suite de pressions (pm)1≤m≤M
ve´rifie
m∑
j=1
τj‖∇pj‖2L2(Ω)d ≤ c
(
‖u0‖2L2(Ω)d
+
m∑
j=1
τj‖f j‖2L2(Ω)d +
m∑
j=1
τj‖pjb‖2
H
1
2 (Γ?)
+
m∑
j=1
τj‖gj‖2
H
1
2
00(Γ])
′
)
, (2.36)
ou` c est une constante positive ne de´pendant que de α1 et α2.
Preuve. On prend v = ∇pm dans (2.28), on trouve∫
Ω
(um − um−1) · ∇pm dx+ τm
∫
Ω
α(pm−1)um · ∇pm dx+ τmb(∇pm, pm) = τm
∫
Ω
fm · ∇pm dx
et donc
τm‖∇pm‖2L2(Ω)d ≤ ‖um − um−1‖L2(Ω)d‖∇pm‖L2(Ω)d
+ τmα2‖um‖L2(Ω)d‖∇pm‖L2(Ω)d + τm‖fm‖L2(Ω)d‖∇pm‖L2(Ω)d . (2.37)
On utilise la formule de Young avec ε =
3
τm
, on aura
‖um − um−1‖L2(Ω)d‖∇pm‖L2(Ω)d ≤
3
2τm
‖um − um−1‖2L2(Ω)d +
τm
6
‖∇pm‖2L2(Ω)d .
Encore une fois, la formule de Young nous donne pour ε = 3,
‖fm‖L2(Ω)d‖∇pm‖L2(Ω)d + α2‖um‖L2(Ω)‖∇pm‖L2(Ω)
≤ 3
2
‖fm‖2L2(Ω)d +
1
6
‖∇pm‖2L2(Ω)d +
3α22
2
‖um‖2L2(Ω)d +
1
6
‖∇pm‖2L2(Ω)d .
En combinant les deux dernie`res ine´galite´s avec (2.37), on obtient
1
2
m∑
j=1
τj‖∇pj‖2L2(Ω)d ≤
3
2
m∑
j=1
τj
∥∥∥∥uj − uj−1τj
∥∥∥∥2
L2(Ω)d
+
3α22
2
m∑
j=1
τj‖uj‖2L2(Ω)d +
3
2
m∑
j=1
τj‖f j‖2L2(Ω)d .
Cette ine´galite´ combine´e avec (2.30) et (2.35) ache`ve la de´monstration.
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2.3.2 Discre´tisation spatiale
Dans cette partie, on s’inte´resse a` la discre´tisation par me´thode spectrale du proble`me (2.28) en
espace en utilisant la me´thode de Galerkin avec inte´gration nume´rique. Dans ce qui suit Ω est le carre´
ou cube ]− 1, 1[d, d = 2 ou 3. On de´signe par N le parame`tre de discre´tisation.
On suppose que les donne´es f , pb et g sont continues respectivement sur Ω × [0, T˜ ],Γ? × [0, T˜ ]
et Γ] × [0, T˜ ]. Le proble`me discret construit par la me´thode de Galerkin avec inte´gration nume´rique
s’e´crit alors
Trouver (umN , p
m
N ) ∈ XN × YN tel que,
u0N = IN u0 dans Ω,
et pour tout m, 1 ≤ m ≤M,
pmN = i
Γ?
N p
m
b sur Γ?, (2.38)
∀vN ∈ XN , amN (umN ,vN ) + τmbN (vN , pmN ) = τm
(
fm,vN
)
N
+
(
um−1N ,vN
)
N
,
∀qN ∈ Y?N , bN (umN , qN ) =
(
gm, qN
)Γ]
N
,
ou` les formes biline´aires amN (·, ·) et bN (·, ·) sont donne´es par
amN (uN ,vN ) =
(
uN ,vN
)
N
+ τm
(
α(pm−1N )uN ,vN
)
N
,
et
bN (vN , qN ) =
(
vN ,∇qN
)
N
.
Le fait que ce proble`me soit bien pose´ re´sulte de la proposition suivante :
Proposition 2.3.5 La forme biline´aire bN (·, ·) est continue sur XN×YN et ve´rifie la condition inf-sup
∀qN ∈ YN , sup
vN∈XN
bN (vN , qN )
‖vN‖L2(Ω)d
≥ ‖∇qN‖L2(Ω)d . (2.39)
Preuve. Il est e´vident que bN (·, ·) est continue sur XN × YN (voir (1.14)). Soit qN ∈ YN , alors
∇qN ∈ XN . On prend vN = ∇qN , on obtient
bN (vN , qN )
‖vN‖L2(Ω)d
=
(∇qN ,∇qN)N
‖∇qN‖L2(Ω)d
≥
‖∇qN‖2L2(Ω)d
‖∇qN‖L2(Ω)d
= ‖∇qN‖L2(Ω)d .
On voit bien que la forme biline´aire aN (·, ·) est continue et coercive. Cette proprie´te´ combine´e avec
la Proposition 2.3.5 et en appliquant [51, Chap.II, Thm. 1.1], entraˆıne la :
Proposition 2.3.6 Pour toute donne´es f , pb et g continues sur Ω× [0, T˜ ], Γ? × [0, T˜ ]
et Γ] × [0, T˜ ], pour chaque m, 0 ≤ m ≤ M , le proble`me (2.38) admet une solution unique (umN , pmN )
dans XN × YN .
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On de´finit le noyau de bN (·, ·) par
VN (Ω) = {vN ∈ XN , ∀qN ∈ Y?N , bN (vN , qN ) = 0}.
On suppose que pb est dans H
τ (Γ?) tel que τ >
d− 1
2
, la fonction pb est continue sur Γ?×]0, T˜ [ et
donc iΓ?N pb est bien de´fini. De plus, en appliquant [22, Chap. III, Th. 3.1] sur Γ?, on voit qu’il existe
un pbN dans YN e´gal a` iΓ?N pb sur Γ? et tel que
‖pbN‖H1(Ω) ≤ c‖iΓ?N pb‖H 12 (Γ?). (2.40)
Graˆce a` la condition inf-sup discre`te et [51, Chap. I, Lemme 4.1], il existe wmN ∈ V⊥N (Ω), tel que
b(wmN , qN ) =
(
gm, qN
)Γ]
N
=
(
i
Γ]
N g
m, qN
)Γ]
N
et ve´rifie
‖wmN‖L2(Ω)d ≤ ‖iΓ]N gm‖
H
1
2
00(Γ])
′ .
On pose pm∗N = p
m
N − pmbN et um∗N = uN − wmN , on note alors que, pour toute solution (umN , pmN ) du
proble`me (2.38), la vitesse (um∗N )m appartient a` l’espace VN (Ω) et ve´rifie
u0∗N = INu0 −w0N , (2.41)
∀vN ∈ VN (Ω),
(
um∗N ,vN
)
N
+ τm
(
α∗(pm−1∗N )u
m
∗N ,vN
)
N
=
(
um−1∗N ,vN
)
N
+ τm
(
fm,vN
)
N
− τmbN (vN , INpmb ). (2.42)
On a maintenant le re´sultat suivant.
Proposition 2.3.7 Le proble`me (2.41)− (2.42) admet une solution unique dans VN (Ω).
Preuve. Posons
amN (u
m
∗N ,vN ) =
(
um∗N ,vN
)
N
+ τm
(
α∗(pm−1∗N )u
m
∗N ,vN
)
N
,
et
L(vN ) =
(
um−1∗N ,vN
)
N
+ τm
(
fm,vN
)
N
− τmbN (vN , INpmb ).
La relation (1.14) nous donne la continuite´ et l’ellipticite´ de amN (·, ·) sur VN (Ω)×VN (Ω), donc on a
l’existence et l’unicite´ de la solution um∗N dans VN (Ω).
Par les meˆmes arguments que pour les Propositions 2.3.2 et 2.3.4, on peut prouver la proprie´te´ de
stabilite´ suivante.
Corollaire 2.3.8 Sous les hypothe`ses de la Proposition 2.75, la solution du proble`me (2.38) ve´rifie
‖umN‖L2(Ω)d + (
m∑
j=1
τj‖pjN‖2H1(Ω))
1
2 ≤ c
(
‖INu0‖L2(Ω)d + (
m∑
j=1
τj‖INf j‖2L2(Ω)d)
1
2
+ (
m∑
j=1
τj‖iΓ?N pjb‖2H 12 (Γ?))
1
2 + (
m∑
j=1
τj‖iΓ]N gj‖2
H
1
2
00(Γ])
′
)
1
2
)
. (2.43)
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2.4 Analyse d’erreur a priori
Dans le but de montrer l’estimation d’erreur a priori, on applique le The´ore`me duˆ a` Brezzi, Rappaz
et Raviart [28]. Dans un premier temps, on e´crit d’autres formulations line´aires.
On conside`re l’espace
Z = L2(0, T˜ ;L2(Ω)d)× L2(0, T˜ ;H
1
2
00(Γ])
′
)× L2(0, T˜ ;H 12 (Γ?))× L2(Ω)d.
On de´finit l’ope´rateur line´aire T associe´ a` toute donne´e (f , g, pb,u0) dans Z, la solution U = (u, p)
du proble`me
u|t=0 = u0 dans Ω et p = pb sur Γ?×]0, T˜ [,
∀v ∈ L2(Ω)d,
∫
Ω
∂tu · v dx+ α0
∫
Ω
u · v dx+ b(v, p) =
∫
Ω
f · v dx, (2.44)
∀q ∈ H1(p)(Ω), b(u, q) =< g, q >Γ] ,
ou` α0 est une constante positive. Selon ce qu’on a vu pre´ce´demment, ce proble`me est bien pose´.
Avec cette notation, le proble`me (2.5)-(2.6)-(2.7) est e´quivalent a` trouver U = (u, p) la solution de
l’e´quation :
F(U) = U − T G(U) = 0, (2.45)
ou` G est donne´ par
G(U) = (f − (α(p)− α0)u, g, pb,u0).
2.4.1 Estimation d’erreur en temps
On note uτ , pτ les fonctions continues affines sur [tm−1, tm], 1 ≤ m ≤ M , et e´gales a` um et pm
respectivement en temps t = tm, 0 ≤ m ≤ M . Pour toute fonction v continue sur [0, T˜ ], on introduit
les fonctions pi−τ v et pi+τ v qui sont constantes et e´gales a` v(tm−1) et a` v(tm) respectivement, sur tout
]tm−1, tm], 1 ≤ m ≤M , de plus cet ope´rateur ve´rifie,
‖pi±τ v‖L2(0,T˜ ;L2(Ω)) ≤ c‖v‖L2(0,T˜ ;L2(Ω)) et ‖pi±τ v‖L2(0,T˜ ;L2(Ω)) ≤ |τ |
1
2 ‖v‖C0(0,T˜ ;L2(Ω)). (2.46)
Soit Tτ l’ope´rateur semi-discret : pour toutes donne´es
f ∈ C0(0, T˜ ;L2(Ω)d), g ∈ C0(0, T˜ ;H
1
2
00(Γ])
′
)
pb ∈ C0(0, T˜ ;H
1
2 (Γ])) et u0 ∈ L2(Ω)d,
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la quantite´ Tτ (f , g, pb,u0) = (uτ , pτ ) est associe´e a` (um, pm) solution du proble`me
u0 = u0 dans Ω,
pour tout m, 1 ≤ m ≤M,
pm = pmb sur Γ?,
∀v ∈ L2(Ω)d,
∫
Ω
um · v dx+ τmα0
∫
Ω
um · vdx+ τmb(v, pm)
= τm
∫
Ω
fm · v dx+
∫
Ω
um−1 · v dx,
∀q ∈ H1(p)(Ω), b(um, q) =< gm, q >Γ] .
(2.47)
On pose
W = C0(0, T˜ ;L2(Ω)d)× L2(0, T˜ ;H1(Ω)) (2.48)
muni de la norme ‖ · ‖W = ‖ · ‖C0(0,T˜ ;L2(Ω)d) + ‖ · ‖L2(0,T˜ ;H1(Ω)). On prouve les trois proprie´te´s de cet
ope´rateur : la stabilite´, l’estimation d’erreur a priori et la convergence.
Proposition 2.4.1 Pour toute fonction f ∈ L2(0, T˜ ;L2(Ω)d), l’ope´rateur Tτ ve´rifie la proprie´te´ de
stabilite´ suivante
‖Tτ (f , 0, 0, 0)‖W ≤ c‖pi+τ f‖L2(0,T˜ ;L2(Ω)d), (2.49)
ou` c est une constante positive ne de´pend que de α0.
Preuve. Posons u0 = pb = g = 0. Le proble`me line´aire est un cas particulier du proble`me non line´aire,
on en de´duit la proprie´te´ de stabilite´ de (2.30) et (2.36) :
‖um‖2L2(Ω)d +
m∑
j=1
τj‖∇pj‖2L2(Ω)d ≤ c
m∑
j=0
τj‖f j‖2L2(Ω)d ,
Proposition 2.4.2 Pour toute donne´e (f , g, pb,u0) dans Z,
‖Tτ (f , g, pb,u0)‖W ≤ c|τ |
1
2 ‖T (f , g, pb,u0)‖H1(0,T˜ ;L2(Ω)d)×L2(0,T˜ ;H1(Ω)) + ‖u0‖L2(Ω)d .
Preuve. Rappelons que w est de´fini dans le paragraphe 2.2.2. On conside`re les proble`mes elliptiques
suivants, pour tout t ∈]tm−1, tm], 0 ≤ m ≤M ,
(∂tu∗ + α0u∗ +∇p∗) + (∂tw + α0w +∇pb) = f p.p. dans Ω
et
(∂tu∗τ + α0u∗τ +∇p∗τ ) + (∂twτ + α0wτ +∇pi+τ pb) = f(·, tm) p.p. dans Ω.
On voit que, pour tout t ∈]tm−1, tm],
∀v ∈ V(Ω),
∫
Ω
∂tu∗τ · v dx+ α0
∫
Ω
u∗τ · v dx =
∫
Ω
∂tu∗(x, tm) · v dx+ α0
∫
Ω
u∗(x, tm) · v dx.
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On prend v = u∗τ dans cette dernie`re, on de´duit que
1
2
∫
Ω
d
dt
(
u∗τ (x, t)
)2
dx+ α0‖u∗τ (·, t)‖2L2(Ω)d
≤ ‖∂tu∗(·, tm)‖L2(Ω)d‖u∗τ (·, t)‖L2(Ω)d + α0‖u∗(·, tm)‖L2(Ω)d‖u∗τ (·, t)‖L2(Ω)d .
Par conse´quent,∫
Ω
d
dt
(
u∗τ (x, t)
)2
dx+ α0‖u∗τ (·, t)‖2L2(Ω)d ≤ c
(‖∂tu∗(·, tm)‖2L2(Ω)d + ‖u∗(·, tm)‖2L2(Ω)d).
On inte`gre de tm−1 a` tm on voit que
‖u∗τ (·, tm)‖2L2(Ω)d − ‖u∗τ (·, tm−1)‖2L2(Ω)d + α0‖u∗τ‖2L2(tm−1,tm;L2(Ω)d)
≤ cτm
(‖∂tu∗(·, tm)‖2L2(Ω)d + ‖u∗(·, tm)‖2L2(Ω)d).
Graˆce a` l’injection continue de H1(tm−1, tm) dans C0(tm−1, tm), on obtient
‖u∗τ (·, tm)‖2L2(Ω)d − ‖u∗τ (·, tm−1)‖2L2(Ω)d + α0‖u∗τ‖2L2(tm−1,tm;L2(Ω)d) ≤ cτm‖u∗‖2H1(tm−1,tm;L2(Ω)d).
En sommant sur m,
‖u∗τ (·, tm)‖2L2(Ω)d−‖u∗τ (·, t0)‖2L2(Ω)d+α0
M∑
m=1
‖u∗τ‖2L2(tm−1,tm;L2(Ω)d) ≤ c
M∑
m=1
τm‖u∗‖2H1(tm−1,tm;L2(Ω)d).
‖u∗τ (·, tm)‖2L2(Ω)d + α0‖u∗τ‖2L2(0,T˜ ;L2(Ω)d) ≤ c|τ |‖u∗‖2H1(0,T˜ ;L2(Ω)d) + ‖u∗(·, 0)‖2L2(Ω)d . (2.50)
Similairement, on prend v = ∂tu∗τ , on obtient
‖∂tu∗τ‖2L2(0,T˜m;L2(Ω)d) + α0‖u∗τ (·, tm)‖
2
L2(Ω)d ≤ c|τ |‖u∗‖2H1(0,T˜ ;L2(Ω)d) + ‖u∗(·, 0)‖2L2(Ω)d . (2.51)
D’autre part, on a∫
Ω
∂tuτ · v dx+ α0
∫
Ω
uτ · v dx+ b(v, pτ ) =
∫
Ω
∂tu(·, tm) · v dx+ α0
∫
Ω
u(·, tm) · v dx+ b(v, p(·, tm)),
On choisit maintenant v = ∇pτ ,
‖∇pτ‖2L2(Ω)d ≤ c
(‖∂tu(·, tm)‖2L2(Ω)d + α0‖u(·, tm)‖2L2(Ω)d
+ ‖p(·, tm)‖2H1(Ω) + ‖∂tuτ‖2L2(Ω)d + α0‖uτ‖2L2(Ω)d
)
.
Encore graˆce a` l’injection continue de H1(0, T˜ ) dans C0(0, T˜ )
‖∇pτ‖2L2(Ω)d ≤ ‖u‖2H1(tm−1,tm;L2(Ω)d) + ‖p‖2L2(tm−1,tm;H1(Ω)) + ‖∂tuτ‖2L2(Ω)d + α0‖uτ‖2L2(Ω)d .
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Puis, on inte`gre de tm−1 au tm et en sommant sur m, on en de´duit,
‖∇pτ‖2L2(0,tm;L2(Ω)d) ≤ c|τ |(‖u‖2H1(0,tm;L2(Ω)d) + ‖p‖2L2(0,tm;H1(Ω))) + ‖u0‖L2(Ω)d .
Ceci ache`ve la de´monstration.
Dans ce qui suit, on va estimer l’erreur due a` la discre´tisation en temps. On de´duit l’e´quation
de l’erreur en soustrayant (2.47) de (2.44) au temps t = tm, tel que la solution e
m est de´finie par
em = u(·, tm)− um, ve´rifiant e0 = 0 et pour tout m, 1 ≤ m ≤M ,
∀v ∈ L2(Ω)d,
∫
Ω
em · v dx+ α0τm
∫
Ω
em · v dx+ τmb(v, p(·, tm)− pm)
= τm
∫
Ω
εm · v dx+
∫
Ω
em−1 · v dx,
∀q ∈ H1(p)(Ω), b(em, q) = 0,
(2.52)
ou` l’erreur de consistance εm est donne´e par
εm =
u(·, tm)− u(·, tm−1)
τm
− ∂tu(·, tm). (2.53)
On donne le lemme suivant qui majore l’erreur de consistance.
Lemme 2.4.3 On suppose que la vitesse u de la solution (u, p) du proble`me (2.5) est dans H2(0, T˜ ;L2(Ω)d),
on a l’estimation suivante,
‖εm‖L2(Ω)d ≤
√
τm
3
‖u‖H2(tm−1,tm;L2(Ω)d). (2.54)
Preuve. On fait appel a` la formule de Taylor
u(·, tm)− u(·, tm−1) = τm(∂tu)(·, tm)−
∫ tm
tm−1
(t− tm−1)∂2ttu(·, t)dt,
donc
εm = − 1
τm
∫ tm
tm−1
(t− tm−1)∂2ttu(·, t)dt.
Graˆce a` l’ine´galite´ de Cauchy-Schwarz, on obtient
εm ≤ τ
1
2
m√
3
(∫ tm
tm−1
(∂2ttu)
2dt
) 1
2
.
En passant a` la norme de L2(Ω)d on obtient
‖εm‖2L2(Ω)d ≤
τm
3
‖∂2ttu‖2L2(tm−1,tm;L2(Ω)d).
Ceci ache`ve la de´monstration.
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Proposition 2.4.4 On suppose que la vitesse u de la solution (u, p) du proble`me (2.5) est dans
H2(0, T˜ ;L2(Ω)d), alors on a l’estimation d’erreur suivante pour tout 1 ≤ m ≤M
‖u(·, tm)− um‖L2(Ω)d ≤
1√
3α0
|τ |‖u‖H2(0,tm;L2(Ω)d). (2.55)
Preuve. Elle est similaire a` la preuve de (2.30). On prend v = em dans la premie`re e´quation de (2.52),
comme p(·, tm)− pm est dans H1(p)(Ω), on a
‖em‖2L2(Ω)d − ‖em−1‖2L2(Ω)d + ‖em − em−1‖2L2(Ω)d + 2α0τm‖em‖2L2(Ω)d ≤ τm‖εm‖L2(Ω)d‖em‖L2(Ω)d .
D’ou`
‖em‖2L2(Ω)d ≤
1
α0
m∑
j=1
τj‖εj‖2L2(Ω)d . (2.56)
En inse´rant (2.54) dans (2.56), on obtient le re´sultat de´sire´.
On termine ce paragraphe, en estimant l’erreur de la de´rive´e en temps et de la pression.
Corollaire 2.4.5 Si les hypothe`ses de la proposition pre´ce´dente sont satisfaites, l’estimation d’erreur
a priori est donne´e pour tout 1 ≤ m ≤M par( m∑
j=1
τj
∥∥∥(u(·, tj)− uj)− (u(·, tj−1)− uj−1)
τj
∥∥∥2
L2(Ω)d
) 1
2 ≤ 1
2
√
3
|τ |‖u‖H2(0,tm;L2(Ω)d), (2.57)
( m∑
j=1
τj‖∇(p(·, tj)− pj)‖2H1(Ω)
) 1
2 ≤ 1√
3
|τ |‖u‖H2(0,tm;L2(Ω)d) . (2.58)
Preuve. Notant que b(em−em−1, p(·, tm)−pm) = 0, pour tout 0 ≤ m ≤M , en prenant v = em−em−1
dans l’e´quation (2.52), on aura
2‖em − em−1‖2L2(Ω)d + α0τm
(‖em‖2L2(Ω)d − ‖em−1‖2L2(Ω)d + ‖em − em−1‖2L2(Ω)d)
≤ τm‖εm‖L2(Ω)d‖em − em−1‖L2(Ω)d .
En sommant sur m, sachant que ‖e0‖L2(Ω)d = 0, on obtient
m∑
j=1
τj‖e
j − ej−1
τj
‖2L2(Ω)d + α0‖em‖2L2(Ω)d + α0
m∑
j=1
‖ej − ej−1‖2L2(Ω)d ≤
m∑
j=1
τj
4
‖εj‖2L2(Ω)d .
L’ine´galite´ (2.54) donne la premie`re estimation. Pour obtenir la deuxie`me estimation, on prend v =
∇(p(·, tm)− pm) dans (2.52), on a donc
τm‖∇(p(·, tm)− pm)‖2L2(Ω)d ≤ τm‖εm‖L2(Ω)d‖∇(p(·, tm)− pm)‖L2(Ω)d ,
d’ou`
m∑
j=1
τj‖∇(p(·, tj)− pj)‖2L2(Ω)d ≤
m∑
j=0
τj‖εj‖2L2(Ω)d .
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2.4. Analyse d’erreur a priori
Combinant avec (2.54), ceci ache`ve la de´monstration du corollaire.
Du Corollaire 2.4.5 et de la Proposition 2.4.4 on de´duit l’estimation d’erreur a priori suivante :
Proposition 2.4.6 Pour toute donne´e (f , g, pb,u0) ∈ Z, on a
‖(T − Tτ )(f , g, pb,u0)‖W ≤ c|τ |‖u‖H2(0,T˜ ;L2(Ω)d). (2.59)
The´ore`me 2.4.7 Pour toute donne´e f ∈ C0(0, T˜ ;L2(Ω)d), on a
lim
|τ |→0
‖(T − Tτ )(f , 0, 0,0)‖W = 0. (2.60)
Preuve. Soit f dans C0(0, T˜ ;L2(Ω)d) associe´ a` la solution (u, p). D’apre`s la densite´ de D(0, T˜ ) dans
H1(0, T˜ ), il existe une suite (un, pn) de H
2(0, T˜ ;L2(Ω)d)×L2(0, T˜ ;H1(Ω)) qui converge vers la solution
(u, p) dans W :
∀ε > 0,∃n0, ∀n ≥ n0, ‖(u, p)− (un, pn)‖W < ε. (2.61)
Soit la suite des donne´es (fn)n de C0(0, T˜ ;L2(Ω)d) telle que fn = T −1(un, pn). Il est clair que la suite
(fn)n converge vers f . En effectuant une ine´galite´ triangulaire
‖(T − Tτ )(f , 0, 0,0)‖W ≤ ‖T (f , 0, 0,0)− (un, pn)‖W + ‖(un, pn)− Tτ (fn, 0, 0,0)‖W
+ ‖Tτ (f − fn, 0, 0,0)‖W.
Graˆce a` (2.61), le premier terme converge vers 0. Le deuxie`me terme se majore par l’ine´galite´ (2.59),
Pour le dernier terme on utilise la stabilite´ de l’ope´rateur Tτ et la convergence de la suite de donne´es
(fn)n.
On de´duit imme´diatement du The´ore`me 2.4.7 le
Lemme 2.4.8 Pour tout compact K de C0(0, T˜ ;L2(Ω)d),
lim
|τ |→0
sup
f∈K
‖(T − Tτ )(f , 0, 0,0)‖W = 0.
2.4.2 Estimation d’erreur en espace
Similairement, on note uNτ , pNτ les fonctions continues affines sur tout intervalle [tm−1, tm], 1 ≤
m ≤ M , et e´gales a` umN , pmN respectivement au temps t = tm, 0 ≤ m ≤ M . Soit TNτ l’ope´rateur
line´aire de´fini par : pour toutes donne´es f , pb et g continues respectivement sur Ω× [0, T˜ ], Γ? × [0, T˜ ]
et Γ] × [0, T˜ ] et u0 ∈ L2(Ω)d, l’ope´rateur TNτ (f , g, pb,u0) = (uNτ , pNτ ) associe a` (umN , pmN ) solution
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du proble`me
pmN = i
Γ?
N p
m
b sur Γ?,
∀vN ∈ XN ,
(
umN ,vN
)
N
+ τmα0
(
umN ,vN
)
N
+ τmbN (vN , p
m
N )
= τm
∫
Ω
fm · vN dx+
(
um−1N ,vN
)
N
,
∀qN ∈ Y(p)N , bN (umN , qN ) =< gmN , qN >Γ] .
(2.62)
On note UNτ = (uNτ , pNτ ). On voit que le proble`me (2.38) est e´quivalent a`
FNτ (UNτ ) = UNτ − TNτGNτ (UNτ ) = 0, (2.63)
ou` GNτ se de´finit par les composants G1Nτ , G2Nτ , G3Nτ et G4Nτ qui sont donne´s par
< G1Nτ (UNτ ), VN >=
(
f − (α(pi−τ pN )− α0)uNτ ,vN
)
N
,
< G2Nτ (UNτ ), VN >=
(
g, qN
)Γ]
N
,
G3Nτ (UMτ ) = pb et G4Nτ (UNτ ) = u0.
Pour simplifier, on introduit l’espace discret WNτ des fonctions affines sur tout intervalle [tm−1, tm],
1 ≤ m ≤M , et telles que leurs valeurs sont dans XN ×YN . Cet espace est de dimension finie et inclus
dans l’espace W de´fini en (2.48).
The´ore`me 2.4.9 Pour toute fonction continue f sur Ω,
‖TNτ (f , g, pb,u0)‖W ≤ c
(‖u0‖L2(Ω)d + ‖pi+τ f‖L2(0,T˜ ;L2(Ω)d)
+ ‖pi+τ (iΓ?N pb)‖L2(0,T˜ ;H 12 (Γ?)) + ‖pi
+
τ (i
Γ]
N g)‖C0(0,T˜ ;H 1200(Γ])′ )
)
. (2.64)
Preuve. On pose um∗N = u
m
N −wmN et pm∗N = pmN −pmbN tels que wmN et pmbN sont donne´s dans la Section
2.3.2. Ce changement de variables nous donne
∀vN ∈ VN (Ω),(
um∗N ,vN
)
N
+ α0τm
(
um∗N ,vN
)
N
=
(
um−1∗N ,vN
)
N
+ τm
(
fm,vN
)
N
− τmbN (vN , INpmb ). (2.65)
ou` la solution vitesse ve´rifie
‖um∗N‖2L2(Ω)d ≤ c
( m∑
j=1
τj‖f j‖2L2(Ω)d +
m∑
j=1
τj‖pjbN‖2H1(Ω)
)
,
et donc
‖umN‖2L2(Ω)d ≤ c
( m∑
j=1
τj‖f j‖2L2(Ω)d +
m∑
j=1
τj‖pjbN‖2H1(Ω) + ‖i
Γ]
N g
m‖2
H
1
2
00(Γ])
′
)
.
D’autre part, la solution pression ve´rifie
m∑
j=1
τj‖pjN‖2H1(Ω) ≤ c
( m∑
j=1
τj‖f j‖2L2(Ω)d +
m∑
j=1
τj‖pjbN‖2H1(Ω) + ‖i
Γ]
N g
m‖2
H
1
2
00(Γ])
′
)
.
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2.4. Analyse d’erreur a priori
On conclut en combinant ces dernie`res majorations.
On est en mesure d’estimer l’erreur due a` la discre´tisation en espace.
Proposition 2.4.10 Pour tout entier N ≥ 2, on suppose la solution (um, pm) du proble`me (2.47),
dans Hs(Ω)d ×Hs+1(Ω), pour tout s ≥ 1 et la donne´e pb dans Hσ+ 12 (Γ?) pour tout σ > d−22 . Alors,
la solution
(
uNτ , pNτ ) du proble`me discret (2.62) ve´rifie la majoration d’erreur suivante,
‖uτ − uτN‖C0(0,T˜ ;L2(Ω)d) ≤ cN−s‖uτ‖H1(0,T˜ ;Hs(Ω)d) + cN−σ‖pi+τ pb‖L2(0,T˜ ;Hσ+12 (Γ?)). (2.66)
Preuve. Pour majorer l’erreur entre um et umN on introduit l’espace X
g
N des fonctions de XN e´gales
a` i
Γ]
N g sur Γ]. Conside´rons la fonction v
m
N dans X
g
N , on remarque que u
m
N − vmN est dans VN (Ω). On
ve´rifie de (2.62),(
(umN − vmN )− (um−1N − vm−1N )
τm
,umN − vmN
)
N
+ α0‖umN − vmN‖2N + bN (umN − vmN , pmN )
=
∫
Ω
fm · (umN − vmN )dx−
(
vmN − vm−1N
τm
,umN − vmN
)
N
− α0 (vmN ,umN − vmN )N ,
on retranche de deux coˆte´s bN (u
m
N −vmN , pmbN ), on voit que bN (umN −vmN , pmN − pmbN ) = 0, ce qui s’e´crit :
1
2τm
(‖umN − vmN‖2N − ‖um−1N − vm−1N ‖2N + ‖(umN − vmN )− (um−1N − vm−1N )‖2N)
+ α0‖umN − vmN‖2N =
∫
Ω
fm · (umN − vmN )dx−
(
vmN − vm−1N
τm
,umN − vmN
)
N
− α0 (vmN ,umN − vmN )N − bN (umN − vmN , pmbN )
Inse´rons la troisie`me ligne de (2.47) dans cette dernie`re e´quation, on obtient
1
2τm
(‖umN − vmN‖2N − ‖um−1N − vm−1N ‖2N + ‖(umN − vmN )− (um−1N − vm−1N )‖2N)+ α0‖umN − vmN‖2N
=
∫
Ω
(um − vmN )− (um−1 − vm−1N )
τm
· (umN − vmN )dx+ α0
∫
Ω
(um − vmN ) · (umN − vmN )dx
+
∫
Ω
vmN − vm−1N
τm
· (umN − vmN )dx−
(vmN − vm−1N
τm
,umN − vmN
)
N
+ α0
(∫
Ω
vmN · (umN − vmN )dx− (vmN ,umN − vmN )N
)
+
(
b(umN − vmN , pmb )− bN (umN − vmN , pmbN )
)
.
L’e´valuation des trois derniers termes est similaire, pour cela il suffit d’estimer le premier, on de´duit
de la proprie´te´ d’exactitude de la formule de Gauss-Lobatto∫
Ω
vmN − vm−1N
τm
· (umN − vmN )dx−
(vmN − vm−1N
τm
,umN − vmN
)
N
=
∫
Ω
(vmN − vm−1N
τm
− IN−1(u
m − um−1
τm
)
)
· (umN − vmN )dx
−
(vmN − vm−1N
τm
− IN−1(u
m − um−1
τm
),umN − vmN
)
N
.
57
Combinons ceci avec (1.14) et l’ine´galite´ de Cauchy-Schwarz, ceci entraˆıne∫
Ω
vmN − vm−1N
τm
· (umN − vmN )dx−
(vmN − vm−1N
τm
,umN − vmN
)
N
≤ c
(∥∥∥∥∥(um − vmN )− (um−1 − vm−1N )τm
∥∥∥∥∥
L2(Ω)d
+
∥∥∥∥(um − um−1)− IN−1(um − um−1)τm
∥∥∥∥
L2(Ω)d
)
‖umN − vmN‖L2(Ω)d .
On obtient donc la majoration,
1
τm
(‖umN − vmN‖2N − ‖um−1N − vm−1N ‖2N + ‖(umN − vmN )− (um−1N − vm−1N )‖2N)+ α0‖umN − vmN‖2N
≤ c
(∥∥∥∥∥(um − vmN )− (um−1 − vm−1N )τm
∥∥∥∥∥
2
L2(Ω)d
+
∥∥∥∥(um − um−1)− IN−1(um − um−1)τm
∥∥∥∥2
L2(Ω)d
+ ‖um − vmN‖2L2(Ω)d + ‖um−1 − IN−1um−1‖2L2(Ω)d + ‖pmb − IN−1pmb ‖2H1(Ω) + ‖pmb − pmbN‖2H1(Ω)
)
.
Puis on multiplie par τm et en sommant de 1 a` m, on en de´duit imme´diatement que
‖umN − vmN‖2N − ‖u0N − v0N‖2N +
m∑
j=1
‖(uj − vjN )− (uj−1N − vj−1N )‖2N + α0
m∑
j=1
τj‖ujN − vjN‖2N
≤ c
( m∑
j=1
τj
∥∥∥∥∥(uj − vjN )− (uj−1 − vj−1N )τj
∥∥∥∥∥
2
L2(Ω)d
+
m∑
j=1
τj
∥∥∥∥(uj − uj−1)− IN−1(uj − uj−1)τj
∥∥∥∥2
L2(Ω)d
+
m∑
j=1
τj(‖uj − vjN‖2L2(Ω)d + ‖uj − IN−1uj‖2L2(Ω)d) +
m∑
j=1
τj(‖pjb − IN−1pjb‖2H1(Ω) + ‖pjb − pjbN‖2H1(Ω))
)
.
On voit donc que
‖umN − vmN‖2N + α0
m∑
j=1
τj‖ujN − vjN‖2N
≤ ‖u0N − v0N‖2N + c
( m∑
j=1
τj
∥∥∥∥∥(uj − vjN )− (uj−1 − vj−1N )τj
∥∥∥∥∥
2
L2(Ω)d
+
m∑
j=1
τj‖uj − vjN‖2L2(Ω)d +
m∑
j=1
τj
∥∥∥∥(uj − uj−1)− IN−1(uj − uj−1)τj
∥∥∥∥2
L2(Ω)d
+
m∑
j=1
τj‖uj − IN−1uj‖2L2(Ω)d +
m∑
j=1
τj‖pjb − IN−1pjb‖2H1(Ω) +
m∑
j=1
τj‖pjb − pjbN‖2H1(Ω)
)
.
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2.4. Analyse d’erreur a priori
L’ine´galite´ triangulaire implique, d’une part
‖um − umN‖2L2(Ω)d ≤ c inf
vjN∈XgN
(
‖um − vmN‖2L2(Ω)d + ‖u0N − v0N‖2L2(Ω)d
+
m∑
j=1
τj
∥∥∥∥∥(uj − vjN )− (uj−1 − vj−1N )τj
∥∥∥∥∥
2
L2(Ω)d
+
m∑
j=1
τj‖uj − vjN‖2L2(Ω)d
)
+ c′
( m∑
j=1
τj
∥∥∥∥uj − uj−1 − IN−1(uj − uj−1)τj
∥∥∥∥2
L2(Ω)d
+
m∑
j=1
τj‖uj − IN−1uj‖2L2(Ω)d +
m∑
j=1
τj‖pjb − IN−1pjb‖2H1(Ω) +
m∑
j=1
τj‖pjb − pjbN‖2H1(Ω)
)
,
et d’autre part,
α0
m∑
j=1
τj‖uj − ujN‖2L2(Ω)d ≤ c inf
vjN∈XgN
(
‖u0N − v0N‖2N
+
m∑
j=1
∥∥∥∥∥(uj − vjN )− (uj−1 − vj−1N )τj
∥∥∥∥∥
2
L2(Ω)d
+
m∑
j=1
τj‖uj − vjN‖2L2(Ω)d
)
+ c′
( m∑
j=1
∥∥∥∥uj − uj−1 − IN−1(uj − uj−1)τj
∥∥∥∥2
L2(Ω)d
+
m∑
j=1
τj‖uj − IN−1uj‖2L2(Ω)d +
m∑
j=1
τj‖pjb − IN−1pjb‖2H1(Ω) +
m∑
j=1
τj‖pjb − pjbN‖2H1(Ω)
)
.
Comme la trace de INum sur Γ] est l’image de la trace de um par l’ope´rateur iΓ]N , (voir [22, Chap.
V]) INum est dans XgN et on a
inf
vmN∈XgN
‖um − vmN‖L2(Ω)d ≤ ‖um − INum‖L2(Ω)d ,
on en de´duit que
‖um − umN‖L2(Ω)d ≤ cN−s
(
‖um‖Hs(Ω)d + (‖u0‖2Hs(Ω)d +
m∑
j=1
τj‖uj‖2Hs(Ω)d)
1
2
)
+ cN−s
( m∑
j=1
τj
∥∥∥∥uj − uj−1τj
∥∥∥∥2
Hs(Ω)d
) 1
2
+ cN−σ
( m∑
j=1
τj‖pjb‖2Hσ+12 (Γ?)
) 1
2
≤ cN−s
(
‖um‖Hs(Ω)d + (
m∑
j=0
τj‖uj‖2Hs(Ω)d)
1
2
)
+ cN−s
( m∑
j=1
τj
∥∥∥∥uj − uj−1τj
∥∥∥∥2
Hs(Ω)d
) 1
2
+ cN−σ
( m∑
j=1
τj‖pjb‖2Hσ+12 (Γ?)
) 1
2
, (2.67)
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et ( m∑
j=1
τj‖uj − ujN‖2L2(Ω)d
) 1
2 ≤ cN−s
( m∑
j=0
τj‖uj‖2Hs(Ω)d
) 1
2
+ cN−s
( m∑
j=1
τj
∥∥∥uj − uj−1
τj
∥∥∥2
Hs(Ω)d
) 1
2
+ cN−σ
( m∑
j=1
τj‖pjb‖2Hσ+12 (Γ?)
)1
2
, (2.68)
ce qui termine la de´monstration.
Proposition 2.4.11 Sous les hypothe`ses de la proposition pre´ce´dente, la solution du proble`me (2.62),(
umN , p
m
N
)
ve´rifie la majoration d’erreur suivante, pour tout 1 ≤ m ≤M( m∑
j=1
τj
∥∥∥(uj − uj−1)− (ujN − uj−1N )
τj
∥∥∥2
L2(Ω)d
) 1
2
≤ cN−s
{( m∑
j=1
τj‖u
j − uj−1
τj
‖2Hs(Ω)d
) 1
2
+
( m∑
j=0
τj‖uj‖2Hs(Ω)d
) 1
2
}
+ cN−σ
( m∑
j=1
τj‖pjb‖2Hσ+12 (Γ?)
) 1
2
.
(2.69)
Preuve. Soit vmN ∈ XgN pour tout m, 0 ≤ m ≤ M , on note δu = um − um−1, δuN = umN − um−1N et
δvN = v
m
N − vm−1N . On remarque que δvN est dans XgN , alors
1
τm
‖δuN − δvN‖2N =
1
τm
∫
Ω
(δu− δvN ) · (δuN − δvN )dx
+ α0τm
(∫
Ω
um · δuN − δvN
τm
dx−
(
umN ,
δuN − δvN
τm
)
N
)
+
1
τm
(∫
Ω
δvN · (δuN − δvN )dx− (δvN , δuN − δvN )N
)
+ τm
(
b(
δuN − δvN
τm
, pmb )− bN (
δuN − δvN
τm
, pmbN )
)
,
Graˆce a` l’exactitude de la formule de quadrature on a∫
Ω
um · δuN − δvN
τm
dx−
(
umN ,
δuN − δvN
τm
)
N
≤ c(‖um − IN−1um‖L2(Ω)d + ‖um − umN‖L2(Ω)d)∥∥∥δuN − δvNτm
∥∥∥
L2(Ω)d
,
ainsi que∫
Ω
δvN · (δuN − δvN )dx− (δvN , δuN − δvN )N
≤ c(‖δu− IN−1δu‖L2(Ω)d + ‖δu− δvN‖L2(Ω)d)‖δuN − δvN‖L2(Ω)d .
Le dernier terme se majore pour tout qN−1 dans YN−1 par
b
(δuN − δvN
τm
, pmb
)− bN(δuN − δvN
τm
, pmbN
)
≤ c(‖pmb − pmbN‖H1(Ω) + ‖pmb − qN−1‖H1(Ω))‖δuN − δvNτm ‖L2(Ω)d .
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2.4. Analyse d’erreur a priori
On inse`re ces estimations et on utilise la formule de Young, on voit que
1
τm
‖δuN − δvN‖2N ≤ c
( 1
τm
‖δu− δvN‖2L2(Ω)d + τm‖um − IN−1um‖2L2(Ω)d
+ τm‖um − umN‖2L2(Ω)d +
1
τm
‖δu− IN−1δu‖2L2(Ω)d
+ τm‖pmb − pmbN‖2H1(Ω) + τm‖pmb − qN−1‖2H1(Ω)
)
.
On somme sur les m, et on choisit qN−1 e´gal a` l’image de pmb par l’ope´rateur de projection orthogonale
de H1(Ω) sur YN
m∑
j=1
τj
∥∥∥δu− δuN
τj
∥∥∥2
L2(Ω)d
≤ cN−2s
( m∑
j=1
τj
∥∥∥uj − uj−1
τj
∥∥∥2
Hs(Ω)d
+
m∑
j=0
τj‖uj‖2Hs(Ω)d
)
+ cN−2σ
m∑
j=1
τj‖pjb‖2Hσ+12 (Γ?). (2.70)
Proposition 2.4.12 Sous les hypothe`ses de la Proposition 2.4.10, pour le proble`me (2.62), on a la
majoration d’erreur
‖pτ − pτN‖L2(0,T˜ ;H1(Ω))
≤ cN−s(‖uτ‖H1(0,T˜ ;Hs(Ω)d) + ‖pτ‖L2(0,T˜ ;Hs+1(Ω))) + cN−σ‖pi+τ pb‖L2(0,T˜ ;Hσ+12 (Γ?)). (2.71)
Preuve. Pour e´valuer l’erreur sur la pression, on prend vN = ∇(pmN − qmN ) dans (2.62), on voit que
‖pmN − qmN ‖2N =
∫
Ω
um − um−1
τm
· ∇(pmN − qmN )dx−
(umN − um−1N
τm
,∇(pmN − qmN )
)
N
+ b(∇(pmN − qmN ), pm − qmN ) + b(∇(pmN − qmN ), qmN )− bN (∇(pmN − qmN ), qmN )
+ α0
(∫
Ω
um · ∇(pmN − qmN )dx−
(
umN ,∇(pmN − qmN )
)
N
)
.
Graˆce a` l’exactitude de la proprie´te´ de la formule de Gauss-Lobatto
τm‖∇(pmN − qmN )‖2N ≤ c
(
τm
∥∥∥(um − um−1)− (umN − um−1N )
τm
∥∥∥2
L2(Ω)d
+ τm
∥∥∥umN − um−1N
τm
− IN−1(u
m − um−1
τm
)
∥∥∥2
L2(Ω)d
+ τm‖um − IN−1um‖2L2(Ω)d + τm‖um − umN‖2L2(Ω)d
+ τm‖∇(pm − qmN )‖2L2(Ω)d + τm‖∇(pm − IN−1pm‖2L2(Ω)d
)
.
En sommant sur m et combinant avec (2.68) et (2.70) on de´duit que
m∑
j=1
τj‖pj − pjN‖2H1(Ω) ≤ c
(
N−2s
( m∑
j=0
τj‖uj‖2Hs(Ω)d +
m∑
j=1
τj
∥∥∥uj − uj−1
τj
∥∥∥2
Hs(Ω)d
+
m∑
j=1
τj‖pj‖2Hs+1(Ω)
)
+N−2σ
m∑
j=1
τj‖pjb‖2Hσ+12 (Γ?)
)
.
Ceci donne l’estimation de´sire´e. Les Propositions 2.4.10 et 2.4.12 permettent de conclure.
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Corollaire 2.4.13 Pour toutes donne´es f , g et pb dans L
2(Ω)d ×H
1
2
00(Γ])
′ ×H 12 (Γ?), on a
‖(Tτ − TNτ )(f , g, pb,u0)‖W
≤ cN−s‖Tτ (f , g, pb,u0)‖H1(0,T˜ ;Hs(Ω)d)×L2(0,T˜ ;Hs+1(Ω)) + cN−σ‖pi+τ pb‖L2(0,T˜ ;Hσ+12 (Γ?)). (2.72)
Du The´ore`me 2.4.9 et Corollaire 2.4.13, on de´duit le the´ore`me de convergence.
The´ore`me 2.4.14 Pour toute donne´e f continue sur [0, T˜ ]× Ω, on a pour tout τ ≥ 0
lim
N→∞
‖(Tτ − TNτ )(f , 0, 0,0)‖W = 0. (2.73)
2.4.3 Lemmes techniques
Pour appliquer le the´ore`me de Brezzi-Rappaz-Raviart, on de´finit une approximation UNτ e´gale a`
(uNτ , p

Nτ ) de U dans WNτ , (on refe`re a` [20, Th. 7.4] pour l’existence de cette approximation), qui
ve´rifie pour tout ` ≤ s et s > 12 , pour tout t, 0 ≤ t ≤ T˜ ,
‖u(·, t)− uNτ (·, t)‖H`(Ω)d ≤ cN `−s‖u(·, t)‖Hs(Ω)d , (2.74)
‖p(·, t)− pNτ (·, t)‖H`+1(Ω) ≤ cN `−s‖p(·, t)‖Hs+1(Ω). (2.75)
On fait de´sormais les hypothe`ses suivantes.
Hypothe`se 2.4.15 La solution U = (u, p) du proble`me (2.5)-(2.6)-(2.7)
(i) appartient a` H2(0, T˜ ;Hs(Ω)d) ×H1(0, T˜ ;Hs+1(Ω)) pour tout s > 0 en dimension d = 2 et s > 1
en dimension d = 3,
(ii) est telle que DF(U) soit un isomorphisme de H1(0, T˜ ;L2(Ω)d)× L2(0, T˜ ;H1(Ω)).
On note E l’ensemble des endomorphismes de W. L’ope´rateur FNτ est parfaitement de´fini par
(2.63). On commence par prouver une proprie´te´ d’isomorphisme pour la diffe´rentielle de cet ope´rateur.
Lemme 2.4.16 Si la fonction α(·) est de classe C2 sur R et ses de´rive´es sont borne´es, il existe un
entier et un re´el positifs N0, τ0 tels que, pour tout N ≥ N0 et τ ≤ τ0, l’ope´rateur DFNτ (UNτ ) est un
isomorphisme de XN ×YN . De plus, la norme de son inverse est borne´e inde´pendamment de N et τ .
Preuve. On voit que :
DFNτ (UNτ ) = DF(U)− (T − TNτ )DG(U)
− TNτ (DG(U)−DG(UNτ ))− TNτ (DG(UNτ )−DGNτ (UNτ )).
D’apre`s (ii) de l’Hypothe`se 2.4.15, il suffit de voir que les trois derniers termes tendent vers 0 quand
τ → 0 et N →∞. Soit WNτ = (wNτ , rNτ ) un e´le´ment de la sphe`re unite´ de WNτ .
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2.4. Analyse d’erreur a priori
1. On voit que
DG(U) ·WNτ = (−(α(p)− α0)wNτ − α′(p)rNτu, 0, 0,0).
D’apre`s le The´ore`me 1.1’ de [27], la fonction : p 7→ α(p) est continue sur Hs+1(Ω) dans lui-
meˆme, et donc dans un sous-espace de C0(0, T˜ ;L2(Ω)). Comme wNτ est borne´ dans L2(Ω)d,
la quantite´ (α(p)− α0)wNτ appartient a` un sous-espace de dimension finie et est borne´e dans
C0(0, T˜ ;L2(Ω)d). Similairement, de l’Hypothe`se 2.4.15, u ∈ Lρ(Ω)d, avec ρ > 2 en dimension
d = 2 et ρ > 3 en dimension d = 3. D’autre part, posons 1ρ =
1−s
2 , tel que H
s(Ω) s’injecte
dans Lρ(Ω) et 1ρ +
1
ρ′ =
1
2 , puis on utilise l’injection compacte de H
1(Ω) dans Lρ
′
(Ω) pour
de´duire que α
′
(p)rNτu appartient a` un sous-espace compact de L
2(Ω)d. Graˆce a` l’expansion :
T − TNτ = (T − Tτ ) + (Tτ − TNτ ), la convergence du premier terme est une conse´quence de
(2.60) et (2.73).
2. On de´finit les quantite´s
< DG(U) ·WNτ , Z >= −
∫
Ω
(α(p)− α0)wNτ · z dx−
∫
Ω
α′(p)rNτu · z dx,
< DGNτ (UNτ ) ·WNτ , ZN >= (−(α(pi−τ pNτ )− α0)wNτ , zN )N − (α′(pi−τ pNτ )rNτuNτ , zN )N .
On voit que
< (DG(U)−DG(UNτ )) ·WNτ , Z >= −
∫
Ω
(α(p)− α(pNτ ))wNτ · z dx
−
∫
Ω
(α′(p)− α′(pNτ ))rNτu · z dx+
∫
Ω
α′(pNτ )rNτ (u− uNτ ) · z dx.
De la proprie´te´ de Lipschitz de α(·) et α′(·), combine´ avec l’injection de H1(Ω) dans Lρ′(Ω),
on voit que
< (DG(U)−DG(UNτ )) ·WNτ , Z >≤ c
(‖p− pNτ‖H1(Ω)‖wNτ‖Lρ(Ω)d
+ ‖p− pNτ‖H1(Ω)‖rNτu‖Lρ(Ω)d + ‖rNτ‖L∞(Ω)‖u− uNτ‖L2(Ω)d
)‖z‖L2(Ω)d .
Comme (wNτ , rNτ ) est borne´ dans L
2(Ω)d × H1(Ω) et on sait que H1+ s2 (Ω) s’injecte dans
L∞(Ω), graˆce a` (2.64), (2.74) et (2.75), on de´duit que
lim
τ→0
lim
N→∞
‖TNτ (DG(U)−DG(UNτ ))‖E = 0.
3. Finalement, on montre la convergence du dernier terme, on voit que
< (DG(UNτ )−DGNτ (UNτ )) ·WNτ , ZN >= α0
(∫
Ω
wNτ · zN dx− (wNτ , zN )N
)
−
∫
Ω
α(pNτ )wNτ · zN dx+
(
α(pi−τ p

Nτ )wNτ , zN
)
N
−
∫
Ω
α′(pNτ )rNτu

Nτ · zN dx+
(
α′(pi−τ p

Nτ )rNτu

Nτ , zN
)
N
.
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Les arguments d’e´valuation des trois termes sont similaires, pour cela on conside`re le troisie`me
terme parce qu’il est le plus complique´. On choisit N? e´gale a` la partie entie`re de N−13 et on
introduit des approximations βN?τ de α
′(p), rN?τ de rNτ et vN?τ de u. D’apre`s l’exactitude de
la formule de quadrature, on a∫
Ω
βN?τrN?τvN?τ · zN dx =
(
βN?τrN?τvN?τ , zN
)
N
.
On voit que :∫
Ω
α′(pNτ )rNτu

Nτ · zN dx−
(
α′(pi−τ p

Nτ )rNτu

Nτ , zN
)
N
≤ (‖α′(pNτ )rNτuNτ − βN?τrN?τvN?τ‖L2(Ω)d
+ 3d‖IN (α′(pi−τ pNτ )rNτuNτ − βN?τrN?τvN?τ )‖L2(Ω)d
)‖zN‖L2(Ω)d .
Puis, on utilise l’ine´galite´ triangulaire et la stabilite´ de l’ope´rateur IN [21, Rem. 13.5],∫
Ω
α′(pNτ )rNτu

Nτ · zN dx−
(
α′(pi−τ p

Nτ )rNτu

Nτ , zN
)
N
≤ c{(‖α′(pNτ )− βN?τ‖Lρ(Ω) + ‖α′(pi−τ pNτ )− βN?τ‖Lρ(Ω))‖rNτ‖L∞(Ω)‖uNτ‖Lρ′ (Ω)d
+ ‖rNτ − rN?τ‖Lρ(Ω)‖βN?τ‖L∞(Ω)‖uNτ‖Lρ′ (Ω)d
+ ‖uNτ − vN?τ‖Lρ′ (Ω)d‖βN?τ‖L∞(Ω)‖rN?τ‖Lρ(Ω)
}‖zN‖L2(Ω)d .
Graˆce a` l’injection de H1(Ω) dans Lq(Ω), q > 0, en dimension d = 2 et dans L6(Ω) en dimension
d = 3 ainsi le fait que βN?τ , rN?τ et u

Nτ sont borne´s, on arrive a`∫
Ω
α′(pNτ )rNτu

Nτ · zN dx−
(
α′(pi−τ p

Nτ )rNτu

Nτ , zN
)
N
≤ c(‖α′(pNτ )− α′(pi−τ pNτ )‖H1(Ω) + ‖α′(p)− α′(pNτ )‖H1(Ω) + ‖α′(p)− βN?τ‖H1(Ω)
+ ‖rNτ − rN?τ‖H1(Ω) + ‖uNτ − vN?τ‖H1(Ω)d
)‖zN‖L2(Ω)d .
(2.76)
E´valuons le premier terme, la proprie´te´ de Lipschitz de α′ donne
‖α′(pNτ )− α′(pi−τ pNτ )‖L2(0,T˜ ;H1(Ω)) ≤ c‖pNτ − pi−τ pNτ‖L2(0,T˜ ;H1(Ω)) = c
( M∑
m=1
τm
3
‖pmN − p
m−1
N ‖2H1(Ω)
) 1
2
≤ c
( M∑
m=1
τm
3
‖p(·, tm)− pmN ‖2H1(Ω)
) 1
2
+
( M∑
m=1
τm
3
‖p(·, tm−1)− pm−1N ‖2H1(Ω)
) 1
2
+
( M∑
m=1
τm
3
‖p(·, tm)− p(·, tm−1)‖2H1(Ω)
) 1
2
.
64
2.4. Analyse d’erreur a priori
Le premier et le deuxie`me termes de cette dernie`re ine´galite´ sont majore´s par (2.75). De plus,
( M∑
m=1
τm‖p(·, tm)− p(·, tm−1)‖2H1(Ω)
) 1
2
=
( M∑
m=1
τm
3‖∂tp(·, tm)‖2H1(Ω)
) 1
2
≤ |τ |‖p‖H1(0,T˜ ;H1(Ω)). (2.77)
Revenons a` (2.76), la convergence de deuxie`me terme de´coule de la proprie´te´ de Lipschitz de
α′ combine´e avec (2.75). Pour montrer la convergence des trois derniers termes, on choisit les
ope´rateurs βNτ , rNτ et vNτ de sorte qu’on utilise [22, Chap. III].
Combinant ceci avec la proprie´te´ de stabilite´ de l’ope´rateur TNτ , ceci ache`ve la de´monstration.
Le meˆme ope´rateur FNτ posse`de e´galement la proprie´te´ de Lipschitz suivante.
Lemme 2.4.17 Si le coefficient α est de classe C2 et si l’Hypothe`se 2.4.15 est ve´rifie´e, il existe un
voisinage de UNτ dans WNτ et une constante positive c tels que l’ope´rateur DFNτ satisfait la proprie´te´
de Lipschitz, pour tout ZN dans ce voisinage
‖DFNτ (UNτ )−DFNτ (ZN )‖E ≤ cµ(N)‖UNτ − ZN‖W, (2.78)
avec µ(N) est e´gal a` N en dimension d = 3 et a` (logN)
1
2 en dimension d = 2.
Preuve. On pose ZN = (zN , σN ), on a
< (DGNτ (UNτ )−DGNτ (ZN )) ·WNτ , BN >
= −((α(pi−τ pNτ )− α(σN )) ·wNτ , bN)N
− ((α′(pi−τ pNτ )− α′(σN ))rNτuNτ , bN)N − (α′(σN )rNτ (uNτ − zN ), bN)N . (2.79)
On e´value chaque terme de membre de droite comme suit :
1. Pour le premier terme, on utilise [22, Chap. IV, Cor. 1.10], on voit que
(
(α(pi−τ p

Nτ )− α(σN )) ·wNτ , bN
)
N
≤ c‖α(pi−τ pNτ )− α(σN )‖L∞(Ω)‖wNτ‖L2(Ω)d‖bN‖L2(Ω)d .
Comme la fonction α est lipschitzienne, on a
(
(α(pi−τ p

Nτ )− α(σN )) ·wNτ , bN
)
N
≤ c‖pi−τ pNτ − σN‖L∞(Ω)‖wNτ‖L2(Ω)d‖bN‖L2(Ω)d .
On applique l’ine´galite´ inverse [71], valide´e pour tout polynoˆme ϕN dans PN (Ω)
‖ϕN‖L∞(Ω) ≤ c N
2d
δ ‖ϕN‖Lδ(Ω).
On distingue deux cas :
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• En dimension d = 3, on note que l’espace H1(Ω) s’injecte dans L6(Ω), et donc
‖ϕN‖L∞(Ω) ≤ c N
2d
6 ‖ϕN‖H1(Ω).
• En dimension d = 2, l’espace H1(Ω) s’injecte dans Lδ(Ω), δ ≥ 2, et la norme de cette injection
est majore´e par c
√
δ, voir [79]
‖ϕN‖L∞(Ω) ≤ c N
2d
δ
√
δ‖ϕN‖H1(Ω). (2.80)
On choisit δ e´gal a` logN , on obtient
‖ϕN‖L∞(Ω) ≤ c
√
logN‖ϕN‖H1(Ω). (2.81)
On pose
µ(N) =

√
logN en dimension 2
N en dimension 3,
on obtient(
(α(pi−τ p

Nτ )−α(σN ))·wNτ , bN
)
N
≤ cµ(N)‖pi−τ pNτ−σN‖H1(Ω)‖wNτ‖L2(Ω)d‖bN‖L2(Ω)d . (2.82)
2. L’e´valuation de deuxie`me terme est similaire, en utilisant encore [22, Chap. IV, Cor. 1.10],(
(α′(pi−τ p

Nτ )− α′(σN ))rNτuNτ , bN
)
N
≤ c‖α′(pi−τ pNτ )− α′(σN )‖L∞(Ω)‖IN (rNτvNτ )‖L2(Ω)d‖bN‖L2(Ω)d .
En combinant la stabilite´ de l’ope´rateur IN sur les polynoˆmes de degre´ ≤ 2N , (voir [21, Rem.
13.5]), avec le fait que α′ est lipschitzien, on de´duit que pour tout ρ > 2, et tel que 1ρ +
1
ρ′ =
1
2 ,(
(α′(pi−τ p

Nτ )− α′(σN ))rNτuNτ , bN
)
N
≤ c‖pi−τ pNτ − σN‖L∞(Ω)‖rNτ‖Lρ′ (Ω)‖uNτ‖Lρ(Ω)d‖bN‖L2(Ω)d .
De l’Hypothe`se 2.4.15 et l’estimation (2.74), vNτ est borne´ dans L
ρ(Ω)d, pour ρ > 2 en dimen-
sion d = 2, et ρ = 3 en dimension d = 3. De plus, H1(Ω) s’injecte dans l’espace correspendant
Lρ
′
(Ω)(
(α′(pi−τ p

Nτ )− α′(σN ))rNτuNτ , bN
)
N
≤ c‖pi−τ pNτ − σN‖L∞(Ω)‖rNτ‖H1(Ω)‖bN‖L2(Ω)d .
On conclut en utilisant (2.80) et (2.81)(
(α′(pi−τ p

Nτ )− α′(σN ))rNτuNτ , bN
)
N
≤ cµ(N)‖pi−τ pNτ − σN‖H1(Ω)‖rNτ‖Lρ′ (Ω)‖uNτ‖Hs(Ω)d‖bN‖L2(Ω)d . (2.83)
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2.4. Analyse d’erreur a priori
3. Finalement, avec les meˆmes arguments, on voit que(
α′(σN )rNτ (uNτ − zN ), bN
)
N
≤ c‖α′(pi−τ pNτ )‖L∞(Ω)‖rNτ‖L∞(Ω)‖uNτ − zN‖L2(Ω)d‖bN‖L2(Ω)d ,
≤ cµ(N)‖rNτ‖H1(Ω)‖uNτ − zN‖L2(Ω)d‖bN‖L2(Ω)d . (2.84)
En inse´rant (2.82), (2.83) et (2.84) dans (2.79) et en combinant avec la stabilite´ de l’ope´rateur TNτ et
la premie`re relation de (2.46), on obtient la conclusion.
Lemme 2.4.18 Si l’Hypothe`se 2.4.15 est ve´rifie´e et la donne´e (f , pb, g) est dans H
σ(Ω)×Hσ+ 12 (Γ?)×
Hσ(Γ]), σ >
d
2 , on a l’estimation suivante :
‖FNτ (UNτ )‖W ≤ c(u)(N−s + |τ |)(‖u‖H2(0,T˜ ;Hs(Ω)d) + ‖p‖H1(0,T˜ ;Hs+1(Ω)))
+ c N−σ(‖f‖C0(0,T˜ ;Hσ(Ω)d) + ‖pb‖L2(0,T˜ ;Hσ+12 (Γ?)) + ‖g‖L2(0,T˜ ;Hσ(Γ]))). (2.85)
Preuve. Comme F(U) = 0, on utilise l’ine´galite´ triangulaire et on voit que
‖FNτ (UNτ )‖W ≤ ‖U − UNτ‖W + ‖(T − TNτ )G(U)‖W
+ ‖TNτ (G(U)− G(UNτ ))‖W + ‖TNτ (G(UNτ )− GNτ (UNτ ))‖W.
Le premier terme s’est majore´ dans (2.74) et (2.75). Les estimations (2.59) et (2.72) entraˆıne
‖(T − TNτ )G(U)‖W ≤ ‖(T − Tτ )G(U)‖W + ‖(Tτ − TNτ )G(U)‖W
≤ c|τ |‖u‖H2(0,T˜ ;L2(Ω)d) + c(|τ |+N−s)(‖u‖H2(0,T˜ ;Hs(Ω)d) + ‖p‖L2(0,T˜ ;Hs+1(Ω))) +N−σ‖pb‖L2(0,T˜ ;Hσ+12 (Γ?)).
E´valuons le troise`me terme, on voit que
G(U)− G(UNτ ) = (−(α(p)− α0)u+ (α(pNτ )− α0)uNτ , 0, 0,0).
De la stabilite´ de l’ope´rateur TNτ (2.64) et graˆce a` la premie`re relation de (2.46), on a
‖TNτ (G(U)− G(UNτ ))‖W ≤ c‖(α(p)− α0)u+ (α(pNτ )− α0)uNτ‖L2(0,T˜ ;L2(Ω)d)
≤ c(‖α(p)− α(pNτ )‖L2(0,T˜ ;Lρ(Ω))‖u‖C0(0,T˜ ;Lρ′ (Ω)d)
+ ‖α(pNτ )‖L∞(Ω)‖u− uNτ‖L2(0,T˜ ;L2(Ω)d) + α0‖u− uNτ‖L2(0,T˜ ;L2(Ω)d)
)
,
tel que 1ρ =
1−s
2 ,
1
ρ +
1
ρ′ =
1
2 et H
1(Ω) s’injecte dans Lρ
′
(Ω). Comme α est lipschitzienne, on de´duit
que
‖TNτ (G(U)− G(UNτ ))‖W ≤ c(u)
(‖p− pNτ‖L2(0,T˜ ;H1(Ω)) + ‖u− uNτ‖L2(0,T˜ ;L2(Ω)d))
≤ c(u)(‖p− pNτ‖L2(0,T˜ ;H1(Ω)) + ‖u− uNτ‖L2(0,T˜ ;L2(Ω)d)).
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Encore graˆce a` (2.74) et (2.75), on obtient
‖TNτ (G(U)− G(UNτ ))‖W ≤ c(u)N−s(‖u‖L2(0,T˜ ;Hs(Ω)d) + ‖p‖L2(0,T˜ ;Hs+1(Ω))). (2.86)
Finalement, pour le dernier terme on doit majorer les deux termes suivants pour tout ZN dans la
sphe`re unite´ de WNτ
< G1(UNτ )− G1Nτ (UNτ ), ZN > et < G2(UNτ )− G2Nτ (UNτ ), ZN > .
On e´crit
< G1(UNτ )− G1Nτ (UNτ ), ZN >=
∫
Ω
f · zNdx−
(
f , zN
)
N
+ α0
∫
Ω
uNτ · zNdx− α0
(
uNτ , zN
)
N
−
∫
Ω
α(pNτ )u

Nτ · zNdx+
(
α(pi−τ p

Nτ )u

Nτ , zN
)
N
.
Pour tout polynoˆme fN−1 de degre´ N − 1∫
Ω
fN−1 · zNdx−
(
fN−1, zN
)
N
= 0.
Comme
(
f , zN
)
N
=
(INf , zN)N , alors∣∣ ∫
Ω
f · zNdx−
(
f , zN
)
N
∣∣ ≤ c(‖f − fN−1‖L2(Ω)d + ‖f − INf‖L2(Ω)d)‖zN‖L2(Ω)d
≤ cN−σ‖f‖Hσ(Ω)d‖zN‖L2(Ω)d .
Le deuxie`me terme se majore par les meˆmes arguments, ce qui donne∫
Ω
uNτ · zNdx−
(
uNτ , zN
)
N
≤ c(‖u− IN−1u‖L2(Ω)d + ‖uNτ − u‖L2(Ω)d)‖zN‖L2(Ω)d
≤ cN−s‖u‖Hs(Ω)d‖zN‖L2(Ω)d .
Pour majorer le dernier terme, on prend N? e´gal a` la partie entie`re de N−12 , et on introduit comme
dans la preuve pre´ce´dente les approximations αN? de α(·) et vN? de u,∫
Ω
α(pNτ )u

Nτ · zNdx−
(
α(pi−τ p

Nτ )u

Nτ , zN
)
N
≤ c(‖α(pNτ )uNτ − αN?vN?‖L2(Ω)d + ‖α(pi−τ pNτ )uNτ − αN?vN?)‖L2(Ω)d)‖zN‖L2(Ω)d ,
en effectuant une ine´galite´ triangulaire, on voit que∫
Ω
α(pNτ )u

Nτ · zNdx−
(
α(pi−τ p

Nτ )u

Nτ , zN
)
N
≤ c(‖α(pNτ )− αN?‖Lρ′ (Ω)‖uNτ‖Lρ(Ω)d + ‖α(pi−τ pNτ )− αN?‖Lρ′ (Ω)‖uNτ‖Lρ(Ω)d
+ ‖αN?‖L∞(Ω)‖uNτ − vN?‖L2(Ω)d
)‖zN‖L2(Ω)d ,
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On conside`re les meˆmes ρ et ρ′ de´finis pre´ce´dement et tels que Hs(Ω) s’injecte dans Lρ′(Ω),∫
Ω
α(pNτ )u

Nτ · zNdx−
(
α(pi−τ p

Nτ )u

Nτ , zN
)
N
≤ c(‖α(pNτ )− α(p)‖H1(Ω) + ‖α(p)− αN?‖H1(Ω) + ‖α(pNτ )− α(pi−τ pNτ )‖H1(Ω))‖uNτ‖Hs(Ω)d
+ ‖αN?‖L∞(Ω)‖uNτ − vN?‖L2(Ω)d
)‖zN‖L2(Ω)d .
Graˆce aux proprie´te´s d’approximations standards (voir [22, Chap.III, Th 2.4, 2.9]) on de´duit que,∫
Ω
α(pNτ )u

Nτ · zNdx−
(
α(pi−τ p

Nτ )u

Nτ , zN
)
N
≤ c(N−s(‖p‖Hs+1(Ω) + ‖α(p)‖Hs+1(Ω))‖uNτ‖Hs(Ω)d
+ ‖α(pNτ )− α(pi−τ pNτ )‖H1(Ω)‖uNτ‖Hs(Ω)d +N−s‖αN?‖L∞(Ω)‖u‖Hs(Ω)d
)‖zN‖L2(Ω)d .
Lorsque on passe a` la norme en temps on trouve de (2.77)
‖α(pNτ )− α(pi−τ pNτ )‖L2(0,T˜ ;H1(Ω)) ≤ |τ |‖p‖H1(0,T˜ ;H1(Ω)) +N−s‖p‖L2(0,T˜ ;Hs+1(Ω)).
Il reste a` majorer
< G2(UNτ )− G2Nτ (UNτ ), ZN >=< g, rN >Γ] −(g, rN )Γ]N .
Comme (gm, rN )N = (i
Γ]
N g, rN )N , on a tout polynoˆme gN−1 de degre´ N − 1
| < gm, rN >Γ] −(gm, rN )Γ]N | ≤ c(‖gm − gN−1‖L2(Γ])‖rN‖H1(Ω) + ‖gN−1 − i
Γ]
N g‖L2(Γ])‖rN‖H1(Ω)).
On choisit gN−1 l’image de gm par l’ope´rateur de projection de L2(Γ]) sur PN−1(Γ]) et on applique
[22, Thm. 2.4], on obtient
| < g, rN >Γ] −(pi+τ g, rN )Γ]N | ≤ c N−σ‖g‖Hσ(Γ])‖rN‖H1(Ω).
Combinant ceci avec la stabilite´ de l’ope´rateur TNτ donne
‖TNτ (G(UNτ )− GNτ (UNτ ))‖W ≤ c
(
|τ |‖p‖H1(0,T˜ ;H1(Ω)) +N−s(‖u‖L2(0,T˜ ;Hs(Ω)d) + ‖p‖L2(0,T˜ ;Hs+1(Ω)))
+N−σ
(‖f‖L2(0,T˜ ;Hσ(Ω)d) + ‖pb‖L2(0,T˜ ;Hσ+12 (Γ?)) + ‖g‖L2(0,T˜ ;Hσ(Γ])))).
Ceci donne la majoration souhaite´e.
2.4.4 Re´sultat et conclusion
Graˆce aux Lemmes 2.4.16 a` 2.4.18, toutes les hypothe`ses dont on a besoin pour appliquer le
the´ore`me duˆ a` Brezzi, Rappaz et Raviart [28, Thm. 1] sont satisfaites.
The´ore`me 2.4.19 Soit (u, p) la solution du proble`me (2.5)-(2.6)-(2.7) ve´rifiant l’Hypothe`se 2.4.15.
Il existe un re´el τ0 et un entier N0 tels que, pour tout τ , |τ | ≤ τ0 et pour tout N ≥ N0, la solution
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(umN , p
m
N ) du proble`me (2.38) ve´rifie l’estimation d’erreur a priori suivante
‖u− uNτ‖C0(0,T˜ ;L2(Ω)d) + ‖p− pNτ‖L2(0,T˜ ;H1(Ω))
≤ c(u)(N−s + |τ |)(‖u‖H2(0,T˜ ;Hs(Ω)d) + ‖p‖H1(0,T˜ ;Hs+1(Ω)))
+ cN−σ(‖f‖C0(0,T˜ ;Hσ(Ω)d) + ‖pb‖L2(0,T˜ ;Hσ+12 (Γ?)) + ‖g‖L2(0,T˜ ;Hσ(Γ]))). (2.87)
Cette estimation est parfaitement optimale. En outre, l’Hypothe`se 2.4.15 n’est pas restrictive, elle
implique seulement l’unicite´ locale de la solution (u, p) qui est vraisemblable.
2.5 Re´sultats nume´riques
Dans cette section, les re´sultats nume´riques de dimension d = 2 et d = 3 sont compare´s aux
re´sultats the´oriques de convergence (2.87) pre´vus dans les sections pre´ce´dentes. Pour observer ces
proprie´te´s de convergence, nous allons utiliser la technique de solutions manufacture´es. Un champ de
vitesse d’analyse de divergence nulle et un champ de pression sont substitue´es dans les e´quations de
Darcy pour obtenir l’e´quilibre des forces volume´triques. La discre´tisation de l’espace est effectue´e en
utilisant une me´thode spectrale comme de´crit pre´ce´demment (voir [21, 22] pour plus de de´tails) que
nous avons mis en œuvre dans FreeFEM3D 1, (voir aussi [41]), qui est de´veloppe´ par D. Yakoubi [82]
durant sa the`se. Les re´sultats sont obtenus en utilisant un espace de discre´tisation PdN ×PN de (u, p),
et le sche´ma d’Euler implicite au pas de temps uniforme τm = δt. Le terme non line´aire α(p(·, t)) est
pris e´gal a` exp(p(·, t)).
Enfin, a` chaque pas du temps, on obtient des syste`mes line´aires et re´solus en utilisant un GMRES
pre´conditionne´s (Generalized Minimal re´siduelle), voir par exemple Saad [75].
2.5.1 Pre´cision temporelle
Le premier test est utilise´ pour valider l’exactitude de temps. Nous conside´rons l’e´quation de Darcy
(2.1) dans Ω =]0, 1[3 telle que la solution exacte est donne´e par
u1(x, y, z, t) = 2yz(y − 1)(z − 1) sin(t) + 2xz + y3 + z4 − 1
u2(x, y, z, t) = −xz(x− 1)(z − 1) sin(t) − x(x− 1)2 + z2
u3(x, y, z, t) = −z2
p(x, y, z, t) = xyz(x− 1)(y − 1)(z − 1) t2.
(2.88)
Dans chaque direction x, y et z, le degre´ de polynoˆme N est e´gal a` 6, et donc l’erreur due a` la
discre´tisation en espace est ne´gligeable par rapport a` l’erreur due a` la discre´tisation en temps. Nous
1. http ://www.freefem.org/ff3d/
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re´cupe´rons un ordre de convergence pour la vitesse et la pression qui de´croit quand le pas de temps
δt tend vers 0, ce qui confirme l’estimation the´orique (2.87) obtenue en passant a` la limite quand N
tend vers ∞ :
‖(u, p)− (uNτ , pNτ ) ‖C0(0,T˜ ;L2(Ω)d)×L2(0,T˜ ;H1(Ω)) ≤ Cδt‖(u, p)‖H2(0,T˜ ;L2(Ω)d)×H1(0,T˜ ;H1(Ω)).
Quand T = 1, on calcule l’erreur
Eδt =
(
‖(u− uN )(·, 1)‖2L2(Ω)d + ‖(p− pN )(·, 1)‖2H1(Ω)
)1/2
,
pour plusieurs valeurs de pas de temps δt = 0.1, δt/2 = 0.05 jusqu’a` δt/26 = 0.0015625.
En posant O δt
2
=
log( EδtE δt
2
)
log(2)
, on remarque que le taux de l’ordre 1 de convergence obtenu dans le
tableau 2.1 confirme les re´sultats the´oriques.
δt ‖u− uNτ‖L2(Ω)3 ‖p− pNτ‖H1(Ω) Eδt O δt
2
1/10 0.00118208 3.7977672× 10−4 1.2415891× 10−3 ————
1/20 0.00059374 1.9549339× 10−4 6.2509682× 10−4 0.9900362
1/40 0.00029753 0.9914039× 10−4 3.1361837× 10−4 0.9950695
1/80 0.00014893 4.991711× 10−5 1.5707563× 10−4 0.9975507
1/160 7.45078× 10−5 2.504243× 10−5 0.7860366× 10−4 0.9987909
1/320 3.72639× 10−5 1.255598× 10−5 0.3932239× 10−4 0.9992454
1/640 1.86346× 10−5 6.2847384× 10−6 0.1966586× 10−4 0.9996574
Tableau 2.1 – Estimation de l’ordre de convergence
En utilisant les meˆmes re´sultats du Tableau 2.1, nous trac¸ons dans la figure 2.1, les erreurs
‖u− uNτ‖L2(Ω)3 et ‖p− pNτ‖H1(Ω) en echelle logarithmique et en fonction du pas du temps δt.
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Figure 2.1 – Convergence par rapport au pas du temps
2.5.2 Pre´cision spatiale
L’objectif du deuxie`me test est de ve´rifier l’exactitude de la discre´tisation en espace. Le domaine
de calcul est le carre´ Ω =]− 1, 1[2, et la solution exacte de l’e´quation Darcy est donne´e comme suit :
u1(x, y, t) = sin(t) sin(pix) cos(piy)
u2(x, y, t) = − sin(t) cos(pix) sin(piy)
p(x, y, t) = t2 sin(pix) cos(piy).
(2.89)
Nous fixons le pas de temps δt e´gal a` 0, 1, et nous trac¸ons l’erreur de la vitesse en norme L2 de
la pression en norme H1 entre la solution nume´rique et la solution exacte quand T = 1 avec un
polynoˆme de degre´ successive de N = 5 a` N = 25. Il ressort clairement de la Figure 2.2 que les
pentes de convergence des erreurs de la vitesse et de la pression co¨ıncident avec la pente de la fonction
e−x. Ainsi la convergence spectrale pour toutes les inconnues est obtenue qui est compatible avec
l’estimation d’erreur (2.87) lorsque le pas de temps tend vers 0.
Nous observons qu’a` partir de degre´ ≥ 20, l’erreur principale est due a` la pre´cision de la machine, de
sorte que la courbe s’arreˆte de de´croˆıtre.
Dans les Figures 2.3 et 2.4, nous pre´sentons les solutions exactes et discre`tes issues de (2.89), ou`
la solution discre`te est calcule´e pour N = 15.
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Figure 2.2 – Convergence par rapport au degre´ de polynoˆme
Figure 2.3 – Pression. Gauche : Spectrale. Droite : Exacte
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Figure 2.4 – Vitesse. Gauche : Spectrale. Droite : Exacte
La Figure 2.5 pre´sente les champs de la vitesse exacte et spectrale, obtenues pour N = 15 dans le
cas spectral.
Figure 2.5 – Champs de vitesse. Gauche : Spectrale. Droite : Exacte
74
2.5. Re´sultats nume´riques
On peut voir que les parties gauche et droite des figures ne peuvent pas eˆtre distingue´es, comme
usuel en me´thode spectrale.
2.5.3 Comparaison entre la me´thode spectrale et la me´thode des e´le´ments finis
Dans ce test, on compare le re´sultat obtenu par la me´thode spectrale et par la me´thode des e´le´ments
finis, lorsque la solution exacte ne peut eˆtre obtenue de manie`re explicite. En effet, le proble`me que
nous re´solvons ici est donne´ par : Trouver p ∈ H1(Ω) et u ∈ L2(Ω)2 tels que
∂tu+ α(p)u−∇p = 0 dans Ω
−∇ · u = f dans Ω
u · n = (g1, g2) · n sur Γu
p = pb sur Γp,
(2.90)
ou` Ω =]0, 1[2, Γp est e´gal au bord supe´rieur de Ω, ]0, 1[×{1}, et Γu = ∂Ω\Γp. L’e´tude de ce proble`me
par la me´thode des e´le´ments finis avec joint est effectue´ par Bernardi et al. [8]. La simulation par
e´le´ments finis que nous pre´sentons ici a e´te´ effectue´ sur le code FreeFem++ due a` Hecht, voir [55].
Nous avons utilise´ une formulation d’e´le´ments finis mixtes ou` l’espace de discre´tisation de la vitesse
est l’espace de Raviart-Thomas, voir [74], on conside`re l’espace P1 pour la pression, D’autre part, la
simulation spectrale a e´te´ re´alise´e par FreeFEM3D, ou` le couple vitesse-pression discret appartient a`
P2N×PN , avec N = 10 dans chaque direction x et y. Comme dans les Sections 2.5.1, 2.5.2, le coefficient
de perme´abilite´ est pris non line´aire et e´gal a` exp(p). Le pas de temps dans les deux me´thodes est e´gal
a` 0.1 et les donne´es sont donne´s comme suit :
f = g1 = g2 = pb = 1.
Nous observons dans les Figures 2.6, 2.7 que les solutions obtenues par e´le´ments finis et me´thodes
spectrales sont tre`s similaires.
On notera que ces re´sultats sont obtenus par deux codes diffe´rents. Nous pouvons conclure que
nos simulations sont tre`s efficaces.
75
Figure 2.6 – Isoligne de u1. Gauche : e´le´ments finis. Droite : me´thode spectrale.
Figure 2.7 – Pression dans le maillage ou la grille de Gauss-Lobatto. Gauche : e´le´ments finis. Droite :
me´thode spectrale.
2.5.4 Calcul dans un cas plus re´aliste
Dans ce paragraphe, nous conside´rons le cas ou` le milieu poreux, occupe le domaine
Ω =]− 10, 10[×]0, 1[×]− 1, 0[,
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situe´ juste sous la surface. Les donne´es sont pre´sente´es comme suit.
1) La partie Γp de la frontie`re est la face supe´rieure ] − 10, 10[×]0, 1[×{0}. La pression pb repre´sente
la pression atmosphe´rique et est constante e´gale a` 1.
2) Sur Γu, la fonction g a un support contenu dans la face gauche {−10}×]0, 1[×] − 1, 0[. Plus
pre´cise´ment, ce support est le disque
x = −10, (y − 0, 5)2 + (z + 0, 5)2 ≤ 0, 01,
sur lequel elle est e´gale a`
g(−10, y, z, t) = λ(t)(1− 100((y − 0.5)2 + (z + 0, 5)2)), avec λ(t) = 10t
t+ 1
.
Cette fonction est repre´sente´e dans la figure 2.8.
3) La donne´e f et la vitesse initiale u0 sont prises e´gales a` ze´ro.
Figure 2.8 – Fonction g quand t=1
Notons que, puisque la divergence de la vitesse est nulle, l’inte´grale de son flux sur ∂Ω est e´gale a` ze´ro,
de sorte que le liquide sort par Γp.
Le calcul est effectue´ avec un pas de temps δt = 0.1 et les degre´s de polynoˆmes N e´gale a` 20 dans
la direction x et 12 dans les directions y et z (ceci est duˆ a` l’anisotropie du domaine).
Figure 2.9 pre´sente les isovaleurs de la pression au temps t = 1 et de haut en bas dans les trois plans
z = −0.1, z = −0.5 et z = −0.9.
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Figure 2.9 – Isothermes de la pression sur trois plans horizontaux
Figure 2.10 pre´sente les isovaleurs de la pression au temps t = 0.1 a` gauche et t = 1 a` droite.
Figure 2.10 – Iso-surfaces de pression. Gauche : t = 0.1. Droite : t = 1
La figure 2.11 pre´sente la projection de la vitesse aussi au temps t = 1 dans le plan x = −4, 5.
Nous pre´sentons dans la figure 2.12 la projection de la vitesse quand y = 0.5 et au temps t = 1.
78
2.6. Conclusion
Figure 2.11 – Projection de la vitesse au plan vertical (x=-4.5)
Figure 2.12 – Projection de la vitesse au plan (y=0.5)
2.6 Conclusion
Dans ce chapitre, nous avons analyse´ un mode`le nume´rique pour l’e´quation de Darcy non line´aire
(2.1). La me´thode spectrale est utilise´e pour approcher sa solution. Le coefficient de perme´abilite´
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de´pend de la pression. Nous avons prouve´ que le re´gime discret converge vers la solution du proble`me
continu.
En outre, des tests nume´riques confirment nos re´sultats the´oriques, en particulier la pre´cision de
la discre´tisation en temps et en espace en dimension 2 et 3. Enfin, dans le dernier test au paragraphe
2.5.4, et pour effectuer un calcul plus re´aliste du mode`le que nous avons utilise´, nous reproduisons
correctement la simulation en dimension 3.
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Chapitre 3
Discre´tisation spectrale des e´quations
de Darcy couple´es avec l’e´quation de la
chaleur
Ce chapitre consiste a` un article soumis pour publication, en collaboration avec C. Bernardi et D.
Yakoubi, [19].
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3.1 Introduction
Dans ce chapitre, nous nous concentrons sur les e´quations qui expriment la premie`re loi de la
thermodynamique dans un milieu poreux. Le mode`le consiste en l’e´quation de diffusion avec les termes
convectifs et la loi de Darcy dans l’approximation quasi-stationnaire pour un fluide incompressible
∂tT + u · ∇T = λ∆T
u+
κ
µ
∇p = gβκ
µ
ρ(T − T0)ez (3.1)
∇ · u = 0.
Ici u est le vecteur vitesse du fluide, p est la pression, T est la tempe´rature, λ repre´sente le coefficient
de la diffusivite´ thermique, µ la viscosite´ cine´matique, ρ la densite´, g est l’acce´le´ration due a` la gravite´,
ez est le vecteur unite´ dans la direction verticale, T0 la valeur caracte´ristique de la tempe´rature et
enfin κ est la perme´abilite´.
Les deux dernie`res e´quations de (3.1) sont e´crites sous l’approximation de Boussinesq et l’approxi-
mation quasi-stationnaire. La premie`re signifie que la densite´ du fluide est constante presque partout
excepte´ pour le terme de flottabilite´ ce qui produit le membre du droite dans la deuxie`me e´quation
de (3.1). L’approximation quasi-stationnaire dans la loi de Darcy est souvent utilise´e pour les fluides
dans un milieu poreux.
3.2 Proble`me continu
3.2.1 Analyse du proble`me stationnaire
Soit Ω un ouvert borne´ connexe de Rd, d = 2 ou 3, a` frontie`re lipschitzienne ∂Ω. On suppose que
la frontie`re ∂Ω admet la de´composition suivante
Γ? ∩ Γ] = ∅ et Γ? ∪ Γ] = ∂Ω,
telle que Γ? est de mesure positive dans ∂Ω et ∂Γ? est une sous-varie´te´ lipschitzienne de ∂Ω.
Dans cette partie, on s’inte´resse au proble`me dans le cas stationnaire qui se traduit par les e´quations
suivantes :
αu+∇p = F (T ) dans Ω, (3.2)
∇ · u = 0 dans Ω,
u · ∇T − λ∆T = h dans Ω. (3.3)
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Les coefficients α et λ sont suppose´s constants positifs. Les donne´es sont
• une fonction F assez re´gulie`re de R dans Rd sur laquelle on effectue les hypothe`ses suivantes
(i) la fonction F est continuement de´rivable sur R a` de´rive´e borne´e ;
(ii) il existe un re´el T0 ou` la fonction F s’annule.
• une fonction h ne de´pendant que de la variable de l’espace.
On propose les conditions aux limites suivantes :
u · n = 0 sur ∂Ω, (3.4)
T = T? sur Γ? et
∂T
∂n
= θ] sur Γ], (3.5)
On pose
γ = sup
ζ∈R
|F ′(ζ)|.
Comme on va le voir, ce parame`tre intervient de fac¸on fondamentale dans notre e´tude. Puis, on effectue
le changement de variable θ = T − T0 et on pose f(θ) = 1γF (T ), de sorte que
(i) la fonction f s’annule en 0,
(ii) et est continuement de´rivable sur R,
(iii) avec la norme de sa de´rive´e ≤ 1.
Les e´quations (3.2)-(3.3) s’e´crivent alors
α u+∇p = γf(θ) dans Ω,
∇ · u = 0 dans Ω,
u · ∇θ − λ∆θ = h dans Ω.
(3.6)
Si on regarde les conditions aux limites (3.4)-(3.5), on voit que seulement la condition de Dirichlet
sur la tempe´rature est modifie´e par le changement de variable : les e´quations (3.5) sont remplace´es
maintenant par
θ = θ? = T? − T0 sur Γ?, ∂θ
∂n
= θ] sur Γ]. (3.7)
3.2.2 Formulation variationnelle
On suppose que
h ∈ L2(Ω), θ] ∈
(
H
1
2
00(Γ])
)′
et θ? ∈ H 12 (Γ?). (3.8)
On admet (voir [3, Th. 4.32]) que θ? peut eˆtre prolonge´e de fac¸on continue en une fonction de H
1
2 (∂Ω)
et on de´duit de [22, Chap. I, Th. 2.19] qu’il existe une fonction θ˜? de H
1(Ω) dont la trace sur Γ?
coincide avec θ?.
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Le proble`me (3.6)-(3.4)-(3.7) admet la formulation variationnelle suivante
Trouver u ∈ L3(Ω)d, p ∈ H1 (Ω) et θ ∈ H1(Ω) avec θ − θ˜? ∈ H1? (Ω) tels que
∀v ∈ L2(Ω)d, α
∫
Ω
u · v dx+
∫
Ω
v · ∇p dx = γ
∫
Ω
f(θ) · v dx, (3.9)
∀q ∈ H1 (Ω),
∫
Ω
u · ∇q dx = 0, (3.10)
∀ϕ ∈ H1? (Ω), λ
∫
Ω
∇θ · ∇ϕ dx+
∫
Ω
(u · ∇)θ ϕ dx =
∫
Ω
h ϕ dx+ λ < θ], ϕ >Γ] . (3.11)
Remarque 3.2.1 Dans ce proble`me, la solution u doit eˆtre dans L3(Ω)d en dimension d = 3 pour
que la forme line´aire ϕ 7→
∫
Ω
(u · ∇)θ ϕ dx soit continue de H1(Ω) dans R.
Des arguments usuels combine´s avec la densite´ de D(Ω ∪ Γ]) dans H1? (Ω) (voir Bernard [14]),
conduisent a` l’e´quivalence des proble`mes (3.6)-(3.4)-(3.7) et (3.9)-(3.10)-(3.11).
Proposition 3.2.2 Tout triple (u, p, θ) dans L3(Ω)d×H1 (Ω)×H1(Ω) est solution du proble`me (3.9)−
(3.10)−(3.11) si et seulement si il est solution du proble`me (3.6)-(3.4)-(3.7) (au sens des distributions).
La condition inf-sup suivante est e´vidente.
Proposition 3.2.3 On a la condition inf-sup
∀q ∈ H1(Ω), sup
v∈L2(Ω)d
∫
Ω
v · ∇q dx
‖v‖L2(Ω)d
≥ ‖∇q‖L2(Ω)d . (3.12)
3.2.3 Re´sultats d’existence
On de´finit l’espace de vitesses suivant
V(Ω) =
{
v ∈ L2(Ω)d; ∀q ∈ H1 (Ω),
∫
Ω
v · ∇q dx = 0
}
,
qui est caracte´rise´ par
V(Ω) =
{
v ∈ L2(Ω)d, ∇ · v = 0 dans Ω et v · n = 0 sur ∂Ω}.
Graˆce a` la condition inf-sup (3.12), les deux premie`res e´quations du proble`me (3.9) sont e´quivalentes
a` trouver u dans V(Ω) solution de
∀v ∈ V(Ω), α
∫
Ω
u · v dx = γ
∫
Ω
f(θ) · v dx, (3.13)
On remarque que le couple (u, θ) dans (V(Ω)∩L3(Ω)d)×H1(Ω) est solution du proble`me variationnel
(3.13)-(3.11).
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3.2. Proble`me continu
Proposition 3.2.4 Pour toutes donne´es h, θ] et θ? ve´rifiant (3.8), il existe deux constantes positives
c1, c2 telles que toute solution (u, θ) de (3.13)-(3.11) ve´rifie
‖u‖L2(Ω)d ≤ c1
(‖h‖L2(Ω) + ‖θ]‖
H
1
2
00(Γ])
′ + ‖θ?‖H 12 (Γ?)
)
, (3.14)
‖θ‖H1(Ω) ≤ c2
(‖h‖L2(Ω) + ‖θ]‖
H
1
2
00(Γ])
′ + ‖θ?‖H 12 (Γ?)
)
, (3.15)
Preuve. On choisit la fonction test v e´gale a` u dans (3.13), on voit que
α
∫
Ω
u · u dx = γ
∫
Ω
f(θ) · u dx (3.16)
et donc
α‖u‖2L2(Ω)d ≤ γ‖f(θ)‖L2(Ω)d‖u‖L2(Ω)d .
D’autre part, les proprie´te´s de la fonction f et le the´ore`me des accroissements finis entraˆınent que,
pour tout re´el ζ,
|f(ζ)| = |f(ζ)− f(0)| ≤ |ζ|, (3.17)
de sorte que
α‖u‖L2(Ω)d ≤ γ‖θ‖L2(Ω). (3.18)
D’autre part, en posant θ˜ = θ − θ˜?, on voit que θ˜ est dans H1? (Ω) solution de
∀ϕ ∈ H1? (Ω), λ
∫
Ω
∇θ˜ · ∇ϕ dx+
∫
Ω
(u · ∇)θ˜ ϕ dx =
∫
Ω
h ϕ dx+ λ < θ], ϕ >Γ]
− λ
∫
Ω
∇θ˜? · ∇ϕ dx−
∫
Ω
(u · ∇)θ˜? ϕ dx.
On prend ϕ = θ˜ on trouve,
λ‖∇θ˜‖2L2(Ω)d ≤ ‖h‖L2(Ω)‖θ˜‖L2(Ω) + λ‖θ]‖
H
1
2
00(Γ])
′
‖θ˜‖H1(Ω)
+ λ‖∇θ˜?‖L2(Ω)d‖∇θ˜‖L2(Ω)d + ‖u‖L3(Ω)d‖∇θ˜‖L2(Ω)d‖θ˜?‖L6(Ω). (3.19)
D’autre part, graˆce au lemme de Hopf [51, Chap. IV, Lem. 2.4], pour tout ε > 0 on peut choisir θ˜?
ve´rifiant
‖θ˜?‖L6(Ω) ≤ ε‖θ?‖H 12 (Γ?). (3.20)
Inse´rant (3.20) dans (3.19) entraˆıne
λ‖∇θ˜‖2L2(Ω)d ≤ ‖h‖L2(Ω)‖θ˜‖L2(Ω) + λ‖θ]‖
H
1
2
00(Γ])
′
‖θ˜‖H1(Ω)
+ λ‖∇θ˜?‖L2(Ω)d‖∇θ˜‖L2(Ω)d + ε‖u‖L3(Ω)d‖∇θ˜‖L2(Ω)d‖θ?‖H 12 (Γ?).
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On de´duit de l’ine´galite´ de Poincare´-Friedrichs
λ
(1 + c2p)
1
2
‖θ˜‖H1(Ω) ≤ ‖h‖L2(Ω) + λ‖θ]‖
H
1
2
00(Γ])
′
+ λ‖∇θ˜?‖L2(Ω)d + ε‖u‖L3(Ω)d‖θ?‖H 12 (Γ?).
L’ine´galite´ triangulaire permet d’obtenir
λ
(1 + c2p)
1
2
‖θ‖H1(Ω) ≤ ‖h‖L2(Ω) + λ‖θ]‖
H
1
2
00(Γ])
′
+ c0λ
(
1 +
1
(1 + c2p)
1
2
)
‖θ?‖
H
1
2 (Γ?)
+ ε‖u‖L3(Ω)d‖θ?‖H 12 (Γ?).
On choisit ε e´gal a`
1
‖u‖L3(Ω)d
, on obtient
‖θ‖H1(Ω) ≤
(1 + c2p)
1
2
λ
(
‖h‖L2(Ω) + λ‖θ]‖
H
1
2
00(Γ])
′
+ c0λ
(
1 +
1
(1 + c2p)
1
2
)
‖θ?‖
H
1
2 (Γ?)
+ ‖θ?‖
H
1
2 (Γ?)
)
.
On combine cette dernie`re ine´galite´ avec (3.18) pour conclure.
On refe`re a` [22, chap. XIII, Th. 1.9] pour la preuve du re´sultat suivant.
Proposition 3.2.5 Pour tout θ dans L2(Ω), il existe (u, p) dans L2(Ω)d×H1 (Ω) solution unique du
proble`me (3.9)− (3.10). De plus cette solution ve´rifie
‖u‖L2(Ω)d + ‖p‖H1(Ω) ≤ c‖θ‖L2(Ω).
On a un re´sultat sur la re´gularite´ de la solution (u, p).
Proposition 3.2.6 Soit
s =
 1 si Ω est convexe,1
2 sinon .
On suppose θ dans H1(Ω), alors la solution (u, p) du proble`me (3.9)-(3.10) est dans Hs(Ω)d×Hs+1(Ω).
En outre,
‖u‖Hs(Ω)d ≤ cR‖θ‖H1(Ω), (3.21)
ou` cR est une constante positive de´pendant de α et γ.
Preuve. Introduisons l’espace
XT (Ω) =
{
v ∈ L2(Ω)d, ∇ · v ∈ L2(Ω), curl v ∈ L2(Ω) d(d−1)2 et v · n = 0 sur ∂Ω}.
Cet espace s’injecte dans Hs(Ω)d tel que s =
1
2
(voir Costabel [34]) et s = 1 si Ω est convexe (voir
Amrouche et al. [9, Thm. 2.17], ou Ne´de´lec [66]). On applique l’ope´rateur rotationnel sur la premie`re
e´quation de (3.6)
αcurl u = γcurl f(θ) dans Ω.
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3.2. Proble`me continu
Comme curl f(θ) appartient a` L2(Ω)
d(d−1)
2 , u est dans XT (Ω), on en de´duit que u est dans H
s(Ω)d.
Revenant a` la premie`re e´quation de (3.6), on voit que
∇p = γf(θ)− αu dans Ω,
par conse´quent, p est dans Hs+1(Ω).
Remarque 3.2.7 Comme Hs(Ω)d, s ≥ 1
2
, s’injecte de fac¸on continue dans Lq(Ω)d tel que
1
q
=
d− 2s
2d
,
on de´duit pour s =
1
2
que u est dans L4(Ω)d en dimension 2 et dans L3(Ω)d en dimension 3.
Le re´sultat suivant est une conse´quence directe du lemme de Lax-Milgram [60] (voir aussi, par
exemple [51, Chap. IV, Cor 1.1] ou [31, Thm 1.1]).
Proposition 3.2.8 On suppose que les donne´es h, θ] et θ? ve´rifient (3.8). Pour tout u dans V(Ω) ∩
L3(Ω)d, l’e´quation (3.11) admet une solution unique θ dans H1(Ω).
Les propositions 3.2.5, 3.2.8 ne donnent pas l’existence de la solution de (3.9)-(3.10)-(3.11), que
nous allons maintenant e´tablir.
The´ore`me 3.2.9 Pour tout h, θ] et θ? ve´rifient (3.8), et
c2cR(1 + c
2
p)
1
2
λ
(‖h‖L2(Ω) + ‖θ]‖
H
1
2
00(Γ])
′ + ‖θ?‖H 12 (Γ?)
)
< 1, (3.22)
le proble`me (3.9)-(3.10)-(3.11) admet une solution unique (u, p, θ) dans L3(Ω)d ×H1 (Ω)×H1(Ω).
Preuve. On introduit l’application F1 : θ 7→ u telle que u est la partie de (u, p) solution du proble`me
(3.9)-(3.10) qu’on a exhibe´e dans la proposition 3.2.5. Cette application est continue de H1(Ω) dans
L3(Ω)d, on rappelle que u est dans l’espace V(Ω). Ainsi, on introduit une application F2 de V(Ω) ∩
L3(Ω)d dans H1(Ω) qui associe a` u dans V(Ω)∩L3(Ω)d la solution θ∗ de (3.11). On pose F = F2 ◦F1.
Soient θ1, θ2, θ˜1, θ˜2 dans H
1(Ω) et u1, u2 dans L
3(Ω)d tels que
F1(θ1) = u1, F1(θ2) = u2,
F2(u1) = θ˜1, F2(u2) = θ˜2.
On a de (3.21),
‖u1 − u2‖L3(Ω)d ≤ cR‖θ1 − θ2‖H1(Ω). (3.23)
D’autre part,
‖∇(F(θ1)−F(θ2))‖L2(Ω)d = ‖∇(θ˜1 − θ˜2)‖L2(Ω)d .
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Comme θ˜1, θ˜2 sont solutions de (3.11)
λ
∫
Ω
∇(θ˜1 − θ˜2)∇ϕdx+
∫
Ω
(u1 · ∇)θ˜1ϕdx−
∫
Ω
(u2 · ∇)θ˜2ϕdx = 0
Choisissant ϕ = θ˜1 − θ˜2,
λ‖∇(θ˜1 − θ˜2)‖2L2(Ω)d ≤ ‖u1 − u2‖L3(Ω)d‖θ˜2‖H1(Ω)‖∇(θ˜1 − θ˜2)‖L2(Ω)d .
La fonction θ˜1 − θ˜2 est nulle sur Γ?, on en de´duit que
λ‖θ˜1 − θ˜2‖H1(Ω) ≤ (1 + c2p)
1
2 ‖θ˜2‖H1(Ω)‖u1 − u2‖L3(Ω)d .
En inse´rant (3.23) dans la dernie`re estimation
λ‖θ˜1 − θ˜2‖H1(Ω) ≤ cR(1 + c2p)
1
2 ‖θ˜2‖H1(Ω)‖θ1 − θ2‖H1(Ω).
Or, la fonction θ˜2 est borne´e, voir (3.15), il re´sulte
λ‖θ˜1 − θ˜2‖H1(Ω) ≤ c2cR(1 + c2p)
1
2
(‖h‖L2(Ω) + ‖θ]‖
H
1
2
00(Γ])
′ + ‖θ?‖H 12 (Γ?))‖θ1 − θ2‖H1(Ω).
La relation (3.22) entraˆıne que la fonction F est contractante, en appliquant le the´ore`me de point
fixe de Banach [32, Thm. 3.7-1], on trouve que F(θ) = θ. On en de´duit que (u, p, θ) est solution du
proble`me (3.9)-(3.10)-(3.11), ainsi cette solution est unique.
La condition (3.22) est peu restrictive. Dans le the´ore`me suivant on prouve un autre re´sultat
d’existence ou` on va remplacer cette condition par des hypothe`ses sur la ge´ome´trie du domaine.
Proposition 3.2.10 On suppose que Ω est un ouvert borne´ a` frontie`re lipschitzienne de R2, ou un
convexe ou un polye`dre de R3. Le proble`me (3.9) admet une solution (u, p, θ) dans L3(Ω)d×H1 (Ω)×
H1(Ω). Si de plus la relation (3.22) est ve´rifie´e alors cette solution est unique.
Preuve. L’existence de (u, p) est exhibe´e dans la Proposition 3.2.5. Pour prouver l’existence de θ on
distingue trois e´tapes :
1) On introduit l’application F : θ 7→ u qui est continue de H1(Ω) dans L3(Ω)d et ve´rifie
‖F(θ)‖L3(Ω)d ≤ cR‖θ‖H1(Ω).
On de´finit l’application φ(θ˜) comme suit
∀ϕ ∈ H1? (Ω), < φ(θ˜), ϕ >= λ
∫
Ω
∇θ˜ · ∇ϕ dx+
∫
Ω
(F(θ˜ + θ˜?) · ∇)θ˜ ϕ dx−
∫
Ω
hϕdx
− λ < θ], ϕ >Γ] +λ
∫
Ω
∇θ˜? · ∇ϕ dx+
∫
Ω
(F(θ˜ + θ˜?) · ∇)θ˜? ϕ dx.
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3.2. Proble`me continu
Cette application est continue sur H1? (Ω). En prenant ϕ = θ˜, on obtient
< φ(θ˜), θ˜ >≥ λ‖∇θ˜‖2L2(Ω)d − ‖h‖L2(Ω)‖θ˜‖L2(Ω) − λ‖θ]‖
H
1
2
00(Γ?)
′
‖θ˜‖H1(Ω)
− λ‖∇θ˜?‖L2(Ω)d‖∇θ˜‖L2(Ω)d − ‖F(θ˜ + θ˜?)‖L3(Ω)d‖∇θ˜‖L2(Ω)d‖θ˜?‖L6(Ω).
Or
‖F(θ˜ + θ˜?)‖L3(Ω)d ≤ cR(‖θ˜‖H1(Ω) + ‖θ?‖H 12 (Γ?)).
Ce qui donne
< φ(θ˜), θ˜ >≥ λ
1 + c2
‖θ˜‖2H1(Ω) − ‖h‖L2(Ω)‖θ˜‖H1(Ω) − λ‖θ]‖
H
1
2
00(Γ?)
′
‖θ˜‖H1(Ω)
− λ‖∇θ˜?‖L2(Ω)d‖θ˜‖H1(Ω) − cR
(‖θ˜‖H1(Ω) + ‖θ˜?‖H1(Ω))‖θ˜‖H1(Ω)‖θ˜?‖L6(Ω).
D’une fac¸on e´quivalente et graˆce a` (3.20), on a
< φ(θ˜), θ˜ >≥ λ
1 + c2
‖θ˜‖2H1(Ω) − ‖h‖L2(Ω)‖θ˜‖H1(Ω) − λ‖θ]‖
H
1
2
00(Γ?)
′
‖θ˜‖H1(Ω)
− c0λ‖θ?‖
H
1
2 (Γ?)
‖θ˜‖H1(Ω) − εcR(‖θ˜‖H1(Ω) + ‖θ˜?‖H1(Ω))‖θ˜‖H1(Ω)‖θ?‖H 12 (Γ?).
On choisit ε =
λ
2cR(1 + c2p)‖θ?‖H 12 (Γ?)
de sorte que la quantite´ < φ(θ˜), θ˜ > est positive sur la sphe`re
de H1? (Ω) a` rayon
µ =
2(1 + c2p)
λ
(‖h‖L2(Ω) + λ‖θ]‖
H
1
2
00(Γ])
′ + λ
(
1 +
c
2
(1 + c2p)
)‖θ?‖
H
1
2 (Γ?)
).
2) Graˆce a` la densite´ de D(Ω ∩ Γ]) dans H1? (Ω), il existe une suite croissante (Wn)n de sous-espaces
de dimension finie de H1? (Ω) telles que ∪nWn soit dense dans H1? (Ω). Les proprie´te´s de la fonction φ
sont encore ve´rifie´es lorsque l’on remplac¸e l’espace H1? (Ω) par Wn. On applique le the´ore`me de point
fixe de Brouwer : pour tout n, il existe θ˜n dans Wn solution de
∀ϕn ∈Wn, < φ(θ˜n), ϕn >= 0 et ‖∇θ˜n‖L2(Ω)d ≤ µ.
3) Comme (θ˜n)n est borne´ dans H
1
? (Ω), il existe une sous-suite note´e encore (θ˜n)n pour simplifier qui
converge vers une fonction θ˜ faiblement dans H1? (Ω). Pour tout m < n, θ˜n satisfait,
∀ϕm ∈Wm, < φ(θ˜n), ϕm >= 0.
De fac¸on e´quivalente, pour tout ϕm ∈Wm,
λ
∫
Ω
∇θ˜n · ∇ϕm dx+
∫
Ω
(F(θ˜n + θ˜?) · ∇)θ˜n ϕm dx =
∫
Ω
h ϕm dx+ λ < θ], ϕm >∂Ω
−
∫
Ω
∇θ˜? · ∇ϕm dx−
∫
Ω
(F(θ˜n + θ˜?) · ∇)θ˜? ϕm dx.
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Passant a` la limite sur n qui est e´vidente pour les termes line´aires. Rappelons que la fonction F est
continue de H1(Ω) dans Hs(Ω)d, on re´fe`re a` Amrouche et al. [9, Prop 3.7] pour l’injection compacte
de Hs(Ω) dans L3(Ω) en dimension 3, pour s = 1 si Ω est convexe, et s =
1
2
+ ε, ε > 0 si Ω est un
polye`dre. De cette injection, il existe une sous-suite encore note´e (θ˜n)n qui converge faiblement vers
θ˜ dans H1(Ω) et telle que la suite (F(θ˜n + θ˜?))n converge fortement dans L3(Ω)d vers F(θ˜ + θ˜?). On
voit que∫
Ω
(F(θ˜n + θ˜?) · ∇)θ˜n ϕm dx−
∫
Ω
(F(θ˜ + θ˜?) · ∇)θ˜ ϕm dx
≤ ‖F(θ˜n + θ˜?)−F(θ˜)‖L3(Ω)d‖θ˜n‖H1(Ω)‖ϕ‖H1(Ω) +
∫
Ω
(F(θ˜) · ∇)(θ˜n − θ˜)ϕm dx.
Donc la suite (F(θ˜n+θ˜?)·∇θ˜n)n converge faiblement vers F(θ˜+θ˜?)·∇θ˜. Finalement, graˆce a` l’argument
de densite´ θ = θ˜ + θ˜? est solution de (3.9)-(3.10)-(3.11).
Remarque 3.2.11 Si les donne´es h, θ? et θ] ve´rifient (3.8) et (3.22) alors la solution exhibe´e dans
la proposition pre´ce´dente est unique.
3.3 Proble`me discret
A` partir de maintenant nous effectuons notre analyse sur le carre´ ou le cube Ω =]−1, 1[d, d = 2 ou
3. Les donne´es h, θ] et θ? e´tant suppose´es continues respectivement sur Ω, Γ] et Γ?, le proble`me discret
est construit a` partir de la formulation (1.13) par la me´thode de Galerkin avec inte´gration nume´rique.
En effet, dans la formulation variationnelle (3.9)-(3.10)-(3.11), nous remplac¸ons les espaces continus
par les espaces discrets et les inte´grales exactes par la formule de quadrature (1.13). Alors le proble`me
discret s’e´crit
Trouver (uN , pN , θN ) ∈ XN × YN × YN , tel que
θN = i
Γ?
N θ? sur Γ?,
∀vN ∈ XN , α
(
uN ,vN
)
N
+
(
vN ,∇pN
)
N
= γ
(
f(θN ),vN
)
N
, (3.24)
∀qN ∈ YN ,
(
uN ,∇qN
)
N
= 0,
∀ϕN ∈ Y?N , λ
(∇θN ,∇ϕN)N + ((uN · ∇)θN , ϕN)N
=
(
h, ϕN
)
N
+ λ
(
θ], ϕN
)Γ]
N
.
Par les meˆmes arguments que pre´ce´demment pour avoir l’existence de la solution continue on prouve
ce re´sultat.
Proposition 3.3.1 Pour tous h, θ? et θ] continue sur Ω, Γ? et Γ] respectivement, le proble`me (3.24)
admet une solution (uN , pN , θN ) dans XN × YN × YN .
L’unicite´ locale de la solution du proble`me discret va eˆtre e´tablie plus tard avec l’estimation d’erreur
a priori.
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3.4. Estimation d’erreur a priori
3.4 Estimation d’erreur a priori
Pour faire l’analyse d’erreur a priori on va appliquer le the´ore`me de Brezzi, Rappaz et Raviart
[28], pour cela on a besoin d’e´crire une autre formulation pour chacun de deux proble`mes continu et
discret.
3.4.1 Autre formulation
On introduit d’abord l’ope´rateur line´aire T qui associe a` toute fonction f de L2(Ω)d le couple
(u, p) que l’on note U˜ , solution dans L2(Ω)d ×H1(Ω) du proble`me
αu+∇p = γf dans Ω,
∇ · u = 0 dans Ω,
u · n = 0 sur ∂Ω.
(3.25)
On de´finit l’ope´rateur de Laplace L qui associe a` tout
h ∈ L2(Ω), θ] ∈ H
1
2
00(Γ]) et θ? ∈ H
1
2 (Γ?),
la solution θ dans H1(Ω) du proble`me de Laplace muni de conditions aux limites mixtes
− λ∆θ = h dans Ω,
θ = θ? sur Γ?,
∂θ
∂n
= θ] sur Γ]. (3.26)
Puis, on de´finit l’application F de l’espace L3(Ω)d ×H1 (Ω)×H1(Ω) dans lui-meˆme par
∀U = (U˜ , θ) ∈ L2(Ω)d ×H1 (Ω)×H1(Ω),
F(U) = U −
 T 0
0 L
 G1(U)
G2(U)
 (3.27)
tel que  G1(U)
G2(U)
 =
 f(θ)
(h− (u · ∇)θ, θ], θ?)

La continuite´ et la diffe´rentiabilite´ de cet ope´rateur sont faciles a` ve´rifier a` partir des injections de
Sobolev.
On remarque que le proble`me (3.9)-(3.10)-(3.11) est e´quivalent a` trouver U = (U˜ , θ) solution de
l’e´quation
F(U) = 0. (3.28)
On fait de´sormais l’hypothe`se suivante :
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Hypothe`se 3.4.1 On suppose que la solution (U˜ , θ) du proble`me (3.9)-(3.10)-(3.11) ve´rifie :
(i) il existe s > d6 tel que (U˜ , θ) soit dans H
s(Ω)d ×Hs+1(Ω)×Hs+1(Ω),
(ii) l’ope´rateur DF(U) est un isomorphisme de L3(Ω)d ×H1 (Ω)×H1(Ω) dans lui-meˆme.
En e´crivant l’ope´rateur DF(U) de fac¸on plus explicite :
∀W = (w, %, ζ) ∈ L3(Ω)d ×H1 (Ω)×H1(Ω),
DF(U) ·W = W −
 T 0
0 L
 f ′(θ)ζ
(−(u · ∇)ζ − (w · ∇)θ, 0, 0)
 , (3.29)
on voit que la partie (ii) de l’Hypothe`se 3.4.1 e´quivaut a` dire que le proble`me suivant
∀v ∈ L2(Ω)d, α
∫
Ω
w · v dx+
∫
Ω
v · ∇% dx = γ
∫
Ω
f ′(θ)ζ · v dx+
∫
Ω
A · v dx,
∀q ∈ H1 (Ω),
∫
Ω
w · ∇q dx = 0, (3.30)
∀ϕ ∈ H1? (Ω), λ
∫
Ω
∇ζ · ∇ϕ dx+
∫
Ω
(u · ∇)ζϕ dx+
∫
Ω
(w · ∇)θ ϕ dx =< B,ϕ >,
admet une solution unique W = (w, %, ζ) dans L3(Ω)d × H1 (Ω) × H1(Ω) pour tous A ∈ L2(Ω)d et
B ∈ (H1? (Ω))′.
Similairement, on introduit les ope´rateurs TN et LN , analogues discrets des ope´rateurs T et L.
Pour tout f de L2(Ω)d, TNf est le couple (uN , pN ) dans XN × YN , solution du proble`me
∀vN ∈ XN , α
(
uN ,vN
)
N
+
(
vN ,∇pN
)
N
=
∫
Ω
f · vN dx,
∀qN ∈ YN ,
(
uN ,∇qN
)
N
= 0.
Dans ce qui suit on note U˜N le couple (uN , pN ).
D’autre part, pour tout h dans L2(Ω), θ] dans
(
H
1
2
00(Γ])
)′
et θ? continu sur Γ?, on note L(h, θ?, θ])
la solution θN appartient a` YN du proble`me
θN = i
Γ?
N θ? on Γ?,
∀ϕN ∈ Y?N , λ
(∇θN ,∇ϕN)N = ∫
Ω
hϕN dx+ λ < θ], ϕN >Γ] .
(3.31)
Finalement, soit l’espace
XN = XN × YN × YN ,
92
3.4. Estimation d’erreur a priori
on introduit l’application FN qui est de´finie de XN dans lui-meˆme par
∀UN = (U˜N , θN ) ∈ XN ,
FN (UN ) = UN −
 TN 0
0 LN
 G1N (UN )
(G2N (UN ), θ˜], θ?)
 (3.32)
ou` les composants G1N (UN ), G2N (UN ) et θ˜] sont de´finis par
∀vN ∈ XN × YN , < G1N (UN ),vN >=
(
f(θN ),vN
)
N
,
∀ϕN ∈ Y?N , < G˜2N (UN ), ϕN >=
(
h, ϕN
)
N
− ((uN · ∇)θN , ϕN)N ,
et < θ˜], ϕN >= λ
(
θ], ϕN
)Γ]
N
.
Il faut noter que l’application FN est continuement diffe´rentiable sur XN . D’autre part, le proble`me
(3.24) est e´quivalent a` trouver UN = (U˜N , θN ) dans XN solution de l’e´quation FN (UN ) = 0.
On rappelle, voir [22, Chap. V & XIII], les re´sultats de stabilite´ et de l’estimation d’erreur concer-
nant les ope´rateurs line´aires TN et LN .
Proposition 3.4.2 Il existe une constante positive c telle que
(i) Pour tout f dans L2(Ω)d
‖TNf‖L2(Ω)d×H1(Ω) ≤ c‖f‖L2(Ω)d . (3.33)
Si de plus T f appartient a` Hs(Ω)d ×Hs+1(Ω) pour tout s, s ≥ d− 2 on a la majoration d’erreur
‖(T − TN )f‖L2(Ω)d×H1(Ω) ≤ cN−s‖T f‖Hs(Ω)d×Hs+1(Ω). (3.34)
(ii) Pour tout h dans L2(Ω), on a
‖LN (h, 0, 0)‖H1(Ω) ≤ c‖h‖L2(Ω). (3.35)
Si en outre la fonction L(h, θ], θ?) appartient a` Hs+1(Ω), pour tout entier s, s ≥ 1, on a la majoration
d’erreur
‖(L − LN )(h, θ], θ?)‖H1(Ω) ≤ cN−s‖L(h, θ], θ?)‖Hs+1(Ω). (3.36)
Notons que les re´sultats de convergence suivants de´coulent de proprie´te´s de stabilite´ et estimations
a priori.
The´ore`me 3.4.3 Pour tout f dans L2(Ω)d et h dans L2(Ω),
lim
N→∞
‖(T − TN )f‖L2(Ω)d×L2(Ω) = 0 et lim
N→∞
‖(L − LN )(h, 0, 0)‖H1(Ω) = 0. (3.37)
93
3.4.2 Lemmes techniques
On est en position de prouver les re´sultats dont on a besoin pour appliquer le the´ore`me de Brezzi,
Rappaz et Raviart [28]. On conside`re une approximation UN = (u

N , p

N , θ

N ) de U dans XN qui satisfait
pour tout `, s, 0 ≤ ` ≤ s,
‖u− vN‖H`(Ω)d ≤ cN `−s‖u‖Hs(Ω)d , (3.38)
‖p− qN‖H`+1(Ω) ≤ cN `−s‖p‖Hs+1(Ω), (3.39)
‖θ − θN‖H`+1(Ω) ≤ cN `−s‖θ‖Hs+1(Ω). (3.40)
L’existence de cette approximation est e´tablie dans [21, Thm. 7.4] (voir aussi [22, Chap. III, Th. 2.4
& Chap. VI, Th. 2.5]). On note E l’espace des endomorphismes de XN .
Lemme 3.4.4 On suppose que la fonction f(·) est de classe C2 avec ses de´rive´es borne´es. Si l’Hy-
pothe`se 3.4.1 a lieu, alors il existe un entier positif N0 tel que pour tout N ≥ N0, l’ope´rateur DFN (UN )
est un isomorphisme de XN et la norme de son inverse est borne´e inde´pendamment de N .
Preuve. Pour simplifier quand θ˜] = θ? = 0 on note L(h) au lieu de L(h, 0, 0), Similairement pour
l’ope´rateur LN . On voit que
DFN (UN ) = DF(U)−
 T − TN 0
0 L − LN
 DG1(U)
DG2(U)

−
 TN 0
0 LN
 DG1(U)−DG1(UN )
DG2(U)−DG2(UN )
 (3.41)
−
 TN 0
0 LN
 DG1(UN )−DG1N (UN )
DG2(UN )−DG2N (UN )
 .
Graˆce a` l’Hypothe`se 3.4.1-(ii), il suffit de de´montrer que les trois derniers termes tendent vers 0 quand
N →∞. Soit WN = (wN , %N , ζN ) dans la sphe`re unite´ de XN . Nous proce´dons trois e´tapes.
1) On a  DG1(U) ·WN
DG2(U) ·WN
 =
 f ′(θ)ζN
(−(u · ∇)ζN − (wN · ∇)θ, 0, 0)

On de´duit de (3.33) et (3.34) que, si K est compact dans L2(Ω)d, on a la convergence
lim
N→∞
sup
f∈K
‖(T − TN )f‖L2(Ω)d×H1(Ω) = 0.
L’image de la boule unite´e de XN par la fonction
(wN , ρN , ζN ) 7−→ f ′(θ)ζN ,
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est compacte dans L2(Ω)d. D’autre part, (u · ∇)ζN + (wN · ∇)θ appartient a` un sous-espace compact
de L2(Ω). En combinant avec (3.37), ceci donne
lim
N→∞
∥∥∥∥∥∥
 T − TN 0
0 L − LN
 DG1(U)
DG2(U)
∥∥∥∥∥∥
E
= 0.
2) Selon la de´finition de DG1 et DG2, on doit montrer la convergence des deux termes
(f ′(θ)− f ′(θN ))ζN , ((u− uN ) · ∇)ζN − (wN · ∇)(θ − θN ).
Soit VN dans la sphe`re unite´e de XN ,
<
(
DG1(U)−DG1(UN )
) ·WN , VN > ≤ ‖f ′(θ)− f ′(θN )‖L4(Ω)d‖ζN‖L4(Ω)‖vN‖L2(Ω)d ,
En utilisant l’injection de H1(Ω) dans L4(Ω) et la proprie´te´ de Lipschitz de f ′, on trouve
<
(
DG1(U)−DG1(UN )
) ·WN , VN > ≤ ‖θ − θN‖H1(Ω)‖ζN‖H1(Ω)‖vN‖L2(Ω)d ,
Comme ζN et vN sont borne´s dans XN combine´ avec l’estimation (3.40)
<
(
DG1(U)−DG1(UN )
) ·WN , VN >≤ cN−s‖θ‖Hs+1(Ω)‖vN‖L2(Ω)d .
Sous les meˆmes arguments, on trouve
<
(
DG2(U)−DG2(UN )
) ·WN , ϕN >≤ ‖u− uN‖L3(Ω)d‖∇ζN‖L2(Ω)d‖ϕN‖L6(Ω)
+ ‖wN‖L3(Ω)d‖∇(θ − θN )‖L2(Ω)d‖ϕN‖L6(Ω).
On choisit ` e´gale a` d6 dans (3.38) de sorte que H
`(Ω) s’injecte dans L3(Ω), on obtient
<
(
DG2(U)−DG2(UN )
) ·WN , ϕN > ≤ c(N d6−s‖u‖Hs(Ω)d +N−s‖θ‖Hs+1(Ω))‖ϕN‖L2(Ω)d ,
on de´duit aise´ment de la stabilite´ de TN (3.33) et LN (3.35) que
lim
N→∞
∥∥∥∥∥∥
 TN 0
0 LN
 DG1(U)−DG1(UN )
DG2(U)−DG2(UN )
∥∥∥∥∥∥
E
= 0.
3) E´valuons le dernier terme, on a
< (DG1(UN )−DG1N (UN )) ·WN , VN > =
∫
Ω
f ′(θN )ζN vN dx−
(
f ′(θN )ζN ,vN
)
N
=
∫
Ω
f ′(θN )ζN vN dx−
(IN (f ′(θN ))ζN ,vN)N .
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On pose N∗ e´gal a` la partie entie`re de N−12 , on introduit une approximation fN∗ de f
′
(θN ) dans XN∗
et ζN∗ de ζN dans YN∗ . Graˆce a` la proprie´te´ d’exactitude de la formule de quadrature (1.13)
< (DG1(UN )−DG1N (UN )) ·WN , VN > ≤ (1 + 3d)
(‖(f ′(θN )− fN∗)ζN‖L2(Ω)d
+ ‖(ζN − ζN∗)fN∗‖L2(Ω)d
)‖vN‖L2(Ω)d
+ 3d‖(f ′(θN )− IN (f ′(θN )))ζN‖L2(Ω)d‖vN‖L2(Ω)d ,
d’une fac¸on e´quivalente,
< (DG1(UN )−DG1N (UN )) ·WN , VN >
≤ (1 + 3d)‖f ′(θN )− fN∗‖Lρ(Ω)d‖ζN‖Lρ′ (Ω)‖vN‖L2(Ω)d
+ (1 + 3d)‖ζN − ζN∗‖Lρ′ (Ω)‖fN∗‖Lρ(Ω)d‖vN‖L2(Ω)d
+ 3d‖f ′(θN )− IN (f ′(θN ))‖Lρ(Ω)d‖ζN‖Lρ′ (Ω)‖vN‖L2(Ω)d ,
avec 1ρ +
1
ρ′ =
1
2 . D’autre part, on introduit les approximations, uN∗ , wN∗ et θN∗ de u

N , w

N et θ

N
respectivement dans XN∗ et YN∗ , on voit que
< (DG2(UN )−DG2N (UN )) ·WN , ϕN >
≤ (1 + 3d)(‖uN − uN∗‖L3(Ω)d‖∇ζN‖L2(Ω)d + ‖uN∗‖L3(Ω)d‖∇(ζN − ζN∗)‖L2(Ω)d
+ ‖wN −wN∗‖L3(Ω)d‖∇θN‖L2(Ω)d + ‖wN∗‖L3(Ω)d‖∇(θN − θN∗)‖L2(Ω)d
)‖ϕN‖L6(Ω).
Les proprie´te´s de stabilite´ des ope´rateurs introduits dans [22, Chap. III] entraˆınent que
lim
N→∞
∥∥∥∥∥∥
 TN 0
0 LN
 DG1(UN )−DG1N (UN )
DG2(UN )−DG2N (UN )
∥∥∥∥∥∥
E
= 0.
Ceci prouve que DFN (UN ) est un isomorphisme de XN .
Lemme 3.4.5 Si la fonction f(·) est de classe C2 et ses de´rive´es sont borne´es, alors il existe un
voisinage de UN dans XN et une constante positive c, tels que pour tout ZN dans ce voisinage,
‖DFN (UN )−DFN (ZN )‖E ≤ c‖UN − ZN‖L3(Ω)d×H1(Ω)×H1(Ω). (3.42)
Preuve. Posant ZN = (zN , ζN , σN ), on a
DFN (UN )−DFN (ZN ) = (UN − ZN )−
 TN 0
0 LN
 DG1N (UN )−DG1N (ZN )
DG2N (UN )−DG2N (ZN )
 .
1) On voit facilement que
< (DG1N (UN )−DG1N (ZN )) ·WN , VN > =
(
(f ′(θN )− f ′(σN ))ζN ,vN
)
N
≤ 3d‖IN (f ′(θN )− f ′(σN ))‖L4(Ω)d‖ζN‖L4(Ω)‖vN‖L2(Ω)d .
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Graˆce a` la stabilite´ de l’ope´rateur IN et l’injection de l’espace H1(Ω) dans L4(Ω)
< (DG1N (UN )−DG1N (ZN )) ·WN , VN > ≤ 3d‖θN − σN‖H1(Ω)‖ζN‖H1(Ω)‖vN‖L2(Ω)d .
2) On obtient aussi,
< (DG2N (UN )−DG2N (ZN )) ·WN , ϕN >
=
(
wN · ∇(θN − σN ), ϕN
)
N
− (((uN − zN ) · ∇)ζN , ϕN)N
≤ 3d(‖wN‖L3(Ω)d‖∇(θN − σN )‖L2(Ω)d + ‖uN − zN‖L3(Ω)d‖∇ζN‖L2(Ω)d)‖ϕN‖H1(Ω).
On combine ces deux estimations avec la stabilite´ des ope´rateurs TN (3.33) et LN (3.35), ceci donne
le re´sultat de´sire´.
Lemme 3.4.6 Pour tout h dans Hσ(Ω), θ] dans H
σ(Γ]) et θ? dans H
σ+ 1
2 (Γ?), si la fonction f(·) est
de classe C2 de de´rive´es borne´es et si l’Hypothe`se 3.4.1 a lieu, alors on a la majoration
‖FN (UN )‖L3(Ω)d×H1(Ω)×H1(Ω) ≤ c N
d
6
−s‖u‖Hs(Ω)d + c N−s
(‖p‖Hs+1(Ω) + ‖θ‖Hs+1(Ω))
+ c N−σ
(‖h‖Hσ(Ω) + ‖θ]‖Hσ(Γ]) + ‖θ?‖Hσ+12 (Γ?)), (3.43)
Preuve. De (3.28) on de´duit l’expression
FN (UN ) = −(U − UN ) +
 T − TN 0
0 L − LN
 G1(U)
G2(U)

+
 TN 0
0 LN
 G1(U)− G1(UN )
G2(U)− G2(UN )

+
 TN 0
0 LN
 G1(UN )− G1N (UN )
G2(UN )− G˜2N (UN )

tel que G˜2N = (G2N , θ˜], θ?). Commenc¸ons par le premier terme. Par de´finition,
‖U − UN‖L3(Ω)d×H1(Ω)×H1(Ω) =
(‖u− uN‖2L3(Ω)d + ‖p− pN‖2H1(Ω) + ‖θ − θN‖2H1(Ω)) 12 .
On utilise l’injection de l’espace H`(Ω) dans L3(Ω) pour ` =
d
6
, on voit que
‖u− uN‖L3(Ω)d ≤ ‖u− uN‖H`(Ω)d .
Combinons avec (3.38) on obtient
‖u− uN‖L3(Ω)d ≤ cN
d
6
−s‖u‖Hs(Ω)d .
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On de´duit de (3.39) et (3.40) que
‖U − UN‖W ≤ c N
d
6
−s‖u‖Hs(Ω)d) + c N−s(‖p‖Hs+1(Ω) + ‖θ‖Hs+1(Ω)).
Le deuxie`me terme est majore´ dans (3.34) et (3.36). Pour e´valuer le troisie`me terme on conside`re VN
dans la sphe`re unite´ de XN , on e´crit
< G1(U)− G1(UN ), VN > =
∫
Ω
(f(θ)− f(θN )) · vN dx.
On utilise l’ine´galite´ de Cauchy-Schwarz et (3.17), ce qui donne
< G1(U)− G1(UN ), VN > ≤ ‖θ − θN‖L2(Ω)‖vN‖L2(Ω)d ≤ ‖θ − θN‖H1(Ω)‖vN‖L2(Ω)d .
D’autre part,
< G2(U)− G2(UN ), ϕN > =
∫
Ω
(u · ∇)θ ϕN dx−
∫
Ω
(uN · ∇)θNϕN dx
≤ (‖u− uN‖L3(Ω)d‖∇θ‖L2(Ω)d + ‖∇(θ − θN )‖L2(Ω)d‖uN‖L3(Ω)d)‖ϕN‖L6(Ω).
Comme H`(Ω) s’injecte dans L3(Ω) pour ` = d6 , on de´duit de (3.38) et (3.40) que
< G2(U)− G2(UN ), ϕN > ≤ c
(
N
d
6
−s‖u‖Hs(Ω)d +N−s‖θ‖Hs+1(Ω)
)‖ϕN‖L2(Ω).
Pour e´valuer le quatrie`me terme, on a pour tout fN−1 dans XN−1,
< G1(UN )− G1N (UN ), VN > =
∫
Ω
(
f(θN )− fN−1) · vNdx+ (f(θN )− fN−1,vN
)
N
.
On sait que, (
f(θN ), ϕN
)
N
=
(IN (f(θN )), ϕN)N .
Par conse´quent,
< G1(UN )− G1N (UN ), VN > ≤
(‖f(θN )− fN−1‖L2(Ω)d
+ 3d‖IN (f(θN ))− fN−1‖L2(Ω)d
)‖vN‖L2(Ω)d .
On utilise l’ine´galite´ triangulaire, on de´duit que
< G1(UN )− G1N (UN ), VN > ≤ c(‖f(θ)− f(θN )‖L2(Ω)d
+ inf
fN−1∈XN−1
‖IN (f(θ))− fN−1‖L2(Ω)d)‖vN‖L2(Ω)d .
En prenant fN−1 e´gal a` l’image de f(θ) par l’ope´rateur de projection orthogonale de L2(Ω)d sur XN−1
(voir [22, Chap. III]), on obtient
< G1(UN )− G1N (UN ), VN > ≤ cN−s‖θ‖Hs+1(Ω)‖vN‖L2(Ω)d .
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D’autre part, sous les meˆmes arguments on voit que∫
Ω
hϕN dx− (h, ϕN )N ≤ cN−σ‖h‖Hσ(Ω)‖ϕN‖L2(Ω)
et
< θ], ϕN >Γ] −(θ], ϕN )Γ]N ≤ cN−σ‖θ]‖Hσ(Γ])‖ϕN‖L2(Ω).
Ainsi,∫
Ω
(uN · ∇)θN ϕN dx+
(
(uN · ∇)θN , ϕN
)
N
≤ c(N `−s‖u‖Hs(Ω)d +N−s‖θ‖Hs+1(Ω))‖ϕN‖L2(Ω).
Mettant bout-a` bout ces trois dernie`res estimations, on obtient
< G2(UN )− G2N (UN ), ϕN > ≤ c (N
d
6 ‖u‖Hs(Ω)d +N−s‖θ‖Hs+1(Ω))‖ϕN‖L2(Ω)
+ c N−σ(‖h‖Hσ(Ω) + ‖θ]‖Hσ(Γ]))‖ϕN‖L2(Ω).
Graˆce a` la stabilite´ des ope´rateurs TN (3.33) et LN (3.35), on obtient l’estimation souhaite´e.
3.4.3 Re´sultat et conclusion
On de´duit des Lemmes 3.4.4 a` 3.4.6 que toutes les hypothe`ses pour appliquer le the´ore`me de Brezzi,
Rappaz et Raviart [28] sont satisfaites, on est en position d’e´noncer le the´ore`me principal de cette
section.
The´ore`me 3.4.7 Soit (u, p, θ) une solution du proble`me (3.9)-(3.10)-(3.11) ve´rifiant l’Hypothe`se 3.4.1.
On suppose que la fonction f(·) est de classe C2 et ses de´rive´es sont borne´es. Pour tout h dans Hσ(Ω),
θ] dans H
σ(Γ]) et θ? dans H
σ+ 1
2 (Γ?), σ ≥ 2, il existe un voisinage de (u, p, θ) dans L3(Ω)d×H1 (Ω)×
H1(Ω) et un entier positif N, tels que pour tout N ≥ N, le proble`me (3.24) admette une solution
unique (uN , pN , θN ) dans ce voisinage. De plus, il existe une constante positive telle que cette solution
ve´rifie
‖u− uN‖L3(Ω)d + ‖p− pN‖H1(Ω) + ‖θ − θN‖H1(Ω)
≤ cN d6−s‖u‖Hs(Ω)d + c N−s
(‖p‖Hs+1(Ω) + ‖θ‖Hs+1(Ω))
+ cN−σ
(‖h‖Hσ(Ω) + ‖θ]‖Hσ(Γ]) + ‖θ?‖Hσ+12 (Γ?)). (3.44)
L’estimation (3.44) est quasi-optimale et les hypothe`ses ne´cessaires mises sur la solution (u, p, θ)
sont pas restrictives.
3.5 Simulation nume´rique
L’objectif de cette section est d’effectuer des simulations nume´riques du couplage Darcy/chaleur
que nous avons e´tudie´ dans les sections pre´ce´dentes. On va proposer un algorithme ite´ratif non line´aire,
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que nous avons associe´ au proble`me (3.2) a` (3.5). Puis, on traite un cas re´el et on propose le proble`me
de Horton-Rogers-Lapwood a` simuler. Comme dans le Chapitre 2, les calculs sont effectue´s sur un
code FreeFem3D, version spectrale, voir D. Yakoubi [82] en colaboration avec S. Del Pino [42].
3.5.1 Sche´ma ite´ratif
Pour re´soudre le syste`me non line´aire couple´, nous adoptons la proce´dure ite´rative suivante base´e
sur un calcul de´couple´ des e´quations de Darcy et de la chaleur que nous pre´sentons dans le cas continu
pour la simplicite´ : Nous choisissons θ0 comme une solution de proble`me
−λ∆θ0 = h0 dans Ω,
θ0 = θ? sur Γ?,
∂θ0
∂n
= θ] sur Γ].
On conside`re le sche´ma suivant
Trouver (un, pn, θn) ∈ L3(Ω)d ×H1 (Ω)×H1(Ω) tel que θ − θ˜? ∈ H1? (Ω) et
∀v ∈ L2(Ω)d, α
∫
Ω
un · v dx+
∫
Ω
v · ∇pn dx =
∫
Ω
f(θn−1) · v dx; (3.45)
∀q ∈ H1 (Ω),
∫
Ω
un · ∇q dx = 0, (3.46)
∀ϕ ∈ H1? (Ω), λ
∫
Ω
∇θn · ∇ϕ dx+
∫
Ω
(un · ∇)θnϕdx =
∫
hn · ϕ dx. (3.47)
On va montrer que ce sche´ma converge sous certaines contraintes, plus pre´cise´ment on exhibe les
conditions pour que la suite (θn+1 − θn)n soit contractante et que la suite (un)n ve´rifie
‖un+1 − un‖L2(Ω)d ≤ K‖θn − θn−1‖L2(Ω). (3.48)
The´ore`me 3.5.1 Pour tout h dans L2(Ω), θ] dans
(
H
1
2
00(Γ])
)′
et θ? dans H
1
2 (Γ?) ve´rifiant
c2cR
λ
(‖h‖L2(Ω) + ‖θ]‖
H
1
2
00(Γ])
′ + ‖θ?‖H 12 (Γ?)
)
< 1, (3.49)
les suites (un)n et (θ
n)n convergent, en outre
‖un+1 − un‖L2(Ω)d ≤
γ
α
‖θn − θn−1‖L2(Ω), (3.50)
‖θn+1 − θn‖H1(Ω) ≤
c2cR
λ
(‖h‖L2(Ω) + ‖θ]‖
H
1
2
00(Γ])
′ + ‖θ?‖H 12 (Γ?)
)‖θn − θn−1‖H1(Ω). (3.51)
Preuve. 1) On choisit v = un+1−un et l’injecte dans (3.45) aux e´tapes n et n+ 1. La diffe´rence des
deux e´quations obtenues donne
α‖un+1 − un‖2L2(Ω)d = γ
∫
Ω
(
f(θn)− f(θn−1)) · (un+1 − un) dx
≤ γ‖f(θn)− f(θn−1)‖L2(Ω)d‖un+1 − un‖L2(Ω)d .
100
3.5. Simulation nume´rique
D’ou`
‖un+1 − un‖L2(Ω)d ≤
γ
α
‖θn − θn−1‖L2(Ω).
2) De la meˆme fac¸on, on choisit ϕ = θn+1 − θn, on trouve
λ‖∇(θn+1 − θn)‖2L2(Ω)d +
∫
Ω
((un+1 − un) · ∇)θn+1 (θn+1 − θn) dx
+
∫
Ω
(un · ∇)(θn+1 − θn) (θn+1 − θn) dx = 0.
L’ine´galite´ de Ho¨lder donne
λ‖∇(θn+1 − θn)‖L2(Ω)d ≤ ‖un+1 − un‖L3(Ω)d‖θn+1‖L6(Ω).
Graˆce a` l’injection de H1(Ω) dans L6(Ω), on a
λ‖∇(θn+1 − θn)‖L2(Ω)d ≤ ‖un+1 − un‖L3(Ω)d‖θn+1‖H1(Ω).
Comme la suite (θn)n est borne´e
‖θn‖H1(Ω) ≤ c2
(‖h‖L2(Ω) + ‖θ]‖
H
1
2
00(Γ])
′ + ‖θ?‖H 12 (Γ?)
)
,
on trouve
λ‖∇(θn+1 − θn)‖L2(Ω)d ≤ c2
(‖h‖L2(Ω) + ‖θ]‖
H
1
2
00(Γ])
′ + ‖θ?‖H 12 (Γ?)
)‖un+1 − un‖L3(Ω)d .
Nous rappelons du The´ore`me 3.2.6 que pour s = 1 ou 12 de´pendant de la ge´ome´trie du domaine
‖un+1 − un‖Hs(Ω)d ≤ cR‖θn − θn−1‖H1(Ω).
Par conse´quent,
λ‖∇(θn+1 − θn)‖L2(Ω)d ≤
(c2cR)
λ
(‖h‖L2(Ω) + ‖θ]‖
H
1
2
00(Γ])
′ + ‖θ?‖H 12 (Γ?)
)‖θn − θn−1‖H1(Ω).
Finalement, graˆce a` (3.49) la suite (θn+1 − θn)n est contractante.
The´ore`me 3.5.2 Sous les hypothe`ses du the´ore`me pre´ce´dent, la limite (u, p, θ) de la suite
(
(un, pn, θn)
)
n
est une solution du proble`me (3.9)-(3.10)-(3.11).
3.5.2 Pre´cision spatiale
Nous nous inte´ressons a` la convergence de la solution (u, p, T ) de (3.2)-(3.3)-(3.4)-(3.5) par rapport
au degre´ de polynoˆme N base´e sur une solution analytique en dimension 2 de´finie dans un carre´
Ω =]− 1, 1[2 par
u1(x, y) = − sin(pix) cos(piy), u2(x, y) = cos(pix) sin(piy)
p(x, y) = − 1
pi
sin(pix) cos(piy), T (x, y) = 2 cos(pix) sin(piy). (3.52)
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Nous avons choisi le coefficient α non constant et de´pendant de la tempe´rature comme suit
α(x, y) =
1
T 2(x, y) + 1
mais la conductivite´ thermique λ est prise e´gale a` 1. Nume´riquement, la fonction α a e´te´ remplace´e
par son image par l’ope´rateur d’interpolation de Lagrange et l’inte´grale α
∫
Ω
un ·v dx a e´te´ remplace´e
par
∫
Ω
(INα)u
n · v dx. Les donne´es correspondantes a` cette solution sont donne´es par
F1(T ) =
−1
T 2 + 1
sin(pix) cos(piy)− cos(pix) cos(piy)
F2(T ) =
1
T 2 + 1
cos(pix) sin(piy) + sin(pix) sin(piy)
h =4pi2 cos(pix) sin(piy) + 2pi cos(piy) sin(piy).
Nous trac¸ons dans la Figure 3.1 l’erreur de vitesse, pression et tempe´rature en norme L2 et dans la
Figure 3.2 l’erreur de la pression et tempe´rature en norme H1, entre la solution exacte et la solution
approche´e en fonction du degre´ de polynoˆme entre 5 et 25.
Figure 3.1 – Convergence en norme L2(Ω) par rapport au degre´ de polynoˆme
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Figure 3.2 – Convergence en norme H1(Ω) par rapport au degre´ de polynoˆme
Ces re´sultats confirment les taux attendus de convergence. Donc la convergence spectrale pour
toutes les inconnues est obtenue qui est compatible avec l’estimation d’erreur (3.44) . Nous observons
qu’au-dela` de degre´ 20, l’erreur principale est due a` la pre´cision de la machine, de sorte que la courbe
s’arreˆte de de´croˆıtre.
Dans la figure 3.3, nous pre´sentons sucessivement la vitesse, la pression, la tempe´rature, telles
que les solutions exactes sont dans le panneau de gauche. et les solutions discre`tes sont dans celui de
droite issue de (3.52), ou` les solutions discre`tes sont calcule´es pour N = 17. Les re´sultats dans les
deux parties de la figure ne peuvent pas eˆtre distingue´s.
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Figure 3.3 – Solution exacte (Gauche) vers solution spectrale pour N = 17 (Droite)
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3.5.3 Proble`me de Horton-Rogers-Lapwood
Cette section traite les simulations de proble`me de Horton-Rogers-Lapwood (HRL), qui a e´te´
e´tudie´ en premier par Horton et Rogers [56] et par la suite par Lapwood [59] (pour une synthe`se,
voir par exemple [67, Chap. 6]), lorsque le milieu poreux sature´ de fluide pre´sente une ge´ome´trie de
la couche horizontale, et est chauffe´ de manie`re uniforme a` partir du fond de la couche, comme il est
explique´ dans la figure 3.4. Par conse´quent, il peut exister une diffe´rence de tempe´rature entre les
limites supe´rieure et infe´rieure de la couche. Comme la direction positive du gradient de tempe´rature
due a` cette diffe´rence de tempe´rature est oppose´e a` celle de l’acce´le´ration de la gravite´, il n’y a pas
de convection naturelle pour un petit gradient de tempe´rature dans le milieu poreux. Dans ce cas,
l’e´nergie thermique est transfe´re´e uniquement a` partir de la re´gion a` haute tempe´rature (au bas de la
couche horizontale) de la re´gion a` basse tempe´rature (en haut de la couche horizontale) par conduction
thermique. Cependant, si la diffe´rence de tempe´rature est suffisamment grande, elle peut de´clencher
une convection naturelle dans le milieu poreux sature´ d’un fluide.
T = T0
T = T0 + δT
y = x = 0
y = H
x = 2H
g
Milieu poreuxy
x
Figure 3.4 – Convection Naturelle : Chauffage par le bas
Les e´quations sont approprie´es dans la configuration simple :
∂tu+
µ
K
u+∇p = ρ0 (1− β(T − T0)) g
∇ · u = 0
∂tT + u · ∇T −∆T = 0,
(3.53)
ou` ρ0 et µ sont la densite´ et la viscosite´ de fluide, K est la perme´abilite´, β le coefficient d’expansion
thermale, g = (0, g) l’acce´le´ration gravitationelle. Le syste`me (3.53) a une solution en e´tat stationnaire,
qui satisfait les condition aux bords T |y=0 = T0 + δT et T |y=H = T0 :
T = T0 + δT
(
1− y
H
)
u = (0, 0), p = P0 − ρ0g
(
y +
1
2
βδT (
y2
H
− 2y)
)
.
(3.54)
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Cette solution de´crit l’e´tat de la conduction, celui dans lequel le transfert de chaleur est uniquement
par conduction thermique, c’est a` dire quand δT est assez petit.
La proce´dure ite´rative propose´e (3.45), (3.47) associe´e a` la me´thode spectrale pour la re´solution
du proble`me HRL dans un milieu poreux sature´ d’un fluide est valide´e par deux re´alisations. Le
domaine regtangulaire Ω =]0, 2[×]0, 1[ est conside´re´ dans le calcul. Dans le premier test, les parame`tres
physiques sont pris comme suit : δT = 1, β = 0, 1, g = 10, µ = K = 1. Comme il est montre´ dans la
figure 3.5, la convergence de sche´ma ite´ratif (3.45), (3.47) est confirme´e, il est clair aussi que l’erreur
‖un+1 −un‖L2 est infe´rieur a` l’erreur ‖Tn − Tn−1‖L2 , ce qui est compatible avec l’estimation (3.50).
Figure 3.5 – Convergence par rapport a` l’iteration de point fixe
Dans le second test, nous augmentons la diffe´rence de tempe´rature δT = 100 entre le haut et le bas
du domaine. La Figure 3.6 montre que lorsque δT est plus e´leve´, l’instabilite´ apparaˆıt sous la forme
d’un mouvement cellulaire.
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Figure 3.6 – Solution vitesse quand δT = 100 (Gauche) solution vitesse de (3.54) quand δT = 1
(Droite)
3.5.4 Simulation nume´rique de l’e´quation de re´action-diffusion couple´e avec l’e´quation
de Darcy
L’objectif de cette section est d’effectuer des simulations nume´riques sur les interactions de la
convection naturelle dans un milieu poreux. Le mode`le consiste a` l’e´quation de re´action-diffusion
couple´e avec la loi de Darcy comme il est de´crit dans (3.1) dont la premie`re e´quation soit remplace´e
par
∂tT + u · ∇T = λ∆T + qK(T ),
ou` q est le de´gagement de la chaleur et K(T ) est la de´pendence en tempe´rature de la vitesse de re´action
donne´e par la loi d’Arrhenius :
K(T ) = k0 exp
(
− E
RT
)
,
ou` E repre´sente l’e´nergie d’activation, R la constante de gaz universelle et k0 le facteur pre´-exponentiel.
Le domaine Ω conside´re´ ici est le carre´ ]0, 2[2. On effectue le changement de variable
θ =
E(T − T0)
RT 20
on obtient le nouveau syste`me
∂tθ + u · ∇θ = ∆T + FK exp(θ)
u+∇p = Rpθ (3.55)
∇ · u = 0.
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tel que FK s’appelle le parame`tre de Frank-Kamenetskii (voir [48]), et Rp le nombre de Rayleigh. Le
proble`me (3.55) est comple´te´ par les conditions aux limites suivantes
u · n = 0 sur ∂Ω,
θ = 0 sur ]0, 2[×{0, 2}, ∂θ
∂n
= 0 sur {0, 2}×]0, 2[.
On refe`re a` Allali et al. [6] pour la figure 3.7, telle qu’elle explique la relation entre les parame`tres FK
et Rp.
Pour mettre le proble`me (3.55) en œuvre, on a e´crit un code encore en FreeFem3d, en utilisant le
Figure 3.7 – Simulations nume´riques montrent quatre re´gions diffe´rentes dans le plan (Rp, FK)
sche´ma d’Euler implicite en temps pour la premie`re e´quation de (3.55) en prenant le pas du temps
e´gal a` 5× 10−3, et discre´tisation par me´thode spe´ctrale pour un degre´ de polynoˆme N e´gal a` 30. On
choisit les parame`tres (FK , Rp) e´gaux a` (1, 100).
La figure 3.8 illustre les champs de vecteurs de la vitesse, on voit deux tourbillons situe´s pre`s de
la limite supe´rieure du domaine.
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Figure 3.8 – Champ de vecteurs de vitesse de (3.55) pour FK = 1 et Rp = 100
La figure 3.9 montre la solution tempe´rature en haut et pression en bas de (3.55) pour les meˆmes
valeur de FK et Rp.
Figure 3.9 – Solution tempe´rature (en haut) et pression (en bas) de (3.55)
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3.6 Conclusion
Dans ce chapitre, nous avons traite´ la discre´tisation par me´thode spectrale du couplage de l’e´quation
de la chaleur avec les e´quations de Darcy dans le cas stationnaire. Nous avons montre´ que les deux
proble`mes continus et discrets admettent au moins une solution dans les espaces approprie´s. Les esti-
mations a priori sont ensuite e´tablies dans les normes approprie´es. Le proble`me de couplage n’est pas
line´aire, nous introduisons un syste`me ite´ratif base´ sur l’algorithme de point fixe dont la convergence
est e´tablie. Des tests nume´riques confirment ces re´sultats the´oriques.
En outre, nous avons simule´ le proble`me bien connu que l’on appelle Horton-Rogers-Lapwood, ou`
les re´sultats obtenus sont en concordance totale avec les re´sultats usuels : la convection naturelle est
observe´e lorsque la diffe´rence de la tempe´rature δT est plus e´leve´e. Un autre proble`me a e´te´ mis en
œuvre sur les interactions naturelles dans un milieu poreux.
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Chapitre 4
Discre´tisation spectrale des e´quations
de Darcy couple´es avec l’e´quation de la
chaleur et de la masse
Ce chapitre consiste a` un article en pre´paration.
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4.1 Introduction
Le terme “transfert de masse” est utilise´ ici dans un sens spe´cialise´, a` savoir le transport d’une
substance qui est implique´e en tant que composant (constituant, espe`ces) dans un me´lange fluide, par
exemple, le transport de sel dans l’eau saline. Comme nous le verrons ci-dessous, le transfert de masse
convective est analogue aux convection et transfert de chaleur.
Le couplage de transfert de chaleur et de masse par la convection naturelle dans un fluide saturant
un milieu poreux, a rec¸u une grande attention au cours des dernie`res anne´es due a` l’importance de
ce processus qui se produit dans des nombreux phe´nome`nes en inge´nieurie et ge´ophysique, stockage
de l’e´nergie thermique et des syste`mes re´cupe´rables et des re´servoirs pe´troliers. Plusieurs recherches
sur ce sujet sont effectue´es par Nield et Bejan [67], Ingham et Pop [58, 69], Vafai [81], Vadasz [80] et
Moorthy et Senthilvadivu [63].
Dans les circonstances survenant le plus souvent les transports de chaleur et de masse (par exemple,
le sel) ne sont pas directement couple´s, et la premie`re e´quation de (3.1) et l’e´quation (1.6) (qui sont
clairement de´couple´es) ont lieu sans changement. Dans la convection a` double diffusion (par exemple,
thermohaline) le couplage a lieu parce que la densite´ du fluide de´pend a` la fois de la tempe´rature T
et de la concentration C. Dans ce cas la loi de Darcy s’e´crit sous l’approximation de Bousinesq dans
le cas non stationnaire par
∂tu+ αu+∇p = F (T,C),
∇ · u = 0.
(4.1)
Dans certaines circonstances, on a un couplage direct entre l’e´quation de la chaleur et l’e´quation
de masse. C’est alors que le phe´nome`ne appele´ cross-diffusion (les effets de Soret et Dufour) n’est
pas ne´gligeable (voir Eckert et Drake [45]). L’effet de Soret se re´fe`re au flux massique produit par un
gradient de tempe´rature et l’effet de Dufour se re´fe`re au flux de la chaleur produit par un gradient de
concentration. Si on note h1 la source de chaleur et h2 la source de masse, nous avons mis en place de
la premie`re e´quation de (3.1) et l’e´quation (1.6),
∂tT + (u · ∇)T −∇ · (λ11∇T )−∇ · (λ12∇C) = h1, (4.2)
∂tC + (u · ∇)C −∇ · (λ22∇C)−∇ · (λ21∇T ) = h2, (4.3)
ou` λ11 et λ22 sont respectivement, les coefficients de la diffusivite´ thermique et massique et λ12
et λ21 sont respectivement, les coefficients de Dufour et Soret du milieu poreux (voir par exemple
[5, 10, 46, 64, 70]).
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4.2 Proble`me continu
On conside`re un ouvert borne´ connexe Ω de Rd, d = 2 ou 3, a` frontie`re lipschitzienne ∂Ω. On
suppose que la frontie`re ∂Ω est divise´e en deux parties Γ?, Γ] de la fac¸on suivante
Γ? ∩ Γ] = ∅ et Γ? ∪ Γ] = ∂Ω,
telle que Γ? est de mesure positive dans ∂Ω et ∂Γ? est une sous-varie´te´ lipschitzienne de ∂Ω. Soit T˜
un nombre re´el positif. On s’inte´resse dans ce chapitre aux e´quations couple´es (4.1)-(4.2)-(4.3) de´finies
dans Ω×]0, T˜ [, munies de conditions aux limites suivantes
u · n = 0 sur ∂Ω×]0, T˜ [, (4.4)
T = T? sur Γ?×]0, T˜ [, ∂T
∂n
= θ] sur Γ]×]0, T˜ [, (4.5)
C = C? sur Γ?×]0, T˜ [, ∂C
∂n
= ξ] sur Γ]×]0, T˜ [, (4.6)
et les conditions initiales
u(·, 0) = u0, T (·, 0) = T0 et C(·, 0) = C0 dans Ω. (4.7)
Dans ce qui suit, on suppose que :
• Les fonctions λij , i, j ∈ {1, 2}, sont positives continues sur Ω et borne´es, i.e. il existe deux constantes
positives λ1, λ2 telles que
∀x ∈ Ω, λ1 ≤ λij(x) ≤ λ2.
On pose
Λ =
 λ11 λ12
λ21 λ22

et on suppose la proprie´te´ de coercivite´ suivante
∀ζ ∈ R2, ζΛζt ≥ β|ζ|2, (4.8)
ou` | · | est la norme euclidienne de R2.
• La fonction F est assez re´gulie`re de R× R dans Rd
(i) elle est continuement de´rivable sur R× R a` de´rive´e borne´e ;
(ii) il existe un couple de re´el (Tb, Cb) ou` la fonction F s’annule.
On effectue le meˆme raisonnement que dans le Chapitre 3, on introduit la constante
γ = sup
ζ,η∈R
|∇F (ζ, η)|.
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Puis on pose θ = T − Tb et ξ = C − Cb et on de´finit la fonction f(θ, ξ) = 1γF (T,C). Cette fonction
s’annulle en (0, 0), est continuement de´rivable sur R× R et la norme de son gradient ≤ 1.
Afin de poser les conditions et les hypothe`ses ne´cessaires, on e´crit un autre syste`me e´quivalent au
syste`me d’e´quations (4.1) a` (4.7) sur lequel on va effectuer notre e´tude dans la suite
∂tu+ αu+∇p = γf(θ, ξ) dans Ω×]0, T˜ [ (4.9)
∇ · u = 0 dans Ω×]0, T˜ [ (4.10)
∂tθ + (u · ∇)θ −∇ · (λ11∇θ)−∇ · (λ12∇ξ) = h1 dans Ω×]0, T˜ [ (4.11)
∂tξ + (u · ∇)ξ −∇ · (λ22∇ξ)−∇ · (λ21∇θ) = h2 dans Ω×]0, T˜ [. (4.12)
Ce syste`me des e´quations est muni de conditions aux limites
u · n = 0 sur ∂Ω×]0, T˜ [ (4.13)
θ = θ? = T? − Tb et ξ = ξ∗ = C? − Cb sur Γ?×]0, T˜ [ (4.14)
∂θ
∂n
= θ] et
∂ξ
∂n
= ξ] sur Γ]×]0, T˜ [, (4.15)
et les conditions initiales
u(·, 0) = u0, θ(·, 0) = θ0 = T0 − Tb(·, 0) et ξ(·, 0) = ξ0 = C0 − Cb(·, 0) dans Ω. (4.16)
4.2.1 Formulation variationnelle
On suppose de´sormais que
h1, h2 ∈ L2(0, T˜ ;L2(Ω)), θ?, ξ? ∈ L2(0, T˜ ;H 12 (Γ?)),
θ], ξ] ∈ L2(0, T˜ ;H
1
2
00(Γ])
′
), u0 ∈ L2(Ω)d et θ0, ξ0 ∈ L2(Ω).
(4.17)
On note θ˜?, ξ˜? les rele`vements de θ?, ξ? dans H
1(Ω).
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La formulation variationnelle s’e´crit
Trouver u ∈ C0(0, T˜ ;L2(Ω)d) ∩ L2(0, T˜ ;L3(Ω)d), p ∈ L2(0, T˜ ;H1 (Ω)),
θ ∈ L2(0, T˜ ;H1(Ω)) ∩ C0(0, T˜ ;L2(Ω)) et ξ ∈ L2(0, T˜ , H1(Ω)) ∩ C0(0, T˜ ;L2(Ω)),
tels que
u(·, 0) = u0, θ(·, 0) = θ0 et ξ(·, 0) = ξ0 dans Ω,
et pour tout t, 0 ≤ t ≤ T˜ ,
θ = θ? et ξ = ξ? sur Γ?,
∀v ∈ L2(Ω)d,
∫
Ω
∂tu · v dx+ α
∫
Ω
u · v dx+
∫
Ω
v · ∇p dx = γ
∫
Ω
f(θ, ξ) · v dx, (4.18)
∀q ∈ H1 (Ω),
∫
Ω
u · ∇q dx = 0, (4.19)
∀ϕ ∈ H1? (Ω),
∫
Ω
∂tθ ϕ dx+
∫
Ω
(u · ∇)θ ϕ dx+
∫
Ω
λ11∇θ · ∇ϕ dx
+
∫
Ω
λ12∇ξ · ∇ϕ dx =
∫
Ω
h1 ϕ dx+ < (λ11θ] + λ12ξ]), ϕ >Γ] , (4.20)
∀ψ ∈ H1? (Ω),
∫
Ω
∂tξ ψ dx+
∫
Ω
(u · ∇)ξ ψ dx+
∫
Ω
λ22∇ξ · ∇ψ dx
+
∫
Ω
λ21∇θ · ∇ψ dx =
∫
Ω
h2 ψ dx+ < (λ22ξ] + λ21θ]), ψ >Γ] . (4.21)
Sous des arguments usuels, les proble`mes (4.18) a` (4.21) et (4.1) a` (4.7) sont e´quivalents.
4.2.2 Estimations a priori
Proposition 4.2.1 Pour tout
h1, h2 ∈ L2(0, T˜ ;L2(Ω)), θ?, ξ? ∈ H1(0, T˜ ;H 12 (Γ?)),
θ], ξ] ∈ L2(0, T˜ ;H
1
2
00(Γ])
′
), u0 ∈ L2(Ω)d et θ0, ξ0 ∈ L2(Ω),
toute solution (u, θ, ξ) du proble`me (4.18) a` (4.21) ve´rifie pour tout t, 0 ≤ t ≤ T˜ ,
‖u(·, t)‖2L2(Ω)d + α‖u‖2L2(0,t;L2(Ω)d) ≤
γ2
α
(‖θ‖2L2(0,t;L2(Ω)) + ‖ξ‖2L2(0,t;L2(Ω))) + ‖u0‖2L2(Ω)d , (4.22)
‖θ(·, t)‖2L2(Ω) + ‖ξ(·, t)‖2L2(Ω) + β‖∇θ‖2L2(0,t;L2(Ω)d) + β‖∇ξ‖2L2(0,t;L2(Ω)d) ≤ P, (4.23)
telle que
P = ‖h1‖2L2(0,t;L2(Ω)) + ‖h2‖2L2(0,t;L2(Ω)) + 2λ2(‖θ]‖2L2(0,t;H 12 (Γ)′ ) + ‖ξ]‖
2
L2(0,t;H
1
2 (Γ)′ )
)
+ (λ2 + c0)(‖θ?‖2
H1(0,t;H
1
2 (Γ?))
+ ‖ξ?‖2
L2(0,t;H
1
2 (Γ?))
) + ‖θ0‖2L2(Ω) + ‖ξ0‖2L2(Ω).
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Preuve. 1) Selon les meˆmes arguments de preuves que pour la Proposition 3.2.4 et le Lemme 2.2.4
on trouve (4.22).
2) On pose θ˜ = θ − θ˜? et ξ˜ = ξ − ξ˜?. De (4.20) et (4.21) on voit que
∀ϕ ∈ H1? (Ω),
∫
Ω
∂tθ˜ ϕ dx+
∫
Ω
(u · ∇)θ˜ ϕ dx+
∫
Ω
λ11∇θ˜ · ∇ϕ dx
+
∫
Ω
λ12∇ξ˜ · ∇ϕ dx =
∫
Ω
H1 ϕ dx,
∀ψ ∈ H1? (Ω),
∫
Ω
∂tξ˜ ψ dx+
∫
Ω
(u · ∇)ξ˜ ψ dx+
∫
Ω
λ22∇ξ˜ · ∇ψ dx
+
∫
Ω
λ21∇θ˜ · ∇ψ dx =
∫
Ω
H2 ψ dx,
avec∫
Ω
H1 ϕ dx =
∫
Ω
h1 ϕ dx+ < (λ11θ] + λ12ξ]), ϕ >Γ]
−
∫
Ω
∂tθ˜? ϕ dx−
∫
Ω
(u · ∇)θ˜? ϕ dx−
∫
Ω
λ11∇θ˜? · ∇ϕ dx−
∫
Ω
λ12∇ξ˜? · ∇ϕ dx,
et∫
Ω
H2 ψ dx =
∫
Ω
h2 ψ dx+ < (λ22ξ] + λ21θ]), ψ >Γ]
−
∫
Ω
∂tξ˜? ψ dx−
∫
Ω
(u · ∇)ξ˜? ψ dx−
∫
Ω
λ22∇ξ˜? · ∇ψ dx−
∫
Ω
λ12∇θ˜? · ∇ψ dx.
On prend ϕ = θ˜ et ψ = ξ˜ et on combine les deux e´quations, on voit que∫
Ω
∂tθ˜ θ˜ dx+
∫
Ω
∂tξ˜ ξ˜ dx+
∫
Ω
λ11(∇θ˜)2 dx+
∫
Ω
λ22(∇ξ˜)2 dx
+
∫
Ω
λ12∇ξ˜ · ∇θ˜ dx+
∫
Ω
λ21∇θ˜ · ∇ξ˜ dx =
∫
Ω
H1 θ˜ dx+
∫
Ω
H2 ξ˜ dx,
On fait appel a` la proprie`te´ de coercivite´ (4.8),
1
2
d
dt
‖θ˜‖2L2(Ω) +
1
2
d
dt
‖ξ˜‖2L2(Ω) + β‖∇θ˜‖2L2(Ω)d + β‖∇ξ˜‖2L2(Ω)d ≤ ‖H1‖L2(Ω)‖θ˜‖L2(Ω) + ‖H2‖L2(Ω)‖ξ˜‖L2(Ω),
On utilise l’ine´galite´ de Poincare´ et l’ine´galite´ de Young pour obtenir
d
dt
‖θ˜‖2L2(Ω) +
d
dt
‖ξ˜‖2L2(Ω) + β‖∇θ˜‖2L2(Ω)d + β‖∇ξ˜‖2L2(Ω)d ≤
c2p
β
‖H1‖2L2(Ω) +
c2p
β
‖H2‖2L2(Ω).
Puis on inte`gre sur t et on utilise le lemme de Hopf [51, Chap. IV, Lem. 2.4], on obtient (4.23).
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4.2.3 Re´sultat d’existence
Le proble`me (4.18) − (4.19) est un cas particulier du proble`me (2.1) quand la perme´abilite´ ne
de´pend pas de la pression et quand on s’inte´resse seulement a` la condition au bord sur la vitesse. Ce
proble`me est aussi de´ja` e´tudie´ par Bernardi et al. [16] muni de la condition de Dirichlet sur la pression
p. On en rappelle le re´sultat suivant.
The´ore`me 4.2.2 Pour tout θ, ξ dans L2(0, T˜ ;L2(Ω)) et pour tout u0 dans L
2(Ω)d, le proble`me
(4.18)− (4.19) a une solution unique (u, p) dans l’espace
H1(0, T˜ ;L2(Ω)d)× L2(0, T˜ ;H1 (Ω)).
De plus, cette solution ve´rifie l’estimation a priori
‖u‖H1(0,T˜ ;L2(Ω)d) + ‖p‖L2(0,T˜ ;H1(Ω)) ≤ c
(‖u0‖L2(Ω)d + ‖θ‖L2(0,T˜ ;L2(Ω)) + ‖ξ‖L2(0,T˜ ;L2(Ω))). (4.24)
On refe`re a` [16, Prop. 1.5] pour la preuve de la proposition suivante.
Proposition 4.2.3 Soit s un nombre re´el e´gal a` 1 si Ω est convexe, a` 12 sinon. On suppose que
(i) θ et ξ appartiennent a` L2(0, T˜ ;Hs(Ω)) et tels que ∇ · f(θ, ξ) appartient a` L2(Ω×]0, T˜ [),
(ii) la vitesse initiale u0 appartient a` H
s(Ω)d.
Alors, la solution (u, p) du proble`me (4.18)-(4.19) est dans l’espace
H1(0, T˜ ;Hs(Ω)d)× L2(0, T˜ ;Hs+1(Ω)).
Le the´ore`me suivant donne le re´sultat fondamental du paragraphe.
The´ore`me 4.2.4 On suppose que le domaine Ω est ou bien un ouvert borne´ de dimension d = 2, ou
bien un convexe ou polye`dre de dimension d = 3. Pour tous h1, h2, θ?, ξ?, θ], ξ] et θ0, ξ0 ve´rifiant
(4.17) et toute solution u dans H1(0, T˜ ;L2(Ω)d) ∩ L2(0, T˜ ;L3(Ω)d) de (4.18) − (4.19), le proble`me
variationnel (4.18)− (4.19)− (4.20)− (4.21) admet au moins une solution (u, p, θ, ξ).
Preuve. On conside`re l’application F qui associe a` chaque (θ, ξ) la solution u de (4.18)−(4.19). Cette
application est continue de L2(0, T˜ ;H1(Ω))× L2(0, T˜ ;H1(Ω)) dans L2(0, T˜ ;L3(Ω)d). L’application
(θ, ξ) 7−→
 h1 − ∂tθ − (F(θ, ξ) · ∇)θ +∇ · (λ11∇θ) +∇ · (λ12∇ξ)
h2 − ∂tξ − (F(θ, ξ) · ∇)ξ +∇ · (λ22∇ξ) +∇ · (λ21∇θ)

est lipschitzienne sur H1(Ω) × H1(Ω). Graˆce a` la densite´ de D(Ω ∪ Γ]) dans H1? (Ω), (ceci requiert
l’hypothe`se de re´gularite´ sur Γ? fourni au de´but de la Section 4.2, voir [14]), il existe une suite
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croissante (Wn)n des sous-espaces de dimension finie de H1? (Ω) tels que ∪nWn soit dense dans H
1
? (Ω).
D’apre`s le the´ore`me de Cauchy-Lipschitz, il existe une suite ((θn, ξn))n dans Wn ×Wn solution de
∀ϕm ∈Wm,
∫
Ω
∂tθn ϕm dx+
∫
Ω
(F(θn, ξn) · ∇)θn ϕm dx+
∫
Ω
λ11∇θn · ∇ϕm dx
+
∫
Ω
λ12∇ξn · ∇ϕm dx =
∫
Ω
h1 ϕm dx+ < (λ11θ] + λ12ξ]), ϕm >Γ] ,
∀ψm ∈Wm,
∫
Ω
∂tξn ψm dx+
∫
Ω
(F(θn, ξn) · ∇)ξn ψm dx+
∫
Ω
λ22∇ξn · ∇ψm dx
+
∫
Ω
λ21∇θn · ∇ψm dx =
∫
Ω
h2 ψm dx+ < (λ22ξ] + λ21θ]), ψm >Γ] .
(4.25)
Comme la suite ((θn, ξn))n ve´rifie (4.23), on peut extraire une sous-suite que l’on note encore ((θn, ξn))n
qui converge faiblement dans H1(Ω) × H1(Ω) et ve´rifie (4.25). En passant a` la limite sur n, on a la
convergence des termes line´aires. Comme la fonction F est continue de H1(Ω)×H1(Ω) dans Hs(Ω)d,
tel que s de´pend de la ge´ome´trie de domaine (voir la Proposition 4.2.3), combine´e avec l’injection
compacte de Hs(Ω) dans L3(Ω) (voir Amrouche et al. [9, Prop. 3.7]), il existe une sous-suite
(
(θn, ξn)
)
n
qui converge faiblement vers (θ, ξ) dans H1(Ω) × H1(Ω) et telle que la suite (F(θn, ξn))n converge
fortement dans L3(Ω)d vers F(θ, ξ). Par conse´quent, les suites (F(θn, ξn) ·∇θn)n et (F(θn, ξn) ·∇ξn)n
convergent vers F(θ, ξ)·∇θ et F(θ, ξ)·∇ξ respectivement. On en de´duit que (θ, ξ) solution du proble`me
(4.18) a` (4.21) dans C0(0, T˜ ;H1(Ω))×C0(0, T˜ ;H1(Ω)). Finalement graˆce a` l’injection de C0(0, T˜ ;H1(Ω))
dans L2(0, T˜ ;H1(Ω)) la solution (θ, ξ) est dans L2(0, T˜ ;H1(Ω))× L2(0, T˜ ;H1(Ω)).
Proposition 4.2.5 On suppose que le proble`me (4.18) a` (4.21) admet une solution (u, p, θ, ξ) telle
qu’il existe une constante positive µ pour laquelle le couple (θ, ξ) appartient a` L∞(Ω)×L∞(Ω) et ve´rifie
‖θ‖L∞(Ω) + ‖ξ‖L∞(Ω) ≤ µ. (4.26)
Alors, cette solution est unique.
Preuve. Soient (u1, p1, θ1, ξ1) et (u2, p2, θ2, ξ2) deux solutions du proble`me (4.18) a` (4.21) telles que
(θ1, ξ1) appartient a` L
∞(Ω)× L∞(Ω) et ve´rifie (4.26). On pose
u = u1 − u2, p = p1 − p2, θ = θ1 − θ2, ξ = ξ1 − ξ2.
On proce`de deux e´tapes :
1) On prend ϕ = θ et ψ = ξ dans (4.20) et (4.21) puis en sommant les deux e´quations, on voit que
1
2
d
dt
(‖θ‖2L2(Ω) + ‖ξ‖2L2(Ω)) + β(‖∇θ‖2L2(Ω)d + ‖∇ξ‖2L2(Ω)d)
≤ ‖u‖L2(Ω)d(‖θ1‖L∞(Ω)‖∇θ‖L2(Ω)d + ‖ξ1‖L∞(Ω)‖∇ξ‖L2(Ω)d).
On fait appel a` l’ine´galite´ de Young, on obtient
1
2
d
dt
(‖θ‖2L2(Ω) + ‖ξ‖2L2(Ω)) ≤
1
2β
‖u‖2L2(Ω)d(‖θ1‖2L∞(Ω) + ‖ξ1‖2L∞(Ω)),
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comme θ1 et ξ1 ve´rifie (4.26)
d
dt
(‖θ‖2L2(Ω) + ‖ξ‖2L2(Ω)) ≤ µ2β ‖u‖2L2(Ω)d .
On inte`gre sur t, on en de´duit que
‖θ(·, t)‖2L2(Ω) + ‖ξ(·, t)‖2L2(Ω) ≤
µ2
β
‖u‖2L2(0,t;L2(Ω)d). (4.27)
2)D’autre part, on prend v = u dans (4.18), on trouve
1
2
d
dt
‖u‖2L2(Ω)d + α‖u‖2L2(Ω)d ≤ γ
(‖θ‖L2(Ω) + ‖ξ‖L2(Ω))‖u‖L2(Ω)d .
Encore l’ine´galite´ de Young combine´e avec (4.27) donne
d
dt
‖u‖2L2(Ω)d ≤
µ2γ2
αβ
‖u‖2L2(0,t;L2(Ω)d).
En utilisant le lemme de Gro¨nwall, on de´duit que u e´gal a` 0. Par conse´quent, d’apre`s (4.27), θ et ξ
sont nuls.
4.3 Proble`me discret
Le but de ce paragraphe est de proposer une discre´tisation des e´quations (4.18) a` (4.21) et d’en
effectuer l’analyse nume´rique.
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4.3.1 Discre´tisation temporelle
Dans cette partie nous conservons les meˆmes notations que dans la Section 2.3.1. La discre´tisation
en temps repose sur le sche´ma d’Euler implicite. Le sche´ma ite´ratif conside´re´ s’e´crit
Trouver (um, pm, θm, ξm) ∈ L3(Ω)d ×H1 (Ω)×H1(Ω)×H1(Ω), tel que
u0 = u0, θ
0 = θ0 et ξ
0 = ξ0 dans Ω,
et pour tout m, 1 ≤ m ≤M,
θm = θm? et ξ
m = ξm? sur Γ?,
∀v ∈ L2(Ω)d,
∫
Ω
um − um−1
τm
· v dx+ α
∫
Ω
um · v dx+
∫
Ω
v · ∇pm dx
= γ
∫
Ω
f(θm, ξm) · v dx, (4.28)
∀q ∈ H1 (Ω),
∫
Ω
um · ∇q dx = 0, (4.29)
∀ϕ ∈ H1? (Ω),
∫
Ω
θm − θm−1
τm
ϕ dx+
∫
Ω
(um · ∇)θmϕ dx+
∫
Ω
λ11∇θm · ∇ϕ dx
+
∫
Ω
λ12∇ξm · ∇ϕ dx =
∫
Ω
hm1 ϕ dx+ < (λ11θ
m
] + λ12ξ
m
] ), ϕ >Γ] , (4.30)
∀ψ ∈ H1? (Ω),
∫
Ω
ξm − ξm−1
τm
ψ dx+
∫
Ω
(um · ∇)ξmψ dx+
∫
Ω
λ22∇ξm · ∇ψ dx
+
∫
Ω
λ21∇θm · ∇ψ dx =
∫
Ω
hm2 ψ dx+ < (λ21ξ
m
] + λ22θ
m
] ), ψ >Γ] . (4.31)
tel que hn1 = h1(·, tn), hn2 = h2(·, tn), θn] = θ](·, tn), θn? = θ?(·, tn), ξn] = ξ](·, tn), ξn? = ξ?(·, tn).
Comme pour le cas continu, on peut de´montrer que le proble`me semi-discret est bien pose´.
Proposition 4.3.1 Pour tout
h1, h2 ∈ C0(0, T˜ ;L2(Ω)), θ?, ξ? ∈ C0(0, T˜ ;H 12 (Γ?)),
θ], ξ] ∈ C0(0, T˜ ;H
1
2
00(Γ])
′
), u ∈ L2(Ω)d et θ0, ξ0 ∈ L2(Ω),
le proble`me (4.28) a` (4.31) admet une solution (um, pm, θm, ξm) dans L3(Ω)d×H1 (Ω)×H1(Ω)×H1(Ω).
De plus cette solution ve´rifie les majorations suivantes, pour tout m, 0 ≤ m ≤M
‖um‖2L2(Ω)d +
m∑
j=1
τj‖∇pj‖2L2(Ω)d ≤ c
( m∑
j=1
τj‖θj‖2L2(Ω) +
m∑
j=1
τj‖ξj‖2L2(Ω)
)
+ ‖u0‖L2(Ω)d ,
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et
‖θm‖2L2(Ω) + ‖ξm‖2L2(Ω) + β
( m∑
j=1
τj‖θj‖2H1(Ω) +
m∑
j=1
τj‖ξj‖2H1(Ω)
)
≤ ‖θ0‖2L2(Ω) + ‖ξ0‖2L2(Ω) + c
( m∑
j=1
τj‖hj1‖2L2(Ω) +
m∑
j=1
τj‖hj2‖2L2(Ω) +
m∑
j=1
τj‖θj]‖2
H
1
2
00(Γ])
′
+
m∑
j=1
τj‖ξj]‖2
H
1
2
00(Γ])
′
+
m∑
j=1
τj‖θj?‖2
H
1
2 (Γ?)
+
m∑
j=1
τj‖ξj?‖2
H
1
2 (Γ?)
+
m∑
j=1
τj
∥∥∥θj? − θj−1?
τj
∥∥∥2
H
1
2 (Γ?)
+
m∑
j=1
τj
∥∥∥ξj? − ξj−1?
τm
∥∥∥2
H
1
2 (Γ?)
)
.
(4.32)
Preuve. 1) Il est clair que pour tout (θm, ξm) dans L2(Ω)× L2(Ω), 1 ≤ m ≤ M , le proble`me (4.28)-
(4.29) admet une solution (um, pm) dans L2(Ω)d×H1(Ω) (voir Proposition 3.2.5), de plus si le couple
(θm, ξm) est dans H1(Ω)×H1(Ω) la solution (um, pm) est dans Hs(Ω)d ×Hs+1(Ω), telle que s e´gal a`
1 si Ω est convexe, ou 12 sinon, voir la Proposition 3.2.6, et on a
‖um‖L3(Ω)d ≤ cR(‖θm‖2H1(Ω) + ‖ξm‖2H1(Ω))
1
2 , (4.33)
D’autre part, pour tout um dans V(Ω) ∩ L3(Ω)d solution de (4.28)-(4.29), en appliquant le the´ore`me
de point fixe de Brouwer, le proble`me (4.30)-(4.31) admet une solution (θm, ξm) dans H1(Ω)×H1(Ω).
2) La premie`re estimation est e´tablie dans (2.30) et (2.36). Pour e´tablir l’estimation (4.32), on effectue
le changement de variable θ˜m = θm − θ˜m? et ξ˜m = ξm − ξ˜m? dans (4.30) et (4.31), puis on met bout a`
bout les deux e´quations en prenant ϕ = θ˜m et ψ = ξ˜m, on voit
1
2τm
(‖θ˜m‖2L2(Ω) − ‖θ˜m−1‖2L2(Ω) + ‖θ˜m − θ˜m−1‖2L2(Ω) + ‖ξ˜m‖2L2(Ω) − ‖ξ˜m−1‖2L2(Ω) + ‖ξ˜m − ξ˜m−1‖2L2(Ω))
+
∫
Ω
λ11(∇θ˜m)2 dx+
∫
Ω
λ22(∇ξ˜m)2 dx+
∫
Ω
λ12∇ξ˜m · ∇θ˜m dx+
∫
Ω
λ21∇θ˜m · ∇ξ˜m dx
=
∫
Ω
hm1 θ˜
m dx+ < (λ11θ
m
] + λ12ξ
m
] ), θ˜
m >Γ] +
∫
Ω
hm2 ξ˜
m dx+ < (λ21ξ
m
] + λ22θ
m
] ), ξ˜
m >Γ]
−
∫
Ω
θ˜m? − θ˜m−1?
τm
θ˜m dx−
∫
Ω
(um · ∇)θ˜m? θ˜m dx−
∫
Ω
λ11∇θ˜m? · ∇θ˜m dx+
∫
Ω
λ12∇ξ˜m? · ∇θ˜m dx
−
∫
Ω
ξ˜m? − ξ˜m−1?
τm
ξ˜m dx−
∫
Ω
(um · ∇)ξ˜m? ξ˜m dx−
∫
Ω
λ22∇ξ˜m? · ∇ξ˜m dx−
∫
Ω
λ21∇θ˜m? · ∇ξ˜m dx.
Ensuite on utilise la proprie´te´ de coercivite´ (4.8) et l’ine´galite´ de Cauchy-Schwarz, on obtient
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12τm
(‖θ˜m‖2L2(Ω) − ‖θ˜m−1‖2L2(Ω) + ‖θ˜m − θ˜m−1‖2L2(Ω) + ‖ξ˜m‖2L2(Ω) − ‖ξ˜m−1‖2L2(Ω) + ‖ξ˜m − ξ˜m−1‖2L2(Ω))
+ β(‖∇θ˜m‖2L2(Ω)d + ‖∇ξ˜m‖2L2(Ω)d)
≤
(
‖hm1 ‖L2(Ω) + λ2(‖θm] ‖
H
1
2
00(Γ])
′
+ ‖ξm] ‖
H
1
2
00(Γ])
′
) +
∥∥∥ θ˜m? − θ˜m−1?
τm
∥∥∥
L2(Ω)
+ λ2‖∇ξm? ‖L2(Ω)d
)
‖θ˜m‖L2(Ω)
+
(
‖hm2 ‖L2(Ω) + λ2(‖θm] ‖
H
1
2
00(Γ])
′
+ ‖ξm] ‖
H
1
2
00(Γ])
′
) +
∥∥∥ ξ˜m? − ξ˜m−1?
τm
∥∥∥
L2(Ω)
+ λ2‖∇θm? ‖L2(Ω)d
)
‖ξ˜m‖L2(Ω)
+
(‖um‖L3(Ω)d‖θ˜m? ‖L6(Ω) + λ2‖∇θ˜m? ‖L2(Ω)d)‖∇θ˜m‖L2(Ω)d
+
(‖um‖L3(Ω)d‖ξ˜m? ‖L6(Ω) + λ2‖∇ξ˜m? ‖L2(Ω)d)‖∇ξ˜m‖L2(Ω)d .
En multipliant par τm et en sommant sur m on obtient l’estimation souhaite´e.
4.3.2 Discre´tisation spatiale
Dans ce paragraphe, on conside`re que Ω est le carre´ ou le cube ]− 1, 1[d, d = 2 ou 3. On s’inte´resse
a` l’approximation du proble`me (4.28) a` (4.31). Comme pre´ce´demment, la discre´tisation repose sur
l’utilisation de la formule de quadrature de Gauss-Lobatto (1.13). On suppose maintenant que les
fonctions h1, h2 sont continues sur Ω × [0, T˜ ], θ?, ξ? sont continues sur Γ? × [0, T˜ ] et θ], ξ] sont conti-
nues sur Γ] × [0, T˜ ].
On conside`re les espaces discrets suivants
XN = PN (Ω)d, YN = PN (Ω) et YN = YN ∩H1 (Ω).
Le proble`me discret s’e´crit : Trouver (umN , p
m
N , θ
m
N , ξ
m
N ) ∈ XN × YN × YN × YN , tel que
u0N = INu0, θ0N = INθ0, ξ0N = INξ0 dans Ω,
θmN = i
Γ?
N θ
m
? , ξ
m
N = i
Γ?
N ξ
m
? sur Γ?,
∀vN ∈ XN ,
(umN − um−1N
τm
,vN
)
N
+ α
(
umN ,vN
)
N
+
(
vN ,∇pmN
)
N
= γ
(
f(θmN , ξ
m
N ),vN
)
N
,
∀qN ∈ YN ,
(
umN ,∇qN
)
N
= 0,
∀ϕN ∈ Y?N ,
(θmN − θm−1N
τm
, ϕN
)
N
+
(
(umN · ∇)θmN , ϕN
)
N
(4.34)
+
(
λ11∇θmN ,∇ϕN
)
N
+
(
λ12∇ξmN ,∇ϕN
)
N
=
(
hm1 , ϕN
)
N
+
(
(λ11θ
m
] + λ12ξ
m
] ), ϕN
)Γ]
N
,
∀ψN ∈ Y?N ,
(ξmN − ξm−1N
τm
, ψN
)
N
+
(
(umN · ∇)ξmN , ψN
)
N
+
(
λ22∇ξmN ,∇ψN
)
N
+
(
λ21∇θmN ,∇ψN
)
N
=
(
hm2 , ϕN
)
N
+
(
(λ22ξ
m
] + λ21θ
m
] ), ψN
)Γ]
N
,
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Les arguments de la preuve du re´sultat suivant sont les meˆmes que pour la Proposition 4.3.1.
Proposition 4.3.2 Pour toutes fonctions h1, h2 continues sur Ω×[0, T˜ ], θ?, ξ? continues sur Γ?×[0, T˜ ]
et θ], ξ] continues sur Γ] × [0, T˜ ], le proble`me (4.34) admet une solution.
4.4 Analyse d’erreur a priori
Comme le proble`me qu’on a conside´re´ dans ce chapitre est non line´aire, l’analyse d’erreur a priori
me`ne a` utiliser le the´ore`me de Brezzi, Rappaz et Raviart [28].
On conside`re l’ope´rateur T de´fini dans le paragraphe 2.4 tel que u ·n est e´gale a` 0 sur ∂Ω×]0, T˜ [.
Dans un premier temps, on note (ω1, ω2) le couple (θ, ξ) pour simplifier. On introduit l’ope´rateur L
associe´ a` chaque hi, ωi?, ωi], ωi0, i = 1, 2, la solution ωi du proble`me
∂tωi −∇ · (λii∇ωi)−∇ · (λij∇ωj) = hi
ωi = ωi? sur Γ? et
∂ωi
∂n
= ωi] sur Γ], (4.35)
ωi(·, 0) = ωi0.
On pose
X = (C0(0, T˜ ;L2(Ω)d) ∩ L2(0, T˜ ;L3(Ω)d))× L2(0, T˜ ;H1 (Ω))
× (C0(0, T˜ ;L2(Ω)) ∩ L2(0, T˜ ;H1(Ω)))× (C0(0, T˜ ;L2(Ω)) ∩ L2(0, T˜ ;H1(Ω))).
En notant (u, p, θ, ξ) par U , le proble`me (4.18) a` (4.21) est e´quivalent a` trouver la solution de l’e´quation
F(U) = U −
 T 0
0 L
 G1(U)
G2(U)
 = 0 (4.36)
telle que  G1(U)
G2(U)
 =
 f(ω1, ω2)
(hi − (u · ∇)ωi, ωi?, ωi], ωi0)
 , i = 1, 2.
4.4.1 Estimation d’erreur en temps
On conside`re les fonctions affines uτ , pτ de´finies dans le paragraphe 2.4.1. On de´finit de plus les
fonctions affines θτ , ξτ sur chaque intervalle [tm−1, tm] e´gales a` θm, ξm respectivement a` chaque instant
tm, 0 ≤ m ≤M . On conside`re l’ope´rateur semi-discret Tτ de´fini dans le paragraphe 2.4.1. Cet ope´rateur
ve´rifie la proprie´te´ de stabilite´ (2.49), l’estimation (2.59) et la proprie´te´ de convergence (2.60).
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On de´finit l’ope´rateur semi-discret Lτ pour toute donne´e (hi, ωi?, ωi], ωi0), i = 1, 2, dans
C0(0, T˜ ;L2(Ω))× C0(0, T˜ ;H 12 (Γ?))× C0(0, T˜ ;H
1
2
00(Γ])
′
)× L2(Ω),
la fonction ωiτ associe´e a` ω
m
i dans H
1(Ω) solution de :
ωmi = ω
m
i? sur Γ? et ω
0
i = ωi0 dans Ω,
∀ϕ ∈ H1? (Ω),
∫
Ω
ωmi − ωm−1i
τm
ϕdx+
∫
Ω
λii∇ωmi · ∇ϕ dx+
∫
Ω
λij∇ωmj · ∇ϕdx (4.37)
=
∫
Ω
hmi ϕ dx+ < λiiω
m
i] + λijω
m
j] , ϕ >Γ] .
On a la proprie´te´ de stabilite´ suivante.
Proposition 4.4.1 Pour toutes donne´es h1, h2 dans C0(0, T ;L2(Ω)), on a
2∑
i=1
‖Lτ (hi, 0, 0, 0)‖C0(0,T˜ ;H1(Ω)) ≤ c
2∑
i=1
‖pi+τ hi‖L2(0,T˜ ;L2(Ω)) ≤ c
2∑
i=1
‖hi‖L2(0,T˜ ;L2(Ω)).
Dans le the´ore`me suivant, nous allons prouver une estimation d’erreur entre la solution du proble`me
(4.35) et la solution du proble`me (4.37).
The´ore`me 4.4.2 Pour toutes donne´es hi, ωi?, ωi], ωi0, i = 1, 2, dans
C0(0, T˜ ;L2(Ω))× C0(0, T˜ ;H 12 (Γ?))× C0(0, T˜ ;H
1
2
00(Γ])
′)× L2(Ω),
on a
2∑
i=1
‖(L − Lτ )(hi, ωi?, ωi], ωi0)‖C0(0,T˜ ;H1(Ω)) ≤ c|τ |
2∑
i=1
‖ωi‖H2(0,T˜ ;H1(Ω)). (4.38)
Preuve. La formulation variationnelle du proble`me (4.35) s’e´crit
ωi(·, 0) = ωi0 dans Ω et ωi = ωi? sur Γ?×]0, T˜ [,
∀ϕ ∈ H1? (Ω),
∫
Ω
∂tωiϕdx+
∫
Ω
λii∇ωi · ∇ϕ dx+
∫
Ω
λij∇ωj · ∇ϕdx (4.39)
=
∫
Ω
hiϕ dx+ < λiiωi] + λijωj], ϕ >Γ] .
On soustrait cette dernie`re e´quation a` l’instant tm de (4.37). La suite de´finie par e
m
ωi = ωi(·, tm)− ωmi
et satisfait e0ωi = 0 et pour tout m, 0 ≤ m ≤M ,
∀ϕ ∈ H1? (Ω),
∫
Ω
emωi − em−1ωi
τm
ϕ dx+
∫
Ω
λii∇emωi · ∇ϕ dx+
∫
Ω
λij∇emωj · ∇ϕ dx =
∫
Ω
εmωiϕ dx (4.40)
tel que l’erreur de consistance εmωi est donne´e par
εmωi =
ωi(·, tm)− ωi(·, tm−1)
τm
− ∂tωi(·, tm), i = 1, 2.
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Prenons ϕ = emωi puis en sommant sur i et utilisant (4.8), on voit que
1
2τm
2∑
i=1
(‖emωi‖2L2(Ω) − ‖em−1ωi ‖2L2(Ω) + ‖emωi − em−1ωi ‖2L2(Ω))+ β 2∑
i=1
‖∇emωi‖2L2(Ω)d ≤
2∑
i=1
‖εmωi‖L2(Ω)‖emωi‖L2(Ω).
En utilisant l’ine´galite´ de Poincare´, puis multipliant par τm et sommant sur m, on trouve
2∑
i=1
‖emωi‖2L2(Ω) ≤ c
m∑
j=1
τj‖εjωi‖2L2(Ω).
On utilise (2.54) pour conclure.
Il en re´sulte la proprie´te´ de convergence suivante.
Corollaire 4.4.3 Pour tout hi, i = 1, 2 dans C0(0, T˜ ;L2(Ω))
lim
|τ |→∞
‖(L − Lτ )(hi, 0, 0, 0)‖C0(0,T˜ ;H1(Ω)) = 0.
4.4.2 Estimation d’erreur en espace
Nous re´-utilisons les notations de la Section 2.4.2 ainsi l’ope´rateur TNτ tel que la troisie`me et la
quatrie`me e´quations de (2.1) sont remplace´es par (3.4). On note de plus par ωiNτ , i = 1, 2, la fonction
affine sur chaque intervalle [tm−1, tm] et e´gal a` ωmiN a` chaque instant tm. On introduit l’ope´rateur LNτ
qui associe pour toute donne´e
(hi, ωi?, ωi], ωi0) ∈ C0(0, T˜ ;L2(Ω))× C0(0, T˜ ;H
1
2 (Γ?))× C0(0, T˜ ;H
1
2
00(Γ])
′
)× L2(Ω),
la partie ωiNτ associe´e a` la solution ω
m
iN du proble`me
ω0iN = INωi0 dans Ω, ωmiN = iΓ?N ωmi sur Γ?,
∀ϕN ∈ Y?N ,
(ωmiN − ωm−1iN
τm
, ϕN
)
N
+
(
λii∇ωmiN ,∇ϕN
)
N
+
(
λij∇ωmjN ,∇ϕN
)
N
=
∫
Ω
hmi ϕNdx+ < (λiiω
m
i] + λijω
m
j]), ϕN >Γ] . (4.41)
On note U˜Nτ le couple (uNτ , pNτ ) et UNτ le triplet (U˜Nτ , θNτ , ξNτ ). Le proble`me (4.34) s’e´crit d’une
manie`re e´quivalente comme suit
FNτ (UNτ ) = UNτ −
 TNτ 0
0 LNτ
 G1Nτ (UNτ )
(G2Nτ (UNτ ), ωi?, ω˜i], ωi0)
 = 0. (4.42)
tel que
∀vN ∈ XN , < G1Nτ (UNτ ),vN >=
(
f(θNτ , ξNτ ),vN
)
N
,
∀ϕN ∈ Y?N , < G˜2Nτ (UNτ ), ϕN >=
(
hi, ϕN
)
N
− ((uNτ · ∇)ωiNτ , ϕN)N ,
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et < ω˜i], ϕN >=
(
λiiωi] + λijωj], ϕN
)Γ]
N
.
Sous les meˆmes techniques que celles utilise´es pour la Proposition 2.4.10, on obtient le re´sultat
suivant.
The´ore`me 4.4.4 On suppose la solution ωmi , i = 1, 2, du proble`me (4.37) dans H
s+1(Ω), s ≥ 0, la
solution discre`te ωmiN , i = 1, 2, ve´rifie la majoration suivante
2∑
i=1
‖ωmi − ωmiN‖L2(Ω)
≤ c
(
N−(s+1)
2∑
i=1
( m∑
j=1
τj
∥∥∥ωji − ωj−1i
τj
∥∥∥2
Hs+1(Ω)
) 1
2
+N−s
2∑
i=1
( m∑
j=1
τj‖ωji ‖2Hs+1(Ω)
) 1
2
)
. (4.43)
Preuve. On introduit les familles des polynoˆmes (ψmiN )0≤m≤M , i = 1, 2, de YN , telles que pour tout
m, 0 ≤ m ≤ M , ψmiN est e´gal a` iΓ?N ωmi sur Γ?. Exactement par les meˆmes arguments que pour la
de´monstration de la Proposition 2.4.10, on ve´rifie que
2∑
i=1
( 1
2τm
(‖ωmiN − ψmiN‖2L2(Ω) − ‖ωm−1iN − ψm−1iN ‖2L2(Ω) + ‖(ωmiN − ψmiN )− (ωm−1iN − ψm−1iN )‖2L2(Ω))
+ β‖∇(ωmiN − ψmiN )‖2L2(Ω)d
)
≤ c
2∑
i=1
(∥∥∥(ωmi − ψmiN )− (ωm−1i − ψm−1iN )
τm
∥∥∥2
L2(Ω)
+ λ2‖∇(ωmi − ψmiN )‖2L2(Ω)d
+ ‖∇(ωmi − IN−1ωmi )‖2L2(Ω)d +
∥∥∥(ωmi − ωm−1i
τm
)− IN−1(ωmi − ωm−1i
τm
)∥∥∥2
L2(Ω)
)
.
En multipliant par τm et en sommant sur m, on en de´duit
2∑
i=1
(
‖ωmiN − ψmiN‖2L2(Ω) + β
m∑
j=1
τj‖∇(ωjiN − ψjiN )‖2L2(Ω)d
)
≤ ‖ω0iN − ψ0iN‖2L2(Ω) + c
2∑
i=1
( m∑
j=1
τj
∥∥∥(ωji − ψjiN )− (ωj−1i − ψj−1iN )
τj
∥∥∥2
L2(Ω)
+
m∑
j=1
τj‖∇(ωji − ψjiN )‖2L2(Ω)d
+
m∑
j=1
τj‖∇(ωji − IN−1ωji )‖2L2(Ω)d +
m∑
j=1
τj
∥∥∥(ωji − ωj−1i
τm
)− IN−1(ωji − ωj−1i
τm
)∥∥∥2
L2(Ω)
)
.
Combinant ceci avec une ine´galite´ triangulaire et prenant ψmiN l’image de ω
m
i par l’ope´rateur de pro-
jection orthogonale de H1(Ω) sur YN , on utilise [22, Chap. III, Th. 2.9].
On de´duit du the´ore`me pre´ce´dent le corollaire suivant.
Corollaire 4.4.5 Si Lτ (hi, ωi?, ωi], ωi0) est dans Hs+1(Ω), on a l’estimation suivante
2∑
i=1
‖(Lτ − LτN )(hi, ωi?, ωi], ωi0)‖C0(0,T˜ ;H1(Ω)) ≤ cN−s
2∑
i=1
‖Lτ (hi, ωi?, ωi], ωi0)‖H1(0,T˜ ;Hs(Ω)). (4.44)
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4.4.3 Lemmes techniques
On introduit l’approximation UNτ = (u

Nτ , p

Nτ , θ

Nτ , ξ

Nτ ) de U dans l’espace
XNτ = C0(0, T˜ ;XN )× L2(0, T˜ ;YN )× C0(0, T˜ ;YN )× C0(0, T˜ ;YN ),
qui satisfait pour tous entiers `, s, 0 ≤ ` ≤ s, les relations (2.74), (2.75) et pour tout t, 0 ≤ t ≤ T˜
‖θ(·, t)− θNτ (·, t)‖H`+1(Ω) ≤ cN `−s‖θ(·, t)‖Hs+1(Ω), (4.45)
‖ξ(·, t)− ξNτ (·, t)‖H`+1(Ω) ≤ cN `−s‖ξ(·, t)‖Hs+1(Ω). (4.46)
Hypothe`se 4.4.6 La solution (u, p, θ, ξ) du proble`me (4.18) a` (4.21)
(i) appartient a` H2(0, T˜ ;Hs(Ω)d)×L2(0, T˜ ;Hs+1(Ω))×H2(0, T˜ ;Hs+1(Ω))×H2(0, T˜ ;Hs+1(Ω)) pour
s > d6 ,
(ii) est telle que DF(U) est un isomorphisme de X
Les arguments de la preuve du lemme suivant sont les meˆmes que pour les Lemmes 2.4.16 et 3.4.4.
Lemme 4.4.7 Si la fonction f est de classe C2 sur R2 et ses de´rive´es sont borne´es, il existe un
entier et un re´el positifs N0, τ0 tels que, pour tout N ≥ N0 et τ ≤ τ0, l’ope´rateur DFNτ (UNτ ) est un
isomorphisme de XNτ . De plus, la norme de son inverse est borne´e inde´pendamment de N .
Preuve. On e´crit
DFNτ (UNτ ) = DF(U) +
 T − TNτ 0
0 L − LNτ
 DG1(U)
DG2(U)

+
 TNτ 0
0 LNτ
 DG1(U)−DG1(UNτ )
DG2(U)−DG2(UNτ )
 (4.47)
+
 TNτ 0
0 LNτ
 DG1(UNτ )−DG1Nτ (UNτ )
DG2(UNτ )−DG2Nτ (UNτ )
 .
On a vu dans la de´monstration du Lemme 3.4.4 que les trois derniers termes tendent vers 0 quand N
tend vers∞ et τ tend vers 0. On de´duit de l’Hypothe`se 4.4.6-(ii) que DFNτ (UNτ ) est un isomorphisme
de XN avec la norme de son inverse est borne´e inde´pendamment de N et τ , pour N assez grand et |τ |
assez petit.
Avec les meˆmes techniques que pour les Lemmes 2.4.17 et 3.4.5, on obtient le lemme suivant.
Lemme 4.4.8 Si la fonction f est de classe C2 et si l’Hypothe`se 4.4.6 est ve´rifie´e, il existe un voisinage
de UNτ dans XNτ et une constante positive c tels que l’ope´rateur DFNτ satisfait la proprie´te´ de
Lipschitz, pour tout ZN dans ce voisinage
‖DFNτ (UNτ )−DFNτ (ZN )‖E ≤ cµ(N)‖UNτ − ZN‖X , (4.48)
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avec µ(N) est e´gal a` N en dimension d = 3 et a` (logN)
1
2 en dimension d = 2.
Lemme 4.4.9 Pour tout h1, h2 dans L
2(0, T˜ ;Hσ(Ω)), θ], ξ] dans L
2(0, T˜ ;Hσ(Γ])) et θ?, ξ? dans
L2(0, T˜ ;Hσ+
1
2 (Γ?)), si la fonction f est de classe C2 de de´rive´es borne´es et si l’Hypothe`se 4.4.6 a
lieu, alors on a la majoration
‖FNτ (UNτ )‖X ≤ c
{
(|τ |+N d6−s)‖u‖H2(0,T˜ ;Hs(Ω)d) + (|τ |+N−s)
2∑
i=1
‖ωi‖H2(0,T˜ ;Hs+1(Ω))
+N−s‖p‖L2(0,T˜ ;Hs+1(Ω)) +N−σ
2∑
i=1
(‖hi‖C0(0,T˜ ;Hσ(Ω)d) + ‖ωi?‖L2(0,T˜ ;Hσ+12 (Γ?)) + ‖ωi]‖L2(0,T˜ ;Hσ(Γ]))
}
.
(4.49)
Preuve. On e´crit
FNτ (UNτ ) = −(U − UNτ ) +
 T − TNτ 0
0 L − LNτ
 G1(U)
G2(U)

+
 TNτ 0
0 LNτ
 G1(U)− G1(UNτ )
G2(U)− G2(UNτ )

+
 TNτ 0
0 LNτ
 G1(UNτ )− G1Nτ (UNτ )
G2(UNτ )− G˜2Nτ (UNτ )

tel que G˜2Nτ = (G2Nτ , ξi?, ξ˜i], ξi0). Le premier terme est majore´ dans (3.38),(3.39),(4.45) et (4.46).
E´valuons le deuxie`me terme, on a
‖(T − TNτ )(G1(U))‖C0(0,T˜ ;L2(Ω)d)×L2(0,T˜ ;H1(Ω)) ≤ ‖(T − Tτ )(G1(U))‖C0(0,T˜ ;L2(Ω)d)×L2(0,T˜ ;H1(Ω))
+ ‖(Tτ − TNτ )(G1(U))‖C0(0,T˜ ;L2(Ω)d)×L2(0,T˜ ;H1(Ω))
≤ c|τ |‖u‖H2(0,T˜ ;L2(Ω)) + cN−s‖uτ‖H1(0,T˜ ;Hs(Ω)d) +N−s‖pτ‖L2(0,T˜ ;Hs+1(Ω)),
≤ c(|τ |+N−s)‖u‖H2(0,T˜ ;Hs(Ω)d).
Similairement,
‖(L − LNτ )(G2(U))‖C0(0,T˜ ;H1(Ω)) ≤ ‖(L − Lτ )(G2(U))‖C0(0,T˜ ;H1(Ω)) + ‖(Lτ − LNτ )(G2(U))‖C0(0,T˜ ;H1(Ω))
≤ c(|τ |+N−s)(‖θ‖H2(0,T˜ ;Hs+1(Ω)) + ‖ξ‖H2(0,T˜ ;Hs+1(Ω))).
L’estimation du troisie`me terme s’obtient de (2.64) combine´ avec (3.38), (4.45) et (4.46), ce qui donne∥∥∥∥∥∥
 TNτ 0
0 LNτ
 G1(U)− G1(UNτ )
G2(U)− G2(UNτ )
∥∥∥∥∥∥
X
≤ c(N d6−s‖u‖C0(0,T˜ ;Hs(Ω)d)
+N−s(‖θ‖C0(0,T˜ ;Hs+1(Ω)) + ‖ξ‖C0(0,T˜ ;Hs+1(Ω)))
)
.
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Enfin le dernier terme se majore en utilisant les meˆmes arguments que dans la preuve du Lemme 3.4.6,
on obtient∥∥∥∥∥∥
 TNτ 0
0 LNτ
 G1(UNτ )− G1Nτ (UNτ )
G2(UNτ )− G2Nτ (UNτ )
∥∥∥∥∥∥
X
≤ c N d6−s‖u‖C0(0,T˜ ;Hs(Ω)d)
+c N−s
(‖θ‖C0(0,T˜ ;Hs+1(Ω)) + ‖ξ‖C0(0,T˜ ;Hs+1(Ω)))
+c N−σ
(
‖h1‖L2(0,T˜ ;Hσ(Ω)) + ‖h2‖L2(0,T˜ ;Hσ(Ω))
+‖θ]‖L2(0,T˜ ;Hσ(Γ?)) + ‖θ?‖L2(0,T˜ ;Hσ+12 (Γ?))
+‖ξ]‖L2(0,T˜ ;Hσ(Γ?)) + ‖ξ?‖L2(0,T˜ ;Hσ+12 (Γ?))
)
.
On met bout a` bout ces estimations, ce qui donne l’estimation souhaite´e.
4.4.4 Re´sultat et conclusion
Toutes les hypothe`ses du the´ore`me duˆ a` Brezzi, Rappaz, Raviart, sont maintenant ve´rifie´es. On en
de´duit le re´sultat suivant.
The´ore`me 4.4.10 On suppose que pour tout s > d6 la solution du proble`me (4.18) a` (4.21) est dans
H2(0, T˜ ;Hs(Ω)d)× L2(0, T˜ ;Hs+1(Ω))×H2(0, T˜ ;Hs+1(Ω))×H2(0, T˜ ;Hs(Ω))
et que pour tout σ ≥ 12 ,
h1, h2 ∈ L2(0, T˜ ;Hσ(Ω)), θ?, ξ? ∈ L2(0, T˜ ;Hσ+ 12 (Γ?)), θ], ξ] ∈ C0(0, T˜ ;Hσ(Γ])).
De plus on suppose que la fonction f est de classe C2 sur R × R a` de´rive´es borne´es. Alors, il existe
un voisinage de (u, p, θ, ξ), un re´el positif τ0 et un entier positif N0 tels que pour tout τ , |τ | ≤ τ0 et
N ≥ N0, le proble`me (4.34) admette une solution unique (uNτ , pNτ , θNτ , ξNτ ) dans ce voisinage. De
plus, il existe une constante positive c telle que cette solution ve´rifie
‖u− uNτ‖C0(0,T˜ ;L3(Ω)d) + ‖p− pNτ‖L2(0,T˜ ;H1(Ω)) + ‖θ − θNτ‖C0(0,T˜ ;H1(Ω)) + ‖ξ − ξNτ‖C0(0,T˜ ;H1(Ω))
≤ c (|τ |+N d6−s)‖u‖H2(0,T˜ ;Hs(Ω)d) + c N−s‖p‖L2(0,T˜ ;Hs+1(Ω))
+ (|τ |+N−s)(‖θ‖H2(0,T˜ ;Hs+1(Ω)) + ‖ξ‖H2(0,T˜ ;Hs+1(Ω)))
+ cN−σ
(‖h1‖L2(0,T˜ ;Hσ(Ω)) + ‖h2‖L2(0,T˜ ;Hσ(Ω)) + ‖θ]‖C0(0,T˜ ;Hσ(Γ]))
+ ‖ξ]‖C0(0,T˜ ;Hσ(Γ])) + ‖θ?‖L2(0,T˜ ;Hσ+12 (Γ?)) + ‖ξ?‖L2(0,T˜ ;Hσ+12 (Γ?))
)
. (4.50)
Remarque 4.4.11 Si l’on suppose les donne´es re´gulie`res (c’est-a`-dire σ est grand), l’erreur se com-
porte en |τ |+N d6−s et est donc optimale en temps et quasi-optimale en espace.
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Cette section est consacre´e a` l’exploitation des re´sultats nume´riques obtenus avec notre code qui
s’est e´crit en FreeFem3d (voir [42, 82]), dont l’objectif est de ve´rifier nume´riquement les re´sultats
the´oriques pre´sente´s auparavant.
Apre`s avoir discre´tise´ le proble`me en utilisant le sche´ma d’Euler implicite en temps et me´thode
spectrale en espace, le proble`me est toujours nonline´aire. Pour le re´soudre nume´riquement nous pro-
posons le sche´ma ite´ratif line´aire suivant
Connaissons θm+1,k, ξm+1,k et calculons (um+1,k+1, pm+1,k+1) tel que
um+1,k+1 − um,k+1
τm
+ αum+1,k+1 +∇pm+1,k+1 = f(θm+1,k, ξm+1,k),
∇ · um+1,k+1 = 0.
Ensuite, e´tant donne´ um+1,k+1, on obtient θm+1,k+1 et ξm+1,k+1 tels que
θm+1,k+1 − θm,k+1
τm
+ (um+1,k+1 · ∇)θm+1,k+1 −∇ · (λ11∇θm+1,k+1)−∇ · (λ12∇ξm+1,k+1) = hm+11 ,
ξm+1,k+1 − ξm,k+1
τm
+ (um+1,k+1 · ∇)ξm+1,k+1 −∇ · (λ22∇ξm+1,k+1)−∇ · (λ21∇θm+1,k+1) = hm+12 .
On re´fe`re a` la Section 3.5.1 pour montrer la convergence de la solution de ce proble`me vers la solution
du proble`me (4.28) a` (4.31).
4.5.1 Pre´cision temporelle
Afin de confirmer nos re´sultats the´oriques, on s’inte´resse a` calculer l’erreur due a` la disre´tisation
en temps. Pour cela nous construisons le proble`me en dimension 3 ou` la solution exacte est donne´e
dans ]0, 1[3 par
u1 = cos(t)y − sin(pi + t)z2,
u2 = sin(t)(x− 1) + cos(pit),
u3 = −2tx,
p = sin(t)x+ cos(t)(y + z2),
T = cos(t)(x2 + 2y2 − z),
C = sin(t)(−x+ y3).
(4.51)
On choisit les coefficients α et les λij , i, j = 1, 2 comme suit
α = T 2 + C2 + 2,
λ11 = T + C + 10, λ12 = 0,
λ22 = T
2 + C2 + 2, λ21 = T + C.
130
4.5. Re´sultats nume´riques
Nous avons effectue´ plusieurs simulations en divisant le pas de temps δt par 2 a` chaque fois et on
calcule l’erreur suivante
Eδt =
(
‖(u− uN )(·, 1)‖2L2(Ω)d + ‖(p− pN )(·, 1)‖2H1(Ω) + ‖(T − TN )(·, 1)‖2H1(Ω) + ‖(C − CN )(·, 1)‖2H1(Ω)
)1/2
a` T e´gal a` 1. Puis, on calcule l’ordre
O δt
2
=
log( EδtE δt
2
)
log(2)
Le tableau 4.1 re´sume les re´sultats obtenus pour la solution choisie (4.51). Nous remarquons que l’ordre
de la convergence est 1 ce qui confirme les re´sultats the´oriques.
δt ‖u− uNτ‖L2 ‖p− pNτ‖H1 ‖T − TNτ‖H1 ‖C − CNτ‖H1 Eδt O δt
2
1/10 0.0857566 0.012930528 0.00149140204 0.0023221721 0.0867699 —–
1/20 0.0439146 0.00661327073 0.00075938369 0.00125394449 0.044434 0.96553064622
1/40 0.0222392 0.00324639697 0.0003825345 0.00077868898 0.0224916 0.98227772553
1/80 0.0111938 0.00181925399 0.00019111449 0.00061733036 0.0113591 0.98553776243
1/160 0.00561677 0.00115276401 0.9449217× 10−4 0.00057960169 0.00576384 0.97874633927
1/320 0.00281525 0.00112413206 0.4616398× 10−4 0.00057479041 0.00308575 0.90140910492
Tableau 4.1 – Estimation de l’ordre de convergence en temps
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La figure 4.1 correspond aux courbes d’erreurs donne´es dans le tableau pre´ce´dent,
Figure 4.1 – Convergence en norme H1(Ω) par rapport au pas du temps
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4.5.2 Pre´cision spatiale
Pour illustrer maintenant la convergence due a` la discre´tisation en espace dans le carre´ ] − 1, 1[2,
on choisit une solution test d’ordre 1 en temps pour que l’erreur en temps soit nulle,
u1 = −t sin(pix) cos(piy) + t+ 1, u2 = t cos(pix) sin(piy) + 2t+ 1,
p =
−1
pi
sin(pix) cos(piy), (4.52)
T = t(2 cos(pix) sin(piy) + 1), C = t sin(pix) cos(piy) sin(pi(x+ y)) + t− 1.
On prend les coefficients de perme´abilite´ et conductivite´s comme suit
α(T,C) =
1
T 2 + C2 + 1
,
λii = λ21 = T
2 + C2 + 2, i = 1, 2 et λ12 = 0.
On fixe le pas du temps δt e´gal a` 0, 1. Nous mesurons les erreurs entre la solution exacte et la
solution discre`te. Ensuite, nous re´sumons tous les re´sultats dans le tableau suivant
N 5 10 15 20 25
‖u− uNτ‖L2 0.0239346 4.72296× 10−6 9.10166× 10−11 1.71384−15 1.98557× 10−15
‖p− pNτ‖L2 0.00556962 1.06304× 10−6 2.10295× 10−11 9.99812× 10−16 9.21327× 10−16
‖∇(p− pNτ )‖L2 0.0585162 2.87076× 10−5 8.31959× 10−10 6.45834× 10−14 4.9804× 10−14
‖T − TNτ‖L2 0.0338487 6.67927× 10−6 1.28717× 10−10 1.31802× 10−15 3.20228× 10−15
‖∇(T −TNτ )‖L2 0.388367 0.000180375 6.00755× 10−9 4.30229× 10−14 2.3475× 10−14
‖C − CNτ‖L2 0.221504 0.0013004 1.6752× 10−6 1.37947× 10−10 1.00214× 10−14
‖∇(C−CNτ )‖L2 2.05033 0.0372901 7.73926× 10−5 9.69389× 10−9 9.57486× 10−13
Tableau 4.2 – Estimation de l’ordre de convergence en espace
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Nous trac¸ons dans les Figures 4.2 et 4.3 le comportement de la norme de l’erreur en e´chelle
logarithmique, en fonction du parame`tre N . Nous remarquons que l’erreur de´croˆıt rapidement quand
N croˆıt.
Figure 4.2 – Convergence en norme L2(Ω) par rapport au degre´ de polynoˆme
Figure 4.3 – Convergence en norme H1(Ω) par rapport au degre´ de polynoˆme
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Nous pre´sentons dans les figures 4.4 et 4.5 la solution analytique donne´e dans (4.52) et la solution
approche´e calcule´e pour N = 16.
Figure 4.4 – Solution exacte (Gauche) vers solution spectrale pour N = 16 (Droite) :
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Figure 4.5 – Solution exacte (Gauche) vers solution spectrale pour N = 16 (Droite) :
Vue la pre´cision avec laquelle est calcule´e la solution, il n’y a presque pas de diffe´rence entre
les figures. Quand nous connaissons la solution et pour un choix judicieux des solutions exactes, la
me´thode converge rapidement vers la solution cherche´e.
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4.5.3 Proble`me de Horton-Rogers-Lapwood
Dans cette partie, nous avons choisi de pre´senter les simulations nume´riques du proble`me de
Horton-Rogers-Lapwood (HRL) qu’on a conside´re´ dans la Section 3.5.3 tel que la concentration de
masse est prise en compte, voir [67, Chap. 9]. En l’absence de simulation nume´rique de ce type de
proble`me dans la litte´rature, nous avons effectue´ une se´rie de tests tridimensionnels, cherchant a`
mode´liser le transfert de chaleur et de la concentration de masse dans un milieu poreux.
Meˆme si les parame`tres physiques conside´re´es dans ce travail ne sont pas re´alistes, ne´anmoins notre
but est d’illustrer l’impact de la concentration de masse sur le proble`me de couplage Darcy-chaleur.
Pour ceci, on se place dans le domaine ]0, 2[×]0, 1[×]0, 1[ et on re´sout le proble`me suivant :
∂tu+ u+∇p = ρ0
(
1− βT (T − Tb)− βs(C − Cb)
)
g
∇ · u = 0
∂tT + (u · ∇)T −∇ · (λ11∇T )−∇ · (λ12∇C) = 0
∂tC + (u · ∇)C −∇ · (λ22∇C)−∇ · (λ21∇T ) = 0,
tel que g = (0, 0, g) est l’acce´le´ration gravitationnelle, βT , βs sont respectivement les coefficients
d’expansion thermique et massique, ρ0 repre´sente la densite´ du fluide.
Le fluide est chauffe´ par le bord infe´rieur (le bas) qui contient plus de masse afin de ge´ne´rer une
convection naturelle due entre autres aux gradients de tempe´rature et de concentration de masse. Pour
cela nous allons effectuer des expe´riences ou` ces gradients vont augmenter jusqu’au de´clenchement de
rouleaux (Rayleigh-Bernard).
Les conditions aux limites sont prises comme suit
u · n = 0 sur ∂Ω
T = Tb + δT, C = Cb + δC sur z = 0
T = Tb, C = Cb sur z = 1
∂T
∂n
= 0,
∂C
∂n
= 0 sur ]0, 2[×]0, 1[.
Nous fixons les parame`tres physiques
ρ0 = βT = βs = 1
λ11 = λ22 = 1, λ12 = 0.03, λ21 = 1.
Nous prenons Tb et Cb e´gaux a` 0. Pour tous ces tests, on fixe le pas du temps a` δt = 0.1 et on cherchera
la solution spectrale avec des degre´s de polynoˆmes e´gaux a` : Nx = 20, Ny = 10 et Nz = 10 afin de
respecter la longueur qui est deux fois la largeur (et hauteur) du domaine.
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Test 1
Dans ce premier test, on fixe le gradient de tempe´rature a` 100 et on fait augmenter celui de
concentration dans le but de mesurer l’impact de cette dernie`re sur la formation ou non de rouleaux.
Nous avons donc re´aliser quatre calculs avec δC e´gal a` 100, 200, 300 et 500.
La figure 4.6 : (a) et (b) montre bien que pour des valeurs δC = 100 et δC = 200, la formation d’un
(a) δC = 100 (b) δC = 200
(c) δC = 300 (d) δC = 500
Figure 4.6 – Champ de vecteur de vitesse quand δT = 100
rouleau dominant est e´tablie alors que l’on peut observer la formation d’un autre plus petit (faible).
Ceci est illustre´ aussi par les ”Stream lines” ( ligne de courant).
A` noter que pour des raisons que l’on ignore la formation de ce rouleau dominant passe du cote´
droit au cote´ gauche entre les deux simulations. Ces re´sultats sont confirme´s par la figure 4.7 (a) et
(b) qui repre´sente les iso-surfaces de la tempe´rature. En effet la forme de ces iso-surfaces ne sont pas
“syme´triques” par rapport au plan x = 1 et donc il y a plus de froid que de chaud dans un coˆte´ par
rapport a` l’autre.
Tandis que dans les figures 4.6 et 4.7 : c et d, on observe la formation de deux rouleaux de meˆme
“taille”.
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(a) δC = 100 (b) δC = 200
(c) δC = 300 (d) δC = 500
Figure 4.7 – Iso-surfaces de la tempe´rature quand δT = 100
Notre conclusion est donc pour provoquer la formation de deux rouleaux avec un gradient de
tempe´rature e´gal a` 100, il fallait un gradient de concentration proche de 300 ou supe´rieur.
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(a) δC = 100 (b) δC = 200
(c) δC = 300 (d) δC = 500
Figure 4.8 – Iso-surfacse de la concentration quand δT = 100
Test 2
Dans le test suivant, nous allons chercher a` quelle valeur de gradient de tempe´rature δT , la forma-
tion de ces deux rouleaux va se re´aliser en fixant le gradient de concentration a` 10.
On observe que la formation de deux rouleaux de meˆme taille s’effectue a` partir de δT = 600. Ceci
est illustre´ par les figures 4.9 (b et c) ou` le champs de vitesses et le ”Stream lines” montrent bien
ce phe´nome`ne. La figure 4.10, pre´sente les iso-surfaces de la tempe´rature et la figure 4.11 repre´sente
celles de la concentration.
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(a) δT = 500 (b) δT = 600
(a) δT = 1000
Figure 4.9 – Champs de vecteurs de vitesse pour δC = 10
4.6 Conclusion
Dans ce chapitre, nous avons de´crit le proble`me aux limites qui mode´lise le transfert de chaleur
et de masse dans un milieu poreux. Nous avons e´tabli l’existence de la solution. Ensuite, nous avons
propose´ une discre´tisation en temps et en espace du syste`me complet en utilisant le sche´ma d’Euler
implicite et les me´thodes spectrales. Des estimations d’erreur optimales ont e´te´ prouve´es et a` la fin
nous avons pre´sente´ quelques expe´riences nume´riques qui confirment l’inte´reˆt de la discre´tisation.
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(a) δT = 500 (b) δT = 600
(c) δT = 1000
Figure 4.10 – Iso-surfaces de la tempe´rature pour δC = 10
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(a) δT = 500 (b) δT = 600
(c) δT = 1000
Figure 4.11 – Iso-surfaces de la concentration pour δC = 10
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Conclusion ge´ne´rale et perspectives
Conclusion
Dans ce travail nous nous sommes inte´resse´s a` l’analyse des proble`mes issus de milieu poreux, tant
du point de vue mathe´matique (existence de solution) que du point de vue nume´rique (discre´tisation
en temps et en espace).
Au cours de cette the`se nous avons e´tudie´ trois proble`mes sur les milieux poreux :
• Discre´tisation spectrale des e´quations de Darcy instationnaires non line´aires.
• Discre´tisation spectrale des e´quations de Darcy e´crites sous l’approximation de Boussinesq couple´es
avec l’e´quation de la chaleur.
• Discre´tisation spectrale des e´quations de Darcy e´crites sous l’approximation de Boussinesq couple´es
avec les e´quations de chaleur et de masse.
Perspectives
Plusieurs perspectives de de´veloppement sont envisageables.
Les me´thodes spectrales sont des me´thodes d’ordre e´leve´ en espace. Une difficulte´ est qu’une partie
de cette pre´cision spatiale est inutile par une discre´tisation temporelle dont l’ordre serait moins e´leve´.
Cette pre´cision temporelle est souvent, au mieux, d’ordre 1 ou 2 et peut donc de´grader la pre´cision
globale de ces me´thodes. Un de´fi est donc de construire une me´thode pre´cise a` la fois temporellement
et spatialement.
Nous avons ouvert une voie originale a` la re´solution spectrale des e´quations de Darcy–Forchheimer.
Ces dernie`res mode´lisent l’e´coulement d’un fluide monophasique dans un milieu poreux. La loi de
Forchheimer est une loi non line´aire qui ge´ne´ralise la loi de Darcy. Elle est valable quand l’e´coulement
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est lent ou rapide. Les e´quations de Darcy–Forchheimer s’e´crivent
µ
ρ
K−1u+
β
ρ
|u|u+∇p = 0 dans Ω,
∇ · u = f dans Ω,
u · n = g sur ∂Ω,
ou` ρ est la densite´ de fluide, µ repre´sente sa viscosite´, β est la viscosite´ dynamique et K la perme´abilite´.
Nous supposons que les donne´es f et g sont positives. Cette base de travail ainsi que la re´fe´rence ou`
le proble`me de Darcy–Forchheimer est aborde´ par les e´le´ments finis [52] repre´sentent cependant un
socle important pour la re´solution par les me´thodes spectrales.
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