Background: Feature map-based segmentation techniques are attractive because of their speed and simplicity. However, feature space analysis is most commonly limited to two-dimensions and rarely to three dimensions. Full exploitation of MR images with multiple contrasts for accurate classification of heterogeneous pathology requires high dimensional ((≥4) feature space analysis. However, generation of high dimensional feature maps poses severe problems because of the increased memory requirements and the associated computational complexity. KNN (k nearest neighbor) scheme is commonly used for generation of feature maps. However, existing fast KNN methods can not be directly applied to higher dimensional feature space. In this work we present a method for generation and classification of high dimensional feature space that can be implemented on conventional PC's and applied it segment four echo based MR images of multiple sclerosis (MS) brains. Methods: The feature space is divided into multiple hypercubes to reduce the memory requirements. This can be understood using a 2D case as shown in Fig. 1(a) . The feature space is divided into subspaces (smaller squares as shown in Fig. 1(b) . The classification of one subspace would be affected by the training seeds in and around that subspace. Applying the effective distance of the seed (distE) we form the overlap between subdivisions ( Fig. 1 (c) ). In Fig. 1(d) , the feature vector (solid dot) inside the solid square can be classified by the training seeds contained within the circle of radius distE which is centered on the feature vector. In order to classify the feature vectors that are close to the boundary of the subspace, we need to examine the seed points outside the solid square (Fig. 1d) , but confined within the overlapping region. This substantially reduces the data size that needs to be processed simultaneously. To simplify the computational complexity of KNN, three rules are applied. 1) Detect the number of seeds within the circle of radius distE and centered on a feature vector; discard if the number of seed points in this circle is smaller than K. 2) If the number of seeds within the circle is equal to K and if the number of points belonging to the same class is > K/2, then the point is automatically classified (winner takes all). 3) If the number of points, K', is greater than K but if there is one class that contains greater than K/2 points (winner), the class is automatically determined to be the same as the winner. Therefore, only those points in the feature space that have at least K seed prototypes need to be classified. Since the whole feature space is divided, we can concentrate only on one subspace at a time. Using circles of radius, distE, centered on each of the seed prototypes (small solid circles in Fig. 2(a) ), we can determine the feature vectors that need to be classified by retaining those which are contained within the solid square and overlapping regions covered at least by K circles according to rule 1 above. This concept is described in Fig. 2 which shows three seed prototypes in three circles. In this figure "1" represents the region covered by only single circle, "2" denotes the overlapping region covered by two circles, and "3" denotes the region of intersection of all the three circles. If K equals to 1, then the region to be classified will be all those points with a value of at least 1. If K equals 2, then the region to be classified will be all those points with a value of at least 2. In this way, the number of feature vectors to be classified can be reduced considerably. Rules 2 and 3 are applied on those feature vectors that are retained after applying rule 1. If there are exactly K circles that cover this feature vector, then the feature vector can be automatically classified by counting the number in each class of those seeds and assigning it to the same class as the majority of the seed prototypes. If there are K'> K circles covering the feature vector to be classified, the feature vector is assigned to the same class as those seeds that are at least (K'-K/2) in number. Based on these criteria, the numbers of feature vectors that still need to be classified are restricted to those located at the interface (Fig 2(b) ).

