We present the first measurements of the Probability Distribution Function (PDF) of galaxy fluctuations in the four-passes, first-epoch VIMOS-VLT Deep Survey (VVDS) cone, covering 0.4 x 0.4 deg between 0.4< z <1.5. We show that the PDF of density contrasts of the VVDS galaxies is an unbiased tracer of the underlying parent distribution up to redshift z =1.5, on scales R=8 and 10 h −1 Mpc . The second moment of the PDF, i.e., the rms fluctuations of the galaxy density field, is with good approximation constant over the full redshift baseline investigated: we find that, in redshift space, σ8 for galaxies brighter than M c B = −20 + 5 log h has a mean value of 0.94±0.07 in the redshift interval 0.7< z <1.5. The third moment, i.e., the skewness, increases with cosmic time: we find that the probability of having underdense regions is greater at z ∼0.7 than it was at z ∼1.5. By comparing the PDF of galaxy density contrasts with the theoretically predicted PDF of mass fluctuations we infer the redshift-, density-, and scale-dependence of the biasing function b(z, δ, R) between galaxy and matter overdensities up to redshift z =1.5. Our results can be summarized as follows: i) the galaxy bias is an increasing function of redshift: evolution is marginal up to z ∼0.8 and more pronounced for z ∼ >0.8; ii) the formation of bright galaxies is inhibited below a characteristic mass-overdensity threshold whose amplitude increases with redshift and luminosity; iii) the biasing function is non linear in all the redshift bins investigated with non-linear effects of the order of a few to ∼ 10% on scales > 5 h −1 Mpc. By subdividing the sample according to galaxy luminosity and colors, we also show that: iv) brighter galaxies are more strongly biased than less luminous ones at every redshift and the dependence of biasing on luminosity at z ∼0.8 is in good agreement with what is observed in the local Universe; v) red objects are systematically more biased than blue objects at all cosmic epochs investigated, but the relative bias between red and blue objects is constant as a function of redshift in the interval 0.7< z <1.5, and its value (b rel ∼ 1.4) is similar to what is found at z ∼0.
Introduction
The understanding of how matter structures grow via gravitational instability in an expanding Universe is quite well developed and has led to a successful and predictive theoretical framework (e.g., Peebles, 1980; .
One of the most critical problems, however, is to understand the complex mechanisms which, on various cosmological scales, regulate the formation and the evolution of luminous structures within the underlying dark-matter distribution. Its solution ultimately relies on the comprehension of the "microscopic" physics which describes how the baryons fall, heat-up, virialize, cool and form stars in the potential wells generated by the dominant mass component of the Universe, i.e., the non-baryonic dark matter (e.g., White & Rees, 1978) . A zero-order, minimal approach to this investigation consists in characterizing "macroscopically" the cosmological matter fluctuations in terms of a reduced set of fundamental quantities, essentially their positions and mass scales, and in studying how the respective spatial clustering and density amplitudes relate to the corresponding statistics computed for light fluctuations. This comparison scheme is generally referred to as matter-galaxy biasing (e.g., Dekel & Lahav, 1999 ).
An operational definition of bias is conventionally given in terms of continuous density fields by assuming that the local density fluctuation pattern traced by galaxies (δ g ) and mass (δ) are deterministically related via the "linear biasing scheme"
where the constant "slope" b is the biasing parameter (Kaiser, 1984) . This specific formulation, however, represents a very crude approximation which is not based on any theoretical or physical motivation. It is obvious, for example, that such a model cannot satisfy the physical requirement δ g (−1) = −1 for any arbitrary value b = 1. In particular the biasing process could be non local (e.g., Catelan et al., 1998) , stochastic (e.g., Dekel & Lahav, 1999) and non linear (e.g., Mo & White, 1996) . Moreover, both theory and numerical simulations predict that the bias grows monotonically from the present cosmic epoch to high redshifts (e.g., Dekel & Rees, 1987; Fry, 1996; Mo & White, 1996; Tegmark & Peebles, 1998; Basilakos & Plionis, 2001) .
From a theoretical perspective, light does not follow the matter distribution on sub-galactic scales, where nearly 90% of dense, low-mass dark matter fluctuations (M∼ 10 7 -10 8 M ⊙ ) failed to form stars and to become galaxies (e.g., Klyplin et al., 1999; Moore et al., 1999; Dalal & Kochanek, 2002) . A difference in the spatial distribution of visible and dark matter is predicted also Send offprint requests to: C. Marinoni, e-mail: marinoni@brera.mi.astro.it ⋆ Based on data obtained with the European Southern Observatory Very Large Telescope, Paranal, Chile on galactic scales, since the radial scaling of density profiles of dark matter halos (Navarro, Frenk & White, 1997) differs from the three-dimensional radial distributions of light (Sersic and Freeman laws). Galaxy biasing is theoretically expected also on cosmological scales. In particular, simulations of the large-scale structure predict the existence of a difference in the relative distribution of mass and dark halos (e.g., Cen & Ostriker, 1992; Bagla, 1998; or galaxies (e.g., Evrard, Summers, & Davis, 1994; Blanton et al., 2000; Kayo, Taruya & Suto, 2001) . Various physical mechanisms for biasing have been proposed, such as, for example, the peaks-biasing scheme (Kaiser, 1984; Bardeen et al., 1986) , the probabilistic biasing approach (Coles, 1993) , or the biasing models derived in the context of the extended Press & Schechter approximation (Mo & White, 1996; .
Turning to the observational side, the fact that, in the local Universe, galaxies cluster differently according to morphological type (Davis & Geller, 1976) , surface brightness (Davis & Djorgovski, 1985) , luminosity (Maurogordato & Lachièze-Rey, 1987) , or internal dynamics (White, Tully & Davis, 1988) implies that not all can simultaneously trace the underlying distribution of mass, and that galaxy biasing not only exists, but might also be sensitive to various physical processes. As a matter of fact, redshift information which recently became available for large samples of galaxies have significantly contributed to better shaping our current understanding of galaxy biasing, at least in the local Universe. The analysis of the power spectrum (Lahav et al., 2002) and bispectrum (Verde et al., 2002) of the 2dF Galaxy Redshift Survey (2dFGRS Colless et al., 2001 ) consistently shows that a flux-limited sample of local galaxies ( z <0.25), optically selected in the b J -band (b J ≤ 19.4), traces the mass, i.e., it is unbiased, on scales 5<R(h −1 Mpc )<30. The galaxy correlation function has been measured up to redshift ∼1 by the CFRS (Le Fèvre et al., 1996) , and by the CNOC (Carlberg et al., 2000) surveys giving conflicting evidence on clustering amplitude and bias evolution (see Small et al., 1999) . More recently, the analysis of the first season DEEP2 data (Coil et al., 2004) seems to indicate that a combined R-band plus color selected sample is unbiased at z∼1. On the contrary, measurements of the clustering Giavalisco et al., 1998; Foucaud et al., 2003) or of the amplitude of the countin-cell fluctuations (Aldeberger et al., 1998) of Lymanbreak galaxies (LBGs) at z ∼3 suggest that these objects are more highly biased tracers of the mass density field than are galaxies today. Higher redshift domains have been probed by using photometric redshift information (Arnouts et al., 1999) , or compilation of heterogeneous samples (Magliocchetti et al., 2000) . Again, the clustering signal appears to come from objects which are highly biased with respect to the underlying distribution of mass.
While there is general observational consensus on the broad picture, i.e., that biasing must decrease with cosmic time, the elucidation of the finer details of this evolution as well as any meaningful comparison with specific theoretical predictions is still far from being secured. Since clustering depends on morphology, color and luminosity, and since most high redshift samples have been selected according to different colors or luminosity criteria, it is not clear, for example, how the very different classes of objects (Ly-break galaxies, extremely red objects or ultraluminous galaxies), which populate different redshift intervals, can be considered a uniform set of mass tracers across different cosmic epochs. Furthermore, one must note that the biasing relation is likely to be nontrivial, i.e., non-linear and scale dependent, especially at high redshift (e.g., Somerville et al., 2001) .
Only large redshift surveys defined in terms of uniform selection criteria and sampling typical galaxies (or their progenitors), rather than small subclasses of peculiar objects, promise to yield a more coherent picture of biasing evolution. In particular, the 3D spatial information provided by the VIMOS-VLT Deep Survey (VVDS, Le Fèvre et al., 2005a , hereafter Paper I) should allow us to investigate the mass and scale dependence, as well as to explore the time evolution of the biasing relation between dark matter and galaxies for a homogeneous, flux-limited (I≤24) sample of optically selected galaxies.
The intent of this paper is to provide a measure, on some characteristic scales R, over the continuous redshift interval 0.4< z <1.5, of the local, non-linear, deterministic biasing function
The goal is to provide an observational benchmark to theories predicting the efficiency of structure formation, or semi-analytical simulations of galaxy evolution. The problem, however, is to find an optimal strategy to evaluate the biasing function in the quasi-pencil-beam geometry of the first-epoch VVDS survey. At present, the angular size of the first-epoch VVDS redshift cone (∼ 0.5deg
2 ) does not allow us to constrain the biasing function using high order moments of the galaxy distribution (for example the 3-point correlation function). Moreover, we cannot determine the biasing function simply regressing the galaxy fluctuations (δ g ) versus mass fluctuations (δ). The fundamental limitation preventing such an intuitive comparison is evident: it is easy to "pixelize" the survey volume and to measure the galaxy fluctuations in each survey cell, but, since the VVDS is not a matter survey, it is much less straightforward to assign to each cell a mass density value. Thus, in this paper, we take an orthogonal approach and we infer the biasing relation δ g = δ g (δ) between mass and galaxy overdensities from their respective probability distribution functions (PDFs) f (δ) and g(δ g ): assuming a one-to-one mapping between mass and galaxy overdensity fields, conservation of probability implies
The advantage over other methods is that we can explore the functional form of the relationship δ g = b(z, δ, R)δ over a wide range in mass density contrasts, redshift intervals and smoothing scales R without specifying any a-priori parametric functional form for the biasing function.
In pursuing our approach, we assume that the PDF of matter overdensities f (δ) is satisfactorily described by theory and N-body simulations. What we will try to assess explicitly, is the degree at which the measured PDF of the VVDS overdensities g(δ g ) reproduces the PDF of the underlying parent population of galaxies. The large size and high redshift sampling rate of the VVDS spectroscopic sample, together with the multi-color information in the B, V, R, I filters of the parent photometric catalog and the relatively simple selection functions of the survey, allow us to check for the presence of observational systematics in the data. In principle, this analysis helps us to constrain the range of the parameter space where first-epoch VVDS data can be analyzed in a statistically unbiased way and results can be meaningfully interpreted.
The outline of the paper is the following: in §2 we briefly describe the first-epoch VVDS data sample. In §3 we introduce the technique applied for reconstructing the three-dimensional density field traced by VVDS galaxies, providing details about corrections for various selection effects. In §4 we outline the construction of the PDF of galaxy overdensities and test its statistical representativity. We then derive the PDF of VVDS density contrasts and analyze its statistical moments. In §5 we review the theoretical properties of the analogous statistics for mass fluctuations. Particular emphasis is given to the problem of projecting the mass PDF derived in real space into redshift-perturbed comoving coordinates in the high redshift Universe. The method for computing the biasing function is introduced and tested against possible systematics in §6. VVDS results are presented and discussed in §7. and compared to theoretical models of biasing evolution in §8. Conclusions are drawn in §9. The coherent cosmological picture emerging from independent observations and analysis motivate us to frame all the results presented in this paper in the context of a ΛCDM cosmological model with Ω m = 0.3 and Ω Λ = 0.7. Throughout, the Hubble constant is parameterized via h = H 0 /100. All magnitudes in this paper are in the AB system (Oke & Gunn 1983) , and from now on we will drop the suffix AB.
The First-Epoch VVDS Redshift Sample
The primary observational goal of the VIMOS-VLT Redshift Survey as well as the survey strategy and firstepoch observations in the VVDS-0226-04 field (from now on simply VVDS-02h) are presented in Paper I.
Here it is enough to stress that, in order to minimize selection biases, the VVDS survey in the VVDS02h field, has been conceived as a purely flux-limited (17.5 ≤ I ≤ 24) survey, i.e., no target pre-selection according to colors or compactness is implemented. Stars and QSOs have been a-posteriori removed from the final redshift sample. Photometric data in this field are complete and free from surface brightness selection effects, up to the limiting magnitude I=24 (Mc Cracken et al., 2003) .
First-epoch spectroscopic observations in the VVDS02h field were carried out using the VIMOS multi-object spectrograph during two runs between October and December 2002 (see Paper I). VIMOS observations have been performed using 1 arcsecond wide slits and the LRRed grism which covers the spectral range 5500 < λ(Å) < 9400 with an effective spectral resolution R ∼ 227 at λ = 7500Å. The accuracy in redshift measurements is ∼275 km/s. Details on observations and data reduction are given in Paper I, and in Le Fèvre et al. (2004) .
The first-epoch VVDS-02h data sample extends over a sky area of 0.7×0.7 deg (which was targeted according to a 1, 2 or 4 passes strategy, i.e., giving to any single galaxy in the field 1, 2 or 4 chances to be targeted by VIMOS masks (see fig. 12 of paper I)) and has a median depth of about z ∼0.76. It contains 6582 galaxies with secure redshifts (i.e., redshift determined with a quality flag≥2 (see Paper I)) and probes a comoving volume (up to z =1.5) of nearly 1.5 · 10 6 h −3 Mpc 3 in a standard ΛCDM cosmology. This volume has transversal dimensions ∼ 37x37 h −1 Mpc at z =1.5 and extends over 3060 h −1 Mpc in radial direction.
For this study we define a sub-sample (VVDS-02h-4) with galaxies having redshift z <1.5 and selected in a continuous sky region of 0.4×0.4 deg which has been homogeneously targeted four times by VIMOS slitmasks. Even if we measure redshifts up to z ∼5 and in a wider area, the conservative angular and redshift limits bracket the range where we can sample in a denser way the underlying galaxy distribution and, thus, minimize biases in the reconstruction of the density field (see the analysis in §4.1). The VVDS-02h-4 subsample contains 3448 galaxies with secure redshift (3001 with 0.4 < z < 1.5) and probes onethird of the total VVDS-02h volume. This is the main sample used in this study.
The Density Field Reconstruction Scheme
The first ingredient we need in order to derive the biasing relation
is a transformation scheme for diluting an intrinsic pointlike process, such as the galaxy distribution in a redshift survey, into a continuous 3D overdensity field (see the review by Strauss & Willick, 1995) . We write the dimensionless density contrast at the comoving position r, smoothed over a typical dimension R as
and we define (e.g., Hudson, 1993 ) the smoothed number density of galaxies above the absolute magnitude threshold M c as the convolution between Dirac's delta functions and some arbitrary filter
where the sum is taken over all the galaxies in the sample, S(r, M c ) is the distance-dependent selection (or incompleteness) function of the sample (see §3.2), Φ z (m) is the redshift sampling function (see §3.3) and F (|r|/R) is a smoothing kernel of width R. In this paper, the smoothing window F is modeled in terms of a normalized Top-Hat (TH) filter
where Θ is the Heaviside function, defined as Θ(x) = 1 for 0 ≤ x ≤ 1, and Θ(x) = 0 elsewhere. Within this weighting scheme, shot-noise errors are evaluated by computing the variance of the galaxy field
Note that all coordinates are comoving and that the mean density ρ g depends on cosmic time. Since we observe an evolution of nearly a factor of two in the mean density of galaxies brighter than M * B (z = 0) from redshift z=0 up to z=1 (see Ilbert et al. (2005) , hereafter Paper II), we compute the value of ρ g at position r (corresponding to some look-back time t) with eq. (6) by simply averaging the galaxy distribution in survey slices r ± R s where R s = 400 h −1 Mpc. We note that conclusions drawn in this paper depend very weakly on the choice of R S in the interval 200< R s ( h −1 Mpc )<600. In this paper, the density field is evaluated at positions r in the VVDS-02h volume that can be either random or regularly displaced on a 3D grid (see section 3.4). Even if we correct for the different sampling rate in the VVDS02h field (by weighting each galaxy by the inverse of redshift sampling function (Φ z (m))) we always select, for the purposes of our analysis, only the density fluctuations recovered in spheres having at least 70% of their volume in the denser 4-passes volume. This in order to minimize the Poissonian noise due to the sparser redshift sampling outside the VVDS-02h-4 field.
We also consider only volumes above the redshift threshold z t where the transversal dimension L of the first-epoch VVDS-02h cone is L(z t ) >2R. As an example, for TH windows of size R=5(10) h −1 Mpc we have z t ∼ 0.4(0.7). Within the redshift range 0.4< z <1.5 the VVDS02h field contains 5252 galaxies (of which 3001 are in the four passes region.)
Note that we have characterized the galaxy-fluctuation field in terms of the number density contrast, instead of the luminosity density contrast, because the former quantity is expected to show a time-dependent variation which is more sensitive to the galaxy evolution history (formation and merger rates, for example). Moreover, as described in section §3.4, a robust description of the density field and a reliable determination of the PDF shape can be obtained only minimizing the shot noise component of the scatter; this is more easily done by considering galaxy number densities rather than galaxy light densities.
The most critical elements of the smoothing process are directly readable in eq. (6): we must first evaluate galaxy absolute magnitudes at each redshift in the most reliable way, then specify the selection function and the redshift sampling rate of the VVDS survey. In the next sections we will describe how these quantities have been evaluated.
The K-correction
The absolute magnitude is defined as:
where the suffixes r and o designate respectively the restframe band in which the absolute magnitude is computed and the band where the apparent magnitude is observationally measured, and d L is the luminosity distance evaluated in a given a-priori cosmology (i.e., using an appropriate set of cosmological parameters
The correction factor K, which depends on redshift and the spectral energy distribution (SED), accounts for the fact that the system response in the observed frame corresponds to a narrower, bluer rest-frame passband, depending on the redshift of the observed object. A complete description of the application of this transformation technique to VVDS galaxies is detailed in Paper II.
The estimate of the galaxy absolute luminosity is thus affected by the uncertainties introduced by probing redshift regimes where the k − correction term cannot be neglected. Anyway, using mock catalogs simulating the VVDS survey, we have shown (see Fig. A .1 in Paper II) that the errors in the recovered absolute magnitude are significantly smaller in the B band (σ B = 0.08) than in the I band (σ I = 0.17). Thus, in what follows we will use absolute luminosities determined in the B-band restframe.
The Radial Selection Function
Since our sample is limited at bright and faint apparent magnitudes (17.5≤I≤24), at any given redshift we can only observe galaxies in a specific, redshift-dependent, absolute magnitude range. It is usual to describe the sample radial incompleteness by defining the selection function in terms of the galaxy luminosity function ϕ(M)
Here M b (r) and M f (r) are the B-band absolute magnitudes which correspond, at distance r, to the I-band limiting apparent magnitudes m b = 17.5 and m f = 24 respectively (see discussion at the end of the section). Since eq. (9) also depends on galaxy colors, we compute its mean value at distance r by a weighted average over the population mix observed at distance r.
The VVDS luminosity function (LF) has been derived in Paper II and is characterized by a substantial degree of evolution over the redshift range 0< z <1.5. Therefore, we estimate ϕ(M) in the B band at any given position in the redshift interval [0, 1.5] by interpolating, with a low order polynomial function, the Schechter shape parameters α and M * given in Table 1 of Paper II.
Assuming M c B = −15 in eq. 10, which corresponds to the limiting absolute magnitude over which the LF of the VVDS-02h sample can be robustly constrained in the lowest redshift bins, the selection function exponentially falls by nearly 2 orders of magnitude in the redshift range up to z <1.5. Thus, the density field reconstruction strongly depends on the radial selection function used especially at high redshifts, where eq. 10 can be affected by possible systematics in the determination of the LF or in the measurements of faint magnitudes. Therefore, we will also analyze volume-limited sub-samples, which are essentially free from these systematics.
Since in a magnitude limited survey progressively brighter galaxies are selected as a function of redshift, a volume-limited sample also allows us to disentangle spurious luminosity-dependent effects from the measurement of the redshift evolution of the biasing function.
The Redshift Sampling Rate
As for most redshift surveys, the VVDS does not target spectroscopically all the galaxies which satisfy the given flux limit criteria in the selected field of view (see Paper I). Because of the sparse sampling strategy, we have to correct the density estimator with a sampling rate weight Φ z in order to reconstruct the real underlying galaxy density field in a statistically unbiased way.
The VVDS redshift sampling rate is the combination of two effects: i) only a fraction of the galaxies (∼ 40%, see Paper I) in the photometric sample is targeted (target sampling rate), ii) and only a fraction of the targeted objects (∼ 80% see Paper I) yield a redshift (spectroscopic success rate). We can model this correction term, by assuming, in first approximation, that the sampling rate depends only on the apparent magnitude. Since the VVDS targeting strategy is optimized to maximize the number of slits on the sky, the selection of faint objects is systematically favored. Inversely, the ability of measuring a redshift degrades progressively towards fainter magnitudes, i.e., for spectra having lower signal-to-noise ratios (the spectroscopic success rate decreases from > 90% at I∼22 down to ∼ 60% at I∼24.) These two opposite effects conspire to produce the magnitude-dependent sampling rate function shown in Fig. 1 . Clearly, with such an approximation, we neglect any possible dependence of the sampling rate from other important parameters such as for example surface brightness, spectral type or redshift. However, in in §3.2 of Paper II we showed, using photometric redshifts, that any systematic sampling bias introduced by a possible redshift dependence of the spectroscopic success rate is expected to affect only the tails of our observed redshift distribution ( z <0.5 and z >1.5) i.e., redshift intervals not considered in this study (see §3).
We describe the VVDS sampling completeness Φ z (m) at a given magnitude m, as the fraction of objects with measured redshifts N z over the number N of objects detected in the photometric catalog.
with the window function w defined as:
Working in low resolution mode (i.e allowing up to 4 galaxies to have spectra aligned along the same dispersion direction with a typical sky separation of 2 arcmin) and observing the same region of sky 4 times for a total of about 16 hours (four-passes strategy), we can measure redshifts for nearly 30% of the parent photometric population, as shown in Fig. 1 . In other terms, on average, nearly one over three galaxies with magnitude I≤24 has a measured redshift in the four-passes VVDS region. This high spatial sampling rate is a critical factor for minimizing biases in the reconstruction of the 3D density field of galaxies. In particular we note that our I≤24, z <1.5 VVDS-02h-4 sample is characterized by an effective mean inter-particle separation in the redshift range [0,1.5] ( r ∼ 5.1 h −1 Mpc ) which is smaller than that of the original CFA sample ( r ∼ 5.5h −1 Mpc) used by Davis & Huchra (1981) to reconstruct the 3D density field of the local Universe (i.e., out to ∼ 80 h −1 Mpc ). At the median depth of the survey, i.e., in the redshift interval 0.75±0.05, the mean inter-particle separation is 4.4 h −1 Mpc, a value nearly equal to the mean inter-particle separation at the median depth of the 2dFGRS. We finally note that in the redshift range [0.7,1.35], which is also covered by the DEEP2 survey, the VVDS mean-interparticle separation is 5.5 h −1 Mpc compared to the value ∼ 6.5 h −1 Mpc inferred from the values quoted by Coil et al. (2004) for their most complete field, currently covering 0.32 deg 2 .
By dividing the VVDS-02h-4 field in smaller cells and repeating the analysis, we conclude that the sampling rate does not show appreciable variations, i.e., the angular selection function can be considered constant for the purposes of our analysis. This corresponds to the fact that the success rate in redshift measurement in each VIMOS quadrant (i.e., the spectroscopic success rate per mask) is, in good approximation, constant and equal to ∼80% (see Paper I).
Shot Noise
In a flux-limited sample, the shot noise in the density field is an increasing function of distance (see eq. (8)). One may correct for the increase of the mean VVDS interparticle separation as a function of redshift (and thus the increase of the variance of the density field) by opportunely increasing the length of the smoothing window (e.g., Strauss & Willick, 1995) . However, since we are interested in comparing the fluctuations recovered on the same scale at different redshifts in a flux limited survey, we take into account the decreased sampling sensitivity of the survey at high redshift in an alternative way.
We deconvolve the signature of this noise from the density maps by applying the Wiener filter technique (cf. Press et al., 1992) which provides the minimum variance reconstruction of the smoothed density field, given the map of the noise and the a priori knowledge of the underlying power spectrum (e.g., Lahav et al., 1994) . The application of the Wiener denoising procedure to the specific geometry of the VVDS sample is described in detail in appendix A.
Here we note that the Wiener filter requires a model for the underlying 3D power spectrum P(k,z) which we compute, over the frequency scales where the correlation function of VVDS galaxies is well constrained (0.06 ≤ k ≤ 10), as (see eq. (48) in Appendix A):
where the normalization r 0 (z) and the slope γ(z) of the correlation function at redshift z have been derived by interpolating the values measured in various redshift intervals of the VVDS-02h volume by Le Fèvre et al. (2005b) (hereafter Paper III). The variance of the galaxy distribution on a 8 h −1 Mpc scale in the VVDS-02h sample can be obtained by integrating eq. (13) using a TH window of radius 8 h −1 Mpc and the (r 0 , γ) parameters of the VVDS correlation function
whereF k is the Fourier transform of the TH filter (see eq.
(45) in Appendix A). Note that, by integrating the power spectrum down to k → 0, i.e., extrapolating the power law shape of eq. (13) beyond L ∼ 100 h −1 Mpc (k ∼ <0.06), one would revise upwards the value of σ 8 by ∼ 2%(at z=0.35) and by ∼ 4% at z=1.4. Since, however, the amplitude of the power spectrum on large scales is expected to downturn and to be systematically lower than predicted by eq. (13), we safely conclude that, with our computation scheme, the inferred σ 8 value should be biased low by no more than ∼ 2% and 4% in the first and last redshift bin, respectively.
Projecting the results from real-space into the redshiftdistorted space (see §5), i.e., implementing the effects of large-scale streaming motions, we infer that the rms of galaxy fluctuations are σ 8 =[0.55±0.10, 0.62±0.12, 0.71±0.11, 0.69±0.14, 0.75±0.14, 0.92±0.20] at redshift z=[0.35,0.6,0.8,1.2,1.2,1.65] (see Fig. 2 ). Thus, the amplitude of σ 8 for a flux-limited I≤24 sample increases as a function of redshift by nearly 70% between z∼0.3 and z∼1.7.
The 3-Dimensional VVDS Density Field
The VVDS-02h galaxy density field reconstructed on a scale R= 5 h −1 Mpc and in the redshift bin 0.8< z <1.1 is visually displayed in the left most panel of Fig. 3 . Note that the chosen smoothing scale nearly corresponds to the mean inter-galaxy separation in the VVDS-02h sample at z ∼ 1. Fig. 3 shows the regular patterns traced by overand under-dense regions in the selected redshift interval. Specifically, we note that, in this redshift slice, there are over-and under-dense regions which extend over characteristic scales as large as ∼ 100 h −1 Mpc. A more complete discussion of the "cartography" in such deep regions of the Universe is presented by Le Fèvre et al. (2005c) .
In the same figure, we also display the density field reconstructed in an analogous redshift range, using the GALICS simulation (Galaxies in Cosmological Simulations, Hatton et al. (2003) ). GALICS combines cosmological simulations of dark matter with semi-analytic prescriptions for galaxy formation to produce a fully realistic deep galaxy sample. In particular we plot the density field of the I≤24 flux-limited simulation as well as the density field recovered after applying to the pure fluxlimited simulation all the VVDS target selection criteria (see §4.1). No qualitative difference between the density fields reconstructed before and after applying to the simulation all the survey systematics is seen.
Clearly, a more quantitative assessment of the robustness and reliability of the VVDS overdensity field can be done by studying its PDF.
The PDF of Galaxy Fluctuations
Once the three-dimensional field of galaxy density contrasts δ g has been reconstructed on a given scale R, one can fully describe its properties by deriving the associated PDF g(δ g ). This statistical quantity represents the normalized probability of having a density fluctuation in the range (δ g , δ g + dδ g ) within a region of characteristic length R randomly located in the survey volume.
While the shape of the PDF of mass fluctuations at any given cosmic epoch is theoretically well constrained from CDM simulations (see next section), little is known about the observational PDF of the general population of galaxies in the high redshift Universe. Even locally, this fundamental statistics has been often overlooked (but see
Fig. 3. 3D density field traced by the galaxy distribution in the VVDS-02h Field (left, 1641 galaxies), in the fluxlimited (I≤24) GALICS simulation (right, 9450 galaxies), and in the flux-limited GALICS sample after applying the VVDS target selection criteria (center, 1656 galaxies). Data span the redshift interval [0.8,1.1]. In each cone, the galaxy distribution is continuously smoothed using a TH window function with R=5 h −1 Mpc which nearly corresponds to the mean inter-particle separation in this same redshift interval. The cone metric was computed assuming a ΛCDM cosmology and the correct axis ratio between transversal and radial dimensions has been preserved. The cones have approximate transverse dimensions of 28 h −1 Mpc at z =1 and extend over 527 h −1 Mpc.
Ostriker et al. (2003)). Notwithstanding, the shape of the galaxy PDF is strongly sensitive to the effects of gravitational instability and galaxy biasing, and its redshift dependence encodes valuable information about the origin and evolution of galaxy density fluctuations.
The shape of the PDF can be characterized in terms of its statistical moments. In particular the variance of a zero-mean field (such as the overdensity field we are considering) is
Higher moments can be straightforwardly derived (see Bernardeau et al., 2002 , for a review). In the following, we will drop the suffix R, unless we need to emphasize it.
Estimating Reconstruction Systematics Using Mock Catalogs
For the purposes of our analysis, it is imperative to check that the various instrumental selection effects as well as the VVDS observing strategy are not compromising the determination of the PDF of galaxy fluctuations. In this section, we explore the region of the parameter space (essentially redshift and smoothing scales) where the PDF of VVDS overdensities traces in a statistically unbiased way the underlying parent distribution.
Possible systematics can be hidden in the reconstructed PDF essentially because i) the VVDS redshift sampling rate is not unity, ii) the slitlets are allocated on the VIMOS masks with different constraints along the dispersion and the spatial axis, and iii) the VIMOS field of view is splitted in four different rectangular quadrants separated by a vignetting cross.
We have addressed point iii) by designing a specific telescope pointing strategy which allows us to cover in a uniform way the survey sky region (see the telescope pointing strategy shown in Fig 1 of Paper I). With the adopted survey strategy, we give to each galaxy in the VVDS-02h-4 field four chances to be targeted by VIMOS, thus increasing the survey sampling rate (nearly 1 galaxy over 3 with magnitude I≤24 has a measured redshift.)
Concerns about points i) and ii) can be directly addressed using galaxy simulations covering a cosmological volume comparable to the VVDS one. Thanks to the implementation of the Mock Map Facility (MoMaF Blaizot et al., 2003) , it is possible to convert the GALICS 3D mocks catalog into 2D sky images, and handle the 2D projection of the simulation as a pseudo-real imaging survey. Pollo et al. (2005) , have then built a set of 50 fully realistic mock VVDs surveys from the GALICS simulations to which the whole observational pipeline and biases has been applied. By comparing specific properties of the resulting pseudo-VVDS sample with the true underlying properties of the pseudo-real Universe from which the sample is extracted, we can directly explore the robustness, as well as the limits, of the particular statistical quantities we are interested in.
In brief these include addeding to the 3D galaxy mocks a randomly simulated distribution of stars to mimic the same star contamination affecting our survey. Next, we have masked the sky mocks using the VVDS photometric masks, i.e., we have implemented the same geometrical pattern of excluded regions with which we avoid to survey sky regions contaminated by the presence of bright stars or photometric defects. Then, we have extracted the spectroscopic targets by applying the target selection code (VMMPS, Bottini et al., 2005) to the simulated 2D sky distribution. To each GALICS redshift, which incorporates the Doppler contribution due to galaxy peculiar velocities, we have added a random component to take into account errors in z measurements. Finally, we have processed the selected objects implementing the same magnitude-distribution of failures in redshift measurements which characterizes the first-epoch observations of the VVDS survey (see Paper I and Fig 1) .
Since GALICS galaxies have magnitudes simulated in the same 4 bands surveyed by VVDS (B,V,R,I), we have applied the K-correction to obtain rest frame absolute magnitudes and we have empirically re-derived all the selection functions for the mock catalogs according to the scheme presented in §3. In this way we can also check the robustness of the techniques we apply for computing absolute magnitudes and selection functions (see Paper II).
The PDF of galaxy overdensities obtained from the mock samples has been finally compared to the PDF of the parent population. For brevity, in what follows, we will call s-samples (survey-samples) the mocks simulating the VVDS redshift survey and p-sample (parent sample) the whole GALICS simulation flux-limited at 17.5≤I≤24.
The density contrasts have been calculated as described in §3. In the following, we will restrict our analysis . Tests of the PDF reconstruction scheme using the mocks VVDS samples extracted from GALICS. The differential (G(y g )) probability distribution functions of y g = 1 + δ g for the "observed" s-sample (dotted line, shadowed histogram), and for the parent p-sample (solid-line). Note that the plotted histograms actually corresponds to G(y g ) = ln(10)y g g(y g )) since the binning is done in log(y g ). The logarithmic PDFs are computed for density fields smoothed using TH filters of different sizes (indicated on the top of each panel).
to the set of smoothing scales in the interval R =(5,10) h −1 Mpc. The choice of these particular limits is motivated by the fact that 5 h −1 Mpc is the minimum smoothing scale for which the reconstructed density field is unbiased over a substantial redshift interval (see discussion below). Note, also, that below this typical scale, linear regimes approximations, largely used in this paper, do not hold anymore.
The upper boundary is constrained by the transverse comoving dimensions covered by the first-epoch VVDS data (see §2), which is still too small for being partitioned using bigger scale-lengths without introducing significant noise in the reconstructed PDF (see the transverse comoving dimension of the VVDS-02h field quoted in §2). The cumulative distribution function of density contrasts y g = 1 + δ g , on scales R=5 h −1 Mpc, as recovered in different redshift intervals for the s-sample (dotted line), and for the parent p-sample (solid-line). The flattened pedestal at the low-density end of the cumulative distribution is due to low density regions in the p-sample that are spuriously sampled as empty regions (δ g = −1) in the s-sample.
The PDF of the galaxy density contrasts computed using the s-sample is compared to the parent distribution inferred from the p-sample in Fig. 4 . We conclude that the distribution of galaxy overdensities of the s-samples for R = 8 and 10 h −1 Mpc scales is not biased with respect to the underlying distribution of p-sample galaxy fluctuations. Thus, the VVDS density field reconstructed on these scales is not affected by the specific VVDS observational strategy.
It is evident in Fig. 4 that the VVDS redshift sampling rate is not high enough to map in an unbiased way the low density regions of the Universe (log(1 + δ g ) ∼ < −0.5) when the galaxy distribution is smoothed on scales of 5 h −1 Mpc. Fig. 5 shows that incompleteness in underdense regions is a function of redshift, with the bias in the lowdensity tail of the PDF developing and increasing as the redshift increases. As a rule of thumb, the PDF of the ssample starts to deviate significantly from the parent PDF when the mean inter-galactic separation r of the survey sample is larger than the scale R on which the field is reconstructed. Since we measure r(z = 1) ∼ 5 h −1 Mpc ( r(z = 1.5) ∼ 8 h −1 Mpc ), the PDF of the density field recovered using a TH filter of radius 5 h −1 Mpc is effectively unbiased (at least over the density range we are interested in, i.e., log(1 + δ) > −1) only if the sample is limited at z ∼ < 1. Therefore, in the following, results obtained for R=5 h −1 Mpc are quoted only up to z=1.
On scales R> 8h −1 Mpc , the agreement between the PDFs of s-and p-samples holds true also for volumelimited subsamples Specifically, the 2nd and 3rd moments of the PDF of overdensities recovered using volumelimited s-samples on these scales are within 1σ of the corresponding values computed for the parent, volumelimited, p-samples in each redshift interval of interest up to z =1.5.
To summarize, the results of simulated VVDS observations presented in this section show that, at least on scales R≥8 h −1 Mpc, the VVDS PDF describes in an unbiased way the general distribution properties of a sample of I=24 flux-limited galaxies up to redshift 1.5. In other terms, the VVDS density field sampled in this way is essentially free from selection systematics in both low-and high-density regions, and can be meaningfully used to infer the physical bias in the distribution between galaxy and matter. Obviously, the representativeness of the measured PDF of VVDS overdensities with respect to the "universal" PDF up to z =1.5 is a different question. Since the volume probed is still restricted to a limited region of space in one field, the shape and moments of the galaxy PDF derived from the VVDS-02h are expected to deviate from the "universal" PDF of galaxies at this redshift because of cosmic variance. Reducing the cosmic variance is one of the main goals of extending the VVDS to 4 independent fields. Anyway, our 50 mock realisations of the VVDS-02h sample allow us to estimate realistic errors that include the contribution from cosmic variance.
The PDF of VVDS Galaxies: Results
Let us then investigate the evolution, as a function of the lookback time, of the observed PDF of VVDS galaxy fluctuations.
In an apparent magnitude-limited survey such as the VVDS, only brighter galaxies populate the most distant redshift bins, whereas fainter galaxies are visible only at lower redshifts. As more luminous galaxies tend to cluster more strongly than fainter ones (e.g., Hamilton, 1988; Croton et al., 2004) , the PDF of galaxy fluctuations is ex- (y)) is plotted for the volume limited VVDS sample (M c B = −20 + 5 log h) at three different redshifts. The PDFs are computed for density fields recovered using TH filters of size 8 and 10 h −1 Mpc. Bottom: the corresponding cumulative distributions. Errorbars (which, for clarity, are plotted only for the redshift bin 1.25 < z < 1.5) represent the Poissonian uncertainties. The flattened pedestal at the low-density end of the cumulative distribution is contributed by empty regions (δ g = −1).
pected to be systematically biased as a function of redshift.
This effect is clearly seen in the first correlation analysis of the VVDS (paper III), and can be minimized by selecting a volume-limited sample. Therefore, we have defined a subsample with absolute magnitude brighter than M c B = −20 + 5 log h in the rest frame B band (∼ 1350 galaxies with 0.7< z <1.5 in the VVDS-02h field, ∼ 800 of which are in the VVDS-02h-4 region).
This threshold corresponds to the faintest galaxy luminosity visible at redshift z =1.5 in a I=24 flux-limited survey and it is roughly 0.6 magnitudes brighter(fainter) than the value of M * B recovered at z ∼0(∼1.5) using the VVDS data (see Paper II). The median absolute magnitude for this volume-limited sample is ∼ −20.4.
We note, however, that the populations of galaxies with the same luminosity at different redshifts may actually be different. As we have shown in Paper II, we mea-sure a substantial degree of evolution in the luminosity of galaxies, and, as a consequence, with our absolute magnitude cut we are selecting M * + 0.6 galaxies at z =1.5, but M * − 0.6 galaxies at z =0. Thus, the clustering signal at progressively earlier epochs may not be contributed by the progenitors of the galaxies that are sampled at later times in the same luminosity interval.
The PDF of density fluctuations, in various redshift intervals, and traced on scales of 8 and 10 h −1 Mpc by VVDS galaxies brighter than M c B , is presented in Fig. 6 . Note that the analysis of the previous section guarantees that, on these scales, the VVDS PDF fairly represents the PDF of the real underlying population of galaxies up to z =1.5. Fig. 6 shows how the shape of the measured galaxy PDF changes across different cosmic epochs.
A Kolmogorov-Smirnov test confirms that the PDFs at different cosmic epochs are statistically different (i.e., the null hypothesis that the three distributions are drawn from the same parent distribution is rejected with a confidence P ks > 1 − 10 −6 ).
In particular the peak of the PDF in the lowest redshift interval is shifted towards smaller values of the density contrast δ g when compared to the peak of the PDF in the highest redshift bin. Moreover, the shape of the distribution, also shows a systematic "deformation". Specifically, we observe the development of a low-δ tail in the PDF as a function of time on both scales investigated. In other terms the probability of having low density regions increases as a function of cosmic time. For example, underdense regions, defined as the regions where the galaxy density field is log(1 + δ g ) < −0.5 on a R= 8 h −1 Mpc scale, occupy a fraction of nearly 35% of the VVDS volume at redshift 0.7< z <1.0, but only a fraction of about 25% at redshift 1.25< z <1.5. Similar trends are observed when lowering the absolute luminosity threshold of the volume limited sample (and consequently lowering the upper limit of the redshift interval probed) or when modifying the binning in redshift space.
If galaxies are faithful and unbiased tracers of the underlying dark matter field, then both this effects, the peak shift and the development of a low density tail may be qualitatively interpreted as a direct supporting evidence for the paradigm of the evolution of gravitational clustering in an expanding Universe. At variance with overdense regions which collapse, a net density deficit (δ < 0) in an expanding Universe brings about a sign reversal of the effective gravitational force: a density depression is a region that induces an effective repulsive peculiar gravity (Peebles 1980) . If gravity is the engine which drives clustering in an expanding Universe, we thus expect that, as time goes by, low density regions propagate outwards and a progressively higher portion of the cosmological volume becomes underdense.
The observed evolution in the PDF could also indicate the presence of a time-dependent biasing between matter and galaxies. As a matter of fact, it can be easily shown that a monotonic bias, increasing with redshift, offers a natural mechanism to re-map the galaxy PDF into progressively higher intervals of density contrasts.
We can better discriminate the physical origin of the observed trends, i.e., if they are purely induced by gravitation or strengthened by the collateral and cooperative action of biasing, by studying the evolution of the PDF moments. In Fig. 7 the redshift evolution of the rms (σ) and skewness (S 3 ) of the overdensity fields (see table 1) for the M B < −20 + 5 log h sample are shown and compared to local measurements.
Following the standard convention within the hierarchical clustering model, we define the skewness S 3 in terms of the volume-averaged two-and three-point correlation functions (S 3 ≡ξ 3 /ξ 2 2 ) noting that in the case of a continuous δ g -field with zero mean this expression reduces to S 3 ≡ δ 3 g / δ 2 g 2 . We do not derive the moments < δ 2 g > and < δ 3 g > of the PDF by directly applying the computation scheme given in eq. (15), but by correcting the count-in-cells statistics for discreteness effects using the Poissonian shot-noise model (e.g., Peebles, 1980; Fry, 1985, cfr. eqs. (374) and (375) of Bernardeau et al. 2002 , possible biases introduced by this estimation technique are discussed by Hui & Gaztañaga 1999.) . The corresponding values of σ and S 3 for the local Universe (in redshift space) have been derived by Croton et al. 2004 using the 2dFGRS. Here we plot the values corresponding to their −21 < M − 5 log h < −20 subsample, which actually brackets the median luminosity of our volume limited sample.
We can see that the rms amplitude of fluctuations of the VVDS density field, on scales 8 h −1 Mpc, is with good approximation constant over the full redshift baseline investigated, with a mean value of 0.94±0.07 over 0.7< z <1.5.
While the strength of clustering of galaxies brighter than M < −20 + 5 log h does not change much in this redshift interval, each VVDS measurement is lower than the value inferred at z ∼0 by Croton et al. 2004 . In particular, our mean value is ∼10% smaller than the 2dFGRS value and the difference is significant at ∼ 2σ level.
The skewness S 3 , which measures the tendency of gravitational clustering to create asymmetries between underdense and overdense regions, decreases as a function of redshift. We observe a systematic decrement not only internally to the VVDS sample, but also when we compare our measurements with the z =0 estimate. This trend is caused by the development of the low-δ tail in the PDF as a function of time on both the R=8,10 h −1 Mpc scales and reflects the fact that the probability of having underdense regions is greater at present epoch than it was at z ∼1.5 (where its measured value is ∼ 2σ lower.)
The amplitudes of the rms and skewness of galaxy overdensities show an evolutionary trend dissimilar from that predicted in first and second order perturbation theory for the gravitational growth of dark matter fluctuations (see Bernardeau et al. 2002 for a review). According to linear perturbation theory the amplitude of the rms of mass fluctuations scales with redshift as in eq. (18) while second order perturbation theory predicts that, on the scales where the quasi-linear approximation holds, the growth rate of < δ 3 g > and variance < δ 2 g > 2 are syncronized so that the skewness S 3 of an initially Gaussian fields should remain constant (Peebles, 1980; Juszkiewicz, Bouchet & Colombi, 1993; Bernardeau, 1993) .
1 Furthermore, in Le Fèvre et al. (2005c) we show that even the general shape of the galaxy PDF deviates from a lognormal distribution, i.e., from the profile in terms of which the mass PDF is generally approximated (see §5). Therefore, we conclude that the PDF evolution is not caused by gravity alone; the redshift scaling of its global shape and moments effectively indicates the presence of a time evolving bias.
We can deconvolve the purely gravitational signature and investigate properties and characteristics of the biasing between matter and galaxies by comparing the galaxy PDF to the corresponding statistics computed for mass fluctuations. Thus, we now turn to the problem of deriving the PDF of mass fluctuations.
The PDF of Mass Fluctuations in Redshift-Distorted Comoving Coordinates
The VVDS survey is providing a rich body of redshift data for mapping the galaxy density field in extended regions of space and over a wide interval of cosmic epochs. On the contrary, the direct determination of the underlying mass density field and its associated PDF is a less straightforward process. Nonetheless we may gain insight into the mass statistics by using simulations and theoretical arguments.
In the standard picture of gravitational instability, the PDF of the primordial cosmological mass density fluctuations is assumed to obey a random Gaussian distribution. Once the density fluctuations reach the non-linear stage, their PDF significantly deviates from the initial Gaussian profile and a variety of phenomenological models have been proposed to describe its shape (e.g., Saslaw, 1985; Lahav et al., 1993) . In particular, it is well established in CDM models that when structure formation has reached the nonlinear regime, the density contrasts in comoving space f (δ) follow, to a good approximation, a lognormal distribution (Coles & Jones, 1991; Kofman et al., 1994; Taylor & Watts, 2000; Kayo, Taruya & Suto, 2001) ,
This approximation becomes poor in the highly non-linear regime (Bernardeau & Kofman, 1995; Ueda & Yokoyama, 1996, e.g ). The PDF of mass overdensities f (δ) is characterized by a single parameter (ω) that is related to the variance of the δ-field as
At high redshifts, the variance σ R over sufficiently large scales R (those explored in this paper) may be easily derived using the linear theory approximation:
where D(z) is the linear growth rate of density fluctuations normalized to unity at z =0 (Heat, 1977; Hamilton, 2001 ). The lognormal approximation formally describes the distribution of matter fluctuations computed in real comoving coordinates. On the contrary, the PDF of galaxies is observationally derived in redshift space. In order to map properly the mass overdensities into galaxy overdensities the mass and galaxy PDFs must be computed in a common reference frame. It has been shown by Sigad, Branchini & Dekel (2000) that an optimal strategy to derive galaxy biasing is to compare both mass and galaxy density fields directly in redshift space. Implicit in this approach is the assumption that mass and galaxies are statistically affected in the same way by gravitational perturbations, and thus, that there is no velocity bias in the motion of the two components.
A general model which allows the explicit computation of the statistical distortions caused by peculiar velocities has been proposed by Kaiser (1987) . This applies in the linear regime (i.e., on large scales) and in the local Universe where redshift and distances are linearly related. At cosmological distances z, however, the mapping between real comoving coordinates (x) and redshift comoving coordinates (y), i.e., the pseudo-comoving coordinates inferred on the basis of the observed redshifts, is less trivial, and we proceed to obtain it in the following.
In an inhomogeneous Universe, galaxies have motions above and beyond their Hubble velocity (e.g., Giovanelli et al., 1998; Marinoni et al., 1998; Branchini et al., 2001) . As a consequence, Doppler spectral shifts add to the cosmological signal and the observed redshift (z) is given bỹ
where z is the cosmological redshift in a uniform Friedman-Robertson-Walker metric and where U (x) = v(x) ·r = |v(x)|µ is the radial component of the peculiar velocity (µ is the cosine of the angle between the peculiar velocity vector and the line-of-sight versorr). The redshift comoving distance of a galaxy at the observed redshiftz is thus
where
At high redshifts (z ≫ |U| c ), we can write
which, in turns, gives the coordinate transformation from real comoving space x to the redshift comoving space y
In this mapping, the cosmological term p(z),
is a correcting factor which takes into account the fact that, at high redshifts, distances do not scale linearly with redshift, and, thus, that peculiar velocities cannot be simply added to redshift space positions as in the local Universe.
The galaxy density field in the redshift-distorted space is related to the galaxy density in real space by the . The solid line is the analytical prediction for the scaling of σ 8 in the y-space obtained using eq. (30), while the dotted line represents the x-space evolution predicted in real space. In both cases the power spectrum of perturbations is the same and has been normalized in order to match the simulation specifications (σ x (z = 0) = 0.9).
Jacobian of the transformation between the two coordinate systems
At sufficiently large distances from the observer, neglecting the survey selection function (i.e., considering a volume-limited redshift survey) and at first order in perturbations we obtain
The second term on the right hand side can be evaluated using linear-regime approximations and gravitational instability theory. In comoving coordinates it is given by
where f = d ln D/d ln a is the logarithmic derivative of the linear growth rate of density fluctuations with respect to the expansion factor a(t). At redshift z (corresponding to Fig. 9 . One-point PDFs of dark matter fluctuations (shaded area) computed using the Hubble volume ΛCDM cosmological simulation in 4 different redshift ranges over a volume which mimics the geometry of the VVDS sample. The mass PDF has been recovered in the redshift comoving space by smoothing the mass-particle distribution with a TH window of size R=8 h −1 Mpc. Note that the plotted histogram actually corresponds to F (y) = (ln10)yf (y) because the binning (dlog y=0.1) is done in log(y) = log(1 + δ). The dotted line represents the lognormal approximation derived in the real comoving space using eq. (16). The solid curve represents the lognormal approximation computed adopting the variance parameter ω (shown in the inset) theoretically inferred using equation (30), which models peculiar velocity distortions as a function of redshift. the comoving position x) a useful approximation is given by:
(see Martel (1991); Lahav et al. (1991) ). By combining the previous results we obtain
which reduces to the Kaiser (1987) correction when z =0 The relation between the azimuthally averaged variances measured in real and redshift comoving space is
We have tested the validity of eq. (30) in the high redshift domain using the Hubble volume N-body simulations carried out by the Virgo consortium (Colberg et al., 2000) . This is a large numerical experiment which allows the simulation of mass surveys along the observer past light cone. The simulated mass distribution is computed in a ΛCDM cosmogony with parameters Ω m = 0.3, Ω Λ = 0.7 and H 0 = 70 km s −1 Mpc −1 . The volume covered by this N-body simulation is large enough that the mass survey extracted along the diagonal of the simulation cubes extends up to the redshift of interest i.e., the redshift covered by the first-epoch VVDS data ( z =1.5). In this simulation the mass-particle resolution is 2.2 · 10 12 h −1 M ⊙ and the present epoch is defined by a linear rms density fluctuation in a sphere of radius 8 h −1 Mpc of σ 8 = 0.9. The mass density contrasts in the redshift perturbed comoving coordinates δ(y i , R) have been calculated at random positions y i in the simulation volume, by smoothing the particle distribution with a spherical top hat window of length R = 8 h −1 Mpc. Mass variances in different redshift bins are then derived using eq. (15). The result is compared to the prediction of eq. (30) in Fig. 8 . Note that, even if it is clear that measurements suffer from cosmic variance due to the relatively small volume sampled at each redshift, the predictions of eq. (30) are in agreement with the observed scaling of the linear mass variance. The magnitude of the correction with respect to the unperturbed case is also evident; mass fluctuations recovered in redshift space on a 8 h −1 Mpc scale, in the redshift comoving coordinates, at z =0.5(1.5) are ∼ 25(35)% larger than in real comoving space (the correction factor is ∼ 17% in the local Universe.) Fig. 9 shows that this apparent enhancement in the rms fluctuations results in a broadening of the mass PDF recovered in the redshift comoving space. Thus, the effect of peculiar velocities is to shrink overdense regions and to inflate underdense regions, enhancing the probability of having large density fluctuations (both positive and negative).
We finally compare, in various redshift intervals, the accuracy with which the lognormal mass PDF derived in the redshift comoving space (by using eq. (30) in 17) approximates the PDF directly inferred from the Hubble volume simulation (see Fig. 9 ). On a scale of 8 h −1 Mpc, the agreement between the analytical and simulated mass PDFs is satisfactory at all redshifts. This holds true also when the mass PDFs recovered on R = 5 and 10 h −1 Mpc scales are compared.
Thus, with a good degree of confidence, we can use eq. (30) to predict the PDF of mass fluctuations in redshift distorted comoving coordinates (the same coordinates where the galaxy PDF is observed) and in a generic cosmological background. This allows us to speed up computation time and to frame the results about the biasing function in a generic cosmological model.
Measuring Galaxy Biasing
In this section we describe the method applied to determine the relationship between galaxy and mass overdensities. The galaxy overdensity field δ g depends in principle on various astrophysical and cosmological parameters such as spatial position (r), underlying matter density fluctuations (δ), scale R with which the density field is reconstructed, cosmological time (z), galaxy colors, local gas temperature, non-local environment, etc.
For the purposes of this study, we will rely on the following simplifying theoretical assumptions: i) the efficiency of galaxy formation on a given cosmological scale is sensitive only to the underlying mass distribution. This means that the galaxy fluctuation field is in a reasonably tight one-to-one relationship with the underlying mass fluctuation field, and that the biasing scheme may be formally represented via the relationship δ g = b(z, δ, R)δ. While such an approach represents a nontrivial step forward in understanding the properties of the biasing function b (if compared, for example, to constant parameterizations of the biasing relation), it is however evident that the biasing function could show, in principle, a more complex functional dependence.
ii) The current theoretical understanding of how clustering of DM proceeds via gravitational instability in the expanding Universe is well developed, i.e., the PDF of mass fluctuations of the real Universe can be safely derived via analytical models or N-body simulations (see discussion in §6) In particular, in what follows, we will consider a ΛCDM background mass distribution locally normalized to σ 8 (z = 0) = 0.9.
iii) The redshift distortions affect the densities of galaxies and mass in a similar way, i.e., there is no velocity bias between these two components, and galaxies follow the matter flow.
The Method
As described in §1, we derive the relationship between galaxy and mass overdensities in redshift space δ g = δ g (δ) as the one-to-one transformation which maps the theoretical mass PDF f (δ) into the observed galaxy PDF g(δ g ). A similar method to derive the biasing function has been proposed and tested using CDM simulations by Sigad, Branchini & Dekel (2000) (see also Szapudi & Pan (2004) ). This same technique has been recently applied in different contexts by Marinoni & Hudson (2002) to derive the mass-to-light (M = M (L)) and the X-ray-to-optical (L x = L x (L)) functions for a wide mass range of virialized systems, and by Ostriker et al. (2003) to explore the void phenomena in the context of hydrodynamic simulations.
Using eq. 1,2 and 3, we obtain the biasing function b(δ) as the solution of the following differential equation
where the prime denotes the derivative with respect to δ, f (δ) and g(δ) are the PDF of mass and galaxy fluctuations respectively, and the initial condition has been physically specified by requiring that galaxies cannot form where there is no mass.
With this approach, we loose information on a possible stochasticity characterizing the biasing function. The advantage is that we can provide a measure, on some characteristic scales R, of the local, non-linear, deterministic biasing function (eq. (2)) over the continuous redshift interval 0.4< z <1.5.
We have obtained the biasing function b(δ) by numerically integrating the differential equation (31), i) in different redshift intervals in order to follow the evolution of b(δ) as a function of cosmic time, and ii) using matter and galaxy PDFs obtained by smoothing the density fields on R=5,8, and 10 h −1 Mpc in order to test the scale dependence of the galaxy biasing function.
The information contained in the non-linear function b(δ) can be compressed into a single scalar which may be easily compared to the constant values in term of which the biasing relation is usually parameterized (see eq 1). Since, by definition, b(δ)δ = 0, the most interesting linear bias estimators are associated to the second order moments of the PDFs, i.e., the variance δ 2 g and the covariance δ g δ . Following the prescriptions of Dekel & Lahav (1999) , we characterize the biasing function as follows:
and
where the parameterb, measuring the slope of the linear regression of δ g on δ, is the natural generalization of the linear bias parameter defined in equation 1 and b 2 L is an "unbiased estimator" of the linear biasing parameter defined as ξ g = b 2 ξ, when the bias relation is deterministic, i.e., non-stochastic. The ratio r =b/bl is the relevant measure of nonlinearity in the biasing relation; it is unity for linear biasing, and it is either larger or smaller than unity for nonlinear biasing. The errors in the measured values of the biasing parameter b L have been computed using independent mock catalogs which implement all the selection functions of the VVDS. This allows us to incorporate in our error estimates the uncertainties due to cosmic variance.
Testing the Method
Before applying the biasing computation scheme (eq. 31) to VVDS data, we have tested that the method can be meaningfully applied, i.e., it is free of systematics when implemented with samples of simulated galaxies which mimic all the observational systematics of our sample.
The procedure consists in computing the biasing function δ s = b(δ p )δ p between the density field δ s reconstructed using an s-sample (representing the pseudosurvey sample, see §4.1) and the density fluctuations δ p of the corresponding p-sample (representing the pseudoreal Universe). We have already determined the range of redshift, density contrasts and smoothing scales where the sample simulating all the VVDS selection functions (s-sample) trace the underlying density of galaxies (psample). We thus expect, for consistency, that, in that range, the biasing between the two samples derived by applying our computation scheme (eq. 31, using the PDFs of the s-and p-samples) is independent of δ p and equal to b(δ p ) = 1.
Results are presented in Fig. 10 for two different TH smoothing scales. Note that a log-log density plot is used in order to emphasize the behavior of the biasing function in underdense regions. We conclude that on scales R≥8 h −1 Mpc the density recovered by a "four-passes" VVDSlike survey is not biased with respect to the underlying distribution on any density scale and in any redshift interval up to z =1.5. As a matter of fact, the linear bias parameter with which information contained in the biasing function can be at first order approximated is b L ∼ 1 and the biasing relation does not show any significant deviation from linearity as indicated by the fact that the r parameter is also very close to unity.
If the density field is smoothed on 5 h −1 Mpc , the effects of the incompleteness in low-density regions (already discussed in §4.1, see Figs. 4 and 5) become evident. Underdense regions (log(1 + δ p ) ∼ < −0.5) in volumes at redshift greater than 1 are poorly sampled with the VVDS survey strategy.
In the same spirit, we have also solved eq. (31) for determining the biasing relation between the PDF of the Hubble volume mass fluctuations and the lognormal approximation given in eq. (16). The biasing relation between these two different descriptions of the mass density field is linear and consistent with the no-bias hypothesis between the two representations of the density field on the scales we are interested in (R ≥ 5 h −1 Mpc and log(1 + δ) > −1).
7. The Biasing Function up to z ∼ 1.5
Results
The numerical solutions of eq. (31) for the M c B = −20 + 5 log h volume-limited VVDS sample are plotted in various redshift slices, in Fig. 11 for the cases R=8 and 10 Table 1 . Bias measurements from the VVDS first epoch data.
h −1 Mpc. Note that a log-log density plot is used in order to emphasize the behavior of the biasing function in underdense regions (note that in these units linear biasing appears as a curved line).
The corresponding parameters b L and r (also computed for the whole flux-limited sample) are quoted in table 1, together with our estimates of the second moment of the galaxy PDF σ R and of the skewness parameter S 3 . Both these statistics have been computed as described in §5. Also note that the values of σ 8 measured for the flux-limited sample are consistent with the values independently derived in §3.4 on the basis of the results of the analysis of the clustering properties of VVDS galaxies (Paper III).
An empirical fit of the biasing function is obtained by using a formula similar to the one proposed by Dekel & Lahav (1999) 
which best describes the behavior of biasing in underdense regions (δ < 0), either the second order Taylor expansion of the density contrast of dark matter (Fry& Gaztañaga 1993)
which allows an easier comparison of our results with other studies. The best fitting parameters of these non-linear approximations are quoted in table 2. The dependence of the shape of the biasing function on galaxy luminosity is plotted in Fig. 12 . Results are shown at the median depth of the VVDS sample (in the redshift bin 0.7< z <0.9) where faint objects (M B < −17.7 + 5 log h) are still sampled.
In Fig. 13 we show the redshift evolution of the linear biasing parameter b L computed over the redshift interval 0.4 < z < 1.5 for both the flux and volume limited samples. We can conclude that biasing is not changing with cosmic time for z < 0.8, while there is a more pronounced evolution of biasing in the redshift interval [0.8,1.5]. In particular, the difference between the value of b L at redshift z∼1.5 and z∼ 0 for a population of galaxies with luminosity M B < −20 + 5 log h is ∆b L =∼ 0.5 ± 0.14, thus significant at a confidence level greater than 3σ. Table 2 . Best fitting parameters of the non linear biasing models given in eqs. (34) and (35). Errors do not include cosmic variance.
In Fig. 14 we show the dependence of the linear biasing parameter on galaxy luminosity. Intrinsically brighter galaxies are more strongly biased than less luminous ones at every redshift and the dependence of biasing on luminosity at z ∼0.8 is in good agreement with what is observed in the local Universe (Norberg et al., 2001) .
Given the difference in the rest-frame colors of elliptical and irregular galaxies and the fact that the observed I band corresponds to bluer rest-frame bands at higher redshift, the relative fraction of early-and late-type galaxies in our I band limited survey will change as a function of redshift.
Specifically, the observed difference in the B-band luminosity function of early-and late-types (Zucca et al., 2005) , implies that the VVDS survey selects preferentially late-type galaxies at higher redshift. It is known that at z =0 late-type galaxies cluster less strongly than earlytypes (e.g., Giovanelli, Haynes & Chincarini 1986 , Guzzo et al. 1997 , Giuricin et al. 2001 , Madgwick et al. 2002 , Zehavi et al. 2002 , and, thus, we might observe a variation of the amplitude of density fluctuations at high redshifts just because the morphological composition of our sample changes.
In order to disentangle the spurious morphological contribution to the observed evolution of the global biasing function we have splitted our sample according to rest frame colors, selecting a red ((B − I) 0 > 1.5; 849 galaxies in the 4-passes region with z > 0.7) and a blue subsample of galaxies ((B − I) 0 < 1; 1891 galaxies with z > 0.7). These color cuts roughly correspond to selecting, respectively, morphological types ≤ II and IV according to the classification scheme devised by Zucca et al. 2005 for the VVDS sample.
Clearly, this subsample selection does not correspond to the ideal case of a redshift survey sampling galaxies according to their rest-frame colors; however, useful information about differences in clustering between red and blue populations can still be inferred.
Note that the hypothesis on which the technique of comparing mass and galaxy density distributions is based ( §6) can be straightforwardly generalized to compute the biasing between the density distributions of different galaxy types. In particular, we assume that the large scale velocities of late and early types are not dissimilar relative to each other (as it is effectively observed at z=0 e.g., Dekel, 1994; Marinoni et al., 1998) i.e., the two velocity fields are noisy versions of the same underlying field.
Results about the color dependence of biasing are summarized in table 3 and graphically presented in Fig. 15 . The red sample is systematically a more biased tracer of mass than the blue one in every redshift interval investigated (i.e., b r > b b ), but the relative biasing between the two populations is nearly constant (b r /b b ∼ 1.4 ± 0.1)
Analysis and Discussion

Biasing for the Global Galaxy Population
Here we examine and interpret the results derived in the previous section. We begin by discussing the general shape of the non-linear biasing function, for the global population, in different density regions. Our results can be summarized as follows:
i) in underdense regions (1 + δ <1) the local slope of the biasing function b(δ) is always larger than unity even when the global slope is b L < 1 (see for example Fig.  12 ). The fact that galaxies in low-mass density regions are always positively biased with respect to the mass distribution (i.e., locally b > 1) is possibly physically caused by the fact that galaxies do not form in very low-density mass regions, i.e., below some finite mass underdensity the galaxy formation efficiency drops to zero. Using the biasing relation given in eq. (34) the characteristic mass density threshold δ c below which very few galaxies form (δ g ≤ −0.9), can be approximated as
There is evidence that this mass-density threshold, characterizing regions avoided by galaxies, increases as a function of redshift (see Fig. 11 ) and luminosity (see Fig. 12 ). If we consider R=8 h −1 Mpc and the redshift bin 0.7< z <0.9 we see that while faint galaxies seem to be present even where the mass density contrast is very low (left panel of Fig. 12 , log(1 + δ c ) = −0.96 ± 0.09), brighter Fig. 13 . The redshift evolution of the linear biasing parameter b L for the volume-limited (M c B <-20+5logh) subsample (filled squares) is compared to the evolution of the biasing parameter for the whole flux-limited VVDS-02h sample (empty squares). Since there is no significant evidence of scale dependence in the biasing relation, we have averaged the biasing parameters measured on 5,8, and 10 h −1 Mpc scales in order to cover the full redshift baseline 0.4< z <1.5. For clarity, only the errorbars corresponding to the volume-limited sample are shown. The triangle represents the z∼0 bias inferred for 2dFGRS galaxies having median L/L * ∼ 2 (i.e., the median luminosity of the volume-limited VVDS sample) as explained in th text. galaxies do not seem to form in deep mass underdensities (right panel of Fig. 12 , log(1 + δ c ) = −0.73 ± 0.11). Therefore low-density regions are preferentially inhabited by low luminosity galaxies.
Moreover the mass-density threshold below which the formation of bright galaxies (M B < −20 + 5 log h) seems to be inhibited increases, irrespective of the scale investigated (see Fig. 11 ) as a function of redshift. On a scale R=8 h −1 Mpc, the threshold shifts from log(1 + δ c ) = −0.73 ± 0.10 at z=0.8 to log(1 + δ c ) ∼ −0.55 ± 0.07 at z=1.4 This suggests that galaxies of a given luminosity were tracing systematically higher mass overdensities in the early Universe, i.e, as time progresses, galaxy formation begins to take place also in lower density peaks.
ii) Even in regions where the mass density distribution is close to its mean value (1+δ ∼ 1) bright galaxies are not unbiased tracer of the mass-overdensity field (Fig. 11) . This can also be seen by setting δ = 0 in eq. 34 and noting Comparison between the galaxy linear bias parameter measured in the redshift interval 0.4 < z < 0.9 for 3 different luminosity classes (squares) and the corresponding local estimates provided by the 2dFGRS (triangles). Points with increasing sizes correspond to three different volume-limited VVDS subsamples, i.e M B − 5 log h < −17.7, < −18.7 and < −20, respectively. For clarity, squares with increasing size have been progressively displaced rightward to avoid crowding. The z∼0 measurements have been interpolated by using the formula describing the luminosity dependence of the 2dFGRS bias parameter (Norberg et al., 2001) , the bias parameter for the 2dFGRS L * sample (i.e., b * = 0.92 (Verde et al., 2002) ) and the median luminosity of the three VVDS subsamples (L/L * =0.52,0.82,2.0 respectively). that δ g (δ = 0) = a 0 > 0 for both analyzed samples (fluxand volume-limited) in all redshift ranges (see table 2 ). This result is at variance with what is expected within the simple linear biasing picture, where, by construction, δ g (δ = 0) = 0. iii) In higher matter-density environments (1+δ > 1) galaxies were progressively more biased mass tracers in the past, i.e., the local slope b(δ) systematically increases with redshift on every scale investigated (Fig. 11) . There is some indication that, at the upper tail of the mass density distribution, galaxies are anti-biased with respect to mass on all scales (i.e., the local slope is b(δ) < 1 for δ ≫ 1). Antibiasing in overdense regimes is a feature actually observed in simulations (e.g., Sigad, Branchini & Dekel, 2000; Somerville et al., 2001 ) and expected in theoretical models (e.g., Taruya & Sato, 2000) . Physically this could be due to the merging of galaxies which reduces the number density of visible objects in high density regions or because galaxy formation is inhibited in regions where the gas is too hot to collapse and form stars. iv) In general the linear approximation offers a poor description of the richness of details encoded in the biasing function. As a matter of fact the linear biasing function (dotted line in Fig. 11 and 12 ) poorly describes, in many cases, the observed scaling of the biasing relation (solid line). At the comoving scales of R=5, 8 and 10 h −1 Mpc, non-linearities in the biasing relation are typically (1−r) ∼ < 10% in the redshift range investigated. We find that the ratio b 2 /b 1 between the quadratic and linear term of the series approximation given in eq. (35) is nearly constant in the redshift range 0.7 < z < 1.5 and does not depend on luminosity (i.e. it is nearly the same for the flux-and volume-limited subsamples) or smoothing scale. We find that, on average, b 2 /b 1 ∼ −0.15 ± 0.04 for R = 8 h −1 Mpc and b 2 /b 1 ∼ −0.19 ± 0.04 for R = 10 h −1 Mpc. . To facilitate comparison with other studies, which generally focus on the linear representation of biasing, we now discuss the properties of the linear approximation of our biasing function. The general characteristics of the linear parameter b L can be summarized as follows:
v) by inspecting table 1, we do not find any significant evidence that the global value of the linear biasing parameter b L depends on the smoothing scale. Any possible systematic variation, if present, is smaller than the amplitude of our errorbars (∼0.15). This scale independence in the biasing relation extends into the high redshift regimes similar conclusions obtained in the local Universe by the 2dF-GRS on scales >5 h −1 Mpc (Verde et al., 2002) . Moreover our results may be interpreted as a supporting evidence for theoretical arguments suggesting that bias is expected to be scale-independent on scales larger than a few h −1 Mpc (e.g., Mann, Peacock & Heavens 1998 , Weinberg et al. 2004 ).
Since we find no evidence of scale-dependent bias, and since with different R scales we are probing different redshift regimes, in Fig. 13 we have averaged the linear biasing parameters measured on 5,8, and 10 h −1 Mpc scales (values quoted in Table 1 ) in order to follow, in a continuous way, the redshift evolution of the linear galaxy biasing over the larger redshift baseline 0.4< z <1.5. Fig. 13 shows that b L for galaxies brighter than M B = −20 + 5 log h changes from 1.10 ± 0.18 at z ∼ 0.55 to 1.55 ± 0.12 at z∼ 1.4.
An even steeper variation is observed for the biasing of the flux-limited sample, indicating that biasing depends on galaxy luminosity. Fig. 13 shows that the ratio between the amplitude of galaxy fluctuations and the underlying mass fluctuations declines with cosmic time. This scaling is effectively predicted within the framework of the peaks-biasing theoretical model (Kaiser, 1984) . At early times, galaxies are expected to form at the highest peaks of the density field since one needs a dense enough clump of baryons in order to start forming stars. Such high-σ peaks are highly biased tracers of the underlying mass density field. According to this picture, as time progresses and the density field evolves, galaxy formation moves to lower-σ peaks, nonlinear peaks become less rare events and thus galaxies become less biased tracers of the mass density field. Additional "debiasing" mechanisms may contribute to the observed scaling shown in Fig. 13 . It is likely that the densest regions stop forming new galaxies because their gas becomes too hot, cannot cool efficiently, and thus cannot collapse and form stars (Blanton et al., 1999) . As galaxy formation moves out of the hottest (and rarest) regions of the Universe, the biasing decreases. Finally, we also note that in order to derive the biasing function we have assumed that there is no difference in the velocity field of the luminous and matter components. After galaxies form, they are subject to the same gravitational forces as the dark matter, and thus they tend to trace the dark matter distribution more closely with time as shown by Dekel & Rees (1987); Fry (1996) ; Tegmark & Peebles (1998) .
vi) In Fig. 13 we also show, for comparison, the value of the 2dFGRS linear biasing parameter inferred at z=0.17 (the effective depth of the survey) as the ratio between the σ 8 value measured by Croton et al. 2004 (in redshiftdistorted space; see their Fig 3 and 4) for a sample of objects with −21 < M B − 5 log h < −20 (which actually brackets the median luminosity of our volume limited sample ∼ 2L * ), and the rms of mass fluctuations (in redshift-distorted space) in a ΛCDM background (see §6). This value (∼ 1.07 ± 0.06) is in excellent agreement with what one would independently obtain by combining the linear bias parameter measured by Verde et al. (2002) for the whole 2dFGRS (1.04 ± 0.11) with the bias scaling law recipe of Norberg et al. (2001) , i.e., b(z = 0.17, L = 2L * ) = 1.07 ± 0.13. We can conclude that the time dependence of biasing is marginal (db/b ∼ 7±25%) for z<0.8 while it is substantial (db/b ∼ 33±18%) in the resdhift interval [0.8-1.5]. The observed time evolution of bias is well described by the simple scaling relationship b L = 1 + (0.03 ± 0.01)(1 + z) 3.3±0.6 in the interval 0< z <1.5.
Assuming a linear biasing scheme, one may note that this result was already implicit in Fig. 7 of §4. The rms fluctuations of the mass density field on a 8 h −1 Mpc scale decrease monotonically with redshift by a factor of ∼ 22% and ∼ 23% in the redshift intervals [0.17-0.8] and [0.8-1.4], respectively; thus, a nearly constant bias is predicted in the redshift range z=[0.17-0.8] because the rms fluctuations of the galaxy density field are also decreasing by a factor ∼ 16% in this same interval. Since, instead, σ 8 of galaxies is marginally increasing in the range z=0.8-1.4 (dσ/σ ∼ 10%, see table 1), over this redshift baseline the biasing evolves rapidly.
vii) Bright galaxies are more biased mass tracers than the general population (see Fig. 12 ). This result confirms and extends into the high redshift domain the luminosity dependence of biasing which is observed in local samples of galaxies (e.g., Benoist et al. 1996 , Giuricin et al 2001 , Norberg et al. 2001 , Zehavi et al. 2002 . Specifically, in Fig. 14 we show the dependence of galaxy biasing from luminosity measured in the redshift interval 0.4< z <0.9 using three different volume-limited VVDS subsamples (i.e., M B − 5 log h < −17.7, < −18.7 and < −20 respectively) and compare their linear biasing parameters with those observed locally for a sample of objects having the same median luminosities of the VVDS subsamples (i.e., L/L * =0.52,0.82,2.0 respectively). The local estimates have been computed on the basis of the scaling relationship b/b * = 0.85 + 0.15 L/L * derived by Norberg et al. (2001) using the 2dFGRS sample, assuming the b * value given by Verde et al. (2002) . As shown above for the volume-limited sample, no significant evolution is seen up to z ∼0.8 also when the dependence of bias from luminosity is analyzed.
Finally, we note that, as already discussed in §5, galaxies with the same luminosity at different redshifts may actually correspond to different populations. Since, as we have shown, biasing increases with luminosity also at high redshift, and since the measured value of M * for our sample at redshift z=0.4(1.5) (Paper II) is fainter(brighter) than the cut-off magnitude M c B = −20 + 5 log h, we can infer that b L (z) for a population of objects selected, at any given redshift, in a narrow luminosity range around M * (z) should increase with redshift even more than what we have measured for our volume-limited sample (see Fig.  13 ). A more detailed analysis of the biasing for M * (z) galaxies will be presented in the future, when a larger VVDS data sample will be available.
Biasing as a Function of Galaxy Color
Results summarized in table 3 and presented in Fig. 15 show that, on scales R=8 h −1 Mpc, the red sample is a more biased tracer of mass than the blue one in every redshift interval. Similarly to what we have found for the global population, there is some indication of a systematic increase as a function of redshift of the biasing of bright red and blue objects even if, because of the large errorbars, this trend is not statistically significant.
We can compare our results to the biasing measured for extremely red objects (EROS), i.e., objects with extremely red colors ((R − K) vega > 5). Using the results of the correlation analysis of Firth et al. (2002) , we obtain, for their (I − H) vega > 3, H vega < 20.5 sample (which has a median blue luminosity M B = −20.3 + 5 log h), b EROS L (z ∼ 1.2) ∼ 2.3 ± 0.6. Considering the results of Daddi et al. (2001) , who analyzed a sample of EROS with (R − K) vega > 5 (which roughly corresponds to (I − H) vega > 3), K vega < 19.2 sample, we conclude that b EROS L (z ∼ 1.2) ∼ 4 ± 1. These values for the galaxy biasing are respectively ∼ 0.5 and 1.8σ higher than that measured for our sample of bright (M B < −20 + 5 log h) but moderately red galaxies (b r L (z ∼ 1.2) = 2 ± 0.5). One may interpret this results as an indication for the reddest objects being more strongly biased then moderately red galaxies of similar luminsity. Anyway, given the large errorbars, the evidence that, at z ∼ 1.2, the biasing properties of these two differently selected populations are differ- 1.4 ± 0.3 1.5 ± 0.6 1.1 ± 0.6 0.9<z<1.1 -20
1.3 ± 0.3 1.6 ± 0.6 1.2 ± 0.5 1.1<z<1.3 -20
1.5 ± 0.2 2.0 ± 0.5 1.3 ± 0.4 1.3<z<1.5 -20
1.3 ± 0.3 2.1 ± 0.4 1.6 ± 0.4 Table 3 . The biasing parameters for red and blue VVDS subsamples on a scale R=8 h −1 Mpc.
ent is not statistically significant. As a matter of fact, the values quoted above are also consistent with an alternative hypothesis, i.e., the strength of the EROS fluctuations with respect to the mass fluctuations is not exceptional when compared to the density fluctuations observed in a sample of high redshift, moderately red galaxies of similar luminosity.
The specific values of the biasing parameter at each cosmic epoch are affected by large errors due to the sparseness of our volume-limited subsamples, and to the presence of cosmic variance. One way to bypass uncertainties due to cosmic variance consists in computing the relative biasing function b
between the red and blue subsamples. As the subsamples are drawn from the same volume, this ratio should be minimally affected by the finiteness of the volume probed by the first epoch VVDS data.
Results about the relative biasing between galaxy of different colors are graphically shown in the lower panel of Fig. 15 , while estimates of the corresponding b L are quoted in table 3.
We do not observe any trend in the relative biasing between red and blue volume-limited subsamples in the redshift range 0.7< z <1.5. Moreover, our best estimate b rel L ∼ 1.4±0.1 is in excellent agreement with what is found for nearly the same color-selected populations both locally (Willmer et al. (1998) found that, on a scale R=8 h Wild et al. 2005 using the 2dFGRS found on the same scale b rel L ≡ b((B − R) 0,vega > 1.07)/b((B − R) 0,vega < 1.07) = 1.5 ± 0.07) and at z∼1 (Coil et al. (2004) found, on a scale R=8 h
.41 ± 0.10). Thus, VVDS results suggest that there is no-redshift dependence for the relative biasing between red and blue objects up to z ∼ 1.5. Possible systematics could conspire to produce the observed results; the linear approximation may not always captures, in an accurate way, all the information contained in the biasing function, and more importantly, a purely magnitude limited survey samples the red and blue populations at high redshift with a different efficiency (see discussion in §7.1). is shown as a function of redshift.The filled and shaded areas represents the 1σ confidence region of the z∼0 value for the relative bias derived by Wilmer et al. (1998) and Wild et al. (2005) respectively. The diamond represents the relative bias measured by Coil et al. (2004) in the redshift interval (0.7-1.35).
In principle, the relative bias could be further studied as a function of scale. For example, locally, there is evidence of scale dependence in the relative bias with the bias decreasing as scale increases (Willmer et al. 1998 , Madgwick et al. 2003 , Wild et al. 2005 . However, the sample currently available is not sufficiently large to obtain proper statistics on this effect, although this should be measurable from the final data set.
Finally, we note that no differences in the value of b (see table  3 ). Thus, we can deduce that in each redshift bins
In other terms the biasing between the most luminous objects of a particular color and the global population of objects of the same type appears to be independent of galaxy colors (see table 3 ).
Comparison with Theoretical Predictions
In this section we compare our results about the biasing of the M c B = −20 + 5 log h volume-limited, global galaxy sample, with predictions of different theoretical models.
Since we have found that the distribution of galaxy and mass fluctuations are different and the bias was systematically stronger in the past, we can immediately exclude the scenario in which galaxies trace the mass at all cosmic epochs. We thus consider more complex theoretical descriptions of the biasing functions, in particular three different pictures based on orthogonal ideas of how evolution proceeds: the conserving, the merging, and the star forming biasing models (see e.g., Moscardini et al. (1998) ).
In the first model the number of galaxies is conserved as a function of time (Dekel & Rees, 1987; Fry, 1996) . This model does not assume anything about the distribution and mass of dark matter halos or their connection with galaxies. In this scheme one assumes that galaxies are biased at birth and then they follow the flow of matter without merging, in other terms they behave as test particles dragged around by the surrounding density fluctuations. Because the acceleration on galaxies is the same as that on the dark matter, the gravitational evolution after formation will tend to bring the bias closer to unity, as described by Fry (1996) and Tegmark & Peebles (1998) .
The evolution of the bias is given by (e.g., Tegmark & Peebles, 1998) 
where b f is the bias at the formation time z f . An alternative picture for the bias evolution, which explicitly takes into account galaxy merging, has been proposed by Mo & White (1996) who gave analytical prescriptions for computing the bias of halos using the Press & Schechter formalism.
If we explicitly assume that galaxies can be identified with dark matter halos, an approximate expression for the biasing of all halos of mass > M existing at redshift z (but which collapsed at redshift greater than the observation redshift, see discussion in Matarrese et al. 1997 ) is given by
where δ c ∼ 1.69 is the linear overdensity of a sphere which collapses in an Einstein-de Sitter Universe and σ(M, z) is the linear rms fluctuations on scales corresponding to mass M at the redshift of observation. The third model is also framed within the peaksbiasing formalism. It assumes that the distribution of galaxies with luminosity > L is well traced by halos with mass >M, and predicts the biasing of objects that just collapsed at the redshift of observation (e.g., Blanton et al. 2000) . In this star forming model, Table 4 . Best fitting parameters and the corresponding χ 2 values for various biasing models represents the biasing of galaxies that formed in a narrow time interval around redshift z (i.e., galaxies which experienced recent star formation at redshift z.) Clearly the above models, are based on a set of theoretical ingredients which represent a crude approximation of the complex multiplicity of physical phenomena entering the cosmic recipe of galaxy biasing. In this context, our goal is to investigate the robustness of the simplifying assumptions on which theoretical models are based, and explore the validity or limits of their underlying physical motivations.
Theoretical predictions are compared to observations (VVDS data plus the local normalization derived from 2dFGRS data) in Fig. 16 . The best fitting parameters for each model are evaluated using a χ 2 statistics and are quoted, together with the corresponding minimum χ 2 value of the fit, in table 4.
The best fitting galaxy conserving model is obtained when the bias at birth is b f (z f = 1.4) = 1.28±0.03 and the corresponding normalized χ 2 -value is χ 2 N = 2. As shown in Fig. 16 the redshift evolution predicted by this model is much weaker than suggested by data. Thus, the gravitational debiasing is a physical mechanism that alone may not fully explain the observed redshift evolution of the biasing, in the sense that it significantly underpredicts the rate of evolution.
The redshift evolution is more pronounced in the merging model (specifically, in Fig. 16 , we show the bias evolution of galaxies hosted in halos having mass M ∼ > 2.4 · 10 12 h −1 M ⊙ ). While this model successfully describes the redshift dependence of the biasing of halos (Mo & White, 1996; Somerville et al., 2001 ) it poorly accounts for the redshift evolution of the bias of galaxies (with M B ≤ −20 + 5 log h) between z =0 and z =1.5 which is slower than predicted (χ 2 N = 5.5 for the best fitting model). Thus, although merging is an important mechanism for describing the evolution of matter clustering, our result implies that merging processes affect galaxies in a less dramatic way than halos. Since in the Press & Schechter formalism halos are required to merge instantaneously in bigger units at the redshift of observation, our result would imply, also, that the merger time-scales of galaxies is different from that of halos. Moreover, selecting galaxies with a fixed luminosity threshold may not correspond, over such a wide z range as that investigated here, to selecting halos above a given fixed mass threshold. In this sense our result would be suggestive of evolution in the mass-to-light ratio as a function of time.
In Fig 16 we also show the expected redshift evolution for the star forming model for halos of M ∼ > 3.2 · 10 10 h −1 M ⊙ . In this case, the agreement between model and observations is better (χ 2 N = 0.7). Clearly this does not mean that we are analyzing a sample of objects that just collapsed and formed stars at the time they were observed; as a matter of fact the model cannot capture all the physical processes shaping the biasing relation. Moreover, the low value fitted for the mass threshold is somewhat unrealistic for the bright objects we are considering. Notwithstanding, Blanton et al. 2000 already noted that the prediction of this biasing model is not much different from the biasing evolution expected for the general population of galaxies in a hydrodynamical simulation of the large scale structure.
Our analysis seems to suggest the apparent need of more complex biasing models that better approximate the observed biasing evolution. Understanding our results completely, however, will require more discriminatory power in the data, and, thus, a larger VVDS sample.
Summary and Conclusions
Deep surveys of the Universe provide the basic ingredients needed to compute the probability distribution function of galaxy fluctuations and to constrain its evolution with cosmic time. The evolution of the galaxy PDF may shed light onto the general assumption that structures grows via gravitational collapse of density fluctuations that are small at early time. When this statistics is combined with analytical CDM predictions for the PDF of mass, useful insights into the biasing function relating mass and galaxy distributions can be obtained.
In this paper, we have explored the potentiality of this approach by analyzing the first-epoch data of the VVDS survey. This is the largest, purely flux-limited sample of spectroscopically measured galaxies, currently available in a continuously connected volume and with a robust sampling up to redshifts z∼1.5. It is worth to emphasize that the VVDS is probing the high redshift domain at I≤24 in the VVDS-02h-4 field with the same sampling rate of pioneer surveys of the local Universe such as the CFA (at z∼0) and, more recently, the 2dFGRS (at z∼0.1).
Particular attention has been paid to assess the completeness of the VVDS sample and to test the statistical reliability of the PDF of VVDS galaxy fluctuations. In particular:
a) by applying the VVDS observational selection functions to GALICS semi-analytical galaxy simulations we have explored the region of the parameter space where the PDF of VVDS-like densities traces in a statistically unbiased way the parent underlying PDF of the real distribution of galaxy overdensities.
b) we have reconstructed the VVDS galaxy density field on different scales R= [5, 8, 10] h −1 Mpc by correcting the density estimator for various VVDS selection functions. The final density map for the flux-limited sample has been Wiener filtered in order to minimize the shotnoise contribution By studying the PDF of galaxies in the high redshift Universe we have found that the peak of the galaxy PDF systematically shifts to lower density contrasts as a function of redshift and that the probability of observing underdense regions is greater at z ∼0.7 than it was at z ∼1.5. Both these effects provide strong supporting evidence for the standard assumption that the large scale structure is the result of the gravitational growth of small primordial density fluctuations in an expanding universe.
First, within the paradigm of gravitational instability, the assembling process of the large-scale structures is thought to be regulated by the interplay of two competing effects: the tendency of local self-gravity to make overdense regions collapse and the opposite tendency of global cosmological expansion to move them apart. A key signature of gravitational evolution of density fluctuations in an expanding Universe is that underdense regions, experiencing the cosmological matter outflow, occupy a larger volume fraction at present epoch than in the early Universe. Secondly, both this effects, the peak shift and the development of a low density tail, could indicate the existence of a time-evolving biasing between matter and galaxies, since galaxy biasing, systematically increasing with redshift, offers a natural mechanism to re-map the galaxy PDF into progressively higher intervals of density contrasts.
This last interpretation is confirmed by our measurements of the evolution properties of the second and third moments of the galaxy PDF. We find that i) the rms amplitude of the fluctuations of bright VVDS galaxies is with good approximation constant over the full redshift baseline investigated. Specifically we have shown that, in redshift space, σ 8 for galaxies brighter than M c B = −20 + 5 log h has a mean value of 0.94±0.07 in the redshift interval 0.7< z <1.5; ii) the third moment of the PDF, i.e., the skewness, increases with cosmic time. Its value at z ∼ 1.5 is nearly 2σ lower than measured locally by the 2dFGRS. Both these results, when compared to predictions of linear and second order perturbation theory, unambiguously indicate that galaxy biasing is an increasing function of redshift.
Exploiting the sensitivity of the galaxy PDF to the specific form of the mass-galaxy mapping, we have derived the redshift-, density-, and scale-dependent biasing function b(z, δ, R) between galaxy and matter fluctuations in a ΛCDM Universe, by analyzing the Jacobian transformation between their respective PDFs. Particular attention has been paid to devise an optimal strategy so that the comparison of the PDFs of mass and galaxies can be carried out in an objective and accurate way. Specifically, we have corrected the lognormal approximation, which describes the mass density PDF, in order to take into account redshift distortions induced by galaxy peculiar velocities at early cosmic epochs where the mapping between redshifts and comoving positions is not linear. In this way, theoretical predictions can be directly compared to observational quantities derived in redshift space.
Without a-priori parameterizing the form of the biasing function, we have shown its general non trivial shape, and studied its evolution as a function of cosmic epochs. Our main results about biasing in the high redshift Universe can be summarized as follows: i) we detect non-linear effects in the biasing relation. The ratio between the quadratic and linear term of the biasing expansion (cfr eq. 35) is different from zero at a confidence level greater than 3σ in all the redshift bins and for all the smoothing scales probed. This result confirms a general prediction of CDM-based hierarchical models of galaxy formation (e.g., Sigad, Branchini & Dekel, 2000; Somerville et al., 2001) . Such non-linear distortions of the biasing function are not observed locally in the 2dFGRS sample (Verde et al., 2002 , but see Baugh et al. 2004) , although indirect evidences of a non-linear bias at z ∼ 0 exist (Benoist et al. 1999 , Baugh et al. 2004 .
ii) The biasing function rises sharply in underdense regions (the local slope is b(δ) > 1) indicating that below some finite mass density threshold the formation efficiency of galaxies brighter than M B < −20 + 5 log h drops to zero. This threshold shifts towards higher values of the mass density field as the luminosity or the redshift of the galaxy population increases. iii) We do not observe the imprints of scale-dependency in the biasing function a behavior in agreement with results derived from more local surveys at z∼ 0 (Verde et al., 2002) . iv) By representing the biasing function in linear approximation, we have found that the linear biasing param-eter b L evolves with cosmic time: it appears that we live in a special epoch in which the galaxy distribution traces the underlying mass distribution on large scales (b L ∼ 1), while, in the past, the two fields were progressively dissimilar and the relative biasing systematically higher. The difference between the value of b L at redshift z∼1.5 and z∼ 0 for a population of galaxies with luminosity M B < −20 + 5 log h is significant at a confidence level greater than 3σ (∆b L ∼ 0.5 ± 0.14). In this interval, the essential characteristics of the time evolution of the linear bias are well described in terms of the phenomenological relationship b L = 1 + (0.03 ± 0.01) (1 + z) 3.3+0.6 . v) Over the redshift baseline investigated, the rate of biasing evolution is a function of redshift: z∼0.8 is the characteristic redshift which marks the transition from a "minimum-evolution" late epoch to an early period where the biasing evolution for a population of M B < −20 + 5 log h galaxies is substantial (∼ 33 ± 18% between redshift 0.8 and 1.5). vi) Brighter galaxies are more strongly biased than less luminous ones at every redshift and the dependence of biasing on luminosity at z ∼0.8 is in good agreement with what is observed in the local Universe. vii) By comparing our results to predictions of theoretical models for the biasing evolution, we have shown that the galaxy conserving model (Fry, 1996) and halo merging (Mo & White, 1996) model offer a poor description of our data. This result could suggest that the gravitational debiasing and the hierarchical merging of halos may not be the only physical mechanisms driving the evolution of galaxy biasing across cosmic epochs. At variance with these results, the star forming model (Blanton et al. 2000) seems to describe better the observed redshift evolution of the linear biasing factor. viii) After splitting the first-epoch redshift catalog into red and blue volume-limited subsamples, we have found that the red sample is systematically a more biased tracer of mass than the blue one in every redshift interval investigated, but the relative biasing between the two populations is nearly constant in the redshift range 0.7< z <1.5 (b r /b b ∼ 1.4 ± 0.1), and comparable with local estimates. Moreover, we have found that the bright red subsample is biased with respect to the general red population in the same way as the bright sample of blue objects is biased with respect to the global blue population thus indicating, that biasing as a function of luminosity might be, at first order, independent of colors. ix) Because the VVDS and various EROS samples are not yet large enough, the bias of our sample of bright and moderately red objects at z∼1 is not statistically dissimilar from that expected for EROS of similar luminosity, even if the EROS biasing appears to be systematically larger.
One key aspect of this paper is the measure of evolution in the distribution properties of galaxy overdensities from a continuous volume sampled with the same selection function over a wide redshift baseline. As our volume sampled is still limited, errors on the analysis presented in this paper are dominated by cosmic variance. The technique presented here will be applied to a larger sample as the VVDS observational program progresses.
The Power spectrum of the underlying theoretical density distribution of galaxies, smoothed with the window F and taking into account the VVDS geometrical constraints, can be derived from eq. (5). Specifically he theoretical overdensity field smoothed on a certain scale R, which is sampled by an idealized survey with no selection functions, is
If we assume that this density field is periodic on same volume V, having, for example, the same geometry of the VVDS survey, its Fourier transform is
where the mean theoretical galaxy density ρ may be estimated averaging over sufficiently large volumes the VVDS data corrected for selection functions and sampling rate (see eq. (6)). In eq. (44), n i represent the occupation numbers of the infinitesimal cells dr i in which the VVDS volume can be partitioned (n i =0 or 1) and the sum is intended over all the cells of the survey volume. The Fourier transform of the smoothing window function F with which the discontinuous galaxy density field is regularized is, in the case of a Top-Hat spherical smoothing filter,
sin(kR) (kR) 3 − cos(kR) (kR) 2 .
In order to obtain an estimate of the quantity δ2 T (k) which enters the Wiener filter definition (eq. 42), we compute the ensemble average of the squares of the modulus of the Fourier amplitudes (eq. 44) and obtain
The mean value of the occupation number is given by (Peebles 1980) n i n j = ρ 2 d 3 r i d 3 r j [1 + ξ(r i − r j )]
where the correlation function may be expressed via the Fourier conjugates
We convert the sums into integrals over the occupation cells taking into account the specific VVDS geometry and obtain
were
Note that, in the idealized conditions of a survey of infinite spatial extension (V → ∞) and no smoothing applied to data the previous expression reduces to
Given the quasi pencil-beam nature of the first season VVDS data, however, the sample of the δ field can be described, with good approximation, as confined to a cylinder of length L (aligned along the redshift direction) and radius R. In this case the Fourier transform of the survey window function (cfr. eq. 46) is given by
where j 0 and J 1 are the spherical and first kind Bessel functions and where k = k 2 + k 2 ⊥ . The convolution integral on the right hand side of equation 50 can then be evaluated as follows (e.g., Kaiser & Peacock 1991 , Fisher et al. 1993 )
where V=πR 2 L is the volume of the cylinder and where
Note that the theoretically expected variance of the density field in the VVDS volume is derived in real comoving space. Thus, we have corrected the theoretical predictions (cfr. eq. 50) in order to take into account redshift space distortions induced by galaxy peculiar velocities (see discussion in §5).
We compute the galaxy density field on a regular Cartesian grid of spacing 0.5 h −1 Mpc using the smoothing scheme presented in eq. (5). The resulting 3D density map is then Fourier transformed in redshift slices having line-of-sight dimensions d z =0.1. This partition strategy is implemented in order to describe consistently, using cylindrical approximations, the deep survey volume of the z=[0.3,1.0] z=[1.0,1.5] Fig. 17 . The overdensity distribution reconstructed on a scale R=8 h −1 Mpc and in two different redshift intervals using the GALICS semi-analytical simulation (see §4.1) is plotted as a function of log(1 + δ g ). The dashed line represent the distribution of overdensities traced by simulated galaxies with M < −15 + 5 log h. The shaded area (dotted line) represent the observed overdensity distribution i.e., the distribution recovered after applying to the simulation the VVDS flux limit (I≤24) and all the underlying VVDS instrumental selection effects (see §4.1). The solid line represent the distribution of density contrasts after correcting the observed distribution with the Wiener technique.
VVDS (whose comoving transversal dimensions are an increasing function of distance.) The Wiener filter at each wave-vector position is then computed by using eq. (50). Finally, as described in §3, we select only the Wiener filtered density fluctuations recovered in spheres having at least 70% of their volume in the 4-passes, VVDS-02h-4 field.
In Fig. 17 we use the GALICS semi-analytical simulation (see §4.1), to show the effect of the Wiener filter on the reconstructed galaxy density field. As Fig. 17 shows, the net effect of the correction is to shift towards low-values the density contrasts having low signal-to-noise ratio. By definition, in fact, F is always smaller than unity. Fig.  17 shows that i) at the same density, the effects of the correction are bigger at high redshift where the density field is noisier due to the increasing sparseness of a fluxlimited sample, and ii) at the same redshift the Wiener filter mostly affects the low-density tail of the distribution where the counts within the TH window are small. It is also evident from Fig. 17 that, in the density interval −1 < log(1 + δ g ) < 1, the Wiener filtered distribution offers a better approximation of the underlying PDF, than the observed (uncorrected) overdensity distribution.
