In Bounded Model Checking (BMC), the search for counterexamples of increasing lengths is translated into a sequence of satisfiability (SAT) checks. It is natural to try to exploit the similarity of these SAT instances by forwarding clauses learned during conflict analysis from one instance to the next. The methods proposed to identify clauses that remain valid fall into two categories: Those that are oblivious to the mechanism that generates the sequence of SAT instances and those that rely on it. In the case of a BMC run, it was observed by Strichman [20] that those clauses learned during one SAT check that only depend on the structure of the model remain valid when checking for longer counterexamples. Eén and Sörensson [9] pointed out that all learned clauses can be forwarded if the translation into SAT obeys commonly followed rules. Many clauses that are forwarded this way, however, are of little usefulness and may degrade performance. This paper presents an extension to Strichman's approach in the form of a more general criterion to filter conflict clauses that can be profitably forwarded to successive instances. This criterion, in particular, is still syntactic and quite efficient, but accounts for the presence of both primary and auxiliary objectives in the SAT instance. This paper also introduces a technique to distill clauses to be forwarded even though they fail the syntactic check. Distillation is a semantic approach that can be applied in general to incremental SAT, and often produces clauses that are independent of the primary objective, and hence remain valid for the remainder of the sequence of instances. In addition, distillation often improves the quality of the clauses, that is, their ability to prevent the examination of large regions of the search space. Experimental results obtained with the CirCUs SAT solver confirm the efficacy of the proposed techniques, especially for large, hard problems.
Introduction
Bounded Model Checking (BMC) [3] determines whether for model K there exists a counterexample to property ϕ of length less than or equal to k. If such a counterexample is found, or if k is large enough [19, 18, 6, 1] , then BMC effectively answers the question K |= ϕ; otherwise, it increases the user's confidence in the correctness of K.
BMC converts the search for a counterexample of a certain maximum length into a sequence of propositional satisfiability (SAT) checks. In its simplest form, the length starts from 0 and is incremented by 1 for each instance. At the i-th step of this iteration, a propositional formula is built from K and ϕ that is satisfiable if and only if there exists a counterexample to ϕ in K of length k = i − 1. Though variations on this scheme are easy to envisage, and can be accommodated by the techniques discussed in this paper, we shall limit our discussion to this case. Each formula checked for satisfiability consists of three parts, corresponding to the initial state constraint, the unrolled transition relation, and the property to be satisfied. In the last part, one often distinguishes a primary objective (e.g., the last state of the counterexample violates an invariant) from auxiliary objectives (e.g., no state except the last one violates that invariant). Auxiliary objectives express information about the problem gathered from failed attempts to find shorter counterexamples. They may help in directing the search process.
The emergence of efficient SAT solvers over the last decade [21, 25, 26, 11] has greatly contributed to the success of BMC. The new generation of SAT solvers improves over the classical DPLL procedure [8, 7] in several ways. Of interest to us are conflict analysis and clause recording: When a conflicting assignment is found, it is analyzed to identify a subset that is still conflicting. The disjunction of the negation of the literals in the subset is a conflict-learned clause (or, more concisely, a conflict clause) that can be added to the given SAT instance to prevent the examination of regions of the search space that are guaranteed to contain no solutions. Not all conflict clauses are worth keeping; many SAT solvers periodically discard those that have proved ineffective.
Incremental SAT solvers [24, 20, 9] try to leverage the similarity between the elements of a sequence of SAT instances; most do so by re-utilizing conflict clauses, though when many closely related instances must be solved, caching solutions [15] and incremental translation [2] can also be effective. If a SAT instance is obtained from another by adding some clauses (as in [12] ), then all conflict clauses of the first can be forwarded to the second. This is correct because the second instance implies the first, which in turn implies all its (conflict) clauses. Therefore, when clauses are only added through the sequence of instances, there is no need to screen conflict clauses to determine which ones can be forwarded. This, on the other hand, is necessary when arbitrary clauses are both added and subtracted to create a new instance. A common approach to such general case is to have the incremental SAT solver keep track of whether a conflict clause depends on some removed clauses. The approach of [24] is to record, for each conflict clause, the clauses that made up the corresponding implication graph. This approach does not require any foreknowledge of the subsequent SAT instances to be solved incrementally, and does not restrict the changes possible from one instance to the next; however, keeping track of dependencies may be expensive.
Strichman [20] was the first to observe that in BMC some clauses are known to survive through all instances in the sequence. A formula passed by BMC to the SAT solver contains clauses that describe the transition relation of the model unrolled a number of times. These clauses are not discarded when the length of the counterexample is increased. Hence, a conflict clause that depends only on them can be forwarded. The advantage of this approach is that complete dependence information is no longer needed; one-bit marker per clause is sufficient. Such a marker is derived from the structure of the implication graph that produces the clause. Therefore, we speak of a syntactic criterion in this case.
The authors of [9] remarked that tracking dependencies is not required if only unit clauses are removed. Such clauses can be regarded as assumptions by the SAT solver. As a result, a conflict clause incorporates its assumptions or some of their implied literals, and is not invalidated when the assumptions are repealed. It was further observed in [9] that the standard encoding of objectives into SAT guarantees that the clauses that must be removed when the counterexample length is incremented are unit clauses. Hence, all conflict clauses can be forwarded. The approach of [9] exemplifies those incremental satisfiability algorithms that are aware of the mechanism generating the sequence of SAT instances. On the other hand, when one of its unit clause assumptions is reversed, a conflict clause becomes satisfied and therefore inert.
Having many inert clauses in the solver may significantly affect performance. Therefore we want to forward only clauses that have a good chance of remaining active in successive instances. To this purpose, we propose a syntactic criterion that improves on the one of [20] in two ways. First, it accounts for auxiliary objectives, and hence can forward more clauses. Second, it does not require the examination of the entire implication graph when marking a conflict clause.
We also present a semantic forwarding criterion, which distills the clauses that cannot be forwarded according to the syntactic check into clauses implied by the new instance. These distilled clauses are sometimes independent of the objective of the new instance and usually more effective than the raw clauses from which they are derived in preventing exploration of fruitless regions of the search space.
The rest of this paper is organized as follows. Section 2 reviews background material. Section 3 describes the incremental SAT algorithm, while Section 4 discusses the experiments conducted to assess its effectiveness. Section 5 concludes.
Let V = {v 1 , . . . , v n } and W = {w 1 , . . . , w m } be sets of Boolean variables. We designate by V the set {v 1 , . . . , v n } consisting of the primed version of the elements of V , and by V i the set {v
where V is the set of (current) state variables, W is the set of combinational variables, I(V ) is the initial state predicate, and T (V, W, V ) is the transition relation. The variables in V are the next state variables. All sets are finite, and all variables range over finite domains.
Bounded Model Checking (BMC) [3] reduces the search for a counterexample to a linear time property to propositional satisfiability. Given an open system Ω, an LTL [17] formula ϕ, and a bound k, BMC tries to refute Ω |= ϕ by proving the existence of a witness of length k to the negation of the LTL formula.
BMC A SAT solver returns assignments to the variables of a propositional formula that satisfy it, if such assignments exist. A literal is either a variable or its complement, a clause is a disjunction of literals from distinct variables, and a conjunctive normal form (CNF) formula is a conjunction of clauses. An And-Inverter Graph (AIG) [16] is a Boolean circuit such that each node's output is the conjunction of its two inputs. The arcs of the circuit may be complementing. A Binary Decision Diagram (BDD) [5] is a Boolean circuit such that each node is a multiplexer controlled by an input variable. Most SAT solvers operate on a propositional formula in CNF. Our SAT solver CirCUs [14, 13] , on the other hand, accepts a combination of CNF clauses, AIG, and reduced, ordered BDDs. Each result of a conflict analysis is represented as one clause [10] . Hence, the algorithms described in this paper can be applied to any SAT solver based on clause recording.
else Backtrack(blevel); 7 } 8 return SATISFIABLE; 9 } Fig. 1 . DPLL algorithm with conflict analysis Figure 1 shows the pseudocode of the DPLL procedure as implemented in most modern SAT solvers, including CirCUs. The algorithm maintains a list of assignments that is initialized with the unit clauses from the SAT instance. If all variables have been given a value, a satisfying set of assignments has been found. Otherwise, an assignment is either extracted from the list, or created by a new decision; it is added to the assignment stack, and its consequences are deduced. Every time a new decision is made, the decision level, which is initially 0, is incremented. If a conflict is detected, it is analyzed. The results of the analysis are a conflict clause and a backtracking decision level. The latter tells how much of the assignment stack should be erased (decreasing the decision level) before continuing the search.
Conflict analysis relies on the implication graph, which is a directed acyclic graph (DAG) whose nodes are the variables in the current set of assignments plus a special conflict node if the assignments are conflicting. The arcs of the DAG are such that if the predecessors of node ν are ν 1 , . . . , ν m , then there exists a clause, an AIG node, or a BDD, such that it implies the value of ν given the values of ν 1 , . . . , ν m . The predecessors of the conflict node identify a clause, AIG node, or BDD, whose assignments are inconsistent. A root of the graph corresponds to a decision assignment. Note that different implication graphs may be obtained from the same set of assignments, depending on the order in which their implications are propagated. A conflict clause is obtained by disjoining the negation of the literals forming a cut in the implication graph that separates the conflict node from the roots of the graph. The First Unique Implication Point (UIP) approach [26] starts from the conflict node and looks for the first cut such that it contains exactly one literal implied by the most recent decision.
Every non-root node of the implication graph identifies an antecedent clause: The implied value of the node contributes one literal, and the negation of the predecessor values supplies the others. Some of these clauses correspond to clauses in the input description or were derived from previous conflicts. Others come from AIG nodes or BDDs. For instance, an AIG node a = b ∧ c, and assignment a = 1 implying c = 1 implicitly give the clause (¬a ∨ c). The conflict clause is obtained by successive resolutions starting from the conflicting clause associated to the conflict node. At each step one literal implied at the current decision level is resolved using its antecedent clause. All the clauses involved in the resolution are implied by the function whose satisfiability is being checked.
Forwarding Clauses
We consider an incremental SAT algorithm that exploits the similarities among SAT instances that form a sequence by using the conflict clauses generated from the previous instances to guide the search for a solution to the current instance. We assume that the second and successive instances of the sequence are obtained by removing some clauses from the instances immediately preceding them, and then adding some other clauses.
In BMC the unsatisfiability of a SAT problem usually comes from the simultaneous constraining of the initial and final state of a path because the formula representing the unrolled transition relation and the constraint on the initial states is normally satisfiable. However, this does not mean that the conflicts the solver goes through in proving unsatisfiability involve variables from most time frames. First, there may be conflicts due to inconsistent assignments to the inputs and outputs of some circuit elements. Second, the proof of unsatisfiability may rely on conflicts that establish non-trivial facts about intermediate states of possible counterexamples, given the constraints on the initial states. Figure 2 provides some intuition for how local conflicts arise. It shows an AIG produced by unrolling a transition relation twice. The property being checked is an invariant. The three parts of the figure are three snapshots taken during the search. Each circle is a node of the AIG. A circle is filled if the node is assigned a value. The three snapshots suggest that the implication graph initially consists of several connected components. If a conflict occurs when extending one of the components not including the objective (the diamond at the far right), then the resulting conflict clause is totally independent of the current objective and is a good candidate for forwarding.
As recalled in Section 1, it was noted in [9] that when objectives are identified by literals, all conflict clauses can be forwarded. However, a clause that contains the old primary objective, is trivially satisfied when that objective is turned into auxiliary by negating its literal. In general, the usefulness of conflict clauses that depend on the primary objective is dubious, even when they do not contain the objective literal. Hence, in the following, we propose two techniques to identify objective-independent clauses.
Objective Tracing
We are interested in extending the criterion of [20] to account for auxiliary objectives since they contribute to many conflicts, especially when looking for looping counterexamples. We show an AIG and an implication graph for it in Figure 3 . Each horizontal line in Figure 3 (a) represents an AIG node; a dot stands for complementation. The objective is x 9 and a conflict happens after three decisions have been made for x 1 , x 4 , and x 3 . Along with the implications, we also propagate the objective flag through the implication graph. For example, we mark x 7 and x 8 because they are implied by the objective. The dotted line in Figure 3 (b) encloses the marked nodes.
Fig. 3. Example of tracing objective
In our incremental algorithm, conflict analysis has the additional goal to check whether the conflict is related to the objective. The conflict in Figure 3 is objective-dependent, since one of the ancestors of the conflict node is x 9 . A naive approach could identify objective-dependent conflicts by checking whether the objective is in the transitive fanin of the conflict node. However, most modern SAT solvers, including CirCUs, use the first UIP to find concise explanations of conflicts. Therefore, standard conflict analysis does not need to traverse all the transitive fanin of the conflict node. Hence the naive approach may incur overhead.
Since we propagate the objective flag during implication, we can check if the conflict is related to the objective by checking the mark of the conflict node. If the conflict node is not marked then we need to traverse the implication graph to check whether objective-dependent conflict clauses are the reason for the current conflict. However, we only traverse until the first UIP is found. Even though the rest of the implication graph has objective-dependent conflict clauses, they can be ignored. The reason of the conflict is isolated from those clauses by the first UIP.
In [20] , the author propose a method to identify conflict clauses to be forwarded in BMC based solely on the circuit structure. First, all the clauses created from the circuit structure are marked. Once a conflict happens, one checks if all clauses leading to the conflict are marked. It so, the conflict is derived from inconsistency between the current assignment and the circuit structure. Therefore, the conflict is marked for forwarding. This method does not account for auxiliary objectives, which, as shown in Section 4, often speedup BMC. Second when BMC is applied to optimized circuits, in which most redundancies have been removed, the clauses that are solely derived from the circuit structure tend to be few. This occurs in our experimental setup, since we apply BDD sweeping [16] to remove redundancy. 
Distillation
Although the criterion of Section 3.1 forwards more clauses than the one of [20] , it is still rather conservative and may miss many useful conflict clauses. Therefore, in this section, we develop a semantic criterion that is applied to small clauses that failed the syntactic check based on dependency on the objective.
To distill a clause under the new objective, we check whether the clause is satisfied under the assignments that are implied by the unit clauses of the new SAT instance. If the clause is satisfied, it is discarded. Otherwise, we assert the negations of its literals and carry out the resulting implications. If this does not result in a conflict, the clause is discarded. (Therefore, distillation can be applied also when not all clauses can be forwarded.) Otherwise, the clause obtained by conflict analysis is the distilled version of the given clause and is forwarded.
Even though we limit the number of literals in the candidate clauses, there may still be many of them. Therefore, we build a trie (cf. [25] ) with the set of candidates. Figure 4 shows an example. With the trie, we can distill the clauses with at most 7 decisions, instead of the 12 decisions required if we process the clauses one by one. We do not explicitly optimize the trie when clauses can be merged. In Figure 4 , (a ∨ b ∨ ¬c) and (a ∨ b ∨ c) could be merged into (a ∨ b). If the new clause indeed causes a conflict, it will be found when trying (a ∨ b ∨ ¬c). The size of the trie depends on the order of the variables. We sort the variables according to their number of occurrences in the candidate clauses. Figure 5 shows the distillation algorithm. For each element in the trie, the decision on the children '0' and '1' is made in DistillationAux() if there is a non-empty suffix from them. Conflict analysis is invoked when BCP() results in a conflict. If the resulting conflict clause has fewer literals than the number of trie nodes on the path from the root, it is forwarded. Otherwise the conflict clause based on the decisions that have been made is forwarded. The former case is more frequent. Since we want to go through all the trie nodes one by one, we use chronological backtracking based on the trie structure.
The distillation process has several advantages. First, it is a semantic approach that may derive clauses that were not produced by previous SAT checks. Second, some of these clauses are reusable because they do not depend on the current objective. Since the criterion based on tracing the objective is conservative, we often find many objective-independent clauses from the objective-dependent clauses of the previous run. Third, the quality of conflict clauses usually is improved by distillation. This is partly due to the different order in which assignments are made, and which results from the traversal of the trie. Moreover, the first UIP tends to be closer to the conflict than the literals in the clause to be distilled that it replaces.
A final, important advantage of distillation is that the variable scores used to make decisions are updated during the process. Therefore, distillation biases the search based on information from the previous instances in the sequence. In [23] , the entire proof of unsatisfiability from one SAT run is used to bias the variable scores of the next run. With distillation, only the part of the proof that is still useful with the new primary objective affects the scores.
Experimental Results
We have implemented the clause forwarding techniques in CirCUs, which is built on top of VIS-2.1 [4, 22] . To show the effectiveness of objective tracing and distillation, we compare non-incremental SAT to incremental SAT. The non-incremental version of CirCUs was shown to be competitive with a popular CNF SAT solver, Zchaff, in [14] .
The experimental setup is as follows. We build BMC instances for given LTL properties from the VIS benchmark suite [22] . We check for counterexamples of length up to 20. We first expand the AIG for the prescribed number of time frames and then apply BDD sweeping [16] to the result to remove redundancy. The maximum number of literals of a clause that undergoes distillation is 50.
All experiments have been performed on a 1.7 GHz Pentium IV with 1 GB of RAM running Linux. We have set the time-out limit to 10000 s. Two lines are drawn in each plot: the main diagonal, and the result of least square fitting for y = a · x b . The left scatter plot of Figure 6 shows that using auxiliary objectives provides a rather consistent speed-up. The combined effect of all the new techniques, including auxiliary objectives, objective tracing, and distillation, is shown in the right plot of Figure 6 by comparison to non-incremental SAT.
To show the impact of distillation, we compare incremental SAT with and without distillation in the left plot of Figure 7 . To justify the claim that UIPbased conflict analysis enhances the quality of conflict clauses we compare it to using the clauses as they come out of the trie. As one can see in the right plot of Figure 7 , the use of UIP-based conflict analysis often generates better results.
The number of conflict clauses forwarded by several methods is shown in Table 1 . The number of forwarded clauses by the method of [20] is shown in the third column. It is collected from BMC runs for all timeframes. The fourth column shows the number of forwarded clauses by the proposed objective tracing method. This method identifies many more clauses than the method of [20] .
The fifth and sixth columns show the number of clauses forwarded by distillation. The objective-independent clauses from distillation are collected from all timeframes, but the objective-dependent clauses from distillation are generated from the last timeframe only. Only the objective-independent clauses are forwarded to the next runs.
To support the claim that the quality of conflict clauses is improved by distillation, we show the number of literals per conflict. We achieve a reduction of approximately 10% in the number of literals per conflict.
Conclusions
We have presented two techniques for efficient incremental SAT checking in BMC. One is a syntactic technique that identifies clauses that can be profitably forwarded from one SAT instance to the next by tracing their dependence on the primary objective of the SAT problem. The other technique distills clauses that fail the tracing criterion into fewer, smaller clauses that can be forwarded. Experiments indicate that the combination of these two techniques greatly increases the number of forwarded clauses over previous methods, while preventing many useless clause from cluttering the solver's data structures. This results in a significant improvement in the speed of BMC. Though we have described our techniques for a hybrid solver used for BMC, they are applicable in general to solvers based on clause recording, and to problems that benefit from an incremental approach to satisfiability.
