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Abstract— The UK government’s CO2 emissions targets will require electrification of much of the country’s 12 
infrastructure with low carbon technologies such as photovoltaic panels, electric vehicles and heat pumps. The large scale 13 
proliferation of these technologies will necessitate major changes to the planning and operation of distribution networks. 14 
Distribution network operators are trialling electrical energy storage (EES) across their networks to increase their 15 
understanding of the contribution that it can make to enable the expected paradigm shift in generation and consumption 16 
of electricity. 17 
In order to evaluate a range of applications for EES, including voltage control and power flow management, 18 
installations have taken place at various distribution network locations and voltage levels. This article reports on trial 19 
design approaches and their application to a UK trial of an EES system to ensure broad applicability of the results. 20 
Results from these trials of an EES systems, low carbon technologies and trial distribution networks are used to develop 21 
validated power system models. These models are used to evaluate, using a formalised methodology, the impact that EES 22 
could have on the design and operation of future distribution networks.  23 
 24 
Highlights:  25 
 Results of an EES system demonstration project carried out in the UK 26 
 Approaches to the design of trials for EES and observation on their application  27 
 A formalised methodology for analysis of smart grids trials 28 
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 Validated models of energy storage 29 
 Capability of EES to connect larger quantities of heat pumps and PV is evaluated 30 
Keywords— Electrical Energy Storage, Distribution Networks, Field Trials, Smart Grid 31 
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UK  United Kingdom 52 
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1. Introduction 55 
The forecast electrification of key UK infrastructure such as heat and transport required by the UK government’s aggressive 56 
CO2 targets will result in major changes to the planning, design and operation of the UK’s electrical infrastructure. This paper 57 
describes research undertaken by projects funded by the UK energy regulator’s (Ofgem) Low Carbon Network Fund (LCNF) 58 
and the Engineering and Physical Sciences Research Council (EPSRC) in response to these expected changes. A trial of 59 
electrical energy storage (EES) has been carried out by UK Power Networks (UKPN), ABB, Durham University and Newcastle 60 
University to develop realistic models of a real EES system and to enable evaluation of the use of EES on future distribution 61 
networks. This project was originally part of the AuRA-NMS Strategic Partnership between the EPSRC, Scottish Power Energy 62 
Networks, ABB and UKPN (formerly EDF Energy Networks) [2, 3]. Subsequent work, focussing on the deployment of the EES 63 
system, was the first project to register in the LCNF as a First Tier project [4, 5]. The validated network, customer load and LCT 64 
models described in this work are derived from the Customer Led Network Revolution (CLNR) project programme [6] again 65 
funded by Ofgem’s LCNF. This is the UK’s largest smart grid project thus far with metering data from over 20,000 industrial, 66 
commercial and residential customers as well a smart grid trial programme of over 87 smart grid interventions. 67 
In this work these realistic load, generation, network and EES models are used collaboratively to evaluate, using a formalised 68 
methodology, the impact that EES could have on future distribution networks. This formalised methodology can be used to 69 
evaluate the capability of these networks, equipped with EES or other advanced interventions, to connect the anticipated large 70 
scale proliferation of LCTs. This approach will enable DNOs to make more informed network planning, design and operational 71 
decisions based on a combination of realistic models based on trial results. 72 
2. Background 73 
The projected increase in customer demand, due to the proliferation of EVs and heat pumps, and much higher levels of zero-74 
carbon intermittent renewables based generation to distribution networks will present major challenges to DNOs in terms of 75 
voltage control and powerflow management [7, 8]. Grid connected energy storage can provide a variety of network services, 76 
including voltage control and powerflow management, in future electrical power systems [4, 8-25]. These can be summarised as 77 
follows: 78 
 Voltage control: Support heavily loaded feeders, power factor correction, reduce generator curtailment, minimise on-79 
load tap changer (OLTC) operations, mitigate flicker, sags and swells [4, 17-19, 26]; 80 
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 Power flow management: Defer network reinforcement, reduce reverse power flows, reduce generator curtailment,  81 
reduce losses [4]; 82 
 System Restoration: Voltage control and power flow management in a post fault network [10] 83 
 Energy/ancillary markets: Energy arbitrage, balancing market participation, reduce intermittent generation 84 
variability, increase intermittent generation yield from non-firm connections [4], provide ancillary services 85 
(frequency response/operating reserves) [27]; 86 
 Commercial/regulatory: Assist in compliance with energy security standard (ER P2/6) [28], reduce customer minutes 87 
lost, reduce generator curtailment [4, 10]; 88 
 Network management: Facilitate islanded networks, support black starts, switch EES between alternative feeders at a 89 
normally open point (NOP) [4]. 90 
However, the adoption of grid-connected energy storage within electrical power systems has been hampered by technology 91 
costs, limited deployment experience, existing electricity market and regulatory structures and complex value chains which 92 
increase investment risk [25]. To mitigate against these issues a number of assessment techniques have been developed.  93 
Comparative, techno-economic analytic assessments of the capability of energy storage to participate in energy arbitrage, 94 
frequency regulation, managing short–term fluctuations, and standing reserve are described in [21, 23, 29-31]. Economic 95 
assessments of the use of energy storage to increase the energy yield of and reduce the generation uncertainty associated with 96 
stochastic energy sources, by using it as an energy buffer, have been extensively evaluated [32-34]. Sophisticated modelling of 97 
economic or financial scenarios for energy storage is required to understand and determine the economic benefits of energy 98 
storage in electrical power systems. However, it should be noted that these analytic methods do not require accurate modelling of 99 
the dynamic operation of an energy storage system.  100 
More detailed, dynamic models of energy storage, in electrical power systems, have been used extensively to evaluate the 101 
increase in energy yield and reduction in generation uncertainty associated with stochastic energy sources, by using it as an 102 
energy buffer [26, 35-41]. A filtering time constant is used to model the impact of energy storage on the input wind power data 103 
in [35]. A year round evaluation of wind and energy storage system operation, using an hourly wind and demand time series and 104 
a simple energy storage model is used to evaluate the value of energy storage in [42]. In [26], a model which accounts for 105 
efficiency of energy storage is used to evaluate the capability of energy storage with reactive power control to minimise energy 106 
loss and enhance voltage stability of an islanded system. In [41] a dynamic model of a wind turbine and flywheel energy storage 107 
system model is used to evaluate its capability of wind power smoothing.  108 
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For voltage control, powerflow management, system restoration and network management, models that reflect the dynamic 109 
behaviour of an actual system are necessary to ensure that the resultant network design is not only economically feasible but is 110 
also technically acceptable. Steady-state load flow analysis of an electrical network model loaded with values from historical 111 
operational data sampled at 30-min intervals is used to evaluate the capability of energy storage to regulate voltage and manage 112 
powerflows in [4, 18, 19]. In this case the energy storage was modelled as an electrical load when charging and a generator while 113 
discharging. A similar modelling approach is applied to evaluate a strategy which integrates sophisticated control of an automatic 114 
voltage controller (AVC) with EES systems, to regulate voltage across a representative future distribution network, with large 115 
numbers of EVs, heat pumps, PV installations and a windfarm [17]. Optimised combinations of real and reactive power for 116 
voltage support and loss reduction were assessed using detailed dynamic models of the control scheme and a simple energy 117 
storage model [43]. These models however do not use the results of practical grid connected energy storage to inform the 118 
development of the models used.  119 
This work demonstrates, using results from a trial of a grid connected EES unit that these models need to be carefully applied 120 
in analysis. These initial practical results indicate a more pessimistic assessment of the capability of EES to control voltages and 121 
manage powerflows is necessary. In addition, this work also indicates how large scale proliferation of load or generation LCTs 122 
will modify current load/generation profiles, which will in turn have significant impacts on the appropriate power rating and 123 
storage capacity of an EES system.   124 
This paper reports on research that has addressed the need for the development of methods that will enable the benefits of EES 125 
systems to be assessed using a combination of appropriately designed field trials and relevant simulation and analysis. In the 126 
following section, the Hemsby EES installation and trial design approach is detailed. This is followed by a description of the 127 
formalised trial analysis methodology used to evaluate these trials. Results from the application of the trial analysis methodology 128 
on a peak-shaving trial carried out using the Hemsby EES system, is presented in the following section. The analysis enables 129 
evaluation of this and similar systems’ capability to facilitate connection of heat pumps and PV generation and defer 130 
reinforcement in future distribution networks. The results are discussed cognisant of the practical issues observed along with the 131 
broader implications for the design and analysis of field trials of distribution network connected EES systems. 132 
3. Field trial of energy storage at Hemsby 133 
In addition to the energy storage system at Hemsby there are a number of UK demonstration projects with grid connected, 134 
operational EES systems; the Orkney Smart Grid, with an energy capacity of 500kWh; a 3MWh energy storage system in 135 
Shetland; the CLNR project, which features six units with energy capacities ranging from 100kWh to 5MWh; three units at 136 
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Chalvey with a capacity of 25kWh; and a unit deployed in Bristol with a capacity of 14.4kWh [44-48]. In addition, a compressed 137 
liquid air based energy storage, with an energy capacity of 2.4MWh has been commissioned [49].  138 
The Hemsby EES system was designed and built by ABB. The installation is connected on an 11kV distribution network in 139 
the East of England. The EES consists of a 200kW/200kWh lithium-ion battery array, manufactured by Saft, coupled to ABB’s 140 
SVC Light (a static VAr compensator) and control system [5]. This lithium-ion battery technology is designed to have calendar 141 
lifetime of 15 years, charge/discharge lifetime of 3000 cycles with 80% depth of discharge. The battery system was found to 142 
have round-trip efficiencies of between 90% and 95% measured [50]. However, auxiliary power consumption was found to have 143 
a significant impact on the system resulting in round trip efficiency that could be as low as 78%, depending on the amount of 144 
power exchange. 145 
The EES has been placed at an NOP to allow connection to either one of two feeders fed from different primary substations as 146 
shown in Figure 1. The loads supplied by these feeders are a mixture of farming, light industrial, residential and holiday 147 
accommodation. A 2.25 MW windfarm with fixed speed induction generators is connected midway along one of these feeders. 148 
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 149 
Figure 1: Field trial network diagram (Windfarm is indicated by letter G) 150 
4. Trial design methodology 151 
As this is a demonstration project on a region of 11kV network operated by a UK DNO, the trial designs are designed to 152 
minimise disruption to the network and comply with the operational and safety requirements of the DNO’s network [7, 51]. 153 
Management of voltage and powerflows have been identified as key objectives for control of smart grid network interventions 154 
[7]. The four-quadrant voltage source converter (VSC) enables independent control of real and reactive power import/export 155 
from the EES which is used to manage voltage and powerflows in the immediate distribution network [51]. At this installation, 156 
measurements at the Point of Common Coupling (PCC) of the ESS and remote locations (far end of the feeder or at a mid-point 157 
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towards the windfarm) can be used as input measurements to voltage control and powerflow management algorithms which can 158 
regulate the flows of real and reactive power flowing into/out of the EES [51]. 159 
The peak-shaving capability of EES is the focus of this investigation. To minimise the possibility of disruption to customers, 160 
the power capability of the EES was relatively small in comparison with the powerflows on the 11kV feeder. This necessitated 161 
changes to the operational limits and set points to ensure that the EES was regularly active in response to thermal events during 162 
the trial period. This provided a meaningful evaluation of the EES system characteristics and performance. A number of 163 
approaches have been previously identified to determine these changes [7]: - 164 
1. Network element models held in control system are lower rated than reality; 165 
2. Scale thermal/current ratings of infrastructure elements; 166 
3. Reconfiguration of the network (N-1, N-2 conditions) to increase powerflows; 167 
4. Scaling of results from monitoring systems prior to their submission to control system. 168 
As the daily and seasonal variability of the 11kV feeder powerflow would result in either limited or frequently saturated 169 
operation of the EES system, a variant of option 1, with additional functionality in the peak-shaving algorithm of the Hemsby 170 
EES systems, was used [51]. The additional algorithm functions were as follows:  171 
1. If the EES system real power import/export exceeded 60kW, any further increase in the margin above the threshold 172 
resulted in an increase of real power import/export equal to 10% of the margin. This limits the allowable power 173 
exchange level. Although the Hemsby EES is capable of 200kW, this rule limits the power below 100kW to preserve 174 
the (200kWh) energy capacity.  175 
2. Adaptive peak-shaving. This is illustrated in Figure 2. 176 
  177 
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Figure 2: Flow chart of adaptive peak shaving algorithm 178 
The adaptive peak-shaving algorithm monitors and stores historical time and magnitude of peak power flow occurring on the 179 
feeder. The algorithm uses this data to predict the daily load curve and thus determine the appropriate switching time windows 180 
and trigger levels for each day that ensures that, the battery energy resource is used in a way that will maximize the usage of the 181 
ESS during the trials [5]. A flow chart illustrating the overall EES control algorithm is presented in Figure A.1 in Appendix A. 182 
5. Post-trial analysis methodology 183 
The formalised post-trial analysis methodology known as VEEEG (Validation, Extension, Extrapolation, Enhancement, 184 
Generalisation) has been applied to the peak-shaving field trial results from Hemsby. This methodology, illustrated 185 
diagrammatically in Figure 3, ensures that the results smart grid trials are systematically analysed to provide robust findings with 186 
broad applicability [7]. This methodology has been developed previously as part of the CLNR project programme [6] and is 187 
developed here as a generalised approach to analysing smart grid trials. 188 
The methodology uses the smart grid trial results to validate the network and network component models. The results from the 189 
trials are then expanded and augmented to fully explore the capability of a smart grid network intervention or combinations of 190 
smart grid interventions, to contribute to network operation in future distribution networks.  191 
 192 
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 193 
Figure 3: Post-trial analysis methodology 194 
Validation 195 
Pre-trial models of the local power systems and the smart grid systems are completed in order to build confidence in the 196 
operation of the field trials and ensure that the deployed systems will operate as required and maintain system operation within 197 
limits. In order to complete the later phases of the methodology, accurate models of distribution network(s) and smart grid 198 
intervention(s) are required, therefore it is necessary to validate the pre-trial models with results from appropriately designed 199 
field trials and where necessary modify the models to produce post-trial models [7].  200 
Extension 201 
Due to operational and financial limitations, field trials carried out within a field trial programme will always be of limited 202 
duration. Trials may need to be extended in time, using the validated models, to evaluate the operation of the system over a 203 
Extrapolation
- more and new locations for LCTs
- input from smart meter dataset
- input from literature
Enhancement
- new combinations, locations and sizes of network 
interventions
- new combinations, locations and sizes of 
customer interventions
Extensions
- longer duration
- missing trials
- unfeasible trials
Future Scenarios
Future Scenarios
Pre-
trial 
Models
Validation Post-
trial
Models
Generalization
- generic & other representative networks
- generic & representative load profiles
- generic weather
Trial/Case Study Networks
Generic & Other Representative 
Networks
Future Scenarios
Trial/Case Study Networks
Existing Scenarios
Trial Networks
11 
 
 
longer period to enable a more comprehensive evaluation of the application of the smart grid intervention. Moreover in this 204 
phase, trials which could not be completed, for unforeseen reasons, or trials that are not practically feasible can be simulated 205 
using the validated models [7].  206 
Extrapolation 207 
In this phase, trial results are extrapolated by modelling increased penetrations and/or relocation of LCTs, to evaluate future 208 
LCT take up scenarios on the trial networks. LCT models used within the future predicted scenarios can be derived from analysis 209 
of smart meter data, detailed monitoring surveys or relevant literature. Evolving load and generation patterns and LCT 210 
penetration growth will impact on the capability of distribution networks to accept LCTs and determines the optimal choices of 211 
smart grid network intervention combinations, customer tariffs or conventional reinforcement [7]. 212 
Enhancement  213 
The enhancement phase enables evaluation of different sizes, new locations, new combinations and larger numbers of smart 214 
grid interventions on the study network(s). Actual trials are limited in terms of the location and number of interventions available 215 
[7]. 216 
Generalization  217 
Where necessary generic load, generation and weather data will be implemented in simulation. In addition, if the study 218 
network is unrepresentative, other representative or generic networks can be used to generalise the results from the trial. 219 
The methodology results in large numbers of options for analysis of a smart grid trial(s). Therefore, in applying this 220 
methodology appropriate choices, conscious of the final analysis objective, need to be made to ensure its efficient application. In 221 
the following section, the VEEEG methodology is applied to the peak-shaving trial at Hemsby. 222 
6. Trial results and validation 223 
 Field trial results for peak-shaving 6.1.224 
The effect of the peak-shaving algorithm, described earlier, in conjunction with EES in reducing powerflows on the 11kV 225 
feeder is illustrated in Figure 4. It can be seen that although operating as intended, due to the scale of the EES relative to the 226 
feeder demand, the effect of the EES system on the load profile is relatively small.  227 
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 228 
Figure 4: 11kV feeder powerflows with and without peak-shaving enabled (7th August 2013) 229 
The operation of the EES and the impact that this operation has on the estimated SOC (State-of-Charge) of the battery is 230 
illustrated in Figure 5. During the morning charge period the estimated SOC increases from 32.5% to 80%. During the evening 231 
discharge period the estimated SOC dropped from 80% to 20% and then, following the reduction in the export of real power to 232 
zero, increased by 10% and reached a steady-state value of 30% after 25 minutes.  233 
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 234 
Figure 5: Real power import/export and SOC of EES system (7th August 2013) 235 
This is due to the SOC estimation technique adopted by the system at Hemsby which uses the battery terminal voltage method 236 
[52]. However, when estimating SOC under dynamic conditions, when the battery is charging or discharging, there is a 237 
significant voltage drop due the internal impedance, whereas when export power is reduced to zero, there is no current flow in 238 
the battery circuit and no voltage drop. Charging/discharging rates [53], battery age, state of health (SOH) [54] and 239 
environmental conditions (e.g. ambient temperature) also has been shown to have significant impact on this internal impedance 240 
value [55]. Consequently, the instantaneous online SOC estimator is significantly lower at the end of discharging than the no-241 
load measurement (as shown in Figure 4). However, it should be noted that these observations vary depending on the level of 242 
power exchange prior to dropping to zero.  243 
Other SOC estimation techniques such as internal impedance [56], open circuit voltage [57, 58], coulomb counting [59], 244 
artificial neural networks (ANN) [60, 61] or fuzzy logic [62, 63] have been reported.  245 
When using the internal impedance technique information on the battery state of health (SOH) [52], charging/discharging 246 
current [53]  and ambient temperatures are required. If  this technique is applied, a wide range of impedance experiments are 247 
needed to carry out SOC estimation.  248 
Coulomb counting calculates battery SOC by integrating the charging/discharging current over time with adjustments for the 249 
rate of charge or discharge of the battery [53, 64]. It requires few battery specifications and is easy to be implemented. However, 250 
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this technique is prone to estimation drift due to the integrating approach of this technique and over time could result in 251 
overcharging or undercharging of the EES unit.  252 
Artificial neural networks methods are applied in SOC estimation due to their good ability of nonlinear mapping, self-253 
organization, and self-learning. In [60], the ANN based SOC indicator predicts the SOC using the recent history of voltage, 254 
current, and the ambient temperature of a battery. However, the accuracy of ANN based SOC prediction is determined by 255 
availability of comprehensive historic data.  256 
Fuzzy logic method provides a powerful means of modelling nonlinear and complex systems. In [62], a fuzzy-based method of 257 
estimating SOC of a battery system using data obtained by impedance spectroscopy (AC impedance). However, this fuzzy 258 
method is based on expert knowledge and may not be a generic method for all kinds of battery because impedance spectroscopy 259 
is dependent on material, manufacturing and environmental conditions.  260 
In this work, models of both the SOC estimation algorithm and the battery system are required as these devices directly 261 
determine the capability of the energy storage unit to manage powerflows. However, efficient development of these models is 262 
restricted by:  263 
1. Commercial sensitivities around battery parameters and performance and the SOC estimation algorithm used in an 264 
installation; 265 
2. Complex models of battery systems and SOC estimation algorithms are difficult to implement in power systems 266 
modelling tools and can lead to large increases of computing time.  267 
Therefore in this research, the coulomb counting method is adopted to estimate battery SOC within the model as it results in 268 
faster simulation times and also is accurate where the simulation is over a period of a few battery cycles. In addition, for energy 269 
exchange counting purpose, it is a generic method which is suitable for all kinds of battery system. It should be noted however 270 
that the method adopted is applied conservatively to reflect the operation of the energy storage system deployed as part of the 271 
trial.  272 
 System Modelling 6.2.273 
In order to complete this assessment, detailed model of the Hemsby 33kV and 11kV network and the case study 11kV and LV 274 
networks have been developed in IPSA2 and validated against the field trial results from the Hemsby and CLNR projects 275 
respectively. The Hemsby distribution network model includes detailed models of the conductors and transformers from the 276 
33kV connection point to the electrical location of the EES. The case study model includes a detailed model of the 20/0.4kV 277 
transformer and the downstream LV network. This approach, enabled by scripting of IPSA2 with Python, provides flexibility in 278 
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the time resolution used in the analysis. Previous studies use SCADA based data, with 30-minute times resolution [17] but in this 279 
case this more detailed analysis uses mostly 1-minute data where possible. The energy storage is modelled as an electrical 280 
machine which can either import or export real and reactive power to the network within the rating of the actual system. As per 281 
the Hemsby EES system reactive power is limited by rating only and not by duration, however real power is limited by the rating 282 
of the system and the calculated SOC of the battery and any limits imposed by the control algorithm. The control of the Hemsby 283 
energy storage system, described earlier, is implemented in Python enabling efficient interaction with the IPSA2 based power 284 
system models. 285 
 Validation 6.3.286 
Pre and post-trial models of the EES and control systems have been developed. A comparison between the post-trial model 287 
and the field trial results for real power import and export is presented in Figure 6. 288 
 289 
Figure 6: Comparison between Post-trial simulation EES model and EES real power export during discharge period (7th August 2013) 290 
It can be seen that there is a good correlation between the results although these are some differences. The model does not take 291 
account of any latency in data acquisition for the control system or in implementing the control actions. It can also be seen that 292 
the discharge period lasts for longer in the model than in the real field trials. This is explained by comparison between the online 293 
SOC estimation from the trial and the model illustrated in Figure 7.  294 
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 295 
Figure 7: Comparison between post-trial simulation EES model and EES SOC during discharge period (7th August 2013) 296 
The discharge peak-shaving algorithm is disengaged when SOC reaches 20%. As the online SOC estimator from the Hemsby 297 
trial EES system dynamically gives a pessimistic estimation of the SOC during discharging, the peak-shaving algorithm 298 
disengages in the field trials due to low SOC. Studies have shown that SOC estimates from the trial in steady-state conditions are 299 
consistent with what is predicted by the model. In contrast the peak-shaving algorithm in the EES system model is disengaged by 300 
low SOC but the reduction in the powerflow below the threshold value. This shows that SOC estimation algorithms can have a 301 
large impact on the capability of EES systems in distribution networks. In this case it reduced the available energy capacity of 302 
the EES system for peak-shaving by 16.5%. 303 
7. Post-trial analysis – Extension, Enhancement, Extrapolation and Generalisation 304 
 Case study network 7.1.305 
As stated earlier in section 4, and illustrated in Figure 4, the impact of the EES is relatively small on the local distribution 306 
network. To evaluate the Hemsby EES systems, another validated case study network, where an identical system to that installed 307 
at Hemsby could make a relatively significant impact on powerflow on an element of infrastructure, was selected. This allowed 308 
investigation of the capability of systems similar to the Hemsby EES system to manage powerflows in realistic future scenarios 309 
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where there is a large penetration of LCT based load and generation (heat pumps and PV) resulting in powerflows exceeding the 310 
designed thermal limits of an element of infrastructure. 311 
The network is representative of a rural network in the UK, and is part of the infrastructure owned and operated by Northern 312 
Powergrid in the North East of England. A detailed MV and LV network model has been built and validated by MV and LV 313 
measurements from the CLNR smart grid project [6, 19]. 189 domestic customers are connected downstream of this substation 314 
on the LV feeders. An EES system identical to Hemsby in terms of power and energy is installed on the LV side (0.4kV) of the 315 
MV/LV (20/0.4kV) transformer of this case study network, as illustrated in Figure 8. 316 
 317 
 318 
Figure 8: Single line diagram of case study rural network 319 
 Extension 7.2.320 
The extension phase requires trials to be extended in terms of time or simulate trials that could not be carried out. As a 321 
different case study network has been selected for further analysis, extending the Hemsby EES trials would not contribute to the 322 
objective of this evaluation.  323 
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 Extrapolation 7.3.324 
In order to provide a baseline assessment of the capability of this network to accommodate heat pumps or PV generation 325 
installations, heat pump and PV are increased in the case study LV network until the load or generation at peak, on the MV/LV 326 
transformer, is equal to the designed thermal rating. This approach gives a more sophisticated assessment which accounts for the 327 
energy capacity of the EES system and load profiles at this substation based on future scenarios. 328 
 In the following sections, generic load and generation profiles for heat pumps and PV domestic installations are presented. 329 
These are derived from field trials of air source heat pump (ASHP) and PV installations throughout the UK using over a year’s 330 
data as part of CLNR [6, 19]. The model of the EES system is identical to the model validated in section 6.3 except for the 331 
additional functions detailed in section 4. The principal components of the EES system model remain in this analysis and 332 
therefore these models retain their validity. It should be noted in this analysis that the downstream LV network is adequate to 333 
ensure that the voltage remains within statutory limits even at high penetrations of ASHP and PV assuming a uniform 334 
distribution across the LV network.  335 
7.3.1. Winter peak and summer minimum models for case study network 336 
Using the detailed secondary substation level data available from CLNR, from February 2013 to March 2014, it was possible 337 
to evaluate what the existing kVA capability is at this substation for the connection of further load. From analysis of this dataset, 338 
it was found that winter peak occurs on the 21
st
 January 2014 and summer minimum occurs on the 10
th
 July 2013. Figure 9 339 
illustrates the real and reactive power profiles experienced by the case study transformer during the summer minimum 2013 and 340 
winter peak 2013/2014.  341 
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  342 
Figure 9: Case study MV/LV transformer real and reactive profiles for summer minimum 2013 and winter peak 2013/2014 343 
7.3.2. ASHP model development 344 
An ASHP load model suitable for this analysis is derived from data from the CLNR project programme [6, 65]. 277 345 
households with operational ASHPs units have been equipped with disaggregated monitoring equipment that monitors household 346 
load and ASHP load at a 1-minute time resolution. Analysis of this current dataset established that the 17
th
 Jan 2013 represented 347 
the worst case scenario in terms of loading for the ASHP units. Analysis of weather data indicates that this coincided with a cold 348 
spell across the UK [66]. In order to develop a model of a future worst case scenario the 95
th
 percentile profile, as illustrated in 349 
Figure 10, is used. 350 
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 351 
Figure 10: Generic GB winter peak ASHP installation daily load profile (95th percentile) [6] 352 
7.3.3. PV model development 353 
A PV generation model suitable for this analysis is also derived from data from the CLNR project programme [6, 65]. 161 354 
households with PV installations have been equipped with disaggregated monitoring equipment that measures household load 355 
and PV generation at a 1-minute time resolution. Analysis of this current dataset established that July 2013 was the month with 356 
the greatest peak daily PV generation across the installations. In order to develop a model of a future worst case scenario, the 95
th
 357 
percentile profile, as illustrated in Figure 11, is used. 358 
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 359 
Figure 11: Generic GB summer minimum PV installation  daily generation profile (95th percentile) for July 2013 [6] 360 
7.3.4. ASHP clustering on case study LV network 361 
The active and reactive transformer load profiles for winter peak are used in combination with the generic ASHP load model 362 
to construct robust models of the powerflows through the transformer with increasing quantities of ASHP during winter peak. 363 
Figure 12 illustrates the transformer powerflow profile in a scenario where there are 65 ASHP installations (35% penetration) in 364 
the downstream LV network during the winter peak. It can be seen that the peak load of this profile approaches the designed 365 
thermal limit of the case study MV/LV transformer. Therefore, the installation of further ASHPs downstream of this transformer 366 
would require reinforcement of the network by replacing and uprating the MV/LV transformer.  367 
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 368 
Figure 12:  Case study transformer powerflow profile with 65 ASHPs installed (35% penetration of ASHP) in LV network 369 
The addition of the Hemsby EES system at the LV busbar of the case study transformer, running identical algorithms to those 370 
detailed earlier, enables the network to increase the number of ASHP installations to 95 (50% penetration) as illustrated in Figure 371 
13. In this application of the peak-shaving algorithm, the threshold is fixed at the designed thermal limit of the case study 372 
transformer. 373 
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 374 
Figure 13:  Case study transformer powerflow profile with 97 ASHPs installed (52% ASHP penetration) in LV network with Hemsby EES system 375 
It can be seen from Figure 12 and Figure 13 that the EES system exits from peak-shaving operation as the powerflow drops 376 
below the thermal limit rather than due to low SOC. However, this was found to be the largest number of ASHP units that could 377 
be installed whilst maintaining consistency with the design and operation of the peak-shaving algorithm deployed in the field 378 
trial EES system. 379 
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 380 
Figure 14:  Case study EES parameters with 97 ASHPs installed (52% ASHP penetration) in LV network with Hemsby EES system 381 
7.3.5. PV clustering on case study LV network  382 
The active and reactive transformer powerflow profiles for summer minimum have been used in combination with the generic 383 
PV generation model to construct robust models of the powerflows through the transformer with increasing quantities of PV 384 
during summer minimum. Figure 15 illustrates the transformer powerflow profile in a scenario where there are 113 PV 385 
installations (61% penetration) in the downstream LV network during the summer minimum. It can be seen during peak PV 386 
generation the powerflows approach the designed thermal limit of the case study MV/LV transformer. Therefore, the installation 387 
of further PV installations downstream of this transformer would replacement and uprating of the MV/LV transformer.  388 
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 389 
Figure 15:  Case study transformer load with 113 PV installations (61% penetration) 390 
The addition of the Hemsby EES system at the LV busbar of the case study transformer, running the identical algorithms to 391 
those detailed in the results and validation phase, enables the network to increase the number of PV installations to 132 (71% 392 
penetration) as illustrated in Figure 16. In this application of the peak-shaving algorithm, the threshold is fixed at the thermal 393 
limit of the case study transformer, as per the ASHP study.  394 
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 395 
Figure 16:  Case study transformer loading 132 PV installations (71% penetration) in LV network with Hemsby EES system 396 
It can be seen from Figure 16 and Figure 17 that the EES system exits from peak-shaving operation as the powerflow drops 397 
below the thermal limit rather than due to low SOC. As previously, this was found to be the largest number of PV units that 398 
could be installed whilst maintaining consistency with the design and operation of the peak-shaving algorithm deployed in the 399 
field trial.  400 
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 401 
Figure 17:  Case study EES parameters with 70% PV penetration in LV network with Hemsby EES system 402 
Under the maximum PV cluster network export scenario the maximum EES import is 60kW and uses 120kWh out of a total 403 
energy capacity of 200kWh to enable connection of the PV units. In the peak ASHP scenario the maximum EES export is 58kW 404 
and uses 108kWh out of a total energy capacity of 200kWh to enable connection of the ASHP units. Modification of the 405 
algorithm for this application from what is deployed at Hemsby could use more of the power and energy capability of the EES 406 
system however such modifications have practical implications e.g. the lifetime of the EES system, as they would require deeper 407 
charge/discharge cycles. 408 
 Enhancement 7.4.409 
Additional studies were undertaken to complete the enhancement phase of the methodology. In these studies, similar EES 410 
systems to the Hemsby system with different power ratings and energy capacities were investigated using varying penetrations of 411 
PV and ASHPs to determine what power rating and energy capacity an EES system would need in these scenarios. In addition, 412 
the effect of battery degradation is also considered in this study. The usable capacity of a network-supporting EES has been 413 
estimated to decrease by 1.2 – 1.5% per year [50]. In this study a battery is deemed to have reached End of Life (EOL) if the 414 
energy capacity is 80% of its original energy capacity [67]. The results of these studies are presented in Table 1Error! 415 
Reference source not found.. 416 
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Table 1:  Additional ASHP/PV connection capability at case study secondary substation 417 
 ASHP 
EES max power (kW), ΔInstallations/(ΔPenetration) 
PV 
EES max power (kW), ΔInstallations/(ΔPenetration) 
Baseline              N/A                               65 / (35%)              N/A                                     113 / (60%) 
+EES (100kVA/200kWh) -  New            61.15                              31 / (16.5%)             61.81                                    19 / (10.1%) 
  - EOL            56.26                              28 / (15.2%)             53.94                                    17 / (9.2%) 
+EES (200kVA/400kWh)  - New            79.76                              40 / (21.5%)             95.67                                    30 / (15.7%) 
    - EOL            74.32                              37 / (20.1%)             82.97                                    26 / (14%) 
+EES (300kVA/600kWh)  - New            89.38                              46 / (24.5%)             126.21                                  39 / (20.8%) 
    - EOL            84.10                              42 / (22.6%)             108.37                                  34 / (18.2%) 
 418 
It can be seen that battery energy capacity degradation reduces the capability of the EES to increase LCT penetration by 419 
approximately 10% in all cases. As larger numbers of ASHP or PV installations are connected, the power rating per customer 420 
remains relatively constant. In the case of the ASHP and PV clusters this is approximately equal the peak power 421 
consumption/generation of the generic ASHP and PV generic installation models. However the energy capacity of the EES 422 
system required per customer increases. These relationships for the ASHP and PV case study cluster networks are illustrated in 423 
Figure 18. 424 
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Figure 18:  EES energy capacity/customer and additional penetration of LCT (ΔPenetration) 426 
The differences between the ASHP and PV energy capacity/customer traces are due to the powerflow profiles resulting from 427 
the high ASHP and PV penetration scenarios. The ASHP cluster powerflow profiles result in relatively high MV/LV transformer 428 
capacity factors which indicates that the existing infrastructure is already being well utilised [12]. In contrast, the PV cluster 429 
profiles have much lower MV/LV transformer capacity factors due to PV generation has a relatively low capacity factor, in this 430 
case 0.302, in contrast to the capacity factor of the ASHP installations which is 0.777. 431 
 Generalisation 7.5.432 
As the future load/generation profiles for the clustered networks are derived from representative and generic load and 433 
generation models, it can be shown that increasing penetrations of LCT will have a similar impact on the import and export 434 
profiles of other transformers with proportionally similar distributions of customers. Thus, similar relationships between energy 435 
storage rating and energy capacity with increasing LCT penetration, as shown in Figure 18, can be established.  436 
 Application of Methodology for assessment of other Network Services 7.6.437 
This methodology could equally be applied to voltage control, system restoration or other network services. For example, if an 438 
assessment of the capability of energy storage to control voltage in order to reduce wind based generation curtailment was 439 
required an appropriately designed trial could include the trial of an energy storage unit in an area of network where wind 440 
generation is already connected but not causing any voltage problems. This would enable the validation of the energy storage and 441 
control model. The extension phase of the methodology would include the extension of the trial in simulation for a number of 442 
years using real or synthesised data. The extrapolation phase of the study would evaluate the impact of increasing penetrations of 443 
LCTs on the network on the operation of the network. Different locations and capacities of energy storage would be assessed in 444 
the enhancement phase of the methodology. Finally, a generalisation phase of analysis would be undertaken in which generic or 445 
representative networks, generic network loading and generation conditions and the validated energy storage and voltage control 446 
system models could be used draw broader conclusions about the operation of the systems in future distribution networks. 447 
8. Conclusion 448 
An EES system has been installed by UKPN at Hemsby in Norfolk, England in collaboration with ABB and university 449 
partners in the north-east of England. The project has practically demonstrated the capability of an EES system to contribute to 450 
local distribution network operation through peak-shaving, voltage control and levelling out of power fluctuations from the 451 
adjacent windfarm.  452 
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To enable this evaluation of this capability a trial design was developed which has informed the development of a subsequent 453 
trial design methodology used in CLNR [6, 7]. An adaptive peak shaving algorithm was developed to maximise the operation 454 
time of the EES system and the quantity of useful data that can be collected during the trial period. Future EES trials could 455 
provide more representative results by sizing the EES unit so that it has larger impact on the network. 456 
A formalised trial analysis methodology, which has been developed as part of CLNR, of smart grid network intervention trials 457 
and includes methods to integrate data from literature and customer trials, is detailed. This methodology enables development of 458 
robust models of networks, smart grid network and LCTs that are used collaboratively to evaluate future scenarios where 459 
networks are near their thermal or voltage limits due to large penetrations of LCT load and generation. 460 
The methodology enables use of detailed, validated models of electrical networks and smart grid network intervention and 461 
enables integration of LCT profiles unlike previous approaches. However, the methodology currently doesn’t integrate an 462 
economic analysis of whole lifecycle costs of the deployment of EES to provide a network service, which has been the focus of 463 
other research. 464 
The peak-shaving trials of the Hemsby EES system are presented as an illustrative example of an application of this 465 
methodology. It was found that communications latency and measurement errors can impact on the peak-shaving capability of an 466 
EES system in practice. In particular, the dynamic error in the SOC estimation algorithm restricted the practical available energy 467 
capacity of the EES in the trial by 16.5%. The analysis of the trial data, enabled development of validated models of the Hemsby 468 
EES system.  469 
A representative case study network from the CLNR program, where the Hemsby EES system could have more significant 470 
impact on local powerflows, was described. This network model was validated using the measurements from LV monitoring 471 
systems deployed with customers across GB as part of this project programme. Generic models of ASHP and PV installations, 472 
based on data from the GB wide trials of ASHPs and PV installations from the CLNR project programme were presented. 473 
Models of the powerflow for case study ASHP and PV cluster were synthesised using a combination of these models which 474 
enabled evaluation of the capability of this EES system to enable connection of clusters of these LCTs on this network. 475 
A sensitivity analysis was performed on similar EES systems with smaller and larger power ratings and energy capacities 476 
which also considered battery degradation. It was found that the relationship between the energy capacity required of the EES 477 
and the number of additional ASHP or PV installations was non-linear particularly as the MV/LV transformer capacity factor 478 
approaches unity. The implication of this for the ASHP cluster network is that as the ASHP penetration increased beyond 15% 479 
the rate of increase of energy storage capacity required increases rapidly. It should be noted that the use of energy storage for 480 
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peak shaving has the effect of increasing the load factor and increasing the utilisation of the MV/LV transformer. More generally, 481 
the forecast MV/LV transformer capacity factor during maximum real power import/export conditions has a large impact on the 482 
final cost of an EES system for peak shaving system. 483 
The studies indicated that battery energy capacity degradation to 80% of original capacity, which was defined to be end of 484 
usable life, reduces the capability of the EES to increase LCT penetration by approximately 10%. Therefore, in a practical 485 
implementation the EES unit should be sized to allow for this degradation in performance. The rate of degradation of an EES 486 
unit is a function of the operating regime of the unit which is itself a function of the network and market services that the 487 
individual EES unit is providing. 488 
 489 
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Appendix A – Hemsby EES Control Algorithm 490 
 491 
Figure A.1: EES control algorithm  492 
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