In this paper we investigate a scheduling problem motivated by a variety of practical applications: We are given ¦ jobs with integer release times, deadlines, and processing times. The goal is to find a non-preemptive schedule such that all jobs meet their deadlines and the number of machines used to process all jobs is minimum. If all jobs have equal release times and equal deadlines, we have the classical bin packing problem. Therefore, we are interested in solving this problem for instances where the window (interval from release time to deadline) is just slightly larger than the processing time. For the case that this difference is at most § , we present a polynomialtime algorithm, on the other hand we show that the problem becomes© -complete already if differences up to are allowed. Moreover, we present two dynamic programs and several approximation algorithms. We explain how filling machine by machine leads to an ! ¦ # "
Introduction
In this paper, we study the SCHEDULING WITH RELEASE TIMES AND DEADLINES ON A MINIMUM NUMBER OF MACHINES (SRDM) problem: Given ( jobs, each associated with a release time, a deadline, and a processing time, what is the minimum number of identical machines that a non-preemptive schedule needs such that all jobs meet their deadlines?
The task to process all given jobs within certain time frames and minimise the number of machines occurs in a variety of practical applications including train scheduling [6] , scheduling of maintenance work for trains in a service station, and runway scheduling.
If the release times for all jobs are equal and so are the deadlines, SRDM is the classical bin packing problem [5, 9] . On the other hand, if the difference between the deadline and release time of every job is exactly its processing time, the number of needed machines is obviously the same as the clique number of the corresponding interval graph. The choice of a schedule implies for each job that we consider shifting an interval (for the processing time) into a position within a larger interval (from release time to deadline). Therefore, we use the notation of interval graphs and shiftable intervals to model the problem. is equal to 1 the job occupies the whole window.
If for all jobs the size of the window is exactly its processing time they represent a finite collection H of intervals and can be interpreted as an interval graph I . Every interval in H is mapped to a distinct node in I . Two nodes in I are adjacent if and only if their corresponding intervals overlap. Since one machine can process only one job at a time, the maximum number of overlapping intervals corresponds to the minimum number of machines needed to process all jobs. This value is equal to the size of a maximum clique of the interval graph I and can be determined in time [10] where ( is the number of intervals. The maximum number of overlapping intervals is refered to as height of is the slack and corresponds to the maximum amount the interval of size 1 can be moved within its window. The flexibility of an interval in its window is described by the ratio y d
, to be used in future considerations. For every interval we have to select a legitimate position within its window. This position is described by a placement 9 F B B s
. The processing interval according to a placement is denoted by
. The range within the window, that the interval will occupy for any placement, is the core. If the slack is less than the processing time the core is the interval A0 
Related
Work Machine scheduling problems have been the subject of extensive research and numerous publications (see [11] for references). The input is a set of jobs which have to be scheduled on a bounded number of (potentially different) machines. The goal is to find a schedule which optimises a certain objective function, e.g. the makespan. In a variant of the problem, known as the JOB INTERVAL SELECTION PROBLEM (JISP) [4, 7, 13] , the input consists of a set of ( jobs and an integer value . Each job consists of a number of intervals on the real line. The goal is to find a subset of intervals with maximum cardinality such that at most one interval is selected from each job, and for any point [9] . The SRDM problem seems to be a natural extension of real-time scheduling problems [1] [2] [3] which recently gained a lot of interest. For the real-time scheduling problem the input consists of ( jobs and £ machines. Each of the jobs is associated with a release time, a deadline, a weight, and a processing time on each of the machines. The goal is to find a non-preemptive schedule that maximises the sum of the weights of the jobs that meet their deadlines. An optimum schedule for this problem in general just processes a subset of all jobs.
The model of shiftable intervals was introduced by Malucelli and Nicoloso in [12] . They also study the SRDM problem and present polynomial time algorithms for very restricted instances.
Our Contribution
In this paper, we give several exact and approximation algorithms for the SRDM problem and special cases of it. But first we show in Section 2 that the SRDM problem cannot be approximated with a ratio less than 2. Since the problem is easy to solve if s is 0, we aim to understand instances where the slack is bounded. In Section 3 we present a polynomial time algorithm for the case (Section 4). In Section 5 we present two dynamic programs for the decision version SRDM Q S E . The first one considers instances where the maximum slack is less than the minimum processing time. The second can be used for any instance. Its running time is exponential in the maximum number of overlapping windows.
In Section 6 we describe several approximation algorithms. Using the Spieksma algorithm for JISP, we obtain an
-approximation to SRDM. For restricted instances we develop algorithms with a constant approximation ratio. We show that for small windows even an arbitrary placement is a good approximation. The Greedy Best Fit algorithm is a ¤ -approximation for instances with equal processing times. This algorithm can be extended for instances with a restricted ratio of processing times. For the general case we construct a counterexample for our greedy algorithm. We show that the number of machines determined by this algorithm can differ from the optimum value by a factor of
. For SRDM instances where all jobs have equal release times we present a ¦ h § -approximation algorithm. If the window graph is a clique we present a
Proof. The proof is done by a gap-creating reduction from SEQUENCING WITH RELEASE TIMES AND DEADLINES (SRD) [9] . The input of SRD consists of a finite set ¬ of tasks and for each task R « ¬ . The question is whether there is a one-processor schedule for ¬ that satisfies the release time constraints and meets all the deadlines. An instance of SRD can be viewed as a SRDM instance. If the SRD instance is solvable, then there exists a placement vector for the SRDM instance where the height of the induced interval graph is x .
Otherwise the height of any solution for the SRDM instance is at least . Assume that there exists a polynomial time approximation algorithm with approximation ratio less than . If the SRD instance is solvable, this algorithm returns a SRDM solution of height less than , thus the height is x . That means this algorithm found a solution for the given SEQUENCING WITH RELEASE TIMES AND DEADLINES instance in polynomial time. 
A Polynomial Time
Example 1. We are given three shiftable intervals 
Proof. This proof is by reduction from 3-SAT [9] . The input is a set x unit. These two represent both literals of the variable. Only one of its literals can be TRUE. An interval in its leftmost position is interpreted as a literal set to TRUE. Otherwise we identify it with a literal set to FALSE. In Figure 2 , a generator is shown.
of the windows are defined by a start point of a copy gadget, or by a clause.
must not be exceeded, at least one of the intervals is shifted to the right and represents a literal which is FALSE. Observe that both shiftable intervals belonging to the two literals can be shifted to the right. Then the corresponding variable does not contribute to the result. The Clause Gadget: For every clause we construct a clause gadget according to Figure 3 . It is built out of three shiftable intervals representing literals and three fixed intervals.
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The start points of the literals are defined either by a generator or by a copy gadget. 
Copy Gadget for Values of Literals:
In Î a literal can occur more than once. The construction of n has to ensure that all shiftable intervals representing the same literal have the same value. A copy gadget is displayed in Figure 4 and 5 and has the following form: It is always possible to shift an interval representing a literal to its right endpoint, even if it also could be placed at its left endpoint. This would set the corresponding literal to FALSE. If a literal is set to false, all following intervals corresponding to this literal are shifted to the right -and hence represent FALSE as well.
Placement of Components:
We are now ready to build up n representing the ¿ -SAT formula Î . The last remaining problem is the placement of the components. We use the example displayed in Figure 6 to explain the placement of the components.
All generators, copy, and clause gadgets are placed independently of each other. As shown in the example, the starting points of the generators differ and the copy gadgets have their starting points one after the other without influencing each other. At the right end of the domain the clause gadgets are placed similar to the generators on the left. Î is satisfiable. Since we placed all gadgets independently, it is essential that all generators and copy gadgets have height two, and every clause gadget has height three. If no copy gadget has height three, all literals set to FALSE at their generators are represented by a shifted interval at the corresponding clause gadget. Because at most two intervals are allowed to be shifted at every clause gadget -to not exceed the height -at least one interval of every clause gadget must not be shifted.
Thus, if the Boolean formula Î is satisfiable, a placement s for n can be found such that we exchange the copier gadgets from Theorem 3 by gadgets as depicted in Figure 7 with the values ¶ d . First we show that with these parameters the maximum flexibility of the copier is at most The other gadgets from Theorem 3 do only have fixed intervals with flexibility 1. The remaining shiftable intervals from the reduction are the representants of the literals and copies of them. They can be lengthened such that the they do have flexibility values lower than the given y Y , only the placement of the components has to be changed.
In the proof of Theorem 3 the copy gadget contains a shiftable interval

Efficient Solutions for Special Cases
In this section we present two dynamic programs for restricted instances of SRDM. The first approach deals with instances with small slack compared to the processing times, whereas the second has a polynomial running time if the maximum number of overlapping windows is constant.
Rather Stiff Instances
In the following we only consider instances for SRDM
Q S E
, where the maximum slack s is less than the minimum processing time 
, where u denotes the width of the domain of the instance.
Bounded Number of Overlapping Windows
Next, we concentrate on instances of the SRDM problem where the maximum number of overlapping windows is small. 
Instances with Small Windows
If the ratio of the maximum slack s v and the minimum processing time 1 j is small, an arbitrary placement of all shiftable intervals is already a good approximation to SRDM. . This contradicts our hypothesis.
The Greedy Best Fit Algorithm
If the ratio between the longest and shortest processing time is bounded we propose the Greedy Best Fit (GBF) algorithm. This algorithm processes the shiftable intervals n in order of increasing window size. . Figure 8 shows 
Conclusion
We studied the SRDM problem, a scheduling problem motivated by a variety of practical applications. We presented positive and negative results, but there are still open questions:
-Is there an approximation algorithm with a constant approximation ratio for arbitrary problem instances? -Is there an asymptotic PTAS for the SRDM problem? Even if we cannot hope for a Q 2 v © E -approximation algorithm, an asymptotic PTAS like the one for bin packing [8] could still exist.
