Applications of the phase space approach to the calculation of the microlensing autocorrelation function are presented. The continuous propagation equation for a random star field with a Gaussian velocity distribution is solved in the leading non-trivial approximation using the perturbation technique. It is shown that microlensing modulations can be important in the interpretation of optical and shorter-wavelength light curves of pulsars, power spectra of active galactic nuclei and coherence estimates for quasi-periodic oscillations of dwarf novae and low-mass X-ray binaries. Extra scatter in the brightness of type Ia supernovae due to gravitational microlensing is shown to be of order up to 0.2 m depending on the extent of the light curves.
INTRODUCTION
Statistical approaches to gravitational microlensing have a long history that extends back to at least the mid 1980s (e.g., Paczyński 1986 , Kayser, Refsdal & Stabell 1986 , Deguchi & Watson 1987 when it was realized that in general, a large number of stars contribute to the deflection field, and as a result, it is nearly impossible to model individual microlensing light curves in detail unambiguously (Schneider & Weiss 1987; Katz, Balbus & Paczyński 1986) . Since then, a number of methods have been developed to calculate the statistical properties of microlensing light curves. Apart from a few early papers, the methods employed are numerical -ray-tracing (Kayser, Refsdal & Stabell 1986; Wambsganss, Witt & Schneider 1992; Schneider & Weiss 1987) and image-tracking techniques (Lewis et al. 1993; Witt 1993 ) -because they alone are capable of calculating the magnification probability distribution function over a large range of magnification values.
However, it was soon realized that analytic methods could help solve the complementary problem of correlations in the magnification values at nearby positions in a microlensing light curve. Based in part on the work of Deguchi & Watson (1987) , developed a method to calculate the deflection angle probability distribution function and successfully applied it in a determination of the flux autocorrelation function for a source observed through a single lens plane for a variety of the parameters (Seitz, Wambsganss & Schneider 1994) . However, this method did not attract much further interest because of ⋆ E-mail: tyomich@physics.usyd.edu.au † E-mail: gfl@physics.usyd.edu.au substantial technical difficulties in its implementation. Neindorf (2003) took a further major step forward by developing a simple approximation to the correlated deflection probability distribution that could be applied to many interesting astrophysical situations.
In a companion paper (Tuntsov & Lewis 2006 , hereafter Paper I), we presented a similar approach in which a phase space (or intensity) description of the deflection process is used before projecting intensities onto observable quantities. The method makes clear some of the important approximations used in studies of gravitational lensing and is easily generalized to include many lens planes along the line of sight, which is especially interesting in the case of a cosmologically distributed population of lenses. To avoid arbitrary 'slicing' of the space into individual lens planes, we have also proposed a continuous approximation to the propagation of intensity moments arguing that for average quantities there is no conflict between the thin lens approximation and a 3D distribution of lenses; we call this 'nearly' 3D lensing.
In Paper I we have also solved the problem of the propagation of first-order moments. However, this is of little interest by itself as the results follow trivially from the conservation laws and the required symmetries of the initial conditions. In the present paper we apply these results to the nontrivial problem of the propagation of second-order moments of the flux; traditionally, the most interesting projections are the autocorrelation function and its Fourier transform -the power spectrum.
In section 2, we review the results of Paper I in relation to this subject and present a general model for the initial conditions. In section 3, the deflection potential is calculated in the first non-trivial approximation for a random star field with a Gaussian distribution of velocities. The formal so-lution of the propagation equation using the perturbation technique is obtained in section 4, which is followed by the calculation of the flux power spectrum for a point-like source in the leading order of the deflector density. For clarity, most of the calculations of this section are presented in the Appendices.
Section 5 discusses the application of these results. First we consider modifications to the power spectra of periodic and quasi-periodic sources. We show that known microlensing populations of the Galaxy can introduce ∼ 0.1 m -deep modulations in the pulse profiles of a kpc-distant pulsar and significantly affect coherence estimates for quasi-periodic oscillations of X-ray binaries and dwarf novae in the mHz to Hz frequency range. Then, corrections to the autocorrelation functions of aperiodic sources are considered; in particular, we find that in the 0.01 − 0.1 range of redshifts used for the calibration of type Ia supernovae brightness, the extra scatter due to gravitational lensing can amount to 0.04 m − 0.2 m depending on the light curve sampling time-scales. We conclude with a short list of refinements to the method that can increase the quality of our predictions.
EQUATION FOR THE SECOND ORDER MOMENTS
In paper I we have considered the transformation of the statistical moments of the intensity field as light propagates through a universe filled with gravitational lenses. The second-order moments are defined as the average value of the product of intensities at a pair of positions in the phase space M 2 ∋ (r1, r2, α1, α2, t1, t2), defined by the spatial position of a light ray in the lensing plane ri, its direction αi and the moment of observation ti, (i = 1, 2): M2 (r1, r2, α1, α2, t1, t2) ≡ E I (r1, α1, t1) I (r2, α2, t2) . (1) The expectation is taken with respect to an ensemble of realization of the intensity field; further discussion of this ensemble is given below.
It was shown in Paper I, that the conservation of surface brightness in gravitational lensing -that is, the conservation of the intensity along the ray -results in the linearity of transformation on M2 as the light rays propagate from one lens plane to another and get deflected at them. It is therefore convenient to consider M2 as a vector in some linear function space V M 2 . In particular, M2 can be represented in any other functional basis; certain properties of the transformations often suggest particularly convenient bases.
Under the thin lens approximation it is possible to introduce two operators, termed deflectionΦ and focusinĝ F , which describe how the intensity moments are modified when the light rays are broken on the lens planes (Φ) and when they propagate freely between the planes (F ). Then, we derived a Fokker-Planck-type equation to describe the continuous limit of this treatment, and to answer the question of how the intensity moments behave as a function of depth D along the line of sight:
Here dΦ/dD and dF /dD are effectively the generators ofΦ andF , describing the changes in M2 due to these operators applied over an infinitesimally small distance dD. In the case of the second-order moments, the focusing operator in the above equation remains the same:
Unlike the first-order case, there is a difference in the symmetry properties of the deflection operator. The thin lens and small angles approximations still apply, and therefore the deflection probability depends only on the deflection angle βi = α ′ i −αi, and not on αi; this leaves the associated deflection operator diagonal (proportional to a δ-function) in τi coordinates -Fourier conjugates to αi. In the focusing operator, we simply replace αi with −i∂τ i .
At the same time, deflection probabilities are no longer entirely independent of temporal or spatial coordinates as the deflection angles and potential time delays of the two rays are correlated. Dependence on t means that the associated deflection operator is no longer diagonal in the temporal frequency basis. However, recalling that the potential time delays turned to be unimportant in the observationally accessible range of frequencies, we will ignore them in the subsequent analysis and in doing so avoid a difficult integral term in the equation for M2. Then, the deflection probability operator is diagonal in ri, τi, ti basis.
In the stationary and spatially uniform case, probability densities for the light rays to be deflected by βi depend on the difference between the spatial and temporal coordinates associated with the deflections:
, so the equation for the second moment assumes the following form:
where p2 is the derivative of Φ with respect to D.
To complete the statement of the problem, one also needs to specify the initial conditions M2|D=0 = M 0 2 . In the present study, we will restrict ourselves to the case considered in Paper I: an isotropic source located at D = −Ds. Then, for the first moment one has:
where f (k, ω) is the Fourier transform of the source profile. However, there is an important difference between the first and second order moments. In Paper I the ensemble over which one should average to obtain the moments was not fully defined because it served as a conceptual tool in the general derivation. Two alternatives were provided for the definition -one either looks at independent patches of the sky and averages quantities of interest along different lines of sight or observes a certain source long enough to consider different patches of the light curve as independent elements of the ensemble.
In this paper, we are more concerned with practical applications and for this reason we will stick to the latter definition as it is closer to the situation encountered in observations. In this case, an internally consistent definition of the averages can only be provided for sources that are statistically stationary. In the first order, this leads to the trivial result -in the absence of a special point in time, all modes with ω = 0 have zero amplitude and stay so because of the homogeneity of equations, while the ω = 0 mode is preserved due to conservation of energy; even for the alternative definition using different sky patches, it is hard to think of any reason for a certain time position to stand out, as noticed in Paper I.
This can be expressed in a formal way. Indeed, shifting the origin of the time axis by a constant T results in a phase factor e iωT in front of the Fourier transform of a function F (t):
the same applies to all averages. Therefore, in a statistically stationary case, when ET F = EF for all T one has
Hence, E F (ω) ≡ 0 for all ω = 0. Similarly, for the second order moments one has
and the only non-trivial statistically stationary components are those with ω2 = −ω1 = ω/2; we presume ω 0 from now on. When F (t) itself is a real quantity -as is the case for intensity and flux -F (−ω) = F * (ω), and the function
is the power spectrum of F oscillations and represents a Fourier transform of the autocorrelation function of F . If one now assumes that the source brightens and dims synchronously over its entire spatial profile so that it can be separated into a temporal and spatial parts:
the initial conditions for the second moment of intensity distribution of an isotropic stationary source located at D = −Ds can be written as:
× exp ic
where Ω = (ω1 +ω2)/2, ω = ω2 −ω1. The average g(k1)g(k2) is used because correlations may be present in the source profile. From now on we will drop the factor δ(Ω) which arises from the infinite extent of time axis and thus can be considered as a constant through regularization.
DEFLECTION POTENTIAL
In calculating the deflection potential p2 we will again assume that the distribution of the deflectors is statistically uniform and stationary and ignore any correlations between individual deflectors; we will also assume Poissonian distribution for the number of deflectors in a lensing plane. In this case, the Markov-Holtsmark-Chandrasekhar (Chandrasekhar 1943; Neindorf 2003 ) method gives the following result:
where ν is the spatial density of the deflectors, r = r2 − r1, t = t2 − t1, ||L|| is the area of the lensing plane, and p is the Fourier transform of the deflection probability density with respect to the two deflection angles, calculated for a single deflector in the plane. The probability density itself can be easily obtained since, for a single deflector of mass m, the deflection angles uniquely determine its positions ρ1,2 with respect to the rays: ρi − ri = mβi/β 2 i . Therefore, for a uniform plane,
Here the fraction is the Jacobian of the ρ1,2 → β1,2 transform, while φ(ρ, t) is the probability density for the position change ρ over a time interval t -essentially, the velocity distribution of the deflectors. The simplest choice will be to assume a Gaussian distribution of these velocities with average v and dispersion σ:
However, Fourier transforming (14) even in this simplest case is a very hard task. We can, however, expand it in Taylor series in τ1,2 and restrict ourselves to the most important contribution in this expansion. This is a necessary exercise given that the problem for (5) is in ten dimensionsnumerical methods will not be easy to implement here unless we have some analytic understanding of the solutions.
From the normalization of the probability density, the zeroth-order term in Taylor expansion of p(τ1, τ2, r, t) is unity and it cancels out in (13). The coefficients in front of τ1 and τ2 are the average deflections of the two rays which equal zero for a uniform lensing plane. Therefore, the first term of the expansion is of the second order:
where the angled brackets correspond to averaging over the distribution (14) . For symmetry reasons, the averages on the first line do not depend on r and t, and therefore they cannot depend on the direction of τ1,2 either. Thus,
The other average in (16) is responsible for the correlations. It can be rewritten in a simpler form
whereĈ0 is the correlation matrix
The average in the angled brackets can be found using the joint distribution function of β1,2:
Later we will need the the Fourier transform of the correlation matrix as a function of r and t:
For a Gaussian distribution of velocities (15) this integral can be done analytically. One first integrates with respect to r (or equivalently, r − m∆1/β) over an infinite plane to obtain a Gaussian-type integral with respect to t, while the integrals with respect to β1,2 decouple. As a result, one obtains a degenerate matrix:
where α marks the direction of k: k = keα and
where we have assumed that the upper limit m/ρ0 on β is determined by the lens physical size ρ0 while the lower one, ρ0/R comes from the extent of the lensing plane R = Λρ0. For relativistic compact objects, such as black holes and neutron stars, ρ0/m ∼ O(1) while for white dwarfs ρ0/m ∼ O(10 3 ). In the case of continuous distribution of the deflecting surface density Σ(ρ, t), the deflection angle power spectrum can be related directly to the statistical properties of Σ. For a spatially and temporally uniform case one has (Σ is in mass per length squared units):
where PΣ is the projected density power spectrum, which can be found using an appropriate form of the Limber's equation. In the formula above we have neglected retardation effects, therefore it is valid when the motion of deflecting matter is slow compared to the speed of light. However, the smooth-matter description requires careful treatment of the correlations along the line of sight and will not be considered in this paper.
FORMAL SOLUTION AND THE FLUX POWER SPECTRUM
Neglecting the higher-order terms in (16), we may write (5) as
In the absence of correlations represented by the first line of the right-hand side a dense system of eigenvectors Ma (and corresponding eigenvalues λa) of the remaining operator is provided by various products and associated sums of the form
with a composite index a = (a1, a2), where M
(1)
a i are the solutions for the first-order equation:
a i (r, τ , t) .
As was found in Paper I, these represent harmonic modes in r and t multiplied by an angular functions ζ ′ mn (τ ) depending on the spatial and temporal frequencies k, ω as parameters (see Appendix A).
The functions M
(1) a 1 form a complete orthonormal basis of the solutions, while their products of form (26) do the same job for the problem considered in this paper. It is therefore convenient to rewrite (25) in the basis of Ma. Namely, let
with a = (k1,2, ω1,2, m1,2, n1,2) running through all possible values. When there are no correlations a set of ca = const chosen such as to represent the initial conditions at D = 0 gives a solution of (25).
In the presence of correlations, which we will treat as a perturbation, we allow these 'constant coefficients' to vary with D to obtain the following system of linear equations in the perturbed case:
where the dot denotes differentiation with respect to D. The matrix elements C aa ′ are defined as
The perturbation method then proceeds by introducing a dummy parameter ǫ to characterize the order of perturbation ǫC and expanding ca(D) in its power series:
such that c 
and so on. 
Physically, the zeroth-order term describes just the partial loss of the phase coherence in different modes as a result of geometric time delays due to uncorrelated random deflections, as explained in Paper I.
Further, we restrict ourselves to the first non-trivial term in the expansion (32). It is proportional to the strength of correlations in the deflection angle at different points and describes how these correlations translate across to the intensity field. By mixing the intensity modes of one-ray statistics c
in a correlated way, extra correlations in the combined field are created, which can be described by solving (34) using c 0 a = const:
The power in the first-order term is also turned into extra signal by correlated deflections, but the higher-order contributions will be neglected in this study. Although the intensity field provides a complete description in the sense discussed above, the intensity is rarely observed in the real life due to the limited angular resolution of our telescopes. The quantity that is normally measured is the flux F .
F is a linear functional on the intensity field and, just like intensity, defined for every spatial and time coordinate r, t. Thus, in calculating it, one only needs to consider the projection in the angular sector -namely, consider τ = 0. We can therefore prescind from the exact parametrization of r and t dependence -e.g., the temporal Fourier harmonics of the flux observed at points r1,2
will be those of the intensity projected at τ = 0 without any additional transformation. In the approximation we use, there are two contributions to these quantities, associated with the zeroth and first-order terms in the perturbation theory expansion. They both depend linearly on the initial conditions and therefore one can introduce two D-dependent functionals F 0,1 2 ∈ V * (M 2 ) that calculate the flux Fourier components as functions of M 0 2 at respective accuracy. In the Appendix B, these functionals are calculated with respect to Ma functions. Since they form an eigenbasis of the unperturbed problem, F 0 is diagonal in this representation. This is not the case for F 1 : correlated deflections can produce the power in the flux Fourier spectrum at frequencies where the flux power spectrum due to initial conditions is zero.
A stationary, isotropic and synchronous source is defined by just two functions: the average source spatial profile Fourier transform g(k1)g(k2) and fluctuations power spectrum P (ω). Therefore the expectation value of the autocorrelation function Fourier transform (k1,2 = K ∓ k/2): 
However, a question that is more interesting from the observational point of view concerns the value of the flux temporal variability power F observed at a certain point R (or autocorrelation between a pair of points r1,2 = R ∓ r/2) in the plane of the observer. This can be obtained by summation of all amplitudes multiplied by their Fourier mode value at the given point(s).
For the non-trivial term, coefficients F 1 dd ′ depend not only on ω, ω ′ but spatial wave numbers as well, and therefore the summation can only be done for a certain source profile
For the purpose of illustrating this method we choose the simplest case of a point-like source at the origin of the source plane and a single observer at the origin of the plane of the observer r1,2 = 0. To facilitate comparison with the results of Paper I, we assume that the source is located at D = −Ds 0 and that D > 0 space is filled with deflectors of constant number density ν. We perform the calculations in Appendix C, here only the necessary results are present.
In order to visualize the results we consider a 'line profile broadening' function ψ(ω, ω ′ , D) that represents broadening of a single line in the power spectrum at a certain ω ′ :
. ψ is defined as the ratio between (39) and the value of the flux power spectrum F 0 (ω ′ , D) ν=0 which would have been observed at D were the lensing population absent. The latter can be obtained by noticing that the power spectrum is quadratic in flux which obeys the inverse-squares law when the light rays are not deflected. For the above choice of the source profile and the position of the observer (see the Appendix C)
and therefore
The part of F 0 due to uncorrelated deflections is of the second order in the deflectors' density ν. As shown in Paper I, in all relevant astrophysical situations the density of deflectors is very low in terms of a dimensionless quantity mD νω/c that controls the strength of gravitational lensing by a three-dimensional distribution of compact lenses.
The dominant non-trivial contribution to ψ in this regime is supplied by the term due to correlated deflections
Assuming that parameters ν, m, σ, v are constant along the line of sight one can introduce the frequency difference scale
an amplitude parameter
and write down the following approximation for ψ (we drop superscript '1' because this is a dominant non-trivial contribution):
where a scaled version of the line profile function
An auxillary function w(s, ξ) is defined in the Appendix C and proportional to ξ −3 for ξ ≫ 1. Since Λ ≫ 1 we can safely neglect the second Bessel function in the square brackets when evaluating (45) except for some extremely low values of y when it does induce a small correction; J0 can also be neglected in subsequent formulae (50) and (52). Figure 1 displays the behaviour of the line profile Ψ as a function of the frequency difference variable y for s = 0 and v/σ = 1. It has a flat central part and then falls off gradually. The behaviour of Ψ is rather hard to study analytically as it has an essential singularity in the integrand; nevertheless, it can be understood qualitatively by noting that exp[−y 2 /2x 2 ] effectively cuts out x y from the integration region and using known form of w(ξ) and Bessel functions.
There are two different regimes for Ψ(y). At s = 0, for q O(1) the height of the flat part is proportional to q 2 and it extends to y ∼ q −1 followed by a Ψ(y) ∼ q −1 y −3 tail afterwards:
For q O(1) the height of the central part is ∝ q and the extent is again O(q −1 ); however, the fall-off rate here is Ψ(y) ∼ q −1 y −2 up to y ∼ O(1) where it turns to the same q −1 y −3 tail:
Oscillations of the Bessel functions enter the region not dominated by the exponential fall-off at different values of y which results in a few 'wiggles' in the resulting Ψ(y) curve seen in Figure 1 . In the opposite case of a distant source viewed through a localized overdensity of lenses, 1 − s ≪ 1, the behaviour is generally the same but q parameter should be replaced with its scaled version the scaling arises from the fact that the main contribution to w(s, ξ) comes, for ξ ≫ 1, from the region of t such that (1 − t) 2 (t 2 − s 3 ) ξ −2 . Different cuts through Ψ(y, q) can be obtained by considering Ψ as a function of q, as shown in Figure 2 ; here, again, we assume that the source is inside the deflectorsfilled volume: s = 0 and choose v/σ = 1. For a given frequency difference parameter y, Ψ first increases (y is a part of the central plateau) as either Ψ ∝ q 2 for q O(1) or Ψ ∝ q for q O(1), and then decreases as q −1 . The envelope curve of the Ψ(q) family thus represents the height of the central part as a function of the amplitude parameter q. Taking into account the scaling (48), s = 0 (to be more precise, 1 − s ≪ 1) curves can be obtained by a shift of the ones given in Figure 2 to the right.
For completeness, let us also state the dependence of the line profile on the velocity parameter v/σ. At y ≪ 1 Ψ is nearly independent of v/σ while at the shoulder and tail it scales as roughly exp[v 2 /2σ 2 ]. As a result, the shoulder and tail of the product exp[−v 2 /2σ 2 ]Ψ(y, s, v/σ, q) are insensitive to the velocity while the centre of the profile is significantly suppressed for v/σ ≫ 1 and gently connected to the shoulder by a practically featureless curve.
The total fraction of the initial power added to the spectrum by correlated deflections can be obtained by integration of ψ with respect to ∆ω: Another quantity of interest is the effective 'line width' defined as:
we need to make use of the absolute value of ∆ω in such a definition because as can be seen from the asymptotics of w(s, ξ) and Bessel function the second moment of ∆ω does not exist. Using (46) one finds that, for q O(1), the total fraction of the power created by correlated deflections Y is proportional to q and is divided in roughly equal parts between the central plateau and y −3 tail. They also make approximately equal contributions to the integral with respect to y in (51), which is independent of q. As a result, the 'effective line width' ∆ω ∝ q −1 . For q O(1), we find, using (47), that Y saturates for q ≫ 1; most of the power is split roughly equally between the central plateau that is high (∝ q) and narrow (∝ q −1 ), and the y −2 shoulder that extends out to ∆ω ∼ O(∆ω0), only a small fraction ∼ O(q −1 ) is in the y −3 tail. The 'effective line width' in this case ∆ω ∝ ln q/q. Figure 3 shows the results of numerical integration in (50, 52). They agree well with the approximations above.
An important property of the broadening function ψ in the low-density approximation is that it only depends on the frequency difference ∆ω = ω ′ − ω. The convolution theorem then makes the transformation of the autocorrelation function (which, by virtue of the Wiener-Khinchine theorem is the Fourier transform of the power spectrum) very sim- ple: one just multiplies the autocorrelation function by the Fourier transform of ψ and adds the result to the original autocorrelation function.
APPLICATIONS AND DISCUSSION
When discussing the application of the results we have obtained, it is important to interpret the results of observations correctly. Within the model we have used, all real observational programs have two fundamental limitations.
Firstly, it is the finite temporal resolution of observations τ , making the information on variability at high frequencies inaccessible to observations. For the power spectra, this can be modelled by multiplying them by some window function of the frequency which decays rapidly for ω τ −1 and does not affect it for low frequencies. A good choice here could be a Gaussian normalized such that its value at zero is unity:
Another important limitation is the finite extent T of any real observational program. This brings about an inability to estimate variations on very long scales and results in a power spectrum where adjacent frequencies are no longer independent; as a result, fine spectral features are smeared out. This can be modelled by convolving the power spectrum with a similar window function of width ∼ T −1 ; since the total power should stay constant, the function must be normalized such that its integral is unity. An example of such a function is an integral-normalized Gaussian
Let us now turn to some specific examples of the objects and study how their variability is affected by gravita-tional microlensing. We will first consider periodic or nearly periodic sources, sketching the kind of effect gravitational microlensing brings about for objects observed through the microlensing population of the Galaxy on distances of order 1 kpc; it will be convenient to use the frequency domain in this study.
Then, aperiodic sources will be considered with a specific application to the extra scatter in the flux of standard candles; here the language of autocorrelation functions will be more appropriate. An important point regarding the standard candles is that they are most interesting on the cosmological scales while the analysis present in this work is essentially Newtonian in its use of space and time. In addition, the parameters of the lensing population on these scales can only be guessed; therefore the results obtained in cosmological applications should be viewed cautiously but do give a general feeling of what the effect of microlensing on these scales should be.
In both cases optical (and shorter) wavelengths will be assumed, because at radio wavelengths interstellar scintillations are much more effective (e.g., Scalo & Elmegreen 2004; Lazio et al. 2004 ).
Pulsars
The most prominent features in the power spectra are displayed by objects which are periodic or close to being periodic. One of the most interesting for us will be pulsars. The way their variability is affected is an interesting question on its own; in addition, they will serve as a tool to help us interpret the action of spectral broadening on this simple example.
The power spectra of periodic objects such as pulsars display an array of spectral lines at multiples of the spin frequency ωp; the relative heights of these lines depend on the pulse shape. Broadening of every line is a typical feature of the multiplicative correction with a slowly-varying function.
Indeed, let us consider a periodic source of flux
with a power spectrum
modulated by some function 1+ǫ(t), with ǫ varying so slowly that its Fourier transformǫ(∆ω) is essentially contained in the region ∆ω ≪ ωp. Then, for the power spectrum of
where Pǫ is the power spectrum of ǫ: Pǫ(∆ω) = |ǫ(∆ω)| 2 . The last line in (57) can be neglected due to assumption above, and comparing what is left to the results of our calculation in the previous section, we can interpret ψ(∆ω) as the power spectrum of the magnification factor.
Let us estimate the quantities involved for a typical pulsar at a distance of 1 kpc observed through the population of white dwarfs of mass 0.5 M⊙ with the space density of 0.01 pc −3 (as recent studies along different lines suggest -Holberg, Oswalt & Sion 2002; Hafizi et al. 2004; Oppenheimer et al. 2001; Han & Gould 2003) ; assuming they have halo kinematics, we may choose σ ≈ 250 km/s (e.g., Binney & Tremaine 1988) . For such white dwarfs, ρ0/m ≈ 3 × 10 3 (Shapiro & Teukolsky 1983) . Given that pulsars generally have high spatial velocities, a choice of v/σ = 2 seems to be reasonable.
Then, for ln Λ = 30, the amplitude parameter becomes q ≈ 17 and the frequency scale ∆ω0 = 0.05 s −1 . Given a relatively high value of the velocity parameter, ψ starts off as an increasing function of ∆ω as the latter changes from zero to ∆ωc ≈ 0.01 s −1 , where it turns to a shoulder followed by the y −3 tail for ∆ω 0.3 s −1 ; a small step is present at ∆ω ≈ 0.5 s −1 . The total extra power added to a line by gravitational microlensing is, according to (49), Y ≈ 15% which is contributed mostly by the shoulder -the central part accounts for about a tenth of this power while the tail makes up a fraction of order few percent. The tail contributes slightly more to the integral (52), and the effective line width, as given by (51), is ∆ω ≈ 0.06 s −1 . These frequencies scale according to (C14) with parameter σ -e.g., the frequency difference scale would be twice as large if the deflectors' velocity dispersion was only a half of the one assumed and twice as low if the deflector population was two times faster.
Our predictions for the effect of gravitational microlensing can be interpreted in a simple way for pulsars with spin frequencies greater than about 1 s −1 . Namely, we suggest that the pulse height is modulated by a slowly (and, presumably, randomly) varying function with an rms of 0.08 stellar magnitudes on the time-scales T ∆ω −1 c ≈ 100 s; the time resolution required τ 1 s.
The actual pulsars show a degree of pulse-to-pulse variability that is much stronger than the expected 0.08 m contribution from lensing. However, unlike the lensing signal, these variations seem to be uncorrelated even on interpulse scale and therefore can be suppressed by averaging a large number of pulses. This does not necessarily mean a long time-scale -the lensing signal correlation time is of order seconds. Therefore, ceteris paribus, the lensing signal is more likely to be detected in high-frequency pulsars.
Quasi-periodic and related oscillations
Another phenomenon of considerable interest in relation to the subject of this paper is quasi-periodic oscillations (QPOs) generally defined as broad -up to of order the central frequency -lines seen in the power spectra of various astrophysical sources (e.g., van der Klis 2005); more coherent features, with higher centroid frequency to width ratios Q, are known by a variety of names, defined phenomenologically and often specific to a class of sources or even to the particular state of a given source.
Within the Galaxy, these oscillations are associated with accretion onto compact objects -black holes, neutron stars and white dwarfs -from low-mass normal components. The frequencies of these oscillations span a wide range from mHz for cataclysmic variable stars that contain accreting white dwarfs to Hz and even kHz for lowmass X-ray binaries where the accretion proceeds onto neutron stars or black holes. It is believed that careful modelling of these spectral features can hold potential clues to the physical processes in the inner part of the accretion discs and that QPOs may become important probes of the strong gravitational and/or magnetic fields of the central compact objects (Psaltis 2001; Hellier 2004; Mauche 2002) . Therefore, one has to interpret these features properly, including accounting for possible contamination of the signal en route to the observer; obviously, gravitational microlensing, in the form described above, is one such possible 'contaminant' able to significantly modify the intrinsic power spectrum -although it does not change the the centroid frequencies of QPOs, the total power in the features and their width can be considerably affected by lensing.
When making an estimate of the effect of lensing on the power spectra of these sources, the only change that seems necessary for the parameters of the lensing problem given in the previous subsection concerns the velocity -a choice of v/σ = 1 is probably more sensible in this case. As a result, the central part is no longer suppressed but otherwise ψ looks nearly the same. The total extra power added by lensing is slightly greater at Y ≈ 0.25, and the effective line width is lower: ∆ω ≈ 0.035 s −1 . We can therefore conclude that gravitational microlensing has the potential to influence the total power observed in a given feature of the power spectrum and should be taken into account in their interpretation. With regards to coherence estimates, lensing makes a negligible contribution to the line width of kHz QPOs but cannot be ignored in the interpretation of spectral lines at lower frequencies and may be the dominant effect in broadening lines at mHz frequencies.
These results can be summarized in a graph that loosely classifies oscillations of different kinds in frequencycoherence coordinates (Figure 4) . Apparently, whenever the lensing effective line width is of order 2πν/Q or greater and Y ∼ O(1), it should be taken into account. Therefore, lensing becomes important for Q 2πν/ ∆ω -the regions that lie above the straight lines in the plot.
Aperiodic sources and standard candles
Sources that do not show any prominent features in their power spectra, are more conveniently discussed in terms of the autocorrelation function. As mentioned in the previous . The left part of the plot is occupied by different features seen in the power spectra of cataclysmic variables while on the right one can see more rapid oscillations typical for accretion onto relativistic components. Gravitational lensing becomes important in the interpretation of coherence when broadening line width ∆ω becomes comparable to ν/Q -these regions lie above the straight lines seen in the figure which are plotted for q = 5 × 10 2 , q = 17 and q = 0.5 corresponding to the distances of 10 kpc, 1 kpc and 100 pc, respectively; the other parameters are fixed as in the text. The total extra power corresponding to these three values of q are 0.32, 0.25 and 0.01 -that is, broadening contributes a little in the latter case although the line is formally quite broad.
section, ψ(ω, ω ′ ) only depends on the frequency difference ∆ω = ω ′ − ω in the approximation we use. As a result, the correction ∆f (t) to the autocorrelation function f (t) can be found by multiplying f (t) by the Fourier transform of ψ:
However, we should take into account the fact mentioned in the beginning of this section -namely, limited temporal resolution of observations and thus the inability to observe high frequency signal. To model this, we multiply ψ(∆ω) by the function Wτ (ω) defined by (53) and then Fourier-transform the result to obtain an 'observationallycorrected' version ofψ (we include √ 2π factor in the definition ofψ):
Both ψ and Wτ are even functions of ω, so the exponent in the last expression can be replaced with the cosine function. Denoting t0 ≡ ∆ω
we can rewrite the above formula in a form, similar to (44):
with
This integral also has to be done numerically. We have found the following rearrangement of the integral to pro- duce fast and stable convergence for various values of the parameters (again, we assume Λ is so large that the Bessel function it appears in can be neglected):
with an auxiliary function (vy) . (63) At v = 0, q is simply a Gaussian of width √ 1 + t 2 while at non-zero v, this function displays a few oscillations around zero value before being exponentially suppressed on the same scale ∼ O √ 1 + t 2 . Based on the similarity between j(h) and a Gaussian, one can expect thatΨτ has an effective width of order ∆ω −1 , which is approximately ∼ t0q/ ln q for q 1. Similarly, we expect that τ should assume the role of this characteristic time when it exceeds the latter; cutting off some power at higher frequencies also leads to certain suppression in the value ofΨτ at low t. Figure 5 confirms these expectations. It shows the behaviour ofΨτ as a function of η = t/t0 for q = 10 and a few values of the parameter τ /t0 -0, 10, 10 2 and 10 3 that correspond to τ ∆ω of zero, approximately one, ten and a hundred. One can see a flat central plateau extending to approximately the greater of ∆ω −1 and τ , followed by a η −2 tail which is nearly independent of τ . The height of the plateau as a function of τ /t0 for a number of q values is shown in Figure 6 .
In Figure 5 , a small value of the velocity parameter v/σ = 1 is assumed. For higher velocities the Fourier integral forΨ is dominated by non-zero frequency modes, andΨτ drops below zero outside the flat central part, then tends to zero value in the same, η −2 , manner from the negative side. Figure 7 illustrates this. Although not easy, it is interesting to compare these findings to the results of previous works on calculation of the lensing autocorrelation function. Both and Neindorf (2003) perform these calculations for a twodimensional distribution of lenses, and the resulting curve depends on a number of parameters, including the effective convergence and shear and scaled radius of the source, while this work assumes a (nearly) three-dimensional distribution of lenses with no external shear, and calculations are performed for a point-like source.
However, inspection of Figures 9 and 11 of shows that their autocorrelation function Γ(Y ) does drop off as approximately an inverse square of Y in the shearless and parallel-to-shear cases for Y 3 while perpendicular-to-shear curve is clearly not a power law; it should be noted, however, that this impression is based on measurements of the actually published plots. On the contrary, the growth of the autocorrelation function in Figure  1 of Neindorf (2003) seems to be shallower than the inverse squares; however, it is the result of a best-fit procedure to the actual autocorrelation function observed in one of the quasars. Let us now describe how an autocorrelation function of a distant source is affected by the transformation we have presented. For any source, the intrinsic flux autocorrelation function f (t) should tend to the square of the flux average value for large t. Let us for simplicity assume this value to be unity: f (t) → 1 for t → ∞. On top of that, one has all the information about second-order statistics of variability, normally presenting itself as a decreasing -not necessarily monotonically -function of t. In particular, the t = 0 value of the autocorrelation function gives the flux dispersion: σ 2 = f (0) − 1. When f is subjected to the transformation described in this paper, the correction is proportional to f (t), not the variable partf (t) = f (t) − 1, and as a result, even the constant brightness sources are affected:
As can be seen from (60) and the results of the calculations in this section (e.g., Figure 6 ),ψ is less than unity for any realistic ln Λ. Therefore, for mildly variable sources with f (0) = σ 2 1, the above formula can be rewritten in the most simple form
-that is, the microlensing correction simply adds up to the intrinsic autocorrelation function. The amount added is actually rather modest. For ln Λ = 30, the factor in front of exp [−v 2 /2σ 2 ]Ψ in (60) is approximately 0.41 andΨ(0) saturates at about 1.3 for z ≪ 1. As a result,ψ(t) 0.5, and as with the intrinsicf (t), the maximum is at t = 0.
For sources with some memory of their past, one expects f (t) to be smooth at t = 0 and therefore theψ(t) plateau is hard to spot. Whether gravitational lensing becomes a dominant contributor tof ′ (t) therefore depends largely on the shape of the intrinsic functionf (t). Asψ ∝ t −2 at large t, it necessarily becomes dominant iff (t) decreases as a power law t −n with n > 2 or more rapidly -e.g., exponentially. The well-sampled observed autocorrelation functions are indeed often fit with exponentials but this is mostly for the purpose of simplicity and convenience (Hawkins 1996; de Vries et al. 2004) . A simple transformation of the autocorrelation function -the structure function -is more often used to characterize variability, but despite its simplicity, it is non-linear on f (t) and therefore is less suitable for our analysis.
The power spectra of various quasars and AGNs have also been studied observationally in a number of works (Giveon et al. 1999; Paltani et al. 1997; Fiore et al. 1998; Edelson & Kirpal 1999) . Traditionally, their variability is divided into a short and long time-scale; the former has stronger amplitudes and is thought to arise from the processes in the inner engines of quasars while the origin of the long-term variability is less clear and a variety of different mechanisms have been proposed (e.g., Bregman 1990; Zackrisson et al. 2003) ; it is quite likely, that a number of mechanisms actually contribute and microlensing could be just one of those. We therefore are only concerned with the long-term variability.
According to the theory presented in this study, any strong signature in the power spectrum of a quasar will be broadened by a universal function ψ(∆ω). In particular, if a quasar or AGN has only one dominating line at ω = 0, its entire power spectrum will be given by this function. According to estimates given in the previous section, for q ≫ 1 most of the power resides in the ∆ω −2 shoulder of ψ. The observed power spectra on long time-scales are well described by a featureless power law with and index ∼ −2 outside the central region where the spectrum flattens (it is hard to estimate it here, though, due to the limited extent of the light curves). Edelson & Kirpal (1999) give an estimate of −1.74 ± 0.12 for the slope of the X-ray fluctuations power spectrum of a nearby Seyfert galaxy NGC 3516; the characteristic frequency of the break in the spectrum is ωc ≈ 2π/1 month ≈ 3 × 10 −6 s −1 . Giveon et al. (1999) report an average slope of −2.0 ± 0.6 (at frequencies range 10 −7 s −1 ω 10 −6 s −1 ) for the sample of ∼ 40 PalomarGreen quasars observed regularly in the optical over seven years; based on the simulated sensitivity of their method, they conclude that they cannot reliably infer these quantities for individual quasars in the sample. They do, however, report two cases with an apparent break in the power-law slope at a frequency ωc ≈ 3 × 10 −7 s −1 . However, estimation of the power law index is still difficult with the present-day data accuracy and coverage. The total variability power in these spectra are of order a few to about twenty percent (rms).
Therefore, although it would be extremely preliminary to claim that these data support our predictions, they certainly do not rule out the microlensing hypothesis at the present time. Some other aspects of this variability, such as chromaticity and (tentative) asymmetry of light curves, however, are more difficult to accomodate within it (Zackrisson et al. 2003) . Nevertheless, it would be interesting to consider whether the microlensing-induced broadening, if ever detected, can place meaningful constraints on the global microlensing population. The model presented in the previous section is probably too crude to describe the actual distribution of microlensing bodies in a cosmological situation with strong clustering of lenses, and more work needs to be done to infer quantitative characteristics of this population from the available data.
Even if microlensing never shows up as a dominant component of the autocorrelation function or the power spectrum of a source, it still contributes significantly to the dispersion of the flux. Indeed,Ψ(0) saturates very quickly with q 1 (see Figures 3 and 6 ) and for the lensing population considered in this section, this happens relatively quickly, at distances of order a few kpc. As a result, for moderate values of v/σ, one gets a top-up to the magnitude of order 0.1 m − 0.2 m , as estimated in subsection 5.1. In the language of frequencies, it is clear that this variability is spread over a range of timescales from roughly t0 to qt0 and consequently can be detected only if the time resolution τ of observations is better than t0; a fraction of order τ /(qt0) of this variability will be 'smoothed out' if τ t0. The larger time-scale T is responsible for the sample completeness -for shorter light curves large variations are likely to be left outside its coverage; this is not an issue if the dispersion of an ensemble of similar sources is considered, which is the case when we calculate the extra scatter in the brightness of standard candles due to microlensing is.
Perhaps, the most interesting of such questions deals currently with the magnitude scatter of distant type Ia supernovae used in cosmology to measure the luminosity distance as a function of redshift for constraining the evolution of the Universe (Riess et al. 1998; Perlmutter et al. 1999) . The full lensing aspect of the problem is beyond the scope of this paper (see, e.g., Holz & Linder 2005; Amanullah, Mörtsell & Goobar 2003; Hui & Green 2005 for recent studies of the role lensing plays here) as the geometry of the Universe assumed here is flat and static and cannot describe the high-redshift Universe.
However, the treatment of this paper still applies to the Universe at moderate redshifts up to at least 0.01 -0.1, and this is precisely the redshift range used to determine the zero-point of the redshift-magnitude relation and its uncertainty (Wood-Vasey et al. 2004) ; an estimate of the effect in cosmological settings should also give some idea of what kind of time-scales are involved.
The cosmological microlensing population is still quite a mystery. For the economy of the hypotheses we will still assume that the deflectors are unseen white dwarfs of 0.5M⊙ which are uniformly distributed with density ν. It can be written in terms of the fraction of the critical density in deflectors Ω d and Hubble constant H0 as:
which leads to
where the Hubble distance DH = c/H0 has been introduced; one can also recognize √ mD as the radius of the EinsteinChwolson ring for a lens of mass m seen from a distance D (Schneider, Ehlers & Falco 1992) . D/DH is very close to the redshift z for small values of the latter in a flat Universe. For a currently preferred value DH ≈ 1.4 × 10 28 cm (Lahav & Liddle 2004) , one has
An estimate Ω d ln Λ ≈ 1 can be regarded conservative since we know that MACHOs contribute around ten to twenty per cent of the dark matter in our neighbourhood (Alcock et al. 2000; Lasserre et al. 2000; Sadoulet 1999; Evans & Belokurov 2004) , and the dark matter share in the composition of the Universe is ΩDM ≈ 0.27 (Lahav & Liddle 2004) . As a result, q ≫ 1 at redshifts z ∼ 10 −5 and abovewhich includes all intergalactic scales. It also seems sensible to choose the same velocity dispersion σ = 250 km/s (e.g., Tormen et al. 1993; Bahcall & Siang 1996) 
At z = 0.01 the latter time-scale is approximately 10 days. The brightness of a supernova is normally derived from a fit to the observed light curve with the extent of order ten to fifty days (Riess et al. 2004) , which, therefore, should be considered the time resolution. Given thatψτ (0) ∝ τ −1 at these scales, we can expect the extra scatter in the magnitude to be
at these redshifts. Such an extra scatter is comparable to the intrinsic scatter in the brightness of type Ia supernovae, which is currently estimated at σm ∼ 0.15 m (Tonry et al. 2003; Astier et al. 2005) , and therefore should be taken into account.
At greater z ∼ 0.05, which is roughly the target redshift of the SuperNova Factory project (Wood-Vasey et al. 2004) , the larger timescale becomes t0q ≈ 10 2 days and the whole extent of the high-quality light curve typically used in estimating its brightness τ 50 days is not sufficient to significally alter the scatter due to gravitational lensing. Therefore, this project should be able to put some constraints on the spatial density of lenses ν. In these settings, we cannot expect these constraints to be particularly useful because most of σ lens m comes from the first ∼ 10 − 100 kpc of the optical path. If a method could be devised to actually estimate the autocorrelation function from these data, it has the potential to serve such a probe. However, as mentioned above, other more stable objects seen to high redshifts (e.g., quasars) could be better targets for such studies. The numerical predictions for the amplitude of the autocorrelation function correction and the time-scales involved are, of course, the same as for the supernovae as long as both can be considered point-like.
Conclusions
In the present paper we have calculated the autocorrelation function of the flux of a point-like source through a population of uniformly distributed point-like gravitational microlenses using the lowest nontrivial order approximation for the deflection potential defined by (13). In the last section we have also identified several potential applications in illustration of the method. Although, given the simplicity of the approximation, the estimates we obtained should be taken rather cautiously, they do show that the effect is important and cannot be ignored.
It is sensible to conclude by recapping briefly the major assumptions used in this study, which should give us the idea of its applicability and show how and in which directions it can be improved. The 'physical' approximations employed here are the use of the geometric optics and thin lens approximation as well as neglecting the potential time delays when writing down the propagation equation (5). The first of these was shown at the very beginning to be an excellent one in most situations in the gravitational lensing (e.g., Schneider et al. 1992) , the other two were extensively discussed in Paper I and Section 2 of the present paper.
The major mathematical approximations are the trun-cation of Taylor series in (13) on the first non-trivial, correlation, term and the perturbation technique used in the solution of the propagation equation. The justification for series truncation comes from the fact that coefficients in front of the higher-order powers are all proportional to the appropriate powers of the characteristic deflection angles, which only become of order unity very close to the lens; this never occurs for the deflectors considered in this paper; however, if one wants to consider black holes as deflectors, it will be necessary to look at these matters more carefully. The use of the perturbation technique can only be justified retrospectively by comparing corrections to the uncorrelated propagation of the quantities involved. Here, F 1 indeed turned out to be not more than about 0.5 of the zeroth-order quantity. If, for a different problem, this is not the case, one would have to sum the entire series (32) or seek other solution methods.
We have also only considered a point-like source and constant density of the deflectors. It does not pose any conceptual difficulties to perform the same calculations for a different source profile and deflectors density. However, such calculations are likely to require considerable numerical effort.
Apart from these approximations, we have also made certain assumptions about different parameters of the lensing population and most of our numerical predictions would change if very different parameters were considered. However, there are some generic features which do not suffer from these uncertainties, the most robust of them are the shape of the power spectrum broadening function ψ(∆ω) and the autocorrelation function correctionψ(t). In addition, due to the saturation of the variation amplitude at relatively low q ∼ 10, it is not very sensitive even to considerable changes in ν, ρ0 or m.
To sum up, we have shown that microlensing needs to be taken into account in the interpretation of the power spectra and variability amplitudes of various sources. These predictions are well substantiated in the case of the Galaxy, and therefore timing properties of pulsars and X-ray binaries has the potential to reveal properties of the microlensing population of the Galaxy. For cosmological distances, our predictions are weaker because the knowledge of the microlensing population is less certain and the model of uniformly distributed lenses is unlikely to be applicable in this case. When this difficulty is overcome, one can attempt to study the cosmological microlensing population via this method.
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APPENDIX A: UNPERTURBED BASIS FUNCTIONS AND INITIAL CONDITIONS
A complete eigensystem of solutions to the propagation problem for one-ray statistics was found in Paper I:
where (χ : τ = τ eχ)
and
The 'oscillator constant' κ in the above expression is defined as
and, according to our convention, when a square or quartic root of iκ is calculated, one takes the value in the complex plane closest to the positive ray of the real axis. The conjugate basis M
(1) † kωnm can be obtained by complex-conjugating ζnm(τ ) function only. See Paper I for details.
All possible combinations of the form Ma(r1, r2, t1, t2, τ1, τ2) = M (1)
a 2 (r2, t2, τ2) and associated sums λa = λ (1)
a2 with a composite index a = (k1,2, Ω ∓ ω/2, m1,2, n1,2) form a dense set of solutions to the unperturbed problem (25) with zero correlation term. In this basis, the initial conditions for a synchronous isotropic source of the form (12) can be written down as:
APPENDIX B: FLUX FUNCTIONALS
In order to obtain the expectation value of the flux second moment one needs to project the intensity moment vector M2 onto τ = 0:
As explained in the main text, this projection leaves intact the spatial and temporal sectors and therefore for k1,2 = K ∓ k/2, ω1,2 = Ω ∓ ω/2, Fourier modes of the flux are given in Ma basis as a sum
with respect to angular modes only.
In particular, since ζ ′ mn (τ = 0) = δ 0 n iκ(ω)/π, one has for Ω = 0:
Note, that n1,2 = 0 can be ingnored. These moments can be analogously split into the zerothorder contribution and a term due to the correlated deflections (see (36))
The summation above is, in general, rather difficult to perform. However, significant simplification occurs for an isotropic and synchronous source of form (A6). First of all, initial conditions for isotropic sources are proportional to δ 0 n ′ , hence one does not need to perform summation in n ′ (these components do develop for D > 0 but do not contribute to the flux, according to (B3)). Second, the set c 0 b in this case is completely defined by it spatial profile g(K ′ − k ′ /2)g(K ′ + k ′ /2) and power spectrum P (ω ′ ); hence, due to the linearity of the problem there should be coefficients F dd ′ (D) such that:
with d = (K, k, ω); here we use the summation instead of the integration sign to avoid unnecessarily long notation. Noting that for sources described by (A6) 
to obtain for the sum in the second line of (B14)
2 /2 (1 − η)(1 − ξη ′ )(1 − η * )(1 − ξ * η ′ * )
×(2π)
−2 e i(Q 1 ·τ 1 ) τ
where
If one now denotes ϕ1,2 the directions of Q1,2 ϕ1,2 : Q1,2 = Q1,2eϕ 1,2 , angular integration in (B20) yields a product of two first-order Bessel functions and radial integration in τ can be performed using identity ∞ 0 dτ τ 2 J1(Qτ ) exp(−γτ 2 /2) = Q/γ 2 exp(−Q 2 /2γ) (Gradshteyn & Ryzhik 1994 ). Thus we arrive at
APPENDIX C: MODIFICATION OF THE TEMPORAL POWER SPECTRUM
In this appendix we calculate quantities (39) and the line profile function ψ in the simple case of a point-like source at the origin of the source plane g(k) = 1 as seen by a single observer at the origin of its plane r1,2 = 0. Using (B15) one obtains, in this situation (care must be taken when calculating the limit of κ → 0 because α tends to infinity in this limit): Therefore, in the leading order, the line profile function ψ is given by the expression (41). The last line of (C1) also shows that the zeroth-order correction to the free propagation of flux is of the second order in κ (and therefore ν); as shown below, correction in the first order of perturbation due to correlated deflections is O √ κ and therefore represents the dominant term.
To perform integration (41) for the first-order correction, we first untilize the δ-function in K − K ′ from (B23) and then, taking into account thatC depends on ∆k = k−k ′ only, perform a change of integration variables (K, k, k ′ ) → (Q1, Q2, ∆k) according to
The Jacobian determinant of this transformation
is independent of integration variables and thus appears as a factor in front of the integrals, and since this is a linear transformation Q1,2, ∆k independently run through entire R 2 planes. Then, we may rewrite the first-order correction (41) as
The exponential factor decreases rapidly at ∆k tending to both zero and infinity thus providing necessary convergence. It is reasonable now to introduce some approximations. It was shown in Paper I that in physically reasonable situations κ(ω) ≪ 1. We can use this fact and expand η, ξ, η ′ etc. in its power series retaining only the few leading terms as necessary.
First of all, we have for the denominator in I(D ′ )
and similarly
For γ the first term in expansion is purely geometrical and imaginary while the first real term is proportional to κ:
+ωκ(ω)
where we have used ωκ(ω) = ω ′ κ(ω ′ ) from (A5). Expanding ∆ω 2 and using the above formulae one finds that at this level of approximation p is purely geometrical in the leading order:
with dimensionless distance coordinate t = (Ds +D ′ )/(Ds + D) introduced; as D ′ changes from Ds to D, the corresponding range for t is from s = Ds/(Ds + D) to 1. Now, assuming that parameters ν, m, σ, v are independent of D ′ , we use (A5) and β 2 = 2π||L|| −1 m 2 ln Λ, introduce the frequency difference scale ∆ω0 = 2σ ρ0 ,
dimensionless variables -as expected, it is O( √ ν).
From this point, integration needs to be numerical, and is, perhaps, most easily done by first calculating the integral of the function on the second line of (C18) with respect to t and then performing calculation in x. This approach yields the expression (44) 
The behaviour of w(s, ξ) as a function of ξ is shown in Figure C1 for a few values of s; w(s, ξ) ∝ ξ −3 for ξ ≫ 1. Since Λ ≫ 1 we can safely neglect the second Bessel function in the square brackets when evaluating (C19).
