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Abstract
We introduce a method for computing the weighted capacity of a closed plane set. The method
automatically yields upper and lower bounds for the capacity, and, for compact sets, these bounds converge
to the true value of the capacity. No prior knowledge of the support of the equilibrium measure is required,
and indeed the method can be used to determine this support. We discuss a number of examples in detail.
c© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
In a previous article [5], two of the present authors introduced a method for computing
the logarithmic capacity of plane sets. Capacities for more general kernels were subsequently
treated in [3]. We now seek to extend these ideas in a different direction, to encompass so-called
weighted capacities. These capacities arise in potential theory in the presence of external fields.
As well as being motivated by considerations from physics, this theory has applications to the
study of orthogonal polynomials. A basic reference is the book of Saff and Totik [6].
The main technique for computing capacity introduced in [5] was based on a minimax
principle. For reasons to be explained below, this method does not extend to weighted capacities.
However, a second technique, mentioned only informally in [5], turns out to generalize rather
well to the weighted case. This technique, based on a quadratic minimization program, will be
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our principal method in this article. We shall give a formal development of it, and use it to analyze
a number of examples.
The rest of the paper is organized as follows. In Section 2 we summarize some basic
elements of weighted potential theory, and in Section 3 we set up the notation for the quadratic
minimization program that we shall use. The core of the paper is in Sections 4 and 5, where
we establish the upper and lower bounds for weighted capacity in terms of the quadratic
minimization program, along with the corresponding convergence theorems. In Section 6, we
present a number of illustrative examples, and we conclude in Section 7 by comparing our
methods with other techniques in the literature. At the end of the paper there is an Appendix
containing some analytic computations of weighted capacity in certain special cases, which are
used to test our algorithms.
2. Background on weighted potential theory
Here we briefly describe the set-up for the rest of the paper. For full details we refer to [6].
Let Σ be a closed subset of C. A weight on Σ is an upper semicontinuous function w : Σ →
[0,∞). If Σ is unbounded, we also impose the condition that |z|w(z) → 0 as |z| → ∞. We
write Qw := log(1/w).
Given a (Borel) probability measure µ on Σ , its w-energy is defined by
Iw(µ) :=
∫∫
log
1
|z − t |w(z)w(t) dµ(z) dµ(t).
The conditions on w ensure that this integral is well-defined and satisfies Iw(µ) ∈ (−∞,∞].
Also,
Iw(µ) =
∫∫
log
1
|z − t | dµ(z) dµ(t)+ 2
∫
Qw dµ,
whenever both integrals exist and are finite.
Definition 2.1. Let Σ be a closed subset of C and let w be a weight on Σ . The w-capacity of Σ ,
denoted by Cw(Σ ), is defined by the formula
log
(
1/Cw(Σ )
) := inf{Iw(µ) : µ is a probability measure on Σ}. (1)
If Σ is compact and w ≡ 1 on Σ , then this definition reduces to that of the standard
logarithmic capacity of Σ .
The following theorem is fundamental to the subject. We say that a property holds quasi-
everywhere (q.e.) if it holds outside a Borel set E of logarithmic capacity zero.
Theorem 2.2. Let Σ be a closed subset of C and let w be a weight on Σ such that Cw(Σ ) > 0.
(i) There exists a unique probability measure µw on Σ for which the infimum in (1) is attained.
Thus Iw(µw) = log
(
1/Cw(Σ )
)
.
(ii) The measure µw is compactly supported, and Qw := log(1/w) is bounded on suppw.
(iii) Setting Fw := log
(
1/Cw(Σ )
)− ∫ Qw dµw, we have∫
log
1
|z − t | dµw(t)+ Qw(z) ≤ Fw on suppµw,∫
log
1
|z − t | dµw(t)+ Qw(z) ≥ Fw q.e. on Σ ,
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and hence∫
log
1
|z − t | dµw(t)+ Qw(z) = Fw q.e. on suppµw.
Proof. See [6, Chapter I, Theorem 1.3]. 
The measure µw is called the equilibrium measure for the pair (Σ , w), and the constant Fw is
called the modified Robin constant.
Theorem 2.2 differs from its classical (non-weighted) analogue in that the first inequality of
part (iii) holds only on suppµw, and not on all of Σ . As a consequence, the minimax method for
the computation of capacity developed in [5] no longer applies, unless one knows in advance the
support of the equilibrium measure µw. The identification of suppµw is a difficult problem in
general (see [6, Chapter IV]). It is for this reason that we shall develop a different method, based
more directly on the definition (1), and not dependent on any prior knowledge of suppµw.
3. The quadratic program
Our method for computing capacity will be to convert the problem to a quadratic minimization
problem. For this, it is convenient to introduce a little notation.
Definition 3.1. For n ≥ 1, set Λn := {(λ1, . . . , λn) : λ j ≥ 0, ∑ j λ j = 1}. Given an n × n
matrix h = (hi j ), we write
Φ(h) := min
λ∈Λn
∑
i, j
hi jλiλ j .
The quantity Φ(h) can be computed numerically, for example in Matlab using the quadprog
routine.
4. Upper bounds for weighted capacity
The first theorem in this section provides a general upper bound for weighted capacity.
Theorem 4.1. Let Σ be a closed subset of C and let w be a weight on Σ . Let F1, . . . , Fn be
closed subsets of C such that Σ ⊂ F1 ∪ · · · ∪ Fn . Define the n × n matrix a by
ai j := log 1diam(Fi ∪ F j )(max
Fi
w)(max
F j
w)
(i, j ∈ {1, . . . , n}). (2)
Then
Cw(Σ ) ≤ e−Φ(a).
Proof. Let G1, . . . ,Gn be a Borel partition of Σ such that G j ⊂ F j for all j . Let µw be the
equilibrium measure for (Σ , w), and set λ j := µw(G j ) ( j = 1, . . . , n). Evidently λ j ≥ 0 for all
j and
∑n
1 λ j = 1. Also,
Iw(µw) =
∑
i, j
∫
Gi
∫
G j
log
1
|z − t |w(z)w(t) dµw(z) dµw(t)
≥
∑
i, j
∫
Gi
∫
G j
ai j dµw(z) dµw(t) =
∑
i, j
ai jλiλ j ≥ Φ(a).
Applying e−x to both sides gives the result. 
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The next result is a convergence theorem. Here we need to assume that Σ is compact.
Theorem 4.2. Let Σ be a compact subset of C and let w be a weight on Σ . Let F1, . . . , Fn be
compact subsets of C such that Σ ⊂ F1 ∪ · · · ∪ Fn and Σ ∩ F j 6= ∅ for all j . Define the matrix
a as in (2). Then
|Cw(Σ )− e−Φ(a)| ≤ (d),
where d := max j diam(F j ), and  is a function depending only on (Σ , w) such that
limt→0 (t) = 0.
Proof. For each j , fix a point z j ∈ Σ ∩ F j . Note that, for all i, j ,
|zi − z j | ≥ dist(Fi , F j ) ≥ diam(Fi ∪ F j )− 2d and max
Fi
w ≤ wd(zi ),
where wd(z) := max{w(ζ ) : ζ ∈ Σ , |ζ − z| ≤ d}.
Let (λ1, . . . , λn) ∈ Λn . Set µ :=∑ j λ jδz j . Clearly µ is a probability measure on Σ , and we
have ∑
i, j
λiλ j ai j =
∑
i, j
λiλ j log
1
diam(Fi ∪ F j )(max
Fi
w)(max
F j
w)
≥
∫∫
log
1
(|z − t | + 2d)wd(z)wd(t) dµ(z) dµ(t)
≥ log(1/C2dwd (Σ )),
where C2dwd is the weighted capacity defined by replacing the kernel log(1/|z−t |) by the modified
kernel log(1/(|z − t | + 2d)) and the weight w by wd . Minimizing over all (λ1, . . . , λn) ∈ Λn ,
we deduce that
Φ(a) ≥ log(1/C2dwd (Σ )).
In conjunction with Theorem 4.1, this implies that
Cw(Σ ) ≤ e−Φ(a) ≤ C2dwd (Σ ).
To prove the result, it thus suffices to show that lim supd→0 C2dwd (Σ ) ≤ Cw(Σ ). Evidently the
function d 7→ C2dwd (Σ ) is increasing, so it is enough to show that lim supn→∞ C2dnwdn (Σ ) ≤ Cw(Σ )
for some sequence dn tending to zero. For each d > 0, let νd be a probability measure on Σ such
that ∫∫
log
1
(|z − t | + 2d)wd(z)wd(t) dνd(z) dνd(t) < log
(
1/C2dwd (Σ )
)+ d.
By compactness, there exists a sequence dn → 0 such that νdn converges in the weak* topology
to a probability measure ν on Σ . For each m, we have
lim inf
n→∞
∫∫
log
1
(|z − t | + 2dn)wdn (z)wdn (t)
dνdn (z) dνdn (t)
≥ lim inf
n→∞
∫∫
log
1
(|z − t | + 2dm)wdm (z)wdm (t)
dνdn (z) dνdn (t)
≥
∫∫
log
1
(|z − t | + 2dm)wdm (z)wdm (t)
dν(z) dν(t).
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Letting m →∞, we deduce that
lim inf
n→∞
∫∫
log
1
(|z − t | + 2dn)wdn (z)wdn (t)
dνdn (z) dνdn (t)
≥
∫∫
log
1
|z − t |w(z)w(t) dν(z) dν(t)
≥ log(1/Cw(Σ )).
It follows that lim supn→∞ C
2dn
wdn
(Σ ) ≤ Cw(Σ ), as desired. 
5. Lower bounds for weighted capacity
The first theorem in this section provides a general lower bound for weighted capacity. The
idea is that, instead of minimizing the w-energy over all probability measures supported on Σ ,
we minimize over a small family of measures, hoping that this yields a good approximation.
Theorem 5.1. Let Σ be a closed subset of C and let w be a weight on Σ . Let µ1, . . . , µn be
probability measures on Σ , and define the n × n matrix b by
bi j :=
∫∫
log
1
|z − t |w(z)w(t) dµi (z) dµ j (t) (i, j ∈ {1, . . . , n}). (3)
Then
Cw(Σ ) ≥ e−Φ(b).
Proof. Let (λ1, . . . , λn) ∈ Λn , and set µ :=∑ j λ jµ j . Then µ is a probability measure on Σ , so
log
(
1/CK (Σ )
) ≤ Iw(µ) =∑
i, j
λiλ j
∫∫
log
1
|z − t |w(z)w(t) dµi (z) dµ j (t)
=
∑
i, j
λiλ j bi j .
Minimizing over (λ1, . . . , λn) ∈ Λn , we obtain log(1/Cw(Σ )) ≤ Φ(b), which gives the
result. 
The next result is the corresponding convergence theorem. Once again, we need to assume
that Σ is compact.
Theorem 5.2. Let Σ be a compact subset of C and let w be a weight on Σ . Let µ1, . . . , µn be
compactly supported probability measures on C such that Σ ⊂ ∪n1 suppµ j and Σ∩suppµ j 6= ∅
for all j . Define the matrix b as in (3). Then
|Cw(Σ )− e−Φ(b)| ≤
max
j
Iw(µ j )
log(1/d)
(d), (4)
where d := max j diam(suppµ j ), and  is a function depending only on (Σ , w) such that
limt→0 (t) = 0.
Remarks. (1) Clearly max j Iw(µ j ) ≥ log(1/d) + 2 log(1/‖w‖∞). The theorem shows that, if
one can choose the measures µ j ‘efficiently’, in the sense that max j Iw(µ j ) = O(log(1/d)) as
d → 0, then e−Φ(b)→ Cw(Σ ) as d → 0.
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(2) The theorem does not require that the measures µ j be supported on Σ , merely that
their supports all meet Σ . This extra flexibility permits the choice, for example, of normalized
Lebesgue measures on small balls or cubes, which may sometimes be useful in practice.
Before embarking upon the proof of the theorem, it is useful to establish a preliminary
estimate.
Lemma 5.3. For all i, j , we have 2bi j ≤ Iw(µi )+ Iw(µ j ).
Proof. Let σ := µi − µ j . Then σ is a compactly supported signed measure whose positive and
negative parts have finite energy. By [6, Chapter I, Lemma 1.8],∫∫
log
1
|z − t | dσ(z) dσ(t) ≥ 0.
The lemma follows easily from this. 
Proof of Theorem 5.2. We shall actually prove a slightly stronger result, namely
− (d) ≤ Cw(Σ )− e−Φ(b) ≤ Ilog(1/d)(d), (5)
where I := max j Iw(µ j ) and d,  are as stated in the theorem.
We begin with the lower bound in (5). Set F j := suppµ j ( j = 1, . . . , n), and define the
matrix a as in (2). Then bi j ≥ ai j for all i, j , so Φ(b) ≥ Φ(a) and Cw(Σ ) − e−Φ(b) ≥
Cw(Σ )− e−Φ(a). By Theorem 4.2, we have Cw(Σ )− e−Φ(a) ≥ −(d), where (t) is a function
depending only on (Σ , w), such that limt→0 (t) = 0. This establishes the desired lower bound.
Now we turn to the upper bound in (5). We may assume that Cw(Σ ) > 0 and I < ∞,
otherwise there is nothing to prove. We can also suppose that d < 1 and, decreasing d further if
necessary, that I > 0. In addition we assume, for the time being, that w is continuous and strictly
positive. This constraint will be removed at the end of the proof.
Let µw be the equilibrium measure for (Σ , w), and let G1, . . . ,Gn be a Borel partition of Σ
such that G j ⊂ suppµ j for each j . Obviously µw(G j ) ≥ 0 for all j and ∑n1 µw(G j ) = 1.
Hence
Φ(b) ≤
∑
i, j
bi jµw(Gi )µw(G j ). (6)
We now estimate the right-hand side. Define J := {(i, j) : dist(Gi ,G j ) ≤ 3d}.
If (i, j) ∈ J , then |z − t | ≤ 5d for all z ∈ Gi and t ∈ G j . Also, by the lemma we have
bi j ≤ (Iw(µi )+ Iw(µ j ))/2 ≤ I for all i, j . Therefore∑
(i, j)∈J
bi jµw(Gi )µw(G j ) ≤
∫∫
|z−t |≤5d
I dµw(z) dµw(t)
≤ I
log
(
1/(5d‖w‖2∞)
) ∫∫
|z−t |≤5d
log
1
|z − t |w(z)w(t)dµw(z) dµw(t).
The double integral tends to zero as d → 0 by the dominated convergence theorem. Hence∑
(i, j)∈J
bi jµw(Gi )µw(G j ) ≤ Ilog(1/d)0(d), (7)
where 0(d)→ 0 as d → 0.
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If (i, j) 6∈ J , then |z − t | ≥ 3d for all z ∈ Gi and t ∈ G j . Also, we clearly have
bi j ≤ log(1/ dist(Gi ,G j )mi m j ) for all i, j , where m j := infG j w. (Note that m j > 0 because
w is positive and continuous on Σ .) Hence∑
(i, j)6∈J
bi jµw(Gi )µw(G j ) ≤
∑
(i, j)6∈J
∫
Gi
∫
G j
log
1
dist(Gi ,G j )mi m j
dµw(z) dµw(t)
≤
∑
(i, j)6∈J
∫
Gi
∫
G j
log
1
dist(Gi ,G j )w(z)w(t)
dµw(z) dµw(t)+ 1(d)
≤
∑
(i, j)6∈J
∫
Gi
∫
G j
log
1
|z − t |w(z)w(t) dµw(z) dµw(t)+ 1(d)+ 2(d)
≤ Iw(µw)+ 1(d)+ 2(d)+ 3(d), (8)
where
1(d) := 2 sup
{| logw(z)− logw(z′)| : |z − z′| ≤ d},
2(d) :=
∫∫
|z−t |≥3d
log
|z − t |
|z − t | − 2d dµw(z) dµw(t),
3(d) :=
∫∫
|z−t |≤5d
log
1
|z − t |w(z)w(t) dµw(z) dµw(t).
Note that all of these terms tend to zero as d → 0, the first because logw is uniformly continuous
on Σ , and the other two by the dominated convergence theorem.
Combining (6)–(8), and recalling that Iw(µw) = log(1/Cw(Σ )), we obtain
Φ(b) ≤ log(1/Cw(Σ ))+ Ilog(1/d)0(d)+
3∑
1
k(d). (9)
Notice that, since I ≥ log(1/d) + O(1) as d → 0, the terms 1, 2, 3 may be absorbed into
the 0 term. This proves the upper bound in (5) in the case where w is continuous and strictly
positive.
Finally, we consider the case of an arbitrary weight w. Since w is upper semicontinuous,
we can find a sequence of weights wk such that each wk is continuous and strictly positive and
wk ↓ w pointwise. Let bk be the matrix defined in (3) where w is replaced by wk . Note that
Iwk (µ j ) ≤ I . By what we have already proved,
Cwk (Σ )− e−Φ(bk ) ≤
I
log(1/d)
k(d),
where k(t) → 0 as t → 0. Now the entries of the matrix bk are increasing in k, and
by Lemma 5.3 they are bounded above by I . It follows that limk→∞ Φ(bk) = Φ(b). From
[6, Chapter I, Theorem 6.2] we have Cwk (Σ ) → Cw(Σ ) as k → ∞. Combining these
observations, we deduce that (5) holds in this case too. 
6. Examples
We now illustrate the ideas of the previous section with a number of examples. All the
computations were performed using Matlab 7.6.0 or 7.7.0 on a Dell Precision T7400 n. This
computer has 64 GB of 800 MHz fully buffered DIMM memory and two 64-bit 3.20 GHz Quad-
Core Intel Xeon X5482, both with 6 MB of 1600 MHz L2 cache.
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Table 1
Σ = [−pi2 , pi2 ] and w(x) = e−|x |.
n exp(−Φ(a)) exp(−Φ(b)) Time Φ(a) (s) Time Φ(b) (s)
28 0.186213489058614 0.175244577186698 0.62 0.85
29 0.181317504685168 0.175245658007104 0.92 0.51
210 0.178595243312804 0.175245928016852 6.7 7.8
211 0.177084121526472 0.175245995492165 49 71
212 0.176249090593013 0.175246012358186 575 616
213 0.175790315240715 0.175246016575734 3762 4621
Extrapol 0.175261449577212 0.175246017984476
In Tables 1–7:
• The integer n represents the number of sets F j or measures µ j used. In each case, we divide
up Σ into n equal intervals or squares F j , as appropriate, and take the measures µ j to be
normalized Lebesgue measure on these parts.
• The quantities Φ(a) and Φ(b) are calculated using the quadprog command with the medium
scale option. We have tabulated e−Φ(a) and e−Φ(b). By Theorems 4.1 and 5.1 these are upper
and lower bounds for Cw(Σ ), respectively, and by Theorems 4.2 and 5.2 they both converge
to Cw(Σ ) as n→∞.
• Extrapol represents our best guess for the limits of the sequence of values of e−Φ(a) and
e−Φ(b). It is calculated using the -algorithm for extrapolation (see [7, Algorithm 16.2.1]).
• The time columns represent elapsed time (in seconds) for computingΦ(a),Φ(b), respectively,
namely (i) the time required for forming the matrices a and b (in all the examples but the last,
the double integrations needed for b are performed analytically) plus (ii) the time for solving
the quadratic minimization program Φ.
6.1. Freud weight
For our first example, we consider Σ := [−pi2 , pi2 ] andw(x) := e−|x |. In this case, the capacity
can be computed analytically: according to Proposition A.3 in the Appendix, suppµω = Σ and
Cw
([−pi2 , pi2 ]) = pi4 e−3/2 ≈ 0.175246017979155.
The results of our program are displayed in Table 1.
In this example, the lower bound e−Φ(b) is already accurate to five decimal places for n = 28,
which takes less than one second to compute. After extrapolation, the numerical value is accurate
to ten decimal places. The upper bound e−Φ(a) converges more slowly: for example, even with
n = 213, it is accurate only to three decimal places, though this improves to five decimal places
after extrapolation. The computation times for the two methods are comparable.
6.2. Laguerre weight
We next consider an asymmetric example: Σ := [0, 1] with the weight w(x) := e−x . By
Proposition A.2, suppµw = Σ and
Cw([0, 1]) = 14e
−7/8 ≈ 0.104215504919627.
The results of our computations for this example are given in Table 2.
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Table 2
Σ = [0, 1] and w(x) = e−x .
n exp(−Φ(a)) exp(−Φ(b)) Time Φ(a) (s) Time Φ(b) (s)
28 0.104098463875280 0.110948663699465 0.47 0.66
29 0.104156971658346 0.108115667608033 0.43 0.34
210 0.104186235109877 0.106460813993345 6.7 6.6
211 0.104200869220688 0.105499481142957 60 59
212 0.104208186871743 0.104944811775130 608 494
213 0.104211845846129 0.104627073899878 5285 4445
Extrapol 0.104220383062641 0.104215504920057
Table 3
Σ = [0, 3] and w(x) = e−x .
n exp(−Φ(a)) exp(−Φ(b)) Time Φ(a) (s) Time Φ(b) (s)
28 0.125967686467425 0.111264326286595 2.2 1.2
29 0.119889438874609 0.111414682002088 9.4 5.7
210 0.116369613086130 0.111489875695429 78 53
211 0.114326874688369 0.111527476542314 785 530
212 0.113144082041945 0.111546277971731 1 228 6 264
213 0.112462470893899 0.111555678938731 76 696 85 238
Extrapol 0.111422828404287 0.111565080072163
This example resembles the preceding one, both in terms of accuracy and of computation
times.
Let us repeat this example for the same weight, but this time with Σ := [0, 3]. According to
Proposition A.2, suppµw = [0, 2] $ Σ and
Cw([0, 3]) = 12e
−3/2 ≈ 0.111565080074215.
The computations appear in Table 3.
The accuracy is about the same. However, there is a marked difference in the times taken to
compute Φ(a) and Φ(b). We shall return to this point in the next example.
6.3. Jacobi weight
Let Σ := [− 45 , 45 ] and w(x) := 1 − x2. Then Proposition A.4 tells us that suppµw =
[−
√
5
3 ,
√
5
3 ] $ Σ and
Cw([− 45 , 45 ]) =
244140625
2579890176
√
5 ≈ 0.211603981691849.
The computations for this example are presented in Table 4.
We should expect the same answer if we replace [− 45 , 45 ] by [−
√
5
3 ,
√
5
3 ]. Indeed, µw does not
change, so neither should the capacity. The computations for this case appear in Table 5.
Comparing Tables 4 and 5, we remark that, as expected, the computed values of the capacities
are nearly the same, the second being marginally closer to the true value. However, there is a
marked difference in times taken to compute Φ(a) and Φ(b), those for [− 45 , 45 ] being about ten
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Table 4
Σ = [− 45 , 45 ] and w(x) = 1− x2.
n exp(−Φ(a)) exp(−Φ(b)) Time Φ(a) (s) Time Φ(b) (s)
28 0.223124264048633 0.211603959412184 1.1 1.1
29 0.217927873197383 0.211603972375853 2.9 3.1
210 0.215059472437215 0.211603981152753 58 67
211 0.213482361122137 0.211603981623288 333 364
212 0.212619734954566 0.211603981682902 4 519 6 038
213 0.212150533131065 0.211603981689368 24 730 63 991
Extrapol 0.211608640094940 0.211603981690172
Table 5
Σ = [−
√
5
3 ,
√
5
3 ] and w(x) = 1− x2.
n exp(−Φ(a)) exp(−Φ(b)) Time Φ(a) (s) Time Φ(b) (s)
28 0.222442031570899 0.211603957116081 1.2 0.71
29 0.217550904146845 0.211603978224932 0.82 1.2
210 0.214851816558745 0.211603981210123 5.9 15
211 0.213368531491454 0.211603981624972 44 119
212 0.212557681909393 0.211603981681843 319 980
213 0.212116893408353 0.211603981692660 2491 7691
Extrapol 0.211607978202852 0.211603981691712
times larger than those for [−
√
5
3 ,
√
5
3 ]. As with the Laguerre weight example, it appears to take
much more time to compute Φ(a),Φ(b) when suppµw is a proper subset of Σ .
6.4. The square
In all the preceding examples, the set Σ was an interval. For our next example, we consider a
two-dimensional set, namely Σ := [0, 14 ]2. To test our computations, we begin with a weight for
which the capacity is known, namely the classical case w = 1. In this case suppµw = ∂Σ and
(see e.g. [4, p.135])
Cw([0, 14 ]2) =
Γ (1/4)2
16pi3/2
≈ 0.147542574877011.
To implement our algorithm, we divide up Σ into n squares of equal size and take µi to be the
normalized area measure on the i-th square. The integrals defining bi j in (3) are now quadruple
integrals, of which the first two are computed symbolically, and the other two numerically using
Matlab 7.7.0. Our results are displayed in Table 6.
The convergence is noticeably slower than in the preceding examples, reflecting the fact thatΣ
is two-dimensional. Nevertheless, the extrapolated values of e−Φ(a) and e−Φ(b) are both correct
to three decimal places.
To finish, we consider the same square [0, 14 ]2, but now with the weight w(x + iy) :=
e−max{x,y}. We do not know the exact value of Cw(Σ ) in this case. The computed values are
shown in Table 7.
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Table 6
Σ = [0, 14 ]2 and w = 1.
n exp(−Φ(a)) exp(−Φ(b)) Time Φ(a) (s) Time Φ(b) (s)
24 0.215288392722933 0.129376578246781 0.45 0.7
26 0.186677903032968 0.137750689159229 0.12 0.93
28 0.170016914506371 0.142374698471463 1.3 4.7
210 0.160357783585019 0.144855219593225 118 120
212 0.154790199337054 0.146158648396845 10 738 12 250
Extrapol 0.147740480497181 0.147527275474647
Table 7
Σ = [0, 14 ]2 and w(x + iy) = e−max{x,y}.
n exp(−Φ(a)) exp(−Φ(b)) Time Φ(a) (s) Time Φ(b) (s)
24 0.166944423992478 0.0922117663264346 0.49 1.2
26 0.137557996645590 0.0973516215074968 0.36 8.1
28 0.122090205265653 0.1001741894364560 2.2 114
210 0.113688253824079 0.1016993723912330 144 1 863
212 0.109058664613999 0.1025072999471440 13 372 39 369
Extrapol 0.103270841417017 0.1032791822726549
The accuracy is similar to, and indeed even slightly better than, that for the unweighted case.
However, the computation times for Φ(b) are somewhat longer than those for Φ(a), because now
all four of the quadruple integrals defining bi j in (3) have to be computed numerically.
7. Comparison with other methods
We are not aware of many other methods for computing weighted capacity. The main
alternative appears to be the method of Leja points, as described for example in [6, Chapter V].
(A related, though different, problem is considered in [1].)
Let us recall briefly the main idea of the method Leja points. Suppose that we are given a
closed set Σ ⊂ C and a weight w on Σ . We choose an arbitrary point ζ0 ∈ Σ , and then define
a sequence ζ1, ζ2, . . . recursively as follows. If ζ0, ζ1, . . . , ζn−1 have already been selected, then
the point ζn is chosen to be a value of z ∈ Σ maximizing the expression
|(z − ζ0)(z − ζ1) . . . (z − ζn−1)|w(z)n .
The points (ζn) are called Leja points. They are not unique, in general. In the course of the proof
of [6, Chapter V, Theorem 1.1], it is shown that, if we define
sn :=
∑
0≤ j<k≤n
log
1
|ζ j − ζk | + n
n∑
j=0
log
1
w(ζ j )
,
then
exp
(
− 2sn
n(n + 1)
)
→ Cw(Σ ) as n→∞. (10)
Thus, in principle at least, (10) provides a method for calculating weighted capacity.
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Table 8
Comparison of methods for Σ = [0, 3] and w(x) = e−x .
n exp(−Φ(a)) Time (s) exp(−Φ(b)) Time (s) exp(−2sn/n(n + 1)) Time (s)
24 0.259163295146716 0.02 0.106770683737984 0.005 0.124870169419117 0.02
25 0.190399185468020 0.03 0.109163456690603 0.01 0.120336602368719 0.02
26 0.155446093257708 0.08 0.110363044336765 0.05 0.116816081768299 0.04
27 0.136566073653215 0.31 0.110963739043638 0.17 0.114776308638706 0.09
28 0.125967686467425 2.16 0.111264326286595 1.24 0.113529211040586 0.19
29 0.119889438874609 9.4 0.111414682002088 5.66 – –
Extrapol 0.111394368316262 0.111565074239730 0.111615106611099
We shall compare this method against ours by examining one example in detail, namely
Σ = [0, 3] with the Laguerre weight w(x) := e−x (see Section 6.2). We have chosen this
example because the equilibrium measure is supported on a proper subset of Σ (which tends
to be more interesting) and because the exact value of the weighted capacity is known, namely
Cw(Σ ) ≈ 0.111565080074215.
The results are summarized in Table 8. The figures for Φ(a),Φ(b) were computed the same
way as before, while those for sn were computed using the Matlab command fminbnd for finding
extrema.
We remark straightaway that the method of Leja points breaks down before n reaches 29,
because of numerical instabilities. When n = 28, it gives an estimate of Cw(Σ ) correct to
two decimal places, which, after extrapolation, improves to three decimal places. The methods
for Φ(a) and Φ(b), which do not suffer from the instability problem, can be continued for n
up to 213 before our machine runs out of memory, and after extrapolation the Φ(b) method
gives the correct answer to eleven decimal places (see Table 3). Note also that, unlike the Leja
points method, the Φ(a) and Φ(b) methods between them yield rigorous two-sided bounds
for Cw(Σ ).
As depicted in [6], the method of Leja points is principally a method for approximating the
equilibrium measure µw and its potential. Indeed, writing δζ for the Dirac measure at the point
ζ , we have
1
n + 1
n∑
j=0
δζ j → µw
in the weak* topology as n →∞ [6, Chapter V, Theorem 1.1]. The calculation of the weighted
capacity via (10) is actually just a by-product of the method.
It is therefore natural to wonder whether our method too gives information about µw and its
potential. We now show that this is indeed the case. In fact, our method generates a sequence of
measures that converges to the equilibrium measure, not only in the weak* sense, but also in the
energy norm. Recall that the energy norm of a signed measure σ is defined by
‖σ‖ :=
(∫∫
log
1
|z − t | dσ(z) dσ(t)
)1/2
.
By [6, Chapter I, Lemma 1.8], this is indeed a norm on the space of compactly supported signed
measures σ of finite energy and total charge zero.
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Fig. 1. Distributions of Leja points.
Proposition 7.1. Let Σ be a compact subset of C, let w be a weight on Σ , and let µw be the
equilibrium measure for (Σ , w). Let (µn) be a sequence of probability measures on Σ such that
Iw(µn)→ Iw(µw) as n→∞. Then ‖µn − µw‖ → 0 and µn → µw in the weak* topology.
Proof. A simple computation using the parallelogram identity yields
‖µn − µw‖2 = 2Iw(µn)+ 2Iw(µw)− 4Iw((µn + µw)/2) ≤ 2Iw(µn)− 2Iw(µw)→ 0.
This proves the first conclusion. For the second, observe that, if ν is any weak* limit point of the
sequence (µn), then necessarily Iw(ν) ≤ lim infn→∞ Iw(µn) = Iw(µw), so ν is an equilibrium
measure for (Σ , w), and by uniqueness ν = µw. 
The energy method used for computing Φ(b) yields a sequence of measures satisfying the
hypotheses of this proposition, so these measures do indeed converge to the equilibrium measure
in the weak* topology and in the energy norm.
We now return to the example of the Laguerre weight w(x) = e−x on Σ = [0, 3], and see
how the two methods compare. Recall that the support of the equilibrium measure µw is [0, 2].
Fig. 1 illustrates the sequence of distributions of Leja points, as calculated earlier. It looks to
be converging to a measure supported on [0, 2], more dense near the left-hand end.
Fig. 2 displays the measure on [0, 3] which solves the quadratic program Φ(b) for n = 64.
This too looks to be supported on [0, 2]. The picture gives a good idea of the distribution of the
measure.
Finally, Fig. 3 displays the logarithmic potentials on [−1, 4] of the two approximating
measures, the solid line corresponding to the distribution of Leja points for n = 64, and the
dotted line to the measure generated by the energy method for n = 64. In both cases the step
length is taken to be 1/100. The smoother curve is that generated by the energy method. Note
that, according to Theorem 2.2, we should expect that on [0, 2] the logarithmic potential has the
form (constant− x), which does indeed appear to be the case.
Overall, the energy method is slower. For example, of the two curves in Fig. 3, the one
corresponding to the energy method took 12 s to produce, as opposed to 0.5 s for the method
of Leja points. However, the energy method appears to give smoother results, perhaps because
the approximating measures are themselves smoother. In particular, they have finite energy and,
as indicated earlier, they converge to the equilibrium measure in energy norm.
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Fig. 2. Approximation to equilibrium measure via energy method.
Fig. 3. Logarithmic potentials of approximating measures.
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Appendix. Some analytic formulas for weighted capacity
In this appendix we state and prove some formulae for the capacity of an interval with respect
to certain weights, used to test the numerical methods developed in this paper. All the formulas
are based on the following lemma.
Lemma A.1. Let Σ be a closed subset of R, and let w be a continuous weight on Σ . Assume
that the equilibrium measure µw satisfies suppµw = [α, β]. Then
Cw(Σ ) = Cw([α, β]) = β − α4 exp
(
2
∑
n≥1
n|P̂(n)|2 − 2P̂(0)
)
,
where P(θ) := Qw
(α+β
2 + β−α2 cos θ
)
and P̂(n) := (1/2pi) ∫ 2pi0 P(θ)e−inθ dθ .
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Proof. Translating if necessary, we can suppose that α = −β.
Let U be the logarithmic potential associated to µw, namely
U (z) :=
∫
log
1
|z − t | dµw(t) (z ∈ C).
Then U is harmonic onC\[−β, β] and U (z) = − log |z|+o(1) as |z| → ∞. By Theorem 2.2(iii)
U (z) = Fw − Qw(z) q.e. on [−β, β]. As Qw is continuous and [−β, β] is non-thin at every one
of its points, we actually have U (z) = Fw − Qw(z) everywhere on [−β, β]. By the continuity
principle for potentials, it follows that U is continuous on C.
Next define f : D \ {0} → C by f (ζ ) := (β/2)(ζ + 1/ζ ), and h : D→ R by
h(ζ ) :=
{
U ( f (ζ ))− log |ζ |, 0 < |ζ | ≤ 1
log(2/β), ζ = 0.
Then h is continuous on D, harmonic on D, and h(ζ ) = Fw − Q( f (ζ )) on T. By the Poisson
formula
h(ζ ) = Fw − 12pi
∫ 2pi
0
Re
(eiθ + ζ
eiθ − ζ
)
P(θ) dθ (ζ ∈ D),
where P(θ) := Q( f (eiθ )) = Q(β cos θ). Expanding gives
h(ζ ) = Fw − P̂(0)− 2Re
(∑
n≥1
P̂(n)ζ n
)
(ζ ∈ D). (11)
We now derive an alternative expression for h. Let λ be the unique probability measure on T
symmetric with respect to the real axis such that λ f −1 = µw. Then
h(ζ ) =
∫
log
1
| f (ζ )− f (eiθ )| dλ(e
iθ )− log |ζ | (ζ ∈ D).
Now
f (ζ )− f (eiθ ) = β
2
(ζ + ζ−1 − eiθ − e−iθ ) = −βe
−iθ
2
(ζ − eiθ )(ζ−1 − eiθ ).
Substituting this into the previous formula, and recalling that λ is symmetric with respect to the
real axis, we obtain
h(ζ ) = log(2/β)+ 2
∫
log
1
|ζ − eiθ | dλ(e
iθ ) (ζ ∈ D).
Expanding this gives
h(ζ ) = log(2/β)+ 2Re
(∑
n≥1
λ̂(n)
n
ζ n
)
(ζ ∈ D). (12)
Comparing (11) and (12), we conclude that
Fw = log(2/β)+ P̂(0)
λ̂(n) = −n P̂(n) (n ≥ 1).
Finally, we are in a position to calculate the w-capacity of [−β, β]. Observe that, since
U = Fw − Qw on [−β, β], we have
Iw(µw) =
∫
(U + 2Qw) dµw = 2Fw −
∫
U dµw.
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Now, a change of variable similar to that above yields∫
U dµw =
∫∫
log
1
|z − t | dµw(z) dµw(t)
= log(2/β)+ 2
∫∫
log
1
|eiθ − eiφ | dλ(e
iθ ) dλ(eiφ)
= log(2/β)+ 2
∑
n≥1
|̂λ(n)|2
n
= log(2/β)+ 2
∑
n≥1
n|P̂(n)|2.
Here the third equality came from a standard identity (see e.g. [2, Proposition 3, p.35]). Hence
Iw(µw) = log(2/β)+ 2P̂(0)− 2
∑
n≥1
n|P̂(n)|2.
As Cw([−β, β]) = exp(−Iw(µw)), the result follows. 
Proposition A.2. Let Σ := [0, γ ] and let w(x) := e−x . Then
(i) suppµw = [0, β], where β := min{γ, 2}.
(ii) Cw(Σ ) = (β/4) exp(β2/8− β).
Proof. Part (i) is proved in [6, Chapter IV, Example 1.18]. For part (ii), note that, in the notation
of the lemma, we have P(θ) = (β/2)+ (β/2) cos θ , so
P̂(n) =
β/2, n = 0β/4, n = ±10, otherwise.
The result now follows directly from the lemma. 
Proposition A.3. Let Σ := [−γ, γ ] and let w(x) := e−|x |. Then
(i) suppµw = [−β, β], where β := min{γ, pi/2}.
(ii) Cw(Σ ) = (β/2) exp(2β2/pi2 − 4β/pi).
Proof. Part (i) is proved in [6, Chapter IV, Example 1.14]. For part (ii), note that, in the notation
of the lemma, we have P(θ) = β| cos θ |. An elementary computation gives
P̂(n) =
{
0, n odd
−2β(−1)n/2/(pi(n2 − 1)), n even.
Hence P̂(0) = 2β/pi , and∑
n≥1
n|P̂(n)|2 = β
2
pi2
∑
n≥1
n even
4n
(n2 − 1)2 =
β2
pi2
∑
n≥1
n even
( 1
(n − 1)2 −
1
(n + 1)2
)
= β
2
pi2
.
The result now follows directly from the lemma. 
Proposition A.4. Let Σ := [−γ, γ ] ⊂ (−1, 1) and let w(x) := 1− x2. Then
(i) suppµw = [−β, β], where β := min{γ,
√
5/3}.
(ii) Cw(Σ ) = 2−13b(1− β2)−2(1+
√
1− β2)12.
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Proof. Part (i) is proved in [6, Chapter IV, Example 1.17]. For part (ii), note that, in the notation
of the lemma, we have P(θ) = log(1/(1− β2 cos2 θ)). Now
1− β2 cos2 θ = −β
2
4r
(1− re2iθ )(1− re−2iθ ),
where r + 1/r = 4/β2 − 2 and 0 < r < 1. Then
P(θ) = − log(β2/4r)− log(1− re2iθ )− log(1− re−2iθ ).
It follows that
P̂(n) =
− log(β
2/4r), n = 0
0, n odd
rm/m, n even 6= 0, |n| = 2m.
Hence∑
n≥1
n|P̂(n)|2 =
∑
m≥1
2m
r2m
m2
= −2 log(1− r2).
Applying the lemma, we obtain
Cw(Σ ) = β2 exp
(
−4 log(1− r2)+ 2 log(β2/4r)
)
= β
5
32r2(1− r2)4 .
Finally, solving for r in terms of β and simplifying leads to the result. 
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