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Abstract
Position distributions of constituent particles of the perfect Bose-gas trapped
in exponentially and polynomially anisotropic boxes are investigated by means
of the boson random point fields (processes) and by the spatial random distribu-
tion of particle density. Our results include the case of generalised Bose-Einstein
Condensation.
For exponentially anisotropic quasi two-dimensional system (SLAB), we obtain
three qualitatively different particle density distributions. They correspond to the
normal phase, the quasi-condensate phase (type III generalised condensation) and
to the phase when the type III and the type I Bose condensations coexist.
An interesting feature is manifested by the type II generalised condensation in
one-directional polynomially anisotropic system (BEAM). In this case the particle
density distribution rests truly random even in the macroscopic scaling limit.
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1 Introduction and Main Results
The microscopic position distribution of constituent particles of quantum gases in sta-
tistical mechanics can be described by Random Point Fields (RPFs, or Random Point
Processes). For bosons this idea goes back at least to [F, FF]. Determinantal and per-
manental processes describe, respectively, the position distributions of ideal Fermi-and
Bose-gases [M75, Ly]. It is known that position distribution of bosons in the state of
Bose-Einstein Condensation (BEC) can be described by the corresponding permanental
RPF explicitly [TIb, E, TZa]. For a introduction into the theory of general RPFs as
well as the fermion- and the boson-RPF and their applications in Statistical Mechanics,
see, e.g., [DV, GeoY, ST, So, TIa, TIc].
It is also possible to prove the Large Deviation Principle (LDP) for the boson RPFs
in the condensed and non-condensed phases [ST, TZb], extending some known results in
this field [BruZ], although the critical point needs a separate analysis.The proof of the
LDP involves large-scale test functions for the generating functional of the boson RPF,
which one must scale properly for different phases, see discussion in [TZb]. Alternatively,
the large-scale behavior of position distribution, or macroscopic (or mesoscopic) position
distributions,can be treated as a particle density, which can be described by Random
Fields (RFs). For example, RF which represents macroscopic boson density is obtained
by scaling the RPF for boson gas trapped by external potential, see [TZa, T]. However,
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in the last case the RF yields a deterministic density distribution in the semiclassical
limit, which is similar to the law of large numbers [TZb].
Recently, the study of boson gases trapped in quasi one-dimensional and quasi two-
dimensional regions have been developed [BZ] with the aim to elucidate physical argu-
ments and experiments, which indicate the existence of generalised (gBEC), or quasi -
BEC (qBEC), boson gases trapped in extremely anisotropic systems [KvD, vDK, GA,
HD]. The unusual properties of highly anisotropic boson systems are known since eight-
ies and they can be related to the notion of generalized BEC by van den Berg-Lewis-
Pule´ (vdBLP-gBEC) [BLP]. Although their observation and classification of the gBEC
in types I, II and III seems purely mathematical at the first glance, it is accepted to be
quite relevant to the interpretation of the experimental data in extremely anisotropic
systems, such as SLABs, BEAMs and CIGARs, see discussion in [BZ] and the recent
paper [MuSa].
However the case of the anisotropic CIGAR shape, which is the most interesting for
traps, is not covered by the van den Berg-Lewis-Pule´ theory. For the first time this
case was rigorously studied in [BZ]. It gives a qualitative description of the experiments
[vDK, GA, HD], including the existence of two critical points and transition between
type-I and type-III condensates, i.e. between normal conventional BEC and ”quasi-
condensation”. The peculiar property of the CIGAR systems seems to come from their
exponential one-direction anisotropy. Although the BEAM anisotropy may produce the
type III condensation, it does not split the single critical point into two points, if one
does not modify external potential in the anisotropic direction [BZ].
The aim of the present paper is to study the features of the generalised BEC phases
from the view point of position distributions. To this end we consider RFs which describe
scaled particle density as well as RPF for BEC in two cases: the exponentially anisotropic
SLAB and algebraically anisotropic BEAM which are obtained by the thermodynamic
limit of Casimir prisms.
As mentioned above, the SLAB system manifests three phases: normal phase (with-
out BEC), condensation of type-III and coexistence of condensations type-I and type-
III, separated by two critical points. So, first we construct the RPF, which describes
the microscopic position distribution of constituent bosons, for these three domains.
This result clearly demonstrate the difference between the normal and the BEC phases.
However, the qualitative difference between two BEC phases (type-III and the mixture
of type-III and type-I) becomes evident only after contraction to the particle density,
obtained RPs by scaling the boson RPF. We find that the density distributions are
essentially deterministic, i.e., the corresponding RFs are non-random. This result is
similar to the behaviour of the particle density distribution in the “semi-classical” limit
for the boson mean-field model in a weak harmonic trap [T].
In contrast to the SLAB model, the BEAM is an algebraically anisotropic case of
Casimir prisms. A specific choice of anisotropy rate gives BEAM a stronger randomness
to the particle density distribution than the SLAB. It is known that anisotropic BEAM
has only one critical point [BLP, BZ]. Our specific choice of the anisotropy rate (see
Section 1.3) implies that this point separates the normal phase and the type-II conden-
sation. Since the type-II condensation is in sense a type-I condensation smeared out
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over a countable infinite number of states [BLP, ZB], it is expected that the particle
number fluctuations in type-II condensate should be higher than the type-III conden-
sate phase.[BLP, BLL] Our result shows that for this kind of BEAM, the macroscopic
particle density RF obtained by scaling (similar to the SLAB case) from RPF gives
non-trivial fluctuations described by squared gaussian distribution.
In the next subsection, a brief introduction to boson RPF is presented in order to
describe the position distribution of the free boson gas in three dimensional anisotropic
boxes. In subsection 1.2, we formulate theorems on RPFs and RFs concerning micro-,
macro- and mesoscopic behaviour of position distribution of the boson gas in exponen-
tially anisotropic SLAB as well as their corollaries. In subsection 1.3, we collect the
corresponding results about algebraically anisotropic (in one direction) Casimir prisms,
that for a spacial rate converges to the BEAM. Section 2 and 3 are devoted to proofs of
the theorems for SLAB and for BEAM, respectively.
1.1 Preliminaries: Notations and Definitions
(a) Random Point Fields (Processes). Let E be a locally compact metric space
serving as the state-space of the point configurations ξ ⊂ E. By B we denote the
corresponding Borel σ-algebra on E and by B0 ⊆ B the relatively compact Borel sets
in E. We denote by µ a diffusive (i.e. µ(x) = 0 for any one-element subset x ∈ E)
locally finite reference measure on (E,B). (The standard example is the Lebesgue
measure µ(dx) = dx on (E = Rd,B).)
We denote by QE the subspace of locally-finite point configurations {ξ ⊂ E} :
QE := {ξ ⊂ E : card(ξ ∩ Λ) <∞ for all Λ ∈ B0} .
Hence, for any Λ ∈ B0 one can define a subspace of the point configurations QΛ := {ξ ∈
QE : ξ ⊂ Λ} and the mapping πΛ : ξ 7→ ξ ∩Λ for the corresponding projection from QE
onto QΛ. Then counting function: NΛ : ξ 7→ card(πΛ(ξ)) is finite for any Λ ∈ B0.
Now one can introduce the notion of the spatial random point field (RPF) on Rd as
locally finite discrete random sets ξ ⊂ Rd, i.e. such that NΛ(ξ) <∞ for Λ ∈ B0. Since
below we use the Laplace transformation for characterisation of the RPFs, we need a
more elaborated general setting.
Let δx denote the atomic measure on B supported at one-element subset x ∈ E.
Then any configuration of points ξ ∈ QE can be identified with the non-negative integer-
valued Radon measure: λξ(·) :=
∑
{x∈ξ} δx(·) on the Borel σ-algebra B. Hence, λξ(D) =
ND(ξ) is the number of points that fall into the set D ∈ B0 for the locally finite point
configuration ξ ∈ QE . Recall that C0(E)∗, which is dual to the space of continuous
on E functions C0(E) vanishing at infinity and equipped with the uniform norm, is
isometric (by the Riesz representation theorem) to the space M(E) of Radon measures
on E. By this isometry the weak-∗ topology on C0(E)∗ yields the vague topology on
M(E). Then identification ofM(E) with the set of Radon measures λξ induces on the
point configuration space QE a topology, turning QE into a locally compact separable
metric space with the corresponding Borel σ-algebra B(QE). Note that if F is the
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smallest σ-algebra on QE such that the mappings NΛ are measurable for all Λ ∈ B0,
then F = B(QE), see e.g. [DV].
Definition 1.1 A random point field (process) is a triplet (QE ,B(QE), ν), where ν is
a probability measure on (QE ,B(QE)). Its marginal on QΛ is defined by the probability
measure νΛ := ν ◦ π−1Λ .
Note that the process defined above is simple, i.e. the random measure λξ almost
surely assigns measure ≤ 1 to singletons.
(b) Correlation Functions and Laplace Transformation. For the marginal mea-
sure νΛ we consider the Janossy probability densities {jΛ,s(x1, . . . , xs)}s≥0, [DV]. Here
jΛ,s=0(∅) = νΛ({ξ : NΛ(ξ) = 0}) and for s ≥ 1 it is a joint probability distribution that
there are exactly s points in Λ, each located in the vicinity of the one of x1, . . . , xs, and
no points elsewhere. By construction the Janossy probability densities are symmetric
and verify the normalization condition
∞∑
s=0
1
s!
∫
Λs
µ(dx1) . . . µ(dxs) jΛ,s(x1, . . . , xs) = 1 , (1.1)
with a standard convention for s = 0. Then for any measurable function F on QΛ with
components {Fs}s≥0 one gets [DV]:∫
QΛ
νΛ(dξ)F (ξ) =
∞∑
s=0
1
s!
∫
Λs
µ(dx1) . . . µ(dxs) jΛ,s(x1, . . . , xs) Fs(x1, . . . , xs) . (1.2)
These joint probability distributions (correlation functions) serve for a very useful
characterization of RPFs by Laplace transformation. Let f : E → R+, be non-negative
continuous function with compact support. For each f one can define by
〈f, ξ〉 :=
∫
E
λξ(dx)f(x) =
∑
x∈ξ
f(x) , (1.3)
the measurable function: ξ 7→ 〈f, ξ〉 on QE . Then by virtue of (1.2) the Laplace
transformation of the measure νΛ for a given f takes the form
EνΛ(e
−〈f,ξ〉) =
∫
QΛ
νΛ(dξ) e
−〈f,ξ〉 = (1.4)
∞∑
s=0
1
s!
∫
Λs
µ(dx1) . . . µ(dxs) jΛ,s(x1, . . . , xs)
s∏
j=1
e−f(xj) .
The most fundamental example of RPF is the Poisson point process πz(dξ) on E = R
d
with Lebesgue measure µ(dx) = dx and the intensity function z(x) ≥ 0. For this RPF
its marginal on QΛ is defined by the Janossy probability densities:
{jΛ,s(x1, . . . , xs) = e−
∫
Λ
dx z(x)
s∏
j=1
z(xj)}s≥0 .
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Then taking into account (1.4) one gets for any non-negative continuous function f
with compact support the corresponding Laplace transformation (generating functional)
expressed by the well-known formula:
Eπz(e
−〈f,ξ〉) = exp
{
−
∫
Rd
dx z(x)(1 − e−f(x))
}
, (1.5)
for extension to infinite configurations QRd .
(c) Permanental (boson) RPF. In the box Λ =
∏3
j=1[−Lj/2, Lj/2] ⊂ R3, we consider
a quantum mechanical system of identical free bosons of the massm with the one-particle
Hamiltonian
HΛ = − ~
2
2m
△D , (1.6)
where △D denotes the Laplacian operator with Dirichlet boundary conditions in the
space L2(Λ) . The spectrum and the eigenfunctions of this self-adjoint operator are
given by {
ǫk =
~2
2m
3∑
j=1
(πkj
Lj
)2 ∣∣∣∣k = (k1, k2, k3) ∈ N3} , (1.7)
{
φk,Λ(x) =
3∏
j=1
√
2
Lj
sin
(πkj
2
+
πkjxj
Lj
)∣∣∣∣k ∈ N3} . (1.8)
Then the corresponding trace-class valued (Gibbs) semigroup [Zag] and its kernel are{
GΛ(β) := e
−βHΛ ∈ C1(L2(Λ))
}
β≥0 , GΛ(β; x, y) :=
∑
k∈N3
e−βǫkφk,Λ(x)φk,Λ(y) . (1.9)
The random point field defined by this kernel is the Boson (BRPF), i.e. the perma-
nental RPF [DV]. It describes, in correspondence with the RPF paradigm, the position
distribution of non-interacting bosons in the box Λ. If the Bose-gas is in the grand-
canonical equilibrium state at fixed temperature β−1 and chemical potential µ, then the
BRPF generating functional (cf.(1.5)) has the form [TZa], [T]:
ZgcΛ,µ[f ] =
∫
QΛ
νΛ,µ(dξ) e
−〈f,ξ〉 =
ΞΛ,f(µ)
ΞΛ,0(µ)
. (1.10)
Here denominator is the perfect Bose-gas grand-canonical partition function for µ ≤ 0:
ΞΛ,0(µ) :=
∞∑
n=0
∫
Λn
dx1 . . . dxn
enβµ
n!
Per{GΛ(β; xi, xj)}16i,j6n
= Det [1− eβµGΛ]−1 , (1.11)
and the numerator
ΞΛ,f(µ) :=
∞∑
n=0
∫
Λn
dx1 . . . dxn
enβµ
n!
e−
∑n
s=1 f(xs) Per{GΛ(β; xi, xj)}16i,j6n =
= Det [1− eβµe−fGΛ]−1 = Det [1− eβµG1/2Λ e−fG1/2Λ ]−1 , (1.12)
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where Det denotes the Fredholm determinant and Per stands for the permanent of the
corresponding operators. The both representations (1.11) and (1.12) via determinants
are due to Vere-Jones’ formula generalized to the trace-class operators GΛ in Theorem
2.4, [ST].
Notice that in the grand-canonical ensemble the BRPF configurationsQΛ are infinite.
To consider in Λ the finite point BRPF νΛ,n(dξ) one has to consider the canonical
ensemble [TIa, TIb]. Then the probability density of the n-point configurations in Λ is
defined by
pΛ,n(x1, . . . , xn) =
1
n! ZΛ,0(n)
Per{GΛ(β; xi, xj)}16i,j6n , (1.13)
where
ZΛ,0(n) := TrHn e
−βHΛ,n =
∫
Λn
dx1 . . . dxn
1
n!
Per{GΛ(β; xi, xj)}16i,j6n , (1.14)
is the n-boson canonical partition function defined by the trace over the Hilbert space
Hn := L2sym(Λn) of symmetrized function [TIa]. Here the sum
HΛ,n :=
∑
1≤j≤n
(− ~
2
2m
△j,D) ,
defines the n-particle Hamiltonian in the space L2(Λn), cf. (1.6). Similarly to (1.12) we
also define
ZΛ,f(n) :=
∫
Λn
dx1 . . . dxn
1
n!
e−
∑n
s=1 f(xs) Per{GΛ(β; xi, xj)}16i,j6n . (1.15)
Then according to construction presented in (a), the n-point BRPF µΛ,n(dξ) in Λ
is induced by the map (x1, . . . , xn) 7→
∑n
j=1 δxj(·) ∈ QΛ,n and probability measure on
Λn with density (1.13). The BRPF generating functional in canonical ensemble has the
form [TIa, TIb]:
ZΛ,n[f ] =
∫
QΛ,n
µΛ,n(dξ) e
−〈f,ξ〉 =
ZΛ,f(n)
ZΛ,0(n)
, (1.16)
Note that by (1.2) and (1.4) the Janossy probability densities of the finite-volume
BRPF for a fixed grand-canonical temperature β and the chemical potential µ are
jΛ,n(β, µ; x1, . . . , xn) :=
1
ΞΛ(µ)
enβµ Per{GΛ(β; xi, xj)}16i,j6n , (1.17)
see (1.10). Here {n = 0, 1, . . .} and Per{GΛ(β; xi, xj)}16i,j6n=0 = 1.
Since the function f is supposed to be non-negative continuous with a compact
support, the fundamental properties of the (Fredholm) determinant and (1.10) imply
that:
ZgcΛ,µ[f ] = Det [1 +
√
1− e−fKΛ(z)
√
1− e−f ]−1 , z := eβµ . (1.18)
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Here for µ < 0, the positive operator KΛ(z) := zGΛ(1− zGΛ)−1 > 0, is self-adjoint and
belongs to the trace-class C1(L2(Λ)) of operators on L2(Λ). We also denote by
KΛ,f(z) :=
√
1− e−fKΛ(z)
√
1− e−f ∈ C1(L2(Λ)) , (1.19)
the trace-class operator in determinant (1.18).
In order to make the generating functional ZgcΛ,µ[f ] well-defined, i.e. to ensure the
convergence in the numerator and the denominator (stability), the chemical potential
µ must satisfy the condition eβµGΛ < 1, i.e.,µ < ǫ1 =
∑3
j=1 π
2~2/2mLj
2. Here 1 =
(1, 1, 1) ∈ N3.
Hence, from now on we put µ := ǫ1=(1,1,1) − ∆, where for stability we assume that
∆ > 0. Since below we examine the behaviour of BEC in the thermodynamic limit
{L → ∞ : L1, L2, L3 → ∞} for anisotropic vessels, we assume that ∆ = ∆L may
depend on L1, L2, L3 and that the value of (L1L2L3)∆L is bounded. The latter ensures
boundedness of the total particle density:
ρ =
1
L1L2L3
∑
k∈N3
1
exp β[(~2π2/2m)
∑3
j=1 (k
2
j − 1)/L2j +∆L]− 1
, (1.20)
in the grand-canonical ensemble (β, µ), including the limit L→∞. Here {∆L =
∆L(β, ρ)}L is solution of the equation (1.20), [ZB], for a fixed bounded density ρ.
Notice that the integral kernel of the operator KΛ in the grand-canonical ensemble
(β, µ = ǫ1 −∆) is given by
KΛ(x, y) :=
∑
k∈N3
φk,Λ(x)φk,Λ(y)
exp β[(~2π2/2m)
∑3
j=1 (k
2
j − 1)/L2j +∆]− 1
. (1.21)
Since the series in the right-hand side of (1.21) is uniformly convergent, the kernel is
continuous.
(d) Equivalence of ensembles and the Kac probability distribution. To make a
contact between canonical (β, ρ) grand-canonical (β, µ) ensembles we use to the gener-
ating functional (1.10) for the case of f(x) := t IΛ(x)/|Λ|, t ≥ 0. Here IΛ(x) is indicator
of domain Λ with volume which is V := |Λ|. Then by virtue of (1.3) the functional
(1.10) takes the form
Eβ, µ(e
−t NΛ(ξ)/V ) =
ΞΛ(β, µ− t/(βV ))
ΞΛ(β, µ)
=
∏
k∈N3
1− e−β(ǫk−µ)
1− e−β(ǫk−µ+t/(βV )) , (1.22)
where Eβ,µ(·) is expectation in the Gibbs grand-canonical ensemble (β, µ) and ΞΛ(β, µ) ≡
ΞΛ,0(µ) (1.11). Notice that (1.22) has also representation:
Eβ, µ(e
−tNΛ(ξ)/V ) =
∞∑
n=0
eβnµ ZΛ(β, n)
ΞΛ(β, µ)
e−tn/V , (1.23)
where ZΛ(β, n) ≡ ZΛ,0(n) is defined by (1.14).
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For domain out of condensation, i.e. for µ < 0, the thermodynamic limit of (1.23)
follows directly from representation (1.22):
lim
V→∞
Eβ, µ(e
−t NΛ(ξ)/V ) =
∫ ∞
0
dx δρ(β,µ)(x) e
−tx = e−tρ(β,µ) . (1.24)
Here
ρ(β, µ) :=
1
(2π)3
∫
R3
d3k
eβ(ǫk−µ) − 1 , (1.25)
is the particle grand-canonical density for µ ≤ 0, which reaches its maximal (critical)
value at µ = 0:
ρc(β) := ρ(β, µ = 0) (1.26)
Note that (1.24) expresses the strong equivalence of ensembles [ZP] for the perfect Bose-
gas in this one phase regime:
Eβ, µ(A) =
∫ ∞
0
dx δρ(β,µ)(x) Eβ, x(Aˆ) = Eβ, ρ(β,µ)(Aˆ) , (1.27)
where Eβ,x(·) is the canonical quantum Gibbs state for the total particle density x, and
A, Aˆ are corresponding observable in grand- and in canonical ensembles [BNZ].
Hence, for ρ < ρc(β) the solution of equation (1.20) gives µL(β, ρ) such that the limit
limV→∞ µL(β, ρ) = µ(β, ρ) < 0, and ρ(β, µ(β, ρ)) = ρ by (1.25).
Definition 1.2 We define the chemical potential µ := µ(β, ρ) as the inverse function
of density (1.25), (1.26), with extension: µ(β, ρ ≥ ρc(β)) := 0. Hence, ρ(β, µ(β, ρ)) = ρ
and ρ(β, µ(β, ρ ≥ ρc(β))) = ρc(β).
The phase with condensation corresponds to ρ > ρc(β), i.e. limV→∞ µL(β, ρ) = 0.
Now to deduce the asymptotics of the solution µL(β, ρ) one has to separate from the
sum (1.20) the most singular term 1 = (1, 1, 1). Let µL(β, ρ) := ǫ1−∆L(β, ρ). Then for
thermodynamic limit (in the Fisher sense [Ru]) it has the form:
µL(β, ρ) := ǫ1 − 1
β(ρ− ρc(β))V + o(V
−1) . (1.28)
The asymptotics (1.28) ensures that the single term 1 = (1, 1, 1) gives particle density
ρ0(β) := ρ − ρc(β) > 0 (Bose-Einstein condensation), whereas the rest of the sum
converges to the integral (1.25) for µ = 0, i.e. to ρc(β). Therefore, by (1.23) and (1.28)
one obtains the limit
lim
V→∞
Eβ, µL(β,ρ)(e
−tNΛ(ξ)/V ) =
∫ ∞
ρc(β)
dx
e−(x−ρc(β))/(ρ−ρc(β))
ρ− ρc(β) e
−tx (1.29)
=
e−tρc(β)
1 + t (ρ− ρc(β)) ,
where limV→∞ µL(β, ρ) = 0.
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Remark 1.3 Representations (1.24), (1.29) and Definition 1.2 motivate the notion of
the Kac probability kernels {Kβ, µ(β,ρ)(x, ρ)}ρ≥0, see [LePu]:
Kβ, µ(β,ρ)(x, ρ) := θ+(ρc(β)− ρ) δρ(β,µ)(x) + (1.30)
θ−(ρ− ρc(β)) θ−(x− ρc(β)) e
−(x−ρc(β))/(ρ−ρc(β))
ρ− ρc(β) .
Here θ+(z ≥ 0) = 1, θ+(z < 0) = 0 and θ−(z > 0) = 1, θ−(z ≤ 0) = 0.
Application of (1.30) to calculation of expectations in the grand-canonical ensemble
Eβ, µ=µ(β,ρ)(A) =
∫ ∞
0
dxKβ, µ(β,ρ)(x, ρ) Eβ, x(Aˆ) , (1.31)
shows that when µ(β, ρ > ρc(β)) = 0, i.e. in the phase with condensate density ρ0(β) =
ρ− ρc(β), the grand-canonical Gibbs state
Eβ, µ(β,ρ>ρc(β))=0(A) =
∫ ∞
0
dxKβ, 0(x, ρ) Eβ, x(Aˆ) , (1.32)
is convex combination of the canonical states {Eβ, x(Aˆ)}x>ρc(β). Here the measure
dxKβ, 0(x, ρ > ρc(β)) defines the Kac probability distribution with support (ρc(β),+∞),
see (1.30).
Remark 1.4 Since the grand-canonical particle density NΛ(ξ)/V is non-negative ran-
dom variable, the Laplace transforms (1.24) and (1.29) defines characteristic function
of the Kac distribution (1.30), [BLP]. Notice that e−αt ρ(β,µ), µ < 0, and {1 + t (ρ −
ρc(β))}−α, ρ ≥ ρc(β) are characteristic functions for any α > 0. Therefore, two proba-
bility distribution with densities:
Kβ, µ(β,ρ)(x, ρ) = δρ(β,µ)=ρ(x) θ+(x) , ρ ≤ ρc(β) , (1.33)
see Definition 1.2, and
KBECρc(β)(x, ρ) :=
e−x/(ρ−ρc(β))
ρ− ρc(β) θ−(x) , ρ > ρc(β) , (1.34)
are infinitely divisible [Sh].
Notice that (1.33) coincides with the Kac probability kernels (1.30)for ρ ≤ ρc(β). On
the other hand, by virtue of (1.30) and (1.34) the Kac probability kernel for ρ > ρc(β)
is convolution of two probability measures:
Kβ, µ(β,ρ>ρc(β))(x, ρ) = (KBECρc(β) ∗ Kβ, µ(β,ρc))(x, ρ) = (1.35)∫ x
0
dy KBECρc(β)(x− y, ρ) Kβ, µ(β,ρc)(y, ρ) =
∫ x
0
dy KBECρc(β)(x− y, ρ) δρc(β)(y) ,
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see Definition 1.2. Since the convolution of two infinitely divisible distribution is again
infinitely divisible, we deduce this property for the Kac distribution (1.30) also in the
BEC phase with condensate density ρ0(β) = ρ− ρc(β) > 0.
(e) Spacial distribution of Boson particles. Since our aim is to analyse of the
space distribution of boson for different initial geometry, we would like to indicate how
sensitive might be the Bose condensate shape as a function of the boundary conditions
in the initial restricted geometry. This implies certain specificity of position distribution
of bosons even in the macroscopic scale and in the thermodynamic limit see e.g. [VVZ],
[Ver].
Recall that for the periodic boundary conditions the spectrum and the eigenfunctions
are different to (1.7) and (1.8) for Dirichlet boundary conditions:{
εk =
~2
2m
3∑
j=1
(2πkj
Lj
)2 ∣∣∣∣k = (k1, k2, k3) ∈ Z3} , (1.36)
{
ψk,Λ(x) =
3∏
j=1
√
1
Lj
exp
(
i
2πkj
Lj
(xj + Lj/2)
) ∣∣∣∣k ∈ Z3} . (1.37)
Since the torus is wrapped, the kernel of the corresponding operator KΛ is translation-
invariant:
KperΛ (x− y) :=
1
L1L2L3
∑
k∈Z3
∏3
j=1 e
i 2πkj (xj−yj)/Lj
exp β[(~2(2π)2/2m)
∑3
j=1 k
2
j/L
2
j +∆]− 1
, (1.38)
where ∆ = −µ ≥ 0, since in this case εk=(0,0,0) = 0.
Remark 1.5 The kernels (1.21) and (1.38) produce different ”global” position distribu-
tions of bosons and the shape of the condensate. It is visible from ground state density
|φk=1,Λ(x)|2 = 8
L1L2L3
3∏
j=1
cos2(πxj/Lj) , (1.39)
for Dirichlet boundary conditions (1.8) and
|ψk=1,Λ(x)|2 = 1
L1L2L3
, (1.40)
for the periodic boundary conditions. Hence one has to anticipate the difference in the
local (in the vicinity of x = 0) as well as in the scaled space distributions. Below we
essentially stick to the Dirichlet boundary conditions.
(f) BRPF theory of the conventional Bose-Einstein Condensation [TIa, TIb].
A peculiarity of the Tamura-Ito approach [TIa, TIb] is that BRPF is studied in the
canonical Gibbs ensemble (1.16). To take into account the phenomenon of the Bose-
Einstein condensation (BEC) they consider thermodynamic limit of the BRPF, when
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Λ → Rd for a fixed particle density n/|Λ| = ρ. The BRPF is completely characterised
by the limit of generating functional (1.16), and in [TIa],[TIb] this limit is established
along the family of Λ → Rd, which are non-anisotropic. This is a standard precaution
to reach the conventional bulk properties and in particular the conventional BEC. It is
known as the Fisher limit, for sufficient conditions see e.g. [Ru].
The first result [TIa] concerns the case of subcritical density of bosons ρ < ρc(β),
cf.(d). Then for any non-negative continuous function f with a compact support the
finite volume canonical BRPFs {µΛ,n}Λ converge weakly to the random point field µρ
such that the limit generating functional (1.16) takes the form:
Zρ[f ] := lim
Λ→Rd: ρ=n/V
ZΛ,n[f ] =
∫
Q(Rd)
µρ(dξ) e
−〈f,ξ〉 = Det [1 +Kf(z(ρ))]−1 . (1.41)
Here Kf(z) :=
√
1− e−fK(z)√1− e−f and K(z) := zGβ(1− zGβ)−1, where Gβ := eβ∆
is the heat semigroup in the whole space Rd, cf. (1.19), and z(ρ) is a unique solution of
equation
ρ =
1
(2π)3
∫
R3
d3k
z−1 eβǫk − 1 , (1.42)
for the total particle density ρ ≤ ρc(β). Similar to the grand-canonical ensemble, see
(1.25), (1.26), limρ→ρc(β) z(ρ) = 1 and equation (1.42) has no solution for ρ > ρc(β).
The excess of the particle density ρ0(β) := ρ − ρc(β) > 0 accumulates in the ground
state 1 = (1, 1, 1) (Bose-Einstein condensation), although absence of the explicit formula
(1.20) makes this analysis more complicated than in grand-canonical approach [PuZ].
In spite of these difficulties Tamura and Ito succeeded to find the limit of the canon-
ical BRPFs {µΛ,n}Λ in the phase with condensation [TIb]:
Zρ[f ] := lim
Λ→Rd: ρ=n/V >ρc
ZΛ,n[f ] =
∫
Q(Rd)
µcρ(dξ) e
−〈f,ξ〉 = (1.43)
exp{−(ρ− ρc(β))(
√
1− e−f , [1 +Kf (1)]−1
√
1− e−f )}
Det [1 +Kf(1)]
.
Their detailed analysis of the canonical limit shows that the structure of generating
functional (1.43) is due to convolution: µcρ = µρc(β) ∗ µ0ρ−ρc(β) of two boson random
point processes. The first one is (1.41) for the critical density ρ = ρc(β), whereas the
second one µ0ρ0(β) corresponds to the BRPF of particles in the condensate with density
ρ0(β) := ρ− ρc(β) > 0 :∫
Q(Rd)
µ0r(dξ) e
−〈f,ξ〉 = exp{−r(
√
1− e−f , 1
1 +Kf(1)
√
1− e−f )} , r > 0. (1.44)
Finally, taking into account (1.10) and definitions (1.11),(1.12) together with (1.14),
(1.15), (1.16), we obtain representation
ZgcΛ,µ[f ] =
∞∑
n=0
eβnµ ZΛ(β, n)
ΞΛ(β, µ)
ZΛ,n[f ] . (1.45)
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Notice that discrete measures in (1.23) and (1.45) are identical. Therefore, in the ther-
modynamic limit the grand-canonical generating functional Zgcµ=µ(β,ρ)[f ] is related to the
canonical one by the Kac transformation:
Zgcµ=µ(β,ρ)[f ] =
∫ ∞
0
dxKβ, µ(β,ρ)(x, ρ) Zx[f ] . (1.46)
Then taking into account (1.30) this implies
Zgcµ=µ(β,ρ)[f ] = θ+(ρc(β)− ρ) Det [1 +Kf (z(ρ))]−1 + (1.47)
θ−(ρ− ρc(β)) Det [1 +Kf(1)]
−1
1 + (ρ− ρc(β))(
√
1− e−f , (1 +Kf(1))−1
√
1− e−f ) .
Generating functional (1.47) expresses the Tamura-Ito results [TIa, TIb] in the grand-
canonical ensemble.
1.2 Microscopic and macroscopic distributions of constituent
bosons in exponentially anisotropic SLAB
(a) Two critical points and generalised BEC in anisotropic SLAB. First, we
describe the space distribution of the constituent bosons in the thermodynamic limit
of exponentially anisotropic (in x1, x2-directions) SLAB with Dirichlet boundary condi-
tions.
To this end we set L1 = L2 = Le
αL, L3 = L for α > 0 and consider the limit L→∞.
We also denote this parallelepiped by Λ = ΛL and by VL = L
3 eαL its volume.
Let µ ≤ 0. Then for the limits of the Darboux-Riemann sums (1.20) one gets:
lim
L→∞
1
VL
∑
k∈N3
1
exp β[(~2π2/2m)
∑3
j=1 (k
2
j − 1)/L2j +∆]− 1
=
lim
L→∞
1
VL
∑
k 6=(k1,k2,1)
1
exp β[(~2π2/2m)
∑3
j=1 (k
2
j − 1)/L2j +∆]− 1
=
1
(2π)3
∫
R3
d3k
eβ(~2k2/2m+∆) − 1 =: ρ(β, µ = −∆) . (1.48)
Here ρ(β, µ) is the the grand-canonical particle density mean-value with finite critical
density ρc(β) := ρ(β, µ = 0). Since (1.58) yields:
lim
L→∞
∑
k 6=(k1,k2,1)
1
exp β[(~2π2/2m)
∑3
j=1 (k
2
j − 1)/L2j ]− 1
= ρc(β) , (1.49)
by virtue of (1.20) for ρ > ρc(β) we obtain that:
ρ− ρc(β) = lim
L→∞
1
VL
∑
k=(k1,k2,1)
1
exp β[(~2π2/2m)
∑3
j=1 (k
2
j − 1)/L2j +∆L]− 1
=
lim
L→∞
1
L
1
(2π)2
∫
R2
d2k
eβ(~2k2/2m+∆L(β,ρ)) − 1 = limL→∞
1
λ2βL
ln[β∆L(β, ρ)]
−1 . (1.50)
13
This implies the asymptotics:
∆L(β, ρ) =
1
β
e−λ
2
β
(ρ−ρc(β))L + o(e−AL) . (1.51)
Notice that representation of the limit (1.50) by the integral is valid only when λ2β(ρ−
ρc(β)) < 2α. For ρ larger than the second critical density [BZ]:
ρm(β) := ρc(β) + 2α/λ
2
β (1.52)
the correction ∆L(β, ρ) must converge to zero faster than e
−2αL. Now to keep the differ-
ence positive: ρ− ρm(β) > 0, we have to return back to the original sum representation
(1.49) and (as for the standard BEC) to take into account the impact of the ground state
occupation density together with a saturated non-ground state (i.e. generalised) con-
densation ρm(β)−ρc(β) as in (1.50). For this case the asymptotics of ∆L(β, ρ > ρm(β))
is completely different than (1.51) and it is equal to
∆L(β, ρ) = [β(ρ− ρm(β))VL]−1 + o(V −1L ) . (1.53)
Since VL = L
3 e2αL, we obtain:
lim
L→∞
1
VL
∑
k=(k1>1,k2>1,1)
1
exp β[(~2π2/2m)
∑3
j=1 (k
2
j − 1)/L2j +∆L]− 1
=
lim
L→∞
1
λ2βL
ln[β∆L(β, ρ)]
−1 = 2α/λ2β = ρm(β)− ρc(β), (1.54)
and there is a macroscopic occupation of the ground-state that yields for the term
corresponding to k = (1, 1, 1):
ρ− ρm(β) = lim
L→∞
1
VL
1
eβ∆L(β,ρ) − 1 > 0 . (1.55)
Notice that for ρc(β) < ρ < ρm(β) we obtain the vdBLP-gBEC (of the type III), i.e.
none of the single-particle states are macroscopically occupied, since the exponential
anisotropy: L1 = L2 = Le
αL, L3 = L, and (1.51) imply for any mode k:
ρk(β, ρ) := lim
L→∞
1
VL
1
eβ(ǫk−µL(β,ρ)) − 1 = 0 . (1.56)
On the other hand, the asymptotics ∆L(β, ρ > ρm(β)) = [β(ρ− ρm(β))VL]−1 implies
ρk 6=(1,1,1)(β, ρ) := lim
L→∞
1
VL
1
eβ(ǫk−µL(β,ρ)) − 1 = 0 , (1.57)
i.e. for ρ > ρm(β) there is a coexistence of the saturated type III gBEC, with the
constant density (1.54), and the standard, i.e. the type I vdBLP generalised BEC in the
single (ground) state (1.55), [BZ], [MuSa].
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Since the inverse temperature β and the chemical potential µ are the intrinsic param-
eters of the Gibbs grand-canonical ensemble, it is natural to use them in our analysis of
BRPF in the thermodynamic limit. However, as it is indicated above to ketch the BEC
in this ensemble we have to make the chemical potential L-dependent. To elucidate
this L-dependence for anisotropic boson systems we consider first the average density
ρ¯(L,∆), i.e., the Gibbs expectation value of the total particle number in reservoir ΛL
divided by the volume VL:
ρ¯(L,∆) :=
1
VL
∑
k∈N3
W (k, L,∆) , (1.58)
where
W (k, L,∆) :=
1
exp[(β~2π2/2m)
∑3
j=1 (k
2
j − 1)/L2j + β∆]− 1
. (1.59)
Here and hereafter, we set β > 0 fixed, but arbitrary, and suppress it as argument if it
will not produce any confusion.
Recall that µ = ǫ1(L) − ∆ and the condition ∆ > 0 is needed for definiteness
(stability) of the ideal Bose-gas. Then for fixed ∆ > 0 ( or for fixed µ < ǫ1(L)), we
obtain in the limit
ρ¯(∆) := lim
L→∞
ρ¯(L,∆) =
1
(2π)3
∫
R3
dk
eβ(~2k2/2m+∆) − 1 <
1
(2π)3
∫
R3
dk
eβ~2k2/2m − 1 = ρ¯c
and lim∆↓0 ρ¯(∆) = ρ¯c.
To make ρ¯(∆) > ρ¯c, we let ∆ be L-dependent. In fact, if limL→∞∆(L) = 0, we have
lim
L→∞
1
VL
∑
k∈N3,k3>1
W (k, L,∆(L)) = ρ¯c
and
lim
L→∞
1
VL
∑
k∈N3,k3=1
W (k, L,∆(L)) = lim
L→∞
1
VL
{
W (1, L,∆(L))+
∑
k∈N3,(k1,k2)6=(1,1),k3=1
W (k, L,∆(L))
}
= lim
L→∞
{ 1
L3e2αLβ∆(L)
+
m
2β~2πL
log(L2e2αL ∧∆(L)−1) +O(L−1)
}
, (1.60)
see (A.1). If we set ∆(L) = e−γL (0 < γ 6 2α), for example, we have
ρ¯(∆) = lim
L→∞
ρ¯(L,∆(L)) =
mγ
2β~2π
+ ρ¯c 6
2mα
2β~2π
+ ρ¯c =: ρ¯m.
In this L-dependence on ∆, we obtain the type-III gBEC, i.e. none of the single-
particle states are macroscopically occupied, and there are macroscopic contributions
to the averaged density from infinitely many but relatively small parts of single-particle
states whose quantum numbers lay in (N2 − {(1, 1)}) × {1} out of N3. Note that the
first term of (1.60) is zero and the second term yields ρ¯(∆)− ρ¯c.
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If we set ∆(L) = (L3e2αLδ)−1 (δ > 0), we get
lim
L→∞
ρ¯(L,∆(L)) = ρ¯m + δ,
which indicates that there is a coexistence of the saturated type III vdBLP generalised
BEC and the standard (i.e. the type I vdBLP in the single-particle ground state, [BZ],
[MuSa]). Note that the first term of (1.60) yields ρ¯(∆)− ρ¯m and the second term yields
ρ¯m − ρ¯c.
(b) Spacial distribution of BRPF in anisotropic SLAB. Now let us examine the
detailed position distribution of these three phases of the exponential SLAB system.
The above observation indicates that it is convenient to introduce the parameters:
κ1 := lim
L→∞
8
β∆(L)L3e2αL
, κ2 := lim
L→∞
m
βπ~2L
log
[
(L2e2αL) ∧ (β∆(L))−1] (1.61)
to distinguish these phases. We restrict our attention to those asymptotics for ∆(L),
that give finite values of κ1 and κ2. Note that there are differences in factors in κ1
and κ2 with those quantities in (1.60). We use the present form to make the results in
the following theorems simple. The differences in the factors occur because we consider
the different object in the following argument from the above. It is the thermodynamic
limit of the local density near the coordinate origin rather than the density obtained
by averaging over the region ΛL. Correspondingly, there is a difference between critical
values ρ¯c, ρ¯m of the averaged density and ρc, ρm of our BRPF discussed below. In fact,
we have ρm 6= ρ¯m, while ρc = ρ¯c. See Remark 1.9 and Remark 1.14.
First, we consider the microscopic distribution of the constituent bosons in terms of
BRPF. The result is the following theorem:
Theorem 1.6 If limL→∞∆(L) = ∆∞ > 0, then the BRPFs { νµ,ΛL }L>0 converge
weakly to the BRPF ν∆∞,0. If ∆∞ = 0, then the BRPFs { νµ,ΛL }L>0 converge weakly to
the BRPF ν0,κ for κ = κ1+ κ2. Here ν∆∞,0 is the BRPF characterised by the generating
functional: ∫
Q(R3)
e−〈f,ξ〉ν∆∞,0(dξ) = Det [1 +K
∆∞
f ]
−1 ,
with K∆∞f =
√
1− e−f G(eβ∆∞−G)−1√1− e−f . Whereas the BRPF ν0,κ is characterised
by the generating functional:∫
Q(R3)
e−〈f,ξ〉ν0,κ(dξ) =
(
1 + κ(
√
1− e−f , (1 +K0f )−1
√
1− e−f ))−1Det [1 +K0f ]−1,
with K0f =
√
1− e−f G(1−G)−1√1− e−f = K∆∞=0f , where f ∈ C0(R3) is non-negative
and G = eβ~
2△/2m is the heat semigroup on the whole space R3.
Remark 1.7 In the case ∆∞ = 0, the operator G(eβ∆∞ − G)−1 is unbounded. For a
careful argument of this case, we refer to [TIb].
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Remark 1.8 Let µn, µκ, µ
(ex)
r be BRPFs whose generating functionals are given by∫
Q(R3)
e−〈f,ξ〉µn(dξ) = Det [1 +K0f ]
−1,∫
Q(R3)
e−〈f,ξ〉µκ(dξ) =
(
1 + κ(
√
1− e−f , (1 +K0f )−1
√
1− e−f ))−1
and ∫
Q(R3)
e−〈f,ξ〉µ(ex)r (dξ) = e
−r(
√
1−e−f , (1+K0
f
)−1
√
1−e−f ).
Then we have the convolution
ν0,κ = µn ∗ µκ
and the decomposition into ergodic components
µκ =
∫ ∞
0
e−tµ(ex)κt dt,
which shows that νκ is a mixture of pure states µn ∗ µ(ex)κt (t > 0). This mixture property
would be grand canonical ensemble artifact. Then this is a manifestation of the Kac
decomposition.
Remark 1.9 From the above expression of the generating functional, we have∫
Q(R3)
〈f, ξ〉 ν0,κ(dξ) =
∫
R3
ρf(x) dx
for ρ = κ1 + κ2 +K
∆∞(x, x), where K∆∞(x, y) is the kernel of the operator G(eβ∆∞ −
G)−1, i.e.,
K∆∞(x, y) =
∫
R3
eik·(x−y)
eβ(~2|k|2/2m+∆∞) − 1
dk
(2π)3
. (1.62)
Note that K∆∞(x, x) is x-independent. Hence, ρ may be regarded as the density of the
system, which is uniform. This uniformity is the result of the thermodynamic limit.
In fact, ρ corresponds to the local density of the compact region near the origin
before thermodynamic limit, where the local density of the condensed part is expected to
depend on the position because the ground state wave function of the Dirichlet boundary
conditions is not uniform. When ∆∞ > 0, κ1 = κ2 = 0 and ρ < ρc. While ρ > ρc
corresponds to the ∆∞ = 0 case, where
ρc = ρ¯c =
∫
R3
1
eβ~2|k|2/2m − 1
dk
(2π)3
Remark 1.10 As one can see from the argument above and the proof of the theorem
that κ1 is a contribution of the ground state φ1,Λ, κ2 comes from the Riemann sum which
is the sum of contributions of the states {φ (s1,s2,1),Λ | s1, s2 ∈ N, (s1, s2) 6= (1, 1) } and
K(x, x) is a contribution of other states. That is, if κ1 6= 0, the system enjoys a usual
BEC (i.e., type I of gBEC). If κ2 6= 0, it is in type III gBEC. [BLP]
This feature also holds for Theorem 1.12 and Theorem 1.15.
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Remark 1.11 In the above argument, we have derived the “density” ρ from the view
point that the system is specified by β and the L-dependence of ∆ (i.e., µ). However
it may be natural to understand that the L-dependence of ∆ is induced from β and ρ.
From this point of view, for (β, ρ) in the region ρ 6 ρc, we may take L-independent
∆ = ∆∞ which is the unique solution of
ρ =
∫
R3
1
eβ(~2|k|2/2m+∆∞) − 1
dk
(2π)3
;
for (β, ρ) in the region ρc < ρ 6 ρm, ∆(ρ, L) is given by
∆(ρ, L) =
1
β
e−βπ~
2(ρ−ρc(β))L(1+o(1))/m,
where ρm = 2mα/(βπ~
2);
for (β, ρ) in the region ρ > ρm, ∆(ρ, L) is given by
∆(ρ, L) =
8
βL2e2αL(ρ− ρm(β))(1 + o(1)).
Now let us consider the type of macroscopic distribution of the constituent particles
in the exponential SLAB by using two different scaling arguments.
First, we deal with the scaling, in which ΛL can be seen in the thermodynamic limit
as a two-dimensional square S = [−1/2, 1/2]2, i.e. a finite infinitely thin slab. To this
end we scale point measures by the transformation
TS : Q(ΛL) ∋ ξ =
∑
j
δx(j) 7−→ η =
1
L3e2αL
∑
j
δ
(x
(j)
1 /Le
αL, x
(j)
2 /Le
αL)
∈M(S) ,
where M(S) is the space of all (locally) finite non-negative Borel measures on S.
Now let us introduce the following Random Field (RF), i.e., a Borel probability
measure on M(S) :
M
(S)
µ,L = νµ,ΛL ◦ T−1S , (1.63)
and also define the RF M
(S)
a,b , which is characterised by the generating functional∫
M(S)
e−〈f,η〉M (S)a,b (dη) = exp
[
− a
∫
S
f(x) dx
]
×
[
1 + b
∫
S
f(x)
( 2∏
j=1
cos2 πxj
)
dx
]−1
,
for non-negative f ∈ C(S). Then we get the following result:
Theorem 1.12 The random measure M
(S)
µ,L converges to M
(S)
a,b with a = K
∆∞(x, x) +
κ2/2 and b = κ1/2 weakly, with K
∆∞(x, x) defined by (1.61) and (1.62).
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Remark 1.13 Let δg be the “deterministic” RF which has point mass on the singleton
g dx ∈M(S), i.e., ∫
M(S)
e−〈f,η〉δg(dη) = e−
∫
S
f(x)g(x) dx.
Then, M
(S)
a,b has the decomposition to deterministic RFs:
M
(S)
a,b =
∫ ∞
0
δgte
−tdt,
where
gt(x) = a + b t
( 2∏
j=1
cos2 πxj
)
.
The first term of gt is a contribution of the mixture of the normal and the type-III
gBEC phases, while the second comes from the usual BEC, see Sec.1.2, Sec.1.3 and in
particular (1.61).
The x1, x2 dependence of the second term reflects the square of the ground state wave
function of the Dirichlet boundary conditions. In fact, it is the scaled and squared ground
state wave-function after integrating the third variable x3.
Remark 1.14 We have∫
M(S)
〈f, η〉M (S)a,b (dη) =
∫
S
ρ(x)f(x) dx,
where
ρ(x) = K∆∞(x, x) +
κ2
2
+
κ1
2
2∏
j=1
cos2 πxj
can be regarded as the density function of the system from the macroscopic point of view.
Note that by averaging ρ, we have∫
S
ρ(x) dx/|S| = K∆∞(x, x) + κ2
2
+
κ1
8
= ρ¯,
where |S| = 1 is the Lebesgue measure of S. This, the averaging density of grand
canonical ensemble (1.60) is re-derived.
The second scaling we consider here concerns another macroscopic (mesoscopic)
distribution, where the system looks in the limit as an infinite plane slab with a finite
thickness: D = R2 × [−1/2, 1/2].
Let us scale point measures by the following transformation:
TD : Q(ΛL) ∋ ξ =
∑
j
δx(j) 7−→ η =
1
L3
∑
j
δx(j)/L ∈M(DL) ⊂M(D), (1.64)
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where DL = [−eαL/2, eαL/2]2 × [−1/2, 1/2] and M(D), or M(DL), are the space of all
locally finite non-negative measures on D, or DL, respectively.
Let us introduce a RF on M(D) by
M
(D)
µ,L = νµ,ΛL ◦ T−1D . (1.65)
We also define a RF M
(D)
a,b on M(D) which characterized by the generating functional∫
M(D)
e−〈f,η〉M (D)a,b (dη) = exp
[
− a
∫
D
f(x) dx
]
×
[
1 + b
∫
D
f(x) cos2 πx3 dx
]−1
,
where f ∈ C0(D) is non-negative. We get the following result:
Theorem 1.15 The random measure M
(D)
µ,L converges to M
(D)
a,b with
a = K∆∞(x, x) and b = κ1 + κ2,
weakly, with K(x, x) defined by (1.62).
Remark 1.16 Here κ is same with that in Theorem 1.6. We can also get a similar
decomposition of the RF as in Remark 1.13.
Remark 1.17 The “density” function of this scale is
ρ(x) = K∆∞(x, x) + (κ1 + κ2) cos
2 πx3.
The second term is proportional to the value at (0, 0, x3) of scaled squared ground state
wave function.
Remark 1.18 It would help understanding the whole picture of the SLAB system to
summarize the results of the three scales roughly as∫
Q(R3)
e−〈f,ξ〉ν(dξ) =
(
1 + (ρ− ρc)+(
√
1− e−f , (1 +K∆∞f )−1
√
1− e−f ))−1
×Det [1 +K∆∞f ]−1, (1.66)∫
M(S)
e−〈f,η〉M (S)(dη) = exp
[
− (ρ ∧ ρm − ρc)
+
2
+ ρ ∧ ρc
) ∫
S
f(x) dx
]
×
[
1 +
(ρ− ρm)+
2
∫
S
f(x)
( 2∏
j=1
cos2 πxj
)
dx
]−1
, (1.67)∫
M(D)
e−〈f,η〉M (D)(dη) = exp
[
− (ρ ∧ ρc)
∫
D
f(x) dx
]
×
[
1 + (ρ− ρc))+
∫
D
f(x) cos2 πx3 dx
]−1
, (1.68)
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where c+ = max{c, 0} and c ∧ d = min{c, d}. The first equation expresses the BRPF
for the microscopic scale, the second the BRPF for the macroscopic and third for the
mesoscopic scale. Here, the parameters appeared in every scale are written in terms of
ρ which appeared in microscopic version in Remark 1.9.
From the mesoscopic scale (1.68), we can see the x3-dependence of the local density,
which is a effect of type-III gBEC. The term containing (ρ − ρm)+ in the denominator
in (1.67) shows the x1, x2-dependence of the local density in this scale, which is a effect
of the usual BEC. In this way, the qualitative difference between the two BEC phases is
obvious.
1.3 Microscopic and macroscopic distribution of constituent
bosons in algebraically anisotropic Casimir prism (BEAM)
(a) Casimir prism: one critical temperature and type-II gBEC. In this subsec-
tion, we consider the distribution of constituent bosons in the Casimir prism (BEAM)
[PuZ] in order to compare it to the SLAB case [BZ].
To review the picture of BEC in the BEAM system [BLP] or [Zag2], let us consider
first the expectation value of the particle density in the grand canonical ensemble for
the prism ΛL := L1×L2×L3, where L1 = Lγ , L2 = L3 = L. Then its volume is equal to
VL := |ΛL| = L2+γ . Similar to the case of SLAB, for a fixed ∆ > 0, we get the limiting
particle density
ρ¯(∆) := lim
L→∞
ρ¯(L,∆) =
1
(2π)3
∫
R3
dk
eβ(~2k2/2m+∆) − 1 < ρ¯c ,
and lim∆↓0 ρ¯(∆) = ρ¯c, where ρ¯c is the same critical density as in the SLAB case.
To make ρ¯(∆) > ρ¯c, we must let ∆ be L-dependent: ∆ = ∆(L). Note that in this
case, we have
lim
L→∞
1
VL
∑
k∈N3,k2>1,k3>1
W (k, L,∆(L)) = ρ¯c
if limL→∞∆(L) = 0, see (A.5). The remaining terms are
1
VL
∑
k∈N3,k2=k3=1
W (k, L,∆(L)) =
1
VL
{
W (1, L,∆(L)) +
∑
k∈N3,k1>1,k2=k3=1
W (k, L,∆(L))
}
=
1
L2+γβ∆(L)
+
1
L2
O(Lγ ∧∆(L)−1/2) , (1.69)
see (A.11), where we put Lγ instead of L. Here the first term in (1.69) is a contribution
from the single-particle ground state, and the second term is a contribution of countably
many single-particle excited states.
Notice that for γ < 2 the limL→∞ ρ¯(∆(L)) =: ρ¯ > ρ¯c implies ∆(L) = O(L−2−γ) =
O(1/VL). Hence, only the first term in (1.69) is non-zero in the limit, that yields the
type-I (ground-state) BEC.
21
To insure that limL→∞ ρ¯(∆(L)) =: ρ¯ > ρ¯c for γ = 2, one must put ∆(L) = O(L−4) =
O(1/VL). Then (1.69) implies that not only ground-state but also the contribution to the
second term from each single-particle state is nonzero in thermodynamic limit. Hence,
for γ = 2 the gBEC in BEAM is of the type-II [BLP], [Zag2].
If γ > 2, then to insure limL→∞ ρ¯(∆(L)) =: ρ¯ > ρ¯c we have to put ∆(L) = O(L−4) =
O(1/V
4/(2+γ)
L ) [BLP]. It is known that in this case there is no macroscopic occupation
of any single-particle state, which corresponds to the type-III gBEC, [BLP], [Zag2].
In the following we consider only the most interesting boundary case γ = 2, i.e. the
case of the type-II gBEC.
First, we examine the microscopic distribution of constituent particles in this kind
of the Casimir prism (BEAM) in the thermodynamic limit. We consider also νµ,ΛL and
the BRPF (1.10) for Λ = ΛL and in the limit L→∞.
We introduce a function ϕ on [0,∞) defined by
ϕ(x) :=
∞∑
n=1
1
(2n− 1)2 − 1 + x . (1.70)
It is not difficult to show that ϕ is decreasing and its asymptotic behavior is
ϕ(x) =
{
1/x+O(1) for small x,
π/(4
√
x) +O(1/x) for large x,
(see Remark 1.25). For the present system, we use the quantity
κ˜ =
16m
βπ2~2
lim
L→∞
ϕ
(
2mL4∆(L)/π2~2
)
.
We will see that each term of ϕ reflects the contributions of each state in {φ(s1,1,1)Λ | s1 :
odd }, in the proof of the theorem. This indicates that the type II gBEC occurs in the
system for the case κ˜ 6= 0.
Now we can formulate the following theorem:
Theorem 1.19 If limL→∞∆(L) = ∆∞ > 0, then the BRPFs { νµ,ΛL }L>0 converge
weakly to the BRPF ν∆∞,0. If limL→∞∆(L) = 0, then the BRPFs { νµ,ΛL }L>0 converge
weakly to the BRPF ν0,κ˜. Here the BRPFs : ν∆,0, ν0,κ (with κ replaced by κ˜), coincide
with those appeared in Theorem 1.6.
Remark 1.20 As in Remark 1.9, we have
ρ = κ˜+K∆∞(x, x)
for the expected “density” of the system.
We may also derive L-dependence of ∆(L) in order to give a prescribed β and ρ.
That is,
for (β, ρ) in the region ρ 6 ρc (normal phase), we may take L-independent ∆ which is
the unique solution of
ρ =
∫
R3
1
eβ(~2|p|2/2m+∆) − 1
dp
(2π)3
22
and for (β, ρ) in the region ρ > ρc (type-II gBEC case), ∆(L) is given by
∆(L) =
π2~2
2mL4
ϕ−1
((ρ− ρc)βπ2~2
16
)
,
where ρc is the same one as in the SLAB case.
Now let us consider the two type of macroscopic distribution of the constituent
particles of the Casimir prism by using two different scaling arguments.
In the first scaling, ΛL looks like R = R× [−1/2, 1/2]2 and the corresponding trans-
formation is
TR : Q(ΛL) ∋ ξ =
∑
j
δx(j) 7−→ η =
1
L3
∑
j
δx(j)/L ∈ M(R).
Let us introduce the random field
M
(R)
µ,L = νµ,ΛL ◦ (TR)−1. (1.71)
We also define RF M
(R)
a,b , which is characterised by the generating functional∫
M(R)
e−〈f,η〉M (R)a,b (dη) = exp
[
− a
∫
R
f(x) dx
]
×
[
1 + b
∫
R
f(x)
( 3∏
j=2
cos2 πxj
)
dx
]−1
,
for non-negative f ∈ C0(R). We get the following result:
Theorem 1.21 The random measure M
(R)
µ,L converges to M
(R)
a,b with
a = K∆∞(x, x)
and b = κ˜, weakly.
Remark 1.22 This distribution is a convex combination of “deterministic states” as in
Remark 1.13.
Remark 1.23 We have∫
M(R)
〈f, η〉M (R)a,b (dη) =
∫
R
ρ(x)f(x) dx,
where
ρ(x) = K∆∞(x, x) + κ˜
3∏
j=2
cos2 πxj
is the “density” of the system in the mesoscopic scale. The second term of ρ is pro-
portional to the value at (0, x2, x3) of the scaled and squared low-lying eigenfunctions
{φ(s,0,0)ΛL }s∈N.
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In the second scaling for Casimir prism, the system looks like I = [−1/2, 1/2] in the
limit. The transformation for the scaling is
TI : Q(ΛL) ∋ ξ =
∑
j
δx(j) 7−→ η =
1
L4
∑
j
δ
x
(j)
1 /L
2 ∈ M(I).
We introduce the RF
M
(I)
µ,L = νµ,ΛL ◦ (TI)−1. (1.72)
We also define the RF M (I) on M(I), which is characterized by the generating func-
tional: ∫
M(I)
e−〈f,η〉M (I)(dη) =
exp
[
−K∆∞(x, x) ∫
I
f(u) du
]
Det [1 + fR]
, (1.73)
where R is the integral operator whose kernel is
R(u, v) :=
8m
β~2π2
∞∑
n=1
cosnπ(u− v)− cosnπ(1 + u+ v)
n2 + α2
(1.74)
=
8m
β~2π2
π
2α
[
cosh
(
πα(1− |u− v|))− cosh (πα(u+ v))]
sinh πα
,
with
α = lim
L→∞
√
2mL4∆(L)
~2π2
− 1,
and f ∈ C(I) is non-negative. The second equality of (1.74) is derived by the Fourier
series expansion for cosh. Note that α may be pure imaginary. We understand that
R = 0 for α =∞. We get the following result:
Theorem 1.24 The random measure M
(I)
µ,L converges to M
(I), weakly.
Remark 1.25 We have∫
M(I)
〈f, η〉M (I)(dη) =
∫
I
ρ(u)f(u) du,
where
ρ(u) = K∆∞(x, x) +R(u, u) = K∆∞(x, x) + κ˜
cosh(πα)− cosh(2παu)
cosh(πα)− 1
is the expected “density”. Note that ϕ(α2 + 1) =
β~2π2
16m
R(0, 0), R(0, 0) = κ˜ and
ϕ(x) =
π
4
√
x− 1
cosh π
√
x− 1− 1
sinh π
√
x− 1
holds.
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Remark 1.26 In this case, the macroscopic “density” has random distribution. In fact,
it follows from (1.73) that the density is a squared Gaussian RF. The operator R consists
of the contributions of low-lying eigenfunctions {φ(s,0,0)ΛL }s∈N. This revived random,
which is disappeared once in mesoscopic scale, may be considered as the contribution
of boundary effects through the law-lying eigenfunctions. This are strong fluctuations,
which are typical in type-II gBEC, see e.g. [BLL], [PuZ].
2 Proofs for the SLAB
2.1 Proof of Theorem1.6
The function f , which will appear in the generating functional ZΛ(f) is assumed to be
non-negative continuous function on R3 with compact support. In the course of the
thermodynamic limit, f is regarded as a function in C0(ΛL) naturally.
Let P0 be the orthogonal projection operator on L
2(ΛL) onto H0, the closed subspace
spanned by {φ(s1,s2,1)Λ | s1, s2 ∈ N}, and P1 the orthogonal projection onto H1 = H ⊥0 .
Let us recall that the function KΛ(x, y) is given by (1.21) with L1 = L2 = Le
αL, L3 = L
and L-dependent ∆ = ∆(L), though the dependence on ∆( · ) is suppressed on the
symbol. In the following, we also suppress the ∆∞-dependence from K∆∞(x, x), K
∆∞
f ,
etc., and we write ∆ instead of ∆(L).
Lemma 2.1 The following convergence of the operators holds in trace class:√
1− e−fP1KΛP1
√
1− e−f −→ Kf
Proof : From (A.4),
P1KΛP1(x, y) =
∞∑
s1,s2=1
∞∑
s3=2
φs,Λ(x)φs,Λ(y)
exp
[
β~2π2
2m
(
s21−1+s22−1
L2e2αL
+
s23−1
L2
)
+ β∆
]
− 1
−→
∫
R3
e2πip·(x−y)
exp
[
4β~2π2
2m
|p|2 + β∆∞
]
− 1
dp = K(x, y)
holds locally uniformly in x, y. Since supp f is compact, we have
Tr [
√
1− e−fP1KΛP1
√
1− e−f ] =
∫
Λ
P1KΛP1(x, x)(1− e−f(x)) dx
−→
∫
R3
K(x, x)(1 − e−f(x)) dx = TrKf .
On the other hand,
‖
√
1− e−fP1KΛP1
√
1− e−f −Kf ‖
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= sup
ϕ,ψ∈L2(Λ)
‖ϕ‖=‖ψ‖=1
(
√
1− e−fϕ, (P1KΛP1 −G(eβ∆ −G)−1)
√
1− e−fψ)
6 sup
ϕ,ψ
∫
Λ×Λ
√
1− e−f(x)|ϕ(x)|
√
1− e−f(y)|ψ(y)| dxdy× sup
x˜,y˜∈supp f
|P1KΛP1(x˜, y˜)−K(x˜, y˜)|
6 sup
ϕ,ψ
‖1− e−f(x)‖1‖ϕ‖2‖ψ‖2 sup
x˜,y˜∈supp f
|P1KΛP1(x˜, y˜)−K(x˜, y˜)| −→ 0
holds. Then, the Gru¨mm convergence theorem [Zag] yields the lemma. 
Lemma 2.2 The following convergence of the operators holds in the trace-class topology:
P0KΛP0 −→ κ
√
1− e−f(
√
1− e−f , ·) .
Here the limit operator κ
√
1− e−f(√1− e−f , ·) is a projector, which acts as
ψ 7−→ (κ1 + κ2)(
√
1− e−f , ψ)
√
1− e−f , κ = κ1 + κ2 ,
for ψ ∈ L2(R3).
Proof : In the expression
P0KΛP0(x, y) =
∞∑
s1,s2=1
φ(s1,s2,1),Λ(x)φ(s1,s2,1),Λ(y)
exp
[
β~2π2
2m
s21−1+s22−1
L2e2αL
+ β∆
]
− 1
,
the numerator may be represented as
φ(s1,s2,1),Λ(x)φ(s1,s2,1),Λ(y) (2.1)
=
{ 2∏
j=1
2
LeαL
[1− (−1)sj
2
+(−1)sj sin2 πsj(xj + yj)
2LeαL
−sin2 πsj(xj − yj)
2LeαL
]} 2
L
cos
πx3
L
cos
πy3
L
.
Hence we get
P0KΛP0(x, y) =
∑
s1,s2∈N,odd
8
L3e2αL
cos(πx3/L) cos(πy3/L)
exp
[
β~2π2
2m
s21−1+s22−1
L2e2αL
+ β∆
]
− 1
+R, (2.2)
where
|R| 6
∑
s1,s2∈N
1
L3e2αL
C(s21 + s
2
2)/L
2e2αL
exp
[
β~2π2
2m
s21−1+s22−1
L2e2αL
+ β∆
]
− 1
,
where C depends only on |x| and |y|. It follows from (A.2) and (A.8) that
P0KΛP0(x, y) =
( 8
β∆L3e2αL
+
m
βπ~2L
log
[
(L2e2αL) ∧ (β∆)−1]) cos πx3
L
cos
πy3
L
+O(L−1) +O(L−5e−4αL(β∆)−1) −→ κ1 + κ2 (2.3)
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locally uniformly in x, y when L→∞. The first term of the 2nd member in the above
equation corresponds to s = (1, 1). Now, the lemma can be proved by the argument
similar to the proof of the previous lemma.

By consequence the weak convergence of the BRPFs is implied by the following
convergence of the generating functional:∫
Q(R3)
e−〈f,ξ〉νµ,Λ(dξ) = Det
[
1 +
√
1− e−f(P0KΛP0 + P1KΛP1)
√
1− e−f ]−1
−→ Det [1 + κ√1− e−f (√1− e−f ,+Kf ]−1
= Det [1 +Kf ]
−1Det
[
1 + κ
√
1− e−f(
√
1− e−f , (1 +Kf )−1
]−1
= Det [1 +Kf ]
−1{1 + κ(√1− e−f , (1 +Kf )−1√1− e−f )}−1
=
∫
Q(R3)
e−〈f,ξ〉νκ(dξ) .
Here we used Lemma 2.1, Lemma 2.2 and
Det [1 + A +B] = Det [1 +B] Det [1 + A(1 +B)−1] .
One has also to notice that projector: κ
√
1− e−f (√1− e−f , ·) , is one-dimensional op-
erator.
2.2 Proof of Theorem1.12
Let P be the orthogonal projection operator on L2(ΛL) onto its one-dimensional sub-
space Cφ1ΛL, and Q the orthogonal projection onto
(
Cφ1ΛL
)⊥
.
Put
fL(x) = L
−3e−2αLf
(
x1/Le
αL, x2/Le
αL
)
and
f (L)(x) = L3e2αL
(
1− e−f(x)/L3e2αL)
for bounded measurable non-negative function f on S = [−1/2, 1/2]2. The functions
fL, f
(L) are defined on ΛL and on S, respectively. Note that f
(L)(x) ↑ f(x). Then we
have
〈fL, ξ〉 = 〈f, η〉 = 〈f, TSξ〉. (2.4)
From (1.10), (1.18), (2.4) and (1.63), we have∫
M(S)
e−〈f,η〉M (S)µ,L(dη) =
∫
Q(Λ)
e−〈fL,ξ〉νµ,ΛL(dξ) = Det [1 +KΛL(1− e−fL)]−1.
By virtue of the Feshbach formula we get
Det [1 +KΛ(1− e−fL)]−1 = Det [1 + (P +Q)KΛ(1− e−fL)(P +Q) ]−1
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= Det
[
1+PKΛ(1−e−fL)P−PKΛ(1−e−fL)Q
(
1+QKΛ(1−e−fL)Q
)−1
QKΛ(1−e−fL)P
]−1
×Det [1 +QKΛ(1− e−fL)Q]−1. (2.5)
Note that
PKΛP = (e
β∆ − 1)−1P, ‖PKΛP‖ 6 (β∆)−1,
‖QKΛQ‖ =
(
exp
[β~2π2(4− 1)
2mL2e2αL
+ β∆
]
− 1
)−1
= O
(
L2e2αL ∧ (β∆)−1)
and
‖1− e−fL‖ 6 ‖f‖∞/L3e2αL, ‖QKΛ(1− e−fL)Q‖ = O(L−1).
It follows that
‖PKΛ(1− e−fL)Q
(
1 +QKΛ(1− e−fL)Q
)−1
QKΛ(1− e−fL)P‖
6
1
β∆
‖f‖∞
L3e2αL
O
(
L−1
)
= O(L−1).
Here, we recall the assumption of boundedness of (∆L3e2αL)−1 and that QKΛ(1−e−fL)Q
is positive. The convergence of the one-dimensional operator
PKΛ(1− e−fL)P = (φ1,Λ, (1− e
−fL)φ1,Λ)
eβ∆ − 1 P
=
4
(eβ∆ − 1)L3e2αL
∫
S
f (L)(x)
( 2∏
j=1
cos2 πxj
)
dxP
−→
(
lim
L→∞
4
β∆L3e2αL
)∫
S
f(x)
( 2∏
j=1
cos2 πxj
)
dxP
holds. Note that the trace norm is identical to the operator norm for a one-dimensional
operator. Thus we get
Det
[
1+PKΛ(1− e−fL)P −PKΛ(1− e−fL)Q
(
1+QKΛ(1− e−fL)Q
)−1
QKΛ(1− e−fL)P
]
−→ 1 +
(
lim
L→∞
4
β∆L3e2αL
)∫
S
f(x)
( 2∏
j=1
cos2 πxj
)
dx. (2.6)
We remark here that the function
∏2
j=1 cos
2 πxj is a reminiscent of the ground-state
wave function.
Next, let us consider the operator QKΛ(1 − e−f )Q. To simplify the notations, we
introduce the following symbols:
a(L)s1,s2 =
∫
S
f (L)(u)
[ 2∏
j=1
cos(2πsjuj)
]
du , (2.7)
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the corresponding limit:
as1,s2 =
∫
S
f(u)
[ 2∏
j=1
cos(2πsjuj)
]
du , (2.8)
for s = (s1, s2) ∈ N¯2, where N¯ = {0} ∪ N, and the symbol:
W (s, L) =
(
exp
[β~2π2
2m
(s21 − 1 + s22 − 1
L2e2αL
+
s23 − 1
L2
)
+ β∆
]
− 1
)−1
(2.9)
for s = (s1, s2, s3) ∈ N3.
Then argument based on the Riemann-Lebesgue lemma yields the following result:
Lemma 2.3 For every s = (s1, s2) ∈ N¯2,
|as|, |a(L)s | 6 ‖f‖∞, |as − a(L)s | 6 ‖f‖2∞/2L3e2αL
holds. And a
(L)
s converges to 0, i.e.,
∀ǫ > 0, ∃N0 ∈ N, ∃L0 > 0 : s1 + s2 > N0, L > L0 =⇒ |a(L)s | < ǫ.
Returning back to the proof of Theorem 1.12 note that in the expression
Tr [QKΛ(1− e−fL)Q] =
∑
s∈N3
s6=1
W (s, L)
∫
Λ
|φs,Λ(x)|2(1− e−fL(x)) dx
=
∑
s∈N3
s6=1
W (s, L)
L3e2αL
∫
S
f (L)(u)
2∏
j=1
(
1− (−1)sj cos 2πsjuj
)
du
=: a
(L)
(0,0)
∑
s∈N3
s6=1
W (s, L)
L3e2αL
+RL ,
eqs.(A.1), (A.6) yield ∑
s∈N3
s6=1
W (s, L)
L3e2αL
=
∑
s∈N3
s6=1,s3=1
. . .+
∑
s∈N3
s3 6=1
. . .
−→ lim
L→∞
[ π
4β~2π2/2m
1
L
log
(
L2e2αL ∧ (β∆)−1)]
+
1
8
∫
R3
dp
exp
[
β~2π2|p|2/2m+ β∆(L=∞)
]− 1
as L→∞, and we shall show that limL→∞RL = 0 in Lemma 2.4 below.
Then together with observation: ‖QKΛ(1− e−fL)Q‖ → 0 as L→∞, we get
Det
[
1 +QKΛ(1− e−fL)Q
]
= eTr [QKΛ(1−e
−fL )Q]+o(1)
29
−→ exp
[
a(0,0)
(
K(x, x) +
m
β2π~2
lim
L→∞
1
L
log
(
L2e2αL ∧ (β∆)−1))].
= ea
∫
S
f(u) du (2.10)
As a consequence we obtain from (2.5), (2.6) and (2.10) that∫
M(S)
e−〈f,η〉M (S)µ,L(dη)→ ea
∫
S
f(u) du
(
1 + b
∫
S
f(u)
( 2∏
j=1
cosπuj
)
du
)−1
=
∫
M(S)
e−〈f,η〉M (S)a,b (dη) .
This proves the Theorem 1.12. 
Now we return to the promised Lemma 2.4:
Lemma 2.4
lim
L→∞
RL = 0
Proof : With help of (2.7) and (2.9) we can re-write RL as the sum of three terms
RL = R
(1)
L +R
(2)
L +R
(3)
L , where
R
(1)
L =
∑
s∈N3,s 6=1
(−1)s1+1aL(s1,0)
W (s, L)
L3e2αL
, R
(2)
L =
∑
s∈N3,s 6=1
(−1)s2+1aL(0,s2)
W (s, L)
L3e2αL
and
R
(3)
L =
∑
s∈N3,s 6=1
(−1)s1+s2aL(s1,s2)
W (s, L)
L3e2αL
.
For an arbitrary but fixed ǫ > 0, let L0, N0 be the numbers which appeared in Lemma
2.3. Suppose L > L0. Then, we have
|R(1)L | 6
∑
s∈N3,s 6=1
|aL(s1,0)|
W (s, L)
L3e2αL
6 |a(1,0)|
∑
s2,s3∈N,s2+s3>3
W ((1, s2, s3), L)
L3e2αL
+
N0∑
s1=2
|aL(s1,0)|
∑
s2,s3∈N
W (s, L)
L3e2αL
+
∞∑
s1=N0+1
|aL(s1,0)|
∑
s2,s3∈N
W (s, L)
L3e2αL
6 ‖f‖∞ 1
LeαL
[
O(eαL)+O(logL)
]
+(N0−1)‖f‖∞
{ 1
LeαL
[
O(eαL)+O(logL)
]
+
W ((2, 1, 1), L)
L3e2αL
}
+ǫ
∑
s∈N3,s 6=1
W (s, L)
L3e2αL
= O(N0 logL/L) +O(ǫ).
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We have used (A.7) at the third inequality and (A.6) at the last line.
Hence by taking L large enough, we can make R
(1)
L arbitrarily small. Thus we get
limL→∞R
(1)
L = 0.
We get limL→∞R
(2)
L = 0 in the same way. For limL→∞R
(3)
L = 0, we proceed in a
similar manner, i.e.,
|R(3)L | 6
∑
s∈N3,s 6=1
|aL(s1,s2)|
W (s, L)
L3e2αL
6 |a(1,1)|
∞∑
s3=2
W ((1, 1, s3), L)
L3e2αL
+
∑
36s1+s26N0
∞∑
s3=1
|aL(s1,s2)|
W ((s1, s2, s3), L)
L3e2αL
+
∞∑
s1+s2>N0
|aL(s1,s2)|
∞∑
s3=1
W (s, L)
L3e2αL
6 ‖f‖∞
∞∑
s3=2
W ((1, 1, s3), L)
L3e2αL
+
(N0(N0 − 1)
2
− 1
)
‖f‖∞
∞∑
s3=1
W ((2, 1, s3), L)
L3e2αL
+ǫ
∑
s∈N3,s 6=1
W (s, L)
L3e2αL
= O(N20/L) +O(ǫ),
where we have used (2.8) and (A.11) in the last line. 
2.3 Proof of Theorem1.15
Let DL = [−eαL/2, eαL/2]2 × [−1/2, 1/2] and D = R2 × [−1/2, 1/2]. Put
fL(x) = L
−3f
(
x/L
)
and
f (L)(x) = L3
(
1− e−f(x)/L3)
for non-negative f ∈ C0(D). For large L > 0 we can naturally consider f ∈ C0(DL). The
functions fL, f
(L) are defined on ΛL and on D, respectively. Note that f
(L)(x) ↑ f(x).
Then by definition (1.64) we have
〈fL, ξ〉 = 〈f, TD ξ〉 . (2.11)
Recall that P0 be the orthogonal projection operator on L
2(ΛL) onto H0 the closed
subspace spanned by {φ(s1,s2,1)Λ | s1, s2 ∈ N}, and Q1 the orthogonal projection onto
H1 = H
⊥
0 .
From (1.10), (1.18), (2.11) and (1.65), we deduce that∫
M(D)
e−〈f,η〉M (D)µ,L (dη) =
∫
Q(Λ)
e−〈fL,ξ〉νµ,ΛL(dξ)
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= Det [1 +
√
1− e−fLKΛL
√
1− e−fL]−1
= Det [1 +
√
1− e−fL(P0KΛLP0 + P1KΛLP1)
√
1− e−fL ]−1
= Det
[
1 +
√
1− e−fLP1KΛLP1
√
1− e−fL]−1
×Det [1 +
√
1− e−fLP0KΛLP0
√
1− e−fL(1 +
√
1− e−fLP1KΛLP1
√
1− e−fL)−1]−1 .
We skip the proof of the following obvious operator-norm estimate:
Lemma 2.5
‖
√
1− e−fLP1KΛLP1
√
1− e−fL‖ = O(L−1).
On the other hand we need the proof of the following limit:
Lemma 2.6
Tr [
√
1− e−fLP1KΛLP1
√
1− e−fL] −−−→
L→∞
K(x, x)
∫
D
f(x) dx (2.12)
Proof : By virtue of
2 sin2
(πsj
2
+
πsj
Lj
Lyj
)
= 1− (−1)sj cos
(2πsj
Lj
Lyj
)
,
we get the following representation for the left hand side of (2.12):
∑
s∈N3,s3 6=1
8
L3e2αL
1
exp
[
β~2π2
2m
∑3
j=1
s2j−1
L2j
+ β∆
]
− 1
∫
D
f (L)(y)
3∏
j=1
sin2
(πsj
2
+
πsj
Lj
Lyj
)
dy
=
∑
s∈N3,s3 6=1
1
L3e2αL
∫
D
f (L)(y) dy
exp
[
β~2π2
2m
∑3
j=1
s2j−1
L2j
+ β∆
]
− 1
+ rL , (2.13)
where L1 = L2 = Le
αL, L3 = L and
rL :=
∑
s∈N3,s3 6=1
1
L3e2αL
1
exp
[
β~2π2
2m
∑3
j=1
s2j−1
L2j
+ β∆
]
− 1
× (2.14)
×
∫
D
f (L)(y)
[
−
3∑
j=1
(−1)sj cos
(2πsj
Lj
Lyj
)
+
∑
16j<k63
(−1)sj+sk cos
(2πsj
Lj
Lyj
)
cos
(2πsk
Lj
Lyk
)
−
3∏
j=1
(−1)sj cos
(2πsj
Lj
Lyj
)]
dy.
Now, let us put
ΨL(p) =

1
exp
[
β~2π2
2m
∑3
j=1
s2
j
−1
L2
j
+β∆
]
−1
for pj ∈
(
sj−1
Lj
,
sj
Lj
]
, j = 1, 2, 3, s ∈ N3, s3 6= 1
0 for p3 ∈
(
0, 1
L3
]
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and
aL(p) =
∫
D
f (L)(y)
[
−
3∑
j=1
(−1)sj cos
(2πsj
Lj
Lyj
)
+
∑
16j<k63
(−1)sj+sk cos
(2πsj
Lj
Lyj
)
cos
(2πsk
Lj
Lyk
)
−
3∏
j=1
(−1)sj cos
(2πsj
Lj
Lyj
)]
dy for pj =
(sj − 1
Lj
,
sj
Lj
]
, j = 1, 2, 3, s ∈ N3.
Then we have
|ΨL(p)| 6 Φ(p) ≡ 1
eβ~2π2|p|2/4m − 1 , Φ ∈ L
1
(
(0,∞)3),
because
3∑
j=1
s2j − 1
L2j
>
3∑
j=1
s2j
2L2j
for s ∈ N3, s3 6= 1.
We also have limL→∞ aL(p) = 0 a.e. by the Riemann-Lebesgue lemma, and
lim
L→∞
ΨL(p) =
1
eβ~2π2|p|2/2m+β∆ − 1 a.e..
Therefore, the dominated convergence theorem yields for (2.14)
lim
L→∞
rL = lim
L→∞
∫
(0,∞)3
aL(p)ΨL(p) dp = 0 ,
and for the first term of the left hand side of eq.(2.13)∫
D
f (L)(y) dy
∫
[0,∞)3
ΨL(p) dp −→
∫
D
f(y) dy
∫
[0,∞)3
dp
eβ~2π2|p|2/2m+β∆ − 1 .

Remark 2.7 From the above two lemmata we obtain that
lim
L→∞
Det
[
1 +
√
1− e−fLP1KΛLP1
√
1− e−fL] = eK(x,x)∫Df(y) dy .
We refer to (1.62) for definition of K(x, y).
Lemma 2.8
lim
L→∞
Det [1 +
√
1− e−fLP0KΛLP0
√
1− e−fL(1 +
√
1− e−fLP1KΛLP1
√
1− e−fL)−1]
= 1 + κ
∫
D
f(x) cos2 πx3 dx
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Proof : Let UL : L
2(ΛL) → L2(DL) be the unitary operator given by (ULg)(x) =
L3/2g(Lx) for x ∈ DL. Then, the transformation law of integral kernels is given by
(ULKU
−1
L )(x, y) = L
3K(Lx, Ly)
for x, y ∈ DL. Together with eq.(2.1), it follows that
L−3(ULP0KΛLP0U
−1
L )(x, y) = P0KΛP0(Lx, Ly)
=:
∑
s1,s2∈N,odd
8L−3e−2αL cos(πx3) cos(πy3)
exp
[
β~2π2
2m
s21−1+s22−1
L2e2αL
+ β∆
]
− 1
+ ̺L , (2.15)
with
|̺L| 6
∑
s1,s2∈N
C
L3e2αL
(
L2(|x|2 + |y|2)(s21 + s22)/L2e2αL
)1/4
exp
[
β~2π2
2m
s21−1+s22−1
L2e2αL
+ β∆
]
− 1
= (|x|2 + |y|2)O(L−1/2)
where C is a numerical constant. We have used sin2 x 6 C ′|x|1/2 and (A.9). By (A.2),
we get the convergence
L−3(ULP0KΛLP0U
−1
L )(x, y) −→ κ cosπx3 cos πy3
uniformly in x, y on compacta. Then, by the same argument as in Lemma 2.1, we get
UL
√
1− e−fLP0KΛP0
√
1− e−fLU−1L =
√
f (L)L−3ULP0KΛLP0U
−1
L
√
f (L)
−→ κ
√
f cosπx3(
√
f cosπx3,
in trace class. Then the lemma follows from Lemma 2.5 and the fact that a unitary
transformation conserves the Fredholm determinant. 
Remark 2.7 and Lemma 2.8, with arguments developed at the beginning of this
subsection, imply the proof of Theorem1.15.
3 Proofs for the Casimir prism (BEAM)
3.1 Proof of Theorem1.19
Recall that below the function f ∈ C0(R3) is non-negative and we consider f ∈ C0(ΛL)
for restriction ΛL ⊂ R3.
Let Q0 be the orthogonal projection operator on L
2(ΛL) onto its close subspace K0
spanned by {φ(s1,1,1)ΛL | s1 ∈ N }, and Q1 the orthogonal projection onto K1 =
(
K0
)⊥
.
Lemma 3.1 The following limit:√
1− e−fQ1KΛQ1
√
1− e−f −→ Kf .
is true in the trace-class topology ‖ · ‖1.
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The proof of the lemma follows the lines reasoning of Lemma 2.1, using (A.5) instead
of (A.4).
Lemma 3.2 One has the limit:
‖ · ‖1 − limQ0KΛQ0 = κ˜
√
1− e−f(
√
1− e−f , ,
where κ˜ is defined by (3.2).
Proof : Similar to eq.(2.2) in the proof of Lemma 2.2, we get
Q0KΛQ0(x, y) =:
∑
s1∈N,odd
8
L4
cos(πx2/L) cos(πy2/L) cos(πx3/L) cos(πy3/L)
exp
[
β~2π2
2m
s21−1
L4
+ β∆
]
− 1
+R̂L , (3.1)
where
|R̂L| 6
∑
s1∈N
C
L4
s21/L
4
exp
[
β~2π2
2m
s21−1
L4
+ β∆
]
− 1
= O(L−7(β∆)−1) +O(L−2) ,
where C depends only on |x| and |y|. We used (A.10) in the last estimates. Then, by
virtue of (A.3), we get that
Q0KΛQ0(x, y) −→ 16m
βπ2~2
lim
L→∞
ϕ
(
2mL4∆/π2~2
)
= κ˜ (3.2)
converges uniformly in x, y on supp f . The rest of the proof is similar to that of Lemma
2.1. 
Now, taking into account Lemma 3.1 and Lemma 3.2, the Theorem 1.19 can be
proved along the same lines of reasoning as Theorem 1.6.
3.2 Proof of Theorem1.21
Let R := R× [−1/2, 1/2]2 and RL := [−L/2, L/2]× [−1/2, 1/2]2. Put
fL(x) = L
−3f(x/L) ,
and
f (L)(x) = L3
(
1− e−f(x)/L3) ,
for bounded measurable non-negative function f on R. Then, the functions fL, f
(L) are
defined on ΛL and on R, respectively. Note that f
(L)(x) ↑ f(x) for L → ∞. Then we
obtain
〈fL, ξ〉 = 〈f, η〉 = 〈f, TR ξ〉 , (3.3)
see (1.64). From (1.10), (1.18), (3.3) and (1.71), similar to arguments we used above it
follows that ∫
M(R)
e−〈f,η〉M (R)µ,L (dη) =
∫
Q(Λ)
e−〈fL,ξ〉νµ,Λ(dξ)
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= Det
[
1 +
√
1− e−fLQ1KΛLQ1
√
1− e−fL]−1
×Det [1 +
√
1− e−fLQ0KΛLQ0
√
1− e−fL(1 +
√
1− e−fLQ1KΛLQ1
√
1− e−fL)−1]−1 .
Again as above, the following estimate in the operator norm is obvious:
Lemma 3.3
‖
√
1− e−fLQ1KΛLQ1
√
1− e−fL‖ = O(L−1).
We also have the following limit:
Lemma 3.4
Tr [
√
1− e−fLQ1KΛLQ1
√
1− e−fL ] −−−→
L→∞
K(x, x)
∫
R
f(x) dx
Proof : Similar to proof of Lemma 2.6, we get
Tr [
√
1− e−fLQ1KΛLQ1
√
1− e−fL]
=
∑
s∈N3,(s1,s3)6=(1,1)
1
L4
∫
R
f (L)(y) dy
exp
[
β~2π2
2m
∑3
j=1
s2j−1
L2j
+ β∆
]
− 1
+ R̂L , (3.4)
where
R̂L :=
∑
s∈N3,(s2,s3)6=(1,1)
1
L4
1
exp
[
β~2π2
2m
∑3
j=1
s2j−1
L2j
+ β∆
]
− 1
×
∫
R
f (L)(y)
[
−
3∑
j=1
(−1)sj cos
(2πsj
Lj
Lyj
)
+
∑
16j<k63
(−1)sj+sk cos
(2πsj
Lj
Lyj
)
cos
(2πsk
Lj
Lyk
)
−
3∏
j=1
(−1)sj cos
(2πsj
Lj
Lyj
)]
dy.
In this case, we put
Ψ
(R)
L (p) :=

1
exp
[
β~2π2
2m
∑3
j=1
s2
j
−1
L2
j
+β∆
]
−1
for pj ∈
(
sj−1
Lj
,
sj
Lj
]
, j = 1, 2, 3, s ∈ N3, (s2, s3) 6= (1, 1)
0 for p2, p3 ∈
(
0, 1
L3
]
,
and
a
(R)
L (p) :=
∫
R
f (L)(y)
[
−
3∑
j=1
(−1)sj cos
(2πsj
Lj
Lyj
)
+
∑
16j<k63
(−1)sj+sk cos
(2πsj
Lj
Lyj
)
cos
(2πsk
Lj
Lyk
)
−
3∏
j=1
(−1)sj cos
(2πsj
Lj
Lyj
)]
dy for pj =
(sj − 1
Lj
,
sj
Lj
]
, j = 1, 2, 3, s ∈ N3.
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as before. Then we have
|Ψ(R)L (p)| 6 Φ(p) ≡
1
eβ~2π2|p|2/4m − 1 , Φ ∈ L
1
(
(0,∞)3),
lim
L→∞
Ψ
(R)
L (p) =
1
eβ~2π2|p|2/2m+β∆ − 1 a.e.,
and limL→∞ a
(R)
L (p) = 0. Therefore by the dominated convergence theorem, we get
lim
L→∞
R̂L = lim
L→∞
∫
(0,∞)3
a
(R)
L (p)Ψ
(R)
L (p) dp = 0 ,
and for the first term of the left hand side of eq.(3.4)∫
R
f (L)(u) du
∫
[0,∞)3
Ψ
(R)
L (p) dp −→
∫
R
f(u) du
∫
[0,∞)3
dp
eβ~2π2|p|2/2m+β∆ − 1 . (3.5)

Remark 3.5 From the above two lemmata we obtain
lim
L→∞
Det
[
1 +
√
1− e−fLQ1KΛLQ1
√
1− e−fL] = eK(x,x)∫Rf(x) dx .
Lemma 3.6
lim
L→∞
Det [1 +
√
1− e−fLQ0KΛLQ0
√
1− e−fL(1 +
√
1− e−fLQ1KΛLQ1
√
1− e−fL)−1]
= Det [1 + b
√
fI ⊗ cos πx2(cos πx2,⊗ cosπx3(cosπx3,
√
f ·))]
= 1 + b
∫
R
f(y) cos2 πy2 cos
2 πy3 dy .
Here, the Fredholm determinant in the first member is for operators on L2(ΛL), the
second determinant is for operator on L2(R). Here I is the identity operator on L2(R),
which is considered as a component of the space L2(R) = L2(R) ⊗ L2(−1/2, 1/2]) ⊗
L2(−1/2, 1/2]).
Proof: Let U
(R)
L : L
2(ΛL) → L2(RL) be unitary operator defined by (ULg)(x) :=
L3/2g(Lx) for x ∈ RL, g ∈ L2(ΛL). Then, the corresponding integral kernels trans-
form as
(U
(R)
L K
(
U
(R)
L
)−1
)(x, y) = L3K(Lx, Ly)
for x, y ∈ RL. Then it follows that by (A.12)
L−3(U (R)L Q0KΛLQ0
(
U
(R)
L
)−1
)(x, y) = Q0KΛQ0(Lx, Ly)
=
∞∑
s1=1
8
L4
cos(πx2) cos(πy2) cos(πx3) cos(πy3)
exp
[
β~2π2
2m
s21−1
L4
+ β∆
]
− 1
sin(
πs1
2
+
πs1
L2
Lx) sin(
πs1
2
+
πs1
L2
Lx) (3.6)
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−→ 8m
β~2π2
∞∑
s1=1
cos 0− cosπs1
s21 +
2mL4∆|L→∞
~2π2
− 1
cos(πx2) cos(πy2) cos(πx3) cos(πy3),
= κ˜ cos(πx2) cos(πy2) cos(πx3) cos(πy3) ,
locally uniformly in x, y. Recall that here we used
κ˜ :=
16m
β~2π2
ϕ
(2mL4∆|L→∞
~2π2
)
,
and definition (1.70).
Then, we obtain that the ‖ · ‖1-norm limit
U
(R)
L
√
1− e−fLQ0KΛQ0
√
1− e−fL(U (R)L )−1 =√f (L)L−3U (R)L Q0KΛLQ0(U (R)L )−1√f (L)
−→ κ˜
√
fI ⊗ cos(πx2)(cos(πx2),⊗ cos(πx3)(cos(πx3),
√
f ·)) ,
exists. Thus, we get the lemma. 
Remark 3.5 and Lemma 3.6 yield Theorem1.21.
3.3 Proof of Theorem1.24
For non-negative continuous function f on I = [−1/2, 1/2], we define
f (L)(u) := L4
(
1− e−f(u)/L4) ,
and
fL(x) := L
−4f
(
x1/L
2
)
,
for x = (x1, x2, x3). The functions fL, f
(L) are defined on ΛL and on I, respectively.
Note that f (L) ↑ f holds point-wise for L→∞.
By (1.64) we have
〈fL, ξ〉 = 〈f, TI ξ〉 , (3.7)
and (1.10), (1.18) and (1.72) yield∫
M(I)
e−〈f,η〉M (I)µ,L(dη) =
∫
Q(Λ)
e−〈fL,ξ〉νµ,Λ(dξ)
= Det
[
1 +
√
1− e−fLQ1KΛLQ1
√
1− e−fL]−1
×Det [1 +
√
1− e−fLQ0KΛLQ0
√
1− e−fL(1 +
√
1− e−fLQ1KΛLQ1
√
1− e−fL)−1]−1,
similar to what we established above.
Again the following estimate in operator norm is obvious:
Lemma 3.7
‖
√
1− e−fLQ1KΛLQ1
√
1− e−fL‖ = O(L−2).
We also have the following limit:
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Lemma 3.8
Tr [
√
1− e−fLQ1KΛLQ1
√
1− e−fL ] −−−→
L→∞
K(x, x)
∫
I
f(u) du
Proof: Similar to the proof of Lemma 2.6, we get
Tr [
√
1− e−fLQ1KΛLQ1
√
1− e−fL]
=
∑
s∈N3,(s2,s3)6=(1,1)
1
L4
∫
I
f (L)(u) du
exp
[
β~2π2
2m
∑3
j=1
s2j−1
L2j
+ β∆
]
− 1
+ R˜L , (3.8)
where
R˜L :=
∑
s∈N3,(s2,s3)6=(1,1)
1
L4
1
exp
[
β~2π2
2m
∑3
j=1
s2j−1
L2
j
+ β∆
]
− 1
×
∫
I
f (L)(y)
[
−
3∑
j=1
(−1)sj cos
(2πsj
Lj
Lyj
)
+
∑
16j<k63
(−1)sj+sk cos
(2πsj
Lj
Lyj
)
cos
(2πsk
Lj
Lyk
)
−
3∏
j=1
(−1)sj cos
(2πsj
Lj
Lyj
)]
dy.
In this case, we put
Ψ
(I)
L (p) :=

1
exp
[
β~2π2
2m
∑3
j=1
s2
j
−1
L2
j
+β∆
]
−1
for pj ∈
(
sj−1
Lj
,
sj
Lj
]
, j = 1, 2, 3, s ∈ N3, (s2, s3) 6= (1, 1)
0 for p2, p3 ∈
(
0, 1
L3
]
and
a
(I)
L (p) =
∫
I
f (L)(y)
[
−
3∑
j=1
(−1)sj cos
(2πsj
Lj
Lyj
)
+
∑
16j<k63
(−1)sj+sk cos
(2πsj
Lj
Lyj
)
cos
(2πsk
Lj
Lyk
)
−
3∏
j=1
(−1)sj cos
(2πsj
Lj
Lyj
)]
dy for pj ∈
(sj − 1
Lj
,
sj
Lj
]
, j = 1, 2, 3, s ∈ N3.
Then we have
|Ψ(I)L (p)| 6 Φ(p) ≡
1
eβ~2π2|p|2/4m − 1 , Φ ∈ L
1
(
(0,∞)3),
lim
L→∞
ΨL(p) =
1
eβ~2π2|p|2/2m+β∆ − 1 a.e..
and limL→∞ a
(I)
L (p) = 0. The dominated convergence theorem yields
lim
L→∞
R˜L = lim
L→∞
∫
(0,∞)3
aL(p)ΨL(p) dp = 0
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and ∫
I
f (L)(u) du
∫
[0,∞)3
Ψ
(I)
L (p) dp −→
∫
I
f(u) du
∫
[0,∞)3
dp
eβ~2π2|p|2/2m+β∆ − 1
for the first term of the left hand side of eq.(3.8). 
Remark 3.9 The above two lemmata imply:
lim
L→∞
Det
[
1 +
√
1− e−fLQ1KΛLQ1
√
1− e−fL] = eK(x,x)∫If(u) du .
Lemma 3.10
lim
L→∞
Det [1 +
√
1− e−fLQ0KΛLQ0
√
1− e−fL(1 +
√
1− e−fLQ1KΛLQ1
√
1− e−fL)−1]
= Det [1 +
√
fR
√
f ⊗ cosπx2(cosπx2,⊗ cosπx3(cosπx3, ·))]
= Det [1 + 4−1
√
fR
√
f ] .
Here, the Fredholm determinant in the first member is for operators on L2(ΛL), the
second determinant stays for operators on L2(I3) and the third one for operators on
L2(I) , see (1.74).
Proof: Let UL : L
2(ΛL)→ L2(I3) be unitary operator (ULg)(x) := L2g(L2x1, Lx2, Lx3)
for x ∈ I3, g ∈ L2(ΛL). Then integral kernels transform as
(ULKU
−1
L )(x, y) = L
4K((L2x1, Lx2, Lx3), (L
2y1, Ly2, Ly3)) ,
for x, y ∈ I3. It follows that
L−4(ULQ0KΛLQ0U
−1
L )(x, y) = Q0KΛQ0((L
2x1, Lx2, Lx3), (L
2y1, Ly2, Ly3))
=
∞∑
s1=1
8
L4
sin(πs1(2
−1 + x1) sin(πs1(2−1 + y1) cos(πx2) cos(πy2) cos(πx3) cos(πy3)
exp
[
β~2π2
2m
s21−1
L4
+ β∆
]
− 1
(3.9)
−→ 8m
β~2π2
∞∑
s1=1
cos[πs1(x1 − y1)]− cos[πs1(1 + x1 + y1)]
s21 +
2mL4∆|L→∞
~2π2
− 1
cos(πx2) cos(πy2) cos(πx3) cos(πy3),
= R(x1, y1) cos(πx2) cos(πy2) cos(πx3) cos(πy3)
uniformly in x, y, see (1.74) and (A.12).
Then, we get the trace-norm limit:
U
(I)
L
√
1− e−fLQ0KΛQ0
√
1− e−fL(U (I)L )−1 =√f (L)L−4U (I)L Q0KΛLQ0(U (I)L )−1√f (L)
−→
√
fR
√
f ⊗ cos(πx2)(cos(πx2),⊗ cos(πx3)(cos(πx3) , ·)) ,
which proves the lemma. 
Remark 3.9 and Lemma 3.10 yield Theorem1.24.
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A Miscellaneous formulae
In the appendix, the formulae used in the argument of this article are shown. Here, A
is supposed to be a positive constant independent of L or L1, L2, L3, while a positive
constant B to depend on L or L1, L2, L3 smoothly. We use the notation s = (s1, s2, s3)
for s ∈ N3 and s = (s1, s2) for s ∈ N2, and so on.
1◦ ∑
s=(s1,s2)∈N
2
s6=(1,1)
1
L2
1
exp
[
A
(
s21−1
L2
+
s22−1
L2
)
+B
]
− 1
=
π
4A
log(L2 ∧B−1) +O(1). (A.1)
∑
s=(s1,s2)∈N
2
s6=(1,1),s1,s2:odd
1
L2
1
exp
[
A
(
s21−1
L2
+
s22−1
L2
)
+B
]
− 1
=
π
16A
log(L2 ∧ B−1) +O(1). (A.2)
∑
s∈N,s:odd,s>1
1
L
1
exp
[
A s
2−1
L2
+B
]
− 1
=
L
A
ϕ
(L2B
A
)
+O(1), (A.3)
where ϕ is defined in (1.70).
2◦
Suppose L1 > L2 > L3. The following convergence holds uniformly in x, y on any
compact set as L1, L2, L3 →∞.∑
s∈N3
s3 6=1
φs,Λ(x)φs,Λ(y)
exp
[
A
(
s21−1
L21
+
s22−1
L22
+
s23−1
L23
)
+B
]
− 1
−→
∫
R3
e2πip·(x−y)dp
e4A|p|2+B(L=∞) − 1 . (A.4)
If L1 > L2 = L3. The following convergence holds uniformly in x, y on any compact set
as L1, L2, L3 →∞.∑
s∈N3
(s2,s3) 6=(1,1)
φs,Λ(x)φs,Λ(y)
exp
[
A
(
s21−1
L21
+
s22−1
L22
+
s23−1
L23
)
+B
]
− 1
−→
∫
R3
e2πip·(x−y)dp
e4A|p|2+B(L=∞) − 1 . (A.5)
Suppose L1 > L2 > L3 and 1 = (1, 1, 1). Then, we have∑
s∈N3
s3 6=1
1
L1L2L3
1
exp
[
A
(
s21−1
L21
+
s22−1
L22
+
s23−1
L23
)
+B
]
− 1
−→ 1
8
∫
R3
dp
eA|p|2+B(L=∞) − 1 (A.6)
as L1, L2, L3 →∞.
3◦
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Suppose, L1 > L2. Then,∑
s∈N2
s6=(1,1)
1
L1L2
1
exp
[
A
(
s21−1
L21
+
s22−1
L22
)
+B
]
− 1
= O
(L1
L2
∧ 1
L2
√
B
)
+O
(
log(L2 ∧ B−1/2)
)
(A.7)
holds for large L1, L2, and L3.
The following asymptotics also hold for large L:∑
s∈N2
1
L2
s21 + s
2
2
L2
1
exp
[
A
s21−1+s22−1
L2
+B
]
− 1
= O(1) +O(L−4B−1). (A.8)
∑
s∈N2
1
L2
(s21 + s22
L2
)1/4 1
exp
[
A
s21−1+s22−1
L2
+B
]
− 1
= O(1) +O(L−4B−1). (A.9)
∑
s∈N
1
L
s2
L2
(
exp
[
A
s2 − 1
L2
+B
]
− 1
)−1
= O(1) + O(L−5/2B−1). (A.10)
∞∑
s=2
1
L
(
exp
[
A
s2 − 1
L2
+B
]
− 1
)−1
= O(L ∧ B−1/2). (A.11)
Proof of (A.1): Put
IL =
∑
s∈N2
s6=(1,1)
1
L2
1
exp
[
A
s21−1+s22−1
L2
+B
]
− 1
.
Because of
p2j 6
s2j
L2
6
(
pj +
1
L
)2
for pj ∈
(sj − 1
L
,
sj
L
]
(sj ∈ N, j = 1, 2),
we get
L.B. :=
∫
(0,∞)2−(0,1/L]2
dp
exp[A((p1 + 1/L)2 + (p2 + 1/L)2 − 2/L2) + B]− 1 6 IL
6
1
L2
8
exp[3A/L2 +B]− 1 +
∫
(0,∞)2−(0,3/L]2
dp
exp[A(|p|2 − 2/L2) +B]− 1 =: U.B. .
For the lower bound (L.B.), we have
L.B. =
∫
(1/L,∞)2−(1/L,2/L]2
dp
exp[A(|p|2 − 2/L2) +B]− 1 >
∫
{|p|>2√2/L, p1,p2>1/L}
=
∫ ∞
2
√
2/L
pdp
∫ π/2−sin−1 1/pL
sin−1 1/pL
dθ
1
exp[A(p2 − 2/L2) +B]− 1
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>
π
2
∫ ∞
2
√
2/L
pdp
exp[A(p2 − 2/L2) +B]− 1 − 2
∫ ∞
2
√
2/L
p sin−1(1/pL) dp
exp[A(p2 − 2/L2) +B]− 1 .
Here the first term is calculated as
π
2
1
2A
log
1
1− e−6A/L2−B =
π
4A
log
(
L2 ∧ 1
B
)
+O(1).
For the second term, we use sin−1 x 6 πx/2 to get
the 2nd term > −π
L
∫ ∞
2
√
2/L
dp
exp[A(p2 − 2/L2) +B]− 1
> − π
AL
∫ ∞
2
√
2/L
dp
p2 − 2/L2 = O(1).
For the upper bound (U.B.), we enlarge the integral domain and perform the angle
integral to get
U.B. 6
π
2
∫ ∞
3/L
pdp
exp[A(p2 − 2/L2) +B]− 1 +
1
L2
8
exp[3A/L2 +B]− 1
π
4A
log
1
1− e−7A/L2−B +O(1) =
π
4A
log
(
L2 ∧ 1
B
)
+O(1). 
Proof of (A.2) : For
Sn,m =
1
L2
1
exp
[
A (2n−1)
2−1+(2m−1)2−1
L2
+ B
]
− 1
.
the inequalities(
2p1 − 1
L
)2
6
(2n− 1)2
L2
6
(
2p1 +
1
L
)2
for p1 ∈
(n− 1
L
,
n
L
]
,
(
2p2 − 1
L
)2
6
(2m− 1)2
L2
6
(
2p2 +
1
L
)2
for p2 ∈
(m− 1
L
,
m
L
]
,
hold for n,m = 2, 3, · · · . The upper bounds of the above inequalities also hold for n = 1
or m = 1. Thereby, we have∫
(0,∞)2−(0,1/L]2
dp
exp[A((2p1 + 1/L)2 + (2p2 + 1/L)2 − 2/L2) +B]− 1
6
∑
n,m∈N,
(n,m) 6=(1,1)
Sn,m 6 3S2,1 + 4
∞∑
n=3
Sn,1 +
∞∑
n,m=3
Sn,m.
Calculation of these bounds can be performed in a similar way as in the proof of (A.1).

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Proof of (A.3): Using
0 6
1
X
− 1
eX − 1 6 X ∧
1
X
, (A.12)
it is obvious to get ∣∣∣∣∑
n∈N
1
L
1
exp
[
A (2n−1)
2−1
L2
+B
]
− 1
− L
A
ϕ
(L2B
A
)∣∣∣∣
=
∑
n∈N
1
L
∣∣∣∣ 1
exp
[
A (2n−1)
2−1
L2
+B
]
− 1
− 1
A (2n−1)
2−1
L2
+B
∣∣∣∣ = O(1). 
Proof of (A.4): First, note that the inequality
(2n− 1)2 − 1
L21
+
(2m− 1)2 − 1
L22
+
(2l)2 − 1
L23
> p21 + p
2
2 + p
2
3 = |p|2 (A.13)
holds for
p1 ∈
(n− 1
L1
,
n
L1
]
, p2 ∈
(m− 1
L2
,
m
L2
]
, p3 ∈
( l − 1
L3
,
l
L3
]
, (n,m, l ∈ N),
and inequality
(2n− 1)2 − 1
L21
+
(2m− 1)2 − 1
L22
+
(2l − 1)2 − 1
L23
> p21 + p
2
2 + p
2
3 = |p|2 (A.14)
holds for
p1 ∈
(n− 1
L1
,
n
L1
]
, p2 ∈
(m− 1
L2
,
m
L2
]
, p3 ∈
( l − 1
L3
,
l
L3
]
, (n,m, l ∈ N, l 6= 1),
since L1 > L2 > L3. Now set
ΨoeoL (p; x, y) :=
[
sin
((2n− 1)π
2
+
(2n− 1)πx1
L1
)
sin
((2n− 1)π
2
+
(2n− 1)πy1
L1
)
× sin
(2mπ
2
+
2mπx2
L2
)
sin
(2mπ
2
+
2mπy2
L2
)
× sin
((2l − 1)π
2
+
(2l − 1)πx3
L1
)
sin
((2l − 1)π
2
+
(2l − 1)πy3
L1
)]
/[
exp
[
A
((2n− 1)2 − 1
L21
+
(2m)2 − 1
L22
+
(2l − 1)2 − 1
L23
)
+B
]
− 1
]
if
p1 ∈
(n− 1
L1
,
n
L1
]
, p2 ∈
(m− 1
L2
,
m
L2
]
, p3 ∈
( l − 1
L3
,
l
L3
]
, (n,m, l ∈ N, l 6= 1).
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Otherwise, ΨoeoL (p; x, y) = 0. Similarly we can also define Ψ
eee
L ,Ψ
eeo
L etc. Put
Φ(p) =
1
eA|p|2 − 1 .
Then,
Φ ∈ L1((0,∞)3) and |ΨoeoL (p; x, y)| 6 Φ(p)
hold. Due to the dominated convergence theorem, we get∫
(0,∞)3
ΨoeoL (p; x, y) dp −→
∫
(0,∞)3
lim
L1,L2,L3→∞
ΨoeoL (p; x, y) dp. (A.15)
In the same way we also get the convergence of the integrals of ΨeeoL (p; x, y), Ψ
ooe
L (p; x, y)
and so on, and finally
∑
s∈N3
s3 6=1
φs,Λ(x)φs,Λ(y)
exp
[
A
(
s21−1
L21
+
s22−1
L22
+
s23−1
L23
)
+B
]
− 1
= 8
∫
(0,∞)3
(
ΨeeeL (p; x, y)+Ψ
eeo
L (p; x, y)+· · ·+ΨoooL (p; x, y)
)
dp −→
∫
R3
e2πip·(x−y)
e4A|p|2+B(L=∞) − 1 dp.
Here, note that the convergence in (A.15) is uniform in x, y on compact set. This follows
from the following obvious observations:
Suppose that F, F1, F2, · · · ∈ L1(R3) satisfy ‖Fn−F‖1 → 0, and that f(p, x), f1(p, x), f(p, x), · · ·
are bounded functions of p, x ∈ R3 satisfying ‖fn − f‖∞ → 0.
Then,
∫
Fn(p)fn(p, x) dp→
∫
F (p)f(p, x) dp holds uniformly in x. 
Proof of (A.5) is almost the same as the proof of (A.4).
Proof of (A.6) is the same as the proof of the limit of the integral for ΨL in Lemma
2.6.
Proofs of the other formulae are straightforward.
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