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Ein moderner Einsatz zur Realisierung von flexiblen IT Landschaften sind Service-
orientierte Architekturen (SOA). Hierzu wird ein Enterprise Service Bus (ESB)
als eine technische Auspra¨gung betrachtet. Heutzutage wird ein ESB entweder un-
abha¨ngig bei einem Rechner, oder auch bei Rechnerfarmen eingesetzt, das jedoch
nicht elastisch ist. Daher ist eine schnelle und einfache Skalierbarkeit nach oben oder
nach unten nicht mo¨glich. Aufgrund dessen erscheint der Gedanke an ein Konzept
zur Integration eines ESB in einer elastischen infrastructure-as-a-service Umgebung
als notwendig.
Eine mo¨gliche Umsetzung dieses Konzepts setzt eine Clusterbarkeit des ESB
voraus. Die Anzahl der ESB-Cluster-Mitglieder, wird in Abha¨ngigkeit zum Ressour-
cenverbrauch, elastisch hoch und runter skaliert. Damit lassen sich signifikante und
optimale Auslastungen der Ressourcen (Server...) erzielen und die Kundenanfragen
auf allen ESB-Instanzen gleich gewichtig verteilen. Durch diese Elastizita¨t kann man
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Auf einem sich stark a¨ndernden Markt, mu¨ssen Unternehmen zur Sicherung ih-
rer Existenz konkurrenzfa¨hig sein. Hierzu geho¨rt u.a. eine flexible Reaktion und
verantwortungsbewusstes Handeln in Bezug auf Kundenbedu¨rfnisse. So kommt es
i.d.R. bei besonderen Ereignissen oder auch bei einer Vergro¨ßerung des Unterneh-
mens z.B. durch eine Fusion mit mehreren Firmen, zu einem drastischen Anstieg der
Kundenanfragen. Hierbei kann es zu variablen Lastprofilen mit Lastspitzen, z.B. zu
Weihnachten oder abends, wenn alle Feierabend haben, kommen. In solchen Fa¨llen
mu¨ssen die Unternehmen die Quality-of-Service kontinuierlich beibehalten ko¨nnen
und die an die IT-Systeme gestellten Anforderungen wie Kosteneffizienz und kurze
Antwortzeiten, erfu¨llen.
Dies stellt eine enorme Herausforderung fu¨r Unternehmen dar, so dass auf die
Erweiterung der IT-Infrastruktur zuru¨ck gegriffen werden muss. In Bezug auf die
Hardware mu¨ssen beispielsweise die Anzahl der zum Einsatz kommenden Server
erho¨ht werden, die Qualita¨t der Rechner verbessert, das Netzwerk und dessen Band-
breite vervielfa¨ltigt und wenn no¨tig, in Data-Center oder in Supercomputer inves-
tiert werden. Bei der Software hingegen, mu¨ssen die IT-Systeme u¨ber besondere
Eigenschaften verfu¨gen. Besonders wesentlich erscheint die Fa¨higkeit auf mehreren
Rechnern gleichzeitig und synchron arbeiten zu ko¨nnen 1.
Um erfolgreich auf solche Szenarien einwirken zu ko¨nnen, ist das Vorhandensein
von Eigenschaften wie Lastverteilung und Clusterbarkeit erforderlich. Zudem tra¨gt
eine flexible und automatische Verteilung der Software zu Kostenersparnissen bei.
Außerdem ermo¨glichen U¨berwachungsansa¨tze wie Monitoring und Logging die Be-
obachtung des Softwareverhaltens und demzufolge die rechtzeitige Entdeckung und
1In diesem Zusammenhang sind zahlreiche Aspekte der verteilten Systeme enthalten, die im




schnelle Behebung von Sto¨rungen.
Fu¨r die Realisierung von flexiblen IT Landschaften, ist der Einsatz von Architek-
turen wie service-oriented-architecture (SOA) empfehlenswert. Als mo¨gliche techni-
sche Auspra¨gung fu¨r SOA kommt der Enterprise Service Bus (ESB) in Betracht.
Fu¨r den Einsatz vom ESB stehen verschiedene Szenarien zur Verfu¨gung. So kann
dieser unabha¨ngig bei einem Rechner eingesetzt werden, bei Rechnerfarmen oder
auch auf einem physikalischen LAN 2 geclustert werden. Beim letzten Szenarium,
laufen mehrere Instanzen vom ESB auf viele Rechnern und arbeiten zusammen, um
eine Aufgabe zu erledigen. Allerdings ermo¨glichen alle diese Einsatzszenarien nicht
eine elastische Skalierbarkeit des ESB-Clusters, in der die Anzahl an ESB-Instanzen
nach oben oder unten variiert werden.
1.2 Ziele
Ausgehend von dieser Problematik und um dem Ziel -Integration eines ESB in elas-
tischen Infrastructure as a Service Umgebung- na¨her zu kommen, werden im Rahmen
dieser Masterarbeit folgende Aspekte untersucht werden:
1. Es wird untersucht, wie ein Enterprise Service Bus in einer infrastructure-as-
a-service integriert werden kann. Hierzu sollen zuna¨chst die Anforderungen an
dieser Integration festgelegt werden. Danach mu¨ssen eine Darbietung und ein
Vergleich der mo¨glichen Szenarien erfolgen.
2. Es sind die Voraussetzungen, die eine elastische Skalierbarkeit des Enterprise
Service Bus nach oben oder nach unten ermo¨glichen, zu definieren.
3. Die Erarbeitung eines Konzepts zum automatischen Abfangen potentieller
Lastspitzen in einer infrastrucutr-as-a-service (iaas) Umgebung ist notwen-
dig.
4. Es erfolgt die Entwicklung eines SOA-ma¨ßigen Prototyps fu¨r die FCD-Kette
der DLR-Traffic-Data-Platform.
5. Es muss die Prototypische Umsetzung des Konzepts zum automatischen Ab-
fangen der Lastspitzen in einer iaas Umgebung erfolgen.
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1.3 Aufbau der Arbeit
In Kapitel 2 werden die Grundlagen na¨her ero¨rtert. Zuna¨chst werden die notwendi-
gen Begriffe von service-oriented-architecture erla¨utert und dann die grundlegenden
Konzepte eines Enterprise Service Bus geschildert. Zudem werden die bekanntes-
ten OpenSource Produkte vom ESB vorgestellt. Danach erfolgt die Darstellung der
wesentlichen Merkmale vom JBoss ESB wie Clustering und Dienstverwaltung, die
fu¨r den weiteren Verlauf dieser Arbeit relevant sind. Anschließend wird das Cloud
Computing pra¨sentiert und ausfu¨hrlicher auf die Infrastructure-as-a-Service (IaaS)
eingegangen. Zu guter Letzt wird ausgehend von den vorgestellten OpenSource ESBs
einige verwandte Arbeiten vorgestellt und analysiert.
Unter Kapitel 3 werden die vorhandenen Mo¨glichkeiten zur Realisierung eines
ESB-Clusters analysiert, verglichen, und darauf basierend ein eigenes Konzept er-
stellt, dass alle an das System gestellten Anforderungen herleitet, um ein entspre-
chendes Verfahren fu¨r die Integration eines ESB in einer elastischen iaas Umgebung
zu erstellen. Danach wird die Strategie zum automatischen Abfangen von Lastspit-
zen einer SOA-ma¨ßigen Anwendung in einer iaas erarbeitet.
Unter Kapitel 4 erfolgt die technische Umsetzung des unter Kapitel 3 entwickel-
ten Konzepts. Zuna¨chst werden die notwendigen Konfigurationen fu¨r das Deploy-
ment eines JBoss ESB-Clusters erla¨utert. Anschließend folgen die technischen De-
tails zur Integration eines ESBs in einer elastischen iaas und deren Verknu¨pfung mit
einem Cluster-ESB. Zudem wird die Implementierung von einem Lastu¨berwachung-
Framework verdeutlicht.
Im Rahmen des Kapitels 5, erfolgt zu Beginn eine kurze Vorstellung des DLRs
und des Instituts fu¨r Verkehrssystemtechnik. Anschließend werden die Traffic-Data-
Platform und das Floating-Car-Data-Prozessierungsmodul (FCD) ero¨rtert. Daraufhin
folgt die Gestaltung und Umsetzung eines auf SOA basierenden Systems des FCD-
Prozessierungsmoduls. Anschließend wird eine U¨berwachung der FCD-Kette durch-
gefu¨hrt, beobachtet sowie analysiert und gegebenenfalls bei vorhandener U¨berlast
Lastspitzen automatisch in einer iaas abgefangen.
Abschließend werden unter Kapitel 6 die erzielten Ergebnisse zusammengefasst




Im vorliegenden Kapitel werden die Grundlagen na¨her ero¨rtert. Zuna¨chst werden
die notwendigen Begriffe von service-oriented-architecture erla¨utert und dann die
grundlegenden Konzepte eines Enterprise Service Bus geschildert. Zudem werden
die verschiedenen OpenSource ESB Produkte, JBoss-, Mule- und Sun Open ESB
vorgestellt, von denen JBoss ESB als Kandidat fu¨r den weiteren Verlauf der Analyse
gewa¨hlt und genauer unter die Lupe genommen wird. Anschließend wird der Begriff
Cloud Computing eingefu¨hrt, definiert und Vor- und Nachteile ero¨rtert. Danach wird
ausfu¨hrlicher auf die Infrastructure-as-a-Service (IaaS) eingegangen. Abschließend
werden verwandte Arbeiten betrachtet.
2.1 Service Orientierte Architekturen
2.1.1 Definition und Prinzipien
Der Begriff SOA hat in den letzten Jahren sehr viel Aufmerksamkeit im Bereich des
Softwaredesigns auf sich gezogen. Eine Serviceorientierte Architektur (engl. service-
oriented-architecture) wird definiert als
“eine Anwendungsarchitektur, in der alle Funktionen als unabha¨ngige
Services mit wohldefinierten, aufrufbaren Schnittstellen vorliegen, so dass
eine Auswahl -in einer sinnvollen Reihenfolge aufgerufen- einen Gescha¨ftsprozess
abdecken”[RB07a].
Das SOA-Referenzmodell des Standardisierungsgremiums OASIS 1 definiert SOA
als
“ein Paradigma fu¨r die Organisation und Verwendung verteilter Fa¨higkeiten,
1OASIS: Organization for the Advancement of Structured Information Standards
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die unter der Kontrolle verschiedener Besitzerdoma¨nen stehen ko¨nnen”
[ELMT09].
Durch die Separation von datenorientierten Gescha¨ftsdiensten, -prozessen, -regeln
und Integrationslogik werden die Flexibilita¨t und die Wiederverwendbarkeit von
Diensten ermo¨glicht. Außerdem wird durch die asynchrone Kommunikation die lo-
se Kopplung (Entkopplung) ausgelo¨st, welches ein wesentliches Merkmal der SOA
darstellt [Fin]. Zudem bestehen weitere zahlreiche Prinzipien und Aspekte, wie Er-
weiterbarkeit, Skalierbarkeit, Verteilbarkeit, Komponierbarkeit, Wartung sowie das
Anbieten, Suchen und Nutzen von Diensten, die das SOA-Profil ausmachen.
2.1.2 Dienst und SOA-Referenzarchitektur
Ein Dienst stellt die Kernkomponente einer SOA dar. Es kapselt eine Funktion ab
und besitzt eine wohldefinierte Schnittstelle. Ein Dient wird folgendermaßen defi-
niert:
“In der Serviceorientierten Architektur (SOA) wird ein Dienst bzw. Ser-
vice als eine Software-Komponente bezeichnet, die eine wohl definierte
Funktionalita¨t u¨ber eine standardisierte Schnittstelle anderen Services
oder Anwendungen zur Verfu¨gung stellt”
[RB07a]. Die SOA stellt eine Vielzahl voneinander unabha¨ngiger, lose gekoppelter
Dienste dar. Die SOA-Referenzarchitektur baut auf drei Sa¨ulen auf und kann als
Dreieck dargestellt werden (vgl Abbildung 2.1).
Abbildung 2.1: Dreieck SOA-Referenzarchitektur
[Go´m10]
Dienste werden von Dienstanbieter (engl. service provider) in einem Dienstver-




mer) fragt stetig beim Dienstverzeichnis nach einem Service und bekommt dement-
sprechend die notwendigen Informationen (Adresse, Policy...). Daraufhin stellt der
Client eine direkte Anfrage (engl. service request) an diesem Dienst und bekommt die
entsprechende Antwort (service response) vom Anbieter. Diese Operationen werden
als Publish-Find-Bind-Execute Modell bezeichnet [Wik10a].
2.1.3 Komposition von Diensten
Eine der hervorragendsten Fa¨higkeiten von SOA stellt die Service-Komposition dar.
Dank der losen Kopplung, standardisierten und wohldefinierten Service-Schnittstellen,
ko¨nnen Dienste in beliebigen Gescha¨ftsprozessen integriert werden. Diese ko¨nnen
entweder atomare oder aber auch komplexe Dienste sein. Somit bilden sich neue
komplexe Dienste mit standardisierten Schnittstellen. Die Service-Komposition wird
ha¨ufig in EAI 2 und B2B-Integration 3 Szenarien eingesetzt. Defaultma¨ßig sind zwei
Kategorien der Service-Komposition vorhanden 4:
 Orchestrierung (engl. Orchestration): Bei dieser Kategorie wird diese Komposi-
tion durch einen Koordinator (engl. Orchestrator) gesteuert. Mehrere Services
werden in einem Gescha¨ftsprozess integriert. Die Reihenfolge der Ausfu¨hrung
wird vom Orchestrator bestimmt [RB07c].
 Choreographie (engl. Choreography): In diesem Szenarium werden die Sequenz
und die Bedingung definiert, unter denen mehrere kooperierende unabha¨ngige
Dienste Nachrichten austauschen, um eine Aufgabe auszufu¨hren und dadurch
ein Ziel zu erreichen [IMC05].
2.1.4 Technische Umsetzung
Es ko¨nnen unterschiedliche Technologien bei der Umsetzung von SOA zum Ein-
satz kommen. In Betracht kommen u.a. .Net, CORBA 5, XML-RPC, Web Services
[RB07b]. I.d.R wird SOA u¨berwiegend mit Web-Services verbunden. Da SOA in
den meisten Fa¨llen in heterogenen, verteilten Umgebungen eingesetzt wird, ist die
Nutzung einer Integrationslo¨sung von großer Bedeutung. Allgemein spricht man von
einem Software-Bus, der die Integration zwischen verteilten, nicht kompatiblen An-
wendungen anstrebt. Ein Beispiel hierfu¨r ist der Enterprise Service Bus (ESB), der
die technische Infrastruktur einer SOA auszeichnet.
2Enterprise Application Integration
3Business-to-business
4In der Realita¨t gibt es auch eine andere Kategorie: Konversation, die aber selten verwendet
wird
5CORBA ist eine Middleware zur Kommunikation zwischen Anwendungen, unabha¨ngig von
den verwendeten Programmiersprachen, Hardware sowie Software und Netzwerken.
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2.2 Enterprise Service Bus
2.2.1 Definition und Aufgaben
A¨hnlich wie bei einem Hardware-Bus, der die Integration der Hardware von ver-
schiedenen Herstellern ermo¨glicht [KBS07], strebt ein ESB nach standardisierten
Vorgehensweisen, Softwarekomponenten lose miteinander zu koppeln [BHR07]. Ein
ESB wird auch als eine Kombination von traditionellen Middleware Technologien,
XML und Webservices betrachtet [WQH+08].
In einer Vergleichstudie der AncudIT 6 wird ein ESB folgendermaßen defi-
niert:
“Unter einem Enterprise Service Bus (ESB) versteht man ein Software-
produkt zur Unterstu¨tzung der Integration verteilter Dienste in der he-
terogenen Anwendungslandschaft eines Unternehmens(...) Der ESB er-
laubt, einmal erstellte Funktionalita¨ten von Diensten fu¨r andere Aufga-
ben wieder zu verwenden. Dadurch verringert sich sukzessive der Ent-
wicklungsaufwand bei der Erstellung weiterer Dienste im Sinne einer
Serviceorientierten Architektur (SOA). Ein ESB fungiert also eine Art
Dolmetscher zwischen Diensten verschiedener Hersteller, die ggf. unter
Verwendung verschiedenster Technologien realisiert wurden. Der ESB
sorgt fu¨r die reibungsfreie Kommunikation zwischen den Diensten, idea-
lerweise sollten hierfu¨r keine A¨nderungen an den Diensten der verschie-
denen Anwendungen selbst no¨tig sein”
[Scm10]
Zu den wesentlichsten Aufgaben eines ESB geho¨ren das (intelligente) Routing
von Nachrichten unter Verwendung eines generischen Kommunikationsbusses u¨ber
alle Anwendungen- und Herstellergrenzen hinweg, die Transformation von Nachrich-
ten in unterschiedlichen Formate, sowie das Bereitstellen von verschiedenen Nach-
richtenprotokollen und Routing-Mechanismen [Scm10]. Zudem soll ein ESB auf die
Verteilung und die Skalierbarkeit ausgelegt sein, um sich einer sta¨ndig wachsenden
Anzahl von IT-Systemen und Anwendungen anpassen zu ko¨nnen [BHR07].
2.2.2 ESB Architekturen
Bei einem ESB ko¨nnen unterschiedliche Architekturen zum Einsatz kommen. Im
Allgemeinen wird zwischen den zwei folgenden Architekturen differenziert:
 Standard Architektur : Bei dieser wird die Java Business Integration(JBI) als




Referenz-Spezifikation angenommen. Zu dieser Gruppe geho¨ren u.a. Produkte
wie Sun Open ESB 7, Apache ServiceMix, Petals Service Platform.
 Proprieta¨re Architektur : Wie der Begriff Proprieta¨r schon hindeutet, besitzt
jedes ESB-Produkt seine eigene Architektur. Zu dieser Kategorie geho¨ren u.a.
JBossESB, WSO2 ESB.
2.2.2.1 Standard Architektur
Der Enterprise Service Bus folgt der Java Business Integration(JBI). JBI ist eine
Spezifikation, die unter Java Communtiy Process (JCP) fu¨r ein Konzept zur Um-
setzung einer Serviceorientierten Architektur entwickelt wurde. Das JCP JSR 208
ist Referenz fu¨r JBI 1.0 und JSR 312 fu¨r JBI 2.0 [Wik10b]. Diese Spezifikation
definiert einen Standard fu¨r eine Integrationsplattform und basiert auf einem lose
gekoppelten Integrationsmodell, das den Aufbau einer Integrationsplattform erlaubt
[Tro05].
Jeder JBI-basierter ESB besteht allgemein aus folgenden Komponenten [THW05]:
 Normalized Message Router (NMR): Dieser fungiert als Bru¨cke zwischen den
anderen JBI Komponenten, den Binding-Components (BC) und den Service-
Engines (SE). Der NMR ist zusta¨ndig fu¨r das Vermitteln (engl. Routing) der
zu bearbeitenden Nachrichten zur Zielkomponente.
 (eine oder mehrere) Binding-Components (BC): Diese dienen als Adapter, da-
mit die Inkonsistenz zwischen den Partnern (In-und Out ESB) auf Kommuni-
kationsebene beseitigt wird und streben nach einer einheitlichen Nachrichten-
Schnittstelle fu¨r den NMR.
 (ein oder mehrere) Service Engine (SE): Ein Service-Engine ist the business
logic driver eines JBI-Sytsems [THW05]. Es kann einfache Dienste wie XSLT-
Transformation bei XSLT-Service Engine anbieten oder komplexe Aufgaben
wie Service Komposition bei einem BPEL-Service Engine u¨bernehmen.
 Management Modul (MM): Fu¨r die Administration der JBI Node und deren
Komponente (BCs und SEs) werden verschiedene Typen von Management-
Beans (MBean) definiert. Das Management Modul stellt Schnittstellen zur
Installation von SEs und BCs bereit. Zudem ku¨mmert sich dieser um die Life-
Cycle-Management der Komponenten (Start/Stop). Außerdem ermo¨glicht die-
ser das Deployment von Componenten-Artifacts in vorhandenen SE und BC.
Ein Beispiel hierfu¨r ist die Installation neuer XSLT 8 Style Sheets in einer
XSLT-Service Engine [WQH+08].
7derzeit auch Glassfish ESB genannt
8Extensible Stylesheet Language Transformation
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 External JMX-based Admin Tools : Ein Remote JMX-based Client ist fu¨r die
Kommunikation mit dem Management Modul zusta¨ndig, der somit einen orts-
unabha¨ngigen Zugriff auf dem MM ermo¨glicht.
Abbildung 2.2 gibt einen zusammenfassenden U¨berblick u¨ber alle Komponenten
eines JBI Systems in einem Top-Level View.
Abbildung 2.2: Ansicht einer JBI Architektur
[THW05]
2.2.2.2 Proprieta¨re Architektur
In diesem Kontext hat jeder ESB seine eigene Architektur. Allerdings existieren
Komponente, die denen der Standard-Architektur a¨hneln. Hierbei befindet sich bei
jedem Produkt eine Messaging-Router Komponente, die dieselben Aufgaben eines
NMR erfu¨llt. Es sind sowohl Engines zur Nachrichten-Transformation als auch Ad-
apter zur Unterstu¨tzung unterschiedlicher Transportprotokolle vorhanden.
2.3 Darbietung von bekannten OpenSource ESB
Produkten
Die Auswahl an verfu¨gbaren OpenSource Enterprise Service Bus Systemen ist sehr







 Sun Open ESB
2.3.1 JBoss ESB
JBoss ESB JBoss ESB ist ein Produkt der Firma JBoss, die von Redhat im Jahre
2006 u¨bernommen wurde. Zu Beginn wurde es als Rosetta ESB von Aviva Canada
auf den Markt gebracht [Ru¨c08]. JBoss ESB unterstu¨tzt zahlreiche Transportpro-
tokolle wie HTTP, JMS, Socket... Ab dem Release 4.2 ist eine Distribution von
JBoss ESB-Instanzen u¨ber mehrere (physikalische oder virtuelle) Knoten mo¨glich
(Clustering-Aspekt von ESB). Die Architektur vom JBoss ESB wird durch die Ab-
bildung 2.3 verdeutlicht.
Abbildung 2.3: Architektur von JBoss ESB
[Ru¨c08]
2.3.2 Mule ESB
Mule ESB ist ein Produkt der Firma MuleSoft. Nach eigenen Angaben, bezeichnet
sich, als der weltweit meist eingesetzte OpenSource ESB mit mehr als 1.5 Millionen
Downloads [Mul10b]. Mule ESB wird bei vielen bekannten Firmen eingesetzt wie
z.B Siemens, HP, Credit Suisse [BHR07]. Abbildung 2.4 gibt einen U¨berblick u¨ber
Mule ESB.
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Bei stetig wachsender Anzahl an Services und damit verbundener Auslastungen
verha¨lt sich Mule ESB flexibel und stabil. Tatsa¨chlich wird dieser ESB nach dem Mo-
dell SEDA (staged event-driven Architecture) aufgebaut [BHR07]. Diese Architektur
ermo¨glicht es, eine große Anzahl an gleichzeitigen Verbindungen zu bewa¨ltigen, in-
dem der ESB in einzelnen Teilen (sog. Stages) aufgeteilt wird. Diese Stages werden
durch Message-Queues miteinander verbunden [BHR07]. Somit ist eine hohe Ent-
kopplung und effiziente Skalierbarkeit der Mule-ESB-Komponenten gewa¨hrleistet.
Mule ESB unterstu¨tzt viele Protokolle und kann in verschiedenen Szenarien ein-
Abbildung 2.4: Mule ESB: U¨berblick
[Mul10b]
gesetzt werden. Außerdem stehen zahlreiche Adapter fu¨r Standard-Softwares zur
Verfu¨gung, die jedoch mit einer kostenpflichtigen-Version verbunden sind. Allerdings
ist eine eigene Entwicklung von Adaptern anhand des Mule-IDE-Plugins machbar
[BHR07]. Abbildung 2.5 stellt u.a. die unterstu¨tzten Transportprotokolle, Frame-
works und Webservice-Standards dar.
2.3.3 Sun Open ESB (GlassFish ESB)
Open ESB ist ein Produkt der Firma Sun Microsystems (wurde von Oracle auf-
gekauft). Es implementiert die Java Business Integration (JBI) Spezifikation. JBI
ist ein Standard, um einen Enterprise Service Bus mit Hilfe von Java aufzubauen.
Das Konzept sieht einen Container vor, der u¨ber definierte Plugin-Schnittstellen
erweitert werden kann [BHR07].
Open ESB ist eng mit dem Sun GlassFish Applikation Server und die NetBe-
ans IDE gebunden. Somit ist eine ausfu¨hrliche und umfangreiche Plattform fu¨r die




Abbildung 2.5: Technische Spezifikation von Mule ESB
[Mul10b]
Nachfolgend erfolgt eine Aufza¨hlung der Komponenten, die Open ESB verwenden
kann:
1. Binding Components : U.a. werden folgende Binding Components unterstu¨tzt:
 e-Mail BC: Anbindung fu¨r das Senden und das Empfangen von E-mails
 File BC: Anbindung an das Dateisystem
 HTTP BC: JBI Anbindung fu¨r das Senden und das Empfangen von Nach-
richten u¨ber HTTP Protokolle
 Database BC: Anbindung fu¨r das Lesen (bzw. das Schreiben) von Nach-
richten aus (bzw. in) einer Datenbank anhand JDBC
 SAP BC: Anbindung fu¨r SAP
2. Service Engine: U.a. werden folgende Service Engines unterstu¨tzt:
 BPEL SE: WS-BPEL 2.0 fa¨hige Engine fu¨r Business Process Orchestra-
tion
 Scripting SE: erlaubt das Scripting und Deployment in ESB
 Notfication SE: Unterstu¨tzung von WS-Notification
 XSLT SE: XSLT Transformation Engine
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 Data Mashup: Aufbau eines Data Mashup Systems





2.4 JBoss ESB Clustering und Dienstverwaltung
2.4.1 Dienstverwaltung in JBoss ESB
In der Welt von JBoss ESB werden lediglich Nachrichten und Dienste definiert.
Tatsa¨chlich folgt JBoss ESB eine Message-driven-Pattern fu¨r die Verwaltung der In-
teraktion zwischen Kunden und Diensten [mas10]. Diese Interaktion wird als Folge
von Anfragen und Antworten durchlaufen. Jede registrierte Service wird benachrich-
tigt, wenn eine neue Nachricht fu¨r sie eintrifft.
Prinzipiell erkennt JBoss ESB zwei Kategorien von Nachrichten an:
 Externe Nachrichten: Diese sollen von Systemen, die sich außerhalb vom ESB
befinden, geschickt werden. Ein Beispiel hierfu¨r sind die Kundenanfragen.
 Interne Nachrichten (auch als ESB-Aware-Message bezeichnet): JBoss ESB
definiert seinen eigenen Nachrichtenformat fu¨r die interne Bearbeitung. Eine
ESB-Aware Nachricht besteht aus einem Header, einem context, einem Body
und aus einem Attachment. Der Body Teil beinhaltet die nu¨tzlichen Daten.
Diese werden als (<keys>-<values>) Mengen dargestellt. Abbildung 2.6 gibt
einen allgemeinen U¨berblick u¨ber den Aufbau einer ESB-Aware Nachricht.
Abbildung 2.6: U¨berblick u¨ber den Aufbau einer ESB-Aware-Message
[JBo10a]
Intern besteht ein Dienst aus einer Kette von Aktionen, die die ankommenden
Nachrichten nacheinander bearbeitet. Die Kette wird standardgema¨ß als Action-Pipeline




kann zum Beispiel eine Aktion fu¨r die Transformation des Nachrichtenformats von
CSV zu XML zusta¨ndig sein, wa¨hrend eine andere fu¨r die Aktualisierung einer Da-
tenbank, beispielsweise durch das Hinzufu¨gen neuer Daten, verantwortlich ist. Ab-
bildung 2.7 zeigt ein solches Beispiel fu¨r eine Action-Pipeline.
Abbildung 2.7: Beispiel einer Actions-Pipeline
[mas10]
Jedem Dienst steht eine Nachritenwarteschlange (engl. message-queue) zur Verfu¨gung.
Diese werden vom Messaging-System des JBoss Application Servers (JBoss AS) zur
Nutzung bereitgestellt. In diesen werden die eintreffenden Nachrichten erstmals ge-
speichert, bevor sie bearbeitet werden, um die U¨berlastung von Diensten -soweit wie
mo¨glich- zu verhindern. Sollten freie Ressourcen ausreichend zur Verfu¨gung stehen,
dann wird die Nachricht bearbeitet.
Ein Dienst kann beliebig viele Listeners definieren. Diese stehen als Inbound-
Router fu¨r den Dienst zur Verfu¨gung [JBo10a] und ku¨mmern sich um das Routen
von ankommenden Nachrichten an die Action-Pipeline. Diese Listeners werden
-einmal der Service in ESB deployed - als Endpoints in der vom JBoss ESB bereit-
gestellten Registry gespeichert.
JBoss ESB unterscheidet zwischen zwei Kategorien von Listeners [JBo10a]:
 Gateways Listeners: Diese stellen Gateway Endpoints bereit und sind zusta¨ndig
fu¨r die Normalisierung von externen Nachrichten durch deren Transformation
(engl. Wrapping) zu einer ESB-Aware Nachricht.
 ESB-Aware Listeners: Diese stellen ESB-Aware Endpoints bereit, die dem
Austausch von ESB-Aware Nachrichten zwischen den ESB-Aware Komponen-
ten dienen.
Da Dienste nur ESB-Aware-Nachrichten bearbeiten ko¨nnen, beno¨tigen diese fu¨r
die Bearbeitung von Nachrichten, die Außenseiters des JBoss ESBs ankommen,
Gateways. Abbildung 2.8 stellt einen Beispiel von Interaktion zwischen einen ESB-
Service und eienem JMS -Klient.
14
Analyse und Konzept zur Integration eines ESB in einer IaaS
©Younes Yahyaoui 2010, yahyaoui@cs.tu-berlin.de
Abbildung 2.8: Interaktion zwischen einen ESB-Dienst und einen JMS-Klient
[mas10]
2.4.2 JGroups und Clustering in JBoss AS
Anforderungen wie Ausfallsicherheit, Lastverteilung und Skalierbarkeit ko¨nnen durch
Cluserting entsprochen werden. Im Fall des JBoss Application Servers (JBoss AS), be-
steht ein Cluster aus einer Menge von untereinander vernetzten JBoss AS, die als
ein Computer angesehen werden ko¨nnen. Jeder Cluster-Instanz kennt den Zustand
von anderen Mitgliedern. Wenn ein Cluster-Mitglied ausfa¨llt, ko¨nnen andere Mit-
glieder die noch offenen Aufgaben u¨bernehmen [Mo¨l10]. Ein Cluster ist meist fu¨r
den Klient transparent, d.h. er weiß nicht ob die eingesetzte Anwendung geclustert
oder ungeclustert ist [Mo¨l10].
Zu den Nachteilen eines Clusters geho¨rt eine nicht lineare Skalierbarkeit. Hierbei
wird mit zunehmender Anzahl der Knoten auch der Verwaltungsaufwand ho¨her, was
sich negativ auf die Performance der geclusterten Anwendung auswirkt [Mo¨l10].
Prinzipiell sind drei Kategorien des Clusterings vorhanden [Mo¨l10]:
 Vertikaler Cluster : Bei diesem Typ laufen alle JBoss AS-Instanzen auf dersel-
ben Maschine, welche physischer oder virtueller Natur sein kann.





 Misch-Cluster : Dieser stellt eine Kombination der beiden oben genannten
Clustertypen.
Die Cluster-Kommunikation soll mittels JavaGroups (auch JGroups genannt) Fra-
mework erfolgen, welche eine zuverla¨ssige Multicast- (bzw. Unicast) Kommunikati-
on und Auto-Discovery anbietet [Mo¨l10]. JavaGroups ist ein Java-basiertes-Toolkit
fu¨r zuverla¨ssige Gruppenkommunikation. Dieses Toolkit ermo¨glicht das Senden und
Empfangen von Nachrichten von und zu allen Gruppenmitglieder. Zudem sichert
dieser, dass alle Knoten die gleichen Nachrichten-Sequenzen in der gleichen Reihen-
folge erhalten [Ban10a].
JGroups definiert zwei Hauptkomponenten und zwar:
 Channels : Diese a¨hneln den BSD Sockets. Beim Verbinden mit einem Channel
gibt jedes Mitglied den Namen der Gruppe an, an die er sich anschließen will,
um Nachrichten senden und empfangen zu ko¨nnen. Zudem wird diese u¨ber den
Status aller Clustermitglieder benachrichtigt, das bedeutet, diese hat einen
U¨berblick daru¨ber wer gerade an der Gruppe angeschlossen ist und wer nicht
[Ban10a].
 Protocol Stack : Dieser besteht aus mehreren Schichten, von denen jede ein
Protokoll abbildet, welches nicht zwangsla¨ufig auch ein Netzwerktransport-
protokoll sein muss [Mo¨l10]. Wenn eine Nachricht versendet wird, wandert
diese beim Sender den Protocol-Stack runter und beim Empfa¨nger den Stack
wieder rauf [Mo¨l10].
Abbildung 2.9 zeigt die Architektur der JGroups.
2.5 Cloud Computing und IaaS
2.5.1 Cloud Computing: Definition, Eigenschaften und Ein-
satzszenarien
Werden zehn unterschiedliche IT-Experten nach der Definition von Cloud Compu-
ting gefragt, bekommt man zehn unterschiedliche Antworten. Das liegt daran, dass
Cloud Computing in unterschiedlichen Einsatzszenarien verwendet werden kann.
Fu¨r den Begriff Cloud Computing gibt es derzeit noch keine eindeutige Definition,
sondern viele zahlreiche Erkla¨rungsmodelle. Einige vertreten die Ansicht, dass Cloud
Computing keine neue Erfindung der IT-Welt ist, sonder viel eher ein Sammelbe-
griff fu¨r verschiedene Dienstleistungen, die u¨ber das Internet beansprucht werden
ko¨nnen [htt10]. Andere wiederum betrachten, dass Cloud Computing als eine Wei-
terentwicklung bekannter Computing-Modelle: (Grid Computing - Utility Compu-
ting - Application Serv. Providing (ASP) - Cloud Computing) [Emb09]. Das NIST
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Abbildung 2.9: JGroups-Architektur
[BGPS]
9-Information Technology Laboratory stellt die folgende allgemeine standardisierte
Definition 10 von Cloud Computing bereit:
“Cloud Computing is a pay-per-use model for enabling available, conve-
nient, on-demand network access to a shared pool of configurable com-
puting ressources (e.g.,networks, servers, storage, applications,services)
that can be rapidly provisioned and released with minimal management
effort or service provider interaction.” [S.L09].
Diese Definition entha¨lt die fu¨nf folgenden Schlu¨sseleigenschaften [S.L09]:
1. Auf Wunsch Bedienung (engl. On-demand self-service): Diese Eigenschaft ent-
spricht der Fa¨higkeit der Nutzung von Rechnerressourcen ohne menschliche
Interaktion mit dem Serviceprovider.
2. Allgegenwa¨rtiger Netwerkzugang (engl. Ubiquitous network access) : Diese
9NIST: The National Institute of Standards and Technology
10Eine andere Definition laut IBM ist: Cloud Computing ist eine Form der IT-Nutzung, bei der
Endbenutzer Applikationen, Daten und IT-Infrastrukturkomponenten in Form von Services u¨ber
ein Web nutzen und eine große Anzahl virtualisierter IT-Ressourcen so steuern ko¨nnen, dass sie




Komponente ermo¨glicht Es ist mit Hilfe von standardisierten Mechanismen
mo¨glich von u¨berall auf Ressourcen zuzugreifen. Der Zugriff auf Ressourcen
ist von u¨berall anhand standardisierte Mechanismen mo¨glich.
3. Aufenthaltsunabha¨ngige Nutzung der Ressourcen (engl. Location-independant
ressource pooling): Der Aufenthaltsort der Cloudressourcen ist fu¨r den Konsu-
menten transparent.
4. Schnelle Elastizita¨t (engl. rapid elasticity): Diese Eigenschaft ermo¨glicht die
schnelle Bereitstellung der Ressourcen sowie die elastische Skalierung nach
oben (engl. scale up) oder nach unten (engl. scale down).
5. Die verbrauchorientierte Bezahlung (engl. Pay-per-use): Vorliegend wird die
Benutzung von Ressourcen mit Hilfe von metered Services durchgefu¨hrt.
Cloud Computing wird ha¨ufig u.a. in Szenarien eingesetzt, die eine schnelle Re-
aktion auf mo¨glichen A¨nderungen an den Gescha¨ftsprozess, beno¨tigen. Hierzu bildet
die IT-Infrastruktur meistens, im Fall von z.B. einer Vergro¨ßerung des Unternehmens
durch eine Fusion, eine Singel-Point-Of-Latency 11. Wa¨hrend die Wartung und die
Erweiterung der IT-Infrastruktur und der Enterprise-Infrastruktur immer schwer
und manchmal unmo¨glich sind, a¨ndern sich die Gescha¨ftsprozesse kontinuierlich,
weil sie von den Upturns and dowturns der Wirtschaft beeinflusst werden [S.L09].
In diesem Fall bietet Cloud Computing eine hervorragende Lo¨sung durch den Ein-
satz von On-Demand Ressourcen auf allen mo¨glichen Ebenen (IT-Infrastruktur,
Software, Prozesse...) an.
2.5.2 Cloud Computing: Vor- und Nachteile
Zu den Vorteilen von Cloud Computing za¨hlen das Reduzieren von Kosten, da lo-
kal der Einsatz von Hardware und Software geringer ausfa¨llt. Andere Firmen, die
ha¨ufig Cloud Providers genannt werden, sorgen fu¨r die Bereitstellung von Rechen-
zentren, Storage Devices , Netzwerk Ressourcen und kaufen Lizenzen fu¨r die notwen-
digen Softwares ... Pflichtgebundene Vertra¨ge sind nicht mehr notwendig um Dienst-
leistungen von Rechenzentren in Anspruch nehmen zu ko¨nnen. Stattdessen werden
neue Abrechnungsmodelle, wie Bezahlung nach Nutzung von Services (Pay-as-you-
go) eingefu¨hrt: bezahlt wird nur was tatsa¨chlich beansprucht wird. IT-Abteilungen
ko¨nnen sich hierdurch eher auf ihre strategischen Projekte fokussieren, anstatt deren
Rechenzentren laufen zu lassen um eingebundene Probleme zu beseitigen [TJE09].
Zudem werden durch Cloud Computing neue Arbeitsformen wie Heimarbeit und
Telearbeit ermo¨glicht [htt10].
11Singel-Point-of-Latency: die Unfa¨higkeit einer IT-Infrastruktur auf einer schnelle Reaktion
auf die A¨nderungen des Businessprozess, wobei alle anderen Abteilungen z.B sales executives,
HumanRessourcen ... auf solche A¨nderungen flexible sind. Siehe [S.L09]
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Nichtsdestotrotz erschweren viele Nachteile die Akzeptanz von Cloud Computing.
Hierzu geho¨ren die Sicherheitsprobleme, die durch das Befinden von unternehmens-
kritischen Daten außerhalb der eigenen Verfu¨gungsmacht entstehen. Außerdem stellt
der Zugriff auf Cloud Computing Ressourcen einen Singel-Point-of-Failure Probleme
im Fall eines Abbruchs von der Internet Verbindung dar, da dieser Zugriff nur u¨ber
das Web mo¨glich ist. Daru¨ber hinaus ko¨nnen Unternehmensdaten in Gefahr geraten,
wenn die Leistungen des Cloud-Computing Dienstanbietres gestoppt 12 werden, wie
es beispielsweise bei einer Insolvenz der Fall ist [htt10].
2.5.3 Cloud Computing BigPlayers
Zahlreiche Firmen bieten Heutzutage sowohl Cloud-Dienste als auch Cloud-Ressourcen.
Allerdings gelingt der Durchbruch als Titan nur wenigen Firmen bzw. als First Mo-
vers in the Cloud. Zu denen mit den gro¨ßten Marktanteilen geho¨ren Amazon, Google
und Microsoft. Nachfolgend werden die sogenannten drei Big Players und deren Pro-
dukte kurz beschrieben:
1. Amazon ist eine der ersten Firmen, die Cloud Dienste fu¨r o¨ffentliche Nutzun-
gen bereitgestellt hat, zu denen u.a. folgende Produkte za¨hlen [TJE09]:
 Elastic Compute Cloud (EC2), welches virtuelle Maschinen fu¨r die Be-
nutzer anbietet.
 Simple Storage Service (S3), welches das Speichern von Daten bis
5GB im Amazon’s virtual Storage service ermo¨glicht.
 Simple Queue Service (SQS), das eine zuverla¨ssige, hochskalierbare,
gehostete Warteschlange zum Speichern von Mitteilungen bietet, wa¨hrend
diese zwischen den Computern weitergeleitet werden [Web10].
Figure 2.10 stellt alle Produkte von Amazon Webservices dar.
2. Google: ermo¨glicht mit seinem Produkt Google’s App Engine dem Entwickler
die Erstellung und das Deplyoment ihrer Webanwendungen in der gleichen
Infrastruktur, in denen Google ihre eigene Anwendungen deploy und somit die
Integration mit anderen Google Services vereinfacht [TJE09].
3. Microsoft : bietet eine Cloud Computing Lo¨sung in Form der Azure Services
Plattform 13. Diese Plattform besteht aus mehreren Diensten, die zahlreiche
Leistungen anbieten, wie das User Identity Management, die Synchronisation
von Daten und das Workflow-Management.





Abbildung 2.10: Amazon Webserivces Produkte
[Web10]
2.5.4 Infrastructure-as-a-Service(IaaS)
Infrastructure-as-a-Service wird auch als Datacenter-as-a-service bezeichnet. Bei
dieser Cloud-Kategorie stehen alle Rechenressourcen remotely zur Verfu¨gung [S.L09].
Diese Kapazita¨ten werden mit Hilfe von metered Services angeboten. Diese Re-
chenressourcen sind virtuelle Ressourcen und werden in Form von Rechenleistungen,
Speicherkapazita¨ten und Netzwerkressourcen zur Nutzung bereitgestellt [Hol10].
Infrastructure-as-a-service basiert auf Virtualisierungstechnologien. Dank Lo¨sungen
wie XEN 14 und VMware 15 ist es mo¨glich, eine große Anzahl an virtuellen Maschi-
nen auch bei einer beschra¨nkten Menge an physikalischen Servern zu betreiben.
Hierzu bilden diese virtuellen Maschinen eine Abstraktionsebene auf die darunter
liegenden Server. Diese virtuellen Instanzen stehen mit zugesicherten Mengen an
Arbeitsspeicher dem Kunden zur Verfu¨gung [Hol10]. Typischerweise werden unter-
schiedliche Kategorien von virtuellen Maschinen bezu¨glich der Performanz (z.B CPU
und Speicherkapazita¨t) bereitgestellt.
Im Vergleich zu anderen Cloud Computing Kategorien wie storage-as-a-service
oder database-as-a-service, in denen nur beschra¨nkte Ressourcen zuga¨nglich sind,
ermo¨glicht IaaS einen vollsta¨ndigen Zugriff auf die geliehenen Maschinen. Zudem
steht jedem Benutzer ein Root-Recht auf alle Kapazita¨ten zu. Infrastructure-as-
a-service bietet zahlreiche anderen Kategorien des Cloud Computings an. Hierzu
geho¨ren u.a. Database-, storage-, goverance-, und security-as-a-service [S.L09].
Dank IaaS wird die Nutzung teurer, hochperformanter Rechner zu angemesse-
nen Preisen ermo¨glicht. Zudem u¨bernehmen andere Firmen die Bereitstellung und
die Wartung von Rechenzentren [S.L09]. Im Weiteren wird anhand IaaS eine besse-
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Maschine zugeteilt, ohne ihm gleichzeitig einen physikalischen Server zuzuordnen
[Hol10]. Allerdings bietet IaaS im Vergleich zu storage-, database-as-a-service weni-
ger Granularita¨t fu¨r die On-Demand Erweiterbarkeit. Hierbei wird ha¨ufig von den
IaaS-Providern verlangt, dass der Benutzer eine gesamte virtuelle Maschine fu¨r eine
vordefinierte Zeitperiode in Anspruch nimmt [S.L09].
Die Titanen in diesem Bereich, sind neben Amazon mit den Amazon WebSer-
vices, GoGrid, Rackspace und FlexiScale [Hol10].
2.6 Verwandte Arbeiten
2.6.1 Unterstu¨tzung von ESB-Clustering
Hierbei wird die Skalierbarkeit eines ESBs analysiert. Darunter versteht man die
Fa¨higkeit eines ESBs in einer Cluster-Topologie eingesetzt zu werden.
 JBoss ESB: Ein Clustering Deployment von JBossESB ist ab der Version 4.2
mo¨glich. Dieses basiert auf das Clustering vom eingesetzten Messaging Sys-
tem, wie beispielsweise JBoss Messaging. Zudem bietet JBoss ESB auch eine
web-basierte Console fu¨r das Monitoren des Clusters. Im Weiteren ist ein orts-
unabha¨ngiger (engl. remote) Zugriff aus der Ferne auf die Console mo¨glich,
welcher dank der Unterstu¨tzung vom JAAS 16 gesichert ist. Abbildung 2.11
stellt eine mo¨gliche Architektur fu¨r ein JBoss ESB-Cluster dar.
Abbildung 2.11: Mo¨gliche Architektur fu¨r einen JBoss-ESB-Cluster
[Fin09]
 Mule ESB: Die Inanspruchnahme eines Cluster-basierten Deployments vom
Mule ESB ist lediglich durch den Erwerb der Lizenzen mo¨glich [Mul10a]. Fu¨r




die Community Version (kostenlose Version) scheint keine Unterstu¨tzung die-
ser Features vorhanden zu sein. Allerdings kann das Clustering durch den
Einsatz von zusa¨tzlichen Lo¨sungen wie JMS Clustering oder Terracotta 17
ermo¨glicht werden [Mas08]. Abbildung 2.12 und 2.13 stellen die beiden Mo¨glichkeiten
bereit.
Abbildung 2.12: HTTP + Clustered JMS Queues
[Mas08]
Abbildung 2.13: HTTP + Terracotta
[Mas08]
 Sun Open ESB: Dieses Produkt ko¨nnte in einer Cluster Umgebung installiert
werden. Umfangreiche und hochqualifizierte Dokumente werden zur Verfu¨gung
gestellt [mic09], sodass der Clusteraufbau einfach und problemlos durchgefu¨hrt
werden kann. Außerdem verfu¨gt Sun Open ESB u¨ber eine web-managed-console,
welche die Konfiguration und das Monitoren des Clusteres u¨bernimmt.
17Terracotta ist ein opensource JVM Clustering Technologie, welche die Replikation von Zu-
standen auf mehrere JVMs ermo¨glichen kann. Vgl. http://www.terracotta.org/
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2.6.2 Unterstu¨tzung von Cloud Computing
Die Integration eines ESBs in einer Cloud-Computing-Umgebung variiert stark zwi-
schen den vorgestellten ESB Produkten. Hierbei wird analysiert ob Konzepte, Werk-
zeuge oder sogar virtuelle Maschinen fu¨r das jeweilige ESB-Produkt vorhanden
sind.
 JBoss ESB: Eine Integration vom JBoss ESB in der Cloud liegt nicht vor. Aller-
dings bietet die Firma Redhat/JBoss viele Werkzeuge (bzw. OpenSource Pro-
dukte), die solche eine Integration vereinfachen. Zu diesen Produkten geho¨rt
BoxGrinder, welches ein Tool fu¨r das Erzeugen von unterschiedlichen Arten
von virtuellen Maschinen (z.B. AMI und VMware) darstellt. Zudem verwirk-
licht der Projekt CirrAS ein automatisches Deployement vom clustered JBoss
Application Server im Cloud.
 Mule ESB: MuleSource hat bereits ein Konzept zur Integration von Mule ESB
im Cloud abgewickelt und sogar ein Produkt im Rahmen von Integration-as-
a-service entwickelt. Dieses Produkt ist das MuleOnDemand, welches von der
Firma OpSource 18 verwaltet wird. Laut eigenen Angaben 19, bietet MuleSource
aufgrund der geringen Nachfrage zurzeit keine Integration vom Mule ESB in
Amazon-Cloud.
 Sun Open ESB: Eine Integration vom Sun Open ESB in der Cloud besteht. Seit
August 2009 wird eine Amazon Maschine Image (AMI) mit GlassFish ESB 20
angeboten. Diese Maschine soll auf OpenSolaris 32-bit laufen [ESB09].
Wie bereits gezeigt wurde, unterscheiden sich die Firmen stark bezu¨glich der
Integration ihrer Produkte im Cloud Computing. Zudem bietet keiner von denen
eine elastische Clusterbarkeit vom ESB an, weshalb im Rahmen dieser Masterarbeit
ein neuer Beitrag hierzu erarbeitet und dargelegt werden soll.
18http://www.opsource.net/
19Dies war im Rahmen einer Erkundigungsemail zwischen mich und die MuleSource




Die Realisierung des im Abschnitt 1.2 verku¨ndigten Zieles wird im Rahmen eines
Clustering erfolgen. Hierbei werden mehrere Instanzen vom JBoss ESB auf physikali-
schen und virtuellen Maschinen deployed. Das Clustering wird fu¨r externe Systemen
(z.B Klienten) transparent sein, so dass der Cluster von draußen als ein einziger ein-
heitlicher ESB wahrgenommen wird. Die Gro¨ße des ESB-Clusters soll elastisch sein.
Demzufolge wird die Anzahl der beteiligten Rechnern nach oben oder nach unten
skalieren.
Unter Kapitel 3 werden zuna¨chst die vorhandenen Mo¨glichkeiten zum Aufbau
eines ESB-Clusters (auch Distributed Enterprise Service Bus (DESB) oder Distribu-
ted Service Bus (DSB) genannt) erwa¨hnt . Hierbei wird na¨her auf das Central-based
Management DSB und dem Peer-To-Peer basierten DSB, analysiert und verglichen.
Anschließend wird auf Basis der Ergebnisse ein eigenes Konzept erstellt, dass alle an
das System gestellte Anforderungen beru¨cksichtigt, um ein entsprechendes Verfah-
ren fu¨r die Integration eines ESB in einer elastischen Iaas Umgebung anzufertigen.
Abschließend wird die Strategie zum automatischen Abfangen von Lastspitzen einer
SOA-ma¨ßigen Anwendung in einer IaaS entworfen.
3.1 Distributed Service Bus (DSB)
Die Literatur 1 gibt zwei Vorgehensweisen fu¨r den Aufbau eines Distributed Enter-
prise Service Bus(DESB) an: den Central-based-Management DESB und den Peer-
to-Peer-based DESB. Im Weiteren Verlauf werden die beiden Konzepte vorgestellt,
ero¨rtert und kritisiert. Zudem werden einige Anmerkungen gemacht als auch Ver-
besserungsvorschla¨ge angeboten.
1Vgl. [WQH+08] und [FIF+10]
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3.1.1 Central-based-Management Distributed Service Bus
3.1.1.1 Allgemeine Architektur
Bei einer allgemeinen Architektur eines Central-based-Management DSBs, ist zwi-
schen zwei Kategorien an Komponenten zu unterscheiden [WQH+08], und zwar zwi-
schen den mehreren ESB-Knoten, die unabha¨ngig voneinander auf eigene Hosten
laufen und dem Control Center Node(CCN). Abbildung 3.1 stellt eine allgemeine
Architektur eines Central-based-Management DSBs vor.
Dieser Central-based DSB gleicht dem Master-Slave Modell, in dem die ESB-
Knoten die Slaves Komponenten und der CCN der Master Komponente entspricht.
In diesem Modell spielt der CCN die Rolle des Koordinators zwischen den ESB-
Knoten. Zudem u¨bernimmt der CCN die Steuerung der Interkommunikation zwi-
schen den ESB-Knoten [WQH+08], welche anhand eines JMS-Queue-Systems statt-
findet. Das Monitoring und die U¨berwachung des Queue-System-Zustands lassen
einen konsistenten Schnappschuss des DSBs abbilden [WQH+08].
Der CCN soll folgende Aufgaben u¨bernehmen [WQH+08]:
 Server Management: Diese Funktion u¨bernimmt das Konfigurieren der CCN-
Host und fu¨hrt die Initial Konfiguration vom DSB aus.
 Business-Process-Management: Diese Funktion ist besonders bei Ausfall eines
ESB-Knoten, auf dem gerade ein Gescha¨ftsprozess la¨uft, von Bedeutung. In
diesem Fall wird dieser Prozess auf einem anderen Knoten (Backup Node)
u¨bertragen und umgesetzt.
 Logging und Protokollierung: Dies bezieht sich insbesondere auf das Logging
und Protokollieren von Ereignissen
 JMX Management: Dadurch erfolgt die Konfiguration des gesamten DSBs.
 Service Management: Dies kann u.a. z.B. durch die Registrierung neuer Ser-
vices erfolgen.
 Management des JMS-Queue-Systems: Darunter versteht man das Monitoring
der Warteschlangen (engl.Queues).
Abbildung 3.2 stellt eine mo¨gliche Architektur eines Control Service Nodes bereit.
Die des CNN genannten Funktionalita¨ten werden als Module in seiner Architektur
dargestellt. Zudem wird dieser durch ein Laod-Balancer erweitert [WQH+08] der den
DSB vor mo¨glichen Probleme bei Lastszenarien schu¨tzen soll. Hierfu¨r werden die ein-
treffenden Anfragen auf den vorhandenen ESB Knoten verteilt. Zur Vero¨ffentlichung
neuer Dienste wird den Service Providern eine Service-Publishing-Platform(SPP) zur
Verfu¨gung gestellt. Eine mo¨gliche Umsetzung der SPP ko¨nnte durch UDDI 2 erfol-




Abbildung 3.1: Allgemeine Architektur eines Central-based-Management DSBs
Abbildung 3.2: Architektur eines Control-Center-Nodes
[WQH+08]
gen [WQH+08]. Der CCN, der JMS-Queue System und der Laod-Balancer sollen zur
Transparenz gegenu¨ber den Kunden und den Dienst-providern beitragen [WQH+08],
was eine Realisierung einer SOA Merkmale darstellt.
Abbildung 3.3 fasst die gesamte Architektur zusammen.
3.1.1.2 Interne Workflow
Wie unter 3.1.1.1 erwa¨hnt wird, findet die Kommunikation zwischen den ESB-
Knoten und dem CCN durch einen JMS-Queue-System statt. Wird ein neuer Service
bei der SPP registriert, teilt dieser dem CCN dies mit. Der CCN sorgt dann fu¨r das
Deployment der neuen Service in allen ESB-Knoten [WQH+08]. Hierdurch wird ein
konsistenter U¨berblick auf alle Services gewa¨hrleistet.
Der Load-Balancer stellt sich als ein Front-End fu¨r die eintreffenden Kundenan-
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Abbildung 3.3: Erweiterte Architektur des DSBs
[WQH+08]
fragen dar, die dann zu dem na¨chsten zur Verfu¨gung stehenden ESB-Knoten weiter-
geleitet werden. Dieser wiederum ruft sogleich den entsprechenden Dienst auf. Dieser
Load-Balancer setzt ein DNS-basiertes Verfahren fu¨r die Auswahl des ESB-Knotens
ein [WQH+08].
3.1.2 Peer-To-Peer basierter DSB
3.1.2.1 Vorstellung
Bei einem Peer-to-Peer basierten DSB wird auf ein Management-Knoten verzich-
tet. Die Kommunikation und Synchronisation zwischen den unterschiedlichen ESB-
Knoten sollen nach P2P-Prinzipien erfolgen. Wenn ein neuer ESB-Knoten gestartet
wird, schließt dieser sich automatisch am DSB an. Diese Art von ESB-Fo¨deration
setzt zwei Bedingungen voraus und zwar [FIF+10]:
1. Definition einer Technical-Registry : Diese ist zusta¨ndig fu¨r das Speichern nicht
funktionaler Artefakte (engl. non functional artifacts), die alle notwendigen
Metadaten fu¨r das Routing von Nachrichten bei den Zieldiensten bereitstellen.




Endpoint-References (EPRs) von Diensten in Betracht.
2. Erweiterung vom Message-Transporter : Der Message-Borker, der jedem ESB-
Knoten zugeordnet wird, soll erweitert werden, so dass alle DSB-Mitglieder
eine einheitliche und konsistente Einsicht in das Nachrichten-Routing haben.
Die Technical-Registry kann entweder auf alle ESB-Knoten vervielfa¨ltigt (engl. rep-
licated), oder aber verteilt (engl. distributed) werden. Dies erfolgt durch die Verwen-
dung eines distributed-Hash-Tables [FIF+10]. Im Falle einer Verzeichnisreplikation,
werden alle Registries beim Hinzufu¨gen neuer Eingaben benachrichtigt, u.a. z.B
durch Broadcasting- Algorithmen. Somit wird ein konsistenter Schnappschuss vom
DSB bewahrt.
3.1.2.2 Umsetzungsmo¨glichkeiten
Da kein zentraler Management-Knoten existiert, wird ein beliebiger ESB-Knoten aus
allen Mitgliedern ausgewa¨hlt und als virtueller Manager bezeichnet 3. Dieser bietet
sich als Front-End (bzw. Load-Balancer) fu¨r die eintreffenden Kundenanfragen, und
leitet diese weiter zum ESB-Knoten, der den gezielten Dienst mit der wenigsten Last
hostet.
Jeder ESB-Knoten definiert lokal einen Lastmessungsmodul, das den Lastzustand
aller gehosteten Services misst und die Ergebnisse periodisch zum ESB-Manager
sendet.
Fu¨r die Auswahl des ESB-Managers, bietet sich als Lo¨sung der Einsatz von
verteilten- Algorithmen an. Der Auswahlalgorithmus wu¨rde die Auswahl eines vir-
tuellen Manager erleichtern. Allerdings stellt diese Vorgehensweise ein potentiel-
les Singel-Point-Of-Failure Problem, wenn der ESB-Manager ausfa¨llt. Als Lo¨sung
Hierfu¨r, bietet sich die Mo¨glichkeit, den ESB-Manager periodisch Heart-Beats an al-
len anderen ESB-Knoten zu senden. Beim Timeout 4 wird der Auswahlalgorithmus
nochmals ausgefu¨hrt und ein neuer ESB-Manager ausgesucht.
Da der ESB-Manager ausgelastet werden kann, soll der Auswahlalgorithmus
auf dem Lastzustand der ESB-Mitglideren fu¨r die Auswahl des Managers basieren.
So wu¨rde die Wahrscheinlichkeit einer U¨berlastung gering gehalten, jedoch nicht
vollsta¨ndig ausgeschlossen.
Abbildung 3.4 zeigt den Aufbau einer allgemeinen Architektur.
3Diese sind eigene Gedanken fu¨r das Verwirklichen eines P2P-basierten DSBs
4Timeout wird erkannt wenn innerhalb einer vordefinierten Periode keine Heartbeats eintreffen
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Abbildung 3.4: Allgemeine Architektur eines P2P-basierten DSBs
3.1.3 Auswertung und Vergleich
Zur Bewertung der beiden in 3.1.1 und 3.1.2 vorgestellten DSB-Architekturen, sind
golgende Kritiken zusammenfassend zu benennen:
 Central-based Management DSB : Der Central-Center-Node stellt einen Singel-
Point-Of-Failure dar. Hierbei wird im Falle eines Absturzes des CCNs der
gesamte DSB lahmgelegt. Daher wird auf dieses Modell nicht zuru¨ck gegriffen.
 Peer-to-Peer basierter DSB : Aufgrund des hohen Komplexita¨tsgrades fu¨r den
Einsatz des Auswahlalgorithmus, wird auch aus diesem Konzept kein Gebrauch
gemacht.
Fu¨r die Realisierung dieser Arbeit, wird eine Kombination der beiden Konzep-
te angewendet. Dieses eigene erstellte Konzept wird im folgenden Abschnitt ein-
gefu¨hrt.
3.1.4 Eigenes Konzept
Es soll ein Kompromiss zwischen den oben eingefu¨hrten Verfahren gefunden werden,
auf dessen Basis neues Konzept erarbeitet wird. Dieses Konzept soll dem Clustering
des JBoss ESBs entsprechen. Bei der Umsetzung sind zwei Schichten zu definie-
ren:
 Controlling Schicht: Hierbei werden ausschließlich die neuen angeschlossenen
Mitglieder und den Zustand des ESB-Clusteres beru¨cksichtigt. Ein Control-
Modul soll die vorhandenen Mitglieder u¨ber den Status des Clusters informie-
ren, also u¨ber den Zugang und Abgang neuer Instanzen zum und vom Cluster.




sprechenden Klient, welcher auf Neuzuga¨nge achtet. Diese Controlling-Schicht
entspricht dem Verfahren des Central-based Managements, jedoch mit be-
schra¨nkten Funktionen. Es ist davon auszugehen, dass sich das Control-Modul
in die Interkommunikation zwischen den ESB-Knoten nicht einmischen wird.
 Interkommunikation Schicht: Die Kommunikation zwischen den ESB-Cluster-
Mitgliedern erfolgt nach dem Peer-to-Peer Verfahren. Hierzu verfu¨gt jeder
ESB-Knoten u¨ber eine konsistente Ansicht des Clusters und u¨bernimmt dement-
sprechend selber die Kommunikation mit anderen Knoten. Es wird kein Aus-
wahlalgorithmus eingesetzt, da die Controlling-Schicht die Aufgaben des virtuellen-
Managers u¨bernimmt.
Abbildung 3.5 stellt das kombinierte Modell vor.
Abbildung 3.5: Eigenes Konzept
3.2 Integration eines ESBs in einer elastischen
Umgebung (IaaS)
3.2.1 Anforderungen
Die Anforderungen definieren die Rahmenbedingungen des umsetzbaren Konzepts
zur Integration eines ESBs in einer IaaS. Diese werden an Amazon AWS als Cloud-
Produk und JBoss ESB als ESB-Produkt unterzogen.
3.2.1.1 Anforderungen an das Cloud Computing
Prima¨r werden diese Anforderungen unter dem Aspekt von Cloud Computing (bzw.
IaaS) betrachtet. Grundsa¨tzlich lassen sich diese Anforderungen nach folgendem
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Schema aufteilen:
1. maximale Elastizita¨t: Alle eingesetzten Ressourcen sollen mo¨glichst elas-
tisch sein. Es wird z.B. ein Datenbank-Server fu¨r das JBoss ESB-Clustering
beno¨tigt, dann wird der Dienst von Amazon-RDS 5 in Anspruch genom-
men. Folglich wird die Flexibilita¨t erho¨ht und des On-Demand Verfahrens
ermo¨glicht.
2. Kostenfaktor: Das Management elastischer Ressourcen, muss die Kosten be-
achten. Es erfolgt lediglich der Einsatz elastischer Ressourcen, die unabdingbar
fu¨r eine optimale Realisierung der Arbeit sind. Es soll beispielsweise analysiert
werden, welche Art von Amazon EC2 Maschinen fu¨r die jeweilige Aufgabe ge-
eignet ist: Small, Large oder Extra-Large. Zudem soll, wenn nicht relevant, auf
statische IP-Adressen (Amazon Elastic IP) verzichtet werden.
Diese Anforderungen erscheinen in Widerspruch zueinander zu stehen. Daher soll
ein Kompromiss zwischen diesen eingegangen werden.
3.2.1.2 ESB Anforderungen
Da die Services auf verteilten Systemen und Rechnern deployed werden, soll der ESB,
mo¨glichst, eine volle Clusterbarkeit erzielen. Alle ESB-Knoten werden miteinander
durch einen Message-Queue-System verbunden.
3.2.1.3 Funktionale Anforderungen
1. Hohe Verfu¨gbarkeit und Fail-Over: Die Services sollen immer erreichbar
sein, weshalb Mechanismen, wie Service Replikation eingesetzt werden mu¨ssen.
Sollte eine Serviceinstanz versagen, dann erledigt ein anderer Dienst die Auf-
gaben. Außerdem sollen die Kundenanfragen im Falle einer U¨berlast optimal
auf allen verfu¨gbaren Serviceinstanzen verteilt werden. Daher mu¨ssen Mecha-
nismen wie Load-Profiling and Load-Balancing eingesetzt werden.
2. Machbarkeit und Akzeptanz: Der Konzeptkandidat muss einfach bis mit-
teleinfach umsetzbar sein. Soll die Umsetzung unrealistisch sein, so erschwert
dies die Akzeptanz des Konzepts.






Aufgrund des Einsatzes vom JBoss ESB in einer verteilten Umgebung und der Viel-
zahl an EPRs 6 einer Service 7, sind die beiden Komponenten Load-Balancer und das
Message-Queue-System im Konzeptsaufbau von großer Bedeutung. Erstere strebt
nach einer optimalen Verteilung der Klientanfragen, die zweite u¨bernimmt die Rolle
eines Brokers zwischen den unterschiedlichen ESB-Knoten.
1. Load Balancer:Folgende Szenarien sind zu beachten:
 Der ServiceInvoker vom JBoss ESB u¨bernimmt die Rolle des Load-Balancers
zwischen den unterschiedlichen EPRs eines Services. Das ist das typi-
sche Einsatzszenarium bei JBoss ESB. Drei Policies stehen derzeit zu
Verfu¨gung: First-Available, Round-Robin und Random-Robin [JBo10b].
In der Praxis wird typischerweise die Roud-Robin Policy eingesetzt. Aller-
dings sind eigene Definition und Implementierungen der Policy mo¨glich.
 Bei dem Einsatz von Amazon Elastic Load Balancing ist es fraglich,
ob diese Lo¨sung auch physikalische ESB-Knoten mit beru¨cksichtigt oder
nicht.
 Es ist die Entwicklung eines eigenen Laod-Balancers, wie z.B den Mem-
brane Load-Balancer 8, in Betracht zu ziehen.
2. Message-Queue-System: Hierbei werden zwei Vorgehensweisen betrachtet:
 Der Einsatz eines vorinstallierten clustered Message-Queue-System wie
JBoss Messaging ist zu betrachten.
 Auch der Einsatz von einem elastischen Message-Queue-System wie Ama-
zon SQS 9 ist zu beru¨cksichtigen. Dadurch wird das JBoss ESB-Clustering
On-Demand realisiert. Abbildung 3.6 zeigt ein Muster dieser Vorgehens-
weise.
Bei einer Kombination der vorgestellten Szenarien kommen sechs Alternativkonzepte
in Betracht. Tabelle 3.1 fasst alle mo¨glichen Konzepte und deren entsprechenden
Elasticity-Level (EL) zusammen.
Abbildung 3.7 stellt den Elastizita¨tsgrad jedes Konzepts dar.
6End-Point-References
7definierte Anforderung: hohe Verfu¨gbarkeit
8Vgl. http://www.membrane-soa.org/soap-loadbalancing.htm
9Amazon Simple Queue Service
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Abbildung 3.6: Elastisches Messaging-Queue-System
LoadBalancer/Messaging-System Clustered JBoss Messaging Elastische Messaging
ServiceInvoker 1:EL:(0) 2:EL:(+)
Eigener Load-Balancer 3 :EL:(0) 4: EL:(+)
Amazon Elastic Load Balancing: 5 :EL:(+) 6:EL:(++)
Tabelle 3.1: Systemaufbau Mo¨glichkeiten
Abbildung 3.7: Elastizita¨tsgrad der Konzepte
3.2.2.2 Bewertung
 Kandidaten 2, 4, 5 und 6: Trotz der hohen erzielten Elastizita¨t, fa¨llt die
Akzeptanz, aufgrund der hohen Kosten bei Einsatz von Elastic Load Balancing
und Amazon SQS, gering aus.
 Kandidat 3: Aufgrund des hohen Komplexita¨tgrads, bezu¨glich der Entwick-
lung eines eigenen Load-Balancers, ist die Verwirklichen dieses Konzepts nicht
mo¨glich.
 Kandidat 1: Es handelt sich hierbei um ein typisches Szenarium beim JBoss




Ein deployed Dienst horcht an einer verteilten Warteschlange (engl. clustered
queue). Es wird eine Vielzahl an Message-Queue-Systeme angeboten, wie u.a.
JBoss Messaging, HornetQ, Oracle AQ 10.
Fu¨r das ESB-Clustering kommen zwei Architekturen vor:
1. Volle Clusterbarkeit (engl. hard clustering): Hierbei handelt es sich um
einen einzigen ESB, der auf mehreren Rechnern deployed wird. Die ESB-
Module werden entsprechend folgendem Schema zu Verfu¨gung gestellt:
– 1 Message Broker/Cluster
– 1 ESB-Module/Cluster
Abbildung 3.8 erla¨utert dieser Betrachtung. Obwohl dieses Konzept ei-
Abbildung 3.8: Volle Clusterbarkeit eines ESBs
ne volle Clusterbarkeit eines ESB darstellt, sind folgende Nachteile zu
erkennen:
(a) Singel-Point-of-Failure: Es gibt pro Cluster ausschließlich eine einzige
ESB-Komponente. Sollte diese ausfallen, wu¨rde folglich das gesamte
Cluster entweder beschra¨nkt nutzungsfa¨hig sein, da ein Mangel an
10Oracle Advanced Queueing
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Funktionalita¨ten besteht (z.B XSLT-Transformation-Engine 11), oder
total lahm gelegt, falls die jUDDI Registry versagt 12.
(b) Große Netzwerksu¨berlast und lange Antwortzeiten: Die Interaktion
zwischen den ESB-Komponente wu¨rden ewig dauern, weil sie sich
auf unterschiedliche Rechner befinden. Im normalen Fall laufen alle
ESB-Komponenten auf der gleichen JVM 13.
2. Beschra¨nkte Clusterbarkeit: Hierbei wird ein kombinierter Ansatz be-
trachtet und zwar die Replikation und das Clustering. Mehrere ESB-
Knoten laufen auf unterschiedlichen Maschinen. Es entsteht folgende Ar-
chitektur:
– 1 Message Broker/Cluster
– n ESB-Komponente/Cluster
Abbildung 3.9 stellt diese Architektur vor.
Abbildung 3.9: Beschra¨nkte Clusterbarkeit eines ESBs
11Wenn dieses Modul ausfa¨llt dann wird die Transformation von XML Nachrichten nicht mehr
mo¨glich





Wegen der genannten Probleme, wird auf eine volle Clusterbarkeit verzich-
tet. Stattdessen wird die beschra¨nkte Clusterbarkeit angenommen.
Eine akzeptable Elastizita¨t wird hierbei durch den Einsatz von Amazon
EC2 Ressourcen erzielt. Zudem sind die notwendigen Kosten tragbar, da vir-
tuelle Maschinen lediglich im Falle einer U¨berlast gemietet werden. Die Hoch-
verfu¨gbarkeit und das Failover von Diensten werden durch den Einsatz von
mehreren gleichzeitig laufenden Maschinen (physikalisch und virtuelle) ver-
wirklicht. Schließlich liegen die Akzeptanz und die Umsetzungsmo¨glichkeit die-
ses Modells im machbaren Bereich, weshalb das erste Konzept fu¨r den weiteren
Verlauf u¨bernommen wird.
3.3 Automatisches Abfangen der Anfrage-Lastspitzen
in SOA anhand von Cloud Computing
3.3.1 Vorstellung
Im vorliegenden Abschnitt ist ein Konzept zu realisieren, das die Vorgehensweisen
zum automatischen Abfangen der Anfrage-Lastspitzen in einer IaaS erlaubt. Dies
ko¨nnte sowohl durch den Verbrauch der konsumierten Ressourcen durch den ESB-
Server als auch durch die Antwortzeit der gehosteten Services gemessen werden.
Die beiden sind stark miteinander verwandt. In der Realita¨t wird es aufgrund des
Mangels an Ressourcen verla¨ngerte Antwortzeiten geben. Selbstversta¨ndlich muss
es jedoch fu¨r la¨ngere Antwortzeiten einen Grund geben.
Prinzipiell sind hierfu¨r zwei Verfahren zu wie folgt zu unterscheiden:
 Statisches Verfahren: Zuna¨chst werden die genutzten Ressourcen gemessen und
die Ergebnisse beispielsweise in einer Datenbank gespeichert. Danach folgt ei-
ne Evaluierung des Systemzustands, auf deren Grundlage eine angemessene
Entscheidung getroffen. Das Messen von genutzten Ressourcen erfolgt peri-
odisch im Rahmen vordefinierter Zeitintervalle. Es handelt sich hierbei um
einen Oﬄine-Verfahren.
 Dynamisches Verfahren: Hierbei werden die Ressourcen kontinuierlich u¨berwacht
und die Werte werden periodisch erhoben. Da die Evaluierung der Werte recht-
zeitig geschieht, kann rechtzeitig darauf reagiert werden. Man spricht hier von
einem Online-Verfahren.
Im Rahmen dieser Arbeit wird das dynamische Verfahren implementiert, wobei
drei Module zu unterscheiden sind:
 LoadMonitor Modul: Dieser ist fu¨r das Erheben von Messwerten zusta¨ndig.
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 ESBClusterManager Modul: Dieser ist fu¨r die Bewertung der gemessenen Werte
zusta¨ndig und skaliert je nach dem die Anzahl der DSB-Mitglieder nach oben
oder nach unten.
 Charting Modul: Dieser stellt die gemessenen Werte rechtzeitig graphisch dar.
Die drei genannten Module bilden den sogenannten LoadMonitoringFramework.
Dieser Framework soll parallel zur produktiven Anwendung laufen. Abbildung 3.10
bildet die allgemeine Architektur des LoadMonitoringFrameworks ab.
Abbildung 3.10: Architektur des LoadMonitoringFrameworks
3.3.2 Arbeitsweise des LoadMonitoringFrameworks (LMF)
Die produktive Anwendung 14 soll zuna¨chst auf einen einzigen Server laufen. Parallel
dazu erfolgen die Monitoring-Aktivita¨ten. Die drei Module der LMF werden im
selben Zeitpunkt gestartet. Der LoadMonitor erhebt die Lastwerte (Antwortzeiten
der Services oder Werte der genutzten Ressourcen) periodisch (z.B. jede Minute) in
einer endlosen Schleife.
Der ESBClusterManager befindet sich solange in einer Wait-Phase, bis die er-
hobenen Werte vom LoadMonitor bei diesem eintreffen. Anschließend folgt eine
Evaluation-Phase, in der er die Werte mit der bei ihm vordefinierten Schwelle ver-
gleicht. Sobald der ESBClusterManager merkt, dass die Werte unter der Schwelle
liegen, wechselt er zu einer Launching-Phase. Bei dieser Phase wird eine vordefi-
nierte Anzahl an Amazon EC2 virtuellen Maschinen gestartet. In diesem Zeitpunkt




wird der ESBClusterManager in einer Sleeping-Phase versetzt, in die er fu¨r eine ge-
wisse Zeitperiode nicht mehr reagiert. Diese Periode entspricht der beno¨tigten Zeit
fu¨r das Starten vom JBoss ESB auf einer EC2-Maschine sowie die Bereitstellung
und Erweiterung vom ESB-Cluster. Danach kehrt dieser zur Waiting-Phase zuru¨ck
und wartet auf neue Werte. Sollte die Werte, destotrotz, unter der Schwelle bleiben,
skaliert der ESBClusterManager die Anzahl der EC2-Maschinen nach oben. Wenn
die erhobenen Werte im normalen Bereich liegen, tritt der Manager abschließend
der CleaningUp-Phase bei, in der dieser die Anzahl der EC2-Maschinen nach unten
skaliert und die notwendigen Aktualisierungen durchfu¨hrt.
Abbildung 3.11 beschreibt das ESB-Erweiterungsverfahren im Falle einer U¨berlast.




Im folgenden Kapitel erfolgt die technische Umsetzung des unter Kapitel 3 entwickel-
ten Konzepts. Zuna¨chst werden die notwendigen Konfigurationen und technischen
Details fu¨r das Deployment eines JBoss ESB-Cluster erla¨utert, sowie dessen Integra-
tion in einer elastischen infrastructure-as-a-service auf Grundlage der Ressourcen-
lastu¨berwachung. Hierfu¨r werden Amazon EC2 und Amazon VPC als Produkte fu¨r
IaaS ausgewa¨hlt und eingesetzt. Darauf aufbauend wird die Erzeugung von JBoss
ESB-Amazon Machine Image (AMI) anhand JBoss Boxgrinder vorgestellt. Abschließen
erfolgt die Umsetzung des Load Monitoring Frameworks und eine Ero¨rterung der
bestehenden Schwierigkeiten bei der Umsetzung.
4.1 Realisierung vom Clustered JBoss ESB
JBoss ESB kann in den folgenden drei Formen eingesetzt werden:
 als alleinstehend (engl. standalone): Dieser kann allein einbezogen werden.
 als jbossesb-server binary distribution: Diese Distribution basiert sich JBoss
Microkernel 1 Architektur [mas10], die mit leichtgewichteten Funktionen aus-
gestattet ist. Der Einsatz dieser Distribution eignet sich insbesondere fu¨r Ent-
wicklungsaufgaben und fu¨r ein schnelles Testen der Anwendungen. Zudem
unterstu¨tzt diese kein Clustering und wird auch bei produktiven Szenarien
empfohlen.
 deployed in JBoss Application Server (JBoss AS): Diese Distribution kommt
mit vollsta¨ndigen Funktionen vom JBoss AS. Zudem wird die Clustering-






Daher wird fu¨r den weiteren Verlauf, auf die dritte Form, die der deployed in JBoss
Application Server (JBoss AS) zuru¨ck gegriffen.
Das Clustering vom JBoss ESB basiert auf das Clustering vom genutzten Messaging-
System. Es kommen unterschiedliche Message-Queue-Systems mit der Nutzung des
JBoss ASs in Betracht, wie beispielsweise JBoss Messaging, JBoss MQ, HornetQ, etc.
Vorliegend wird JBoss Messaging als default Messaging-System eingesetzt. Es ist
ein JMS-basiertes Enterprise-Messaging-System, welches eine hervorragende Perfor-
manz, Zuverla¨ssigkeit sowie Skalierbarkeit mit hohem Durchsatz und niedriger La-
tenz anbietet. Außerdem eignet es sich hervorragend fu¨r SOA Anwendungen und
wird ha¨ufig als Message-Broker in verschiedenen ESB-Implementierungen einge-
setzt.
JBoss Messaging stellt unterschiedliche Service-Kategorien zur Verfu¨gung. Die
Zusammenarbeit zwischen diesen Services bietet ein JMS-API-Level Dienst zu den
Klientanwendungen an [JBo07].
Fu¨r die Konfiguration von JBoss Messaging sind folgende Dateien von großer Be-
deutung: messaging-service.xml, XXXX-persistence-service.xml und jms-ds.xml.
XXXX werden durch den Namen des verwendeten Datenbanksystems ersetzt. Die ers-
te Datei ist fu¨r die Einstellung der sever-peer Komponente zusta¨ndig. Diese ist
das Herz vom JBoss Messaging, indem alle Dienste eingestellt sind. Ein Cluster vom
JBoss Messaging sieht eine Menge an server-peer Komponenten vor, die die gleiche
Datenbank verwenden.
Das Clustering vom JBoss Messaging setzt folgende Merkmalen voraus [JBo07]:
1. Zuerst muss jedes deployed server-peer in einer Cluster-Umgebung eine ein-
deutige Identifikation besitzen. Die Konfiguration soll in messaging-service.xml
erfolgen. Listing 4.1 stellt ein Konfigurationsbeispiel bereit.
<a t t r i b u t e name="ServerPeerID">1</a t t r i bu t e>
Listing 4.1: Einstellung vom server-peer
2. Außerdem sollen deployed Nachrichten-Warteschlangen (engl. message queu-
es) als distributed dargestellt werden. Dies ermo¨glicht allen deployed Instanzen
eines Dienstes auf diese Warteschlange zu horchen. Infolgedessen werden die
ankommenden Nachrichten in unterschiedlichen Knoten (Mitglieder der Clus-
ter) konsumiert. Fu¨r die Zuweisung von Nachrichten zu den Knoten, wird
ein internes Load-Balancing Verfahren eingesetzt. Hierzu wird die Attribu-
te clustered in der deployment discriptor Datei als true gesetzt. Fu¨r jede
Warteschlange steht eine MBean-Komponente zur Verfu¨gung, welche deren
Konfiguration u¨bernimmt. Listing 4.2 veranschaulicht ein Beispiel fu¨r die Kon-
figuration einer clustered -Warteschlange.
<mbean code = . . .
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<a t t r i b u t e name="Clustered">true</a t t r i bu t e>
</mbean>
Listing 4.2: Clustered Message-Queue
3. Im Weiteren soll eine gemeinsame Datenbank fu¨r alle Cluster-Mitgliedern
bereitgestellt werden. Diese speichert die Metadaten u.a. von der deployed
message-queue und von den ankommenden Nachrichten. JBoss AS verwendet
HSQLDB 2 fu¨r seine Datenbanken, die In-Memory Datenbank anbietet. Diese
soll nur fu¨r Entwicklungszwecke genutzt werden. Bei technischen Dokumenta-
tionen, wird von dem Einsatz der HSQLDB fu¨r produktive Zwecke oder bei
großen Datenmengen abgeraten [JBo07].
Die Konfiguration der Datenbank befindet sich u¨blicherweise unter
<JBOSS HOME>/server/<profile>/deploy/hsqldb-ds.xml. JBOSS HOME ver-
weist auf den Pfad vom JBoss AS und die profile fu¨r die verwendete Server-
einstellung. Fu¨r diese Arbeit wird das clusteresb 3-profile eingesetzt, welche
die Clustering-Fa¨higkeit besitzt. hsqldb-ds.xml entha¨lt die Einstellung von
der Datasource, die von allen JBoss AS-Datenbanken genutzt wird. Standard-
gema¨ß wird DefaultDS als default-datasource fu¨r alle Datenbanken verwendet.
Fu¨r den Clustering-Zweck wird JBoss Messaging eine eigene Datasource (bzw.
Datenbank) zugewiesen, deren Einstellung unter <JBOSS HOME>/server/
<profile>/deploy/jboss-messaging.sar/jms-ds.xml vorhanden ist.
Bei der Umsetzung sollen sich die Cluster-Mitglieder in unterschiedlichen
Netzwerken (Heimatnetz und Amazon-Netz) befinden. Damit alle ESB-Knoten
miteinander kommunizieren ko¨nnen und synchronisiert werden, mu¨ssen die-
sie auf derselben JBoss-Messaging-Datenbank zugreifen. Aus diesem Anlass
braucht der Datenbankserver einen festen Hostname. Wegen der Sicherheits-
richtlinien desDLR- und TUBIT-Netzes, kann diese Anforderung schwer erfu¨llt
werden.
Als eine Alternativlo¨sung wird ein externer Datenbankserver mit definier-
tem Hostname verwendet 4. Die notwendige shared -Datenbank wird fu¨r JBoss
Messaging auf diesem Server bereitgestellt. Listing 4.3 zeigt einen Part dieser
Konfiguration.
<datasources>
< l o c a l−tx−datasource>
<jnd i−name>JmsDS</jndi−name>
<connect ion−ur l>jdbc : mysql : // younesmysql .
dyndns . org :3306/ jbmessagingdbfcd</connect ion−ur l>
. . . .
2http://hsqldb.org/
3Das ist ein selbst eingestellte Profile, das auf all Profile vom JBoss AS basiert




</ l o c a l−tx−datasource>
</datasources>
Listing 4.3: Einstellung von der JBoss Messaging-Datasource
4. Zu den angebotenen Diensten vom JBoss Messaging geho¨rt das Post-Office, wel-
ches das Routing von Nachrichten zu den Endzielen u¨bernimmt [JBo07]. Dieses
bildet die Adressen, an denen die Nachrichten zugeschickt werden sollen, also
an die entsprechenden Nachrichtenwarteschlangen [JBo07]. Fu¨r ein lauffa¨higes
Clustering des JBoss Messagings (bzw. JBoss ESB), muss das Post-Office geclus-
tert werden. Somit erfolgt das Routing von Nachrichten zwischen allen Cluster-
Knoten. Fu¨r diesen Zweck, genu¨gt es die clustered Attribute vom Post-Office
als true einzustellen. Diese Konfiguration soll unter <JBOSS HOME>/server/
<profile>/deploy/jboss-messaging.sar/mysql-persistence-service.xml






<a t t r i b u t e name="PostOfficeName">JMS post o f f i c e
</a t t r i bu t e>
. . .
<a t t r i b u t e name="Clustered">true</a t t r i bu t e>
. . .
<mbean/>
Listing 4.4: Einstellung vom Post-Office Dienst
5. JBoss ESB verwendet defaultma¨ßig eine auf HSQLDB basierte Datenbank fu¨r
sein Service-Registry. Diese wird in-memory eingesetzt und unterstu¨tzt kein
Clustering. Daher ist es -wie bei JBoss Messaging- notwendig eine gemein-
same (engl. shared) Datenbank bereitzustellen. Diese soll auf einen ausge-
reiften und stabilen Datenbankserver wie Oracle, MySQL oder PostgresSQL
zuru¨ckgreifen ko¨nnen. Fu¨r diese Arbeit wird MySQL als DatenbankManage-
mentSystem (DBMS) verwendet. Die Konfiguration von dieser Datenbank ba-
siert auf einer XML-Datei. Diese befindet sich unter JBOSS HOME>/server/
<profile>/deploy/jbossesb-registry.sar/juddi-ds.xml. Listing 4.5 stellt
die notwendigen Einstellungen bereit.
<datasources>
< l o c a l−tx−datasource>
<jnd i−name>juddiDB</jndi−name>
<connect ion−ur l>jdbc : mysql : // younesmysql . dyndns . org
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:3306/ juddidbfcd</connect ion−ur l>
<dr ive r−class>com . mysql . jdbc . Driver</dr ive r−class>
. . . .
</ l o c a l−tx−datasource>
</datasources>
Listing 4.5: Einstellung von der JBoss ESB-Registry-Datasource
4.2 Einstellungen zur Integration vom JBoss ESB
in einer IaaS
Standardma¨ßig wird das Clustering vom JBoss ESB in einem virtuellen LAN (VLAN)
einer Firma eingesetzt. Ein VLAN ist ein logisches Teilnetz innerhalb eines physika-
lischen Netzwerks [Mo¨l10]. Dafu¨r wird ha¨ufig auf den Einsatz von Technologien wie
Mulicasting und Transportprotokolle wie UDP zuru¨ckgegriffen. Außerdem bestehen
keine Ports- und Adressierungsprobleme.
Bei der Umsetzung soll der ESB-Cluster zwischen zwei unterschiedlichen Netz-
werken aufgebaut werden. Diese Netze sind:
 Das Heimatnetzwerk: Dies ist das Netzwerk auf dem die Anwendung urspru¨nglich
laufen wird. Dies entspricht beispielsweise dem DLR- oder dem TUBIT Netz.
 Das Amazon-Netzwerk: Auf diesem Netz sollen die virtuellen Maschinen lau-
fen. Diese werden erst im Falle einer U¨berlast gestartet.
Wegen dieser Architekturtopologie, werden viele Privilegien eines LANs nicht mehr
anwendbar, wie beispielsweise der Einsatz der UDP-Transportprotokolle. Außerdem
werden Adressierungsprobleme entstehen. Zudem sind die meisten Ports wegen Si-
cherheitsmaßnahmen (zumindest beim DLR oder TUBIT-Netz) ausgeschaltet. Ein
weiteres Problem ist, dass Amazon den Einsatz vom Multicasting im Cloud, welches
ein ha¨ufig eingesetztes Verfahren fu¨r JBoss ESB-Clusteing ist, verbietet.
Um mit den Ports- und Adressierungsproblemen umgehen zu ko¨nnen, ist der
Aufbau eines Virtual-Private-Networks(VPN) zwischen den beiden Netzwerken von
großer Bedeutung. Hierzu bietet Amazon als Lo¨sung das Amazon (VPC) [aw10] an,
welches das Heimatnetz mit den AWS-Ressourcen erweitern kann. Im Rahmen dieser
Arbeit wird diese Lo¨sung in Anspruch genommen. Abbildung 4.1 stellt ein Muster
der Architektur bereit [ser10].
Da das UDP-Mutlicasting in Amazon Cloud nicht gestattet ist, wird das TCP-
Unicasting verwendet. Das betrifft hauptsa¨chlich die prtocol-stacks, die vom JBoss




Abbildung 4.1: Aufbau eines VPNs zwischen dem Heimatnetz und dem Amazon-
Netz
[ser10]
 control-channel: Dieser wird fu¨r das Senden von Anfragen und das Emp-
fangen von Antworten zwischen den Cluster-Knoten beno¨tigt.
 data-channel: Dieses wird fu¨r das Senden und Empfangen von Nachrichten
innerhalb des Clusterbereiches eingesetzt.
Die beiden Channels werden von der Post-Office Komponente verwaltet. Da-
her erfolgt die Konfiguration unter mysql-persistence-service.xml. Listing 4.6
(bzw. 4.7) zeigen die Einstellung der control-channel (bzw. data-channel). Je-
der Channel muss ein Port zugewiesen werden, welches fu¨r die Interkommunika-
tion zwischen den Cluster-Mitgliedern verwendet wird. Hierbei wird der Port 8000
(bzw. der Port 7900) fu¨r das control-channel (bzw. das data-channel) einge-
schaltet.
<a t t r i b u t e name="ControlChannelConfig">
<con f i g>
<TCP
bind addr="${jboss.bind.address}" s t a r t p o r t="8000"
. . .
</con f ig>
</a t t r i bu t e>
Listing 4.6: Konfiguration der control-channel
<a t t r i b u t e name="DataChannelConfig">
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s t a r t p o r t="7900"
. . .
</con f ig>
</a t t r i bu t e>
Listing 4.7: Konfiguration der data-channel
Fu¨r die Realisierung der in Abschnitt 3.5 definierten Controlling Schicht wird
auf die JGroups Kommuniktation-Framework zuru¨ckgegriffen. Hierzu werden unter-
schiedliche Verfahren in Bezug auf TCP geliefert, welche die Initialen-Mitglieder
eines Clusters feststellen und diesen gegebenenfalls die Anfragen zum Anschließen
am Cluster zuschicken [Ban10b]. Prinzipiell werden vier Verfahren angeboten:
 TCPPING: Es verwendet eine vordefinierte statische Liste an Gruppenmitglie-
dern. Diese Alternative wird lediglich eingesetzt, wenn alle Cluster-Mitglieder
von Anfang an festgelegt sind. Das entspricht nicht dem Fall beim Amazon-
Cloud.
 PING with GossipRouter: Dies entspricht einem lookup-Dienst fu¨r die Mitglieder
einer Gruppe, der in einem vorbenannten Host mit einem vordefinierten Port
gestartet wird. Dieser bietet Schnittstellen an, welche die Discovery und die
Verwaltung einer Gruppe (bzw. eines Clusters) ermo¨glichen. Zu denen geho¨ren
GET(group) und REGISTER(group, member). Die erste Methode ermo¨glicht
die Bereitstellung aller Gruppenmitglieder. Die Zweite fu¨gt ein neuen Knoten
zu einer Gruppe hinzu. Jedes Mitglied muss sich periodisch nochmals beim
GossipRouter anmelden, da dieser sonst von der Mitgliederliste gelo¨scht wird.
gossip refresh stellt die Hearbeats-Periode fest [Ban10b].
 TCPGOSSIP: Das ist gleich wie Ping. Allerdings gestattet dieses Verfahren die
Definition von mehreren GossipRouter.
 S3 PING: Dieses Verfahren ermo¨glicht die Verwendung eines shared-storages
fu¨r das Speichern von Clusterdaten. Es wird ab der Version 2.6.12 von JGroups
angeboten. Als shared-storage wird Amazon S3 verwendet [OM10].
Fu¨r diese Arbeit eignet sich am besten das S3 Ping Verfahren, da dieses die
Verwendung elastischer Ressourcen ermo¨glicht. Allerdings unterstu¨tzt JBoss AS-
4.2.3 5 nicht JGroups-2.6 6. Daher wird auf dieses Verfahren verzichtet. Stattdes-
sen wird die zweite Methode eingesetzt. Listing 4.8 stellt die Konfiguration in
mysql-persistence-service.xml breit.
<PING g o s s i p h o s t="younesmysql.dyndns.org" g o s s i p p o r t="5555"
g o s s i p r e f r e s h="15000" t imeout="2000" . . . / >
Listing 4.8: Controlling-Schicht: Ping with GossipRouter
5Version des verwendeten AS




4.3 Erzeugung von der JBoss ESB-AMI
Fu¨r die Erzeugung einer Amazon Machine Image (AMI) fu¨r JBoss ESB wird das
OpenSource-Projekt JBoss BoxGrinder eingesetzt. Abbildung 4.2 zeigt das Konzept
vom BoxGrinder.
Abbildung 4.2: das Konzept vom JBoss BoxGrinder
[McW10]
Boxgrinder basiert auf einer appliance-definition-file fu¨r den Aufbau einer appliance.
Diese Datei wird in YAML geschrieben und besteht aus folgenden Komponenten
[Gol10]:
 name: Hier wird der Name der appliance festgelegt, der eindeutig sein muss.
 summary: Diese entspricht einer Zusammenfassung der appliance sowie u.a.
die Ziele.
 appliances: A¨hnlich wie beim Objektorientierungsmodell, kann man hier schon
verwendete appliances neu definieren und einsetzen. Hierzu kann man eine
appliance-Template erstellen und dann in anderen appliances modifizieren
und re-definieren.
 packages: Diese entha¨lt alle notwendigen packages fu¨r die virtuelle Maschine.
 repos: Hierzu werden die Namen der Repositories erla¨utert, in denen sich die
packages befinden. Diese ko¨nnen lokale oder entfernte (engl. remote) Reposi-
tories sein.
 hardware: In dieser Sektion wird die virtuelle Hardware definiert, wie die An-
zahl der verwendeten CPU und die Speicherkapazita¨t.
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 os: Anbei wird das Betriebssystem spezifiziert, welches auf die appliance
installiert wird.
 post: Hierbei werden die Shell-Befehle erla¨utert, die nach der Erzeugung
der appliance ausgefu¨hrt werden sollen.
Listing 4.9 zeigt den appliance-definition-file fu¨r JBoss ESB. Diese Datei hat die
Endung .appl.
name : j b o s s e s b
summary : Appliance for JBoss ESB 4 .8 with JBossAS−4 . 2 . 3 .GA
ve r s i on : 1
r e l e a s e : 1
app l i ance s :
− f13−bas i c
packages :
i n c l u d e s :
− java −1.6.0− openjdk
− jbos se sb −4.8−1. noarch
repos :
− name : "local-repo"
baseu r l : "file:///opt/repo/RPMS/noarch"
ephemeral : true
Listing 4.9: appliance-definition-file fu¨r JBoss ESB
Diese virtuelle-Maschine-Spezifikation u¨berschreibt (engl. overriden) die appliance-
Template : f13-basic.appl. Hierzu werden die notwendigen Bibliotheken in der
Sektion packages erla¨utert. Die sind jbossesb-4.8-1.noarch und java-1.6.0-openjdk.
java-6 ist notwendig fu¨r das Starten von JBoss AS. Auf jbossesb-Package wird
noch ausfu¨hrlich eingegangen. Diese Bibliotheken sind RPM-Packages und haben
die Endung .rpm.
Die verwendete Hardware und Betriebssystem werden in der originalen appliance-
Template festgelegt. Hierfu¨r wird das Betriebssystem Fedora 13 verwendet. Listing
4.10 stellt Teilchen dieser Konfiguration dar.
name : f13−bas i c
. . .
os :








Die Package jbossesb-4.8-1.noarch basiert auf die RPM-Technologie. RPM ist
ein Werkzeug zum Managen von Software-Paketen auf einem Linux -System [Sch00].
Fu¨r die Erzeugung von Package werden folgende Komponenten verwendet:
 jbossesb.spec: Dieses ist die Spezifikations-Datei fu¨r die zu erzeugende package.
Eine .spec-Datei ist in einer Syntax geschrieben , welche eine macro-progrmming-
language mit shell-commands verschachtelt. Jede .spec-Datei besteht aus
mehreren eng verwandten Bereichen : Header, Prep, Build, Install, Files,
Scripts und Changelog [Lab05]. Listing 4.11 zeigt Abschnitte der verwende-
ten .spec-Datei.
 jbossesb.init: Dieses ist ein SysV-init-Skript, welches das erzeugte Packa-
ge als standalone-daemon starten la¨sst [Lab05]. Hierzu wird das Package au-
tomatisch beim System-Booting initialisiert und gestartet. Die wesentlichen
Merkmale dieses Skripts sind folgende:
– Wie unter 4.1 bereits erwa¨hnt wurde, mu¨ssen alle ESB-Knoten eine ein-
deutige Identifikation fu¨r deren JBoss Messaging-server-peer definieren.
Da die Maschinen zur Laufzeit im Amazon-Cloud gestartet werden, muss
eine dynamische Zuweisung des Identifikators stattfinden. Hierfu¨r wird ein
Random-Verfahren verwendet, welches zufallsbedingte den server-peers-
Nummeren zuweist. Somit ist die Wahrscheinlichkeit, dass zwei server-
peer den gleichen Identifikator haben, minimal. Mit der Hilfe der RANDOM
shell-variable wird dieses Verfahren umgesetzt.
– Jeder JBoss AS muss beim Starten anhand der jvm Parameter -b (bind)
zu einer Adresse zugeordnet werden. Im Amazon-Cloud wird die Adresse
jeder virtuellen Maschine durch den Shell-Befehl ip addr list eth0 |
grep ı¨net cut -d’ ’ -f6 | cut -d/ -f1 erfasst. Das entspricht der
private-ip Adresse einer EC2-Maschine.
Listing 4.12 zeigt die wichtigsten Abschnitte der verwendeten jbossesb.init-
Datei.
 jboss-4.2.3.GA.tar.gz: Diese entha¨lt JBoss ESB-4.8 deployed in einem JBoss
AS-4.2.3.GA.
Name : j b o s s e s b
Summary : JBossesb −4.8 i n s t a l l e d in JBossas −4 . 2 . 3 .GA!
. . .
Requires : java −1.6.0− openjdk
Requires : i n i t s c r i p t s
Requires : shadow−u t i l s
Requires ( post ) : / sb in / chkcon f i g
. . .
%i n s t a l l
rm −r f $RPM BUILD ROOT
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i n s t a l l −d −m 755 $RPM BUILD ROOT/opt/%{name}−%{ve r s i on }
cp −R . $RPM BUILD ROOT/opt/%{name}−%{ve r s i on }
. . .
i n s t a l l −d −m 755 $RPM BUILD ROOT/ etc / s y s c o n f i g
. . .
%c l ean
rm −r f $RPM BUILD ROOT
. . .
%pre
/ usr / sb in /groupadd −r %{name} 2>/dev/null | | :
/ usr / sb in / useradd −c "%{name}" −r −s / bin /bash −d
/opt/%{name}−%{ve r s i on } −g %{name} %{name} 2>/dev/null | | :
. . .
%post
/ sb in / chkcon f i g −−add %{name}
/ sb in / chkcon f i g %{name} on
Listing 4.11: Abschnitte vom jbossesb.spec
# Server with JBoss ESB
. . .
#d e f i n e ServerPeerID
JBOSS SERVER PEER ID=${RANDOM}
. . .
#d e f i n e what IP address for running j b o s s
#JBOSS BIND ADDR=
‘ ip addr l i s t eth0 | grep "inet" | cut −d’’ −f 6 | cut −d/ −f1 ‘
. . .
#d e f i n e Clus te r name
CLUSTER NAME=${CLUSTER NAME:−"ClusterESB"}






Listing 4.13 stellt den notwendigen Shell-Befehl fu¨r die Erzeugung der jbossesb-4.8-
1.noarch.rpm Package bereit.
rpmbuild −ba j bo s s e s b . spec




Fu¨r die Erstellung der JBoss ESB-AMI, muss der im Listing 4.14 vorgestellte
Befehl angegeben wird. Abbildung 4.3 stellt die Building-Pipeline vom BoxGrinder
bereit.
boxgr inder −bu i ld −V jb o s s e s b . appl −p ec2 −d ami
Listing 4.14: Befehl zur Erzeugung der JBoss ESB-AMI
Abbildung 4.3: das Building-Pipeline vom BoxGrinder
[McW10]
4.4 Umsetzung des LoadMonitoringFrameworks
Fu¨r die Implementierung des Frameworks wird java und groovy eingesetzt. Wie in
Abschnitt 3.3 angesprochen wurde, besteht das LoadMonitoringFramework aus einem
LoadMonitor, einem ESBClusterManager und einem Charting Modul.
Der LoadMonitor u¨berwacht periodisch das FCD-Prozessierungsmodul deployed auf
dem DLR-Server. Hierzu wird die Klasse LoadMonitorAgent implementiert, welche
einen timer 7 verwendet. Mit Hilfe anderer Klassen erhebt diese im Takt von einer
Minute die Daten und benachrichtigt die bei ihr registrierten Module.
Diese Modulen implementieren jeweils einen Listener 8, den sog. LoadReportListener.
Wenn neue Daten beim LoadReportAgent eintreten, benachrichtigt dieser dann alle
in einer EventListenerList angemeldeten Klassen. Hierbei u¨bernimmt die Metho-
de notifyLoadReport( LoadReportEvent event ) diese Aufgabe. Abbildung 4.4
stellt diese graphisch dar.
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Abbildung 4.4: LoadReportAgent und die entsprechenden Listeners
Console 9 zur Verfu¨gung. Diese Console kann durch ein Application Programming
Interface (API) angesprochen werden. Jedes Objekt innerhalb vom JBoss ESB kann
anhand eines managed-beans(MBean) verwaltet werden. Hierzu werden zwei Kate-
gorien von Objekten im JBoss ESB u¨berwacht und zwar die esb-services und die
jvm, die vom JBoss ESB) verwendet wird. Fu¨r die Dienste werden die Anzahl der
bereits bearbeiteten Nachrichten pro Minute geza¨hlt. Zudem wird ermittelt, wie
viel Speicherkapazita¨t u¨brig fu¨r den jvm bleibt. Hierfu¨r stehen zwei Beans-Klassen
fu¨r die Darstellung der esb-services zur Verfu¨gung, die ServiceMetricsBean und
die ServiceReporterBean. Die erste Klasse dient dem Speichern der erhobenen Da-
ten und die Zweite der Darstellung eines Dienstes. Abbildung 4.5 bildet visuell die
Struktur der Beiden Klassen ab.
Abbildung 4.5: ServiceMetricsBean und ServiceReporterBean
Fu¨r das Erheben von Daten werden zwei Klassen verwendet und zwar, LoadUtil
und LoadReport. Die erste Klasse bietet Methoden fu¨r die Interaktion mit der JMX-
Management-Console wie getIntegerAttribute(ObjectName on, String an) und
getLongAttribute(ObjectName on, String an), welche die Werte der beobach-
teten Objekte in unterschiedliche Formate darstellen ko¨nnen. Die Methoden
getEsbServiceProcessedMessage(serviceReportBean) und getJVMMemoryFreeSpace()
dienen zum tatsa¨chlichen Sammeln von Daten. Die zweite Klasse u¨bernimmt das
9JMX (Java Management eXtensions) stellt einen standardisierten Weg zur Verfu¨gung, Java




Vereinnahmen der Daten von allen Diensten eines FCD-Processierungsmodules
sowie welche von der jvm. Hierbei parset die Methode generateMetrics() eine
Konfigurationsdatei (ServiceConf.xml), in der sich alle Dienste einer FCD-Kette
befinden und verwendet anschließend ein Multithreading Verfahren fu¨r ein paralleles
Erheben der Daten. Hierfu¨r wird jeden angemeldeten esb-service ein Thread ge-
startet, welcher die overall-service-message-count zuru¨ckliefert. Abbildung 4.6
stellt graphisch die beiden Klassen vor.
Abbildung 4.6: LoadReport und LoadUtil
Die Klasse JMXAttributeFinder u¨bernimmt die Interaktion mit der management-
console. Hierfu¨r mu¨ssen die Hostadresse des Servers, der username und das password
angegeben werden. Die Methode query(ObjectName oname, String attname) wird
verwendet, um nach den Wert eines angegebenen Attributes fu¨r eines ESB-Objekt
beim JBoss ESB-Server zu fragen. Falls eine Authentifizierung notwendig ist, dann
wird die Methode login() eingesetzt, welche auf die Hilfsklasse LGCallbackHandler
verla¨sst. Ansonsten werden der username und das password mit dem Wert null be-
legt. Abbildung 4.7 stellt graphisch die beiden Klassen vor.
Fu¨r das Modul ESBClusterManager steht die Klasse EsbClusterManager zur
Verfu¨gung. Diese implementiert einen LoadReportListener und wird somit vom
LoadMonitorAgent, falls neue Daten vorhanden sind, benachrichtigt. Hierbei wird
auf Basis der noch zur Verfu¨gung stehenden Speicherkapazita¨t, von der fu¨r den
JBoss ESB zugewiesenen jvm, eine Entscheidung getroffen und die Gro¨ße des ESB-
Clusters nach oben oder nach unten skaliert. Falls diese Kapazita¨t weniger als einen
vordefinierten Wert FREE JVM MEMORY BARRIER liegt, wird die Anzahl der Cluster-
Mitglieder nach oben skaliert. Im Rahmen dieser Arbeit wird die Schwelle auf 50MB
festgelegt. Der EsbClusterManager verwendet einen AmazonEC2Client fu¨r die Inter-
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Abbildung 4.7: JMXAttributeFinder und LGCallbackHandler
aktion mit dem Amazon EC2 Cloud. Die Methode startNewEC2Machine() ku¨mmert
sich um das nach oben Skalieren des ESB-Clusters durch das Starten von einer neuen
virtuellen Maschine, welche automatisch einen JBoss ESB-Server hochfa¨hrt und sich
am vorhandenen ESB-Cluster anschließt. Nachdem Starten dieser Maschine tritt
der EsbClusterManager der in 3.3.2 beschriebenen Sleeping-Pahse bei. Die Dauer
dieser Phase entspricht der approximativen Zeit, welche fu¨r die Bereitstellung des
Clusterings und der Lastverteilung der Anfragen notwendig ist. In dieser Arbeit wird
diese Periode auf 5 min festgelegt. Zudem reagiert der ESBClusterManager und das
Charting Modul innerhalb der Sleeping-Phase auf keine eintreffenden Daten. Wenn
die 5 Minuten vorbei sind, wird der EsbClusterManager wach und reagiert wieder
auf die ankommenden Meldungen. Falls die Werte der jvm unter der Schwelle liegen,
fa¨hrt der ESBClusterManager eine EC2-Maschine, falls eine vorhanden ist, herunter.
Andernfalls startet er immerhin neue virtuelle Maschinen. Abbildung 4.8 stellt den
EsbClusterManager und seine Beziehungen mit den anderen Klassen graphisch dar.
Die Klasse LoadMonitoringFrameworkAccessPoint besitzt eine main-Methode und
stellt sich als den Accesspoint fu¨r die Ausfu¨hrung des Load-Monitoring-Frameworks.
Fu¨r das Modul Charting ist die Klasse FcdChainMeteredDataChart zusta¨ndig.
Diese implementiert auch die Interface LoadReportListener und wird somit pe-
riodisch mit den neuen eintreffenden Daten benachrichtigt. Die Klasse verwendet
die jreechart-Bibliothek, welche ein java-basierte Framework fu¨r Charting ist.





dar. Diese Darstellung erfolgt quasi-rechtzeitig 10. Abbildung 4.9 stellt diese Klasse
visuell dar.
Abbildung 4.9: Die Klasse FcdChainMeteredDataChart
10Ein Realtime Charting ist nicht mo¨glich bei jfreechart. Stattdessen wird auf eine periodische
Aktualisierung der Daten verlassen.
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Abbildung 6.2 zeigt einen allgemeinen U¨berblick des KlassenDiagramms vom
LoadMonitoringFramework.
4.5 Schwierigkeiten bei der Umsetzung
Die im 4.2 auf Amazon-VPC basierte Lo¨sung fu¨r den Aufbau eines JBoss ESB-
Clusters konnte trotz des praktikablen Konzeptes nicht realisiert werden, da die
Sicherheitsmaßnahmen des DLRs die Konstruktion eines VPNs zwischen dem DLR-
Netz und dem Amazon-Netz nahezu unmo¨glich machen. Um dieses Problem zu
umgehen, wurden folgende Maßnahmen ergriffen:
1. Zuerst wurde versucht, den Aufbau des VPNs auf dem TUBIT-Netz zu lagern.
Jedoch scheiterte auch dieser Versuch, aus den gleichen Gru¨nden bei dem DLR-
Netz, da auch das TUBIT-Netz durch Sicherheitsmaßnahmen unzuga¨nglich ist.
2. Anschließend wurde als Alternative ein externer virtueller Server angemietet,
wo die Kosten auch noch im Rahmen des Mo¨glichen liegen, um auf diesen den
ESBCluster aufzubauen. Dieser Server wurde jedoch mit einem Kernel ausge-
stattet, das kein IPSec und keine Erzeugung von Sicherheitsschlu¨ssel Mecha-
nismen unterstu¨tzt. Eine Erweiterung des Kernels mit diesen Features ist nicht
mo¨glich. Die Kosten eines Servers, der den Aufbau eines VPNs unterstu¨tzt,
liegt im Rahmen des Unmo¨glichen fu¨r einen Student.
Eine potentielle Lo¨sung, wa¨re der Aufbau dieses Clusters auf dem UNI-Netz
durch die Verwendung des CIT-Eucalyptus-Clouds. Es ka¨me noch eine weitere Al-
ternative in Betracht, und zwar, das Deployment des gesamten Clusters innerhalb
vom Amazon Netz. Die letzte Vorgehensweise entspricht nicht dem dargebotenen
Konzept in dieser Arbeit, wu¨rde jedoch die Beobachtung der elastischen Skalierung
eines ESB-Clusters innerhalb vom Amazon-Cloud sowie die Wahrnehmung der Last-








Im Rahmen dieses Kapitels erfolgt zu Beginn eine kurze Vorstellung des DLRs
und des Instituts fu¨r Verkehrssystemtechnik. Anschließend werden die Traffic-Data-
Platform und das Floating-Car-Data-Prozessierungsmodul (FCD-Kette) ero¨rtert.
Daraufhin folgt die Gestaltung und Umsetzung eines auf SOA basierenden Systems
der FCD-Kette. Anschließend wird eine U¨berwachung des FCD-Prozessierungsmoduls
durchgefu¨hrt, analysiert und gegebenenfalls bei vorhandener U¨berlastung, durch den
Einsatz von Cloud Computing, automatisch abgefangen .
5.1 Einfu¨hrung
5.1.1 Vorstellung des DLRs und des DLR-TSs
Das DLR ist das Forschungszentrum der Bundesrepublik Deutschland fu¨r Luft- und
Raumfahrt. Seine umfangreichen Forschungs- und Entwicklungsarbeiten im Bereich
der Luft- und Raumfahrt, Energie und Verkehr und fu¨hrt nationale und interna-
tionale Kooperationen. U¨ber die eigene Forschung hinaus, ist das DLR als Raum-
fahrtagentur im Auftrag der Bundesregierung fu¨r die Planung und Umsetzung der
deutschen Raumfahrtaktivita¨ten zusta¨ndig. Mit Hilfe von Satelliten, wird eine welt-
weite Kommunikation ermo¨glicht, die wichtige Daten u¨ber unsere Umwelt und das
Weltraum liefern. Davon ko¨nnen ebenfalls andere Industriezweige fu¨r Innovationen
aus Luft- und Raumfahrt profitieren, von der Werkstoff-Technologie u¨ber neue me-
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dizintechnische Verfahren bis zu Software-Entwicklungen.
Die Aufgaben des DLR strecken sich von der Erforschung von Erde und Son-
nensystem sowie die Forschung fu¨r den Erhalt der Umwelt und die Entwicklung
umweltvertra¨glicher Technologien zur Steigerung der Mobilita¨t bis hin zur Kom-
munikation und Sicherheit und ermo¨glichen somit die Entwicklung von innovativen
Anwendungen und Produkten der Zukunft [DLR10].
Das DLR setzt sich aus mehreren Instituten zusammen, wobei fu¨r diese Arbeit
das Institut fu¨r Verkehrssystemtechnik von Bedeutung ist, das im Jahr 2001 unter
der Leitung von Prof. Dr.-Ing. Karsten Lemmer am Braunschweiger Forschungsflug-
hafen gegru¨ndet wurde und seitdem stark gewachsen ist und seine Forschungsakti-
vita¨ten ausgebaut hat.
Der Stellenwert der Mobilita¨t von Menschen und Transport von Gu¨tern nimmt
kontinuierlich zu. Diese sollte mo¨glichst schnell als auch kostengu¨nstig und sicher er-
folgen. Folgen der Mobilita¨t sind Umweltbelastungen, Unfa¨lle und Staus, die mo¨glichst
zu minimieren sind. Hierzu bedarf es der Kooperation der Wissenschaftler aus unter-
schiedlichen Fachrichtungen auf nationaler und internationaler Ebene mit Partnern
und Kunden, Wissenschaft und Politik [DT10a].
Das Institut gliedert sich in folgende Bereiche:
 Automotive: Basierend auf das untersuchte Fahrverhalten, werden Fahreras-
sistenzsysteme entwickelt, die die Sicherheit und Effizienz im Straßenverkehr
nachhaltig erho¨hen und die Anzahl d er Unfa¨lle reduzieren. Die Umsetzung
wird in Fahrversuchen in der Simulation und im Realverkehr u¨berpru¨ft.
 Bahnsysteme: Durch den stetig wachsenden Verkehrsaufkommen, das hauptsa¨chlich
von der Straße aufgenommen wird, muss der Anreiz zur Nutzung des Schie-
nenverkehrs versta¨rkt werden. Hierzu bedarf es der betrieblichen, technischen
und wirtschaftlichen Optimierung bei Entwicklung und Erarbeitung innovati-
ver Technologien, Methoden und Konzepte fu¨r das Bahnsystem.
 Verkehrsmanagement: Ziel ist durch Organisation und Betrieb von Verkehr die
Effizienz im Straßenverkehr zu erho¨hen. Hierfu¨r werden Informationen u¨ber
den aktuellen Verkehrszustand erfasst. Die Aufgaben lassen sich so in zwei
Bereiche gliedern: die Entwicklung innovativer Methoden zum Monitoring von
Verkehr (Verkehrserfassung) und die Entwicklung von Methoden zur Einfluss-





5.1.2 Beschreibung der Traffic-Data-Platform
Fu¨r den Zugriff und Austausch von Verkehrsdaten (Schleifendaten, Floating Car
Data, Videodaten, prozessierte und fusionierte Daten, u.s.w.) sowie die Bereitstel-
lung der Telematikdienste, wie das Multimodale Routing, hat das Institut fu¨r Ver-
kehrssystemtechnik des Deutschen Zentrums fu¨r LuftundRaumfahrt (DLR-TS) eine
Traffic-Data-Platform (TD-Platform) im Entwicklungsstadium.
Die TD-Platform verarbeitet die Verkehrsdaten (Rohdaten) aus unterschiedli-
chen Quellen wie Floating Car Data, Schleifendaten, Videodaten u.s.w. Fu¨r die Ver-
arbeitung kommen unterschiedliche Prozessierungssysteme oder Module zum Ein-
satz (z.B. Filter, Matching-Algorithmen, Datenaggregierungsmodule). Jede Client-
Anwendung, die Rohdaten, prozessierte oder fusionierte Daten beno¨tigt, kann jeder-
zeit und u¨berall u¨ber die durch die TD-Platform bereitgestellten Schnittstellen, die
gewu¨nschten Daten abfragen oder einige Basis-Dienste nutzen.
Eine Anforderung an die TD-Platform ist, dass sie große Datenmengen verar-
beiten und eine große Zahl an Anfragen abarbeiten kann. Es ist zu erwarten, dass
mit einem ho¨heren Verwendungsgrad die Prozessierungsauslastung durch die Verar-
beitungsmodule und die aufgesetzten Dienste steigen werden und ebenso zeitweise
kurzfristig hohe Zugriffsauslastungen von Clients zu erwarten sind. Abbildung 5.1
verdeutlicht die modular Architektur von TDP.
Die TD-Platform ist in Schichten aufgebaut. Jede von denen u¨bernimmt be-
stimmte Aufgaben. Folgende Schichten sind zu differenzieren:
 System Management Layer : Diese Schicht ist fu¨r das Monitoring und die
U¨berwachung der laufenden Prozesse zusta¨ndig.
 Services Layer : In dieser Schicht werden zahlreiche Dienste definiert. Diese
werden den Klienten zur Verfu¨gung gestellt.
 Processing Layer : Hierbei werden die Rohdaten bearbeitet. Zu dieser Schicht
geho¨rt das Floating Car Data Prozessing Modul(FCD). Fu¨r den Rest der Ar-
beit, wird ausschließlich auf dieses Modul konzentriert.
 Map Layer : Diese Schicht sorgt fu¨r die Bereitstellung geographischer Dienste.
 Content Management Layer : Dieser stellt sich als die Back-End -Schicht der
TD-Platform. Zahlreiche Datenbanken werden hierzu aufgebaut, welche die
Storage von Rohdaten und prozessierten Daten u¨bernimmt.
Die TD-Platform verarbeitet unterschiedliche Datentypen (input data). Diese und
die prozessierte Daten werden fu¨r die Partner und Kunden mit Hilfe von definierten
Schnittstellen bereitgestellt.
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Abbildung 5.1: Modulare Architektur der Traffic Data Platform
[TREY10]
5.1.3 Vorstellung vom FCD-Processierungsmodul (oder FCD-
Kette)
Die Floating-Car-Data-Processing-Module(FCD) oder auch FCD-Kette sind fu¨r die
Filterung, die Aggregation und Prozessierung von FCD-Rohdaten zusta¨ndig. Als
Ergebnis werden Reisezeiten und linkbasierte Fahrgeschwindigkeiten bereitgestellt.
Die FCD-Kette besteht aus vier Hauptkomponenten:
1. Filter: Dieser implementiert Filterungs-Regeln, die fu¨r die Erkennung und Ent-
fernung invalider FCD-Rohdaten eingesetzt werden.
2. Trajectoriser: Mit Hilfe von Fahrzeug-IDs eines bestimmten FCD-Systems bil-
det dieses Fahrzeugtrajektorien aus einfachen GPS-Punkten ab.
3. Matcher: Basierend auf speziellen Algorithmen berechnet dieser die map-matched -
Positionen der Trajektorien von GPS Punkten.
4. LinkSpeedGenerator: Dieser liefert, in Echtzeit, relevante Trafficdaten fu¨r alle
Kanten eines betrachteten Straßennetzes. Somit unterstu¨tzt dieser den Mat-




Außerdem wird fu¨r den Import von FCD-Rohdaten einen DataImporter festgelegt,
welcher die Daten von unterschiedlichen Quellen (DataProvider) einbringt. Ab-
bildung 6.3 stellt einen allgemeinen U¨berblick u¨ber das FCD-Prozessierungsmodul.
Abbildung 5.2: Floating-Car-Data-Processing-Module (FCD)
[TREY10]
5.2 SOA-ma¨ßiger Aufbau der FCD Kette
Bisher wurde die FCD-Kette des DLR-TSs als einzige Java-Anwendung implemen-
tiert und auf einem einzigen Server deployed. Alle Komponente wurden auf der
gleichen jvm ausgefu¨hrt. Diese Architektur und Art von Deployment ist als akzepta-
ble und anwendbar zu betrachten, wenn Probleme wie Serverabsturz oder a¨hnliches
ausgeschlossen werden ko¨nnen. Jedoch erfu¨llt diese Lo¨sung nicht die Anforderungen
wie Ausfallsicherheit, Skalierbarkeit und Erweiterbarkeit, was eine Gefahr fu¨r die Bei-
behaltung der Quality-Of-Service darstellt. Zudem wird die FCD-Kette ,trotz aller
entwickelten U¨berwachungslo¨sungen wie Process-State-Monitor(PSM), im Fall ei-
nes internen Fehlers oder eines Serverabsturzes lahmgelegt. Diese Monitoringlo¨sung
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dient nur dem Administrator, indem der Status der FCD-Kette angezeigt wird oder
u¨ber einen Fehler benachrichtigt wird. Im Weiteren wird fu¨r jede Stadt, welche die
FCD-Rohdaten besorgt, eine neue fcd-jvm zugewiesen. Somit wird z.B. eine An-
wendung fu¨r Berlin gestartet, eine andere fu¨r Hamburg u.s.w.
In diesem Abschnitt wird ein neues Konzept fu¨r das FCD-Prozessierungsmodul
auf Basis von SOA vorgefu¨hrt.
5.2.1 Konzept
Da im Rahmen dieser Arbeit davon ausgegangen wird, dass auf SOA Verlass ist,
werden die Komponenten der FCD-Kette als Dienste entworfen, implementiert und
deployed. Zwei Mo¨glichkeiten liegen fu¨r den Entwurf und die Implementierung der
Dienste in JBoss ESB vor: entweder als ESB-services oder als web-services. Hierbei
wird die erste Mo¨glichkeit angenommen. Die genannten Komponenten des FCD-
Prozessierungsmodules sowie der DataImporter und der DataProvider werden als
ESB-dienste implementiert. Hierzu werden andere Dienste festgelegt, welche die
Verwaltung der Backend -Schicht der FCD-Kette u¨bernehmen.
Um die Funktionalita¨ten des FCD-Prozessierungsmodules zu verwirklichen, mu¨ssen
all diese Dienste komponiert werden. So entsteht ein Dienst mit einem komplexen
Konstrukt, welches dem externen Kunden und Partner als genau ein Dienst er-
scheint. Die Komposition von Diensten ist fu¨r den Kunden transparent. Fu¨r deren
Realisierung, wie bereits unter 2.1.3 erwa¨hnt wurde, das Konzept der Orchestrierung
und Choreography in Betracht kommen. Da jeder Dienst weißt, mit welchem ande-
ren Dienst er kommunizieren wird, eignet sich hierfu¨r eher den Einsatz von einer
Choreography.
In der vorliegenden Arbeit wird vom Konzept der Choreography ausgegangen.
Im Rahmen dessen, entsteht eine Peer-To-Peer Kollaboration zwischen den Diens-
ten.
Insgesamt werden zwo¨lf Dienste fu¨r die Umsetzung der FCD-Kette in Betracht
gezogen:
1. DataImporter: Zu dessen Aufgaben geho¨rt sowohl das Importieren von Rohda-
ten aus dem DataProvider als auch die Bereitstellung dieser Daten fu¨r andere
Komponenten der FCD-Kette wie Filter etc.
2. DataProvider: Dieser Dienst sorgt fu¨r die Bereitstellung der Rohdaten von
unterschiedlichen Sta¨dten. Bezu¨glich der vorliegenden Arbeit, liegen oﬄine-
Daten von sechs Rohdaten-Anbietern in einer Datenbank vor.
3. Fcd Current Speed DB Service: Dieser Service ku¨mmert sich um die Verwal-




4. Fcd Hist Speed DB Service: Dieser hingegen sorgt fu¨r die Verwaltung der
Datenbank Hist Speed DB.
5. Fcd Matches DB Service: Dieser Service ist zusta¨ndig fu¨r die Verwaltung der
Datenbank Matches DB.
6. Fcd On Edge DB Service: Dieser Service bescha¨ftigt sich mit der Verwaltung
der Datenbank Fcd On Edge DB.
7. Filter: Dieser Service kapselt die Logik von Filter-Module. Er filtert der FCD-
Rohdaten.
8. LinkSpeedGenerator: Dieser Service u¨bernimmt die Aufgaben der LinkSpeedGenerator-
Module.
9. Matcher: Dieser u¨bernimmt die Aufgaben der Matcher-Module
10. Raw Data DB Service: Dieser Service speichert die eintreffenden Rohdaten in
der Datenbank Raw Data DB.
11. Trajectories Container DB Service: Dieser Service sorgt fu¨r das Speichern
von Trajektorizerbezogenen-Daten, wie die erzeugten Trajektorien in der Da-
tenbank Trajectories Container DB.
12. Trajectorizer: Dieser kapselt die Funktionen der Trajektorizer-Module
Der interne Arbeitsablauf des FCD-Prozessierungsmodules wird im Anhang in der
Abbildung 6.1 als eine Business Process Modeling Notation(BPMN) dargestellt.
5.2.2 Umsetzung
Fu¨r die Implementierung des umzusetzenden Konzeptes, wird auf die beiden Pro-
jekte pi4soa 1 und JBoss Overlord CDL 2 zuru¨ck gegriffen.
Pi4soa verwendet die Choreography Description Language Standard 3 und bietet
einen Graphic-Editor fu¨r die Erstellung eines choreography-description-files (*.cdm)
an. Dieses Werkzeug wird als Plugin in der Entwicklungsumgebung Eclipse 4 inte-
griert.
JBoss Overlord ist ein OpenSource Projekt der Firma Redhat, welches Governance
und Monitoring von SOA-basierten Systemen anbietet. Zudem arbeitet JBoss Overl-
ord eng mit JBoss ESB und WS-BPEL zusammen und ermo¨glicht die Erzeugung von






Analyse und Konzept zur Integration eines ESB in einer IaaS
©Younes Yahyaoui 2010, yahyaoui@cs.tu-berlin.de
bietet Overlord die Mo¨glichkeit, die entwickelten ESB-services oder Web-services
gegen eine Choreogrphay-Description zu validieren.
5.2.2.1 Aufbau der Choreogrphy
Die Choreography Description Language(CDL) bietet ein Mittel zur Beschreibung
eines Prozesses an, welches bei unabha¨ngigen (verteilten) Diensten eingesetzt wird.
Diese Beschreibung stellt eine globale Perspektive des (distributed) Systems dar.
Fu¨r den Aufbau eines choreography-description-files (*.cdm) wird auf die Web Services
Choreography Description Language (WS-CDL) zuru¨ckgegriffen. Hierfu¨r mu¨ssen fol-
gende Kernkonstrukte erfu¨llt sein [IMC05]:
 package: In diesem muss mindestens eine Choreographie definiert werden. Die-
ser bu¨ndelt eine Reihe von WS-CDL Typdefinitionen und stellt den Namespace
fu¨r die Definitionen bereit.
 roleType: Ein Rollentyp definiert Rollen fu¨r Gescha¨ftsprozesse und za¨hlt die,
von außen beobachtbaren, Verhaltensweisen einer Gescha¨ftspartei auf, die in
Kooperationen auftreten.
 relationshipType: Dieser legt die Beziehungen zwischen jeweils zwei Rollen-
typen fest, die fu¨r eine erfolgreiche Zusammenarbeit unabdingbar sind.
 participantType: Dieser Typ identifiziert all die Rollentypen, die logisch zu-
sammen geho¨ren und gemeinsam implementiert werden sollten. Bezu¨glich des
beobachtbaren Verhalten bilden die Rollentypen eine Einheit und ko¨nnen nur
von derselben Organisation implementiert werden.
 channelType: Dieses Konstrukt verwirklicht die Schnittstelle, u¨ber die Infor-
mationen bei Zusammenarbeit zwischen Parteien ausgetauscht werden ko¨nnen,
regelt den Informationsfluss und ordnet diesen dem zusta¨ndigen Rollentyp zu.
 informationType: Diese beschreiben die Art der Information, die in einer
Choreographie benutzt werden.
 variable: Variablen speichern Informationen u¨ber sichtbare Objekte in einer
Zusammenarbeit. Es wird zwischen drei Typen unterschieden.
 token: Tokens sind Bestandteile einer Variable, die zur Nutzung durch eine
Choreographie notwendig sind.
 tokenLocator: Definiert den Bereich, in dem ein Token sich befindet und
bietet somit einen Mechanismus zur Abfrage fu¨r diese Informationsausschnitte.
 choreography: Diese stellt den Kern der WS-CDL Technik dar. Sie regelt
den Nachrichtenaustausch zwischen den interagierenden Parteien sowie den




 interaction: Diese bilden die Grundlage fu¨r die Zusammenstellung einer
Choreographie, die aus mehreren Interaktionen besteht und in verschiedenen
Gescha¨ftsumfeldern genutzt werden kann.
 workunit: Eine Workunit beschreibt die notwendigen Bedingungen fu¨r den
Fortschritt in einer Choreographie und ermo¨glicht die Fortsetzung der aktuel-
len Arbeit.
 exceptionBlock: In diesen werden Fehlersituationen ausgearbeitet, die durch
Fehlervariablen in Interaktionen verursacht werden. Eine Exception kann aktiv
ausgelo¨st werden oder sie wird durch Constraints (wie U¨berschreitung der
Antwortzeit) automatisch aktiviert.
 finalizer: Wird eine Choreographie erfolgreich abgeschlossen, kann evtl. die
Durchfu¨hrung anderer Aktivita¨ten, wie ru¨ckga¨ngig machen oder a¨ndern not-
wendig sein, um Ergebnisse der vollendeten Aktivita¨ten zu besta¨tigen. Um
diese Aktivita¨ten umsetzen zu ko¨nnen, werden finalizer Blocks definiert.
[IMC05]
Der Graphic-Editor ist ein Werkzeug von pi4soa, das eine graphische Model-
lierung einer Choreography in verschiedenen Ansichten ermo¨glicht [IMC05]. Roles,
Behavior und Relationship werden in Roles and Relationships Ansicht festgelegt.
Dabei werden die grundlegenden Verha¨ltnisse, Interaktionen zwischen den Diensten
und Rollen des Gescha¨ftsprozesses fixiert. Abbildung 5.3 zeigt die Roles, Behaviors
und Relationships zwischen den in 5.2.1 erwa¨hnten Dienste.
Der Ablauf (tatsa¨chliche Workflow) des Gescha¨ftsprozesses wird in der Choreo-
graphy Flow gestaltet. Hierzu ko¨nnen verschiedene Algorithmenstrukturen verwen-
det werden. Zu diesen Strukturen geho¨ren sequentielle-, parallele- und bedingtbasier-
te Abfolgen. Außerdem sind Strukturen wie die while-Schleife und die if-then-else
anwendbar so dass auch komplexe Gescha¨ftsprozesse gestaltet werden ko¨nnen. Ab-
bildung 5.4 gibt graphisch Teile des FCD-Kette-Gescha¨ftsprozesses wieder.
Wie Abbildung 6.4 zeigt, besteht der Gescha¨ftsprozess der FCD-Kette aus zwei
parallelen Sub-Prozessen. Der erste stellt die Aktivita¨ten und die Interaktionen des
DataImporters dar. Dieser Dienst fragt periodisch (jede 2 Minuten) den DataProvider
nach FCD-Rohdaten nach, die in einem Intervall von [t,t+10min] liegen. Treffen die-
se bei ihm ein, leitet er sie zum Filter weiter. Außerdem sendet er diese Daten zum
Raw Data DB Service, der sie in der Raw Data DB Datenbank speichert. Anschlie-
ßend wird der DataImporter in einen Ruhezustand mit einer vordefinierten Periode
versetzt. Nach dem Ablauf dieser Periode, startet er ein neuen Zyklus.
Der Filter wird beim Eintreffen neuer Daten getriggert. Zuna¨chst filtert er diese
und leitet sie anschließend zum Trajektorizer. Dieser verwendet die gefilterten
Daten, um Trajektorien zu erzeugen. Anschließend schickt er diese zum Matcher,
der nach dem Matchen der Daten die Ergebnisse zum Trajektorizer zuru¨ck leitet
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Abbildung 5.3: Choreography: Role, Behavior und Relationship
und dieser wiederum nach vorgetroffenen A¨nderungen an den LinkSpeedGenerator.
Dieser sorgt fu¨r die Optimierung der Daten. Abschließend speichert dieser die Daten
in unterschiedlichen Kategorien in den entsprechenden Datenbanken. Abbildung 6.1
zeigt den Ablauf des FCD-Gescha¨ftsprozesses als BPMN -Modellierung.
5.2.2.2 Implementierung von ESB-services
JBoss Overlord CDL verwendet das oben vorgestellte fcd.cdm, um die Struktur von
jboss-esb-services festzulegen. Diese ko¨nnen statefull oder stateless sein. Die statefull
Services verwenden die Sessions fu¨r die Bearbeitung der Anfragen. Jede Session hat
einen eindeutigen Identifikator. Abbildung 5.5 zeigt wie die Erzeugung von Service-
Geru¨sten durchgefu¨hrt wird.
JBoss ESB definiert fu¨r jeden ESB-service drei XML-basierte Konfigurationsda-
teien, die den Kern eines Dienstes ausmachen:
 jboss-esb.xml: Bei dieser Datei wird sowohl der Name des JMS-Providers
angegeben als auch die notwendigen Listeners und die Action-Pipeline des
Dienstes festgestellt.
 deployment.xml: Im Rahmen dieser Datei werden deployment-spezifische Da-
ten eingestellt, wie z.B die Namen der Endpointreferenzen eines Services.




Abbildung 5.4: Teilen des FCD-Kette-Gescha¨ftsprozesses
tenwarteschlangen festgelegt. Wie unter 2.4.1 erwa¨hnt wird, steht jedem Dienst
eine oder mehrere Message-Queue zur Verfu¨gung. Diese dienen zum voru¨bergehend
Speichern der ankommenden Nachrichten. Bezu¨glich des ESB-Clustering mu¨ssen
einige 5 Warteschlangen geclustert werden. Abbildung 5.6 stellt ein Beispiel der
Einstellung fu¨r einen Dienst aus der FCD-Kette dar.
Hierzu werden noch weitere Dateien definiert, die den Logik eines Dienstes verdeut-
licht. JBoss ESB gestattet die Definition eigener Aktionen in der Action-Pipeline,
wofu¨r die erzeugte Aktion die Klasse AbstractActionLifecycle erweitern muss.
Abbildung 5.7 bildet die internen Komponenten eines Dienstes ab.
5Die Queues, die fu¨r die interne Kommunikation innerhalb des ESBs zusta¨ndig sind, mu¨ssen
nicht unbedingt geclustert. Im hingegen mu¨ssen die Queues, die fu¨r die externe Interaktion ver-
antwotlich sind, geclustert werden.
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Abbildung 5.5: Erzeugung von Geru¨sten der esb-services
Abbildung 5.6: Abschnitte aus des jbm-queue-service.xm
5.3 Simulation des automatischen Abfangens der
Lastspitzen basierend auf Cloud Computing
Um eine U¨berlast zu simulieren, werden die FCD-Rohdaten aus unterschiedlichen
FCD-Rohdaten-Quellen gleichzeitig bearbeitet. Die Daten kommen in einer beliebi-
gen Reihenfolge an, ko¨nnen aber nach anderen Distributionen wie die Poisson Ver-
teilung oder die Normaleverteilung ankommen. Die Daten werden von sechs Anbie-
tern zur Verfu¨gung gestellt. Diese sind Berlin, Hamburg, Mu¨nchen, Mu¨nchen Gefos,
Stuttgart und Wien.
Eine U¨berlast wird erst erfasst, wenn die fu¨r den JBoss ESB bereitgestellte jvm
eine Speicherkapazita¨t besitzt, welche weniger als 50 MB betra¨gt. Diese Schwelle
wird wie bei 4.4 erwa¨hnt wurde in der static Variable FREE JVM MEMORY BARRIER




Abbildung 5.7: Die internen Komponenten eines ESB-services
starten. Die VM la¨dt automatisch einen JBoss ESB-Server hoch, welcher vorkonfi-
guriert ist, am vordefinierten Cluster anzuschließen. Der Cluster besitzt den Name
ClusterESB und wird beim Starten jedes JBoss ESB-Servers anhand die Programm-
Parameter -g 6 angegeben. Listing 5.1 zeigt die vollsta¨ndigen jvm-Parametern, die
beim Starten des Servers vorhanden sein mu¨ssen.
.\ run . sh −c=c l u s t e r e s b −b 192 . 168 . 178 . 21 −g ClusterESB
−Djboss . messaging . ServerPeerID=1
−Djboss . default . j g roups . s tack=tcp
Listing 5.1: Programm-Parameter fu¨r das Starten des Servers
Anschließend tritt der ESBClusterManager in einer Sleeping-Pahse bei, in der er nicht
mehr auf die eintreffenden gemessenen Daten reagiert. Die Dauer dieser Phase wurde
in der static-Variable SLEEPING PHASE PERIODE auf 5 min festgestellt. Erst wenn
diese Periode vorbei ist, u¨bernimmt der ESBClusterManager wieder sein Aufgaben.
Hierzu u¨berpru¨ft er, ob die jetzige zur Verfu¨gung stehende Speicherkapazita¨t u¨ber
der Schwelle 50 MB gestiegen ist. Zwei Mo¨glichkeiten kommen hierbei in Betracht
vor:
 Wenn nein: Der ESBClusterManager startet eine weitere EC2 Maschine.
 Wenn ja: Der ESBClusterManager fa¨hrt eine EC2 virtuelle Maschine, falls eine
vorhanden ist, herunter.
6-g: festlegt die Gruppe, an der der startende Server sich anschließt
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Solch ein Verfahren bewirkt eine flexible Skalierung des JBoss ESB-Cluster nach
oben oder nach unten und dementsprechend eine schnelle Reaktion auf potentielle
Lastspitzen.
Abbildung 5.8 zeigt den Status des JBoss ESB-Servers im Leerlauf an. Hierzu
werden keine Rohdaten bearbeitet. Dies ist an der Anzahl der zu bearbeitenden
Nachrichten (gru¨ne Linie) zu bemerken, die bei null liegen. Zudem kann festgestellt
werden, dass die zur Verfu¨gung stehende freie Speicherkapazita¨t im Bereich [110 MB-
170 MB] liegt.
Abbildung 5.8: Monitoring des JBoss ESB-Servers im Leerlauf
Zuerst werden die Daten aus nur einem Data-Provider ankommen lassen. Abbil-
dung 5.9 zeigt die gemessenen Werten. Man merkt schnell, dass die freie Speicher-
kapazita¨t bis weniger als 70 MB runter geht. Zudem wird bemerkt, dass die Anzahl
der bearbeitenden Nachrichten gestiegen wird. In diesem Szenarium wird noch keine
U¨berlast entdeckt.
Beim Hinzufu¨gen eines zweiten Data-Provider wird erst eine U¨berlast festgestellt.
Hierbei zeigt Abbildung 5.10, dass die freie zur Verfu¨gung stehende Speicherkapa-
zita¨t einen Wert weniger als 50 MB erreichtet und geht sogar bis zur 20 MB. Par-
allel dazu wird die Anzahl der bearbeitenden Nachrichten weiter steigen. Darauf
aufbauend startet der ESBClusterManager eine EC2 virtuelle Maschine, welche am
ESB-Cluster anschließen soll. Die Informationen u¨ber die VM sowie seiner Status
werden auf die AWS Management Console dargestellt.
Da die Realisierung des ESB-Clusteres aufgrund der im 4.5 bereitgestellten Pro-
blemen nicht mo¨glich war, kann sich leider die gestartete virtuelle Maschine nicht
am JBoss ESB-Clusters anschließen. Schlussfolgernd ko¨nnen Teile der ankommen-
den Anfragen nicht an dieser virtuellen Maschine im Rahmen von der Lastverteilung





Abbildung 5.9: Monitoring bei einem Data-Provider




Die Kommunikation zwischen verteilten Diensten wird heutzutage durch ein En-
terprise Service Bus realisiert. Dabei ko¨nnen diese mit Hilfe einer Workflow-Engine
zu ho¨herwertigen Services komponiert werden. Durch unterschiedliche Lastprofile
der einzelnen Aktivita¨ten innerhalb des Workflows ko¨nnen zeitweise einige Dienste
u¨berlastet sein und die Gesamtausfu¨hrung des Systems hinaus zo¨gern.
Sinn und Zweck dieser Arbeit bestand darin, aufbauend auf Analysen ein Kon-
zept zur Integration eines Enterprise Serive Bus in einer elastischen Infrastructur-as-
a-Service (IaaS) Umgebung zu erstellen. Außerdem sollte eine SOA-basierte Lo¨sung
fu¨r das Traffic-Data-Platform/FCD-Prozessierungsmodul entwickelt werden und dar-
auf basierend ein Ansatz angefertigt werden, das Lastspitzen in SOA-Workflows auf
Grundlage des Cloud Computings automatisch abfa¨ngt.
Nach der Ero¨rterung grundlegender Konzepte und der Betrachtung weitverbrei-
teter OpenSource ESB-Produkte, ließ sich feststellen, dass keine ernsthafte Lo¨sung
angeboten wird, welche die Integration eines ESBs in einer IaaS gestattet und die
Skalierbarkeit elastisch verwaltet.
Voraussetzung fu¨r diese Integration ist die Unterstu¨tzung der Clusterbarkeit.
In diesem Zusammenhang wurden zwei Architekturen fu¨r den Aufbau eins ESB-
Clusters vorgestellt, untersucht und verglichen. Ausgehend davon ergibt sich die
Notwendigkeit, u¨ber ein neues Konzept nachzudenken, welches die Schwa¨chen der
vorhandenen Modelle eliminiert und eine Kombination anwendet, damit eine ver-
besserte Architektur entsteht.
Ein wesentlicher Teil dieser Ausarbeitung befasst sich mit der Ero¨rterung der
Anforderungen, nach deren Erfu¨llung mo¨gliche Szenarien zur Integration eines ESBs
in einer IaaS verglichen werden. Diese Anforderungen beschaffen eine optimale Elas-
tizita¨t und eine Kosteneffizienz. Zudem wurde ein Konzept fu¨r das automatische Ab-
fangen der Anfragen-Lastspitzen in einer IaaS erarbeitet und darauf aufbauend ein




u¨berwacht sowie rechtzeitig meldet und die Werte in Form eines Charts darstellt.
Im Falle einer U¨berlast reagiert dieses Framework automatisch und kra¨ftigt den
ESB-Cluster durch das Hinzufu¨gen von Amazon-EC2 virtuellen Maschinen. Da-
durch werden die Kundenanfragen gleichermaßen auf alle ESB-Instanzen verteilt
und dementsprechend die u¨berlasteten Ressourcen entlastet.
Zum Verwirklichen eines ESB-Clusters zwischen zwei unterschiedlichen Netzwer-
ken und zwar dem Heimatnetzwerk und dem Amazon Netzwerk, wird das Produkt
Amazon Virtual Private Cloud (VPC) verwendet, das die Erweiterung des Netzwerks
einer Firma durch AWS Ressourcen gestattet. Aufgrund der Sicherheitsmaßnahmen,
die sowohl das DLR-Netz als auch das TUBIT-Netz erheben, erschwert sich der Auf-
bau des Clusters. Daher wurde fu¨r diesen alternativ ein virtueller Server angemietet,
um den Versuch neu zu starten. Mangels der notwendigen Funktionen im Kernel des
angemieteten Servers, konnte der Aufbau des Clusters nicht realisiert werden. Die
Funktionen umfassen Features fu¨r den Aufbau eines Virtual Private Networks wie
IPSec und Werkzeuge fu¨r die Erstellung der Sicherheitsschlu¨ssel. Eine Erweiterung
des Kernels ist nicht mo¨glich. Die alternative Lo¨sung hierzu ist der Erwerb eines neu-
en vpn-fa¨higen Servers, dessen Kosten u¨ber den tragbaren Rahmen eines Studenten
liegen.
Insgesamt erfu¨llt das vorgestellte Load-Monitoring-Framewrok seinen Zweck. Es
wurde mit dem SOA-basierten entwickelten FCD-Prozessierungsmodul der DLR-
Traffic-Data-Platform getestet. Im Fall einer U¨berlast werden automatisch neue
EC2 virtuelle Maschinen gestartet und am ESB-Cluster angeschlossen. Es ist zu
beru¨cksichtigen, dass es sich hierbei um einen Prototypen handelt, der selbstversta¨ndlich
noch nicht ausgereift ist, jedoch aufbaufa¨hig ist.
Als weiterfu¨hrende Aufgabe zu dieser Themenstellung, wa¨re der Aufbau des
ESB-Clusters auf dem Eucalyptus Cloud der TU-Berlin von großem Interesse. Zu-
dem wa¨re es interessant zu untersuchen, wie die Art und Weise des Eintreffens der
Anfragen bei den Diensten, den Ressourcenverbrauch sowie die entstehenden Kos-
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Abbildung 6.1: BPMN Modellierung der Flow in der FCD-Kette
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