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ABSTRACT 
 
 
 
Studying development of interactive services for digital television is a leading edge area 
of work as there is minimal research or precedent to guide their design. Published 
research is limited and therefore this thesis aims at establishing a set of computing 
methods using Java and XML technology for future set-top box interactive services. 
The main issues include middleware architecture, a Java user interface for digital 
television, content representation and return channel communications. 
 
The middleware architecture used was made up of an Application Manager, Application 
Programming Interface (API), a Java Virtual Machine, etc., which were arranged in a 
layered model to ensure the interoperability. The application manager was designed to 
control the lifecycle of Xlets; manage set-top box resources and remote control keys and 
to adapt the graphical device environment. The architecture of both application manager 
and Xlet forms the basic framework for running multiple interactive services 
simultaneously in future set-top box designs. 
 
User interface development is more complex for this type of platform (when compared 
to that for a desktop computer) as many constraints are set on the look and feel (e.g., 
TV-like and limited buttons). Various aspects of Java user interfaces were studied and 
my research in this area focused on creating a remote control event model and 
lightweight drawing components using the Java Abstract Window Toolkit (AWT) and 
Java Media Framework (JMF) together with Extensible Markup Language (XML).  
 
Applications were designed aimed at studying the data structure and efficiency of the 
XML language to define interactive content. Content parsing was designed as a 
lightweight software module based around two parsers (i.e., SAX parsing and DOM 
parsing). The still content (i.e., text, images, and graphics) and dynamic content (i.e., 
hyperlinked text, animations, and forms) can then be modeled and processed efficiently.  
 
This thesis also studies interactivity methods using Java APIs via a return channel. 
Various communication models are also discussed that meet the interactivity 
requirements for different interactive services. They include URL, Socket, Datagram, 
and SOAP models which applications can choose to use in order to establish a 
connection with the service or broadcaster in order to transfer data. 
 
This thesis is presented in two parts: The first section gives a general summary of the 
research and acts as a complement to the second section, which contains a series of 
related publications. 
 
 
Keywords: interactive service, digital television, middleware, user interface, content, 
interactivity, Java, XML. 
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PART ONE: SUMMARY OF RESEARCH 
 
1 INTRODUCTION 
Most existing terrestrial television transmissions are broadcast as analogue signals where the 
signal quality can be reduced due to location, obstacles, or interference from other sources 
(such as overhead electric cables). To receive the best possible signal, a rooftop antenna is 
required. Satellite television uses an external dish to receive its data, however, these signals 
are affected by weather conditions and pollution in the earth's atmosphere. Although cable 
television suffers little of the signal loss experienced by terrestrial and satellite television 
services, existing cable television services are restricted in the number of channels they can 
offer. 
 
Digital television will ultimately replace the existing analogue systems and bring far more 
than significantly improved video and audio signal quality to television viewers. Digital 
television allows much more information (i.e. channels) to be transmitted and uses a new 
broadcasting technology to transmit services in binary format. Each channel is compressed 
and converted into a digital data stream using the Moving Pictures Experts Group (MPEG-2) 
compression algorithms [1]. This type of digital compression packs at least five times as 
many channels into a given distribution network bandwidth. MPEG only transmits the parts 
of a picture that changes from one frame to the next, rather than sending a completely new 
frame, thus reducing the amount of data that needs to be sent in order to reconstruct the 
original picture. Because the space needed for a digital channel is less than that for an 
analogue channel several digital signals can be transmitted side-by-side in the space 
previously occupied by a single analogue channel. Atmospheric interference has little or no 
effect on a digital signal as digital television receives high quality signals as binary coded 
data at the receiver with little loss of information. 
 
Digital television produces sharper images than traditional analogue television and includes 
digital surround sound. Some service providers even have High Definition Television 
(HDTV) (depending on the standard adopted) and wide-screen programs. However, 
potentially the most interesting and exciting feature is that digital transmission creates the 
potential for interactive services. In combination with a return channel, digital television will 
be able to offer viewers a variety of enhanced and interactive services, from interactive soap 
operas to a high speed Internet over the air by combining TV with the Internet. Possible 
services include: an electronic program guide (EPG), video-on-demand (VOD), personal 
video recorder (PVR), pay-per-view, multi-camera-angle sporting events, home billing, 
home shopping, games, TV chat, digital Teletext, digital subtitles, etc.  
 
A moving receiver cannot receive analogue television signals [2] however, with digital 
television moving receivers (i.e. located in cars, buses, trams, trains and even hand-held 
television sets) can receive clear terrestrial digital television signals and allow their viewers 
to make use of new interactive services. Also, digital technology and the convergence of 
various digital media will introduce many more possibilities, opportunities and challenges 
than today’s analogue television [3]. 
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1.1 DIGITAL TELEVISION STANDARDS 
Several different digital television standards are emerging from different world regions. The 
three main standards bodies include Digital Video Broadcasting (DVB), Advanced 
Television Systems Committee (ATSC), and Integrated Services Digital Broadcasting 
(ISDB). Table 1 presents a summary of the key parameters from the three resulting digital 
television standards. All proposed digital television systems use MPEG-2 technology for 
video and audio coding and for multiplexing to achieve an adequate throughput of the vast 
amounts of data required by HDTV or Standard Definition Television (SDTV).  
 
 
Table 1. Comparison of parameters in different standards. 
 
All European countries have agreed to adopt the DVB standard [4] as DVB is one of the 
leading standard bodies in digital television. It has defined a satellite transmission standard 
(DVB-S), which is used by several satellite operators around the world. The DVB has also 
defined cable (DVB-C), terrestrial broadcast services (DVB-T) and Multimedia Home 
Platform (MHP) standards for receivers.  
 
The DVB is based on SDTV and employs the MPEG-2 video compression and MPEG-2 or 
MPEG-1 digital sound [5]. Only stereo sound will be transmitted initially however, at a later 
stage the system can be upgraded to multi-channel surround sound [6]. Available screen 
aspect ratios include 4:3, 16:9 (wide-screen), and 2.21:1 [7] (HDTV mode is optional). The 
DVB provides no direct compatibility between HDTV and STDV modes, which means that 
if HDTV transmissions are broadcast, they cannot be received on standard receivers.  
 
High-definition pictures are to be simulcast alongside standard-definition pictures and future 
receivers will convert interlaced transmissions into a 625, or 1250, progressive format. The 
screen luminance resolution is 1920 x 1080 for both 25 Hz and 30 Hz HDTV. The screen 
resolution mode at a frequency of 30 Hz SDTV ranges from 720 x 480, 640 x 480, 544 x 
480, 480 x 480, 352 x 480 to 352 x 240. The screen luminance resolution modes at a 
frequency of 25 Hz SDTV have 720 x 576, 544 x 576, 480 x 576, 352 x 576 to 352 x 288 
[7]. In addition, DVB sets a common standard for encryption but broadcasters are free to use 
a conditional access system of their own choice to control de-encryption in response to 
payment [6]. 
 
The ATSC standard has been universally adopted in North America [4] [8]. ATSC is a U.S. 
organization that defines standards for terrestrial digital broadcasting and cable distribution 
Standard 
 
System  
type 
Video 
coding 
Audio 
coding 
Modulation  
scheme 
Channel 
bandwidth 
Bit rate  
(Mbps) 
Adopted  
countries  
DVB-S QPSK 38  
DVB-T QPSK/QAM/OFDM 24  
15 (Mobile) 
 
DVB 
 
DVB-C 
 
MPEG-2 
 
MPEG-2/1 
digital 
sound QAM 
 
8 MHz 
38  
All European 
countries, Australia, 
New Zealand, 
Russia, etc. 
ATSC-T 
 
19.28   
ATSC 
 ATSC-C 
 
MPEG-2 
 
AC-3 
 
8 VSB 
 
6 MHz 
38.57  
North America, 
South Korea, 
Taiwan, Mexico, 
Argentina, etc. 
ISDB-S TC8PSK/QPSK/BPSK 34.5 MHz 52  
ISDB-T DQPSK/QAM 5.6 MHz 21.47  
4.06 (Mobile) 
 
ISDB 
 
ISDB-C 
 
MPEG-2 
MPEG-2 
AAC 
64QAM 6 MHz 31.644  
Japan 
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[9]. The ATSC standard is based on computer display standards that call for pictures to be 
transmitted at a rate of 24, 30, or 60 Hz to match cinema projection standards (24 frames per 
second) and 60 field /30 frame National Television Standards Committee (NTSC) analogue 
TV system. The Digital Audio Compression (AC-3) standard was selected for the audio 
source encoding and the MPEG-2 standard for the video encoding. ATSC includes digital 
HDTV, SDTV, data broadcasting, multi-channel surround-sound audio, and satellite direct-
to-home broadcasting components [10]. ATSC resolution ranges from 1920 x 1080, 1280 x 
720, 704 x 480 to 640 x 480 with screen aspect ratios that include 16:9 (wide-screen) and 4:3 
modes [11].  
 
The ISDB standard has been adopted as Japan’s own unique national standard [4]. The 
technical standards for digital broadcasting in Japan are grouped as the ISDB Family. It 
consists of ISDB-S (Satellite) for satellite broadcasting, ISDB-C (Cable) for cable TV 
networks, ISDB-T (Terrestrial) and ISDB-TSB (Terrestrial Sound Broadcasting) for 
terrestrial broadcasting [12] [13] [14]. They were developed as the Japanese specification in 
order to provide flexibility, expandability, and commonality between multimedia 
broadcasting services using each network. The ISDB standard combines the functionality of 
a personal computer and video recorder and allows the inclusion of SDTV and HDTV. This 
standard also uses MPEG-2 for video and audio coding as well as data multiplexing. The 
MPEG-2 AAC (Advanced Audio Coding) is employed as the audio coding system. ISDB 
employs MPEG-2 MP@HL (Main profile at high level) for 1080i and 720p, MP@H14 for 
480p, and MP@ML (Main profile at main level) for 480i, respectively [12].  
 
1.2 DVB DIGITAL BROADCASTING SYSTEM 
In order to fully understand how interactive services work in the digital television 
environment, the following subsections introduce the main components of a typical DVB 
digital broadcasting system: broadcaster head-end system, receiver, return channel, DVB 
data broadcasting, and Conditional Access (CA) systems. 
 
1.2.1 Broadcaster Head-End System 
Figure 1 shows a general diagram of the broadcaster side in a DVB digital broadcasting 
system from a signal flow point of view [15]. The broadcaster is responsible for producing 
MPEG-2 transport streams that contain several television programs. These transport streams 
need to be delivered error-free to the transmitters (i.e., terrestrial towers) or Microwave 
Multipoint Distribution Services (MMDS); satellite up-links and cable head-ends [16] [17] 
[18]. These transport streams have no protection against error, which can cause serious 
effects [19], therefore error correction and channel coding (or modulation) is necessary 
before the signals are passed to the transmitters. 
 
Video and audio encoders are responsible for compressing and encoding the video and audio 
signals. One or more of the following are fed into the MPEG-2 multiplexer: video and audio 
elementary streams generated from these encoders; private data; service information (SI); 
conditional access (CA) control and synchronization information. Within the MPEG-2 
multiplexer an initial packetization of the video and audio elementary streams is performed 
to produce Packetized Elementary Stream (PES) packets. Then, transport packets are 
generated from the PES packets and finally a transport stream is formed by multiplexing the 
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transport packets with additional data from DVB-SI, CA control, and synchronization 
information [20].  
 
Private data is a data stream, whose content is not specified by MPEG, which may be used to 
carry digital Teletext; program subtitles; data; additional service information specific to a 
particular network and commands intended to control modulation and network distribution 
equipment, etc. [20].  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Main components of broadcaster high-end system. 
 
Service information is also added to the broadcast stream to allow program tuning and 
selection and, once acquired, is stored in the SI database. DVB-SI includes four Program 
Specific Information (PSI) tables: Program Association Table (PAT); Program Map Table 
(PMT); Network Information Table (NIT) and Conditional Access Table (CAT). It also 
contains seven additional tables: Bouquet Association Table (BAT); Service Description 
Table (SDT); Event Information Table (EIT); Running Status Table (RST); Time and Date 
Table (TDT); Time Offset Table (TOT) and Stuffing Table (ST) [21]. PSI tables provide 
information to facilitate automatic configuration of the receiver; enable demultiplexing and 
decode the various program streams within the multiplex. The additional tables provide 
identification of services and events carried in different multiplexes [22]. SI data is conveyed 
as packets that have unique PIDs and these packets must be included periodically in every 
transport stream. The PAT always has a PID of 0, and the CAT a PID of 1. The 
demultiplexer must determine all of the remaining PIDs by assessing the appropriate table.  
 
Synchronization of the decoding and presentation processes for audio and video at the 
receiver is a particularly important aspect of a real time, software based, multiplexer [23]. 
Consequently, a system of time stamps is specified to ensure that related elementary streams 
are replayed with the correct synchronization at the decoder. CA support is provided for the 
control of scrambling (i.e., for conditional access), which may be applied to one or more of 
the elementary streams [20]. 
 
The transport stream from the MPEG-2 Multiplexer is raw-serial binary data and is 
unsuitable for transmission for a variety of reasons. For example, runs of identical bits cause 
Direct Current (DC) offsets and lack a bit clock [24] meaning that there is no control of the 
audio 
source 
video 
source 
transport 
stream 
broadcast 
network 
video encoder 
audio encoder 
private data 
SI 
synch. info 
 
 
 
 
MPEG-2 
Multiplexer 
Channel coding 
Modulation 
Error correction 
CA control 
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spectrum and that the bandwidth required is too great. Therefore, channel coding and 
modulation techniques are required. The purpose of channel coding is to increase the 
robustness and reliability of the digital information that is being transmitted over a noisy 
channel. In order to further increase robustness appropriate error correction is added to the 
transmitted data. The objective of modulation is to shift the message signal to the 
appropriate frequency therefore increasing the data transfer rate and making it suitable for 
transmission. 
 
1.2.2 Receiver 
Figure 2 shows a signal flow diagram for the main building blocks in a set-top box receiver. 
The Radio Frequency (RF) interface is connected to the incoming modulated signal. The 
tuner/demodulator block performs channel (frequency) selection, demodulation and error 
correction of the incoming MPEG-2 signal [25]. The tuner module is capable for accessing 
Quadrature Amplitude Modulation (QAM), Orthogonal Frequency Division Multiplex 
(OFDM), and Quaternary Phase Shift Keying (QPSK) network modulated data [19]. The 
baseband output signal from the tuner is forwarded to the demodulator whose function is to 
sample the analogue signal and convert it to a digital bit-stream. Once the bit-stream has 
been recovered it is checked for errors and forwarded to the demultiplexer and the output 
from the tuner/demodulator block is an MPEG-2 transport stream. The set-top box uses the 
return channel modulator to connect to interactive service providers. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. A flow diagram of set-top box. 
 
The demultiplexer block synchronizes with the transport stream coming from the 
tuner/demodulator (or CA module) and selects the appropriate audio, video and/or private 
data elementary streams, according to the service selections made by the viewer. The 
demultiplexer block also contains circuits for descrambling of services subject to CA data in 
conjunction with a smart card [25]. The CA module is an external plug-in CA, which is 
attached via the Common Interface.  
 
MPEG-2 uses an identifier (i.e., PID) to distinguish a packet as containing a particular 
format (i.e., audio, video, or data). The audio and video decoders complete processes for 
presentation (e.g., de-packetization, decompression, synchronization with related services, 
etc.). The subtitle decoder is used to decode and present the program subtitle data using the 
On Screen Display (OSD) buffer [26], while the data decoder is responsible for decoding 
system or private data (e.g., digital Teletext, SI, etc.). Subtitle and data decoders can be 
separate hardware modules or software. 
CA control 
audio out 
video out 
data out 
subtitle out 
RF input tuner/ 
demodulator 
demultiplexer/
descrambler 
video decoder
audio decoder
subtitle decoder 
data decoder return channel 
modulator CPU
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The Central Processing Unit (CPU) is a microprocessor and the key system component in a 
set-top box. It manages all the internal units and attached external plug-in units [25] and its 
functions include initializing various hardware components; processing a range of Internet 
and interactive services; monitoring and managing hardware interrupts; fetching data and 
instructions from memory and running related programs, etc. [19]. 
 
1.2.3 DVB Data Broadcasting 
Data broadcasting makes it possible to embed application data into the broadcast audio and 
video streams. The DVB data broadcasting system provides a means of delivering MPEG-2 
transport streams via a variety of transmission media [27]. In addition, the DVB has 
extended the MPEG-2 systems specification (ISO/IEC 13818-1) to produce a full DVB-SI 
specification.  Examples of data broadcasting are the download of software over satellite, 
cable or terrestrial links; the delivery of Internet services over broadcast channels and 
interactive TV, etc.  Five different application areas with different requirements for the data 
transport have been identified, which include: Data Piping; Data Streaming; Multiprotocol 
Encapsulation; Data Carousels and Object Carousels [27]. Data Broadcasting will be a key 
technology for digital television applications. 
 
Data Piping supports data broadcast services that require a simple, asynchronous, end-to-end 
delivery of data through the DVB compliant broadcast networks. Data broadcast is carried 
directly in the payloads of MPEG-2 transport stream packets [27]. 
 
Data Streaming supports data broadcast services requiring a stream-oriented, end-to-end 
delivery of data in either an asynchronous, synchronous, or synchronized way through the 
DVB compliant broadcast networks. Data broadcast is carried in PES packets, which are 
defined in MPEG-2 specification. Asynchronous data streaming is defined as the streaming 
of data without any timing requirements (e.g., RS-232 data). Synchronous data streaming is 
defined as the streaming of data with timing requirements in the sense that the data and clock 
can be regenerated at the receiver to provide a synchronous data stream. Synchronized data 
streaming is defined as the streaming of data with timing requirements in the sense that the 
data within the stream can be played back in synchronization with other types of data 
streams (e.g., audio and video) [27]. 
 
Multiprotocol encapsulation supports data broadcast services that require the transmission of 
datagrams of communication protocols via the DVB compliant broadcast networks. The 
transmission of datagrams is done by encapsulating the datagrams in DSM-CC data carousel 
specification (DSM-CC) sections (cf. figure 5), which are compliant with the MPEG-2 
private section format [27]. 
 
The DVB data carousel is based on the DSM-CC data carousel specification (ISO/IEC 
13818-6) and supports data broadcast services that require the periodic transmission of data 
modules through DVB compliant broadcast networks (cf. figure 5). The data transmitted 
within the data carousel is organized into modules, which are subdivided into blocks. Each 
block of all modules within the data carousel are of the same size, except for the last block of 
each module, which may be smaller. Modules are a delineation of logically separate groups 
of data within the data carousel, which can be clustered into a group of modules if required 
by the service. Likewise, groups can in turn be clustered into super groups [27]. 
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The DVB Object Carousel supports data broadcast services that require the periodic 
broadcasting of DSM-CC User-User (U-U) objects through the DVB compliant broadcast 
networks. The DSM-CC is an extensive toolkit for handling the transfer of multimedia 
content. The Object Carousel has been selected to provide a broadcast filing system where a 
range of data content is broadcast cyclically, with the opportunity to update, add, or remove 
content as and when required. Data broadcast is transmitted according to the DSM-CC 
Object Carousel and DSM-CC Data Carousel specifications [19] (cf. figure 5). 
 
1.2.4 Return Channel 
Adding interactivity to the DVB broadcasting environment requires implementing a return 
channel as well as broadcast channel (cf. figure 3). A return channel is established between 
the viewer and the service provider and can be used to carry the viewer’s commands and 
responses back to or download content from the service provider. Broadcast only services 
are sent via a downstream channel from the broadcaster to the receiver (cf. figure 3).  
 
 
 
 
 
 
 
 
 
 
Figure 3. A general model for interactive system. 
 
The DVB has defined a set of Network Independent Protocols (DVB-NIP) and a series of 
medium specific return channel specifications (i.e., network dependent protocols), e.g., 
DVB-RCC, DVB-RCCS, DVB-RCD, DVB-RCG, DVB-RCL, DVB-RCP, DVB-RCS 
respectively for CATV, SMATV, DECT, GSM, LMDS, PSTN/ISDN and satellite networks 
[28] [29] [30] [31] [32] [33] [34] [35]. Appendix A lists the abbreviations of return channels. 
The network dependent protocols work together with the Network Independent Protocols 
and the protocols defined in these standards provide a generic solution for a variety of 
broadcast only and interactive services through the use of DVB data broadcasting profiles 
[36] (cf. chapter 1.2.3). 
 
The PSTN/ISDN is the most widely used technology for a return channel and is usually 
implemented via a narrowband communication link, such as PSTN/ISDN with a low-bit-rate 
of up to approximately 150 kbps [37]. All digital television receivers with interactive service 
capabilities will have either a built-in telephone modem; a port for a digital subscriber line 
connection or direct-broadcast satellite receiver or an Ethernet jack for a cable modem or 
home network setup. 
 
1.2.5 CA System 
The main objective of the CA system is to control a subscriber’s access to digital television 
pay-per-view services and secure the operators revenue streams. CA systems: limit access to 
subscribers who have valid contracts with a specific network operator can access a service as 
return channel
viewer 
broadcast channelbroadcaster set-top box
interactive 
service provider 
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well as allowing network operators to directly target programming, advertisements, etc. 
Restricting access to a particular service is accomplished by using cryptography, which 
protects the digital service by transforming the signal into an unreadable format (i.e., 
encryption). Once the signal is encrypted it can only be decrypted by a digital set-top box 
using a decryption key. Set-top boxes generally incorporate the necessary hardware and 
software subsystems to receive and decrypt these signals. These components comprise a de-
encryption chip; a secure processor (e.g., smart card) and appropriate hardware drivers (e.g., 
Common Interface). The smart card contains the necessary keys needed to decrypt the 
encrypted services [19]. 
 
Conditional Access is not fully specified in the DVB but a series of tools have been defined. 
The key tool to the entire DVB CA package is the DVB Common Scrambling Algorithm 
(CSA) for secure scrambling of transport streams or PES’s. There are two CA 
interoperability scenarios envisaged in the DVB: SimulCrypt and MultiCrypt [38] [39] [40].  
 
SimulCrypt is a mechanism whereby a single transport stream can contain several CA 
systems. One way of providing viewers with access to programs is to enable different CA 
decoder populations (potentially with different CA systems installed) to receive and 
correctly decode the same video and audio streams. An alternative is when a contract or 
negotiations between different program providers is established, enabling viewers to use the 
specific CA system built into their set-top boxes, irrespective of the fact that these programs 
were scrambled under the control of one of several CA systems.  
 
MultiCrypt revolves the specification of a Common Interface which, when installed in the 
set-top-box, permits the viewer to switch manually between CA systems. Therefore, when 
the viewer is presented with a CA system, which is not installed in his box, he or she simply 
switches cards. 
 
A typical end-to-end CA system consists of several subsystems: the Subscriber Management 
System (SMS); Subscriber Authorization System (SAS) and receiver CA control system 
[19]. SMS is ultimately responsible for handling all customer data and sends requests to 
SAS, which encrypts the requests and delivers the code to receiver CA control system (e.g., 
smart card). The code includes messages, which enable the descrambler to make the program 
legible.  
 
1.3 MULTIMEDIA HOME PLATFORM (MHP) 
MHP is an open DVB standard, which defines a whole set of technologies to implement 
digital interactive multimedia services in the home. MHP includes the home terminal (e.g., 
set-top box, TV set, or PC), its peripherals and the in-home digital network [41], and covers 
three application areas (i.e., enhanced broadcasting, interactive broadcasting, and Internet 
access) [42]. The primary goal of the MHP is to enable the birth of horizontal markets for 
digital television and multimedia services where there is open competition between content 
providers, network operators or platform manufacturers at each level in the delivery chain. 
Another goal is to exploit the potential for convergence between broadcasting, the Internet 
and consumer electronics. 
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The architecture of the MHP is defined in terms of three layers: resources, system software 
and applications (cf. figure 4). Typical MHP resources are MPEG processing, I/O devices, 
CPU, memory and a graphics system. The system software uses the available resources in 
order to provide an abstract view of the platform to the applications, which are controlled by 
the application manager. 
 
 
 
 
 
 
 
 
 
Figure 4. Basic architecture of the MHP. 
 
The MHP defines a generic interface (i.e., API) between interactive digital applications and 
the terminals (cf. figure 4). The API provides an abstraction layer between different 
provider's applications and the specific hardware and software (i.e. device drivers) details of 
different MHP terminal implementations. MHP enables digital content providers to address 
all types of terminals ranging from low-end (e.g., small amount of RAM, no local storage 
capacity, limited computational and graphics capability) to high-end set top boxes, integrated 
digital TV sets, and multimedia PCs. Applications from various service providers will be 
interoperable with different MHP implementations in a horizontal market. Digital television 
applications use the APIs to access the actual resources of the receiver, including: databases, 
streamed media decoders, static content decoders and communications. Key applications are 
based around the DVB-Java platform and therefore the API plays a crucial role in MHP. 
 
1.3.1 MHP in General 
MHP defines transport protocols; application lifecycles and signaling models (both for 
DVB-Java and DVB-HTML applications); security models; content formats; the DVB-Java 
platform; plug-ins; the graphical reference model and minimum platform capabilities, etc.  
 
The MHP transport protocols deal with the Network Independent Protocols so that the MHP 
unit can communicate through different network types. These protocols provide a generic 
solution for a variety of broadcast only and interactive services using DSM-CC User-to-
User, data carousel and object carousel protocols (cf. chapter 1.2.3). They also support IP 
over the interaction channel as well as over the broadcast channel through the Multiprotocol 
Encapsulation (cf. chapter 1.2.3, figure 5, and figure 29) [42]. 
 
Security framework covers four security areas, i.e., authentication of applications; security 
policies for applications; authentication and privacy of the return channel communications 
and certificate management [42]. The security framework enables a receiver to authenticate 
an applications source and a typical system uses three different security messages (i.e., 
Cryptographic hash codes, Signatures and Certificates). Content formats include static and 
broadcast streaming formats (e.g., GIF, PNG, JPEG, MPEG-2 Video/Audio, subtitles, etc.); 
resident and downloadable fonts; color representation and MIME types. 
 
API System Software 
Application 
Application 
Manager 
Resources
Application Application …..
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Figure 5. Broadcast channel protocol stack. 
 
The DVB MHP specification provides the basic definitions needed for integration of DVB-
HTML applications into the MHP unit. The DVB-HTML application and signaling models 
are defined but it is not the main MHP application. One reason is that HTML content 
developers have very limited control over how screen layout is rendered. In addition, local 
computation is not possible, making most types of interactivity impossible without a 
persistent two-way connection and a head-end infrastructure to support this interactivity. 
Games are exceptionally difficult to program due to the lack of an environment that can 
support local calculations. Although there is a wealth of content available that was authored 
using HTML based technologies on the Web, the vast majority of this is unsuitable for 
television use due to the unique display requirements of television [43]. 
 
A "plug-in" is a block of functionality that can be added to a generic platform in order to 
provide interpretation of application and content formats not specified by the MHP [42]. The 
choice of which plug-ins to use is totally in the hands of the end-user in order that he can 
have a choice of sources of service. Plug-in applications may stay resident, where the design 
of the platform implementation allows. There are two possible types of plug-in 
implementation, the first uses implementation-specific code (e.g., in native code or using 
implementation-specific Java APIs) and the other is described as an interoperable plug-in. 
 
1.3.2 DVB-Java Platform 
Java technology plays a vital role in creating and executing the new interactive multimedia 
services for set-top boxes. The core of the MHP is based on a platform known as the DVB-
Java platform, which includes a virtual machine (as defined in the Java Virtual Machine 
specification from Sun Microsystems); a number of software packages to provide generic 
application program interfaces (APIs) to a wide range of features of the platform and a series 
of reusable and television-specific libraries (i.e., APIs). The latter are a subset of core class 
libraries from the Java platform and a set of libraries, which are an extension to Java 
platform (e.g., JavaTV, HAVi user interface, and DAVIC APIs). MHP applications access 
the underlying platform resources only via these specified APIs. Appendix B lists the APIs 
defined and supported in the MHP [42].  
Broadcast channel 
API 
MPEG-2 Sections (DSM-CC Sections) 
MPEG-2 Transport Stream 
DVB  
Object Carousel 
DSM-CC UU 
Object Carousel 
DSM-CC Data 
Carousel 
UDP 
IP 
DVB Multiprotocol 
Encapsulation 
 
 
 
DVB-SI 
Application 
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The Java virtual machine resides on the set-top box and executes Java bytecodes. Java 
bytecodes do not need to be fully resident, as they can be downloaded from the network, 
when required. When no longer needed, the java byte-code is automatically freed from the 
receiver’s memory through the garbage collection mechanism provided by the Java virtual 
machine. 
 
The DVB-Java platform is an ideal base for developing next generation interactive services 
as DVB-Java applications are inherently cross-platform portable. Application developers 
need to author the code only once and then it can run on any terminal regardless of the 
underlying operating system and CPU. The Java platform overcomes the limitations of 
HTML based technology [43], i.e., it enables advanced levels of interactivity, dynamic and 
broadcast-quality graphics as well as local computation. This provides an unlimited range of 
possibilities for content authors without requiring access to a return channel and broadcaster 
(service provider) head-end infrastructure. The Java platform is also among the most secure 
and reliable environments as it avoids the use of pointers, therefore eliminating many bugs 
and the risk of memory leaks. 
 
1.4 DISCUSSION 
Digital television will enhance the viewer’s overall viewing experience by providing a wide 
range of interactive services. The key question is: Which digital television specific 
interactive services should be provided for the viewers? Essentially, there are two 
contrasting views on how interactive television should develop. One school of thought 
favors the walled garden approach, (i.e., never offering full Internet navigation) as they 
believe that people have PCs at home or the office for this purpose and that viewers 
requirements from interactive television services can be equated directly to leisure time. A 
second school favor the Web browser approach, (i.e., providing viewers with a seamless 
transition between television and full Internet browsing) as they believe that the walled 
garden approach will soon be overwhelmed by the Web's strength. The walled garden 
approach is fine if interactive television broadcasters want to attract people with no 
knowledge of the Web and I tend towards this belief. Ultimately, the approach adopted will 
affect design and development strategies of interactive services and system architecture of 
the set-top box. Chapter 2 and chapter 4 present discussions about the differences. 
 
Digital television represents a fundamentally new technology compared to the computer. 
Interactive television services will create new opportunities and challenges for television 
content developers, advertisers, system engineers, and viewers. Specifically for application 
developers, in order to add more information, more control, more convenience and more fun 
to the television viewing experience, they must understand some of the differing 
characteristics, constraints and requirements between desktop computing and set-top boxes.  
Although a set-top box has many of the same components found in a desktop PC, e.g., a 
microprocessor, memory (some boxes even have built-in storage devices), an operating 
system, and other software, it has its distinctive features: 
• Set-top box chip sets will handle audio, video, and data processing under limited 
memory and local data storage (e.g., hard drive). 
• A set-top box has its own specialized Real-Time Operating System (RTOS) and the 
Java platform, which runs Java applications on top of this RTOS (in MHP). 
Part One: Summary of Research                                                                                         Chapter 1. Introduction 
 12
• Applications code and data can be stored in flash memory chip even after viewers 
switch to a new channel or turn off the set. The manufacturer can update these 
embedded applications remotely. 
• A TV tuner is built into a set-top box allowing it to access QAM-, OFDM-, and 
QPSK-based networks. 
• Limited input devices (e.g., remote control). 
• A return channel is needed, however it has limited bandwidth. 
• Network communications protocols for both broadcasting and return channel are 
different. 
• CA controls are necessary for accessing pay-per-view services. 
• Usability issues are important.  
• Digital television should provide television specific services and entertainment. The 
most important new functions should relate directly to TV watching. 
• Design and implementation of interactive services should adapt to different platforms 
(e.g., PDA, mobile phone, laptop as well as set-top box). 
• Utilizing the legacy services and content inherited from existing analogue TV. 
 
In addition, developing digital television applications should meet some requirements. In 
general, including the following.  
• Ubiquity of service  
• Low cost 
• Rich graphics and multimedia user experience 
• Fast response 
• More functionality and better quality in terms of services, connections and features 
• Easy to use user interface (online help or extensive manuals are intolerant) 
• Scalability, and interoperability and portability of the application source code 
• Small footprints 
• Reliability 
 
1.5 RESEARCH PROBLEMS 
Interactive services should facilitate interoperability and scalability requirements [44]. 
Interoperability means that the hardware, software, and interactive services from different 
manufactures, vendors, and service providers will run together in a set-top box.  Portability 
means that an implementation should adapt to different set-top box platforms and some 
interactive services should be able to run in both low-end (demands small footprints) and 
high-end set-top box models. To achieve these goals, the system architecture of a set-top box 
must be well designed. Chapter 3 discusses this in further detail. 
 
The biggest research problems are the presentation of a user interface as well as user 
interface design and usability issues. Many constrains are added on the look and feel of 
digital television interactive services and the interactive content must complement the large 
amounts of information and handle underlying video and background audio. In addition, the 
user input device is currently limited to a remote control. PC centric implementations have 
relied on bulky, memory-intensive graphics libraries that have added extra cost to the 
products therefore, some appropriate implementation methods are essential. They must be 
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studied and designed to solve these problems (cf. chapter 4). Also, adaptation problems, e.g., 
different screen size and aspect ratios, different platforms, etc. must be solved. 
 
The content of information services (e.g., digital Teletext) must be well represented, 
organized and transmitted to ensure the interoperability and portability. No standard is 
available and key problems include the delay and the unpredictable order of the content 
arrivals [45]. Chapter 5 discusses this in greater detail. 
 
Latency is one important aspect of measuring an interactive services’ performance, because 
long delays are unacceptable to television viewers. Delays can occur in almost all the 
processes in digital broadcasting system, e.g., transmission, download, start-up, switching 
between services, page search, content rendering, network access, server response, etc. For 
example, in the broadcast environment lost packets have a noticeable effect because the 
client has to wait for the next broadcast of the missed packet or even the whole file. This can 
cause a significant delay before the content can be presented to the end-user. Consequently, 
application developers should consider latency measurement in their problem-solving 
methods. 
  
It is also necessary and efficient to control the broadcast parameters to ensure optimum 
performance of the application for example, bandwidth (broadband or narrowband), 
bandwidth allocation (i.e., how much bandwidth is allocated for interactive services), 
connection methodology (connectionless or dial up), average access latency (tuned in or 
connect), scene load time, computing model (broadcast or client-server), service capacity 
(constrained or open-ended), server load, client caching (anticipatory or recently used), user 
interaction processing (set-top box or/and server), etc. [44].  
 
1.6 SUMMARY 
The objective of this chapter was to give an overview of DVB digital broadcasting system 
underpinning digital television applications and to outline the key research problems. This 
chapter introduced the benefits of digital broadcasting technologies versus the inefficiency of 
analogue television and three main digital television standards were compared in order to 
understand DVB standards. A digital television application touches almost the whole digital 
broadcasting system, therefore both broadcast head-end systems and receivers were 
introduced. MHP and its Java platform, return channel for interactive services and CA 
system were also described.  
 
The main issues involved in development and deployment of digital television applications 
relate to: an applications user interface; application content; system architecture running the 
applications and communication protocols, etc. Chapter 2 will introduce the applications 
developed in the thesis and subsequent chapters (chapter 3, 4, 5, and 6) will summarize the 
methodology and solutions to the problems of digital television applications. 
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2 APPLICATIONS 
The concept of an application in this thesis differs from that of services. The Java TV API 
characterizes television programs as services [46], which is an abstraction that provides a 
common way to refer to a wide variety of content that may appear in a broadcast 
environment. For example, a service can refer to a regular TV program with its synchronized 
audio and video or to an enhanced television broadcast that contains audio, video and a 
DVB-Java application that is synchronized with the broadcast. The application in this thesis 
means the DVB-Java application (i.e., Java program). 
 
2.1 TYPES OF INTERACTIVE SERVICES 
MHP supports many kinds of interactive services, which can be categorized as three types 
according to the level of interactivity, i.e., services with: local interactivity (broadcast-only); 
one-way interactivity and two-way interactivity.  
 
Broadcast-only services support purely local interactivity, in which viewers can interact with 
an application running on the set-top box. No upstream communication occurs with the 
server. The code and data can be downloaded from broadcast network carried in transport 
stream multiplex and stored in the set-top box’s Flash memory. Examples are EPG, digital 
Teletext, local games, VOD, PVR, etc. The local interactivity also includes tune to selection, 
browse, configure and control (e.g., subtitles), etc.  
 
With one-way interactive services a physical upstream return channel is required when the 
viewer communicates with the server. These type of services only broadcast user responses 
and examples include: advertisement direct response, opinion polling and voting, etc.  
 
Two-way interactive services can send user responses to the server and content can be 
correspondingly individually addressed to the user [44]. Examples include: email, Web 
browsing, TV banking, TV shopping, Interactive games, Interactive television (applications 
synchronized to TV content), education and interactive quiz shows (the viewer at home can 
compete along with the studio contestants), etc.  
 
In the following subsections three representative applications developed for this thesis will 
be presented.  Each represents one of the above types, i.e., Navigator, digital Teletext and an 
interactive sports program. DVB subtitles are also described although it is a TV program 
related service which: adopts new technology; has local interactivity and can be 
implemented in Java. 
 
2.2 NAVIGATOR 
Viewers will need help when they navigate the hundreds of channels that will exist in the 
digital television universe. The Electronic Program Guide (EPG) is the core digital television 
service who’s primary function is to provide the viewer with an overview and schedule of 
current and upcoming television programs (transmitted in broadcast transport streams). With 
the help of an EPG it is possible for the viewer to select channels through, for example, a 
favorites list, an alphabetical list, a provider name list and a transponder list (i.e., channel 
lists by frequency). Usually, an EPG also changes the channel corresponding to the viewer’s 
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selection. With this type of application, interactive performance and short start-up times are 
critical to a positive user experience. 
 
Many broadcasters have launched or are planning digital television services using the DVB 
system. If EPG content is to be represented according to the format of DVB-SI it is feasible 
for viewers to download EPG software from any vendor having a newer and/or better EPG. 
 
The EPG service developed for this thesis is called ‘Navigator’ and was designed as a 
resident application with local interactivity. No return channel is required and the content 
used was DVB-SI. The service information required is carried together with program 
MPEG-2 transport streams and downloaded from the data carousel via the broadcast channel 
in reply to viewer’s request. Therefore, the server load on the broadcasters side does not 
depend on the number of active service users.  
 
 
       Figure 6. Navigator main menu.                             Figure 7. Channel guide. 
 
The Navigator performs other functions as well as browsing television programs including: 
tuning (select) television programs, configuring the set-top box, downloading software, 
activating other services available in set-top box and controlling subtitles. Figure 6 shows 
the Navigator main menu user interface and Figure 7 shows a user interface for a typical 
channel guide. Figure 8 is the screenshot of the EPG in Navigator and Figure 9 shows the 
screenshot of an information bar for a user selection. 
 
 
           Figure 8. Program guide.                              Figure 9. Info Bar user interface. 
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The Navigator was designed to run on both high-end and low-end receivers therefore, all the 
set-top boxes will have a Navigator application. In the case of a low-end set-top box, only a 
small amount of local storage is required to save a viewer’s profiles. The Java bytecode size 
was about 112 KB and the start-up latency six seconds. The time was used mainly by 
transparent user interface components (cf. figure 6 and figure 9) and once started, the 
average browsing delay was approximately 1-2 seconds.  
 
The Navigator had two versions; the first used local DVB-SI (cf. [P1]), while the second 
used DVB-SI (cf. [P2]) from a remote server. The server implementation is outlined in 
publication [P2], while publications [P1] and [P2] have detailed descriptions of the design, 
functionality and implementation of the Navigator 
  
2.3 DIGITAL TELETEXT SERVICE 
Digital Teletext is an information service, which appears to run unattached to any normal 
television programs. It may resemble current analogue Teletext services in content but have 
a much-enhanced look and feel. It provides information on topics that include: news, 
weather, sports, EPG, cinema listings, online newspapers, online TV shopping and 
advertisements, etc. The distinctive feature of this application is presenting vast amounts of 
textual information.  
 
There are no common solutions to content representation, presentation, and portability. One 
idea is that users could open a Web browser window to reveal digital Teletext information as 
well as the Internet. However, the Web browser has large code overhead and would have to 
compete for the very limited screen and input resources.  
 
Another idea is to implement the digital Teletext service as a stand-alone application and this 
approach was used in this thesis. It was designed as a resident application with both local 
and two-way interactivities. The pages are still information units and represented as XML 
pages accompanied by their corresponding Document Type Definitions (DTDs), which are 
used to define the data structures of different page types used by the digital Teletext service. 
The pages are transmitted via MPEG-2 transport streams instead of the Vertical Blanking 
Intervals (VBI) used in analogue transmissions. 
 
 
Figure 10. Main menu of Digital Teletext.                    Figure 11. Page from sports. 
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Digital television user interfaces are simple to navigate and provide a rich graphical 
multimedia user experience, i.e., text, enhanced graphics, images, forms and animations, etc. 
(cf. figure 10-13). The navigation menu is used to index all the subjects instead of accessing 
using three-digit numerical codes (cf. figure 10).  Simply use the up, down, and select 
buttons on your remote control to highlight and select. The viewer can also move backwards 
and forwards with the help of colour buttons and no matter which page you are viewing, you 
can access a helpful "pop-up menu" which takes you to an index of all sections simply by 
pressing the blue coloured button.  
 
 
    Figure 12. Page from TV shopping.                      Figure 13. Page from TV guide. 
 
This application was designed so that all the information was represented in XML format. It 
is able to parse XML pages and operate on both high-end and low-end set-top boxes and can 
cache a few frequently used pages to accelerate speed. With digital Teletext services the 
viewer can browse large amounts of information offered by service providers. The 
information ranges from news, sports, weather and TV guides to stock market data, 
transportation and TV shopping, etc. The start-up latency was approximately five seconds, 
which was taken by the user interface initialization and pages used were stored in local 
memory. Publications [P3] and [P4] give a detailed description of the services while 
publication [P4] adds the two-way interactivity to the service if a return channel is installed. 
 
In many countries cable TV providers offer reasonably priced high-bandwidth Internet 
connections via cable modems. Users could consequently access the entire WWW with a    
traditional web browser that is incorporated into the TV at high speed. In such a scenario an 
interactive digital Teletext service may seem necessary as one can directly access all the 
services offered by the WWW through the TV. Although the WWW will have a promising 
future on a TV platform the existence of a digital Teletext service is reasonable for several 
reasons: 
 
• The code size of a digital Teletext application (hundreds of Kbytes) is much smaller than 
a Web browser (tens of Mbytes). The memory consumption of a digital Teletext is also 
much smaller than a Web browser. 
• A digital Teletext is low cost - even low-end set-top box can run it. 
• The user interface and navigation are easier to use than Web browsing. For example, 
digital Teletext does not have hyperlinks, which are difficult to navigate via a remote 
control. 
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• The page transmission rates will be higher than the Web page over a standard modem. 
• Pages from the broadcast object carousel are transmitted periodically so that there is no 
server overload and network traffic. 
• Content authoring and production of digital Teletext services will have limited 
differences compared to that of analogue Teletext. 
 
2.4 INTERACTIVE PROGRAM 
Program-specific applications (i.e., interactive television) represent an important category of 
digital television services. They are created for and deployed with specific service audio-
video programs. Examples include an application deployed with a game show that allows 
viewers to play along at home; an application that provides interactive information such as 
scores, statistics and different camera angles while watching sporting events and a movie 
that is accompanied with editorial content like reviews, actor biographies and related e-
commerce opportunities. These applications have several key requirements. For instance, 
application code must be synchronized with the audio and video and the receiver hosting the 
application must be able to suspend the operation when the viewer changes channel.  
 
The application code and data are usually stored in the object carousel. The application 
signaling information (AIT) is carried with the program in the MPEG-2 transport stream. 
When the viewer activates the interactive program by pressing “app” button on the remote 
control, application code and data will be dynamically loaded into the set-top box’s memory, 
which can be released after the viewer quits the service. In an interactive program, 
application code usually requires handling of video (i.e., synchronization video with data 
content, resize video, etc.) as well as interactivity. 
 
 
  Figure 14. Main menu of ice hockey.                     Figure 15. Chat of ice hockey. 
 
In this thesis an ice hockey sports program was developed and presented in publication [P5]. 
The ice hockey program handled both one and two-way interactivity (e.g., chat, check 
scores, advertisement, etc.) and synchronization with video (cf. figure 14). The Java 
bytecode size was about 80KB and the start-up latency was around 3 seconds. Transparency 
was needed when displaying chat board on video (cf. figure 15).  
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2.5 SUBTITLES 
Digital television subtitle services do not belong to the category of interactive applications, 
however digital television uses a new digital subtitling system, which provides interactivity. 
The subtitle data is carried with the television program and exists in the private data (which 
is transported with the MPEG-2 transport streams [47]). The DVB bit-map method operates 
by converting each subtitle row into a graphics image and transmitting it as a bit-map object. 
The biggest difference from analogue television subtitles is that the viewer can control the 
visibility and languages of digital television subtitles. DVB subtitling relies on DVB subtitle 
compliant solutions at both ends of the transmission chain, i.e. both the subtitle encoding and 
decoding processes have to be DVB subtitling compliant.  
 
Subtitles are important because of the benefits to the hard of hearing community and also for 
language translation. Digital broadcasting is becoming a global business and satellite 
transponders have no respect for geographic regions or international borders. Hence a 
broadcaster will often target TV channels at a viewing population who do not necessarily 
share a common language. DVB subtitle compliant receivers can be configured to display 
subtitles in a range of languages. 
 
The essential task of implementation is to ensure the interoperability of the code and to 
minimize memory usage.  The greatest problems experienced when decoding digital 
television subtitles are delay and content synchronization [48]. Delay is a particular problem 
experienced during real-time subtitling, when a subtitler simultaneously creates and 
transmits the words from server to the receivers. 
 
      
 
  
 
Figure 16. Subtitle examples 
     
Figure 16 shows screenshots of typical subtitle examples. Publication [P6] discusses the 
details of the DVB subtitling system and gives decoding approaches for implementation in a 
set-top box. The approach presented in the thesis uses a software (i.e., Java) solution instead 
of hardware chip decoding so that the interoperability can be ensured.  
 
2.6 SOFTWARE RESOURCES 
The application source code is available on-line and can be downloaded from: 
http://www.tml.hut.fi/~pcy/thesis/code.zip
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3 SYSTEM ARCHITECTURE DESIGN 
The objective of the system architecture design was to provide a reference implementation of 
set-top box middleware for running interoperable applications. Figure 17 shows the diagram 
of the system architecture which was defined in terms of three layers: hardware and software 
resources; middleware and applications. Typical hardware resources are MPEG processing 
(i.e., video, audio, and data decoders); CPU; memory; a graphics processor (i.e., OSD); 
modem and network interface; tuner and demodulator; demultiplexer and decryptor; smart 
card reader; remote control and storage devices, etc. [19]. The software resources include all 
device drivers as well as the RTOS etc.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 17. System architecture for applications. 
 
3.1 MIDDLEWARE 
Middleware includes a Java virtual machine; APIs; an application manager (and application 
specific libraries) and/or resident television-specific applications, for example, the Navigator 
and digital Teletext. The real time operating system (RTOS) and related device-specific 
libraries control the hardware via a collection of device drivers. The operating system 
provides the system-level support needed to implement the Java virtual machine and class 
libraries that comprise the DVB-Java platform [46].  
 
The Java virtual machine (JVM) is used to interpret an applications Java bytecodes and is 
responsible for a systems hardware and operating system independence. It will have a 
relatively small size and the ability to execute code securely. A Java virtual machine knows 
nothing of the Java programming language, only a particular binary format known as the 
class file format [49]. A class file contains the Java virtual machine instructions (or 
bytecodes) and a symbol table as well as other ancillary information. Some important 
mechanisms provided by the Java virtual machine are vital to digital television applications. 
For example, bytecode verification provides guarantees about the validity of instructions 
being executed; class loading mechanisms enforce how code is loaded into the machine and 
can provide guarantees about the code's source while strong name-space management 
decreases the chance of code-spoofing, etc. 
 
API’s operate within the hardware context of the set-top box and encapsulate the 
functionality exposed by the system libraries that control the television-specific hardware on 
the device [46]. APIs provide an abstraction that allows the application programmer to 
Middleware
Hardware and Drivers, Real Time Operating System 
Java Virtual Machine 
API 
Applications 
Application Manager
Application Specific Libraries 
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remain unaware of the details underlying the digital televisions hardware environment. The 
APIs used in the system architecture include basic Java APIs; JMF APIs; a Java API for 
XML parsing and a Java API for XML Messaging. The application libraries used by the 
resident applications are also stored on set-top box. One of the basic requirements for 
middleware is a small footprint and, in addition, the middleware can be stored in Flash ROM 
to improve performance (i.e., fast response) in set-top box. Publication [P7] gives the results 
relating to storage and memory consumption of the middleware used for this thesis which 
include an application manager to control the applications running on it and application 
libraries. The implementations can support low-end set-top boxes with small amounts of 
RAM and no additional storage capacity.  
 
3.2 APPLICATION MANAGER 
Using an application manager, a set-top box is capable of running multiple applications 
simultaneously. Therefore, the application manager must complete a series of tasks, such as 
managing the lifecycle of applications (including both resident and signaling applications); 
accessing system resources; system adaptation and managing remote control keys. Figure 18 
shows the abstract functions performed by the application manager created for this thesis.  
 
The application manager was designed as the main entry point for the execution of 
applications and consequently only the application manager can activate applications. The 
application manager can be started when the viewer activates one of the interactive services. 
When the Java virtual machine starts, there is usually a single non-daemon thread (which 
calls the method named main of some designated class). The Java virtual machine then 
continues to execute threads until the exit method of class Runtime has been called. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 18. The Function of the application manager. 
 
Applications (called Xlets) may be provided from different service providers and in order to 
run services on a common platform, applications must exhibit a common behavior (i.e., an 
interface). To run multiple applications simultaneously each application must be designed as 
a system level thread. The application manager communicates with applications via an 
interface signaling mechanism and each application communicates with the application 
manager via an interface passed down to it. An application is allowed to exists in one of four 
lifecycle states (i.e., initialized, running, paused and terminated). Both the application 
manager and an application manage error signaling and exceptions. Publications [P7] and 
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[P8] present a detailed description of the principle and implementation of the application 
manager. 
 
In addition to setting up the system the application manager must execute using 
characteristics specified by the XletContext interface. They include four functional methods: 
starting, resuming, pausing and destroying an Xlet. The mechanism implemented to achieve 
this makes use of a properties file; cached environment variables and cached Xlet data. They 
are a shared resource used by both the application manager and Xlets. The application 
manager was implemented purely in Java and its storage size, memory consumption, time 
delay (start up, switch) are referenced in publications [P7] and [P8]. 
 
An application must execute using the characteristics specified in Xlet interface which 
consists of four methods: start, resume, pause, and stop. The Xlet employs a thread monitor 
variable, which allows multiple Xlets to run simultaneously in the set-top box as long as 
sufficient memory resources exist. The principle behind the diagram is that the monitor 
monitors the lifecycle state, for example, when the lifecycle state is changed from paused to 
live the current Xlet thread will waken and resume execution immediately. Each Xlet also 
has the possibility to launch other Xlets, however, only the live Xlet has the key focus. 
 
The application manager is also responsible for system adaptation (e.g., adaptation of screen 
aspect ratio and size). When an application is started, the application manager will pass the 
current screen aspect ratio and size using the environment variables contained in the 
interface. This allows the application to calculate the correct resolution and resize all the 
graphical user interface components.  
 
In a multitasking PC based operating system the problem of key interference does not exist 
since the operating system takes care of which application (i.e., window) has focus and 
knows which application to forward user inputs. In the digital television environment several 
concurrent applications can potentially interact with the viewer and therefore a mechanism 
must be defined that avoids key interference. The key managers avoids key grabbing 
problems that may exist when coexistent Xlets are spurned ensuring that the response of 
each Xlet to a particular user input will not result in cross interference. 
 
3.3 SUMMARY  
This chapter discussed the system architecture designed to run interactive services and 
ensure interoperability. The design mechanism and methods of dealing with the difficulties 
of a multi-Xlet system are described. Serious problems associated with a multi-Xlet system 
include resource management and namespace issues. Solutions to these issues are well 
documented in the papers, although some performance issues were not considered. Multiple 
Xlets can run on the set-top box concurrently, however the number of running Xlets will 
ultimately affect system performance. Therefore, the overall number should be considered 
carefully. When an application is deadlocked, no key can be pressed and therefore the 
application manager should have ability to handle applications that (i.e., emergency an exit 
and system timeout). 
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4 JAVA USER INTERFACE 
Watching TV and using a computer are fundamentally different tasks as a television screen 
is significantly different from a computer’s monitor and a remote control becomes the main 
input device (a computer style keyboard is normally an option and a mouse not practical). 
The main components of a digital television graphical user interface include video and 
audio; subtitles; interactive service graphics; animation and large amounts of text. 
Consequently, digital television applications have more critical user interface requirements 
and constraints resulting in increased complexity of the user interface design. 
 
4.1 CONSTRAINTS AND CRITERIA 
With the increased functionality of interactive digital television, the availability of screen 
and input devices is always an important issue in user interface design. In addition to the 
general constraints and requirements introduced in Chapter 1, the following points are also 
pertinent:  
 
• Screen space is small and the viewing distance large, therefore user interface 
graphics must share screen space with the TV program. This forces presentations to 
use correspondingly large font sizes and requires the segmentation of content into 
screen-sized pages. 
• The users will not tolerate vast amounts of navigation with a remote control and thus 
the complexity of the input device arises.  
• Digital television interactive services are not the same as Internet tasks. For example, 
scrolling through content and navigating between hyperlinks can be difficult using a 
remote control because it only has up, down, left, right and select keys for this 
purpose. 
• The fault intolerance and passivity of the user must be considered.  
• The TV context must be maintained. The user interface appears as a graphic on the 
screen and must interfere with the primary TV program as little as possible.  
 
The most important criteria when developing a user interface includes: code size; memory 
consumption; latency and bandwidth, as well as look and feel. Almost two thirds of the 
applications size and memory usage result from coding and executing user interfaces. Small 
code size is especially important in the case of a low-end set-top box. The size of the 
application code has a direct consequence on the size of the broadcast stream which, in turn, 
is a trade off between the cost of bandwidth and speed of downloading the application. The 
bigger the application code, the larger the bandwidth required to download it in a given time. 
Latency is a key factor in user interface development and delays should be as small as 
possible. Therefore, the methods employed for development should consider these criteria 
and follow three core rules, namely: extensibility and flexibility; robustness and reusability.  
 
The development tools studied and used in the thesis are Java and JMF APIs which we call 
the Java user interface [P5]. In the following subsections, the three main issues of a Java user 
interface for digital television applications are discussed and the methods studied are 
outlined. Results are also presented relating to code size; memory consumption and ease of 
navigation. 
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4.2 SCREEN DISPLAY LAYOUT 
Figure 19 shows a typical TV screen layout design for interactive television. The whole 
screen display consists of three display planes, namely subtitle OSD, JMF video container 
and application root container. These three planes are resources shared by all the 
applications which are able to perform basic control of video (e.g., scaling) and audio (e.g., 
turn on or off) using the JMF APIs. Applications can obtain running JMF players needed by 
interactive services via the application manager and environment variables (cf. chapter 3). 
The TV context is maintained as a high priority in this design. 
 
 
 
 
 
 
 
 
 
 
Figure 19. TV screen display layout. 
 
The subtitle frame buffer is like a glass placed in front of everything. It is a separate display 
frame buffer which has nothing to do with the video container. The subtitle decoder is 
responsible for placing the decoded subtitle data on the frame buffer. The video container is 
used for rendering program video and is a heavyweight Java AWT component having no 
transparency to objects behind it. The application root container is used for drawing the 
applications graphical user interface. It can control the video container so that video is scaled 
to a specific size as a shared portion of the TV screen (with the graphical user interface) . 
The application root container can host multi-application user interfaces simultaneously. 
 
4.3 PRESENTATION OF THE GRAPHICAL USER INTERFACE 
One problem in developing a Java user interface is presentation. Two options can be 
employed to develop a graphical user interface for digital television. The first is the standard 
Java AWT widget set and JDK 1.1.X event model with various TV extensions for streamed 
media (video/audio). The second option is the Home Audio/Video Interoperability (HAVi) 
widget set and its event model. The thesis does not provide a detailed study of the HAVi 
user interface components, only a brief introduction.  
 
HAVi is a standard that defines interoperable middleware system architecture for developing 
applications for digital products, such as cable modems; set-top boxes; integrated TVs; 
Internet TVs and intelligent storage devices for A/V content [50]. HAVi is essentially a 
distributed programming environment that provides mechanisms allowing inter-application 
communication over IEEE 1394. HAVi specifies a set of system services that form a 
foundation for building distributed applications including: messaging; events; device 
discovery; lookup functionality and configuration of streaming connections. 
 
HAVi graphical user interfaces can be rendered on a range of displays varying from text-
only to high-level graphical displays. The graphical user interface need not appear on the 
device itself and may be displayed on another display device from another manufacturer 
Subtitles frame buffer (OSD)
Video container 
Application root container 3 
2 
1 
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[50]. To support this feature, two mechanisms are provided (i.e., the Level 1 UI and Level 2 
UI). The Level 1 UI, called Data Driven Interaction (DDI), was intended for Intermediate 
A/V devices (IAV) and is the encoding of user interface elements. DDI elements can be 
loaded and displayed by a DDI controller which is used to generate messages in response to 
user input [50]. The Level 2 UI is a set of APIs based on Java and is used in the MHP [50] 
[51] [52].  
 
4.3.1 Java AWT Widget Set vs Drawing Objects 
In this thesis the first option is studied, i.e., using the standard Java AWT widget set and 
JDK event model. However, the look and feel of standard Java AWT components is not 
suitable for digital television applications. Using the standard Java AWT widget set 
increases rendering time and memory consumption, therefore a set of television-specific user 
interface components were developed including: TVButton, TVList, form objects and 
formatted text components, etc. These components are graphic-based and written either as 
lightweight modules by extending java.awt.Component or as drawing objects using 
java.awt.Graphics primitives. 
Figure 20. Comparison of time delay. 
 
Figure 21. Comparison of memory consumption. 
 
Increasing the number of components derived from Java AWT objects will increase the start-
up time and memory consumption. Figure 20 shows the time delays of Java AWT 
components and drawing objects. The latency is increased more when adding additional 
standard AWT components, rather than adding drawing objects. Figure 21 shows that 
memory consumption can be significantly decreased when using drawing objects (e.g., 
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ComboBox). Forms were designed in the main using drawing objects (cf. [P4]). Another 
advantage using drawing objects is that they make it easy to draw focus and navigate. The 
components designed avoided using image files, since they increase rendering and accessing 
time and are able to resize to adapt different screen aspect ratios set in set-top box. 
 
4.3.2 UI Components Layout and Representation 
Applications can obtain a handle to their application root container (cf. figure 19) via the 
application manager using environment variables (cf. chapter 3.2). An application can decide 
the size and position of the root container, which usually has a fixed and full screen size with 
an origin located in the upper-left corner on TV screen.  
 
Layout of the user interface components was designed as a hierarchical structure with the 
application root container as its root node. These components should be placed manually 
(e.g., UI authoring tools) rather than using Java AWT layout managers, as a digital television 
UI needs a more flexible layout.  Java AWT layouts are quite limited (e.g., border, bag, etc.) 
[53]. The rules applied are: Firstly, the first added components are displayed in front of those 
added later.  Secondly, the last component added is displayed at the back. Thirdly, each 
component can be switched on or off. Finally, a heavyweight component is always displayed 
in front of lightweight one.  Heavyweight components are discussed in [P5] and Figure 22 
shows an example UI layout of the Navigator. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 22. An example of screen layout. 
 
UI components and their layout structure were described using the XML format via 
corresponding DTD definitions. Applications extract XML UI data information during 
initialization and draw them at run time. One advantage of this representation is that an 
application code does not require recompilation when the layout changes. Another advantage 
is that the user interface layout design is only focusing on the authoring stage, when all the 
information (e.g., size, position, background image, caption, color, etc.) can be stored in the 
XML files. The following code sample shows the DTD format of a typical layout used in 
Figure 22. 
 
<!ELEMENT     Rootwindow (Background, ButtonBar, Menu+, Page)> 
<!ELEMENT  Background  (Timer)> 
<!ELEMENT  Background  (#PCDATA)> 
 
<!ELEMENT  Timer (#PCDATA) > 
Application root container 
Button component
Video container 
Component 
List drawing component 
List drawing component
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<!ELEMENT ButtonBar ( ColorButton+, Menu+ )> 
<!ATTLIST  ButtonBar 
 W CDATA #REQUIRED 
 H CDATA #REQUIRED> 
 
<!ELEMENT Menu (#PCDATA)> 
<!ATTLIST  Menu 
 W  CDATA #REQUIRED 
         H  CDATA #REQUIRED 
        SW CDATA #REQUIRED 
        SH CDATA #REQUIRED 
 OX CDATA #REQUIRED 
 OY CDATA #REQUIRED 
 SOX CDATA #REQUIRED 
 SOY CDATA #REQUIRED 
 NUMBER CDATA #REQUIRED 
 INTERVAL CDATA #REQUIRED> 
 
<!ELEMENT  Page (#PCDATA)> 
<!ATTLIST Page 
 W CDATA #REQUIRED 
 H CDATA #REQUIRED 
 X CDATA #REQUIRED 
 Y CDATA #REQUIRED> 
 
This hierarchical layout has many advantages: it is suitable for a television UI; the UI can be 
well defined using the XML format and UI layouts together with the event model (cf. 
chapter 4.4) can provide ideal navigation among UI components. 
 
4.3.3 Video/Audio Rendering and Synchronization 
The JMF provides a framework for displaying time-based media that are independent of 
transport mechanism, transport protocol, and media content type [54]. The JMF defines a 
javax.media.Player interface for time-based media data. A Player object encapsulates the 
state machine required to acquire resources and manage the rendering of time-based media 
streams. A player of the JMF did the video-rendering task via Java AWT Component. A 
player object also provides various controls for the rendering facilities (e.g., audio volume 
and video picture controls). Publication [P5] has more description about the player. 
 
JMF allows the specification of synchronization relationships between media and the clock 
that serves as the synchronization master for presenting media (e.g., video synchronization 
with subtitles, etc.). Decoders synchronize their operation with a set-top box reference clock. 
The synchronization between A/V and data is achieved by assigning time-stamps to A/V 
access units during encoding. These time-stamps specify the time when a video or audio 
access units should be decoded and presented. The video container (cf. figure 19) can be 
passed to applications so that its size can be controlled by applications. 
 
4.4 NAVIGATION 
A remote control is the main input device of digital television although, a keyboard is 
optional. A remote control driver was installed into the software resource and handled by the 
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RTOS. Navigation is completed using only limited buttons on the remote control with no 
cursor display on the TV screen.  
 
4.4.1 A Remote Control Model 
Figure 23 shows a conceptual model of digital television remote control [25]. The right part 
is used specifically by interactive services. Usually, there are four direction buttons and a 
'select' key; two resident service keys (i.e., Teletext and Navigator); an interactive program 
key; a back key and four color keys (i.e., red, green yellow, and blue). Pressing the “Navi” 
button brings up the listing menu with different functions. Pressing the Teletext button 
brings up the digital Teletext service main page. Hit the “app” key, when an interactive 
program logo appears. The back and four color keys are used by interactive services. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 23. A conceptual model of a remote control. 
 
Navigation between applications creates difficulties for user interface design and 
implementation as navigation should be obvious and consistent [55]. In addition to 
considering the usability issues, user interfaces must complete complicated navigation 
functions (e.g., calculation, reasoning, etc.). Some UI components may have text input 
functions, or have their own navigation functions (e.g., Radio buttons, Combo box, check 
box, etc.). Text information may appear as a collection of hyperlinks, etc., meaning that the 
number of UI components on the screen should be reduced and long forms that ask viewers 
to enter large amounts of text should be avoided. The complexity of the navigation function 
lies in implementing a simple navigation map within the user interface tree (hierarchical 
layout) using limited buttons (up, down, left, right, etc.).  
 
4.4.2 Navigation Event Model 
A delegation key event model was designed to solve navigation problems (cf. figure 24). 
Each event (e.g., hyperlink, button press, checkbox press, etc.) is a customized Java AWT 
event having a unique event ID. Each Event ID is associated with a customized key listener, 
which is registered with a parent container and is responsible for receiving events. The 
events are then multicast to the drawing sub-components. Each key listener can be added or 
removed from the container by its parent. This approach solves most navigation problems 
(especially hyperlink events) and has a fast response. Figure 24 illustrates the principle of an 
event model. After the container has been created it installs its key listeners and enables the 
key events. The container itself will take care of events generated by it’s child processes.  
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Figure 24. Event model of a remote control. 
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5 APPLICATION CONTENT 
The application content in this thesis is defined as the information required to describe an 
application. It consists of the data to be presented by an application (e.g., text, graphics, 
image, animation); a structure to describe the data and a script to describe the interactivity 
(e.g., the workings of a quiz show). The characteristics of application content vary: 
 
• Some data updates frequently and the continuous streams of information must be 
delivered directly from the service provider to set-top box. For example, news or 
stock tickers, live sports events, etc. 
• Some data does not update frequently, but is relatively large for example, digital 
Teletext content. 
• Most of an applications data content (e.g., DVB-SI tables, digital Teletext pages, 
subtitles, etc.) is stored in broadcast data and object carousels, and transmitted via the 
broadcast network embedded in MPEG streams. 
• Content can be multi-lingual. 
 
Basic requirements for application content is listed below: 
 
• It should be rich in content and interesting to viewers.  
• It should be able to adapt to a variety of different set-top box platforms and devices 
to ensure interoperability and portability [19].  
• It should be up-to-date. 
• It should have a small footprints. 
• It should not increase the overall average latency of the application. For example, the 
access time and information update rates are important considerations in the design 
of a broadcast Teletext system [56].  
• It should consume minimal network bandwidth. 
 
Application content therefore, should be defined, authored, stored, transmitted and processed 
well in order to solve the above issues. 
 
5.1 XML AND JAVA 
Chapter 1.3.1 introduced the inefficiency of HTML as a data structure. The Extensible 
Markup Language (XML) is the universal format for structured documents and data on the 
Web [57] and is recommended by the World Wide Web Consortium (W3C). Like HTML, 
XML encloses data in tags but there are significant differences between the two markup 
languages. Firstly, XML tags relate directly to the meaning of the enclosed text, whereas 
HTML tags specify how to display the enclosed text. Secondly, XML is extensible, that is, 
they allow authors to define their own tags to describe content. HTML is limited to those 
tags that have been predefined in the HTML specification.  
 
With the extensibility that XML provides, tags can be created using an XML schema 
language for a particular type of document. A schema describes the structure of a set of 
XML documents and can be used to constrain the content of the XML documents. The most 
widely used schema language is the Document Type Definition (DTD) schema language 
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[58] which also defines the hierarchical structure of an XML document, including the order 
in which the tags must occur [57]. 
 
Java platforms make application code portable and XML makes data portable [59]. XML 
and its scripting facilities provide many features suitable for representing application content 
in a digital television environment. The XML standard allows the application to define its 
own markup languages with emphasis on specific tasks. More importantly, XML delivers 
the interoperability of data across applications and hardware. The properties of XML markup 
make it suitable for representing data, concepts, and contexts in an open, platform, vendor 
and language neutral manner [59]. Also, there is a greater opportunity to reuse this data 
outside of the applications. 
 
XML data and documents cannot display themselves, they must be parsed and processed by 
declarative applications. The Java platform can become a ubiquitous runtime environment 
for processing XML documents offering a hierarchical representation of data. XML 
simplifies the software development process and content organization and can also be used 
to "mark up" images, video streams, audio streams and other assorted binary data objects. 
This provides a mechanism to index, search and manipulate streams within applications.  
 
In addition, both XML and the Java platform intrinsically support Unicode character sets 
[57]. Using the Unicode standard, applications can represent characters in multiple national 
languages and with XML markup as the format for data exchange and an internationalized 
application written in Java for processing, XML documents can be exchanged globally. 
 
5.2 DATA STRUCTURE OF APPLICATION CONTENT 
Essentially, there are three types of data structures used in defining application content. 
Firstly, DVB-SI tables (cf. chapter 1.2.1) define a standard data structure to carry TV 
program schedules and interactivity script information, etc. Secondly, the DVB subtitle 
system has defined a structure for program subtitle data. Lastly, the data structure for 
information service pages (i.e. digital Teletext) is defined in this thesis and described in the 
following paragraphs.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 25. Data structure of application content. 
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The data information of digital television is a hierarchical structure in nature. Figure 25 
shows the data structure of application content (excluding A/V content) defined in this 
thesis. It can be divided into four layers (deeper layers are not preferred for navigation and 
presentation, and therefore should be avoided): the root layer represents overall content; the 
second layer represents the category of information (i.e. news, sports, transportation, etc.); 
the third layer is a sub-category of nodes from layer 2 and the fourth layer contains leave 
nodes, which include concrete application content information. The data structure describes 
document-centric metadata information. 
 
Figure 26 shows the metadata architecture of information content. It includes a start-up 
document, which represents the first three layers of the content outlined in Figure 25 and 
separate XML page and/or non-XML documents (which includes the data). This structure 
does not include a user interface document. The start-up page has pointers to separate pages, 
which can be organized in separate directories in an object carousel (e.g. page documents 
from each magazine are stored in a directory). The design described in this thesis utilizes 
DVB data carousel features. In addition, updating a page does not affect service browsing 
therefore, this structure is suitable for frequently updated content. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 26. Document architecture in XML. 
 
Part of creating XML markup language objects includes defining the elements, attributes and 
rules for their use. This information is stored in a DTD file which may be included within 
XML documents or the DTD’s can be external. However, if the DTD is stored externally 
then the XML document must provide a reference to it. If a document does provide a DTD 
and the document adheres to the rules specified in the DTD then it is considered valid. Most 
XML page documents have the same DTD structure. Some special pages may have their 
own DTD structure, e.g., an order info page, news and stock ticker pages, etc. Each page can 
have text, images, graphics and interactive content (e.g., text with hyperlinks, forms, etc.). 
Publication [P3] and [P4] present more information. More importantly, hyperlinked pages 
can also be defined and retrieved by using a three digit number as its index (i.e., magazine 
number, column number, and article number).  
 
All the names in a DTD are unique to avoid ambiguity however, if a particular XML 
document references more than one DTD there is a possibility that two or more DTDs 
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contain the same name. The document needs to specify a namespace for each DTD so that 
the parser knows which definition to use when it is parsing an instance of a particular DTD. 
 
Table 2 lists figures describing the average size of each XML page defined for this thesis, 
according to the above data structure. The XML and DTD files for start page and user 
interface pages were downloaded together with application code and only need about 12 KB. 
The XML and DTD files for the article page needs about 50 KB (four images used on 
average). The creation of long XML pages must be avoided as the horizontal or vertical 
scrolling of a digital television user interface is not ideal. Images on the pages can take up to 
60% of the available bandwidth [60]. Images should be as small size as possible, or they can 
be delivered in compressed binary code that is possible to embed in XML pages. A page 
with a small size can decrease retrieval time and consume limited cache memory in the set-
top box.  
 
Start page (KB) Article page (KB) UI page (KB) 
XML DTD XML DTD 4  Images XML DTD 
7  2 3 - 4 1 46 2 1 
 
Table 2. Size of application content pages. 
 
5.3 XML PAGES IN DATA CAROUSEL 
XML pages are stored in a broadcast data carousel where the main structuring mechanisms 
are data carousel modules [27] [60] (cf. chapter 1.2.3). The metadata content may be stored 
within a single group, which is defined in the DVB data carousel specification. A group 
includes modules and one module contains the document files or directories that belong to 
one magazine (cf. figure 26).  
 
A data carousel module contains one or more blocks and the blocks in a data carousel 
module exist in a sequential order. Each block is preceded by a header containing a unique 
identifier for the block and it’s length. To retrieve an XML file from the data carousel the 
set-top box needs to parse the data carousel module until the requested block is reached. The 
size of a data carousel module is not limited in the DSM-CC standard but specific profiles 
often define a maximum size for practical reasons. From an application point of view 
receivers cache at least one object carousel module so that all files belonging to it are 
directly available to the client [60]. However, it is impossible for low-end set-top box to 
cache all pages within one magazine, when several blocks are possible. 
 
During broadcast, the data carousel usually sends data carousel modules in sequential order, 
although this is not essential. It is possible to interleave data blocks to keep large files from 
blocking the broadcast stream exclusively for a long time [60]. Interleaving is also used in 
some application domains where set-top boxes can receive a data stream at full bandwidth 
for a short period of time only and need a pause to process the data before being able to 
receive the next block. The priority of modules in the data carousel is handled by giving each 
differing latency times which determines how often a module gets repeated during one 
‘rotation’ of the carousel. Modules with short latency times will have a higher priority and 
be repeated more often than others [60]. 
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There are a number of additional characteristics that influence the behavior of an application 
from content point of view, for example, the grouping of files and directories in modules, the 
order of these modules, and their priorities [60]. Methods to improve the delivery of 
applications exist and can increase the overall speed of the applications. However, 
experiments are needed. 
 
5.4 CONTENT PARSING IN SET-TOP BOX 
After receiving a viewer’s request for an XML page, the application is responsible for 
transferring the XML page from the network, parsing it and presenting the content on the TV 
screen. Two approaches can be employed to parse application based XML pages: a simple 
API for the XML (SAX) model and the Document Object Model (DOM) model. The 
condition is that the JAXP APIs must be embedded in the set-top box as a part of 
middleware (cf. chapter 3.1). 
 
Figure 27 shows the SAX model. To complete a parsing task a SAXParser object has to be 
created from a SAXParserFactory object. Then, an XMLReader can be obtained from the 
SAX Parser object, after which the XMLReader sets the ContentHandler, ErrorHandler, etc. 
Finally, the XMLReader parses and validates the XML document. 
 
The SAX model is an event-based parser [61] which reads an XML document from 
beginning to end in a linear manner and, each time it recognizes a syntax construction, it 
notifies the application that is running it [62]. Data access is read-only. The SAX parser 
notifies the application via the ContentHandler interface through its methods (e.g., Start 
document, Start Element, etc.). The SAX parser can perform validation while it is parsing 
XML data, namely, it checks that the data follows the rules specified in the XML 
document’s DTD.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 27. The SAX model for content parsing. 
 
The SAX model is used only when a piece of data from a large document is needed, as the 
SAX parser parses data as a stream. It is very fast and tends to be preferred for server-side 
applications and data filters that do not require an in-memory representation of the data. 
Another advantage of the SAX model is its low memory usage (only events are generated). 
The disadvantage of the SAX model is that when XML data becomes  more complicated, the 
application code will become difficult to design and maintain. 
SAXParser Factory
SAXParser 
XMLReader Error 
Handler
Parse 
Content 
Handler
XML 
File 
Start Element 
End Element 
End Document
Start Document 
Validating 
Part One: Summary of Research                                                                             Chapter 5. Application Content 
 
 35
Figure 28 shows the DOM model. A DocumentBuilderFactory object is created, which is 
then used to create the DocumentBuilder object. The DocumentBuilder object carries out 
validation and error handling tasks, after which the DocumentBuilder object calls the parse 
method to parse an XML file and produces a Document object in memory.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 28. The DOM model for content parsing. 
 
The DOM model reads an entire XML file and then saves it as a document tree in memory 
[61]. It allows the application to parse an XML document and obtain a Document object 
from a DocumentBuilder. The DocumentBuilder can be obtained from the DocumentBuilder 
Factory but, unlike the SAX parser, the DOM parser allows random access to particular 
piece of data in an XML document [62]. With the DOM model, one can build an object 
representation of the document; manipulate it in memory and add a new element or delete an 
existing one. 
 
The DOM model is ideal for interactive applications because the entire object is present in 
memory, where it can be accessed and manipulated by the user. The disadvantage of the 
DOM model for content parsing is its high memory usage (the document is loaded in 
memory) however, this can be overcome by an appropriate document architecture (cf. figure 
26). 
 
5.5 CONTENT AUTHORING 
An important part is to separate content authoring and application development. Digital 
television application content may include several hundred pages and some of these are 
updated on a regular basis, sometimes automatically with data from an external source (e.g., 
the WWW). It is impractical to update application code therefore, the content authoring 
process is very important for application layout and behavior.  
 
Efficient authoring tools and content management systems are needed which may draw and 
edit application content (e.g., text, images, graphics, animation, etc.) based on templates. 
This authoring software may also review pages prior to transmission so that content can be 
validated and content correctness ensured. Its output will be an XML file. 
 
XML parsers can immediately provide some content validation by ensuring that all the 
required fields are provided and are in the right order using a DTD. Although the SAX and 
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DOM models can validate application content it is preferable that content format validation 
and exception handling be completed outside of the application (i.e., during content 
authoring stage). In this way memory resources consumed and average latency can be 
reduced, making the whole system more reliable. 
 
5.6 DISCUSSION 
Application content itself must be interesting and be kept up-to-date. One possible approach 
that the service provider uses in content authoring is network information access from the 
Internet. It may automatically retrieve and filter dynamic content from multiple 
heterogeneous pre-defined sources (the WWW) for updates or new information.  
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6 RETURN CHANNEL COMMUNICATION MODELS 
Interactive television is a new paradigm that will merge appeal and mass audience of 
traditional television viewing with the interactivity of the World Wide Web (WWW). It is an 
integral part of the new television experience. The interactive capability of a set-top box is a 
function of the network connectivity and the DVB broadcast system has the ability to utilize 
a return channel between a set-top box and the broadcaster, or service provider, to deliver 
data. This currently requires a modem and telephone or cable TV return path, although plans 
are afoot to provide satellite up-link capability (cf. chapter 1.2.4). MHP has proposed a 
return channel protocol stack (shown in figure 29) that can be used as a reference 
communication protocol [42].  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 29. Return channel protocol stack. 
 
Interactive services have various levels of interactivity and characteristics and each 
application will have it's own requirements, for example: 
 
o Safely and reliably transfer data through a return channel. 
o Reduce long latency connection time [63].  
 
Reduction of interaction delay depends on many factors (e.g., increased physical network 
bandwidth). It is necessary to establish some communication methods (independent of the 
transmission medium (PSTN, Cable, etc.)) for digital television applications and this chapter 
will describe these with reference to the applications. The methods studied may provide 
guidelines for Java solutions in order to meet the interactivity requirements particular to 
different services. The basic communication modes can be divided into two types: 
synchronous and asynchronous based on a client-server structure. 
 
6.1 SYNCHRONOUS COMMUNICATION MODE 
The synchronous mode communicates in a point-to-point manner, such that when an 
application wants to communicate with the server reliably, a connection can be established 
and data can be sent back/forth. This model guarantees that data sent from one end of the 
connection actually gets to the other end and in the same order that it was sent, otherwise, an 
error is reported. Three approaches in Java can be adopted, and these are described below. 
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URL Connection Model 
This approach uses the Uniform Resource Locator (URL) connection to access information 
on the Internet (HTTP). A URL can be the address of a resource on the server [64] and a 
Java application can use the URL to read from and write to that connection. Figure 30 shows 
the URL connection model. On the client side, once the URL connection has been 
established reading and writing can be done through output and input streams. On the server 
side, a CGI-bin script usually receives the data; processes it and then sends a response in the 
form of a new HTML page. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 30. URL connection model. 
 
Socket Connection Model 
Figure 31 shows the Socket connection model where the server has a server socket which is 
bound to a specific port number [64]. On the client-side, the client knows the correct server 
name and port number. The server may support multiple clients who's requests can come 
into the same server socket. The server uses a thread for each client connection and once the 
server accepts a connection request from the client, a new socket is bound to a different port 
and a new thread spawned which reads from and writes to the client. A new socket is 
required in order that the server can continue listening to other clients. The client and server 
can now communicate by writing to or reading from their sockets.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 31. Socket connection model. 
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SOAP Connection Model 
Figure 32 shows the SOAP connection model [65] in which a client can send SOAP 
messages directly to the server using a SOAPConnection object. The server runs a Servlet to 
receive a SOAP message and sends a SOAPMessage back to the client [66]. This 
communication model exchanges SOAP messages with or without XML format messages.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 32. SOAP connection model. 
 
6.2 ASYNCHRONOUS COMMUNICATION MODE 
Point-to-point communication may cause performance degradation although its reliability 
can be guaranteed [64]. Asynchronous communication is a type of one-way communication 
between clients and servers where clients and servers do not have to, and do not need a 
dedicated point-to-point channel.  
 
UDP Connection Model A 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 33. UDP connection model A. 
 
The UDP connection model A is shown in Figure 33. The client communicates with the 
server via datagram packets, which are independent, self-contained messages sent over the 
network, whose arrival, time of arrival, and content are not guaranteed [67]. These clients 
and servers do not have and do not need a dedicated point-to-point channel. The server 
continuously receives datagram packets over a datagram socket and also sends responses to 
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the client. Therefore, the client can send and receive datagram packets to and from the server 
via a datagram socket.  
 
UDP Connection model B 
The UDP Connection model B is shown in Figure 34. On the client side a multi-cast socket 
is created which listens for datagram packets passively. The server can then broadcast 
datagram packets to multiple clients with the same group ID. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 34. UDP connection model B. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 35. Provider connection model. 
 
Provider Connection Model 
The Provider connection model is shown in Figure 35, where all SOAP messages go through 
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wait for a response, but continues processing other tasks. The remote provider takes a 
message sent by an application and caches it until the message has been successfully 
delivered to the receiver. Once the receiver gets the message, it may read and process or 
send a response message to the sender.  
 
6.3 COMPARISON OF COMMUNICATION MODELS 
The URL connection model is suitable for one-to-one communication from broadcaster to 
set-top box. It provides a relatively high-level mechanism for accessing resources on the 
Internet. This model is suitable for one-to-one and two-way communications and 
applications requiring reliable communications are suitable candidates. Typical examples 
are: advertisements, games, quiz shows, polls, etc. The URL connection model is appropriate 
for high-level connection to web resources. 
 
The socket connection model is also suitable for two-way and one-to-many communication. 
Example interactive services can be chat clients, games, TV shopping, quiz shows, sports, 
etc. The socket connection model is more suitable for lower-level network communication 
and provides a reliable connection between client and server. That is, no data can be dropped 
and it arrives at the client side in the same order that is was sent.  
 
The SOAP connection model is simple to initiate and is suitable for one-to-one and two-way 
communication. However, it has limited reliability and message delivery guarantees since it 
relies largely on the dependability of the underlying transport for delivering a message. This 
model is suitable for XML messaging services that require document-centric messages. 
Typical examples are: interactive digital Teletext [P4], messaging services, etc. 
 
The Datagram (UDP) connection models A and B do not provide a mode of communication 
that delivers independent information packages where the arrival and order of arrival is 
guaranteed. These clients and servers do not have and do not need a dedicated point-to-point 
channel however, some applications may benefit from this type of communication. They are 
suitable for one-way and one-to-many communications and model B can be used on the 
client-side to listen for packets that the server broadcasts to multiple clients. 
 
The provider connection model is suitable for one-way and one-to-many communication. 
This model also uses messaging mechanisms similar to the SOAP model. Example 
applications are: chat, messaging services, etc. and objects must be deployed in a Java 
Servlet container. This approach is reliable, although it is more complicated than the SOAP 
connection model. 
 
6.4 SUMMARY 
According to the return channel protocol stack in Figure 29, there is the option to use DSM-
CC User to User connections to deliver multimedia broadband services [68]. These 
interfaces or libraries (defined in the DSM-CC U-U protocol) provide modular building 
blocks that can be used for a wide range of multimedia applications, from video-on-demand 
to video conferencing to games and distance learning. 
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Finally, system operators must integrate Java technology into their servers to support the 
proposed communication models in order to deliver compelling interactive services to set-
top boxes. The most popular servers are web servers, application servers, broadcast servers, 
transaction servers, etc. [19]. For example, in order for interactive television applications to 
receive new data to enable media synchronization or content updates for applications (i.e. 
stock-tickers or sports scoreboards) Java Servlets must be utilized on the server to receive, 
parse, package and send resource updates to applications. To support this, Java applications 
must have access to an underlying event signaling mechanism, which notifies the active 
application upon arrival of new resource updates. On the broadcaster’s backend, a response 
collection and aggregation system must be set-up to deliver viewer feedback and transaction 
data, etc.  
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7 CONCLUSIONS 
Set-top boxes will become the center of networked homes of the future and, as a result, 
digital television applications will be an important part of this. The research topics studied in 
this thesis will be useful and valuable for future application developers, service providers, 
set-top box manufacturers, and broadcasters. The main contributions in the thesis are 
summarized as follows: 
• System architecture and application manager designs for applications. The design is 
efficient for the MHP applications and the Middleware structure is novel, especially 
embedding only an XML parser without an XSL parser. Some functionality, 
interfaces and protocols of the application manager are new ideas, for example 
allowing Xlets to access resources is novel and efficient.  
• Java user interface issues. The idea of using Java AWT drawing objects for rendering 
application user interfaces is new and the methods for display layout using XML are 
noteworthy. The event model is a new design for input limited set-top boxes and the 
idea can be used in many other portable devices with limited inputs. 
• Application content processes. The structure and representation of application 
content and the architecture of content documents for data carousels are new ideas. 
The concept of using either a SAX or DOM parser and suggestions of content 
authoring are novel and efficient.  
• The synchronous and asynchronous communication models using Java technology 
are suggestions that can be used in different applications via a return channel. 
• The design and implementation of the three applications and a subtitle system using 
the concepts and methods studied in the thesis. 
 
The challenges in future digital television application areas come from both the evolution of 
the set-top box [64] and convergence of computer, communications, and consumer products. 
To enable evolution, the existing methods will not be appropriate, for example, there will be 
larger storage requirements, more powerful processors, expanding information, etc. 
Together, these developments will change the way television presents itself and the systems 
developed will require scaleable and more flexible solutions to the evolving set-top box 
applications in response to rapidly evolving demands.  
 
The convergence of consumer products and communications presents a set of challenges to 
applications. Mobile digital television enables the same information to be broadcast to the 
mobile (e.g., WAP, GPRS) and portable (e.g., PDA, laptop) devices (while on the move). 
Re-implementing the same interactive application for dozens of different devices is 
unthinkable and authoring the same content three (or more) times for each target platform is 
not a sustainable proposition. 
 
One possible common solution to the above challenges is to build entire service delivery 
system (both server and client) using Java technology, since the Java platform can offer the 
development speed, architectural flexibility and platform portability that will be required. 
However, targeted solutions to these problems must be studied and one option would be the 
use of intelligent agent technology as it can provide many routes toward solving the above 
problems. I am working on this. 
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APPENDIX A: ABBREVIATIONS OF THE DVB RETURN CHANNELS 
Standard Description Return 
channel 
Document 
DVB-RCC DVB Interaction Channel for Cable 
TV Distribution Systems 
CATV ETS 300 800 
DVB-RCCS DVB Interaction Channel for Satellite 
Master Antenna TV (SMATV) 
Distribution Systems 
SMATV EN 300 473 
 
DVB-RCD DVB Interaction Channel through the 
Digital Enhanced Cordless 
Telecommunications (DECT) 
DECT EN 301 193 
DVB-RCG DVB Interaction Channel through the 
Global System for Mobile 
Communications (GSM) 
GSM EN 301 195 
DVB-RCL DVB Interaction Channel for Local 
Multipoint Distribution System 
(LMDS) 
LMDS EN 301 199 
DVB-RCP DVB Interaction Channel through 
Public Switched Telecommunications 
Network (PSTN)/ Integrated Services 
Digital Networks (ISDN) 
PSTN/ISDN ETS 300 801 
DVB-RCS Interaction for Satellite Distribution 
Systems 
Satellite EN 301 790 
DVB-NIP DVB Network-Independent Protocols 
for DVB Interactive Services 
 ETS 300 802 
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APPENDIX B:  SUMMARY OF DVB-JAVA PLATFORM APIS 
 
 
 
API 
Java Platform API Fundamental DVB-J APIs 
MHP Platform API 
Graphical User Interface API Presentation APIs 
Streamed Media API 
Broadcast Transport Protocol Access API 
Multicast IP over the Broadcast Channel API 
IP over the Return Channel API 
MPEG-2 Section Filter API 
Mid-Level Communications API 
Data Access APIs 
Persistent Storage API 
DVB Service Information API 
Service Selection API 
Tuning API 
Conditional Access API 
Service Information and 
Selection APIs 
Protocol Independent SI API 
DVB-J application lifecycle API 
Application Discovery and Launching API 
Inter-Application Communication API 
Basic MPEG Concepts API 
Resource Notification API 
Content Referencing API 
Common Infrastructure 
APIs 
Common Error Reporting API 
Basic Security API 
TLS / SSL Over the Return Channel API 
Security APIs 
Additional Permissions API 
Timer Support 
User Settings and Preferences API 
Other APIs 
Profile and Version Properties 
Permissions for Unsigned Applications API Java Permissions APIs 
Additional Permissions for Signed Applications API 
Transport Stream API 
Network API 
Bouquet API 
Service API 
DVB Event API 
MPEG Elementary Stream API 
File API 
Directory API 
Drip Feed Decoder API 
Content Referencing APIs 
Irrelevant API 
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Summary Of Publications 
 
 
 
 
This section of the thesis gives a brief introduction to the articles and summarizes my 
contributions referenced in the articles. The order of the publications is the cite order in 
part one of this thesis. 
  
[P1] This paper described the functionality and theory of a digital television Navigator, 
which is the most important application in future set-top boxes. The paper 
systematically discussed the DVB-SI used by the navigator, the simulation of data 
carousels, Navigator user interface design, data organization, the remote control model 
and the Navigation process model. The demultiplexing of DVB-SI was implemented in 
a local server and the Navigator was designed with local interactivity and implemented 
in Java by the author. The author of this thesis is the main author of the article. 
 
[P2] This paper represents the continuation of research presented in [P1] and includes new 
results. It describes a subtitle control function via the Navigator where the viewer can 
switch on or off subtitles and select appropriate languages. The remote server was 
designed and responsible for receiving transport streams, demultiplexing DVB-SI and 
sending demultiplexed tables to the receiver. A software reference model for DVB-SI 
multiplexing was also presented along with some performance results. The server side 
design and implementation (in C++ and Java) was done by the second author apart for 
the design of DVB-SI table encapsulation. The author of this thesis is the main author 
of the article. 
 
[P3] This paper discussed the design of a lightweight digital Teletext browser with local 
interactivity for digital television and presented the application content model and data 
structure; page parsing processes; caching; graphical user interface; navigation and 
server design and implementation. The application content was defined using the XML 
language and implemented in Java by the author. The author of this thesis is the main 
author of the paper. 
 
[P4] This paper is a continuation of research presented in [P3]. The design and 
implementation of two-way interactivity is presented along with a two-way 
communication mechanism based on the client-server model, using the SOAP 
Messaging mechanism. The server was designed and implemented using Java Servlet 
technology. The application can deal with forms (including interactivity) via a return 
channel; presentation and Navigation, etc. The author of this thesis is the main author 
of the paper. 
 
[P5] This paper discussed the user interface issues of digital television applications using 
Java. It described the architecture of digital television application user interfaces and 
the APIs for presentation and streamed media as well as discussing the possibilities 
and merits of developing digital television user interfaces using Java AWT widgets 
and JMF tools. Some important issues, e.g., transparency and look & feel were 
described. A demonstration application (an ice hockey interactive program) was 
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developed in Java by the author. The author of this thesis is the main author of the 
paper. 
 
[P6] This paper described the new DVB subtitling system and presented a software based 
decoding model for set-top boxes. The system uses MPEG-2 multiplexing and region-
based bitmap graphics technologies to transmit subtitle data to set-top boxes. The 
decoding model was designed so that interactivity can be achieved via a Navigator 
user interface as well as allocation and organization in memory. Two implementation 
approaches were proposed using the API presented in this paper. One approach used 
OSD resources via the Java Native Interface (JNI) while the second approach used 
pure Java APIs and no OSD hardware. The author of this thesis is the main author of 
the paper. 
 
[P7] This paper presented a system integration model to run different digital television 
applications in a prototype set-top box. The integration model included hardware, 
middleware (including operating system, Java virtual machine, APIs, and application 
manager) and applications. Some important results were presented and the author of 
this thesis was the main author of the paper. The applications and application manager 
used were developed in Java by the author while the second author migrated to the 
Linux and Kaffe platforms. 
 
[P8] This paper presented the design and implementation of a middleware application 
manager. The application manager plays an important role in set-top boxes and this 
paper presented a communication model that allows an application manager to run 
multiple applications simultaneously. The application lifecycle model was designed in 
order that the application manager can signal and manage application states. 
Applications can be resident or signaled via the broadcast channel using an 
Application Information Table (AIT) transmitted within the program transport stream. 
The application manager was implemented in Java by the author and the signaling 
application was stored on a server and transmitted using HTTP via the Internet. The 
author of this thesis is the main author of the paper. 
