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Abstract
We will propose a new cutting plane algorithm for solving a class of semi-de$nite programming problems
(SDP) with a small number of variables and a large number of constraints. Problems of this type appear
when we try to classify a large number of multi-dimensional data into two groups by a hyper-ellipsoidal
surface. Among such examples are cancer diagnosis, failure discrimination of enterprises. Also, a certain class
of option pricing problems can be formulated as this type of problem. We will show that the cutting plane
algorithm is much more e6cient than the standard interior point algorithms for solving SDP. c© 2002 Elsevier
Science B.V. All rights reserved.
Keywords: Semi-de$nite programming; Ellipsoidal separation; Cutting plane method; Failure discriminant analysis;
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1. Introduction
Semi-de$nite programming problems (SDP) have been under intensive study in recent years. A
number of e6cient algorithms have been developed [5,7] and used for solving various classes of
control problems and combinatorial optimization problems [13,14].
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Recently, one of the authors applied semi-de$nite programming approach to failure discrimination
of enterprises, where multi-dimensional $nancial data are classi$ed into two groups, namely failure
group and going group by a hyper-ellipsoid. This research was motivated by a remarkable success
reported in [10], where three dimensional physical data of suspected breast cancer patients were
classi$ed into benign group and malignant group by a hyperplane.
We applied the same idea to failure discrimination of enterprises, a very important and well studied
subject in $nancial engineering [1,2,8,11]. Unfortunately, however, this method did not work well for
$nancial data. This led us to extend hyperplane separation to quadratic separation. However, general
quadratic separation often generates disconnected regions of discrimination, which is awkward since
$nancial data satisfy monotonic property in the sense that the larger (or smaller) the more desirable.
To obtain legitimate results, we need to impose a condition that the discriminant region is connected.
This is satis$ed by imposing the condition that the separating surface is an ellipsoid or paraboloid.
Thus, we have to solve a SDP.
Separation of multi-dimensional data by an ellipsoid was $rst proposed by Rosen [12] in 1963.
However, no one applied this method to real world problems since no e6cient computational
tools were available until recently. It is reported in [9] that ellipsoid separation performs much
better for $nancial data than hyperplane separation. In fact, preliminary computation exhibits that
the chance of wrong discrimination of ellipsoid separation is much less than hyperplane
separation.
One disadvantage of ellipsoidal separation is that the computation time for solving the resulting
SDP is much larger than solving a hyperplane separation problem. When the number k of enterprises
is 455 and the dimension n of the data is 6, hyperplane separation problem can be solved in ¡ 1 s,
while ellipsoid separation requires over 1000 s by SDPA5.0, a well designed code for solving SDPs.
Therefore, we need to have a more e6cient algorithm when the number of enterprises is over a few
thousand.
The purpose of this paper is to propose an e6cient algorithm for solving an SDP with the structure
stated above. We will $rst formulate an SDP as a linear programming problem with an in$nite
number of linear constraints. We then propose a new algorithm where we $rst solve a relaxed linear
programming problem with a $nite number of linear constraints and then solve a series of tighter
relaxation problems by adding relaxed constraints. The constraint to be added is the mostly violated
constraint at the current solution. The problem to be solved at each step is a linear programming
problem whose optimal solution can be recovered from an optimal basic solution of the previous
step by applying a few dual simplex iterations.
In Section 2, we will propose a new cutting plane algorithm for an SDP with a small number of
variables and a large number of constraints. We will prove the convergence property of this algorithm
under a simplifying assumption. Section 3 will be devoted to the applications of our algorithm to
the failure discrimination problem. We will prove the convergence of our algorithm under a more
general condition than that imposed in Section 2.
In Section 4, we will show that our algorithm can be successfully applied to the failure discrimi-
nation problems and randomly generated problems. Finally, in Section 5, we will discuss a number
of possible improvements to be pursued in the future.
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2. SDP with a small number of variables and a large number of constraints
The problem to be considered in this paper is the following special class of SDP
minimize
n∑
j=1
cjxj
(P) subject to
n∑
j=1
n∑
k=1
aijkxjk +
n∑
j=1
aijxj = bi; i = 1; : : : ; m;
X ≡ (xjk)¡ O; xj¿ 0; j = 1; : : : ; n; (1)
where X ¡ O denotes that X is a real symmetric positive semi-de$nite matrix. We will assume in
this paper that n is small while m is large, sometimes as large as ten thousand.
Let
X˜ =


x11 · · · x1n
...
... O
xn1 · · · xnn
x1
O
. . .
xn


; (2)
Ai =


ai11 · · · ai1n
...
... O
ain1 · · · ainn
ai1
O
. . .
ain


; i = 1; : : : ; m; (3)
C =


O O
c1
O
. . .
cn


: (4)
Then problem (1) can be put into the standard form of SDP
minimize C • X˜
subject to Ai • X˜ = bi; i = 1; : : : ; m;
X˜ ¡ O; j = 1; : : : ; n: (5)
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The dual of problem (5) is de$ned by
maximize bTy
subject to
m∑
i=1
Aiyi + S = C;
S ¡ O: (6)
A number of algorithms have been proposed for general class of SDPs, most of which are based
upon primal–dual interior point approach [7], a very successful approach to a number of problems
including linear and convex quadratic programming problems.
The primal–dual interior point algorithm is very e6cient from the theoretical point of view. In
fact, some of them are known to be polynomial order algorithms. However, in practice it is not
easy to solve problem (1) by interior point algorithms when n= 10 and m is over a few thousand
since we have to handle a matrix of order 2nm¿ 10; 000, although it is very sparse. For example, it
takes more than a thousand seconds to solve a failure discrimination problem even when n= 6 and
m=455. Therefore, we need to develop a more e6cient algorithm for solving a failure discrimination
problem of practical size.
To start with, let us impose the following assumption.
Assumption 1. Problem (1) has an optimal solution (X ∗; x∗).
This assumption is valid for problems to be discussed in this paper. Also, we will impose the
following assumption to avoid technical complications.
Assumption 2. 1 A constant M such that x∗jj6M , x∗j 6M , ∀j is known.
The key idea of our algorithm is to view the semi-de$niteness condition X ¡ O as an in$nite
number of linear inequality constraints:
dTXd¿ 0; ∀d∈Bn;
where Bn is an n-dimensional unit ball. Problem (1) is then put into a linear programming problem
with an in$nite number of linear constraints
(P) minimize
n∑
j=1
cjxj
subject to
n∑
j=1
n∑
k=1
aijkxjk +
n∑
j=1
aijxj = bi; i = 1; : : : ; m;
dTXd¿ 0; ∀d∈Bn; xj¿ 0; j = 1; : : : ; n: (7)
1This assumption is relaxed in the later section.
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Proposition 2.1. Following inequalities are satis9ed by all feasible solutions of (7)
−M6 xjk6M; j; k = 1; : : : ; n; j = k:
Proof. Follows from simple arithmetic and Assumption 2.
The $rst step of our algorithm is to solve the following linear programming problem:
(P0) minimize
n∑
j=1
cjxj
subject to (X; x)∈F0; (8)
where
F0 =

(X; x)
∣∣∣∣∣∣
n∑
j=1
n∑
k=1
aijkxjk +
n∑
j=1
aijxj = bi; i = 1; : : : ; m;
06 xjj6M; 06 xj6M; j = 1; : : : ; n; −M6 xjk6M; j = k

 : (9)
Let us note that the problem has an optimal solution (X 0; x0) since the feasible region is nonempty
(by assumption) and bounded.
If X 0 ¡ O, then (X 0; x0) is obviously an optimal solution of (7). If, on the other hand X 0 ¡ O,
let us consider the following problem:
minimize{dTX 0d |d∈Bn}: (10)
Theorem 2.1. An optimal solution of (10) is an eigenvector of X 0 associated with the minimal
eigenvalue of X 0.
Proof. See [6].
Let d0 be an optimal solution of (10). Then we add a constraint (d0)TXd0¿ 0 to problem (8).
Algorithm 2.1. Cutting plane algorithm (prototype).
Initialization Let ¿ 0 be a tolerance, and set k:=0 and F0 such as (9).
General Step k
(a) Solving A Relaxed LP: Solve a linear program
(Pk) minimize{cTx | (X; x)∈Fk}
and let (X k; xk) be its optimal solution.
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(b) Checking The Feasibility: Let dk be an optimal solution of the problem
minimize{dTX kd |d∈Bn}:
If (dk)TX kdk¿ − , then terminate. (X k; xk) is an -optimal solution of (P). Otherwise go to
(c).
(c) Adding A Cut: Let
Fk+1 :=Fk ∩ {(X; x) | (dk)TXdk¿ 0}; k := k + 1;
and go to (a).
Theorem 2.2. The sequence (X k; xk) converges to an optimal solution (X ∗; x∗) of (P) as k →∞.
Proof. Suppose that (X k; xk) does not converge to any optimal solution of (P). Then; the algorithm
generates an in$nite sequence {(X 1; x1); (X 2; x2); : : :} satisfying the condition (dk)TX kdk ¡− where
 is a positive constant.
Since (X k; xk) belongs to a bounded set, there exists an in$nite sequence {j1; j2; : : :} ⊆ {1; 2; : : :}
such that (X jk ; xjk )→ (X ∗; x∗) as k →∞. Therefore, for , there exists a constant K such that
|(djk )TX jk+1djk − (djk )TX jkdjk |¡; ∀k ¿K:
However, since (djk )TX jk+1djk¿ 0, we have
(djk )TX jkdjk ¿ (djk )TX jk+1djk − ¿− ; ∀k ¿K:
This contradicts the assumption.
3. Failure discrimination problem
Let Ai, i= 1; : : : ; m be going enterprises and Bl, l= 1; : : : ; h be enterprises which have undergone
failure. Also, let ai ∈Rn, bl ∈Rn be, respectively the vectors of $nancial data of Ai; Bl.
If there exists a vector (c; c0)∈Rn+1 such that
cTai ¿c0; i = 1; : : : ; m; (11)
cTbl ¡c0; l= 1; : : : ; h; (12)
we will call
H (c; c0) = {x∈Rn | cTx = c0};
a discriminant hyperplane.
Upon normalization, conditions (11) and (12) are equivalent to
cTai¿ c0 + 1; i = 1; : : : ; m; (13)
cTbl6 c0 − 1; l= 1; : : : ; h: (14)
Let us de$ne halfspaces:
H+(c; c0) = {x∈Rn | cTx¿ c0 + 1}; (15)
H−(c; c0) = {x∈Rn | cTx6 c0 − 1}: (16)
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Fig. 1. Separation by a hyperplane.
Let yi; zl be, respectively, the distance of ai ∈ H+(c; c0) and bl ∈ H−(c; c0) from the hyperplane
H (c; c0) (see Fig. 1) and let us try to minimize the weighted sum of yi’s and zl’s. This problem
can be formulated as the following linear programming problem:
minimize (1− ) 1
m
m∑
i=1
yi + 
1
h
h∑
l=1
zl
subject to cTai + yi¿ c0 + 1; i = 1; : : : ; m;
cTbl − zl6 c0 − 1; l= 1; : : : ; h;
yi¿ 0; i = 1; : : : ; m;
zl¿ 0; l= 1; : : : ; h; (17)
where ∈ [0; 1] is a constant.
Mangasarian et al. [10] applied this method to breast cancer diagnosis to classify 569 patients
into benign and malignant groups by using 30 dimensional physical data. According to their report,
97.5% of the 569 patients are classi$ed correctly by using only three dimensional data carefully
chosen from 30 available data.
Hyperplane separation method was applied to failure discrimination in [9], where they chose six
dimensional $nancial data compiled from balance sheets of 170 companies. However, only 92% of
the companies were correctly classi$ed.
To improve precision of discrimination, Konno and Kobayashi [9] proposed an ellipsoidal sepa-
ration method (Fig. 2), which results in the following semi-de$nite programming problem:
minimize (1− ) 1
m
m∑
i=1
yi + 
1
h
k∑
l=1
zl
subject to aTi Dai + a
T
i c + yi¿ c0 + 1; i = 1; : : : ; m;
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bTl Dbl + b
T
l c − zl6 c0 − 1; l= 1; : : : ; h;
yi¿ 0; i = 1; : : : ; m;
zl¿ 0; l= 1; : : : ; h;
xTDx¿ 0; ∀x∈Bn; (18)
where Bn = {x∈Rn | ‖x‖=1}. Geometrically, this problem is considered as an extension of (17) by
replacing the hyperplane H (c; c0) with a convex quadratic surface de$ned by
Q(D; c; c0) = {x∈Rn | xTDx + cTx = c0}
with D¡ O.
Let us de$ne y=(y1; : : : ; ym)T, z=(z1; : : : ; zh)T, em=(1=m; : : : ; 1=m)T ∈Rm, eh=(1=h; : : : ; 1=h)T ∈Rh
and let
F0 :=


(D; c; c0; y; z)
aTi Dai + a
T
i c + yi¿ c0 + 1; i = 1; : : : ; m;
bTl Dbl + b
T
l c − zl6 c0 − 1; l= 1; : : : ; h;
yi¿ 0; i = 1; : : : ; m; zl¿ 0; l= 1; : : : ; h;
djj¿ 0; j = 1; : : : ; n:


(19)
and denote (18) in a compact form as follows:
(Q) minimize (1− )eTmy + eTh z
subject to (D; c; c0; y; z)∈F0
xTDx¿ 0; ∀x∈Bn: (20)
Fig. 2. Hyperplane, hyperbolic and ellipsoidal separation.
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In Section 2, we proved the convergence of the cutting plane algorithm under the assumption that
the feasible region of the relaxed problem (8) is bounded. In this section we will prove convergence
of the cutting plane algorithm without assuming this condition.
Algorithm 3.1. Cutting plane algorithm for failure discrimination problem
Initialization Let ¿ 0 be a tolerance and set F0 such as (19) and k:=0, and de$ne a relaxed LP
(Q0):
(Q0) minimize{(1− )eTmy + eTh z | (D; c; c0; y; z)∈F0}:
General Step k Solve a linear program (Qk), i.e., min{(1− )eTmy+ eTh z | (D; c; c0; y; z)∈Fk}, and
let (Dk; ck ; ck0 ; y
k ; zk) be its optimal solution. Let #k , Dk , ck and c˜k0 be, a respectively, a constant, a
matrix, a vector, a scalar satisfying that ‖Dk‖2 + ‖ck‖2 + ‖ck0‖2 = 1, #k ¿ 0, #kDk = Dk , #kck = ck
and #kck0 = c
k
0.
2
Case 1: (xk)TDkxk¿− . Then (Dk; ck ; ck0 ; yk ; zk) is an optimal solution of (Q)
Case 2: Dk and c˜k satisfy
aTi D
kai + aTi c
k − ck0¿ 0; i = 1; : : : ; m;
bTl D
kbl + bTl c
k − ck06 0; l= 1; : : : ; h:
Then Q(Dk; ck ; ck0) is a separating ellipsoidal surface.
Case 3: Otherwise, set k:=k + 1 and
Fk+1:=Fk ∩ {(D; c; c0; y; z) | (xk)TDxk¿ 0}
and repeat General Step k.
Remark. The part of storing (Dk; ck ; ck0) and the Case 2 are added for the completeness of the
discussion on convergence.
Note that any (Qk) has an optimal solution since (Qk) has a feasible solution and the objective
function cannot be negative for any feasible solutions. Now let v∗ be the optimal value of (Q).
Theorem 3.1. (Dk; ck ; ck0 ; y
k ; zk) converges to an optimal solution of (Q), or Q(Dk; ck ; ck0) converges
to a separating ellipsoidal surface.
Proof. First part of the statement is shown by the same logic in the proof of Theorem 2.2. To prove
the theorem, we show that “if (Dk; ck ; ck0 ; y
k ; zk) does not converge to any optimal solution of (Q),
then Q(Dk; ck ; ck0) converges to a separating ellipsoidal surface”.
Suppose that (Dk; ck ; ck0 ; y
k ; zk) does not converge to any optimal solution of (Q). Then, the al-
gorithm generates an in$nite sequence {(D1; c1; c10; y1; z1); (D2; c2; c20; y2; z2); : : :} satisfying that (xk)T
Dkxk ¡−  for a positive constant .
2 Note that #k ; D˜
k
; c˜ k ; c˜ k0 are uniquely de$ned for a set of (D
k; ck ; ck0).
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The vector composed of the elements of Dk , ck and c˜k0 is on the surface of the unit sphere
of R(n+1)(n+2)=2. Since the sphere is a compact set, there is an in$nite subsequence {j1; j2; : : :} ⊆
{1; 2; : : :} such that
(Djk ; cjk ; cjk0 )→ (D∞; c∞; c∞0 )
as k →∞. Therefore, for any ¿ 0, there exists a constant K such that
|(xjk )TDjk+1xjk − (xjk )TDjk xjk |¡; ∀k ¿K:
However, since (xjk )TDjk+1xjk¿ 0, we have
(xjk )TDjk xjk ¿ (xjk )TDjk+1xjk − ¿− ; ∀k ¿K:
Therefore, D∞ is a semi-de$nite matrix. Since we assumed that #k((xk)TDkxk) = (xk)TDkxk ¡− ,
#jk diverges to ∞ as k →∞.
Since the optimal value of (Qk) is not greater than v∗, there exists a constant Sy such that for any
i, yki 6 Sy. Then,
#jk (a
T
i D
jk ai + aTi c
jk − cjk0 )¿ 1− yki ¿ 1− Sy
for any i, 16 i6m. Since #jk → ∞ for any ¿ 0, there exists a constant K such that aTi Djk ai +
aTi c
jk − cjk0 ¿−  for any k ¿K . Therefore, for any i, 16 i6m,
aTi D
∞ai + aTi c
∞ − c∞0 ¿ 0:
Similarly, for any l, 16 l6 h, we have
bTl D
∞bl + bTl c
∞ − c∞0 6 0:
Here we obtain that Q(D∞; c∞; c∞0 ) is a separating ellipsoidal surface.
4. Computational results
In this section, we will show the performance of the algorithm presented in the preceding section
using (a) $nancial data of the Japanese enterprises and (b) randomly generated data. We used
PentiumIII(500 MHz), OS:Vine Linux and used Householder’s algorithm for calculating eigenvalues.
We also used dualopt of CPLEX6.5 for solving linear programming subproblems in General Step k.
4.1. Failure discriminant analysis
Let us $rst report the result for failure discrimination. We used the following two sets of data.
Case I: Discrimination of 455 large scale enterprises (out of which 448 are ongoing and 7 failed)
using six dimensional $nancial data (this data set is the same as those reported in [9]).
Case II: Discrimination of 426 small to medium scale enterprises (out of which 386 are ongoing
and 40 failed using three dimensional data (Case II(a)), six dimensional data (Case II(b)) and 9
dimensional data (Case II(c)).
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Table 1
Computational performance of CPA for failure discrimination (Case I)
 CPU-time (s) No. of itr No. of pvt obj.val.
(1st itr) 0.26 1 485 0.00
10−3 2.58 55 1277 0.00
10−4 3.08 70 1321 0.00
10−5 3.50 83 1340 0.00
10−6 4.00 98 1362 0.00
10−7 4.34 108 1376 0.00
Table 2
Computational performance in failure discrimination (Case II)
 CPU-time (s) No. of itr obj.val.
(a) (b) (c) (a) (b) (c) (a) (b) (c)
n= 3 n= 6 n= 9 n= 3 n= 6 n= 9 n= 3 n= 6 n= 9
10−4 0.08 2.83 49.11 3 61 468 1.05715 0.609413 0.383904
10−5 0.11 4.20 84.30 6 102 701 1.05774 0.609779 0.384721
10−6 0.13 5.15 157.63 8 129 1081 1.05783 0.609793 0.384869
10−7 0.16 6.59 233.44 10 168 1395 1.05783 0.609798 0.384878
Financial data used for these experiments include, among other cash Uow, debt=cash Uow, capital
adequacy ratio, ROE, interest coverage, operating pro$t rate, stockholder’s equity ratio, etc. These
are chosen partly upon the suggestions of experts of rating analyses (for details, readers are referred
to [9]).
Table 1 shows the computational results for Case I. We listed tolerance , CPU-time in seconds,
number of iterations (#itr), number of dual pivoting (#pvt), value of objective function at the optimal
solution (obj.val.).
We see from this table that there exists a separating ellipsoid. Also, we see that computation time
increases very mildly as a function of the tolerance .
Table 2 shows the computational results for Case II. We see that there exists no separating ellipsoid
in this case. When n = 3, we can obtain an optimal solution in ¡ 0:2 s. Also, computation time is
not sensitive to the level of . However, it increases sharply as a function of n.
We solved the same problems by using SDPA5.0, a well known code for solving a general class
of semi-de$nite programming problems using primal dual interior point algorithm. Table 3(a) shows
the results for Case I data set. We applied two schemes, (i) SS (Stable but Slow) and (ii) UF
(Unstable but Fast) according to the SDPA5.0 manual [5]. However, it took more than 1000 s. Also,
the solution status indicates that it failed to reach optimality.
Table 3(b) shows the results of SDPA5.0 for Case II.
We see that SDPA5.0 takes much more computation than CPA. Also, the quality of the solution
is a bit worse than the result of CPA (see Table 2).
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Table 3
Computational performance of SDPA5.0 for failure discrimination
(a) Case I
Parameter setting CPU-time (s) No. of itr Solution status
(i) SS 1142.92 60 pdFEAS
(ii) UF 1423.45 75 pdFEAS
(b) Case II (a) n= 3 (b) n= 6 (c) n= 9
Objective value 1.058440 0.6107577 0.4448668
CPU-time (s) 284.89 722.99 672.81
No. of iteration 31 45 80(max)
Solution status pdFEAS pdFEAS pFEAS
“pdFEAS” indicates that SDPA5.0 terminates with a “primal–dual feasible solution, but not optimal”, while “pFEAS”
with “primal feasible, but not optimal”. Parameter setting for SDPA5.0 is SS.
4.2. Randomly generated problems
We checked the performance of CPA by using randomly generated data. We used the following
schemes for generating data.
Step 1: Generate the elements of A∈Rn×n, b∈Rn from the uniform distribution over [− 10; 10].
Step 2: Repeat the following procedure for l= 1; : : : ; L.
(a) Generate xli , i = 1; : : : ; n randomly in the unit interval [0; 1].
(b) Normalization xl:=xl=‖xl‖.
(c) Generate l randomly in the interval [0.5,1].
(d) xla:=xl=l, xlb:=xl × l.
(e) xla:=Axla + b, xlb:=Axlb + b.
Step 3:
(i) Let Da and Db be, respectively, the collection of data xla’s and xlb’s. Then Da and Db can be
separated by an ellipsoid.
(ii) Let Da be the $rst L data generated in Step 2. Also, let Db be the collection of remaining L
data generated in Step 2. Then Da are Db are expected to be non-separable by an ellipsoid.
We generated ten sets of separable and non-separable data, all consisting of 500 ten dimensional
data (m= 250; l= 250).
Tables 4 and 5 show respectively the computational results for separable case and non-separable
case, where “av.” and “s.d.” mean respectively the average and standard deviation of the computation
time for 10 sets of data.
We see from these that separable case requires more computation time on the average than
non-separable case.
Let us add that SDPA5.0 requires much more computation time than CPA sometimes 500 times
as large.
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Table 4
Computational performance to random data (a) separable case
 CPU-time (s) No. of itr No. of pvt
av. (s.d.) av. (s.d.) av. (s.d.)
(1st) 0.5 (0.1) 1.0 (0.0) 137.2 (53.9)
10−3 175.1 (236.4) 549.5 (338.0) 16669.5 (22577.5)
10−4 215.3 (254.0) 700.3 (370.6) 17908.9 (22753.2)
10−5 268.6 (287.2) 864.0 (439.8) 19315.9 (23109.2)
Table 5
Computational performance to random data (b) inseparable case
 CPU-time (s) No. of itr No. of pvt
av. (s.d.) av. (s.d.) av. (s.d.)
(1st) 1.2 (0.4) 1.0 (0.0) 394.5 (144.0)
10−3 13.1 (2.8) 61.5 (15.0) 2248.4 (422.6)
10−4 23.4 (6.3) 132.6 (36.2) 2903.4 (619.9)
10−5 36.8 (11.2) 219.3 (60.9) 3480.4 (829.0)
5. Concluding remarks
We discussed a new cutting plane algorithm for solving SDPs for separating a large number of
low dimensional data into two groups by an ellipsoidal surface.
Standard algorithms based upon primal-dual interior point approach are e6cient and stable for
general class of SDPs. However, it is not e6cient enough for solving a class of problems stated
above, because we have to convert them into standard form of SDPAs.
Our algorithm, on the other hand, exploits the special structure of the problem. It is based upon
a classical relaxation=cutting plane approach successfully applied to a problem with large number
of structured linear constraints. One of the advantages of our approach is that we can employ
an e6cient dual simplex procedure to solve a tighter relaxation problem with one more linear
constraint [4].
We showed in this paper that the new algorithm can solve failure discrimination problems and
randomly generated problems with a practical amount of time when n is ¡ 10. The e6ciency of the
algorithm depends upon the degree of separation. In fact, we can solve randomly generated problem
very fast, where two sets of data are located randomly. On the other hand, it is harder to solve the
problem when two sets of data can be completely separated.
For larger n, we have to improve the e6ciency of the algorithm by exploiting the structure of the
problems even further. Among possible improvements are
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(i) Adding more than one constraints at each iteration. Preliminary experiments show that adding
two constraints associated with two most negative eigenvalues often (but not always) reduces
the number of iterations signi$cantly, thereby improves the overall e6ciency of the algorithm.
(ii) Applying the cutting plane algorithm to the dual problem (6) which consists of fewer number
of constraint than (1). Since the problems to be solved at each iteration is a linear problem,
fewer constraints may lead to better performance.
However, as generally observed in diverse class of cutting plane algorithms for convex and noncon-
vex programming, the e6ciency of our algorithm will deteriorate when n is over 15.
Though this is large enough for practical failure discriminant analysis and option pricing problems
(see [3] for details), we will have to use more elaborate version of interior point algorithms for
problems with large n.
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