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vZusammenfassung
Diese Dissertation berichtet über ein neuartiges Quantengasmikroskop, mit dem Viel-
teilchensysteme von fermionischen Atomen in optischen Gittern untersucht werden.
Die einzelplatzaufgelöste Abbildung ultrakalter Gase im Gitter hat mächtige Expe-
rimente an bosonischen Vielteilchensystemen ermöglicht. Die Erweiterung dieser Fä-
higkeit auf Fermigase bietet neue Aussichten, komplexe Phänomene stark korrelierter
Systeme zu erforschen, für die numerische Simulationen oft nicht möglich sind.
Mit Standardtechniken der Laserkühlung, optischen Fallen und Verdampfungs-
kühlung werden ultrakalte Fermigase von 6Li präpariert und in ein 2D optisches Git-
ter mit flexibler Geometrie geladen. Die Atomverteilung wird mithilfe eines zweiten,
kurzskaligen Gitters eingefroren. Durch Raman-Seitenbandkühlung wird an jedem
Atom Fluoreszenz induziert, während seine Position festgehalten wird. Zusammen
mit hochauflösender Abbildung erlaubt die Fluoreszenz die Rekonstruktion der ur-
sprünglichen Verteilung mit Einzelplatzauflösung und hoher Genauigkeit.
Mithilfe von magnetisch angetriebener Verdampfungskühlung produzieren wir
entartete Fermigase mit fast einheitlicher Füllung im ersten Gitter. Dies ermöglicht
die ersten mikroskopischen Untersuchungen an einem ultrakalten Gas mit klaren An-
zeichen von Fermi-Statistik. Durch die Präparation eines Ensembles spinpolarisierter
Fermigase detektieren wir eine Abflachung im Dichteprofil im Zentrum der Wolke,
ein Charakteristikum bandisolierender Zustände.
In einem Satz von Experimenten weisen wir nach, dass Verluste von Atompaaren
an einem Gitterplatz, bedingt durch lichtinduzierte Stöße, umgangen werden. Die
Überabtastung des zweiten Gitters erlaubt eine deterministische Trennung der Atom-
paare in unterschiedliche Gitterplätze. Die Kompression einer dichten Wolke in der
Falle vor dem Laden ins Gitter führt zu vielen Doppelbesetzungen von Atomen in un-
terschiedlichen Bändern, die wir ohne Anzeichen von paarweisen Verlusten abbilden
können. Somit erhalten wir die wahre Besetzungsstatistik an jedem Gitterplatz.
Mithilfe dieser Besonderheit werten wir die lokale Besetzungsstatistik an einem
Ensemble bandisolierender Wolken aus. Im Zentrum bei hoher Füllung sind die Atom-
zahlfluktuationen um eine Größenordnung unterdrückt, verglichen mit klassischen
Gasen, eine Manifestation des Pauliverbots. Die Besetzungswahrscheinlichkeiten wer-
den verwendet, um die lokale Entropie an jedem Gitterplatz zu messen. Eine niedrige
Entropie pro Atom bis 0.34kB wird im Zentrum des Bandisolators gefunden.
Die Erweiterung der Quantengasmikroskopie auf entartete Fermigase eröffnet neue
Möglichkeiten der Quantensimulation stark korrelierter Vielteilchensysteme und kann
einzigartige Erkenntnisse über fermionische Systeme im und außerhalb vom Gleich-
gewicht, Quantenmagnetismus und verschiedene Phasen des Fermi-Hubbard-Modells
ergeben.
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Abstract
This thesis reports on a novel quantum gas microscope to investigate many-body sys-
tems of fermionic atoms in optical lattices. Single-site resolved imaging of ultracold
lattice gases has enabled powerful studies of bosonic quantum many-body systems.
The extension of this capability to Fermi gases offers new prospects to studying com-
plex phenomena of strongly correlated systems, for which numerical simulations are
often out of reach.
Using standard techniques of laser cooling, optical trapping, and evaporative cool-
ing, ultracold Fermi gases of 6Li are prepared and loaded into a large-scale 2D optical
lattice of flexible geometry. The atomic distribution is frozen using a second, short-
scaled lattice, where we perform Raman sideband cooling to induce fluorescence on
each atom while maintaining its position. Together with high-resolution imaging, the
fluorescence signals allow for reconstructing the initial atom distribution with single-
site sensitivity and high fidelity.
Magnetically driven evaporative cooling in the plane allows for producing degen-
erate Fermi gases with almost unity filling in the initial lattice, allowing for the first
microscopic studies of ultracold gases with clear signatures of Fermi statistics. By
preparing an ensemble of spin-polarised Fermi gases, we detect a flattening of the
density profile towards the centre of the cloud, which is a characteristic of a band-
insulating state.
In one set of experiments, we demonstrate that losses of atom pairs on a single
lattice site due to light-assisted collisions are circumvented. The oversampling of the
second lattice allows for deterministic separation of the atom pairs into different sites.
Compressing a high-density sample in a trap before loading into the lattice leads to
many double occupancies of atoms populating different bands, which we can image
with no evidence for pairwise losses. We therefore gain direct access to the true num-
ber statistics on each lattice site.
Using this feature, we can evaluate the local number statistics on an ensemble of
band-insulating clouds. In the central region of high filling, the atom number fluctu-
ations are suppressed by an order of magnitude compared to classical gases, which is
a manifestation of Pauli blocking. Occupation probabilities are used to measure the
local entropy on each individual site. The entropy per atom is found to be as low as
0.34kB in the band-insulating core.
The extension of quantum gas microscopy to degenerate Fermi gases opens up
new avenues in quantum simulation of strongly correlated many-body systems and
can yield unprecedented insight into fermionic systems in and out of equilibrium,
quantum magnetism and different phases of the Fermi-Hubbard model.
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"A physicist is an atom’s way of knowing about atoms."
– George Wald
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Introduction
The degenerate Fermi gas is a ubiquitous system in nature. In the standard model,
fermions make up all elementary constituents of matter, and quantum degenerate
gases of fermions are found everywhere, most importantly electrons in solids and
nuclear matter. Identical fermions are forbidden from occupying the same quantum
state, which is the statement of the famous Pauli exclusion principle [1]. This is re-
sponsible for the stability of large systems of matter [2–4], which are prevented from
collapsing under electrostatic forces (solids) or gravitation (white dwarfs and neutron
stars).
The study of degenerate quantum matter has a long history and has given rise
to many applications. For example, superconductivity has been subject to intense
research for over a century and has enabled several technological breakthroughs. As
another example, 2D electron gases have strongly impacted upon fundamental and
applied research in solid state physics. They are found in field effect transistors, now
an indispensable piece of technology, and the quantum Hall effect was discovered in
these systems [5], leading to new precise standards of electrical resistance.
Many properties of materials arise due to interactions between their constituents.
In solids, where the Coulomb interactions between electrons are very strong, it seems
almost counterintuitive that electronic phenomena could be described very well in
a picture of very weakly interacting quasiparticles, which is the basis of Landau’s
hugely successful Fermi-liquid theory [6, 7]. Within this framework, it became pos-
sible to understand macroscopic quantum phenomena, such as giant magnetoresis-
tance [8, 9] and conventional BCS superconductivity [10]. However, novel materials
have emerged, where interactions and correlations between electrons or spins are so
strong that the Fermi-liquid picture breaks down. Strongly correlated systems are
found, for example, in certain quasi-2D electron gases [11], which include high-Tc su-
perconductors [12]. The complexity of the interactions and the difficulty of numerical
simulations of these materials has impeded a full understanding of many emergent
phenomena in these quantum many-body systems.
2 1. Introduction
The advent of ultracold atoms
Over the past few decades, ultracold atoms have offered new ways of studying quan-
tum systems by providing a clean, flexible, and tunable platform for realising and
simulating various quantum models [13]. This is in line with Richard Feynman’s vi-
sion of using quantum devices to accurately simulate quantum systems [14]. The field
of ultracold atoms is comparatively young, but already very successful.
The idea of cooling dilute vapours with radiation pressure is over four decades
old [15, 16]. This has come to fruition with the laser cooling of trapped ions [17, 18]
and the cooling and trapping of neutral atoms [19, 20]. More advanced laser cooling
techniques such as polarisation-gradient cooling [21, 22], velocity-selective coherent
population trapping [23], and sideband cooling in harmonic traps [24] have been em-
ployed to overcome the Doppler and recoil limits of laser cooling. However, these
techniques did not suffice to bring atomic vapours to quantum degeneracy. It was
the development of magnetic traps for neutral atoms [25] together with evaporative
cooling techniques [26, 27] that have enabled the observation of Bose-Einstein con-
densation (BEC) in ultracold atomic clouds [28–30]. Far-detuned optical traps [31]
and evaporative cooling therein [32] offer added flexibility and are now commonly
used in the lab.
Since the observation of BEC, the field has undergone rapid developments. The
phase coherence in BECs was investigated via matter-wave interference [33], and ex-
ploited to realise atom lasers [34–36]. In weakly interacting Bose gases, the excitations
described by Bogoliubov theory could be investigated [37–41]. Other excitations such
as vortices [42–44] and solitons [45, 46] were also observed.
All the aforementioned results can be described in a mean-field context with weakly
interacting quasiparticles. For interactions comparable to the kinetic energy or even
larger, one must depart from this picture, but therefore gains access to many rich
phenomena with strong correlations between the atoms. This regime can be reached
by using Feshbach resonances [47, 48] that modify the low energy scattering proper-
ties [49, 50]. However, dipolar collisions and three-body recombination cause strong
losses in BECs [51, 52]. Another way to increase the role of interactions is by confining
the atoms to low-dimensional geometries. For example, a Tonks-Girardeau gas could
be realised with interacting bosons in 1D [53, 54].
Ultracold Fermi gases
The adaptation of the cooling methods to fermionic alkali atoms led to the produc-
tion of a degenerate Fermi gas via evaporative cooling of spin mixtures [55]. Since
3then, several Fermi gas experiments have been constructed, where mixtures of differ-
ent spin components or atomic species were cooled together [56–60]. Basic properties
of fermions arising from their quantum statistics could be observed, for example an-
tibunching [61] or suppression of density fluctuations due to Pauli blocking [62, 63].
While accessing the strongly correlated regime using Feshbach resonances with
bosons was challenging due to strong three-body relaxation, Pauli blocking turned
out to stabilise Fermi gases against these losses [64], making Feshbach resonances use-
ful to probe a wide range of interactions. Thus, interacting ultracold Fermi gases have
attracted great theoretical interest [65]. Strongly interacting Fermi gases were soon re-
alised [66, 67], as well as condensates of molecules created from fermion pairs [68–70],
Cooper pairs in the attractive BCS regime [71], and superfluids of fermions [72–74].
Fermi gas experiments have traditionally employed the alkali atoms 6Li and 40K.
Later, other fermionic isotopes have been successfully cooled to quantum degeneracy,
namely the alkaline earth atoms 87Sr [75, 76], or alkaline earthlike lanthanides such
as 161Dy [77], 167Eb [78], 171Yb and 173Yb [79, 80]. Their complex level structures
enable the realisation of outstanding optical clocks [81–83] and quantum information
protocols [84, 85]. With their permanent magnetic dipole moments, one can access the
rich physics of dipolar quantum gases [86] and exotic spin models [87, 88].
Optical lattices
For both fermions and bosons, there is another successful approach to entering the
strongly correlated regime. Instead of enhancing the interaction energy by Feshbach
resonances, the kinetic energy is suppressed by confining the atoms in optical lat-
tices [89], standing waves of light that represent clean periodic potentials for neutral
atoms, and for which many different geometries can be implemented [90].
An immediate success of the optical lattice approach was the observation of tran-
sition from a superfluid to a Mott insulator with bosonic atoms [91]. This proved that
synthetic quantum systems can indeed be used to study phenomena known from
solid state physics in a novel way [92]. Fermions in optical lattices have attracted a lot
of interest for addressing open questions in quantum many-body physics [93, 94]. For
repulsive interactions, the crossover from conducting to Mott insulating states could
be probed [95, 96], as well as magnetic correlations [97, 98].
Probing optical lattices
Different methods can be used to study optical lattice gases. A sudden release of the
atoms from the lattice gives access to coherence properties through the interference
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of expanding wave functions [91, 99], while underlying many-body properties can be
detected via correlations in the density noise of expanding clouds [61, 100, 101]. The
quasi-momentum distribution in the lattice can be converted into real-space momen-
tum via adiabatic band mapping [102]. Bragg spectroscopy can be used to probe the
excitation spectrum and spatial ordering [98, 103]. High-resolution in situ absorption
imaging can yield the density distribution [104, 105]. A state-of-the-art approach is us-
ing high-resolution fluorescence imaging to resolve the spatial lattice population with
single atom sensitivity. This imaging technique, termed quantum gas microscopy, has
proven to be an especially powerful method for investigating optical lattice systems.
The technique of site resolved imaging was achieved with fluorescence [106] and
absorption imaging [107] in large spaced optical lattices, not yet in the strongly cor-
related regime. Higher resolution imaging and addressing could be achieved using
electron beam microscopy on lattice sites with many atoms [108, 109]. Then, two ex-
periments were realised with fluorescence imaging of single 87Rb atoms in lattices
with submicron spacings [110, 111].
Since then, single-atom resolved imaging has enabled microscopic studies of phase
transitions [111, 112], dynamics [113–115], correlations [116], nonlocal order [117],
spin interactions [118], quantum magnetism [119], long-range interactions and collec-
tive dynamics using Rydberg atoms [120–122] and entanglement[123, 124]. Following
the two pioneering 87Rb experiments, two quantum gas microscopes of bosonic 174Yb
have recently been demonstrated [125, 126].
Applying similar techniques to the imaging of single fermions in optical lattices
offered prospects of studying interesting spin physics and address open questions of
condensed matter. However, the more difficult cooling of fermions in regular traps
and in optical lattices required several more years of development to achieve the same
technology. Finally in 2015, five groups, including ours, have reported the imaging of
single fermionic atoms in optical lattices [127–131], paving the way to novel studies
of fermionic many-body systems.
Outline
This thesis describes the development of a new-generation quantum gas microscope
for fermionic 6Li, with the first measurements on degenerate Fermi gases using this
method. The experiment has the unique features of a tunable and nontrivial lattice
geometry, and a dedicated optical lattice for the imaging process, allowing for un-
precedented insights into fermionic systems. We also find that our method allows for
overcoming a common limitation of quantum gas microscopes, where pairs of atoms
populating the same lattice site get lost during imaging [110, 111]. We use this to
probe number statistics in the lattice and measure statistical properties of our system.
5The chapters are structured as follows:
• Chapter 2 presents some basic properties of Fermi gases, and compares energy
scales of Fermi gases in nature and those created in the lab. A brief summary
of the band structure in inhomogeneous optical lattices is given, and the Fermi-
Hubbard model is described, as well as the different phases expected to emerge
from it.
• Chapter 3 describes the experimental setup. The various subsystems developed
in the course of this work for creating and probing ultracold Fermi gases are
explained.
• Chapter 4 describes the experimental protocol. Using several stages of laser
cooling and evaporative cooling, 6Li atoms are brought from a hot vapour down
to quantum degeneracy in a 2D plane of an optical lattice.
• Chapter 5 focuses on the Raman sideband cooling in an optical lattice and the
simultaneous fluorescence imaging of single atoms. The circumvention of pair-
wise losses of atoms during imaging is discussed in more detail.
• Chapter 6 deals with a statistical study of a gas of identical fermions in the band-
insulating regime. A flattening of the density profile, strong suppression of
density fluctuations and low entropy per atom are observed. Finally, density-
density correlations are evaluated as a basic measure for compressibility.
• Chapter 7 summarises the work and gives an outlook on recent and future de-
velopments.
The main results of this work have recently been published in:
Microscopic observation of Pauli blocking in degenerate fermionic lattice gases
A. Omran, M. Boll, T. Hilker, K. Kleinlein, G. Salomon, I. Bloch and C. Gross
Phys. Rev. Lett. 115, 263001 (2015)
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Ultracold Fermi gases
This chapter briefly reviews the basic properties of ultracold Fermi gases. The so-
called Fermi energy sets a characteristic energy scale, and is discussed for free and
trapped Fermi gases. A comparison is made between Fermi gases occurring in nature
on the one hand, and their synthetic, ultracold counterparts on the other.
The main part of the chapter focuses on fermions in periodic potentials. Because
of its relevance for our experiment, the band structure in inhomogeneous optical lat-
tices is briefly described. This work aims to realise a useful quantum simulator for the
Fermi-Hubbard model, which is commonly used in solid state physics and thought to
be a minimal model for describing high-Tc superconductors. In addition, the Fermi-
Hubbard model is expected to possess a multitude of phases under different condi-
tions, some of which are presented here.
2.1 Fermi energy
Special properties of Fermi gases arise from their quantum statistics. A system of
many fermions must have a wave functions which is fully antisymmetric with respect
to the exchange of two fermions [132]. For a system with a set of eigenstates {|i〉}, the
creation and annihilation operators aˆ†i and aˆi for identical fermions in the different
modes fulfill the anticommutation relations:{
aˆi, aˆ j
}
=
{
aˆ†i , aˆ
†
j
}
= 0 (2.1a){
aˆi, aˆ
†
j
}
= δi j (2.1b)
Eq. (2.1a) is in accordance with Pauli’s principle: we cannot create two fermions
in the same mode, as
(
aˆ†i
)2 |0〉 = −(aˆ†i )2 |0〉 = 0, where |0〉 is a vacuum state. There-
fore, N fermions must necessarily distribute themselves among N different states. For
N fermions at zero temperature, the energetically lowest N single-particle levels are
populated. The energy of the highest populated level is called the Fermi energy εF.
We can express the Fermi energy in terms of a Fermi temperature TF = εF/kB or a
Fermi momentum h¯kF =
√
2mεF.
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2.1.1 Homogeneous systems
The Fermi energy generally depends on the potential landscape and the dimensional-
ity of the system, in addition to the number of fermions. εF can always be obtained by
integrating over the density of states for all energies, and adjusting the value of εF to
obtain the correct particle number [133]. For homogeneous systems of fixed volume V
in d dimensions, we can also simply count the number of momentum eigenstates that
go up to the Fermi momentum kF, which is the boundary between momentum states
which are occupied at T = 0 and those which are not. The number of momentum
states within the "sphere" of radius kF is given by an integral over momentum space,
divided by the number of states per momentum space volume [133]:
N =
|~k|=kFˆ
ddk
V
(2pi)d
(2.2)
By using the dispersion relation for free particlesε = h¯2k2/2m, we can convert Eq. (2.2)
to an integral over energy up to εF. This gives a relation between the Fermi energy
and number density n = N/V of the fermions:
εF =
h¯2
2m
×

(
3pi2n
)2/3 (3D)
(2pin) (2D)
(pin)2 (1D)
(2.3)
2.1.2 Harmonically trapped gases
Experiments on ultracold atoms usually operate with particles confined in approxi-
mately harmonic optical or magnetic traps. Consider a gas of N identical fermions in
a harmonic potential with different trap frequencies ωi at T = 0. N is equal to the
number of states with ε ≤ εF, which is given by an integral over all energies up to a
total energy εF, divided by the number of states per energy interval. For example, in
3D this gives:
N =
(
3
∏
i=1
1
h¯ωi
) εFˆ
0
dε1
εF−ε1ˆ
0
dε2
εF−ε1−ε2ˆ
0
dε3 (2.4)
Generalising this to d dimensions, one can then show that the relation between the
Fermi energy and particle number is given by:
εF = h¯ω (d!N)
1/d (2.5)
where ω = (∏di=1ωi)
1/d is the geometric mean of the trap frequencies. Here we
assume the N fermions are identical. If they are distributed among different internal
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states, we treat these states separately and assign to each state its own Fermi energy.
In the case of cold atoms confined to shallow harmonic traps, where the aver-
age energy is much larger than the trap level spacing, the density varies slowly over
the trapping potential V(~r). One then typically applies the local-density approxi-
mation [13, 65], where a local chemical potential is given by µ (~r) = µ(0) − V(~r).
As the chemical potential and Fermi energy are of the same order for low tempera-
tures [133], the system can be treated as possessing a wide range of Fermi energies.
This makes global thermodynamic measurements challenging due to the average over
the trap. However, the trap provides simultaneous access to different phases, and new
techniques have been developed to measure the full equations of state with trapped
gases [134–140]. Furthermore, the high-resolution imaging described in this work
provides a way to go beyond the trap average and isolate regions of a given local
thermodynamic configuration.
2.1.3 Fermi energy scales
For electrons in metals, where the densities are on the order of 1023-1024 cm−3 [141],
the Fermi temperature is on the order of several 104 K. This is two orders of magni-
tude higher than room temperature, hence electrons in metals are strongly degenerate
systems. Neutron stars are a more striking example. Consisting mostly of neutrons
with densities of up to 1038 cm−3, the Fermi temperature is several 1011 K. This is
larger than the core temperature and many orders of magnitude higher than the sur-
face temperature [142]. Therefore, even these extreme systems are deeply quantum
degenerate.
It is very hard for ultracold Fermi gases to compete with natural Fermi gases in
terms of quantum degeneracy. The ground state of dilute vapours is the solid state.
The only way to avoid solidification in alkali atomic clouds is to prepare low enough
densities< 1013 cm−3, such that three-body recombinations are very unlikely to occur
and the vapour remains metastable. As a consequence of the low density, the energy
scale for quantum degeneracy becomes extremely small, and the Fermi temperature
is typically on the µK scale. So far, experiments on ultracold Fermi gases have reached
a few percent of the Fermi temperature [98, 136]. This is still less degenerate than for
naturally occurring Fermi gases, despite their much higher temperature.
Nevertheless, the usefulness of ultracold Fermi gases stems from the strong in-
teractions one can engineer, which give access to phenomena previously reserved
for extremely degenerate matter. For example, the onset of fermionic superfluidity
in conventional superconductors and 3He occurs at temperatures several orders of
magnitude lower than TF [143], whereas superfluidity can occur in strongly interact-
ing Fermi gases at temperatures on the order of 0.2TF [144, 145]. This temperature is
readily accessible in experiments and has allowed for fascinating studies of superfluid
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properties [74, 138, 146].
Sometimes, temperature is not even the most relevant quantity. For characterising
ordered phases, it is more useful to speak of entropy [147]. Here, ultracold Fermi
gases have a clear advantage, being very clean systems with only few contributions
to the system entropy. In solids, on the other hand, the entropy is often dominated by
defects and strong coupling to the environment.
2.2 Fermions in optical lattices
2.2.1 Band structure in inhomogeneous lattices
We turn to a discussion of fermionic particles in periodic potentials. Electrons in a
crystal lattice are the most common manifestation of this system. It is well known that
these particles have eigenstates described by extended Bloch functions with eigenen-
ergies extending over energy bands separated by finite gaps [133]. The band structure
depends on the potential shape and depth.
Ultracold atom experiments often make use of sinusoidal optical lattices, for which
a regular band structure exists with all its features [13]. However, the lattice potential
is not spatially homogeneous, as one typically employs Gaussian red-detuned lat-
tice beams, or blue-detuned lattices together with an extra red-detuned confinement
trap. The Gaussian confinement can be approximated in the centre of the lattice by
a harmonic potential, which breaks translational invariance. As a consequence, the
eigenfunctions of the total potential are oscillatory but not periodic, and they typi-
cally decay over much fewer lattice periods than Bloch functions in regular solids.
For a confinement that varies slowly compared to the lattice constant, one can de-
scribe the energy structure of the system as regular energy bands of a comparable ho-
mogeneous lattice, which are bent by the external confinement. If identical fermions
are placed into the system at T = 0, the lowest energy eigenstates are successively
populated from the bottom up. At some point, adding more fermions does not lead
to a higher peak in the total density profile, but the cloud just increases in diameter
with a flat density distribution [148, 149].
However, for fermions that are sufficiently far away from the trap centre, the
eigenenergies are larger than the lowest energy of the first excited band at the cen-
tre. There, it becomes energetically more favourable for the particles to populate the
next higher band, and the central density starts to increase above one particle per site.
The system consists of a lowest band with an insulating core of flat-top density and
an excited band that is still conducting. A qualitative picture is shown in Fig. 2.1.
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Figure 2.1: Band structure in an optical lattice with harmonic confinement. Identical
fermions (blue circles) at T = 0 fill up the lowest energy states in the lowest band, up
to a certain point where the Fermi energy εF exceeds the lowest energy of the first
excited band, upon which the next fermions start populating this excited band. The
grey shaded areas mark a qualitative band structure. The red line shows a qualitative
density profile of the system, with a flat-top profile from the lowest band and a peak
in the centre owing to the higher band population.
2.2.2 Fermi-Hubbard model
In this context of solids, the Hubbard model [150–152] was proposed as a simplified
model to describe a single band of valence electrons in a lattice, taking dynamics (tun-
neling between lattice sites) and short-range electrostatic interactions into account.
Hubbard’s original model was described by the approximated Hamiltonian [150]
Hˆ =∑
i, j
∑
σ
Ti j cˆ
†
i,σ cˆ j,σ +
I
2∑i,σ
nˆi,σ nˆi,−σ (2.6)
where cˆ†i,σ and cˆi,σ are creation and annihilation operators for an electron of spin with
sign σ = ±1 with a Wannier wave function φ(~r− ~Ri) localised around an ion at ~Ri.
The matrix element Ti j describes the tunneling from site i to j and is given by a Fourier
transform of the band structure:
Ti j =
1
N ∑
~k
ε(~k)e−i~k·(~R j−~Ri) (2.7)
where N is the number of ions.
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The second term in (2.6) originates from an electrostatic interaction integral:
〈
i j
∣∣∣q2
r
∣∣∣kl〉 = q2 ˆˆ d3r d3r′ φ∗(~r− ~Ri)φ∗(~r ′ − ~R j)φ(~r− ~Rk)φ(~r ′ − ~Rl)|~r−~r ′| (2.8)
whereas all integrals are neglected except for I =
〈
ii
∣∣q2/r∣∣ii〉, which describes the
interaction energy of two electrons populating the same site, and has the biggest con-
tribution to all interactions. The Coulomb interaction between distant sites is assumed
to be screened by the positively charged ions, and any long-range interaction is ne-
glected.
The Hubbard Hamiltonian (2.6) was found to capture the essential physics in all
regimes between the limit of non-interacting particles in a band structure with free
tunneling motion, and the atomic limit where the electron system is insulating, even
if the band in question is not filled (the so-called Mott insulating state [153, 154]).
In the context of ultracold atoms, optical lattices have enabled the study of Hub-
bard models in a clean and tunable environment with access to many observables on
reasonable timescales [13]. The Hubbard model for bosonic particles has been stud-
ied extensively, both theoretically [89, 155, 156] and experimentally in inhomogeneous
optical lattices [91, 104, 111, 112, 157, 158].
However, there are ongoing efforts to address open questions of condensed matter
physics, e.g. whether the Hubbard model with electrons accommodates the essential
features of high-Tc superconductivity [159, 160], for which the use of fermionic parti-
cles would be necessary. The numerical simulation of the Hubbard model poses a big
challenge because of an exponential growth of Hilbert space with system size [161],
and especially with fermions, the "sign problem" makes it extremely difficult to simu-
late certain system configurations at all [162]. This has partly motivated the study of
ultracold fermions in optical lattices, which can be described by the Fermi-Hubbard
model [163]:
HˆFH = −t ∑
〈i, j〉,σ
(
aˆ†i,σ aˆ j,σ + h.c.
)
+ U∑
i
nˆi,↑nˆi,↓ +∑
i,σ
εinˆi,σ (2.9)
where 〈i, j〉 denotes the sum over all pairs of nearest neighbours, σ denotes the spin,
and the eigenvalues of nˆi,σ are restricted to 0 and 1. The atoms are assumed to popu-
late a single band.
The first term describes the tunneling, where the tunnel coupling t is assumed
to be finite only for nearest neighbour tunneling. This condition holds in the tight-
binding regime [133], where the particles are restricted to a single band of the lattice.
The tunnel coupling t can be calculated as a matrix element in the basis of Wannier
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Figure 2.2: Fermi-Hubbard model. Atoms can tunnel between neighbouring sites of a
lattice with a tunnel coupling t. Identical fermions are prohibited from occupying the
same site, but distinguishable fermions (e.g. in different spin components) can occupy
the same site, where they interact with an energy U. For real experiments in optical
lattices, each site i typically has an energy offset εi because of the inhomogeneous
lattice potential.
functionsφ(~r) associated with the lowest band [94]:
t = −
ˆ
d3rφ(~r− ~R′)
[
− h¯
2~∇2
2m
+ Vlatt(~r)
]
φ(~r) (2.10)
where ~R′ is a vector connecting to a neighbouring site, and Vlatt(~r) is the lattice po-
tential. Here, we assume that the tunneling is the same in all directions and indepen-
dent of the spin. If the band structure is known, but not the Wannier functions, the
tunneling matrix element can be obtained by the same prescription as Eq. (2.7). The
dependence of t on the lattice depth is exponential [13], it can thus be varied over
many orders of magnitude in the experiment.
The second term in (2.9) describes the interaction. In contrast to the conventional
Hubbard model (2.6), neutral atoms in optical lattices do not have mutual Coulomb
interaction, but rather short-range interactions arising from s-wave collisions [164].
We therefore restrict the interaction term to pairs of atoms on the same site, which
means both atoms must be in different spin states, otherwise their population of the
same site in a single band would be forbidden by Pauli’s principle. The interaction
strength U is given by [94]:
U =
4pih¯2as
m
ˆ
d3r |φ (~r)|4 = g
ˆ
d3r |φ (~r)|4 (2.11)
where m is the atomic mass and as is the s-wave scattering length between the differ-
ent spin states. The coupling constant g appears in the pseudopotential V(~r) = gδ(~r),
which is used to describe the pair collisions and is a valid approximation for atoms in
the sub-mK temperature range [13, 164]. As a consequence of the |φ|4 term in (2.11),
the lattice depth has a slight effect on the interaction strength through the localisa-
tion of the Wannier functions [13]. Using Feshbach resonances, the interactions can
be tuned over a much wider range. Though, as long as the interaction strength U
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is much smaller than the gap separating the lowest from the first excited bands, the
tight-binding approximation remains valid. Otherwise, the excited bands must be
taken into account [94], and the single band picture of the Hubbard model breaks
down.
The third term in (2.9) is not found in the original Hubbard model (2.6), and ac-
counts for the inhomogeneity of the lattice potential via a spatially dependent energy
offset εi on each site. Typically, the energy offsets between the nearest neighbours is
small enough to be neglected in the tunneling, provided the offsets are much smaller
than the local energy width of the band. This width is given by 4t for a single lattice
axis in the tight-binding regime [13].
2.2.3 Interactions in the Fermi-Hubbard model
Interactions in the Fermi-Hubbard model give rise to many interesting phases. For
the following arguments, we consider a two-component Fermi gas in a lattice at half-
filling, i.e. an average of one fermion per site. The basic phenomena in Hubbard
physics can be captured with a single parameter, the ratio of interaction energy to
tunnel coupling U/t, which is very widely tunable in experiments, as discussed pre-
viously. For the following, a full phase diagram is shown in Fig. 2.3.
Repulsive regime U > 0
We first consider repulsive interactions. For small U/t, the atoms can minimise their
kinetic energy by delocalising and therefore can tunnel freely through the lattice,
without paying a significant energy penalty due to interactions. The system behaves
as a metal. However, for large U/t, the repulsive interactions dominate over the tun-
neling and lead to the formation of a Mott insulator [95, 96, 165] with a single fermion
per site. The density is ordered, but the spin distribution is generally random and the
Mott insulator behaves as a paramagnet.
In the limit of zero tunneling, there is no mechanism that allows for reordering
of spins. For weak tunneling, the energy of a spin singlet is reduced because of vir-
tual 2nd order tunneling processes, where opposite spins on two neighbouring sites
exchange places [94], a process forbidden for spin triplets by Pauli blocking. This "su-
perexchange" process has a coupling strength given by J = 4t2/U [13]. If all neigh-
bouring sites are coupled, and the temperature is lower than the superexchange en-
ergy scale T < J, the system undergoes a transition to an antiferromagnet. The Néel
temperature TN, at which the transition occurs, is therefore on the order of J for strong
repulsion. This is typically much smaller than U, so the required temperatures and
entropies to observe antiferromagnetic ordered Mott insulators are much lower than
for paramagnetic Mott insulators [147, 166]. In terms of entropy, antiferromagnetic or-
dering is observable below a critical entropy per atom of 0.7kB in 3D [147] and 0.4kB in
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Figure 2.3: Phase diagram of the Fermi-Hubbard model at half-filling. On the repul-
sive side, there is a crossover from a metal to a Mott insulator for increasing U. Below
the critical Néel temperature TN, an antiferromagnet (AFM) forms. On the attrac-
tive side, non-ordered pairs can exist above the critical temperature for superfluidity.
For increasing attractions at low temperatures, there is a crossover from a BCS-type
superfluid to a BEC of tightly bound pairs. Phase diagram is adapted from [163].
2D [167]. Recently, short-ranged antiferromagnetic correlations have been observed
with fermions in 1D chains [97] and 3D cubic lattices [98].
The cause of antiferromagnetic ordering becomes more obvious if we treat the
tunneling term in second order perturbation theory in the limit U/t 1. In this case,
the Hubbard Hamiltonian can be mapped onto a Heisenberg model [168]:
HˆH = J ∑
〈i, j〉
~Si · ~S j, (2.12)
with the superexchange coupling constant J as defined above. As we assumed U > 0
and therefore J > 0, we see that the Heisenberg model (2.12) favours neighbouring
spins which are anti-aligned.
For strong tunneling or weak repulsive interactions, the perturbative treatment is
no longer valid. Nevertheless, the antiferromagnetic order should exist for any U > 0.
The system becomes a spin density wave below the critical temperature TN that scales
exponentially with t/U in this regime as TN ∼ t exp
(
−α√t/U) [169], whereas the
precise exponential scaling depends on the dimensionality of the system [170].
Attractive regime U < 0
The attractive regime of the Hubbard model also displays interesting phases as well.
For weak attractive interactions U < t at high temperatures, the system is metal-
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lic. However, if the attractive interaction is much stronger than the tunnel coupling,
bound pairs form on the lattice sites which behave as composite hardcore bosons. The
pair can tunnel together in a second order process, with a tunnel coupling given by
∼ 4t2/ |U|, and different bound pairs display next-neighbour repulsion given by the
same energy scale [171].
At low temperatures and for weak attraction in 2D, a BCS-type superfluid is ex-
pected to form below a critical temperature Tc that scales exponentially in t/ |U| in the
same manner as the transition temperature to the spin density wave for U > 0 [170].
This is due to a symmetry of the Hubbard model, where the attractive and repulsive
cases are interchangeable via a particle-hole-transformation [171]. For increasingly
strong attraction, the BCS pairs cross over to the strongly bound pairs, which are
superfluid below a critical temperature proportional to t2/ |U| [159, 170] and can un-
dergo Bose-Einstein condensation. Due to the nearest neighbour repulsion of these
pairs, the ground state is expected to be a charge density wave, forming a checker-
board pattern of doubly occupied sites and holes [171].
2.2.4 Quantum simulation prospects
The observation of the different phases of the Fermi-Hubbard model with ultracold
fermions in optical lattices would represent a milestone in the field. There still remain
technical challenges in achieving low enough temperatures and entropies to observe
long-ranged antiferromagnetic correlations, for example. In addition to the phases of
the Hubbard model at half-filling outlined above, there are other, novel phases that
are expected to exist for the doped Hubbard model [160], the most prominent one
being high-Tc superconductivity in cuprates. Understanding this doped regime with
all its different phases remains a major theoretical challenge [172].
A possible realisation of a doped Hubbard model in ultracold Fermi gases is by
preparing a spin-imbalanced gas in an optical lattice, where the excess spins play the
role of dopants. Spin-imbalanced Fermi gases have generally attracted a lot of theoret-
ical [173–175] and experimental attention [144, 176–178] in the context of superfluidity
and FFLO phases [179, 180]. Whether these systems display d-wave superfluidity in
a lattice is still unknown [159].
The construction of a Fermi gas microscope offers new opportunities to study the
Fermi-Hubbard model in great detail, both for the spin-balanced and -imbalanced
cases. Preparing Fermi gases of varying spin-imbalance poses no experimental chal-
lenge. With high-resolution imaging, we can gain access to local observables and
measure correlation functions in the density and possibly spin domain, which will be
instrumental in studying the Fermi-Hubbard model.
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Chapter 3
Experimental setup
A large part of this work was focused on constructing an ultracold quantum gas ma-
chine, designed to image single fermionic atoms. Quantum gas microscopy is a tech-
nology that poses a considerable technical challenge. We put effort into designing the
experiment to be flexible and operate with fast cycle times. To this end, we set up an
all-optical scheme to produce ultracold Fermi gases using narrow-line laser cooling
along other, standard techniques.
This chapter describes the hardware used in the experiment. The main properties
of 6Li, our atom of choice, are surveyed. The ultrahigh vacuum setup is described,
as well as all laser systems used for cooling, trapping and imaging the atoms. An
ultraviolet laser was constructed for a narrow-line magneto-optical trap (MOT) and is
discussed in more detail. In addition, we present our techniques to generate tunable
optical lattices, and detect single atoms with a dedicated optical lattice.
3.1 The atom - 6Li
3.1.1 Level structure
An overview of the level structure of 6Li is shown in Fig. 3.1(a) with the relevant fine-
and hyperfine-structure levels. 6Li has a 2S1/2 ground state. The principal D1 and
D2 transitions at 671 nm lead to the excited 2P1/2 and 2P3/2 states, respectively. Both
these states have natural widths of Γ2P = 2pi · 5.87 MHz and therefore a radiative
lifetime of τ2P = 27.1 ns [181]. The fine-structure splitting is small, approximately
10 GHz.
The next higher transition from the 2S to the 3P levels at 323 nm is also important
as we employ laser cooling along this UV line (see Section 4.1.2). The linewidth of
the 2S1/2 → 3P3/2 transition is Γ2S−3P = 2pi · 159 kHz, but due to an additional decay
path 3P → 3S → 2P → 2S, the natural width of the 3P levels is broadened to Γ3P =
2pi · 754 kHz [182], which is still significantly narrower than the width of the 2P levels.
The laser setup to address the UV transition is described in Section 3.5.
The nuclear spin is I = 1, giving rise to hyperfine levels F = 1/2 and F = 3/2 for
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Figure 3.1: Level structure of 6Li. (a) Fine and hyperfine structure of 6Li with split-
tings. The 3S1/2 level is omitted. F quantum numbers are in orange. (b) Hyperfine
structure of the 2S1/2 ground state vs. magnetic field, with denoted mF quantum
numbers.
electronic angular momentum J = 1/2 and F = 1/2, F = 3/2 and F = 5/2 for J =
3/2. The level splittings in Fig. 3.1(a) are obtained from the hyperfine constants [181,
183, 184] 1. In the ground state, the energy splitting is EHFS = h · 228.205 MHz at
zero magnetic field, which is small compared to the ground state splittings of other
alkali atoms. It also means that 6Li enters the Paschen-Back regime for comparatively
small fields: already for a few tens of G, the nuclear spin I starts to decouple from
the electronic angular momentum J. Fig. 3.1(b) shows the energies of the ground
state hyperfine sublevels for different magnetic fields, calculated by the Breit-Rabi
formula [181, 185].
Due to the very weak coupling of the electronic to the nuclear spin, the hyper-
fine splitting of the excited levels is very small: 26.1 MHz for 2P1/2 and a few MHz
for 2P3/2, less than the natural width of this level. The small splitting of the excited
states prevents standard sub-Doppler cooling with the MOT beams [21]. The ratio of
linewidth to splitting is marginally larger for the 3P levels: the splitting is comparable
to the natural linewidth.
1For the higher levels, the hyperfine constants of 6Li can be obtained from the known values of 7Li
in [184] by scaling them with the ratio of the nuclear g-factors gI(6Li)/gI(7Li) = 0.822/2.171.
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Figure 3.2: Feshbach resonances between the three lowest hyperfine sublevels of
6Li. Data is taken from supplemental material of [186].
3.1.2 Feshbach resonances
6Li has extremely broad Feshbach resonances [48]. For each pair of the three energet-
ically lowest hyperfine sublevels |F = 1/2, mF = ±1/2〉 and |F = 3/2, mF = −3/2〉,
there exists one broad Feshbach resonance of a few hundred Gauss width [186] (shown
in Fig. 3.2). These three sublevels are commonly denoted by |1〉, |2〉 and |3〉, respec-
tively. For our experiments, we mainly use a mixture of the |1〉 and |2〉 states. The
scattering length of this mixture practically vanishes at zero field and displays a lo-
cal minimum of −290aB at a field of 320 G, which gives a sufficiently high scattering
rate for efficient evaporative cooling with very few inelastic losses. There is a narrow
Feshbach resonance of 0.1 G width at 543 G [187] and the broad Feshbach resonance
is located at 832 G with a width of around 300 G.
3.1.3 Advantages and disadvantages of 6Li
For quantum gas experiments using fermionic alkali atoms, the choice is limited to 6Li
and 40K. Both species have their merits and have proven to be successful candidates
for quantum gas microscopy [127–131]. Our choice of 6Li stemmed from different
considerations.
The light mass of 6Li allows for very fast tunneling timescales in an optical lattice.
Experiments that rely on superexchange interaction can be performed with large cou-
pling rates as these scale as the square of the tunneling matrix element (J = 4t2/U).
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We can also afford to work with optical lattices of large lattice constants, while still
maintaining fast enough tunneling for studying strongly correlated systems. Large
spacings give a big advantage in optically resolving and addressing single sites. Also,
the very broad Feshbach resonances of a few hundred G width allow for straightfor-
ward tuning of interactions in the lattice. They are much broader than the Feshbach
resonances of 40K, which have widths smaller than 10 G [188].
In addition, the ground state level structure of 6Li is much simpler than 40K and
offers an F = 1/2 hyperfine level, which is a natural spin-1/2 system. In general,
the level structure of 6Li is convenient for laser setups as all level splittings are small
enough to be in reach of offset locks and standard acousto-optic modulators (AOM).
The 2P fine-structure splitting of 10 GHz is convenient because one can use the same
laser type and optics for addressing both the D1 and D2 lines.
The small fine and hyperfine splittings have advantages and disadvantages for
two-photon processes that couple F = 1/2 and F = 3/2 in the ground state. The small
hyperfine splitting makes it easy to produce two Raman photons with a single laser
and an AOM. However, as the excited levels 2P1/2 and 2P3/2 have opposite hyperfine
shifts, the contribution of both D1 and D2 lines interfere destructively as soon as the
one-photon detuning of the Raman beams is larger than the fine-structure splitting
of 10 GHz, setting a limit to the two-photon coupling rate relative to the off-resonant
scattering rate [189].
The disadvantages of using 6Li are closely related to their advantages: the light
mass makes the task of fluorescence imaging for quantum gas microscopy very chal-
lenging. To suppress the rapid tunneling, the lattice requires an exceptionally large
depth. Furthermore, the 671 nm photons used for imaging impart a very large recoil
energy onto the atoms:
Erec =
h2
2mλ2
≈ h · 74 kHz (3.1)
For a good signal-to-noise ratio, each atom needs to scatter several thousands of
photons while staying on the same lattice site. This demands a very efficient cooling
mechanism to carry away the large recoil energy, before the atom starts to tunnel or is
lost. However, the level structure of 6Li, albeit simple, provides practically no cycling
optical transitions due to the small hyperfine splittings in the excited state. This makes
laser cooling and manipulation of the atoms challenging.
Cooling mechanisms that have been used successfully for fluorescence imaging of
single atoms such as optical molasses [110, 111] and EIT cooling [127, 130, 190, 191]
do not work for 6Li. Raman sideband cooling [192–194] has proven to give enough
cooling power for imaging single atoms of 6Li with high fidelity [129, 131]. But even
here, the efficiency is reduced compared to other atomic species, owing to the strong
off-resonant scattering for a given Raman coupling strength [189].
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3.2 Vacuum setup
Our ultrahigh vacuum system consists of an oven for providing atomic vapour, a
Zeeman slower, a MOT chamber and a glass cell. Two titanium sublimation pumps
and two ion getter pumps (VacIon Plus 55/75 Starcell by Varian) maintain a suffi-
ciently low vacuum pressure on the order of 10−10 mbar in the oven section and a
few 10−11 mbar in the experimental chambers. An overview of the setup is shown in
Fig. 3.3.
3.2.1 Atom source and Zeeman slower
The atom source consists of a steel oven containing a few grams of lithium. We heat
the oven to 380◦C to reach an appreciable vapour pressure [181]. The atoms effuse out
of the oven towards the Zeeman slower and MOT chamber via an aperture of 1 cm
diameter. A large water-cooled pipe of aluminium is mounted around the oven to
prevent convection of hot air into the experimental setup and remove the heat from
the table.
The Zeeman slower consists of a differential pumping tube surrounded by the
inhomogeneous magnetic coils [195]. We use copper wire with a Kapton insulation
layer and a hollow core for direct water cooling of the coils. The Zeeman field merges
smoothly into the MOT gradient, which allows for a more compact setup and a small
impact of the atom beam divergence (for more details, see [196]). The decelerating
laser beam enters through a viewport on the far end of the vacuum system, which
we heat to 90◦C to prevent the lithium from sticking to the window and rendering it
opaque.
3.2.2 Science chambers
Our MOT chamber is a nonmagnetic steel octagon chamber by Kimball Physics. It
has four standard CF40 silica viewports from the side for the MOT beams, and two
reentrant silica viewports along the vertical direction for housing magnetic coils close
to the atoms.
The quadrupole MOT coils are located outside the chamber and consist of four
layers, each of four windings. The wire is the same as the Zeeman coils. Inside the
reentrant viewports, we have another set of coils which served as a quadrupole mag-
netic trap for a mixture of 6Li/7Li in the past [197]. As the evaporative cooling scheme
in this magnetic trap performed very badly, we replaced this stage with narrow-line
laser cooling using the setup described in Section 3.5. From then on, we switched the
old magnetic trap coils from a quadrupole configuration to a homogeneous one for
tuning the scattering length in optical traps.
22 3. Experimental setup
1
9
93
2
4
5
6
10
8
7
10
11
11
x y
z
Figure 3.3: Vacuum system. 1: Oven. 2: Atom beam shutter. 3: Zeeman slower.
4: MOT chamber. 5: Glass cell. 6: Microscope objective mount. 7: Feshbach and gra-
dient coils. 8: Vertical gradient coils. 9: Ion pumps. 10: Titanium sublimation pumps.
11: Gate valves.
The main experiments take place outside the MOT chamber. In order to have
good optical access and avoid problems with eddy currents while switching magnetic
fields, we use a vacuum glass cell (by Hellma Analytics). It has 4 mm thick walls
made of Spectrosil glass and measures 40 mm by 34 mm on the outer edges. It is
specified to have a wavefront deformation of less than λ/2 over a diameter of 25 mm
at a wavelength of 633 nm. For reasons of manufacturing, the glass cell has no anti-
reflection coatings to ensure this surface flatness.
3.2.3 Magnetic fields
The glass cell is surrounded by an arrangement of magnetic coils. Two vertical "race-
track" coils produce quadrupole fields for applying vertical magnetic gradients. The
coils are not mounted symmetrically around the atoms, but the upper coil is raised by
1 cm to pull the quadrupole field centre away from the atoms. This provides a more
homogeneous vertical gradient with little transverse variation of the field.
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Two further pairs of coils are mounted along the horizontal y-axis: a small coil pair
of four windings each for applying transverse gradient fields, and another Feshbach
coil pair with a staircaselike cross section, where each winding pair is in Helmholtz
configuration. These coils produce the fields for tuning the scattering length via Fesh-
bach resonances. Both the transverse gradient and Feshbach coils are housed in a
solid mount of PEEK thermoplastic.
The Feshbach and vertical gradient fields are each stabilised using a precision flux-
gate current sensor (IT 700-SB by LEM) and a feedback loop to four power MOS-
FETs (SKM111AR by Semikron) that regulate the current from the power supply. An
insulated-gate bipolar transistor (SKM600GA12T4 by Semikron) in the current path
is used to enable or disable the current altogether. This system is described in more
detail in [197].
The glass cell is surrounded by a large aluminium frame carrying three pairs of
compensation coils for cancelling the magnetic field of the Earth. These are driven
by high-power operational amplifiers (DCP260/30 by ServoWatt) that can run up to
±10 A of current. In addition, we have coils of solid wire outside of every viewport
around the MOT chamber for applying small bias fields of up to a few Gauss to the
atoms inside.
Two radio-frequency (RF) antennae are fixed near the glass cell for driving mag-
netic transitions between hyperfine sublevels. The antennae are made from standard
RG58 cable tied to a loop with the shielding removed around the loop circumference.
One of the antennae is around the glass cell itself with the loop axis pointing along
the x-direction, the long axis of the glass cell. The other antenna is above the cell with
its axis pointing downwards.
3.3 Imaging
The main feature of this experiment is the ability to optically resolve single fermions.
The centrepiece of the setup is the high-resolution microscope objective mounted be-
neath the glass cell. This objective is used for projecting in some of the physics lat-
tice beams (described later in Section 3.8) and gathering the photons scattered by the
atoms during fluorescence imaging. We mounted the objective onto a nanoposition-
ing linear stage (PIFOC N-725.1A by PI) for precise focusing onto the atoms.
Our objective, shown in Fig. 3.4, is custom made by Special Optics. It has a numer-
ical aperture (NA) of 0.5 and an effective focal length of 28.1 mm, whereas the chro-
matic shift between this imaging wavelength and the lattice wavelength of 1064 nm
is corrected by design. Its theoretical resolution is ∆r = 0.82µm at the imaging wave-
length of 671 nm, according to the Rayleigh criterion: for an imaged point source, ∆r
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Figure 3.4: Cross section of the custom high-resolution objective. The NA is 0.5 and
the effective focal length is 28.1 mm.
specifies the distance between the centre of the Airy disk to the first minimum [198].
A Gaussian function approximated to the point-spread-function (PSF) has a standard
deviation of σPSF ≈ 0.29µm [199]. To avoid eddy currents while switching magnetic
fields, the objective housing is made from Ultem thermoplastic.
The photons emitted by the atoms are collimated by the objective and steered via
several mirrors onto a lens of 1700 mm focal length, which focuses the image onto
an electron multiplied CCD camera (EMCCD, ProEM1024 by Princeton Instruments).
This camera has a quantum efficiency of 95% at the imaging wavelength of 671 nm.
A second, identical objective from the top enables us to pick up the physics lattice
beams from below after they have left the system and image them onto a camera. This
gives us the unique ability to directly measure our lattice intensity pattern and correct
for any errors or drifts that may arise. It also offers the possibility to project in further
light potentials from the top.
For basic measurements on atom clouds, such as atom numbers, temperatures
and cloud positions, we rely on absorption imaging. Three axes of imaging provide
spatial information for aligning traps and different levels of sensitivity. For each axis,
we image a resonant absorption beam onto a CCD camera (Manta G-145B NIR by
Allied Vision).
One of the imaging axes is along the glass cell (x-direction) with a magnification
of 0.8. The image plane is in the glass cell, however the imaged clouds in the MOT
chamber are typically large and dense enough to be imaged even out of focus. Never-
theless, an extra, removable lens can be quickly installed in the imaging path to shift
the focus plane into the MOT chamber and image with a magnification of 0.7.
The second imaging axis is along the horizontal direction perpendicular to the
glass cell (y-direction). Using a high-NA lens at the side of the glass cell, we get a
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magnification of 10.
The third imaging axis is along the vertical z-direction in the glass cell, through
the high-resolution objective. Instead of using the 1700 mm and EMCCD camera, a
detachable mirror is used to divert the absorption signal onto a separate lens and
camera with a magnification of 2.
3.4 671 nm laser setup
We operate a dedicated optical table for all lasers running at 671 nm used to cool, trap
and image the atoms. All lasers running at this wavelength are external cavity diode
lasers (ECDL, DL100 Pro Design by Toptica). Each relevant frequency for cooling and
imaging is within a sufficiently small frequency range from the D2 line of 6Li, such
that we can use a single laser as a frequency reference for the whole table. Part of this
master laser beam goes to a standard Doppler-free saturation spectroscopy [200] in a
lithium heat pipe. A reservoir of lithium is heated to 400◦C to produce a vapour in the
centre. An EOM is used to generate sidebands, which we use for electronic feedback
to stabilise the laser frequency to the ground-state crossover line of 6Li. A sketch of
the setup is shown in Fig. 3.5(a).
All other lasers are of the same type as the master laser. To stabilise their frequen-
cies, part of their beams (< 1 mW) is split off and overlapped with a fraction of the
master laser beam on a fast photodetector (ET-4000 by EOT). We compare the detected
beat signal between the two lasers to a reference frequency and then feed back the de-
viation as an error signal to the corresponding slave laser using a PI controller. We
use the following lasers:
• One "cooling" laser, running on the |2S1/2, F = 3/2〉 → |2P3/2, F′〉 transition (F′
is undetermined as the hyperfine structure of the upper state is unresolved).
• One "D2 repumper" laser, running on the |2S1/2, F = 1/2〉 → |2P3/2, F′〉 line.
• One "D1 repumper" laser, running on the |2S1/2, F = 1/2〉 → |2P1/2, F = 3/2〉
line.
• One "Zeeman slower", red-detuned to the |2S1/2, F = 3/2〉 → |2P3/2, F′〉 cool-
ing transition by 100 MHz. This is an ECDL seeding a tapered amplifier.
• One "imaging" laser, resonant to the transition on which the cooling laser is run-
ning.
The "cooling" and "D2 repumper" lasers each seed a tapered amplifier chip to ob-
tain more power for the laser cooling. The two amplifier beams are overlapped and
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Figure 3.5: 671 nm laser setup. Most optical elements (lenses, waveplates and mir-
rors) are omitted for simplicity. (a) Master laser setup. The beam passes twice through
a homemade 6Li vapour cell. An EOM imprints sidebands on the beam for frequency
stabilisation. Several beamsplitters divert parts of the beam to offset lock setups.
(b) Laser cooling setup. Four lasers provide frequencies for laser cooling, repump-
ing along the D1 and D2 lines, and Zeeman slowing. A fraction of power is split off
from each beam and overlapped with the master laser beam for offset locking. The
cooler and repumper lasers have their powers switched and controlled by double-
pass AOM setups. Two tapered amplifiers provide the necessary power for the MOT.
The two frequencies are combined and distributed among three fibres for the MOT
axes. (c) Imaging laser setup. The laser is offset locked to the master laser. The power
is switched by an AOM and distributed among three fibres for different imaging axes.
Three shutters (not shown) are used to choose the imaging axis.
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split into four different paths. Three of these are coupled into single-mode fibres lead-
ing to the different MOT ports. An overview of the setup is shown in Fig. 3.5(b).
The two repumpers are overlapped and split off to a separate fibre which is used
for optical pumping in the glass cell. The D2 repumper is used for transferring the
atoms from the F = 1/2 ground-state sublevels back into the F = 3/2 ones during
absorption imaging. The D1 repumper, on the other hand, is used for the Raman
sideband cooling, described in Chapter 5.
The imaging laser is used exclusively for absorption imaging in both the MOT
chamber and the glass cell. An AOM is used to switch on the laser power, which
is then coupled into separate optical fibres for the three imaging axes described in
Section 3.3. The setup is sketched in Fig. 3.5(c).
3.5 Ultraviolet laser
A special feature of our experiment is the narrow-line laser cooling of 6Li along the
2S1/2 → 3P3/2 transition at an ultraviolet (UV) wavelength of 323.36 nm, where the
excited state has a decay rate of Γ3P = 2pi · 754 kHz. Laser cooling of atoms on nar-
row transitions allows for achieving lower temperatures and boosting the phase-space
density, as described in [182, 201, 202]. It provides an alternative scheme to recently
developed sub-Doppler cooling via grey molasses on the D1 line, which was demon-
strated for 6Li, 7Li, 39K and 40K [203–207].
There are no direct narrowband UV sources at 323 nm, therefore we must rely on
frequency conversion using nonlinear crystals to obtain this wavelength. UV lasers
that rely on second-harmonic generation (SHG) of semiconductor lasers at 646 nm are
offered as a commercial solution, but the laser diodes and amplifier chips are limited
in power. A natural choice to overcome this is using a dye laser for generation of
646 nm light with high spectral purity and sufficiently high power. However, this so-
lution requires intensive maintenance and achieving laser linewidths below 100 kHz
is challenging.
To circumvent these limitations, we developed a turnkey laser system very similar
to those in [208, 209] to generate UV light via two successive nonlinear conversion
processes: the 646 nm light is obtained via sum-frequency generation (SFG) of two
infrared wavelengths. The second harmonic of this light is subsequently generated in
a resonant doubling cavity. By stabilising the visible subharmonic to a transition of
molecular iodine, we fix the frequency of the UV light.
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3.5.1 Laser sources
The generation of UV starts from two infrared wavelengths. We use a single-frequency
laser (Orion laser source by RIO) at 1550 nm and a fibre laser at 1110 nm (Koheras
Adjustik Y10 by NKT Photonics). While the 1550 nm laser remains free running, the
1110 nm fibre laser is equipped with a fast piezo actuator for modulating the fre-
quency, used later for overall frequency stabilisation.
The 1550 nm light is amplified using an erbium-doped fibre amplifier (Nufern
NUA-1550-PB-0005), rated at 5W of output power. We use a similar, ytterbium-doped
fibre amplifier (Nufern NUA-1100-PB-0005) to amplify the light at 1110 nm. As this
wavelength is on the edge of the amplifier emission profile, the gain needs to be very
high, leading to a strong sensitivity to back-reflections into the output fibre. Therefore,
we operate the amplifier below 2 W instead of the rated 5 W, limiting the achievable
power in our system.
3.5.2 Sum-frequency generation (SFG)
The two infrared beams are overlapped and focused through a magnesium oxide
doped periodically poled lithium niobate (MgO:PPLN) crystal of 40 mm length and a
poling periodicity of 12.3µm (Fig. 3.6). The sum frequency at 646.72 nm is generated
via quasi-phase-matching [210, 211]. For our parameters, we need to operate the crys-
tal at 65.20(1)◦C inside a temperature-stabilised oven (OC1 by Covesion). The PPLN
has a triple-band anti-reflection coating for both infrared wavelengths and the visible
output.
To obtain the best conversion efficiency, we apply a Boyd-Kleinman optimisa-
tion [212], a general method to determine the optimal beam parameters for maximis-
ing the conversion output. In particular, one optimises the ratio between the crystal
length l and the confocal parameter 2z0:
ξ =
l
2z0
; z0 =
npiw20
λ
(3.2)
where z0 is the Rayleigh length, λ is the wavelength of the incoming radiation, w0 is
the 1/e2 radius at the focus, and n is the effective refractive index along the propaga-
tion direction. A thorough treatment of the Boyd-Kleinman theory is found in [213].
For periodically poled crystals, where the effects of Poynting vector walk-off are
cancelled, the optimal value is found at ξ = 2.836 for both input beams [213, 214].
As we are dealing with two input wavelengths that have the same optimal confocal
parameter 2z0, this necessarily means that both beams need different focus waists
(33.4µm for 1110 nm and 39.8µm for 1550 nm). For each beam, we use different
combinations of lenses to achieve the respective waist size.
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Figure 3.6: Scheme of the SFG setup. The sum frequency of two infrared wave-
lengths is generated in a PPLN crystal. For frequency locking, sidebands are im-
printed onto the light using an EOM. Both infrared lasers and the SFG output are
protected from back-reflections by Faraday isolators (FI). Part of the SFG output is
coupled into a fibre leading to an iodine spectroscopy setup. The pump beam is
chopped for lock-in detection of the spectroscopy signals. To tune the frequency of the
Doppler-free iodine line, the pump frequency is shifted with two AOMs (not shown),
one of which replaces the chopper (see Section 3.6.3).
We found that for 4 W input power at 1550 nm and 1.6 W at 1110 nm we could
get up to 800mW of continuous red power, which is very close to the efficiency limit
reported elsewhere [208].
3.5.3 Frequency-doubling cavity
The visible output of the SFG process is coupled into a resonant bow-tie cavity for
second-harmonic generation in a barium borate (β-BBO) crystal. Here, we rely on
critical phase-matching, where the phase velocity of the fundamental frequencyω is
matched to that of the second harmonic at 2ω. This is done by tilting the principal
crystal axis by 37◦ with respect to the direction of light propagation and exploiting
the birefringence to match the two refractive indices n(ω) and n(2ω).
The cavity design is sketched in Fig. 3.7. Its housing is machined from a single
block of aluminium and the four mirror mounts with alignment screws are integrated
into the cavity walls. The input mirror M1 is flat and has 98% reflectivity at 646 nm
for impedance matching, i.e. the transmission is matched to the intrinsic cavity losses,
which leads to very efficient cavity coupling [215, 216]. Mirror M2 is flat and glued
onto a small piezo actuator. It is attached to a hollow copper cone filled with a tin-
lead alloy, which shifts the centre of mass away from the piezo, allowing for larger
bandwidths [217]. The small piezo has its mechanical resonance at 80 kHz, including
the mirror, so fast feedback on the cavity length is possible. As an alignment aid, two
iris diaphragms are mounted on an optical rail between M1 and M2 to define the long
cavity arm.
Mirrors M3 and M4 are both concave with a curvature radius of R = 75 mm in
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Figure 3.7: Schematic of the SHG cavity. The mirrors M2-4 are high-reflective for
646 nm, whereas M1 has 98% reflectivity for impedance matching. M4 is also coated
to be highly transmissive for 323 nm. M3 is glued onto a piezo tube for scanning and
stabilising the cavity length. M2 is glued onto a small piezo stack for fast feedback.
order to focus the light through the crystal with a waist of 20.1µm. M3 is glued onto
a large piezo tube for scanning the cavity length and for slow feedback. M4 is coated
to be highly transmissive for the UV light.
The BBO crystal is 10 mm long and Brewster cut with an angle of 56.1◦, in order
to minimise losses of the incoming p-polarised light. It is enclosed by a copper block
from four sides with a small air gap to prevent crystal damage due to the anisotropic
thermal expansion of BBO. The crystal is temperature stabilised to 65◦C by the heat
dissipation of a high-power resistor attached to the top of the copper mount. A com-
bination of translation and tilt stages provides six degrees of freedom for positioning
and aligning the crystal with respect to the incoming focused beam. Detailed calcula-
tions of this cavity design are found in [218].
The cavity length is stabilised to the visible input light using the Pound-Drever-
Hall method [219, 220]. We first imprint sidebands onto the 1110nm light using a
resonant lithium niobate EOM (Fig. 3.6). These sidebands are transferred to the visible
light due to the sufficiently large bandwidth of the SFG process. We monitor the back
reflection from the cavity input mirror M1 using a fast photodetector (PDA10A-EC
from Thorlabs) and demodulate the signal to obtain an error signal for feeding back
to both movable cavity mirrors using a PI controller.
To preserve the lifetime of the mirrors and the doubling crystal, we implemented
an automatic cavity lock for stabilising the cavity to a resonance using a remote TTL
signal. Thus, the cavity is only enabled when the light is needed in the experimental
sequence. A photodetector after the cavity detects the transmission of the visible light
on resonance. Upon triggering the lock, the piezo voltage is ramped until a resonance
is detected. A logic circuit converts the signal into a TTL pulse that is used to enable
the servo loop and lock the cavity.
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Figure 3.8: Scheme of UV optics setup. The photodetector (PD) is used to detect
transmission of 646 nm on cavity resonances for automatic locking. Both AOMs
diffract in opposite orders to produce the frequencies for cooling and repumping.
Most optical elements (lenses, waveplates and mirrors) are omitted for simplicity.
Despite the absence of any perpendicular surface in the cavity, we observed back-
reflections in the doubling crystal, possibly due to non-linear refractive index modula-
tion caused by the high circulating power. The photons interfered with the incoupled
light, causing power instability. Therefore, we required a Faraday isolator between
the SFG crystal and SHG cavity, which solved the problem but reduced the available
646 nm power. At the time where we had 800 mW of incoming visible light, we could
produce up to 280 mW of UV power. Due to slowly diminishing infrared power over
a few years, as well as PPLN and BBO degradation, at the time of writing we are cur-
rently operating at 300 mW of red power and 30 mW of UV. This can be remedied by
replacing the crystals or the infrared amplifiers. However, for the purpose of laser
cooling, this power level is still sufficient.
3.5.4 UV optics setup
The optical setup after the UV cavity is designed for a free-space 3D MOT setup with
two optical frequencies for cooling and repumping on the UV transition. A simplified
schematic is shown in Fig. 3.8. First, the SHG cavity output is split into two paths.
One beam is shifted by +114 MHz and the other by −114 MHz using quartz AOMs
(I-M110-3C10BB-3-GH27 by Gooch and Housego). This is to address both hyperfine
levels of the 2S1/2 ground state. Both beams are then overlapped again without losses
on a polarising beam splitter (PBS) and expanded using a 1 : 4 telescope to a beam
waist of w ≈ 6.5 mm.
The combined frequencies are split into two arms of equal power and rectified
polarisations using a PBS. One of the two arms is then further split into equal parts.
Each of these three arms is then split again into two beams, resulting in six beams for
the UV MOT with a power ratio of 2 : 2 : 1 : 1 : 1 : 1. The strongest two beams are used
for the vertical MOT axis, along which the magnetic gradient is stronger by a factor
of 2. The four remaining beams are guided to the horizontal MOT ports.
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3.6 Iodine spectroscopy
The automatic cavity lock is incompatible with using a lithium reference to directly
stabilise the UV laser frequency to the 2S1/2 → 3P3/2 transition as the UV light is
absent for the largest part of the experimental cycle. Nevertheless, as the narrow
linewidth of the UV transition of 6Li demands a high degree of frequency stability, it
is important to use a stable atomic reference. To address this issue, we stabilise the
visible SFG output to a transition of molecular iodine (127I2) due to an abundance of
lines [221]. In fact, there is one transition which almost coincides with the 6Li UV line.
3.6.1 Iodine transitions
The resonance frequency of the 2S1/2 → 3P3/2 transition is at 927.113357 THz [222],
so the subharmonic needs to run at 463.556679 THz. 127I2 has a coarse structure tran-
sition at 15462.6074 cm−1 = 463.557308 THz [221], which is only 629 MHz away
from the necessary subharmonic frequency. However, we need high-resolution spec-
troscopy to identify any potential lines that might lie much closer to the UV transition.
We couple part of the 646 nm light into a single-mode fibre to a different setup,
where we perform Doppler-free saturation spectroscopy in an iodine gas cell (Fig. 3.6).
The iodine transitions at the required wavelength are very weak. To boost the signal,
we use a 30 cm long gas cell and send the beams three times through to cell to increase
the interaction length in the gas. But even then, the spectroscopy signal is too weak
to be detected directly. Therefore, we need lock-in detection to observe the different
lines. At first, the pump beam was separated from the probe beam before entering the
cell and chopped at kHz frequencies using an optical chopper, while the probe beam
signal was detected with a photodetector (PDA10A-EC by Thorlabs).
The Doppler-free signals measured by the photodetector were demodulated and
integrated in a lock-in amplifier to extract them from the noise (Fig. 3.9(b)). We found
several transitions in the direct vicinity of the required subharmonic frequency, as
verified by a wavemeter. Using IodineSpec5 [223], a program to calculate iodine
spectra, we found that the measured hyperfine structure agrees well with calcula-
tions (Fig. 3.9(a) and 3.9(b)), and identified all the observed hyperfine components as
belonging to the |X1Σ+0g ,ν = 4, J = 46〉 → |B3Π+0u ,ν′ = 5, J′ = 45〉 line2 of 127I2.
2The prefix X denotes the singlet electronic ground state and B the second singlet excited state. The
superscripts 1 and 3 describe the multiplicities 2S + 1 of the total electron spin. The projection Λ of
the orbital angular momentum onto the axis between both nuclei is given by Σ (Λ = 0) or Π (Λ = 1).
The subscript 0 refers to the projection Ω of the total electronic angular momentum onto the axis. The
inversion symmetry of the electron wave functions is given as even (g) or odd (u). The superscript +
denotes even parity with respect to reflection by a perpendicular plane between the two nuclei. Finally,
ν and J denote the vibrational and rotational quantum number of the molecule, respectively.
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Figure 3.9: Iodine spectroscopy. (a) Simulation of hyperfine structure of 127I2 around
in the relevant frequency range (463.5565 THz) using IodineSpec [223]. (b) Doppler-
free spectroscopy signal measured by lock-in detection and a frequency scan of 60 s.
The mismatch of the measured line positions and the simulation is probably due to
frequency drifts of the laser during the slow scan. The frequency axis on the measured
data was calibrated using a wavemeter by measuring the position of the two outer-
most lines. (c) Error signal, obtained by demodulation of the photodetector signal
and subsequent lock-in detection. We stabilise the frequency to the left-most hyper-
fine component.
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Of the detected lines from the spectrum in Fig. 3.9(b), the isolated line farthest
to the left was the closest to the required frequency. Furthermore, it displayed no
measurable sensitivity to external magnetic fields, making it a very suitable candidate
for a stable frequency reference.
3.6.2 Error signal generation
To generate an error signal for frequency stabilisation, we make use of the same side-
bands used for locking the SHG cavity. The probe beam photodetector signal is first
sent through a wideband double-balanced RF mixer for demodulation at the EOM
modulation frequency νEOM with the correct phase to generate an error signal. As
the pump beam is being chopped at a frequency νchop, the error signal undergoes a
full amplitude modulation at νchop as well. By sending this signal through a lock-
in amplifier, we can extract the error signal with almost no background and a large
signal-to-noise ratio (Fig. 3.9(c)).
The strong signal obtained by this method comes at the cost of loop bandwidth of
the frequency lock, due to the narrow-band filter stage in the lock-in amplifier. How-
ever, the requirement of large bandwidths for this frequency stabilisation is relaxed
by the inherently narrow linewidth and passive stability of our infrared seed lasers.
3.6.3 Frequency calibration and stabilisation
The detected iodine transitions all lie at different frequencies than the one needed for
UV cooling. Fortunately, the nearest transition is close enough that we can eliminate
the frequency gap by detuning the pump and probe beams with respect to each other.
vωpr = ω0 + δ ωpu = ω0 + δ+ ∆
Consider a near-resonant probe beam traveling through a gas of particles with a
frequencyωpr = ω0 + δ, whereω0 is the lab-frame resonant transition frequency of a
particle and δ is the detuning. Consider also a counterpropagating pump beam with
a frequency offset of ∆ with respect to the probe beam, i.e. ωpu = ω0 + δ + ∆ (see
figure above). A particle traveling with a velocity v towards the pump beam will see
Doppler-shifted frequencies:
ω′pu =
(
1 +
v
c
)
ωpu =
(
1 +
v
c
)
(ω0 + δ+ ∆)
ω′pr =
(
1− v
c
)
ωpr =
(
1− v
c
)
(ω0 + δ)
(3.3)
We can resolve the system of equations (3.3) to determine the necessary probe
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beam detuning δ for the particle to resonantly interact with both beams simultane-
ously, i.e. ω′pu = ω′pr
!
= ω0.
δ =
−∆ (1 + vc )
2
≈ −∆
2
(3.4)
where we assume small detunings from resonance, such that v  c. This condition
can only hold if the particle has a finite velocity along the beam direction, contrary to
the standard scheme where pump and probe beams have the same frequency and the
particle interacts with both on resonance only if it is at rest along the beam direction.
Eq. (3.4) tells us that if the pump beam is offset by a frequency +∆ from the probe
beam, then we encounter a Doppler-free signal if we detune the probe beam by−∆/2
from the lab-frame resonance. We can therefore eliminate the frequency difference
between the iodine and lithium lines by choosing an appropriate frequency offset
between the pump and probe beams.
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Figure 3.10: Calibration of the iodine transition frequency. Blue curve: Doppler-free
fluorescence spectrum of 6Li. The two peaks correspond to the |2S1/2, F = 3/2〉 →
|3P3/2〉 and |2S1/2, F = 1/2〉 → |3P3/2〉 transitions, respectively. The central dip is the
ground state crossover line. Red curve: error signal of closest iodine line. Both signals
are obtained by lock-in detection. The frequency difference between the iodine and
lithium lines is measured from the crossover minimum to the zero crossing of the
error signal, whereas the frequency axis is calibrated by the 6Li hyperfine splitting of
228.205 MHz.
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We first measured the lithium UV transition frequencies using Doppler-free spec-
troscopy in a heat pipe. Instead of measuring the absorption of the probe beam, we
used the fluorescence of the lithium vapour as a signal for higher sensitivity. The
vapour was imaged onto a large area, high-gain photodetector (DET100A by Thor-
labs). The pump beam was chopped at a few kHz using a chopper wheel and the
photodetector signal was amplified by lock-in detection with 100Hz bandwidth.
By slowly scanning the laser frequency we could observe the hyperfine structure
of the ground state. At the same time, a part of the 646 nm light was sent through
the iodine spectroscopy, where we measured the error signal of the iodine lines. This
way, we could calibrate the frequency difference between the lithium crossover line
and the closest iodine transition (Fig. 3.10). We found the iodine line at a frequency of
δ = 13.75 MHz below the lithium crossover line. Therefore, if we detuned the iodine
spectroscopy pump beam by −27.5 MHz with respect to the probe, we would shift
up the effective iodine resonance frequency and thus set it equal to the crossover line.
To bridge this gap, we now use two AOMs in series on the pump beam path. The
first AOM shifts the frequency down by−100 MHz, and the next one shifts it back up
by 72.5 MHz. We apply an additional full-amplitude modulation on the first AOM
in this chain at 150 kHz. This gives a chopped pump beam, which we exploit for
extracting the error signal by the extra lock-in detection described in Section 3.6.2.
3.7 Dipole traps
While laser cooling has been a workhorse of cold-gas experiments, the regime of
quantum degeneracy with alkali atoms is not accessible with laser cooling alone.
One requires forced evaporative cooling in optical or magnetic traps to reach high
enough phase-space densities for creating Bose-Einstein condensates or degenerate
Fermi gases. We use three different types of far-detuned optical traps that serve dif-
ferent purposes.
3.7.1 "Magic-wavelength" dipole trap
The UV transition in lithium has a useful feature that the polarisabilities of the 2S1/2
and 3P3/2 states are equal if the atoms are irradiated with light close to 1069 nm [222].
Therefore, there is no differential light shift of the two states and no effect on the laser
cooling with UV light in the presence of an optical trap at this magic wavelength. This
enables us to directly load a suitable optical trap from the UV MOT.
We use a broadband high-power ytterbium fibre laser (YLR-100-LP by IPG Pho-
tonics) with 100 W output power, a central wavelength of 1070 nm, and a FWHM
spectral width of 3 nm. A sketch of the optical setup is shown in Fig. 3.11(a). The
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beam is collimated to 5 mm diameter with a proprietary collimator. Using a PBS and
a waveplate in a homemade, motorised rotation mount, we can send all the power
into a water-cooled beam dump at the beginning of the setup and switch the power
into the setup when it is needed. The beam is reduced to 1 mm diameter using a tele-
scope and sent through a special shear-mode AOM (I-FS080-2S2G-3-LV1 by Gooch
and Housego) which offers large diffraction angles due to a slow shear wave, and
very high diffraction efficiencies of ∼ 93% for low RF powers at the cost of speed.
After the AOM, we use the transmission through a mirror to monitor the diffracted
power using a low-noise homemade photodetector. A PI controller is used to stabilise
the power to a given setpoint via feedback to the AOM.
The beam is then expanded with a 1 : 6 telescope and subsequently focused down
with a 600 mm lens through the glass cell into the MOT chamber. The waist at focus
was measured to be w0 = 100µm. For the final mirror, we use a piezo-actuated mirror
mount (KC1-PZ by Thorlabs) for precise positioning.
3.7.2 Transport trap
For moving the atoms from the MOT chamber into the glass cell, we use a tightly fo-
cused optical dipole trap with a movable focus [224]. Optical transport of atoms is a
common method for shifting atoms between vacuum chambers and a simple alterna-
tive to magnetic transport, which offers the possibility of transporting large samples
but demands a complex design of magnetic coils. Furthermore, optical transport is
less restrictive in the magnetic sublevels the atoms can populate during the transport
process. The most common technique for optical transport is by mechanically mov-
ing optics using linear translation stages. Recent progress has been made in dynamic
shifting of the trap focus position and size using focus-tunable lenses [225].
Our transport trap is derived from a high-power Nd:YAG laser at 1064 nm rated at
42 W output power. The setup is shown in Fig. 3.11(b). Using a PBS and a waveplate
in a homemade, motorised rotation mount, we can split up to 7 W of the power into
a path where the intensity of the beam is switched and controlled by a high-power
AOM (3080-1990 by Crystal Technology) and the diffracted order is coupled into a
single-mode fibre for mode cleaning. The laser power that does not enter this optical
path to the transport trap is sent to a fibre distribution breadboard for the optical
physics lattice (see Section 3.8).
The fibre output is collimated to a waist of w ≈ 9.5 mm and the beam is then fo-
cused down with a 750 mm lens, giving a measured focus size of ∼ 30µm. Three
mirrors after the final lens steer the beam onto the atoms through the MOT cham-
ber, such that the trap exits through the far end of the glass cell (Fig. 3.12). The first
of the three mirrors is a motorised mirror mount (8818-6 by Newport) for fine posi-
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Figure 3.11: High-power infrared optical traps. Most optical elements (lenses, wave-
plates and mirrors) are omitted for simplicity. (a) "Magic-wavelength" dipole trap
setup. A motorised waveplate controls the overall power in the setup. The photo-
diode (PD) is used to stabilise the power via the AOM. The final mirror has piezo
actuators to fine-tune the beam position. (b) Transport trap setup. The laser power is
split between a distribution setup for the physics lattice and the transport trap using
a motorised waveplate and PBS. An AOM switches and controls the power coupled
into a fibre, whose output is focused down using a lens. It is steered onto the atoms
by mirrors on an air-bearing translation stage, which moves the focus back and forth.
tioning. The other two mirrors, placed in a cat-eye configuration, are mounted on
an air-bearing linear translation stage (ABL1500 by Aerotech). The translation stage
moves over 14.42 cm in 0.53 s, shifting the focus by twice this distance.
3.7.3 Crossed dipole trap
For further confinement of the atoms in the glass cell and for evaporative cooling, we
use a further dipole trap at 1064 nm, derived from a high-power fibre amplifier (ALS-
IR-50-SF by Azur Light). This "cross" trap has a waist of 130µm and is used to provide
a small confinement volume for the atoms. It is sent through the high-resolution ob-
jective with a displacement to the central axis and therefore focused onto the atoms
under an angle of ∼ 20◦ to the z-direction. This is to avoid standing waves by back-
reflections from the uncoated glass cell. The arrangement of the crossed dipole trap is
shown in Fig. 3.12.
3.7.4 Dimple trap
To reach low temperatures and have good control over the total atom number in the
system under study, it is useful to use small-volume optical "dimple" traps that are
filled up from larger volume traps [226]. Furthermore, for quantum gas microscopy
it is currently not possible to image three-dimensional systems due to the very small
depth of focus. Therefore, one typically needs to restrict the atoms to a single two-
dimensional plane.
We implemented a small-volume optical trap with a highly elliptical geometry to
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Figure 3.12: Crossed dipole trap and dimple. The 1064 nm transport and cross traps
intersect above the objective to localise the atom cloud. The 780 nm dimple trap is
perpendicular to the plane.
confine the atoms into a single plane before ramping up the optical lattice. The trap is
derived from a distributed feedback (DFB) diode laser running at 780 nm. The power
is switched and controlled using an AOM with a feedback loop. Its diffracted order is
coupled into a fibre leading to the experimental table. After the outcoupler, the beam
is shaped with a cylindrical telescope to an aspect ratio of approximately 1 : 6.
It is then focused down using a high-NA aspheric lens of 40 mm effective focal
length. The resulting focus has waists of 1.7µm along the z-direction and 10µm in
the x-direction. It intersects the crossed dipole trap beams as shown in Fig. 3.12.
3.8 Physics lattice
The optical lattice used in the experiment is slightly unconventional in its design, but
provides a naturally flexible and tunable geometry. With our setup, we can realise
non-trivial lattice geometries such as superlattices, with full control over relative bar-
rier heights and relative phases of the different lattices. This will allow for studying
many implementations of quantum many-body systems.
The principle of our lattice is not based on counterpropagating beams, but rather
on interfering beam pairs under an angle. Generally, two beams of wavelength λlatt
interfering with a total opening angle ϕ between the two wave vectors produce an
optical standing wave of a period:
alatt =
λlatt
2 sin ϕ2
(3.5)
For the standard case of counterpropagating beams withϕ = 180◦, we reproduce the
usual lattice constant of λlatt/2.
Our method builds upon generating pairs of parallel and phase coherent beams
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that are sent through a focusing lens or objective with a high NA. The beam pair is fo-
cused down under an angle, intersecting in the focal plane of the lens and generating
a standing wave in the plane of the two beams. Due to the nature of optical images,
one can think of this technique as a Fourier synthesis of a lattice potential, whereas
the input beams to the focusing element play the role of the Fourier components [199]
and their image is the corresponding Fourier pattern. As this technique has rotational
symmetry around the optical axis, one can send in beam pairs running in orthogonal
planes, to generate orthogonal standing waves.
One can extend this scheme by sending in a second pair with half the separation
between the beams and a slightly different frequency to avoid cross-interference be-
tween both standing waves. The half distance leads to a standing wave of twice the
spacing. Overall, this results in an optical superlattice potential.
3.8.1 Lattice interferometers
We use a modified Michelson interferometer setup to generate pairs of parallel beams
(Fig. 3.13(a) and [199, 227]). A large PBS splits incoming beams into two arms, a
"short" one with retro-reflecting mirrors which recombine the beams at the same PBS,
and a "long" one where the beam is focused by a lens onto a mirror and reflected back.
The distances in the long arm are chosen such that the lens provides a 4 f imaging sys-
tem, which cancels a distance of 4 f from the optical path of the Gaussian beam, such
that the effective optical paths of the long and short arms are the same. The Gaussian
beams therefore have the same sizes and divergences when they are recombined.
If we send in an input beam with some displacement to the optical axis, it gets
focused by the lens in the long arm under an angle and gets reflected back onto the
other side of the optical axis. This way, the output of the PBS after recombination
consists of two parallel beams derived from one. The two beams are therefore phase
coherent by definition.
In our setup, we send in beams with displacements of d = 6.5 mm and 2d =
13 mm (Fig. 3.13(b)). By focusing the output beams with our high-resolution micro-
scope objective (described in Section 3.3), this generates lattices of constants axylatt =
2.32µm and axylatt = 1.16µm, respectively. The beams are delivered to the objective
via a 1 : 1 telescope with two 500 mm lenses. To avoid having too small beams at
the intersection point, they all need to have their focus at the principal plane of the
objective. As the 1 : 1 telescope must produce this focus on each beam, we require a
focus within the interferometer setup. This places stringent demands on the distances
between all the elements in the setup.
A second interferometer is used to generate a superlattice along the vertical z-
direction. We create two pairs of beams within a vertical plane, which get focused
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Figure 3.13: Physics lattice generation. (a) Principle of interferometric lattice genera-
tion. A displaced input beam of a Michelson interferometer gets split and recombined
to a parallel beam pair, which is then focused down to produce a standing wave. A
piezo can be used to shift the mirror of the long interferometer arm. (b) Concrete
implementation for realising a superlattice. Two input beams at 1064 nm of displace-
ments d and 2d produce two lattices of spatial periods 2alatt and alatt, respectively. A
similar beam arrangement displaced out of the plane (not shown) produces a super-
lattice in the orthogonal direction. A weak alignment beam (yellow) travels along the
optical axis and is picked out for interferometer stabilisation to an interference fringe.
On the short arm, each beam has its own mirror. The large-scale lattice mirrors are
mounted on piezos to shift the relative phase of both lattices. The inset figures show
the 2D output pattern of the interferometer and the resulting interference after focus-
ing. The interference pattern was measured by picking up the departing beams and
imaging them onto a camera.
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down using a 40 mm aspheric lens at the side of the glass cell – the same one used
to focus the dimple trap. The z-lattice is positioned to overlap with the xy-lattice
beams coming from below. We can produce vertical standing waves of lattice con-
stants azlatt = 3µm and a
z
latt = 1.5µm.
3.8.2 Phase stabilisation
The absolute phase of the lattice is stabilised via the interferometer arm lengths. A
low-power "alignment" beam runs along the central axis of the interferometer. We
pick out this beam from the centre after the interferometer, whereas it contains two
orthogonal polarisations from both interferometer arms. By sending it through an
EOM, we can modulate the phase of only one of the polarisations. We use a PBS to
rectify the polarisations and send them onto a fast photodetector (KU LNA BB 0180A
by Kuhne Electronic), where we measure the strength of the beating of the modulated
and unmodulated part. We demodulate the beat signal and obtain a sinusoidal error
signal, which we centre around 0 V and feed back to a piezo which shifts the mirror
of the long interferometer arm. This method gives a more robust stabilisation than a
direct side-of-fringe stabilisation to the DC signal.
To stabilise the relative phase between the short and long lattices, we can pick
up the beams after traveling through the atoms with an identical objective on the
other side of the glass cell and image the interference pattern on a camera (inset of
Fig. 3.13(b)). By fitting or Fourier transforming the lattice image, we can detect phase
deviations from the desired pattern. As each lattice beam has its own small mirror
in the short arm of the interferometer, these deviations can be corrected by a phase
shifter piezo (S-303.CD by PI) which displaces the mirror of one of the two axes.
3.9 Pinning lattice
Our large scale, tunable physics lattice is a powerful tool for studying fermionic quan-
tum many-body systems. However, it is very limited in terms of potential depth for
the purpose of fluorescence imaging. In quantum gas microscopy, one needs a lat-
tice of typically several hundred to thousand Erec depth, much more than what we
can achieve with the physics lattice. Therefore, we rely on a further optical "pinning"
lattice solely for the purpose of fluorescence imaging.
The pinning lattice consists of high-power retro-reflected lattice beams in 3D. Their
wavelength is 1064 nm, therefore the pinning lattice constant is 532 nm, which over-
samples the physics lattice by more than a factor of two in each direction. Every
physics lattice site has access to at least 8 pinning lattice sites in its immediate vicinity.
The pinning beam arrangement is shown in Fig. 3.14(b).
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Figure 3.14: Pinning lattice. (a) Single pinning laser setup. A dual-stage Faraday iso-
lator (FI) protects the fibre amplifier from the returning beam. A motorised waveplate
controls the power in the setup. The photodiode (PD) is used to stabilise the power
via the AOM. (b) Arrangement of the three pinning lattice axes. Axis 2 is actually
tilted by 10◦ with respect to the y axis. The plane of axes 1 and 3 is orthogonal to 2.
This oversampling has two benefits: on the one hand, it allows us to work with
any physics lattice geometry we want because the detection system is separate from
the physical system under study. On the other hand, it provides a way to circumvent
light-induced losses, a common limitation in all quantum gas microscopes [110, 111].
Pairs of atoms that populate the same lattice site during fluorescence imaging get
rapidly lost due to light-assisted collisions. The oversampling of the physics lattice
allows for separating pairs of atoms into different pinning lattice wells, where they
can be detected without losses. By detecting higher fluorescence levels on a physics
lattice site, one can directly measure these multiple occupancies. The prevention of
pairwise losses with the pinning lattice is a unique feature of our experiment and is
described in more detail in Section 5.3.
For each pinning lattice axis, we use a Yb-doped fibre amplifier with 50 W of
nominal output power (NUA-1064-PD-0050-D0 by Nufern). The three pinning lattice
amplifiers are seeded with the same Nd:YAG seed laser source (Mephisto by Coher-
ent) and have very similar setups: each amplifier is protected from the retro-reflected
power by two Faraday isolator stages at the output. A waveplate in a motorised ro-
tation mount allows for diverting all the power into a water-cooled beam dump via a
PBS. Following the PBS, we use a shear-mode AOM to switch and control the power.
A photodiode that measures the transmission through a mirror provides a signal we
use for a feedback loop onto the AOM. A sketch of a pinning lattice setup is shown in
Fig. 3.14(a).
After the AOM, we use a telescope to set the correct beam size before focusing the
beam onto the atoms with a single lens. We typically produce a focus waist of 56µm
on every axis. After the pinning beam passes through the cell, it is collimated with
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a further lens before being retro-reflected. On each axis, we use a motorised mirror
mount before the glass cell and for the retro-mirror for very precise beam positioning.
3.10 Raman laser
Figure 3.15: Raman beams and polar-
isation. Brown dots mark the physics
lattice sites and grey dots show the pin-
ning lattice sites in a vertical range of
±250 nm from the lattice plane. The
repump beam is used for Raman side-
band cooling described in Section 5.2.2
To perform fluorescence imaging and si-
multaneous Raman sideband cooling in
the pinning lattice, we use a pair of red-
detuned beams for inducing Raman cou-
pling between the two hyperfine levels of
the ground state. This can also serve as a di-
agnostic tool for the pinning lattice (see Sec-
tion 5.1). For this purpose, we use a dedi-
cated tapered amplifier at 671 nm.
The Raman beam is sent through a
double-pass AOM setup for switching the
overall power. Afterwards, the beam is split
into two paths: one is directly coupled into
a single-mode optical fibre for the first beam
("Raman1") delivered to the experiment. Us-
ing a further AOM double-pass setup, the
second beam ("Raman2") is shifted up in fre-
quency by ∼ 228 MHz, then coupled into
its own single-mode fibre leading to the ex-
periment. Both AOMs are used for stabilis-
ing the powers of the two beams indepen-
dently via feedback from photodetectors on
the main experiment table.
Both Raman beams are sent into the glass
cell under a mutual angle of 135◦ (Fig. 3.15).
The difference momentum vector ∆~k, which describes the net momentum transfer of
the two Raman beams, is such that it has the same projection onto all three pinning
lattice axes. This is necessary to achieve efficient Raman sideband cooling in three
dimensions simultaneously.
Summary
This chapter described the hardware used for producing and imaging a Fermi gas of
6Li in an optical lattice. A diode laser system at 671 nm provides light for laser cooling
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and imaging. We produce cooling light on the narrow transition 2S → 3P transition
using a homebuilt UV laser system, where the sum of two infrared frequencies is pro-
duced in a PPLN crystal and then frequency doubled. A Doppler-free spectroscopy
on iodine serves as a frequency reference for the UV laser.
Several optical traps have been described, which serve different purposes such as
cooling, transport and/or confinement. Our physics lattice is generated by a modified
Michelson interferometer that produces pairs of parallel beams that are focused down
to interfere under an angle, providing flexibility in choosing the lattice geometry. A
further high-power 3D pinning lattice is dedicated to the high-resolution imaging
process, with a Raman laser used for sideband cooling.
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Chapter 4
Preparation of ultracold 2D samples
With the hardware described in the previous chapter, we can produce ultracold Fermi
gases of 6Li confined to a 2D geometry, which is the starting point of all our experi-
ments.
This chapter describes the experimental sequence, starting from two stages of laser
cooling, optical trapping, evaporative cooling, transport, preparation of a single plane
of atoms and a further step of magnetically driven evaporative cooling. The final step
is the production of a spin-polarised gas using magnetic forces.
4.1 Laser cooling
Our laser-cooling scheme is standard and relies on the diode lasers described in Sec-
tion 3.4. A special feature is the narrow-line cooling at 323 nm [182, 202] using the
homebuilt laser system described in Section 3.5. With these two stages of laser cool-
ing, we can directly load several millions of atoms into an optical trap with very short
cycle times of a few seconds.
4.1.1 Zeeman slower and 671 nm MOT
First, the atoms are decelerated by a beam of 100 mW in the Zeeman slower. The
beam is collimated to a diameter of 15 mm and 100 MHz red detuned to the cooling
transition. The atoms are then captured in a standard MOT along the 671 nm D2
line. We apply a quadrupole field of 36 G/cm along the vertical direction during the
loading phase.
The three MOT fibres provide the light for each axis, whereas each fibre delivers
an equal ratio of cooling and repumping light. Each beam is collimated at ∼ 1.5 cm
diameter. The three beams are sent through the chamber and then retro-reflected. The
mirrors closest to the vacuum viewports on every side are dichroic mirrors that reflect
671 nm light and transmit light at 323 nm, in order to combine and separate the red
MOT beams from the UV beams.
Both frequencies of the MOT beams are red-detuned by approximately 8Γ2P with
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Figure 4.1: Timeline of the red MOT. The traces show the gradient field, amplitudes
and detunings of the cooling and repumping light. The compressed MOT (cMOT)
stage takes place in the last 10 ms.
respect to their transitions. The peak intensity is ∼ 8 Isat, where Isat = 2.54 mW/cm2
is the saturation intensity of the D2 cooling transition [181, 196]. We capture around
108 atoms in 4 s, currently limited by the laser power in the MOT beams. The steady-
state temperature of the atoms is roughly 1 mK, as measured by time-of-flight expan-
sion.
After the regular MOT stage, we follow up with a compressed MOT. Within 10 ms,
the gradient is reduced from 36 G/cm to 12 G/cm, the detuning to roughly Γ2P and
the MOT beam intensities to a few percent of their original value. This reduces the
temperature to 300µK and gives a phase-space density of n0λ3T ∼ 2.1 · 10−6, where
n0 is the peak density and λT = h/
√
2pimkBT is the thermal de Broglie wavelength. A
timeline of the MOT parameters is shown in Fig. 4.1, and a detailed study of the MOT
performance for different parameters is found in [196].
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4.1.2 323 nm MOT
The standard red MOT is followed by narrow-line cooling along the UV transition
2S1/2 → 3P3/2. As UV light causes colour-centre formation in silica optical fibres [228],
which leads permanent transmission loss, we have to deliver the UV beams through
free space. Furthermore, we cannot use a retro-reflected configuration as for the red
MOT, since the vacuum viewports are anti-reflection coated only for 671 nm. Due to
the unfavourable coating, the reflectivity for the UV light is up to 40% per surface,
with a strong angle dependence to the level of 1◦. Therefore, we send six separate
beams into the chamber while maximising the throughput through each viewport via
the beam angle.
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Figure 4.2: Absorption image of atoms
released from the red cMOT (left) and
UV MOT (right). Expansion time is 2ms.
We start with a detuning of a few
linewidths on both frequencies and a gra-
dient of 12 G/cm. After a few ms, we
ramp down the power and tune both fre-
quencies closer to resonance. In the mean-
time, the gradient is slightly increased to
17.5 G/cm. The process was optimised
to maximise the density when loading the
following optical trap (see Section 4.2.1).
The UV cooling is very rapid, and the
entire process takes only 13 ms. A time
trace of the relevant parameters is shown
in Fig. 4.3 and a comparison of cloud sizes between the red and UV MOTs is shown
in Fig. 4.2.
We typically capture 3 · 107 atoms in the UV MOT, giving a capture efficiency of
30% from the red MOT. We found that there is a trade-off between minimum tem-
perature after laser cooling and density of the cloud in the centre. It was more im-
portant for us to optimise the density and compensate small residual light shifts of
the following dipole trap. For our current optimal parameters, we achieve a drop in
temperature in the UV MOT to 60µK. After the UV MOT, we found an increase in
phase-space density to 3.2 · 10−5, so over a factor of 10 higher than in the red cMOT.
Temperatures as low as 33µK and phase-space densities on the order of 3 · 10−4 have
been reported in UV MOTs of lithium [202].
We switch off the repump light 500µs before the cooling light to optically pump
the atoms from |2S1/2, F = 3/2〉 to |2S1/2, F = 1/2〉 (blue shaded area in Fig. 4.3). This
directly yields a balanced, incoherent spin mixture of the |F = 1/2, mF = ±1/2〉 (i.e.
|1〉 and |2〉) states, which can be evaporatively cooled together in an optical trap.
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Figure 4.3: Timeline of UV MOT and dipole traps. The traces show magnetic fields,
detunings and amplitudes of the UV light, as well as optical trap powers. In the
optical pumping stage, the UV repump light is switched off before the cooling light to
pump the atoms into a |1〉-|2〉mixture. The atoms are transferred into the dipole trap
and evaporatively cooled into the transport beam.
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4.2 Dipole traps
4.2.1 Magic-wavelength trap
The dipole trap at 1070 nm, described in Section 3.7.1, is ramped on while the UV
MOT is running (Fig. 4.3). The trap has a power of up to 65 W and a waist of 100µm.
If the UV MOT is performing optimally, we can capture up to 9 · 106 atoms in the
dipole trap. Currently, the captured atom numbers are in the range of 5 · 106. Using
a Feshbach coil pair at the MOT chamber, we apply a homogeneous magnetic field
of 330 G to the dipole trap to set the scattering length to −290aB. We then reduce the
power in a linear ramp of 5 s to almost zero for evaporative cooling.
Due to the arrangement of the Feshbach coils, the field is not entirely homoge-
neous but has a saddle point: from the centre point of the coils, the field grows in the
vertical direction along the coil axis, and becomes weaker along the horizontal plane.
As both spin components are high-field seeking at the Feshbach field, they are con-
fined in the horizontal plane and deconfined along the vertical direction. However,
the radial confinement of the dipole trap is much stronger than the magnetic decon-
finement. Nevertheless, it is important to align the beam exactly to the centre point in
between the coils such that the deconfining potential has a quadratic maximum, oth-
erwise the magnitude of the forces becomes much stronger and leads to rapid losses
from the trap when the intensity is reduced.
4.2.2 Optical transport
During the evaporative cooling in the dipole trap, we ramp on the tightly focused
transport beam at 1064 nm and 3.5 W to capture the atoms. Afterwards, the air-
bearing translation stage is triggered to shift the focus from the MOT chamber to
the glass cell over a distance of 28.84 cm. The stage undergoes a constant acceleration
over 0.7 cm to a velocity of 30 cm/s, then keeps this velocity until decelerating to zero
over the last 0.7 cm. We optimised the transport trap power and stage velocity to get
the highest efficiency in transported atom numbers. We could achieve over 80% effi-
ciency with very little heating and found no measurable dependence on the shape of
the acceleration profile.
4.2.3 Crossed dipole trap
After the atoms arrive in the glass cell, the cross trap from below is turned on. We
ramp on a Feshbach field at 300 G, and within a few seconds reduce the power of the
transport beam in a sequence of linear ramps, roughly optimised to keep the highest
number of atoms in the crossing region of both optical traps (Fig. 4.4). In the end of
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Figure 4.4: Optical evaporation in the glass cell. The atoms are transported to the
glass cell, confined by the crossed dipole trap and evaporatively cooled in a Feshbach
field of 300 G
the trapping stage, we have atom numbers of typically 1.5 · 105 at a temperature of
0.2 TF, measured by fitting the expanding cloud with a polylogarithm [229].
4.2.4 Dimple trap
The 780 nm dimple trap is ramped on during the crossed dipole trap stage and kept
on for the entire duration of evaporative cooling in the crossed trap. After the crossed
trap is turned off, the atoms are trapped in the dimple on its own. We find that
density-dependent losses limit the atom number for too large dimple intensities. There-
fore, the dimple power is optimised for maximum density. The highest atom numbers
we trap are typically 104.
4.3 Preparation of a degenerate 2D gas
4.3.1 Vertical lattice
After filling the dimple trap, we load the atoms into the vertical z-lattice, which is
produced interferometrically (see Section 3.8). We use the inner pair of beams to ob-
4.3 Preparation of a degenerate 2D gas 53
tain a long-scaled z-lattice of 3µm spacing (Fig. 4.5(a)). The z-lattice is ramped on
exponentially in order to be as adiabatic as possible.
The dimple trap is of such small volume that we can load a single plane of the
z-lattice. It is important to have the dimple aligned to the centre of the plane, which
places a strict demand on the lattice phase stability.
Initially, we got up to 50% of the atoms in neighbouring planes, which we would
clean out using RF. We would apply a vertical gradient field and selectively transfer
the atoms in all the wrong planes from |1〉 and |2〉 to the states |F = 3/2, mF = ±1/2〉,
which undergo spin-changing collisions [230] and get rapidly lost from the trap. By
carefully optimising the dimple shape and avoiding any clipping of the beam that led
to a larger dimple trap volume after focusing, we could greatly improve the single-
plane loading and abandon the RF cleaning altogether.
4.3.2 Magnetic evaporation
The transfer of atoms from a 3D harmonic trap into a standing wave can lead to heat-
ing. To counter this heating and dispose of atoms excited to a higher band in the
vertical lattice, we need to apply evaporative cooling. At the same time, the standard
technique of reducing the trap depth via the intensity is not a valid option because
the lower intensity would lead to tunneling of the atoms to other planes. The only
viable alternative is to change the effective trap depth by tilting the potential with a
magnetic gradient field to spill out the most energetic atoms.
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Figure 4.5: z-lattice loading and magnetic evaporation. (a) Arrangement of z-lattice
and optical traps. A strong magnetic bias field B0 and gradient B′ are applied for
evaporative cooling. (b) Energy level vs. magnetic field of the two spin components.
At the bias field of 300 G, the magnetic gradient force on both spin components is the
same.
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Figure 4.6: Timeline of the sequence in the vertical lattice. The atoms are loaded into
a single plane from the dimple trap, evaporatively cooled with a magnetic gradient
and then spin polarised.
We ramp on the Feshbach field, which is oriented along in the lattice plane, and
superimpose a horizontal gradient field created by the extra coil pair embedded in
the Feshbach-coil mount (Fig. 3.3 and Section 3.2.3). This gradient leads to an approx-
imately constant force on the atoms, which in turn leads to a linear tilt of the potential.
As the atoms are already in the Paschen-Back regime, the potential tilt for both spin
components |1〉 and |2〉 is practically equal (Fig. 4.5(b)).
We keep the cross trap on to provide sufficiently stiff radial confinement to the
atoms. The gradient is quickly ramped on in 40 ms to 8 G/cm, up to which we observe
no losses from the trap. It is then slowly increased in a linear ramp over 2 s to a final
value between 16 G/cm and 20 G/cm. This value is chosen to set the final density in
the trap. A timeline of this process is shown in Fig. 4.6.
4.3.3 Spin polarisation
It is necessary to maintain a spin mixture of fermions for all steps of evaporative cool-
ing. However, all experiments in the lattice that will be described later are conducted
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with only a single spin component. To prepare a single-component Fermi gas, the gra-
dient is slightly reduced to 15 G/cm to decrease the potential tilt, and the Feshbach
field is ramped down to 27 G, where the magnetic moment of the |2〉 spin component
vanishes (Fig. 4.7(a)). We maintain the magnetic gradient while reducing the con-
fining potential given by the cross trap from below. The force on atoms in state |1〉
remains finite and pulls them out of the trap, while it should vanish for atoms in state
|2〉 to first order. After spilling out the atoms, a Feshbach field of 8 G is kept on until
the end to maintain a fixed polarisation of the atoms. The blue shaded area in Fig. 4.6
shows this protocol.
To verify that this process works efficiently, we spill out one component and mea-
sure the population of both components |1〉 and |2〉 via Stern-Gerlach separation. Be-
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Figure 4.7: Creating a spin-polarised sample in the plane. (a) Energy diagram for
spill-out process. At 27 G, the magnetic moment of |2〉 vanishes, while |1〉 remains
high-field seeking. (b) Atom numbers of both spin components measured for different
confinement strengths. Error bars denote one standard deviation. (c) Absorption
images of clouds after spin polarisation and Stern-Gerlach separation.
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fore switching off the trap for absorption imaging after time-of-flight, a transverse
magnetic gradient field of 38 G/cm is turned on 1 ms before the trap is extinguished.
It stays on during the expansion period of the cloud of 700µs , after which we see
clear separation of the two components (Fig. 4.7(c)).
We fix the spill-out gradient to 15 G/cm and vary the confinement via the cross-
trap power from below. Then, we compare the number of atoms of both spin compo-
nents and find that for increasingly weak confinement, there are no measurable losses
for atoms in state |2〉, while the atoms in state |1〉 are entirely lost (Fig. 4.7(b)). We set-
tle for 0.3 W of cross-trap power as a good compromise between guaranteeing losses
of |1〉 while maintaining stiff enough confinement for |2〉.
In Fig. 4.7(b), there appears to be a population imbalance at stronger confinements,
which may be an artifact from the gradient field that is still on during absorption
imaging and the imaging frequency is better matched to the lower cloud than for
the upper. There are otherwise no processes throughout the experimental cycle that
would give rise to a spin imbalance.
Summary
Using two stages of laser cooling and efficient evaporative cooling in optical traps,
we can produce ultracold Fermi gases with a short cycle time (< 20 s). The atoms
are loaded into a single plane of the vertical lattice using an appropriately shaped
dimple trap. We perform evaporative cooling in the plane and can remove one spin
component using magnetic gradient fields. The single-component sample in a 2D
plane is the starting point of experiments on an ideal Fermi gas. The next step is to
ramp on the physics lattice in the xy-directions and perform fluorescence imaging to
image single atoms.
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Chapter 5
Single-atom imaging of fermions
In this chapter, the methods to obtain fluorescence images with single-site resolution
are presented. Using the techniques described in Chapter 4, we prepare a 2D gas of
spin-polarised fermions in a single plane of a vertical optical lattice. After ramping up
the physics lattice in the plane to enter the Hubbard regime, the atoms are transferred
into a dedicated pinning lattice for imaging. We apply Raman sideband cooling for
scattering photons while keeping the atoms near the vibrational ground state of the
pinning lattice. This technique has already proven successful for fluorescence imaging
of large clouds in optical lattices [231], single atoms in tight optical tweezers [232], and
single fermionic atoms in optical lattices [128, 129]. Our method of freezing the atomic
distribution using a short-scaled pinning lattice offers a new possibility of avoiding
pairwise losses of atoms, currently present in all quantum gas microscopes. Analysis
of the fluorescence images shows that we are able to detect more than one atom per
physics lattice site.
This chapter contains an overview of the pinning lattice and Raman processes.
The imaging results with sideband cooling are presented along with an analysis of the
fluorescence signals. A simple model for the absence of pairwise losses is presented,
as well as an experiment demonstrating this point in systems with many double oc-
cupancies.
5.1 Raman processes in the pinning lattice
Our main tool in single-atom imaging is the pinning lattice dedicated for the imaging
process. With waists of 56µm and powers of typically 20 W, we achieve trap depths of
800µK per axis. This corresponds to on-site trap frequencies of ωtr = 2pi · 1.4 MHz.
These large trap depths are necessary to sufficiently suppress tunneling of the light
lithium atoms. We probe the characteristics of the pinning lattice using the Raman
laser described in Section 3.10. For the following, it is operated with a one-photon red
detuning of ∆ = 7.3 GHz with respect to the D1 line.
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5.1.1 Resolved sideband spectrum
We measure the on-site trap frequencies in the pinning lattice using sideband spec-
troscopy. The trap frequencies are large enough to easily resolve the vibrational level
structure on every site. First, the atoms are transferred to the pinning lattice from the
dimple trap in the F = 1/2 hyperfine level. The Raman beams are switched on and
the Raman detuning is swept over a range of 20 kHz in 150µs to transfer the atoms
from F = 1/2 to F = 3/2. The population in F = 3/2 is measured by absorption
imaging without a repumping beam to keep the atoms in F = 1/2 invisible.
We repeat this measurement for different relative detunings of the two Raman
beams and register a transfer if the frequency corresponds to the carrier transition
|F = 1/2,ν〉 → |F = 3/2,ν〉 or to a sideband |F = 1/2,ν〉 → |F = 3/2,ν ± 1〉. A
sideband spectrum is shown in Fig. 5.1(a). The blue sideband transitions ν → ν + 1
are clearly visible for the three different axes, whereas the red sidebands ν → ν − 1
are barely distinguishable from the noise. This means that most of the atoms start out
in the lowest vibrational state, but we cannot quantify the fraction reliably. For the
spectrum shown here, the three pinning axes are set to powers of [15.5 W, 21 W, 12 W].
The on-site trap frequencies are expected to be 2pi ·[1.23 MHz, 1.43 MHz, 1.08 MHz],
which matches well to the measured sidebands.
The shapes of the lines differ between the axes: pinning axis 2 has a narrower and
more sharply peaked sideband. This is due to the shape of the cloud loaded from
the dimple into the pinning lattice. The cloud is elongated along pinning axis 2 and
perpendicular to the other two axes. The entire cloud sits therefore in the largest
depths of pinning axis 2 and therefore gets transferred at the same time. For the
other two axes, the centre of the cloud lies at the maximum depth, but the tips lie in
regions where the intensity is reduced due to the strong inhomogeneity of the traps.
Therefore, we probe locally different trap frequencies on the other two axes with the
Raman transfer, leading to a broadening of the sidebands towards lower frequencies.
This explains the asymmetric shape of the lines.
5.1.2 Raman coupling strengths
Using the bias coils around the glass cell, we set the background magnetic field to
values smaller than 10 mG, so we neglect the sublevel structure. We determine the
residual field with high precision by measuring RF transitions between the sublevels
of F = 1/2 and F = 3/2.
The two Raman beams are linearly polarised, so we can also ignore vector light
shifts that would lift the sublevel degeneracy, and thus treat the hyperfine levels as
an effective two-level system. We measure the Raman coupling strength ΩR by mea-
suring Rabi oscillations between the two hyperfine levels. The atoms are loaded from
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Figure 5.1: Raman processes in the pinning lattice. (a) Raman sideband spectrum,
showing resolved sidebands for the three pinning lattice axes (numbers marked on
plot). The red sidebands are barely visible. Shaded regions mark the standard devi-
ations. (b) Coherent oscillations on the Raman carrier transition. The blue circles are
measured data, the grey line is a fit with an exponentially decaying cosine.
the crossed dipole trap into the pinning lattice to be isolated from each other. We
then drive the oscillations with square-shaped Raman pulses of variable length. The
two-photon detuning is set to zero to address all the atoms equally on the carrier tran-
sition. One of the beams has a peak intensity of 325 mW/cm2 and the other one has
10 times more intensity. The resulting oscillations are shown in Fig. 5.1(b), where we
measure a Rabi frequency ofΩR = 2pi · 30.6 kHz and a damping rate of γ ≈ 4.7 ms−1.
Using this, we can infer the coupling rates for any power combination, as ΩR scales
as
√
I1 I2, where I1/2 are the intensities of the two beams [233].
A more interesting case is the Raman coupling of hyperfine levels with a transfer
of vibrational energy in the lattice. In the regime where the motional sidebands are
well resolved, the electronic and vibrational degrees of freedom are separable. The
atoms can be in different product states |F = 1/2,ν〉 and |F = 3/2,ν′〉, where the |ν〉
are vibrational states that we can approximate with harmonic oscillator levels. The
transition strength between two such states is obtained from the dipole matrix ele-
ment. The electronic part factors out to give the Raman Rabi frequency ΩR, while the
vibrational degree of freedom gives an extra factor that takes the momentum transfer
∆~k of the light onto the atoms into account. The total coupling is given by [234]:
Ωνν
′
R = ΩR 〈ν′| ei∆~k·~r |ν〉 = ΩR 〈ν′| exp
[
iηR(aˆ + aˆ†)
] |ν〉 (5.1)
where aˆ† and aˆ are the raising and lowering operators for the vibrational energy levels,
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respectively. We introduce the Lamb-Dicke parameter:
ηR =
√
Erec(∆~k)
h¯ωtr
=
√
h¯∆~k2
2mωtr
(5.2)
where Erec(∆~k) is the recoil energy associated with a momentum transfer ∆~k. One
must distinguish between two cases:
On the one hand, there is the Lamb-Dicke parameter which is commonly used to
parametrise the confinement strength in harmonic traps. This parameter is based on
the recoil momentum of a single-photon k = 2pi/λ, and is a measure for the suppres-
sion of change in vibrational state during photon absorption. For our typical pinning-
lattice trap frequencies of 2pi · 1.4 MHz, the single photon Lamb-Dicke parameter is:
η1 =
√
h¯k2
2mωtr
≈ 0.23 (5.3)
On the other hand, there is the Lamb-Dicke parameter which characterises the
two-photon transition strength between |ν〉 to |ν′〉, from which we obtain the Ra-
man coupling (5.1). Based on the 135◦ angle between the two beams (Fig. 3.15), the
total momentum kick is larger than the single-photon momentum k by a factor of√
2 +
√
2 ≈ 1.85. At the same time, the vector ∆~k is not parallel to any of the mo-
tional axes of the pinning lattice, but has an equal angle of approximately ϑ = 55◦
with respect to every axis to ensure equal coupling to all sidebands. The exponent in
the expression (5.1) therefore gets an extra projection factor of cos(ϑ) ≈ 0.57. Conse-
quently, the Lamb-Dicke factor for the two-photon transfer is given by:
ηR =
√
h¯k2(2 +
√
2)
2mωtr
cos(ϑ) ≈ 1.06η1 (5.4)
The exponential in (5.1) can be expanded in powers of ηR. In the limit where
ηR  1, the matrix elements for transitions |ν〉 → |ν ± 1〉 are dominant, and all others
can be neglected. In this case, the coupling scales as ηR
√
ν + 1 for |ν〉 → |ν + 1〉 and
ηR
√
ν for |ν〉 → |ν − 1〉 [234].
5.2 Single-atom resolved fluorescence imaging
5.2.1 Lattice parameters
After preparing the spin-polarised gas of fermions in a 2D plane, the physics lattice
in the xy-plane is ramped up slowly within 100 ms to a depth of 2.4µK per axis in
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Figure 5.2: Raman sideband cooling scheme. Both Raman beams, detuned by ∆ =
7.3 GHz, couple the ground state hyperfine levels, separated by EHFS = h · 228.2 MHz,
and transfer the atoms between neighbouring vibrational levels. The repumper brings
the atoms back to F = 3/2, while the spontaneous emission provides a fluorescence
signal.
order to be as adiabatic as possible. At this depth, the tunneling matrix element is
given by txy ≈ 200 Hz. Along the vertical direction, the tunneling tz is a few mHz
due to the large spacing. We then ramp up the physics lattice depth to 6µK per axis
in 1 ms to suppress the tunneling of the atoms by an order of magnitude. The pinning
lattice is ramped up in 20 ms to adiabatically transfer the atoms to the pinning lattice
sites. The "freezing" step in the physics lattice is necessary to prevent simultaneous
density redistribution in the lattice during this ramp. The atoms feel a force towards
the centre of the pinning lattice while it is being ramped up, due to its strong harmonic
confinement. If the physics lattice is too shallow, the atoms get attracted towards the
centre of the pinning lattice before it is deep enough to suppress tunneling on its own.
5.2.2 Raman cooling and imaging
For sideband cooling, we tune the Raman beams to couple the levels |F = 3/2,ν〉 and
|F = 1/2,ν − 1〉. The atoms are then optically pumped into the level |F = 3/2,ν − 1〉
using the repump beam running on the |2S1/2, F = 1/2〉 → |2P1/2, F = 3/2〉 transi-
tion (Fig. 5.2). The beam arrangement is shown in Fig. 3.15. We apply intensities of
2 W/cm2 on Raman1 and 22.7 W/cm2 on Raman2, which is chosen to be asymmetric
because Raman1 causes much more stray light on the camera. Based on Eqs. (5.1) and
(5.4), we expect a coupling rate of Ω01R ≈ 2pi · 48 kHz between the lowest two states
on each site.
The repumper has an intensity of 1.6 mW/cm2 and is slightly blue-detuned to ac-
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Figure 5.3: Single atom resolved fluorescence images. (a) Sparse cloud of single,
spin-polarised 6Li atoms. (b) A high density cloud of spin-polarised atoms, where we
observe regions of almost unity filling, indicating a band-insulating behaviour.
count for the differential light shift on the D1 line due to the pinning lattices. After
enough cooling cycles, the atoms should accumulate in the state |F = 3/2,ν = 0〉,
which ideally should not couple to the Raman light or repumper any more. On the
other hand, there is still off-resonant scattering from the repumper, which is only
228 MHz detuned, as well as from the intense Raman light. The off-resonant scatter-
ing rate is on the order of 3 kHz for the Raman light and 170 Hz for the repumper
when the atoms are in the "dark" state. Both this scattering and the fluorescence from
the spontaneous emission contribute to our signal.
The local energy gaps in the pinning lattice are not homogeneous, primarily due to
the small waists of the pinning lattice, but also due to the anharmonicity of each site.
For example, the energy difference between the lowest and first excited band is 30 kHz
larger than the difference between the first and second excited bands. To address as
many bands as possible and to enlarge our spatial cooling region, we periodically
modulate the Raman detuning between 1 MHz and 1.4 MHz with a 20 kHz triangular
wave.
Simultaneous exposure on the EMCCD camera for 1 s during Raman cooling leads
to images like in Fig. 5.3 with very good signal-to-noise. We estimate a fraction of
captured photons of 5% based on the NA of the objective and losses from the glass
cell and other optics. The quantum efficiency of the camera is close to 95% at the
imaging wavelength. Based on the number of counts we get per single atom, the total
photon scattering rate per atom is in the range of 6–7 kHz.
The density of the system is set by the end point of the magnetic evaporation de-
scribed in Section 4.3.2. For increasing density, we find that the atom distribution
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tends to a dense core with one atom per site on average. This is what one expects
for a single-component band insulator, where all available states are populated and
all transport is suppressed by Pauli blocking. The properties of these band-insulating
systems are investigated further in Chapter 6.
5.2.3 Imaging fidelity
To characterise the performance of our imaging system, we measure the point-spread-
function (PSF) of the single atoms by taking many images of sparse samples, where
individual atoms are separated by large distances. Isolated atoms are registered with
a blob detection algorithm [235] and its signal is fitted by a Gaussian along the x- and
y-directions. For the fit routines, the image is upsampled by a factor of 15 to have
better precision in finding the peak centre. Afterwards, all Gaussians are centred
onto each other and averaged, giving the PSF shown in Fig. 5.4(a) with Gaussian
widths of σ xPSF = 403 nm and σ
y
PSF = 390 nm. This is significantly larger than the
theoretical value of σPSF = 290 nm, which we also verified using an independent
target. After all data for this thesis was taken, several successful steps were taken to
improve the PSF size, including an increase in magnification, more careful alignment
of the objective, and several improvements on the imaging setup. Currently, the PSF
has σPSF = 320 nm on average.
To quantify the imaging fidelity further, we can take several successive images
of 1 s exposure of the same sparse cloud and compare the images to detect hopping
events and losses in a large region of 50µm×50µm. The cooling parameters are op-
timised to minimise the tunneling and losses. For the best parameters, we find that
after 1 s, a fraction of 5(1)% of the atoms tunnel, and 2.5(5)% of the atoms get lost.
However, these events occur mostly around the edge of the cloud, where the trap
depths are not as large as in the centre.
5.2.4 Lattice reconstruction
For our analysis, it is essential to determine the spatial distribution of atoms in the
lattice. To this end, we use a numerical reconstruction algorithm, developed by Timon
Hilker, to find the lattice populations by analysing the fluorescence levels on each site.
First, the phase of the physics lattice is determined by taking an image with a clear
lattice structure such as Fig. 5.3(b). The image is then Fourier transformed in real
space, giving Fourier peaks corresponding to the lattice wave vectors~ki. The lattice
phases in each direction are equivalent to the complex phases associated with the
respective wave vectors. From the wave vectors we can extract not only the lattice
constants but also any skew between the two lattices: the two axes have an 89◦ angle
between them.
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Figure 5.4: Reconstructing the lattice population. (a) Average PSF of 115 atoms with
Gaussian fits to the integrated horizontal and vertical profiles. (b) Histogram of fluo-
rescence counts for a central region of the lattice. The inset shows the region which
has been analysed and the reconstruction. Blue circles denote single atoms, red pen-
tagons mark doubly occupied sites.
Taking this phase information, we obtain a lattice grid that is overlaid onto the
image, like in the inset of Fig. 5.4(b). The background offset around the edge of the
cloud is globally subtracted from the image. A Gaussian with the size of the average
PSF is then used as a fit function on every lattice site and the resulting amplitude of
the Gaussian fit is taken as a measure for the fluorescence level. If this level exceeds
a certain threshold, the site is marked as occupied. The statistics of the fluorescence
levels are expressed as histograms of the Gaussian fit amplitudes (Fig. 5.4(b)). One
sees a very clean separation between signals corresponding to populated sites and
those corresponding to empty ones. The threshold for declaring a site to be occupied
is set in between the two peaks. Based on the overlap between the two Gaussians, we
estimate that less than 1% of the singly occupied sites are falsely identified as holes
and vice versa.
The N = 1 peak in Fig. 5.4(b) has a width of σN=1 ≈ 60, which is three times
larger than what one would expect from the photon shot noise σn =
√
n ≈ 19, where
n ≈ 375 is the mean number of photons detected per atom. This discrepancy has a
few possible causes:
• Tunneling and losses lead to variations in the registered photon counts per atom.
• The pinning lattice usually displaces the single atom peaks from the centre of the
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physics lattice sites, so occasionally an atom signal will intrude into the neigh-
bouring site, which disturbs the fit to the PSF. This can lead to slight mistakes in
the fit amplitudes.
• The fluorescence level has slight variations over the width of the cloud (see Sec-
tion 5.2.6) which can broadens the peak further.
• The tilted angles of the pinning lattice axes (Fig. 3.14(b)) lead to small random
displacements of the atoms along the line of sight. This can give a slight varia-
tion in the size of the PSF of up to 10%. As the fit routine uses a fixed width for
the fitted Gaussian PSF, the variation in widths of the atom signals can translate
to a variation in fit amplitudes.
5.2.5 Doubly occupied sites
On most single images and on the histogram in Fig. 5.4(b), we see several sites with
fluorescence levels that are clearly higher than the rest. These signals are well lo-
calised to one lattice site, so we conclude that these come from two atoms that pop-
ulate the same physics lattice site. While a majority of these double occupancy oc-
curences are visible by eye, it turns out to be very challenging to distinguish them
numerically. The threshold for discerning N = 1 and N = 2 on a site is not as easily
determined as for distinguishing N = 0 from N = 1, as we do not observe a clear
peak separation between N = 1 and N = 2 signals on the histograms. The threshold
for N = 2 is therefore set such that the N = 1 peak is centred between the two thresh-
olds in the histogram. Possible systematic errors in determining the atom numbers
are discussed in Section 5.2.6.
As all quantum gas microscopes suffer from immediate loss of double occupan-
cies, their occurrence in our experiment may seem surprising. However, there is a
subtle but straightforward explanation for this, which will be elucidated in Section 5.3.
5.2.6 Error estimates
The biggest cause of reconstruction uncertainty is the PSF being larger than expected.
Many atom signals intrude onto neighbouring lattice sites due to the random pinning
lattice site positions, which poses a challenge for the Gauss fitting and can be partially
prevented by a smaller PSF. The most visible reconstruction errors arise from identi-
fying double occupancies. For data analysis, it is important to know the impact of
these errors on the number statistics.
First, we use several hundred images like in Fig. 5.3(b) and take statistics on how
often a number of photon counts was encountered on each lattice site. We then eval-
uate the fluorescence statistics for a central region in the cloud and around the edges
66 5. Single-atom imaging of fermions
y
x
0
0.5
1
N
or
m
al
is
ed
oc
cu
re
nc
es
0 250 500 750 1000
Photon counts
0
0.12
D
iff
er
en
ce
(a) (b)
(c)
Figure 5.5: Estimate of the errors in assigning on-site atom numbers. (a) Fluores-
cence statistics in the lattice for a few hundred images. Each pixel corresponds to a
single lattice site. The rectangles mark different regions where the fluorescence statis-
tics are analysed. (b) Fluorescence statistics at the centre of the cloud (blue histogram
and box in (a)) and at the edges (red histogram and boxes in (a)). The two histograms
are compared and subtracted, giving the green histogram in (c). The black regions left
and right of the threshold are identified as wrongly assigned populations (see Text).
(Fig. 5.5(a)), and compare the histograms. Around the edges, where there are practi-
cally only single atoms and holes, we expect the histograms to reflect the pure signal
of single atoms, and any excess signal in the centre must arise from double occupan-
cies. Atoms in neighbouring planes can also contribute to added fluorescence, how-
ever we see that these strong fluorescence peaks are well localised to a single lattice
site (inset of Fig. 5.4(b)), meaning that these atoms must be in the plane of focus.
One problem is that the peak fluorescence levels do not seem to match on different
sides of the cloud. The peak photon count can vary by up to 10% going from one edge
of the cloud to the other. This can be explained by a gradient in light intensity of the
Raman beams. With a cloud radius of ∼ 24µm and Raman beam waists of 140µm,
the intensity drops by up to 6% at the cloud edge compared to the centre. Any slight
misalignment of the Raman beams can lead to larger intensity variations. To circum-
vent this issue, the histograms from different regions are normalised to each other and
rescaled such that the peaks all coincide, in order to get an average histogram shape.
This average is also scaled to fit the peak fluorescence counts in the centre.
In the low-density regions, we find only few incidents of counts that exceed the
threshold for N = 2. In the central region, on the other hand, there is an extended
tail of high fluorescence counts, with no clear separation between N = 1 and N = 2.
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Subtracting the two histograms from each other gives a residual, which we assign as
an excess signal from double occupancies (Fig. 5.5(c)). The part of this signal which
lies above the threshold is assumed to be correctly assigned to N = 2, however the
part underneath the threshold (shaded in black) is defined as double-occupancy sig-
nals that are wrongly counted as single occupancies. This part has an area which is
28% of the total area above the threshold, so we underestimate the number of double
occupancies by this percentage. At the same time, the absolute number of assignment
errors has to be added onto the single occupancies, because we count too many N = 1
events.
The histograms of the cloud edges with low densities also have some signals that
exceed the threshold (shaded in black in Fig. 5.5(b)). These are considered single
occupancies that are falsely assigned to N = 2 and are therefore missing from the
N = 1 statistics. The fraction of this area is compared to the area under the N = 1
within its threshold boundaries. We find that we underestimate the number of single
occupancies with a probability of up to 2.5%.
5.3 Avoiding light-induced losses
Currently, all quantum gas microscopes suffer from the loss of atom pairs that pop-
ulate the same site during fluorescence imaging [110, 111]. The near-resonant light
leads to light-assisted collisions with very high two-body loss rates [236, 237], such
that no measurable signal from the atom pairs can be detected before they are lost.
This restricts the detection to the parity of the atom number on each site. There
have been different approaches to avoiding this parity projection, such as the spin-
dependent splitting along one lattice axis using field gradients [123] or splitting of
double occupancies into neighbouring layers of the lattice [238]. We find that in our
experiment, the short-scaled pinning lattice offers a natural way to directly circum-
vent this issue.
5.3.1 Energy level evolution
Consider the 1D physics lattice shown in Fig. 5.6(a) with two energy levels on each
site, corresponding to a ground and excited band. If two atoms of the same spin
component populate the same lattice site, they necessarily start from the different
bands (shown in Fig. 5.6(a) in blue and turquoise). When the pinning lattice is ramped
up, a pinning site is to appear exactly at the centre of the physics site. During the
ramp, the energy levels evolve into the new band structure of the pinning lattice. By
diagonalising the Hamiltonian of the potential landscape for different pinning-lattice
depths, we can follow this evolution carefully.
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Figure 5.6: Deterministic separation of double occupancies into different pinning
wells. (a) Evolution of physics-lattice potential landscape while the pinning lattice
(red) is ramped on. For each lattice, the energy levels corresponding to two bands are
shown. (b) The physics lattice ground band (blue) and excited band (turquoise) both
merge into the ground band of the pinning lattice (red). The unoccupied continuum
levels (pale blue) merge into the second pinning-lattice band (orange).
The band structure evolution is shown in Fig. 5.6(b). The blue bundle of levels
starting on the lower left corner corresponds to all ground-state energies of 20 physics
lattice sites. These evolve into ground-state energy levels on pinning lattice sites. At
the same time, the turquoise levels, corresponding to the upper physics lattice band,
also all merge into the ground band of the pinning lattice. This means that two atoms
originating from the same physics site must split into different wells to obey the Pauli
exclusion principle. The only levels that evolve into the upper pinning-lattice band
are continuum levels that are originally unpopulated.
A close look at Fig. 5.6(b) shows that the uppermost bound levels of the physics
lattice have a slope pointing towards the excited band of the pinning lattice, but level
off between 5-8µK like in an avoided crossing. In fact, it is the tunnel coupling to
neighbouring pinning sites in this region which prevents these levels from going into
the upper pinning band. An atom in the upper physics-lattice band in Fig. 5.6(a)
would, in principle, end up in the central pinning site on the excited level, as one
might intuitively expect, but along the way its energy level comes in resonance with
the ground state of the neighbouring site, causing the atom to tunnel to the next site
and minimise its energy.
The tunnel coupling t˜ between the excited level on one site and the ground level on
its neighbour when they are in resonance induces a gap in the energy level spectrum.
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The width of the minimal gap is 0.82µK, corresponding to 17 kHz, which is twice the
value of t˜, and this sets an adiabaticity criterion: as long as the pinning-lattice ramp is
slow enough, all the atoms will adiabatically follow the lower energy curves and end
up in the ground band of the pinning lattice.
To estimate an upper bound for the probability to end up in the higher pinning-
lattice band, we take the energy curves that approach each other the most and treat
them as a two-level system with the gap 2t˜. An atom starting on the lower branch and
ramped across the gap can end up on the upper branch with probability given by the
Landau-Zener formula [239, 240]:
P = exp
(
− 2pi t˜
2
h¯ |d(ε2 −ε1)/dt|
)
(5.5)
In the region close to the gap, where the energy curves are approximately linear,
the energy difference ε2 − ε1 varies by kB · 1µK per 4µK of pinning-lattice depth. As
we ramp up the full pinning lattice of 800µK depth in 20 ms, the 1µK shift is covered
in 100µs, giving a "ramp velocity" of d(ε2 − ε1)/dt = kB · 10µK/ms. Inserting this
value into Eq. (5.5) gives a probability of the atoms getting transferred to the upper
pinning-lattice band of P ∼ 10−6. This means that in our experiment, we should
expect practically all double occupancies of identical fermions to get split into neigh-
bouring pinning wells.
Note, that this is the extreme case of a 1D lattice. As each physics lattice site is
surrounded by pinning sites in 3D, the situation is even more relaxed. With many
more pinning sites per physics site, there is a much better probability of finding a
suitable pinning site to tunnel to during the ramp-up period.
5.3.2 Experimental probe of parity projection
To verify that this mechanism works as expected, we start out with a 2D gas in the
z-lattice plane confined by the cross trap. Before ramping on the physics lattice, the
cross-trap confinement is increased to different levels to squeeze the atoms within the
plane. After ramping up the physics lattice, the atoms are directly transferred to the
pinning lattice and imaged.
We find that for stronger confinement, the cloud radius shrinks and the amount of
double occupancies in the centre of the lattice goes up considerably (Fig. 5.7(a)). At the
same time, the integrated fluorescence counts of the whole system remain fairly con-
stant for all compression strengths (Fig. 5.7(b)), which already implies undetectable
losses during the process. A reconstruction of the lattice population shows that while
the double occupancy fraction goes up, there is no increase in the number of holes
in the system (Fig. 5.7(c)). In fact, the number of decreases slightly for increasing
compression.
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Figure 5.7: Experimental test of absence of parity projection. (a) Fluorescence im-
ages for clouds prepared with different levels of compression using the cross trap. A
core of multiple occupancies builds up in the centre. (b) Integrated fluorescence levels
over entire images for different compression strengths. Error bars mark the standard
deviation of the mean. The constant level of fluorescence indicates and absence of
losses. (c) Probability for double occupancies and holes, evaluated for 15× 15 sites in
the centre. Error bars denote the statistical uncertainty. The shaded regions mark the
systematic uncertainty due to reconstruction errors.
Based on the systematic errors in reconstruction, we can set a conservative upper
bound for the probability of atoms getting lost. For the strongest compression, we
find a probability of detecting holes of Ph = 2.0(5)%. For the double occupancies,
the probability is Pd = 30+10−2 %. In the worst case, where we assume that we under-
estimate the holes and overestimate the double occupancies, the ratio between holes
to double occupancies is κ = Ph/Pd = 0.09. If we assume that all holes originated
from double occupancies, which is not generally true, then κ gives the probability for
parity losses. As the holes primarily arise from the nonzero initial temperature of the
system, the true probability for parity losses is presumably much lower.
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5.3.3 Comment on parity-free detection of spin mixtures
The analysis of Section 5.3.1 and the experimental verification in 5.3.2 relies on the two
atoms starting from different bands with a large enough energy gap. As we have only
worked with spin-polarised Fermi gases so far, the double occupancy of a lattice site
necessarily places both atoms in different bands. For a spin mixture, this is generally
not the case, and they are expected to populate the lowest band. We find that prepar-
ing the same band-insulating system without spilling out one spin component leads
to images with very strong density fluctuations between zero and two. The splitting
becomes only probabilistic.
Several strategies are possible to extend the deterministic detection of atom pairs
to spin mixtures:
• A magnetic gradient field along the vertical direction, together with the vertical
superlattice can be used to separate the two atoms into neighbouring planes,
where they would still be within our depth of focus.
• If the experiments start out in the large-scale physics lattice with 2.3µm spac-
ing, the double occupancies can be split into double wells along a horizontal
direction together with a gradient field. This also offers a quick spin-dependent
imaging scheme.
• By applying strong repulsive interactions between the two spin states, we can
transfer the component |2〉 to |3〉 using RF while simultaneously transferring
the same atoms into the upper band. The orthogonality of the wave functions of
both bands is lifted by the interaction with the other spin component before the
transfer.
• The repulsive interactions can be used to induce an interaction gap, which in-
creases rapidly during the ramp-up of the pinning lattice. One of the atoms
would tunnel to a neighbouring empty pinning site as soon as this interaction
energy is equal to the energy offset of the next site. However, as the interaction
gaps are typically much smaller than the band gaps of the lattice, this resonance
condition occurs for deeper pinning lattices. This makes the tunnel couplings
smaller and timescales for adiabaticity much longer, requiring slower ramps.
During the time of writing, this scheme has already produced promising first
results.
Summary
Basic measurements with the Raman beams in the pinning lattice were presented. We
employ Raman sideband cooling in the pinning lattice to image the individual atoms
in our system with high fidelity. Systems with band-insulating character could be
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observed for high densities of a single spin component.
Our use of a pinning lattice provides a way to avoid parity projection of the lattice
population. This can be understood in terms of tunnel coupling during the ramp-up
process, which prevents double occupancies in different bands of the physics lattice
from ending up on the same pinning lattice site. The reconstruction of the true atom
numbers on each site still contains some systematic uncertainties, which were dis-
cussed in detail.
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Chapter 6
Statistical study of a fermionic band
insulator
The ability to image single fermions in an optical lattice and the possibility of avoiding
parity-induced losses with the pinning lattice gives us, in principle, full access to the
on-site number statistics, from which we can gain better insight about microscopic
properties of the many-body system.
In this chapter, the statistics of a simple system – a single-component fermionic
band insulator – is presented. For this study, 425 images very similar to the band
insulator in Fig. 5.3(b) were taken. For each individual lattice site, we tracked how
often the site was empty, singly occupied, or doubly occupied by two fermions of the
same spin in different bands. These experimentally measured probabilities for a "hole"
Ph, single atom Ps or double occupancy Pd give us access to site-resolved statistical
observables, in particular the density, atom number fluctuations and entropy of the
system. We also investigate density-density correlations in the band-insulating region
as a probe for compressibility.
6.1 Density
The most basic observable is the average density of every site. We simply average
the number of atoms detected for each individual lattice site and plot the 2D density
distribution in Fig. 6.1(a). Due to the confining lattice potential, we expect the average
density to roughly reflect its shape.
On the other hand, we find that there is a plateau of almost unity density near
the centre of the trap, seen in the averaged cut in Fig. 6.1(b). This is a manifestation
of Fermi statistics, as double occupancy of a single site with identical fermions in a
single band is forbidden. Therefore, if all atoms populated the lowest band, we would
expect ideally a flat-top density at the trap centre despite the curved confinement, as
discussed in Section 2.2.1. However, we also observe double occupancies coming
from atoms in a higher lattice band. These double occupancies pile up in the centre,
leading to a slight increase in density above unity.
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Figure 6.1: Density profile in the band-insulating regime with visible flattening.
(a) 2D distribution of average density for a band insulator. Each square pixel corre-
sponds to a single lattice site. (b) Horizontal cut through the 2D plot with an average
over three neighbouring lattice sites (grey area of Fig. (a)). The error bars show one
standard deviation of the three averaged sites. The shaded areas display the system-
atic error due to reconstruction uncertainties.
We observe large-scale, static imperfections that possibly originate from slight clip-
ping of the beams. These are not important for this study, as we observe no change in
time of these features and we restrict ourselves to on-site properties only. The infor-
mation about the exact external potential shape is not even necessary.
The uncertainties in the reconstruction algorithm, described in Section 5.2.6, give
rise to systematic errors in the density. To determine these errors, we can first express
the average atom number for a site i in terms of the probabilities for finding a single
or double occupancy there:
〈Ni〉 = P(i)s + 2P(i)d (6.1)
From the uncertainties in assigning single and double occupancies, we obtain the total
uncertainty using error propagation:
σN =
√(
∂〈N〉
∂Ps
)2
σ2s +
(
∂〈N〉
∂Pd
)2
σ2d + 2
∂〈N〉
∂Ps
∂〈N〉
∂Pd
σsd
=
√
σ2s + 4σ2d + 4σsd
(6.2)
where σsd is the covariance between the uncertainty of single and double occupancy.
A further possible error is the false assignment of a single atom to a hole or vice
versa. Based on the fluorescence histogram in Fig. 5.4(b), this error is less than 1%
of the total N = 1 signal in the dense regions, thus the upper bound is taken as
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σs(h) = 0.01Ps. This error is added as an uncorrelated contribution to σs, as it only
affects Ps:
σN =
√
σ2s +σ
2
s(h) + 4σ
2
d + 4σsd (6.3)
Concerning the false assignment of double occupancies, there are two types of sys-
tematic errors we need to distinguish:
• We can falsely declare a doubly occupied site to contain a single atom, with a
relative error of up to 28% of Pd, i.e. σ = 0.28Pd. This type of error leads to an
underestimation of density, because we miss the second atom on the site.
• We can falsely declare a singly occupied site to contain a double occupancy,
with a relative error of 2.5% of Ps, i.e. σ = 0.025Ps. This error leads to an
overestimation of density, because we assign to a site a second atom which is
not there.
In both cases, the errors in single and double occupancy are fully anticorrelated: If we
assign a doubly occupied site as a single atom, we have one N = 2 instance too few
and one N = 1 instance too many in the statistics, and vice versa. For the first case,
where we underestimate the density, the errors are given by σ+d = σ
+
s = 0.28Pd. Due
to the anticorrelation, the covariance is σ+sd = −σ+s σ+d = − (0.28Pd)2. For the second
case, where we overestimate the density, the errors are given by σ−s = σ−d = 0.025Ps
and the covariance is σ−sd = − (0.025Ps)2.
Inserting these two categories of errors into Eq. (6.3) gives us the total uncertainties
σ+N and σ
−
N , from which the shaded area of Fig. 6.1(b) is obtained. The absolute error
is quite low due to the small relative error on the single occupancies and the small
number of double occupancies, for which we have the largest uncertainty.
6.2 Atom number fluctuations
An interesting observable in this measurement set is the fluctuation of atom numbers
on each site, where we see a striking signature of the fermionic nature of the atoms:
The fluctuations are strongly suppressed compared to the classical limit of Poisso-
nian number statistics. This reduction of density fluctuations in degenerate Fermi
gases have been measured in optical traps [62, 63] and provide clear evidence of Pauli
blocking. This will be derived in the following.
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6.2.1 Number fluctuations in Fermi gases
Consider a set of discrete, non-degenerate eigenstates {| j〉} populated by identical
fermions. The total atom number operator of the system is given by:
Nˆ =∑
j
aˆ†j aˆ j =∑
j
nˆ j (6.4)
where the individual number operators nˆ j have eigenvalues n j of 0 or 1.
In general, the local populations 〈nˆ j〉 undergo fluctuations. Working in a grand
canonical ensemble, also the total atom number in the system fluctuates. We charac-
terise the total number fluctuations by the variance:
(∆N)2 = 〈Nˆ2〉 − 〈Nˆ〉2 =∑
j
(
〈aˆ†j aˆ j aˆ†j aˆ j〉 − 〈aˆ†j aˆ j〉 〈aˆ†j aˆ j〉
)
(6.5)
where we assume that the numbers n j and ni in two states are uncorrelated, thus we
can neglect any covariances. Making use of the anticommutation relation (2.1b), we
can express the first term of the sum as
〈aˆ†j aˆ j aˆ†j aˆ j〉 = 〈aˆ†j aˆ j〉 −
〈aˆ†j aˆ†j aˆ j aˆ j〉 (6.6)
where the second term drops out due to the properties of fermions that aˆaˆ or aˆ† aˆ†
operating on any arbitrary state gives zero. Inserting (6.6) back into (6.5) gives [241,
242]:
(∆N)2 =∑
j
(
〈aˆ†j aˆ j〉 − 〈aˆ†j aˆ j〉 〈aˆ†j aˆ j〉
)
=∑
j
〈nˆ j〉
(
1− 〈nˆ j〉
)
(6.7)
We find that the variance is always smaller than the mean atom number 〈Nˆ〉 =
∑ j 〈nˆ j〉, which is a special property of fermions. In the limit where the levels are very
sparsely populated, i.e. 〈nˆ j〉  1, we have
(∆N)2 ≈∑
j
〈nˆ j〉 = 〈Nˆ〉 (6.8)
which is a property of Poissonian number statistics. This case applies to classical
ideal gases [241]. In the opposite limit, where almost all states are populated, i.e.
all 〈nˆ j〉 ≈ 1, the variance tends to zero. Therefore in the low-density limit, a Fermi
gas behaves like a classical gas with respect to atom number fluctuations, but in the
degenerate regime, the number fluctuations are suppressed.
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Figure 6.2: Suppression of atom number fluctuations in the band-insulating
regime. (a) 2D distribution of relative occupation-number variance for a band insula-
tor. (b) Horizontal cut through the 2D plot with an average over three neighbouring
lattice sites (grey area of Fig. (a)). The error bars show the statistical uncertainty of the
averaging, and the shaded areas display the systematic error due to reconstruction
uncertainties.
6.2.2 Measurement of fluctuations
In the measured data set of band insulators, we quantify the density fluctuations by
the variance of the atom number on each individual lattice site:
(∆Ni)
2 = 〈N2i 〉 − 〈Ni〉2 (6.9)
whereas Ni is a sum over the numbers on the local vibrational states on the given
site, as in Eq. (6.5). We evaluate the number variance on each site for the hundreds of
images and compare it with the mean atom number on that site. The corresponding
2D plot in Fig. 6.2(a) shows the normalised ratio on a logarithmic scale:
(∆Ni)
2
〈Ni〉 =
〈N2i 〉 − 〈Ni〉2
〈Ni〉 (6.10)
We find that towards the edge of the system, the ratio (∆Ni)
2/〈Ni〉 tends to 1
where the density is low. In the central region, where the density is at almost unity
filling, the variance is suppressed by an order of magnitude with respect to the mean
atom number. At the centre of the trap, where double occupancies accumulate, the
fluctuations slightly increase again. This is clear evidence of Pauli blocking in the
band-insulating core of the system.
The systematic error of the term (6.10) is estimated along similar lines to the pre-
vious Section 6.1. We express the relative variance in terms of the probabilities for
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single and double occupancies by using the following expressions:
〈Ni〉 =∑
m
mP(i)m = P
(i)
s + 2P
(i)
d
〈Ni〉2 =
(
P(i)s
)2
+ 4P(i)s P
(i)
d + 4
(
P(i)d
)2
〈N2i 〉 =∑
m
m2P(i)m = P
(i)
s + 4P
(i)
d
(6.11)
Inserting these into Eq. (6.10), we can evaluate the systematic uncertainty of the vari-
ance by propagating the correlated errors σs and σd using a formula like (6.2). Once
again, the error is asymmetric and the maximum possible underestimation and over-
estimation of the atom numbers are taken separately into account.
6.3 Entropy
The number statistics give us access to the occupation probabilities, from which we
can deduce the entropy on each lattice site.
6.3.1 Entropy of Fermi gases
Consider a system with a fixed set of single-particle energy levels and different pos-
sible particle numbers distributed among them. The system can be characterised in
terms of a set of microstates {|µ〉}, each one describing a fixed particle number and a
fixed energy. The occupation probabilities of the different microstates pµ can be used
to fully characterise the system properties. In particular, the entropy of the system is
defined in terms of these occupational probabilities alone [241]:
S = −kB∑
µ
pµ ln pµ (6.12)
For simple quantum systems, the possible microstates are easy to construct. An
important requirement is to ensure the probabilities pµ are correctly normalised. This
requires careful enumeration of all possible configurations, which becomes more dif-
ficult, the more complex the system is.
If the structure of the single-particle levels is known, one can derive a different
but equivalent form of Eq. (6.12), which is simpler to apply to complex level struc-
tures. Consider a set of energy levels labeled by an index j, where we now assume γ j
degenerate single-particle states that belong to each energy level j, and N j < γ j iden-
tical, noninteracting fermions distributed among them. The number of possibilities
Wj of distributing N j fermions among the γ j degenerate sublevels without populat-
ing a sublevel twice is simply the number of possibilities to select N j out of γ j objects:
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Wj =
(
γ j
N j
)
=
γ j!
N j!(γ j − N j)! (6.13)
The total number of possible microscopic configurations in the full set of energy levels
is W = ∏ j Wj, from which we can obtain the entropy of the system:
S = kB ln W = kB∑
j
ln Wj (6.14)
Inserting Eq. (6.13) into (6.14) gives:
S = kB∑
j
[
lnγ j!− ln N j!− ln
(
γ j − N j
)
!
]
(6.15)
If γ j and N j are large, either because the system is very large or because we have
many realisations of the same small system, we can apply Stirling’s approximation
ln m! ≈ m ln m−m. Also, using the fact that the mean population of an energy level
is given by p j = N j/γ j, we can factor outγ j and use ln
(
γ j − N j
)
= lnγ j + ln
(
1− p j
)
.
This gives [241]:
S = −kB∑
j
γ j
[
p j ln p j +
(
1− p j
)
ln
(
1− p j
) ]
(6.16)
For this entropy formula, we did not assume thermal equilibrium, therefore it is al-
ways valid for any system for which the mean populations p j are known. If the sys-
tem were in thermal equilibrium, the p j would be given by the Fermi-Dirac distribu-
tion [243, 244]:
p j = f (ε j) =
1
exp
(
ε j−µ
kBT
)
+ 1
(6.17)
where ε j is the energy of the level j, µ is the chemical potential, and T is the tempera-
ture.
However in our case, we load a single-component Fermi gas from a 2D trap into a
lattice. An energy gap is opened in the quasi-momentum distribution at q = ±pi/alatt,
a manifestly non-adiabatic process. Atoms near the edge of the newly formed Bril-
louin zone can get excited into a higher band, from which they cannot relax into the
ground band due to the absence of s-wave collisions, a necessary process for ther-
malisation. Without thermalisation, the notion of temperature breaks down after this
process and the description with a Fermi-Dirac distribution becomes invalid.
Nevertheless, we can still work with the p j as generic probabilities, which we
match to the experimentally measured probabilities for the different configurations.
This requires a few assumptions about the structure of energy levels on each site.
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6.3.2 Two-level sites
To find how to apply Eq. (6.16) to our measurement, we construct a toy model to
relate the measured number statistics to single-particle states. Consider a single lattice
site, which we model as a two-level system, and identical fermions that can populate
the two states. Let the probability for the level i to be occupied be pi, and thus the
probability for the level to be unoccupied is 1− pi. As both states are independent,
we can easily express the probabilities for the two-level system to be unoccupied (Ph),
singly occupied (Ps) or doubly occupied (Pd):
Ph = (1− p1)(1− p2)
Ps = p1(1− p2) + (1− p1)p2
Pd = p1 · p2
(6.18)
We can resolve these equations with respect to p1 and p2 and express them in
terms of the probabilities Ph and Pd, which are accessible experimentally (Ps is not
an independent variable as Ph + Ps + Pd = 1, by construction). There are two valid
solutions:
pi =
1 + Pd − Ph
2
±
√
(1 + Pd − Ph)2
4
− Pd (6.19)
p1 and p2 necessarily have different signs, but without any further conditions,
there is no way to determine which sign is valid for which level, as the problem is
symmetric. However, we simply make the physical assumption that the lower level
always has the bigger occupation probability than the higher one. In this case, the
probabilities are:
p1 =
1 + Pd − Ph
2
+
√
(1 + Pd − Ph)2
4
− Pd
p2 =
1 + Pd − Ph
2
−
√
(1 + Pd − Ph)2
4
− Pd
(6.20)
If we assumed that each lattice site corresponded to a two-level system, we could
simply insert this result into the formula (6.16) to obtain the entropy on every site.
6.3.3 Multi-level sites
A more precise description of our system is that there is an excited band for each
direction. The excited bands for the x- and y-lattices lie 23 kHz above the ground
band, and the z-lattice has a lower-lying excited band with a gap of 14 kHz.
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As we start with presumably all atoms in the ground band of the vertical lattice,
one could assume that no excitations occur along this direction because there is almost
no coupling to the x- and y-directions during the lattice ramp-up. Therefore, one
could argue that there are only two possible excited bands, and model the system
as before with a two-fold degenerate upper level while neglecting the excited z-band.
However, the most conservative model is that we have three equivalent excited levels,
because this gives the highest possible entropy of the system. We use this to get a
reliable upper bound for the entropy.
We repeat the analysis in the same spirit as before. Here, we use the probabilities
for the site to be singly occupied or doubly occupied, which we model as follows:
Ps = p1(1− p2)3 + 3p2(1− p1)(1− p2)2 (6.21a)
Pd = 3p1 p2(1− p2)2 + 3p22(1− p1)(1− p2) (6.21b)
Eq. (6.21a) expresses the probability to have either a single fermion in the lower level
with the upper the unoccupied, or three ways of putting a single fermion in an upper
level while keeping the rest empty. Eq. (6.21b) gives the probability for six different
configurations: Three with a fermion in the lower level and one in an upper level, and
three others with two fermions in upper levels.
There is no closed analytical expression for p1 and p2 to be derived from this sys-
tem of equations, therefore one has to solve them numerically. After getting p1 and
p2, we can then plug them into Eq. (6.16) with γ1 = 1 and γ2 = 3 to get the entropy
per site. This gives the data shown in Fig. 6.3(a). We see an accumulation of entropy
in the centre of the trap, where double occupancies are most likely to occur, and on the
edge of the cloud where the density goes down. In the region in between, the entropy
is low where the filling fraction is very high. Far outside the cloud, where there are
no atoms, the entropy goes to zero.
Fig. 6.3(b) shows an averaged cut through the data. The estimate of systematic
errors is done by numerical error propagation of the maximum possible deviations
of single and double occupancies in both directions, while taking the anticorrelation
between the errors into account, as described in Section 6.1.
Normalising the entropy to the local density gives the entropy per atom, shown
in Figs. 6.3(c) and 6.3(d). We find a low entropy in the trap centre and a diverging
entropy per atom towards the edge of the cloud. The lowest entropy is given by
0.34(10)kB, taking all uncertainties into account.
6.3.4 Entropy thermometry
Despite the lack of thermal equilibrium in the system, we can make use of the entropy
measurement to place an upper bound on our initial temperature in the 2D trap before
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Figure 6.3: System entropy, assuming a ground state and three equal excited levels
per site. (a) 2D distribution of entropy per site. The entropy is concentrated around
the centre, where double occupancies accumulate, and the wings where the density
fluctuations dominate. (b) Averaged cut through the 2D plot. The error bars show the
statistical uncertainty of the averaging, and the shaded areas display the systematic
error due to reconstruction uncertainties. (c) 2D distribution of entropy per atom. The
entropy per atom is low in the centre of the cloud and diverges outside the wings. In
the trap centre, the double occupancies cause an increase in entropy. (d) Averaged cut
through the 2D plot. The error bars show the statistical uncertainty of the averaging,
and the shaded areas display the systematic error due to reconstruction uncertainties.
The minimum entropy per atom is around 0.34(10)kB.
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turning on the lattice. If the processes of spin polarising the sample and ramping up
the lattice are adiabatic, then the measured entropy in the lattice would be equal to
the entropy in the trap. The Fermi energy is typically much larger than the energy
level spacing in the harmonic trap, so one can apply a semi-classical approximation
and relate the Fermi gas temperature to the entropy via [242, 245]:
S ≈ d
3
pi2NkB
T
TF
(6.22)
where d = 2 is the dimensionality of the initial trap. Summing the total entropy of the
system in Fig. 6.3(a) and dividing by the total atom number given by the density, we
find an average entropy per atom of S/N = 1.05(5)kB. According to Eq. (6.22), this
corresponds to an initial temperature of Tini = 0.16(1)TF. As the spin polarisation and
lattice ramp-up might entail some non-adiabaticity, the initial entropy, and therefore
the temperature, may be lower.
Furthermore, the entropy per atom on the order of kB illustrates the power of quan-
tum gas microscopy for studying strongly correlated systems. A global measurement
of system observables would not allow for detecting local phases of low entropy. But
with single-site resolution, we can isolate regions of entropy three times lower than
the average and study them individually. This will be instrumental for investigating
the different phases of the Fermi-Hubbard model.
6.4 Density-density correlations
With ultracold gases, two-point correlation functions have often been used to extract
information that goes beyond what is accessible from the average density distribu-
tions. This has allowed for studying many-body phases in new ways [61, 100, 101,
117, 246, 247]. With the number statistics at our disposal, we can measure the two-
point density correlations in the band insulator. It will be shown that the correlations
are related to the compressibility of the system.
We start with a density-density correlation function defined as:
cn(~r1,~r2) = 〈ψˆ†1ψˆ†2ψˆ2ψˆ1〉 − 〈ψˆ†1ψˆ1〉〈ψˆ†2ψˆ2〉
= 〈ψˆ†1ψˆ1ψˆ†2ψˆ2〉 − 〈ψˆ†1ψˆ1〉 δ(~r1 −~r2)− 〈ψˆ†1ψˆ1〉〈ψˆ†2ψˆ2〉
= 〈nˆ1nˆ2〉 − 〈nˆ1〉〈nˆ2〉 − 〈nˆ1〉 δ(~r1 −~r2)
(6.23)
where the ψˆk = ψˆ(~rk) are fermionic field operators, and we have used the anticom-
mutation relations in Eqs. (2.1a) and (2.1b) to rearrange the term ψˆ†1ψˆ
†
2ψˆ2ψˆ1. The
operators nˆk = nˆ(~rk) = ψˆ
†
kψˆk simply correspond to the number density. The brackets
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〈.〉 denote the ensemble average.
Instead of continuous distances~r, we have discrete lattice sites, and from the recon-
structed images we have access to the atom numbers Ni rather than number densities.
We can evaluate a correlation function defined similar to (6.23):
C
(
~ri,~r j
)
= 〈NiN j〉 − 〈Ni〉〈N j〉 − 〈Ni〉 δi j (6.24)
The analysis is based on the 425 reconstructed and digitised images of bands in-
sulators, such as that in Fig. 6.4(b). We have access to the number Ni on the sites
with discrete positions~ri. The correlation function (6.24) is evaluated for a given dis-
placement~a between the two positions~ri and~r j, whereas we use the average over all
images for each site as the ensemble average. To do this efficiently, a copy of the entire
image is displaced by the vector~a and multiplied by the original one in the overlap
region, as in Fig. 6.4(a). This is done for all images of the data set, and all results are
averaged. Finally, the average densities in the overlap region for the displaced and
non-displaced grids are calculated and subtracted.
For small displacements ~a, we observe small but finite density correlations at
the edge of the cloud and around the centre (Figs. 6.4(c) and 6.4(d)). This hints to-
wards a relation between the atom number fluctuations and the density correlations.
For larger displacements, the density correlations in the centre vanish, as seen in
Fig. 6.4(e).
If we are only interested in the correlation vs. distance, we can perform a further
average of C
(
~ri,~r j
)
over all lattice sites around the central region:
g(2)(~a) = ∑i
C(~ri,~ri +~a)
∑i
(6.25)
The result is shown in Fig. 6.5(a). A radial average, shown in Fig. 6.5(b), shows that
that biggest correlations are found for short distances. At~a = 0, the value of g(2) is -1,
which arises from the subtraction of 〈Ni〉 δi j in (6.24).
It can be shown that the sum of the correlation function g(2)(~a) over all positions
within a given volume is related to the total atom number fluctuations in that volume
via [241]:
∑
~a
g(2)(~a) =
〈(∆N)2〉
〈N〉 − 1 (6.26)
and, if the system were in thermal equilibrium, that the atom number fluctuations are
related to the isothermal compressibility κT [241]:
(∆N)2 = kBT
(
∂N
∂µ
)
T,V
=: kBT 〈N〉κT (6.27)
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Figure 6.4: Two-point density correlation function. Local correlations are detected
at the edges of the cloud and in the centre, but mostly at short ranges. (a) Method
for obtaining the correlation function C
(
~ri,~r j
)
. An array of lattice sites from an image
(red grid) is shifted by a discrete vector~a. The resulting (blue) grid is multiplied with
the original one in the overlapping region marked by the green rectangle. Repeating
the same operation for all images and a given ~a, and then averaging yields 〈NiN j〉.
(b) Single digitised image of a band insulator. (c) Local correlation for ~a = (1, 0).
(d) Local correlation for~a = (0, 1). (e) Local correlation for~a = (3, 3).
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which is a consequence of the fluctuation-dissipation theorem [248]. Inserting (6.27)
into (6.26) gives:
∑
~a
g(2)(~a) = kBTκT − 1 (6.28)
The −1 on the right-hand side already arises due to g(2)(0). If the other con-
tributions at finite ~a have any finite value, this means that the compressibility has
to be nonzero. Conversely, we detect finite correlation signals in regions where the
compressibility is finite, and in the band-insulating ring with almost unity filling the
density correlations vanish. Such a link between compressibility and density-density
correlation functions has been investigated for Mott [249] and band insulators [148].
There are a few points where one must be cautious:
• The on-site atom numbers Ni used in the correlation function (6.24) are not en-
tirely equivalent to the densities nˆi used in the correlation function (6.23), as
the nˆi are defined in terms of fermionic operators and therefore can only have
eigenvalues 0 or 1, whereas we can measure 0, 1 or 2 for the Ni. The Ni can
accommodate atoms that populate different bands. Nevertheless, 〈Ni〉 can be
expressed as
〈
∑k nˆ
(k)
i
〉
, where k is a band index. Inserting this into Eq. (6.24)
and using the fact that the numbers of different bands are mutually uncorre-
lated, the expression reduces to the sum of correlations of the form (6.23) for the
different bands.
• The assignment of a temperature in the relation (6.28) is not correct, especially as
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Eq. (6.23) can be derived from a grand-canonical partition function, which in this
case is not applicable. On the other hand, it has been recently shown that non-
interacting gases of fermions can converge to systems that resemble thermalised
systems and can be described using generalised Gibbs ensembles [250, 251].
Summary
We measured statistical properties of a spin-polarised Fermi gas with a band-insulating
region in the centre. Clear signatures of Fermi statistics appeared in the signal, namely
a plateau in density and a strong suppression of density fluctuations. A low entropy
per atom of 0.34kB was measured, and the entropy was used as a thermometer to char-
acterise the initial equilibrium temperature of the gas. Density-density correlations
were used as an alternative way to probe the incompressibility of the band insulator.
These measurements provide a successful benchmark of our system and repre-
sent the first single-site imaging experiments with fermions in a quantum degenerate
regime.
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Chapter 7
Conclusion and outlook
This thesis reported on the realisation of a new-generation quantum gas microscope
for fermionic 6Li in optical lattices. We apply standard techniques of laser cooling to
produce cold clouds of 6Li in two spin components. The first step of laser cooling is
along the principal 671 nm line, and the second step is along the 323 nm transition,
which possesses a narrower linewidth and a lower Doppler limit. A homebuilt laser
system produces the UV light for narrow-line cooling by sum-frequency generation
of two infrared wavelengths and subsequent second-harmonic generation. The fre-
quency is stabilised to a hyperfine transition of molecular iodine.
Following the laser cooling, we apply evaporative cooling and optical transport to
produce a degenerate Fermi gas. A tightly confining dimple trap allows for loading
a single 2D plane of a vertical optical lattice, where we perform magnetically driven
evaporative cooling. We then ramp on a lattice in the plane with a lattice constant
of 1.16µm, larger than for quantum gas microscopes that have been previously built.
The atoms are then transferred into a deep and short-scaled pinning lattice, where
we perform Raman sideband cooling to scatter photons while suppressing the recoil
heating. With a high-resolution microscope objective with a numerical aperture of
NA = 0.5, we can image the fluorescing atoms with high fidelity larger than 95%.
This implementation of the microscope is conceptually different from previous
ones. With the short-scaled pinning lattice, the system under study is separate from
the detection, allowing for more flexibility in the lattice geometry. Furthermore, we
found that the pinning lattice provides a new way to avoid pairwise losses of atoms
originating from the same lattice site. Due to the oversampling of the physics lattice
sites, these pairs can be split into different wells of the pinning lattice, where they
do not undergo these losses. This gives direct access to the true number statistics on
every site.
Using these tools, we investigated a dense sample of spin-polarised fermions in
the lattice with a very high filling fraction in the centre of the system. We detected
a flattening of the density profile towards the centre of the cloud, consistent with a
decrease of compressibility. This could also be seen in density-density correlations,
where incompressibility leads to an absence of correlations. Using the access to the
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on-site number statistics, the atom number fluctuations were found to be highly sup-
pressed in the central region, which is expected for band-insulating states, and a clear
signature of Pauli blocking. The local entropy could be evaluated on a single site level
and was found to be as low as 0.34kB per atom. Despite the lack of thermalisation in
the band-insulating region, the entropy could be used as a thermometer to place an
upper bound on the starting temperature of the system before it was loaded into the
lattice. These observations represent the first microscopic measurements on a degen-
erate Fermi gas on the single-atom level.
Current developments
Since the data for this thesis was taken, more progress has been made on improving
the machine. This progress will be described in more detail in the PhD theses of
Martin Boll and Timon Hilker.
The high-resolution imaging setup has undergone several improvements. Careful
alignment of the objective position and tilt angle has allowed for a major improvement
in the point-spread-function. Some apertures on mechanical elements that possibly
clipped the signal have been enlarged or removed. The magnification of the imaging
setup was changed from 35 to 60, leading to better sampling of each atom signal on
the camera. This reduced the uncertainty in fitting the PSF position and width.
The reconstruction algorithm has been overhauled, allowing for more reliable and
much faster reconstruction. Instead of fitting each lattice site with a Gaussian and
determining the amplitude, the image is now deconvolved with the real averaged
PSF, such that every atom signal ideally collapses onto a single pixel. The total counts
within a lattice site are taken as a measure for the atom number. This method has
previously been used to overcome the diffraction limit in fluorescence imaging [252].
Together with the improved PSF, it gave a better reconstruction fidelity and reduced
the effect of atom signals intruding into neighbouring sites. The counts for N = 1
and N = 2 are on average much more distinguishable, and the relative uncertainty in
assigning a double occupancy is now 10% instead of 28%.
By simply omitting the removal of one spin component described in Section 4.3.3,
we could easily start with a spin mixture of |1〉 and |2〉 in the lattice. Repulsive interac-
tions enabled us to observe the crossover into the Mott insulating regime. Imaging of
Mott insulators with 6Li and single-site resolution had already been reported in [165].
The problem with two spin components was that the splitting of two different
spins on the same lattice site into different pinning lattice wells was only probabilistic
as they were not separated in energy. This led to many losses of atom pairs due to
light-assisted collisions. However, with the aid of strong repulsive interactions using
the Feshbach field, the probability for splitting the pair could be increased. Taking
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into account that the adiabaticity in this process is given for much slower ramps of
the pinning lattice, the fidelity of detecting double occupancies could be considerably
improved, leading to clear images of a two-component band insulator.
Future experiments
The experiment is designed to be a useful quantum simulator for the Fermi-Hubbard
model, which was discussed in Sections 2.2.2 through 2.2.4. The following features
are part of the longer-term goals of the experiment to realise this goal or study other
physical models:
• Superlattices. The use of superlattices opens up many new possibilities and
is, in combination with site-resolved imaging, a unique feature of our experi-
ment. With the possibility of using 2 × 2 plaquettes, we could study resonant
valence bond states [253] or topological phases [254]. Furthermore, with super-
lattices we could possibly prepare antiferromagnetically ordered states by adia-
batic splitting of spin singlets into double wells and then coupling neighbouring
singlets [255]. This approach is promising due to the very low initial entropy.
• Spin-resolved imaging. The atoms start in a node of the large-scaled vertical
lattice with 3µm spacing. By slowly ramping up the short-scaled lattice, the
plane can be split into two. If we simultaneously apply a magnetic gradient
field in the vertical direction, different spin components can be deterministically
split in opposite directions. Shifting the relative phase of both lattices by pi and
ramping down the short-scaled lattice brings the atoms to a separation of a full
plane. This can be repeated several times until we can image each component
while the other is out of focus [238].
Being able to measure spin correlation functions over many lattice sites would
represent a major step forward in quantum gas microscopy and will be instru-
mental in probing quantum magnetism [97, 98].
• Arbitrary light patterns. We plan to implement a digital spatial light modula-
tor [256]. This will enable us to perform multi-site addressing, thereby prepar-
ing a well defined initial density or spin distribution [113]. It will also allow
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for projecting arbitrary light potentials onto the atoms, setting novel bound-
ary conditions. For example, the use of 1D superlattices and together with op-
tical "hard-wall" potentials can be used to probe solitons in the Su-Schrieffer-
Heeger model [257]. In general, hard walls are useful for probing topological
edge states [258, 259].
• Fermions in 1D. The regime of fermions in one dimension has been studied the-
oretically [260–262] but many aspects of this regime remain largely unexplored
experimentally. The breakdown of individual excitations and the separation of
charge and spin are of particular interest [263]. By preparing spin-imbalanced
fermions, where the Fermi energies of both components do not match, one can
study superfluidity [174, 264] and FFLO phases [179, 180].
Spin resolved imaging in 1D systems would be particularly simple: we confine
the atoms to decoupled 1D chains, using the 1.16µm lattice along the chains and
the 2.32µm lattice perpendicular to them. By applying a magnetic gradient and
ramping up the short 1.16µm lattice perpendicular to the chain, each well splits
into two, while the spins deterministically get split in opposite directions. This
yields the original spatial and spin distribution in a single image.
• Systems out of equilibrium. Ultracold atom systems are generally readily tun-
able, which allows for performing sudden quenches of a system parameter and
observing subsequent dynamics [114, 116, 265, 266]. The question of how quan-
tum systems out of equilibrium relax is a topic of active research (see [267] and
references therein). It is assumed that integrable quantum systems do not relax
to equilibrium states [268, 269]. We can probe the Fermi-Hubbard model in two
limiting cases: one with vanishing interactions, where the system is integrable
and does not thermalise, and another with finite interactions with the possibil-
ity to relax to equilibrium. The breakdown of integrability for finite interactions
can be investigated for a quenched or driven system.
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