Large scale mutagenesis experiments are becoming possible owing to the advancement in the sequencing technologies and high throughput screening. Deep mutational scans perform exhaustive single-point mutations on a protein and probe their phenotypic effects. Performing a full scan with site-directed mutations of all the amino acid residues in a protein may not be practical, and may not even be required, especially if predictive computational models can be developed. Computational models are however naive to cellular response in the myriads of assay-conditions. In order to develop the realistic paradigm of assay context-aware predictive hybrid models, we combine minimal deep mutational studies with computational models and predict the phenotypic outcomes quantitatively. Structural, sequence and co-evolutionary information along with partial deep mutational scan data was included to capture the phenotypic relevance of the mutations to the specific screening criterion. The model reliably predicts the fitness outcomes of hundreds of randomly selected amino acid mutations in β-lactamase, when the phenotypic fitness data from as few as 15% of the full mutation is available. Interestingly, the predictive capabilities are better with a random set of mutations rather than with a systematic substitution of all amino acids to alanine, asparagine and histidine (ANH).
1 Introduction change in organismal fitness upon amino acid point mutations in proteins is further complicated, since fitness is a downstream effect and an immediate correlation with changes in structural stability and dynamics of the protein may not be easy. However, such an understanding will have an enormous impact, whether it is for identifying disease causing mutations in human genome or for designing drugs against unicellular bacteria.
Mutational landscape analyses had been resource demanding, involving mutations of the genes encoding the protein, their expression, purification and characterization of the effects in vitro or in cellulo. Despite this difficulty, hundreds of single point mutations, site directed or random mutations, or even systematic alanine scan mutagenesis 10, 11 experiments were performed on many interesting proteins. 12 The effects of mutations on protein folding, stability, enzymatic activity, etc, have been classified as beneficial, neutral, and detrimental to the function of the proteins. Valuable sequence-function relationships can be constructed for the enzyme, with mutational robustness as well as functionally important hotspot residues. However, development of high-throughput technologies, and an interest in protein engineering have driven newer developments in the exploration of mutational landscapes. [13] [14] [15] Notable among them is the Deep Mutational Scanning methodology, which can perform > 10 5 mutations in a series of experiments.
Deep mutational scanning experiments explore the functional phenotypic effects of thousands of mutants by way of massive sequencing. 16 Coupled with a high throughput screening, this approach allows the quantification of the phenotypic changes resulting from the mutations. In principle, the methodology is about an extensive and exhaustive single point mutational scan, where every single amino acid in the protein is replaced with all 19 alternative possibilities. Such detailed studies which identify the enrichment or decimation of each amino acid mutation by functional role selection provide sufficient rationale for selecting target residues for protein engineering. While it has been clearly demonstrated that such deep scan can in principle be performed, the number of such studies is way too less compared to the number of identified protein sequences. The success of the method, its potential for protein engineering, necessitates that alternative ways of predicting the fitness changes to all possible amino acid mutations be developed. Here comes the importance of computational methods. The computational methods using structure and sequence have been used for understanding the function of proteins, in rational design of drugs. In silico methods have been applied successfully in several areas of computational biology, from molecular mechanisms of protein function using atomistic simulations to quantitative structure activity relationships using physico-chemical properties of drugs to predict the downstream effects of the drug such as the survival rate of bacteria.
Several computational approaches which use information of the protein sequence, its homologs and/or structure have been developed to score the relative importance of the mutations. SIFT 17 uses the amino acid frequencies at each position in a mulitple sequence alignment of homologous proteins to predict whether an amino acid substitution at a particular position in a protein will be neutral or detrimental to its phenotypes. SNAP 18 is also a sequence information based tool and uses machine learning approach for predicting the effect of mutations.
Other models using three-dimensional structural information of the proteins, such as SNPs3d 19 are trained on disease and non-disease related data using Support Vector Machine methods to recognize the structural patterns for mutational intolerance. Hybrid models, such as PolyPhen, 20 combine available sequence and structural data information into rule based systems to improve the classification of the mutations to potentially non-neutral and neutral. Very recently an unsupervised method based on evolutionary statistical energies computed from sequence covariation 21 (EVmutation) for the prediction of effects of point mutations was proposed.
All these models except EVmutation act as classifiers, and none have the flexibility to adapt when the phenotypic selection criterion is changed. Predicting the downstream effects of any mutation under any external selection pressure is not easy. While it may be too soon for computational methods to completely replace wet-lab experiments, at this stage they may be helpful in reducing the number of experiments required, by prioritizing them rationally. One can combine a partial deep mutation scan under the desired phenotypic screen with the computational models to achieve the desired predictions. The next step in the evolution of the models is thus a combination of the partial data from deep mutational scan, with sequence, co-evolution and structural information. This is the direction we explore in Deep2Full, which aims at developing a new paradigm of quantitatively predicting the functional outcomes of a full mutational scan by using minimal information from experiments.
Results and Discussion

Choice of parameters
To computationally simulate the effect of deep mutational scan we combined information from structure, sequence and co-evolution. Seventeen different variables from structural and sequence information of the protein were used. The structural factors for each amino acid that could be calculated from a reference protein structure
were included in the model -(1) Solvent accessible surface area (SASA) (2) Secondary structural order, with a binary value 1 if the residue is part of a α-helix or β-sheet, and 0 otherwise (3) Number of structural contacts an amino acid has with a 4Å cutoff (4) Average commute time, 22 which reflects the average connectivity of a given amino acid with the rest of the protein. The second group of independent parameters were based on the sequence information -(5) BLOSUM substitution matrix, which is the probability of substitution of the residue in the wild type by other residues is inferred from evolutionary information 23 (6) Hydrophobicity on the Kyte-Dolittle scale 24 of the amino acid after mutation (7) Hydrophobicity of the amino acid in the wild type (8) Position specific substitution matrix (PSSM) score for the amino acid after mutation, obtained from PSI-BLAST and (9) PSSM score for the wild-type amino acid (10) Conservation of the amino acid. The third group of independent parameters were based on the properties of co-evolutionary networks that were constructed using the multiple sequence alignment (MSA) of hundreds of homologous proteins (Methods section). This group which is supposed to reflect the importance of an amino acid in an undirected co-evolutionary network -(11) Average co-evolution correlation of each amino acid (12) Degree centrality, the number of nodes to which a node is connected (13) Betweenness centrality, quantifying the importance of a node in connecting other pairs of residues (14) Closeness centrality, the inverse of the sum of distances to all other nodes (15) Eigenvector centrality, which considers not just the number of connections a node has, but also the connectivity of the immediately connected nodes. Further directed network information (Methods section) are included into the model - (16) Impact factor, the number of compensatory mutations required for mutation at residue is calculated based on conditional probabilities (17) Dependency factor, which is the counterpart of impact factor is the number of residues which are likely to influence a mutation in a given protein.
Neural network model
Although the scope of the model is general, in this work, the model is illustrated by complementing the fitness changes in E. coli with single point mutations in TEM-1 β-lactamase when exposed to ampicillin. While it lacks the simplicity of a linear regression model, it can in principle embody all the complex nonlinear interactions that occur at the different stages of the effect propagation, starting from the mutation and ending with the change in fitness. A feedforward neural network with Levenberg-Marquardt back-propagation was used with the NNM module of Matlab. A single hidden layer is used for prediction. The number of hidden neurons is varied and the optimum is decided based on the mean squared error (MSE) calculated over all data points.
For a fixed number of hidden neurons, multiple models were created with random initializations for the weights and biases. With every chosen data set, neural network model was built by dividing the data into training, validation and prediction sets. It may seem restrictive that the training and test sets are based on the data from β-lactamase. However, the goal of Deep2Full is to use the context dependent experimental data generated using a phenotypic selection criterion, to rationally reduce the number of such experiments. The neural network model is used for exploring quantitative predictions of fitness when several fractions of the full mutational data is available by way of deep mutational scan.
Full mutational scan
Initially, a neural network model was built using 85% of the complete experimental data obtained at 2500 µg/ml drug concentration, 70% was used for training, 15% for validation and the rest for predictions. Although the available data was obtained from a systematic substitution of every amino acid with all possible choices, the training set we used was based on a random selection of the 70%. 
Effect of individual variable
For investigating the influence of individual input variable on prediction, the input variable is kept fixed at its mean value for all the samples and the network is retrained. This is equivalent to removing the contribution of that particular variable in prediction. Hence the change in mean squared error(MSE) on removal of a variable quantifies the importance of that input parameter. Figure 3 shows the difference in MSE when each variable is replaced by its mean value. BLOSUM which represents the substitution effects based on evolutionary data has the highest contribution to the predictions. Hydrophobicity index of the amino acid to which the mutation is made and the average commute time are the other variables with two significantly higher contributions. In addition to the 17 variables, we also added the statistical coupling energy 21 as an additional variable to see if it improved the correlation between the predictions and the observations. No improvement was noticed, possibly because the co-evolutionary effects represented by variables 11 to 17 already implicitly accounted for this factor. So statistical coupling energy was not used in any other analysis in this work. We also analyzed the contributions at a coarse level, creating neural network model for alanine scan mutations using only (1) sequence based variables and (2) structure based variables. The sequence based model is slightly better than the structure based one, R 2 prediction values being 0.55 and 0.44 respectively for the sequence and structure based models.
Complementary ANH scan
Alanine scan mutagenesis is a popular biochemical technique which aims to replace all potentially interesting amino acids with alanine, and study the effects on the stability and function of the protein. The choice of alanine is motivated by the goal for standardization and simplicity of the substituted amino acid. Using the experimental data of the fitness response to alanine scans, the outcomes for all other 19 mutational scans were predicted using Deep2Full. However, in our search for the minimal data set which can be useful for understanding the effect of all mutations, alanine proved insufficient as the fitness changes with mutations to all other 19 amino acids could not be predicted satisfactorily (Supplementary Figure 1) . It was recently discovered by curating the data from all the deep mutational scan data that the potential impact of an amino acid is understood by scanning with mutations to two amino acids -asparagine (N) and histidine (H). 
Random vs. ANH scan
When reasonable fitness outcomes could be predicted with as few as 15% of the full mutational scan data, a question arises whether is the better way to perform the scan. We make a comparison with the outputs when the same few data points are chosen randomly instead of from ANH scan. The motivation for the training the model with the random mutations is that if it indeed is at least as effective as ANH scan, the experimental constraints on a very specific scan will be lesser. Interestingly, we see that when 15% of the full mutational scan data is chosen for a combination of training and validation, the predictions are slightly better than from the predictions of the complementary ANH scan as seen in Figure 4C (R 2 prediction = 0.62). Also in general the distribution of R 2 for each of the amino acids before or after mutation is better with a random choice (Supplementary Figure   4) . Of course, increasing the training and validation set further, to 50% makes the predictions better ( Figure   4D ) and almost comparable to the results from using 85% data in Figure 2 .
Comparison with scoring models
Scoring models such as SNAP have been used for classifying the mutations as fitness-neutral or non-neutral.
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Other recent models have shown a good correlation between the evolutionary statistical energy 21 , the fitness score obtained from co-evolutionary model and the fitness variations observed in deep mutational scan. Unlike
Deep2Full, these models are unsupervised and do not require a partial set of experiments to generate the scores. However, if the goal is to build a model which quantitatively predicts the fitness variations of mutations with minimal wet-lab experiments, the priorities differ. For example, the magnitude of effect of the same β-lactamase mutation in E. coli is different at different ampicillin concentrations. Deep2Full focuses on using partial data from mutational scan experiments to customize the model to simultaneous variations in mutational space as well as to the changes in concentrations of stressors. A similar approach using SNAP or EVM scores would also require training the unsupervised computational scores against the experimentally observed fitness variations to develop a model, possibly a linear regression model relating the score with the fitness. As shown in Supplementary Figure 5 , for the specific example considered, the relations between the scores and cellular fitness using 15% and 50% of randomly selected mutations are at least as noisy or worse than the models we used.
Dose-response
Deep mutational scan experiments are in general repeated for several assay conditions, specifically the fitness changes at different concentrations of the drug were measured for E. coli. 25 The question we explore here is whether the predictive computational models can be useful for reducing the number of experimental trials. Thus the same paradigm can be extended: that by knowing partial data at different concentrations, which will be helpful in developing the dose-response curves, the fitness variations arising from every single amino acid mutation can be predicted. However, considering that the differences that were seen between the two different trials of the same experiment, we do not attempt the quantitative concentration dependent full mutational scan at this stage.
Prediction Quality Analysis
The quality of predictions were judged from three different measures -(1) the overall R 2 prediction , which was good even when 15% of the data is used. The quality improves as more data is used for training, R Figures 2 and 3 ), which are summarized using their R 2 prediction values in Figure 5 . It can be noticed that the effects of some amino acid mutations do not span the entire range, hence predictions could not be improved. (3) For an expected experimental fitness, the variation in the predicted values. This is summarized in Figure 2 with histograms of predicted fitness generated from the expected fitness variation around -3, -2, -1 and 0. While these histograms show a variation relative to the expected fitness, it must be noted that even in different trials of the experiment, there is a significant variation. This variation in the predictions is comparable to the variation in the observed fitness in different experimental trials that is marked in Figure 4A .
Conclusions
Deep2Full is developed as a new paradigm for developing computational models customized with deep mutational scan data from some concentrations to quantitatively predict the fitness outcomes of a full-set of mutations and at multiple concentrations of the stressors. Neural network model and seventeen structural, sequence and coevolutionary variables were used to make these predictions. By combining this phenotypic deep scan data with structure, sequence and co-evolutionary information, reliable predictions of the full set of deep mutational scan was achieved. Model prediction can be improved as the repeatability in the different trials of the experiments improves. Deep2Full is a way of rationally reducing the number of mutagenesis experiments required to make the fitness predictions in a full mutational scan.
Methods
Co-evolution network and properties: Multiple Sequence Alignment(MSA) for the β-lactamase family was obtained from Pfam (Pfam ID: PF13354) and sequences with a gap frequency less than 20% were used for the analysis. Consensus sequence was generated using the amino acid that most occurs in a given position.
Following the Statistical Coupling Analysis protocol, 27 MSA was converted into a boolean sequence, with a 1 if the amino acid is the same as in the consensus sequence and 0 otherwise.
Undirected network : The co-evolutionary relation between two amino acids i and j is calculated as proposed by
, and q ai is the probability with which the amino acid a i at position i in the consensus sequence occurs among all proteins.
x i is the i th column in the boolean sequence and s denotes the average over sequences. The co-evolutionary matrix is converted into a network representation using a cutoff c. If C ij > c, we consider an undirected coevolutionary network i -j to be present. In the present analysis weighted co-evolutionary matrix was used and the cut-off chosen was 1.5. Using the network of amino acids is built using this criterion, different centrality measures were calculated -eigen vector centrality, degree, etc.
Directed network : Using the boolean sequence that was created using multiple sequence alignment, we created a directed influence network, in a co-evolutionary sense, with the following conditional probabilities:
No. of sequences with i=1 and j =1 No. of sequences with i=1 and j =0 or 1 P (j = 0|i = 0) = No. of sequences with i=0 and j =0 No. of sequences with i=0 and j =0 or 1
We used a cut-off P = 0.87. If both P (j = 1|i = 1) and P (j = 0|i = 0) are simultaneously greater than a value P . In this directed network, the number of outgoing links is considered the impact of an amino acid, and the number of incoming links is considered its dependency. The impact and dependence are supposed to summarize how many simultaneous mutations are forced or forced-upon by a mutation.
Average commute time:
The hypothesis that the structural and dynamical connectivity of an amino acid to other amino acids determines the importance of an amino acid has been put forward. 22 The average commute time has been used for identifying hotspot amino acids. The resistance matrix is constructed using the number of atom-atom contacts between amino acids i and j, which are within 4Å . Structure obtained from PDB (1M40) was used for this definition. The resistance matrix is used for average commute time calculations as per the algorithm suggested in Ref. The results are compared with using (C) 15% and (D) 50% randomly picked mutations for training, which show that at the same level of training (15%), choosing a random set of mutations is better than a systematic ANH scan. [ampilicin] (μg/ml) [ampilicin] (μg/ml) Figure 1 of main article and the amino acid(a. a.) and its
