Despite the increasing opportunity to collect large-scale data sets for population genomic analyses, 13 the use of high throughput sequencing to study populations of polyploids has seen little application. 14 This is due in large part to problems associated with determining allele copy number in the genotypes 15 of polyploid individuals (allelic dosage uncertainty-ADU), which complicates the calculation of 16 important quantities such as allele frequencies. Here we describe a statistical model to estimate 17 biallelic SNP frequencies in a population of autopolyploids using high throughput sequencing data 18 in the form of read counts.We bridge the gap from data collection (using restriction enzyme based 19 techniques [e.g., GBS, RADseq]) to allele frequency estimation in a unified inferential framework 20 using a hierarchical Bayesian model to sum over genotype uncertainty. Simulated data sets were 21 generated under various conditions for tetraploid, hexaploid and octoploid populations to evaluate 22 the model's performance and to help guide the collection of empirical data. We also provide an 23 implementation of our model in the R package polyfreqs and demonstrate its use with two example 24 analyses that investigate (i) levels of expected and observed heterozygosity and (ii) model adequacy. 25 Our simulations show that the number of individuals sampled from a population has a greater impact 26 on estimation error than sequencing coverage. The example analyses also show that our model and 27 software can be used to make inferences beyond the estimation of allele frequencies for autopolyploids 28 by providing assessments of model adequacy and estimates of heterozygosity. 29
Introduction 32
Biologists have long been fascinated by the occurrence of whole genome duplication (WGD) in 33 natural populations and have recognized its role in the generation of biodiversity (Clausen et al.
of seed plants and angiosperms have been followed by several more WGDs in all major plant groups containing the number of sampled reads with the reference allele at each locus for each individual. 144 Then for individual i at locus , we model the number of sequencing reads containing the reference 145 allele (r i ) as a Binomial random variable conditional on the total number of sequencing reads (t i ), 146 the underlying genotype (g i ) and a constant level of sequencing error ( )
Here g is the probability of observing a read containing the reference allele corrected for sequencing 148 error 149 g = g i ψ (1 − ) + 1 − g i ψ .
(2)
The intuition behind including error is that we want to calculate the probability that we observe a 150 read containing the reference allele. There are two ways that this can happen.
(1) Reads are drawn 151 from the reference allele(s) in the genotype with probability g i ψ but are only observed as reference 152 reads if they are not errors (probability 1 − ).
(2) Similarly, reads from the non-reference allele (s) in the genotype are drawn with probability 1 − g i ψ but can be mistakenly read as a coming from a 154 reference allele if an error occurs (probability ). The sum across these two possibilities gives the 155 overall probability of observing a read containing the reference allele. If we also assume conditional 156 independence of the sequencing reads given the genotypes, the joint probability distribution for 157 sequencing reads is given by
Since the r i 's are the data that we observe, the product of P (r i |t i , g i , ) across loci and individuals 159 will form the likelihood in the model.
160
The next level in the hierarchy is the conditional prior for genotypes. We model each g i as a
161
Binomial random variable conditional on the ploidy level of the population and the frequency of the 162 reference allele for locus (p ):
We also assume that the genotypes of the sampled individuals are conditionally independent given the 164 allele frequencies, which is equivalent to taking a random sample from a population in Hardy-Weinberg 165 equilibrium. Factoring the distribution for genotypes and taking the product across loci and individuals 166 gives us the joint probability distribution of genotypes given the ploidy level of the population and 167 the vector of allele frequencies at each locus (p = {p 1 , . . . , p L }):
We choose here to ignore other factors that may be influencing the distribution of genotypes such 169 as double reduction. In general, double reduction will act to increase homozygosity (Hardy 2015).
170
However, it is more prevalent for loci that are farther away from the centromere, which makes 171 the estimation of a global double reduction parameter (typically denoted α) inappropriate for the 172 thousands of loci gathered from across the genome using techniques such as RADseq. It might be 
The marginal posterior distribution for allele frequencies can be obtained by summing over genotypes
It would also be possible to examine the marginal posterior distribution of genotypes but here we 185 will focus primarily on allele frequencies.
186
Full conditionals and MCMC using Gibbs sampling 187 We estimate the joint posterior distribution for allele frequencies and genotypes in Eq. 5 using MCMC. is Beta distributed and is given by Eq. 7 below:
This full conditional distribution for p has a natural interpretation as it is roughly centered at the 194 proportion of sampled alleles carrying the reference allele divided by the total number of alleles 195 sampled. The "+1" comes from the prior distribution and will not have a strong influence on the 196 posterior when the sample size is large.
197
The full conditional distribution for genotypes is a discrete categorical distribution over the 198 possible values for the genotypes (0, . . . , ψ). The distribution for individual i at locus is
where g (-i) is the value of the genotypes for all sampled individuals excluding individual i and g 200 is the same as Eq. 2. The full conditional distribution for genotypes can be seen as the product of 201 two quantities: (1) the probability of each of the possible genotypes based on the observed reference 202 reads and (2) the probability of drawing each genotype given the allele frequency for that locus in 203 the population.
204
We begin our Gibbs sampling algorithm in a random position in parameter space through the To further evaluate the model and to demonstrate its use we present an example analysis using 242 an empirical data set collected for autotetraploid potato (Solanum tuberosum) using the Illumina (1951).
255
To analyze levels of heterozygosity in this way, we used the estimators of Hardy (2015) (2015)]:
Similarly, the m th estimate of the expected heterozygosity is calculated using Eq. 10 [denominator of 262 Eq. 8 in Hardy (2015)]:
263
The posterior distribution of a multi-locus estimate of heterozygosity can then be approximated by 264 taking the average across loci for each of the per locus posterior samples.
265
To evaluate levels of heterozygosity in autotetraploid potato, we obtained biallelic count data 266 for 224 accessions collected at 384 loci using the Illumina GoldenGate platform from the R package 267 fitTetra (Voorrips et al. 2011), which provides the data set as part of the package. We chose the 'X' 268 reading to be the count data for the reference allele and added the 'X' and 'Y' readings together to get 269 the total read counts ('X' and 'Y' represent the counts of the two alternative alleles). Initial attempts 270 to analyze the data set using our Gibbs sampling algorithm were unsuccessful due to arithmetic 271 underflow. This was due to the fact that the counts/intensities returned by the Illumina GoldenGate 272 platform are on a different scale (∼10,000-20,000+) than the read counts that would be expected 273 from a RADseq experiment. To alleviate this problem, we rescaled the data set while preserving the (5, 10, 20, 30) . Each individual plot shows the RMSE of the estimates for each ploidy level (tetra, hex, octo) across the different levels of coverage (5x, 10x, 20x, 50x 100x) . The best scenario is in the bottom left with 30 individuals sampled and an allele frequency of 0.01. The worst scenario is in the upper right corner with 5 individuals sampled and an allele frequency of 0.4. Looking across rows shows that error increases as allele frequencies get closer to 0.5. Looking up and down columns shows that error increases as the number of individuals decreases. Within each plot, increasing sequence coverage does not have as large of an effect on error, and differences in ploidy show that error decreases as ploidy increases. 
