Research employing words from taxonomic categories (e.g., animals, foods) has figured prominently in work on human memory for over 20 years. For example, numerous studies have been concerned with the role of category organization in free recall learning (Kausler, 1974; Shuell, 1969; Tulving & Donaldson, 1972) . Also, considerable work has recently been directed at elucidating which factors affect comprehension of category membership (Collins & Loftus, 1975; Perfetti, 1972; . Investigators in both of these research areas have typically used categories selected from one of the existing category-word norms (Battig & Montague, 1969; Hunt & Hodge, 1971; Loess, Brown, & Campbell, 1969; Shapiro & Palermo, 1970; Cohen, Bousfield, & Whitmarsh, Note 1) . These categoryword norms present various category terms and, for each category, a list of words which subjects report to be examples of the category. One would hope that the categories used in the various norms represent the most common or most typical categories in the language. Nevertheless, with one exception (Shapiro & Palermo, 1970) , none of the published norms state a precise criterion by which categories were selected for inclusion in the norms. Moreover, none of the norms report evidence that the categories therein are representative of what subjects would regard as categories, or which categories are most familiar to subjects. With the exception noted above, all developers of category-word norms 139 appear to have used intuition as the criterion for selecting those categories used in the norms. While it is possible that the intuitions of norm-developers were successful in selecting predominantly familiar categories, this remains to be empirically verified. Consequently, the principal purpose of the present research was to determine which category terms, that is, superordinate labels, are the most common. The commonality of category frequency is potentially important experimentally since commonality of stimuli has long been known to affect performance in many cognitive tasks (Hall, 1970; Smith, 1968; Wilkins, 1971; Woodworth & ScWosberg, 1954) .
In the present study, the procedure for ascertaining which category labels are most common in the language was simply to ask subjects to write down, within a limited time period, names of common categories. The category-term responses were then tabulated and rank ordered from most frequently produced to least frequently produced, thus allowing easy determination of the most common categories.
A second purpose of the study was to determine whether there is any consistency in the order of production of category labels across subjects. Bousfield and Sedgewick (1944) found that when subjects produced examples of a category (e.g., birds) they tended to produce words in conceptually common clusters (e.g., parrot, canary, parakeet). Similarly, the present study examined subject protocols for evidence of successive recall of category terms which are related (e.g., birds, animals, fish). Evidence of clustering of category terms would support recent research indicating a higher order structure of categories in semantic memory (Collen, Wickens, & Daniele, 1975; Herrmann, Shoben, Klun, & Smith, 1975 Students from several classes were asked by their instructors to participate either during or following classes. Students were free to choose not to participate and approximately 20 elected not to do so. The lower number of females was a consequence of Kirkland's enrollment's being two-thirds as large as that of Hamilton, with class composition reflecting this ratio. Five females and four males were excluded from the analysis due to their misinterpreting directions, as evidenced by listing exemplars of categories as well as the category terms. Thus, 132 males and 87 females constituted the fmal sample of subjects.
Procedure
Subjects participated in the study during either the fust or last 12 min of class or, for two classes, for 12 min after class. Classes ranged in size from approximately 12 to 28 students, with a mean of approximately 20 students. Large lecture sections were not used for two reasons. First, the directions for the category-term production task included an example of a category term to insure that subjects knew what was meant by "category term." Use of a particular label with a large class would have biased the frequency with which subjects produced that category. To minimize such bias, a particular example of a category label was used in no more than 2 out of the 12 classes sampled. A second reason for using several small classes was to obtain a total sample composed of students from many disciplines, rather than only from" psychology. Thus, the 12 classes comprising the total sample included 5 which represented departments other than psychology. Moreover, of the seven psychology classes, five were at an introductory level and consequently included many nonpsychology majors. Only two classes were constituted solely of psychology majors.
After an appeal for cooperation by the class professor, subjects were asked to perform a category generation task. A category was dermed as being "a word or set of words which refer to another group of words which share some common characteristic." Following this dermition, an example of a category term and two of its members was given to the different classes in the experiment. The examples were "Automobiles (Buick, MG)," "Motorcycles (Yamaha, Harley Davidson)," "Illnesses (flu, polio)," "A Type of Behavior-Modification Therapy (extinction, reinforcement)," "A Style of House (Tudor, splitlevel)," "Relatives (mother, uncle)," "A Type of Government (fascist, democracy)," and "Famous Artists (Van Gogh, Picasso)." After the explanation of category terms, subjects were directed to write as many examples as possible of "common" category terms in a 4-min period.
RESULTS AND DISCUSSION

Adequacy of Category-Term Generation
Response protocols were inspected to determine if instructions were understood by subjects. One objective criterion for comprehension of instructions was the production by a subject of at least one category term used in category norms (Battig & Montague, 1969; Hunt & Hodge, 1971; Loess et al., 1969; Shapiro & Palermo, 1970; Cohen et al., Note 1) . By this criterion, 100% of the females and 95% of the males understood the directions. Of the remaining six males, the authors judged responses of only two subjects as being composed entirely of words not commonly regarded as categories (e.g., adjectives such as "rich, good, easy").
Commonality of Category Terms
The average number of category terms produced by a subject in the 4-min period was approximately 28 terms. Table 1 presents commonality data for the , different category terms generated by subjects. The first column of Table 1 presents category terms numbered in descending rank order of production frequency, that is, the number of subjects producing the category term.
Responses produced by only one or two subjects are not presented in the table in order to save space (there were 141 responses produced twice and 1,123 produced once). Investigators who wish to have a list of the lowfrequency terms may obtain a copy from the authors. In a few cases, there are two or more category terms grouped under one category-term number. This is because in these instances the different category terms appeared to be referring to the same class of exemplars. However, since some readers might disagree with the present authors' judgment of synonymy between different category terms, where different category terms are grouped together, the relevant statistics for each of the terms are also presented separately. The second column lists for each term the total number of subjects who produced the term, that is, its frequency (f) and the number of subjects who listed the term first (1st) in their 4-min production. For items which are actually a composite of two or more different responses judged to be synonymous, the count for each of the separate terms is listed within parentheses. For example, the responses "car" and "automobile" were grouped together (Category Term 2 in Table 1 ). The statistics given in the second column indicate that a total of 129 subjects generated the two terms; that 103 subjects produced "car" and 26 produced "automobile"; that 16 subjects gave these terms first; and, that 9 subjects gave "car" first and 7 subjects gave "automobile" first.
Reliability of Commonality Measures
Two reliability measures were calculated on the frequency data. First, a split-level reliability coefficient was determined. This was done by dividing the total sample into two groups containing an equal number of males and females and then correlating the groups on the production frequency of those terms with a frequency of three or above in either group. The correlation was r = .895 (p < .001), and can be compared to the intersample correlation in the Battig and Montague (1969) norms. For each category (e.g., bird), Battig and Montague correlated the number of times each word was produced as an example of the category (e.g., sparrow, canary) in each of two samples, for all words produced by 10 subjects or more across both samples. Across 56 categories, the intersample correlation ranged from .097 to .997, with a median correlation of .967. Thus, it is seen that the present reliability was somewhat less than that typically found for production within a category, but the reliability was not nearly as low as has been found for production within some categories. Cohen et al., 1957 (C) , Battig and Montague, 1969 (B) , Loess etal., 1969 (L) , Shapiro and Palermo (S) Second, the production frequencies of females was correlated with that of males (r = .864, P < .001, for terms with a total frequency of three or more). The correlation between males and females was significantly lower than that for the split-half correlation (z = 1.68, P < .05, one-tailed test). A one-tailed test was used because the correlation of frequencies across sex groups should be no better than, and possibly worse than, the reliability coefficient between sample halves equated for representation of the sexes. However, the magnitude of variance accounted for by sex differences was obviously low (5.5%), and, therefore, sex differences were probably important for only a small number of category terms. (A breakdown of the frequency data in Table 1 according to the sex of subjects is available from the authors.)
Commonality of Category Tenns in Category-Word Nonns
The third column indicates which category-word norms included the particular category term. Norms which used the term, or a clear synonym of the term, are each symbolized by a different capital letter (see footnote to Table 1 ). Responses which mayor may not be equivalent to categories in a norm (depending on interpretation of a category term) are listed with a "?" beside the capital letter. The norms symbols are presented in Table 1 for two reasons. First, presentation of norms symbols in the table permits a quick conclusion as to whether or not production frequency covaries with past usage of categories in norms. Second, the symbols provide an index of which norms might be consulted by experimenters who wish to use a particular category.
Examination of the third column of Table 1 indicates that the likelihood of a category's inclusion in a norm increased directly with the term's frequency in the present data. When past norms are compared in Table 1 , it appears that all of the previous norms employed many rare categories. Fifteen of the 43 categories in the Cohen et al. (Note 1) norms do not appear in Table 1 , that is, these terms were not produced by three or more of the present subjects. Similarly, 22 categories of the 56 in the Battig and Montague (1969) Table 1 . Thus, at least 33% of the category terms in any of the category-word norms are uncommon when usage is estimated by Table 1 . No attempt was made to assess which norms might be most representative of the population of categories, due to complexities involved in establishing an acceptable criterion of representativeness.
Oustering of Category Tenns
The second purpose of the present study had to do with the sequence in which subjects produced category terms. Examination of individual protocols showed a tendency for subjects to recall related categories together. For example, of the 30 subjects who produced just two geographic terms (e.g., cities, continents, counties, countries, states) during the 4-min period, 23 subjects recalled the terms successively. Of the 12 subjects who produced three geographic terms, 8 subjects recalled all three in succession and 4 subjects recalled two of the three terms in succession. Only three subjects generated four geographic terms; all three subjects recalled the terms successively. Given that the average number of terms produced was 28, all of the above clusters are highly significant (p < .001) according to combinatorial principles and the binomial expansion. Many other groupings of semantically similar categories were observed in subjects' protocols (e.g., transportation category terms and categories of things to eat). Thus, subjects "cluster" category terms in the same manner as observed by Bousfield and Sedgewick (1944) for production of examples within a category. Structure in the recall of category terms is consistent with recent evidence of higher order organization of categories in semantic memory, based on sorting data (Collen et al., 1975; Herrmann et aI., 1975) .
Importance of Controlling Category Familiarity
Stimulus familiarity is well known to affect learning (Hall, 1971) , association (Woodworth & Schlosberg, 1954) , categorization (Wilkins, 1971) , and other information processing tasks (Smith, 1968) . If category familiarity is not controlled across experimental conditions, then familiarity may inadvertently become confounded with conditions. Such a confound would, of course, render moot the conclusions about the effects of conditions. Indeed, an analysis of category familarity in the first three studies examined revealed significant confounding of familiarity and conditions in two of the three studies. Smith, Shoben, and Rips (1974) examined the latency to categorize a word as a member of a category which was a high-level superordinate (HIS) or a lowlevel superordinate (LLS) category (e.g., food, vegetable). The HLS and LIS categories were .mbdivided into sets in which the exemplar to be categorized was associatively closer either to the LLS category (Set 1) or to the HLS category (Set 2). The mean frequency of Smith, Shoben, and Rips' (1974) categories, according to the present data, for their Set 1 categories (see Table 3 of their article) was 41.5 for HIS categories and 22.6 for LLS categories, and for their Set 2 categories it was 21.8 for HIS categories and 1.9 for LIS categories. Statistical evaluation of the differences showed that the frequency difference between levels was significant [F(1,24) = 14.38, p < .01], as was the difference between sets [F(1 ,24) = 6.49, p < .05], but that the frequency of levels and sets did not interact (F < 1.0). Obviously the "cards were stacked" against obtaining the conventional prediction for category size, that is, that HIS categories should require more time for processing than should LLS categories. In addition, the familiarity of Set 1 terms was considerably higher than that of Set 2 terms. While the familiarity differences do not explain away Smith, Shoben, and Rips' latency differences across sets, the present analysis shows that more was being varied across sets than just associative relationships. It seems that Smith, Shoben, and Rips' results do not pose as strong a challenge to previous fmdings on category size as they have been purported to do.
Another example of a confounding due to category familiarity can be found in a study by Loftus and Bolton (1974) . In that study, subjects were required to generate either a superordinate of a category term (half of the trials) or a subordinate term (the remaining trials). Latency of generation was the dependent variable. As in the Smith, Shoben, and Rips (1974) experiment, category frequency was significantly greater for HIS category terms (36.5) than for LLS categories (18.4) (sign test, x 2 = 4.5, df = I, p < .05). No attempt will be made here to revise Loftus and Bolton's interpretations of their complex results, except to note the obvious-that their conclusions require revision due to the confounding of category familiarity with level of superordinate terms.
The studies of Smith, Shoben, and Rips and Loftus and Bolton have been cited here only because their complete presentation of method permitted quick access to their stimuli for evaluation of category familiarity. What proportion of previous studies suffer from the same defect is unknown. The third and last study examined here did not possess the categoryfamiliarity confound. Loftus, Freedman, and Loftus (1970) investigated the latency to name a subordinate of HHS and LLS categories. Category frequency did not approach being significantly different across HLS categories (27.7) and U.s categories (24.3).
Thus, whenever a category is nested under a particular variable (e.g., HLS-LIS, abstract-concrete, vague-precise, etc.), category familiarity should be controlled across conditions. The familiarity of category terms is important to research and theory for another reason as well. Ultimately, most theorists are concerned with typical language processing. The present norms permit assessment of a category as being or not being a "natural" language category. Since it has been shown here that many categories in most category norms are rare, if not artificial, investigators may wish to consider category familiarity in stimulus selection in future research.
In summary, the present research demonstrates several important points. First, subjects can generate category terms just as they can generate words belonging to a category. Second, while categorization behavior is ubiquitous (Bruner, Goodnow, & Austin, 1956) , Table 1 suggests that the number of common lexical categories is fmite and small. Third, categories vary in likelihood of being generated, that is, production frequency. Fourth, category-term production frequency may be inadvertently confounded with experimental conditions unless it is considered in stimulus selection. Fifth, in producing category terms, subjects cluster related terms in output, consistent with a higher order structure of categories in semantic memory. Finally, the present study has provided normative data which should be of value to researchers in permitting a choice of category stimuli according to familiarity level, as reflected by category-term production frequency.
