In this paper, an efficient Legendre pseudospectral approach for the accurate solution of nonlinear quasi bang-bang optimal control problems (OCPs) is investigated. In this approach, after linearizing the dynamical system, control and state functions are considered as piecewise constant and piecewise continuous polynomials, respectively, and the switching points are also taken as decision variables. Furthermore, for simplicity in discretization, a integral formulation of the dynamical equations is considered. Thereby, the problem is converted into a mathematical programming problem which can be solved by well-developed parameter optimization algorithms. Through a numerical implementation we show the efficiency of the proposed method via comparing with a classical pseudospectral method and other discretization approaches.
INTRODUCTION
Optimal control problems (OCPs), which are also called trajectory optimization problems, appear in a wide class of applications. Apart from aerospace engineering, robotics and chemical engineering, optimal control theory has also been used with great success in economics and biomedicine (see [3] and [4] ) .
In the real world, and because of the limitations in energy and other sources, controllers are always restricted. Therefore, it is need to impose bounds for the control function. This assumptions often leads to discontinuous controls (see [20] ). As a first practical implementation of Legendre polynomials for solving discontinuous OCPs, one can refer to a well-known paper that was published recently by Shamsi [20] . In the mentioned paper, the author use the modified Legendre approximation for solving discontinuous bang-bang OCPs. Moreover, the theoretical analysis (including the existence and convergence of optimal solutions) related to the discontinuous OCPs, can be found in [12] . In this paper, by using the general idea of [20] we solve nonlinear quasi bang-bang optimal control problems numerically. In other words, we linearize the dynamical system (in the main nonlinear problem), and then we use the idea of Shamsi for dealing with the approximated DOI 10.2478/v10294-012-0016-0 ©University of SS. Cyril and Methodius in Trnava OCP, which is a bang-bang OCP, and since the considered problems in this paper can be reduced to bang-bang OCPs we call these problems as quasi bang-bang OCPs.
We recall that, there exist two main class of methods for solving OCPs; the first is optimizing then discretizing and the second is discretizing then optimizing. The first class can be named as indirect approaches and the second class can be named as direct techniques. Although the Hamiltonian-Jacobi-Bellman (HJB) equations provide a framework for obtainig the optimal solutions, they suffer from well-known fundamental problems [2] , such as the nonsmoothness of the value function and the "curse of dimensionality". The alternative framework of the Minimum Principle, while more tracable from a control-theoretic point of view, generates open loop controls if it can be solved at all. The Minimum Principle approach is also beset with fundamental numerical problems due to the fact that the costates are adjoint to the state perturbation equations [3] . In other words, the Hamiltonian generates a numerically sensitive boundary value problem that may produce such wild trajectories as to exceed the numerical range of the computer [5] . To overcome this difficulty, direct methods have been employed to solve complex OCPs arising in many applied fields [3] .
The pseudospectral methods are powerful tools for numerical solution of ordinary and partial differential equations, which can be traced back to 1970s (see [6] and [11] ). If we want to solve an ordinary or partial differential equation to high accuracy on a simple domain, and if the data defining the problem are smooth, then the pseudospectral methods are usually the best tool. They can often achieve 10 digits of accuracy where a finite difference scheme or a finite element method would get two or three [25] . At lower accuracies, they demand less computational time and computer memory than the alternatives. For a recent efficient use of pseudospectral methods, in physical and engineering problems, see [6] , [7] , [8] , [9] , [16] , [18] and [19] .
The pseudospectral method has been successfully applied in solving smooth OCPs [8] . In this method, polynomial approximations of the state and control variables are considered where Lagrange polynomials are the trial functions and the unknown coefficients are the values of the state and control variables at the Legendre-GaussLobatto (LGL) or Chebyshev-Gauss-Lobatto (CGL) points. It is well known that this choice of collocation points yields superior results for interpolation of functions to the ones obtained from equidistant points [11] . By using the properties of the Lagrange polynomials, the state equations and the control constraints are readily transformed to algebraic equations. The state differential constraints are imposed by evaluating the functions at the LGL points and using a derivative matrix that is obtained by taking the analytic derivative of the interpolating polynomials and evaluating them at the LGL points. The integral cost function can also be discretized by Gauss-Lobatto quadrature rules, which provide highly accurate results for approximating integrals [6] . The OCP is thereby converted into a nonlinear programming problem (NLP), which can be solved by a well-developed parameter optimization algorithm [10] , [14] . However, in this paper the MATLAB optimization routine FMINCON is used for solving the resulting NLP.
There are highly efficient direct optimization approaches for solving OCPs such as [3] , [4] and [24] . The pseudospectral methods are one of them that are efficient and accurate for solving smooth OCPs [3] . In contrast, using the pseudospectral methods in solving bang-bang OCPs can cause several issues and high-order accuracy of method is deteriorated. Because bang-bang optimal control problems have discontinuities in the control and in the derivatives of the states. In this case, the pseudospectral methods exhibit the well-known Gibbs phenomenon [11] resulting from the approximation of a nonsmooth function by a finite number of smooth functions. Also, switching points in control can not be captured by these methods and adding more nodes, for overcoming these difficulties, could lead to defficiencies and ill-conditioning of the discretized problem. The following example depicts the defficiency of the classical pseudospectral methods for solving discontinuous OCPs. Example 1.1.
[17] Consider the following bang-bang OCP
The computational interval can be changed from [0,5] into [-1,1] by a simple transformation as done in the following OCP
The optimal control of the above-mentioned problem is given as follows [26] 
If one apply a classic pseudospectral method like as [13] for solving this problem, then the desired optimal control can not be obtained in a suitable way. The best obtained numerical solution with N = 32 is depicted in Figure 1 . From this Figure  one can see that not only the exact value of switching point (i.e., t = −0.49) is not detected with a high accuracy (since the obtained switching point has 0.1 error), but also the obtained solution has additional jumps in the boundary of domain. These are the disadvantages of the applying the traditional pseudospectral methods for solving nonsmooth problems.
To overcome all the mentioned numerical difficulties, a modified pseudospectral scheme is presented in [20] for solving bang-bang OCPs that it has two major differences with the traditional pseudospectral methods. First, instead of approximating the states and controls by a polynomial in the whole computational domain, as suggested in the classical pseudospectral methods, the author of [20] looks for a piecewise continuous approximation polynomial for each state and a piecewise constant function for each control function. For this purpose, the computational domain is partitioned into subdomains where the size of each subdomain is considered as an unknown parameter and this enables us to compute the switching times. Second, in contrast with the traditional pseudospectral methods, the integral form of the OCP is discretized. This equivalent form is found by integrating the differential dynamics and adding in the initial conditions. The advantage of using the integral form lies in the fact that this form releases us of imposing the patching conditions for continuity enforcement of states in the boundary of subdomains.
We mention that both pseudospectral methods and method of [20] belong to direct methods for numerical solution of OCPs. Direct methods have been used extensively in a variety of trajectory optimization problems [4] . Their advantage over indirect methods, which rely on solving the necessary conditions derived from Pontryagins minimum principle, is their wider radius of convergence to an optimal solution, therefore they do not need a good initial guess. In addition, since the necessary conditions need not be derived, the direct methods can be quickly used to solve a number of practical trajectory optimization problems.
In this paper, we use the technique of [20] for solving a class of nonlinear OCPs that can be converted into bang-bang OCPs, which are called quasi bang-bang OCPs, after linearizing the dynamical system according to the given suitable conditions on controls. Quasi bang-bang OCPs are considered in several papers by Tohidi and his coworkers (see [15] , [22] and [23] ). In [15] and [23] the authors use the simplest form of finite difference for dealing with these problems (i.e. quasi bang-bang OCPs). With more details for discretizing the dynamical system they use the forward and backward (of order one) techniques for approximating the derivatives and for approximating the integral that involved in the cost function they use the trapozeidal scheme. Moreover the technique of [22] , which is similar to [13] , is suggested for these problems. However, several difficulties like as there exist in Example 1.1. can be apear in dealing with these problems.
PROBLEM STATEMENT AND LINEARIZATION OF THE DYNAMICAL SYS-TEM

Problem Statement
Consider the following nonlinear (in terms of control) dynamical systeṁ
with known initial and final conditions x(0) = x 0 , x(t f ) = x f , where x(t) and u(t) are n×1 and q×1 state and control vectors respectively, A(t) ∈ n×n is a continuous matrix function and u(t) ∈ U where U is a compact and connected subset of q . For clarity of presentation, it is assumed that n = q and
Moreover, there exists a pair of state and control variables (x(t), u(t)) such that satisfies (1) and two point boundary conditions x(0) = x 0 and x(t f ) = x f together with the assupmtion u(t) ∈ U . The problem is to find the optimal control u(t) and the corresponding state trajectory x(t), 0 ≤ t ≤ t f , satisfying Eq. (1) while minimizing the cost functional
Linearization of the dynamical system
Since H : [0, t f ] × U −→ n is a continuous function and [0, t f ] × U is a compact and connected subset of n+1 , then {H(t, u(t)) : u ∈ U } is a closed set in n clearly. Thus, {H i (t, u(t)) : u ∈ U } for i = 1, 2, ..., n is closed in . Now, suppose that the lower and upper bounds of the {H i (t, u(t)) : u ∈ U } are g i (t) and w i (t) respectively. Therefore,
In other words
Using linear combination property of intervals, which is clarified in [22] , H i (t, u(t)) can be expressed as a convex linear combination of its minimum g i (t) and maximum w i (t) as follows
where β i (t) = w i (t) − g i (t) and λ i (t) ∈ [0, 1]. We recall that, λ i (t) is the new associated control variable. Now, the main problem is transformed into the following OCP
S.t.ẋ(t) = A(t)x(t) + B(t)Λ(t) + g(t),
and g(t) = (g 1 (t), g 2 (t), · · · , g n (t))) n×1 . Note that problem (7) is a bang-bang OCP, because in this problem the new control Λ(t) has lower 0 and upper 1 bounds and appears linearly in the dynamical equations. As soon as the controls are assumed to be bang-bang, the problem of finding the required controls becomes one of finding the switching times.
Corollary 2.1. Let the pair of (x * (.), Λ * (.)) be the optimal solution of problem (7). Then, there exists u * (.) such that the pair of (x * (.), u * (.)) is the optimal solution of problem (1)-(2).
Proof. Let u * (.) satisfies systems of (6), where Λ * (.) is replaced by Λ(.). Thus, the pair of (x * (.), u * (.)) satisfies condition (1) . Since the objective function of problem (1)- (2) is the same of problem (7), then the pair of (x * (.), u * (.)) is the optimal solution of (1)- (2) evidently.
BASIC IDEA: DISCRETIZATION
We consider that n = 1 (i.e., Λ(t) = λ(t)) and assume that optimal bang-bang problem (7) has a solution with s ≥ 1 switching points denoted by t 1 , t 2 , · · · , t s . So if we set t 0 = 0 and t s+1 = t f , then the total domain [0, t f ] breaks into s + 1 subdomains. i.e.
[0,
where on each subdomain, λ(t) is constant. We denote λ(t) in kth subdomain with constant vector b k . Since 0 ≤ λ(t) ≤ 1, we have
Also we denote the restriction of x(t) to the kth subdomain by x k (t). Note that we use superscript k in x k (t) and b k to signify the kth subdomain. Given the decomposition (8), the dynamic equations of (7) are expressed aṡ
Note that Equation (11) is considered to guarantee the continuity of state functions. We now integrate Equation (9) to conclude the following integral form of dynamic equations
We use the above equations instead of Equations (9)- (11) in the discretization procedure. The terminal conditions x(t f ) = x f are applied only on x s+1 (t) as
Herewith, problem (7) is converted to the following multidomain minimization problem:
The above multidomain form is more convenient than the original problem (7) for discretization by the pseudospectral methods. The advantages of using the multidomain form lie in the fact that, first, the switching points are considered as parameters in problem and this enables switching time values to be computed readily and precisely. Second, with our assumption x k (t) is smooth on (t k−1 , t k ) and so we can expand it in Lagrange bases with spectral accuracy in each subdomain.
For discretizing the problem (15), letτ 
. By using Lagrange interpolation, we approximate x k (t) by
where a k i is an n−vector such that a
and
We recall that L i (t) is the ith Lagrange base which is constructed from LGL nodes τ i for all i = 0, 1, ..., N.
Using (16), we can approximate f in kth subdomain as
Now by substituting approximations (16) and (17) into (15), we get
From (13) and (16) (18) we consider a fix k and then collocating (18) N + 1 times for the considered k )
For approximating the integrals that involved in the above equations we need to Legendre Gauss Lobatto quadrature rule. For this reason, by applying simple linear transformations, we first change the interval [−1,
Thus we can apply Legendre Gauss Lobatto rule as follows
for l = 0, 1, ..., N is the LGL weights and P N (x) is the N th degree Legendre Polynomial.
So the by noting that (15) is discretized to the following NLP:
Here, the vectors In the above discretization procedure, the number of switching points, s, is considered as a known parameter. So at first we must guess the number of switching points. However, as illustrated in [20] , the method is capable of finding the correct number of switching points even if the procedure starts with an incorrect guess of the number of switching points. Note that, if the number of switching points, s, is chosen correctly, then the resulting value of b k is equal to its lower or upper bounds, furthermore b k changes in each switching point.
NUMERICAL ILLUSTRATION
In this section, we apply our scheme for solving a typical nonlinear quasi bang-bang OCP. This example was derived first in [15] and then provided in [22] and [23] . As a first practical technique, which is based on the simpleset form of finite difference approximations, in [15] we solve the following example numerically and comparisons with another approach [1] confirm the applicability of the method of [15] . One of the advantages of the method of [15] is that we finally solve a Linear Programming (LP) problem. However, this method have other disadvantages such as needing to higher values of approximations (i.e., N ) and this leads to ill-conditioning of the approximated problem. Since then, in [22] we apply Legendre (polynomial) approximations for dealing with nonlinear quasi bang-bang OCPs so that the obtained results in [22] are superior with respect to a classic collocation method [21] . However this spectral approach do not requires huge number of collocation nodes, but since the optimal control is discontinuous several difficulties (that illustrated in Example 1.1.) can be appear in this problems. If we apply the presented method for solving this problem, we have both advantages of the methods of [15] and [22] . The proposed method do not contains the above difficulties of the classic spectral methods for solving nonsmooth OCPs and also achieve superior results with respect to at least 4 other methods. These advantages confirm the efficiency of this modern spectral approximation. The following example is modeled using the mathematical software package MATLAB and the corresponding nonlinear programming problem is solved using the command FMINCON. All calculations are run on a Pentium 4 PC Laptop with 2 GHz of CPU and 2 GB RAM. Example 4.1. Consider the following nonlinear quasi bang-bang OCP
We recall that, this problem is a nonlinear OCP. According to the condition on control, this OCP can be reduced to a linear OCP which is generally is a bangbang OCP with the new associated control λ(t). In this problem we have H(t, u(t)) = −|u(t)| 3 exp(sin(2πt)), and then Therefore B(t) = w(t) − g(t) = exp(sin(2πt)) and hence H(t, u(t)) can be approximated as follows
Considering this approximation, the main problem can be approximated with the following bang-bang OCP
For exhibiting further discussions we assume that the numer of switching points is s = 4. Since by applying this assumption we reach to the exact results in which the new associated control λ(t) is switched between its lower and upper bound. The numerical results related to the values of switching points and objective function for different values of N are adopted in Table 1 . Moreover the optimal state x(t), associated control λ(t) and control u(t) are depicted in Figures 2, 3 and 4. Moreover, in Table 2 comparisons of the numerical results of the proposed method with respect to the methods of [15] , [1] , [22] and [21] are provided. From this table one can see the efficiency and applicability of the suggested method for solving nonlinear quasi bang-bang OCPs.
CONCLUSIONS
In this paper, an efficient pseudospectral approach has been generalizied for obtaining the numerical solution of nonlinear quasi bang-bang OCPs. The present method use the general idea of [20] for dealing with such problems. As illustrated in the numerical implementation, the proposed scheme has superior results with respect to at least 4 methods which confirm the efficiency of the presented method. The suggested approach is applicable and provides very accurate results even by using a small number of collocation points. According to the numerical experiments, the presented method is more sensitive to initial guess in comparison with the traditional pseudospectral methods. However the presented method is terminated successfully by providing an initial guess from the solution of the classical pseudospectral methods, even with small N .
