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ABSTRACT 
The purpose of this paper is to generalize the Toeplitz-Hausdorff theorem on the 
convexity of the classical numerical range to the matrix range. 
1. INTRODUCTION 
Given positive integers m, n, let M,,,, n denote the m x n complex matri- 
ces. We write M,, for M,,, and identify M, n with C”, the complex n-tuples. 
Given A = (aij) in M,,,, n, the conjugate transpose of A is A* = (Fiji) in M, m. 
A matrix A EM, is called hermitian if A = A*. Let H,, denote the hermitian 
matrices in M,. A matrix AE H,, is said to be positive semidefinite if all 
eigenvalues of A are nonnegative. Let H,’ denote the positive semidefinite 
matrices in H,,. Let (H,) P = {(B,, . . . , BP) : Bi E H,,, for i = 1, . . . , p}. We 
identify H, with the real numbers R. Then V = ( H,,,) P (P R pmZ) is a topologi- 
cal vector space. A subset S C V is said to be convex if for any two points 
sr, sa in S the line segment joining si and sa, { (11s~ + (1 - (Y)s~ : 0 Q a < l}, 
is contained in S. For S E V, let conv(S) be the smallest convex set containing 
S. Let S be a closed subset of V. If the boundary of conv( S) is contained in S, 
then we say that S has a convex boundary. 
Let A EM,,. The (classical) numerical range of A is given by 
W(A) = {&*: XEC”, xx* = l}. 
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Toeplitz [13] showed that W(A) has a convex boundary, and Hausdorff [8] 
proved that W(A) is convex. If we write A = A, + iA,, A,, A, E H,, the 
hermitian decomposition of A, then the above result can be restated as 
THEOREM 1 (Toeplitz-Hausdorff). For all A,, A, E H,,, the set 
W( A,, Az) = {( xAlx*, xAzx*): XEC”, xx* = 1) 
is convex. 
Given A,, A,, . . . , A, E H,, a natural generalization of W( A,, A,) is 
W(A, ,..., AP) = {(xAlr* ,..., xA,x*): XEC”, xx* = l}. 
Hausdofi [8] has pointed out that Toeplitz’s method [13] can be used to 
show that W( A,, A,, AZ) has a convex boundary. He also remarks that, in 
general W( A,, A,, AS) is not convex. However, it is shown by Au-Yeung and 
Poon [3] that if n 2 3, then W( Al, AZ, A3) is convex for every Al, A,, A3 E H,. 
This result is a special case of the following 
THEOREM 2 (Au-Yeung and Poon [3]). If 1 < r < n - 1 and p < (r + 1)2 
-6 n,r+lr then, for all A,, . . . , A,,E H,, the set 
w’( A,, . . . , Al,) = i$l xiA,xT,..., i$l xiApx* : x~EC”, i$1 xix” = I] 
1 
is convex. Here, 6i,j is the Kronecker delta. 
REMARK 3. It is easy to see that W ‘( A,, . . . , AP) is convex iff for every 
yjEc”, j= l,..., N, such that C,?_, yj y,? = 1, there exist xi E C”, i= 
1 
1’ i 
. .I r, such that C~,lxir~ = 1 and Ci=l~iAk~r = CJySI yjAk yj* for all 
k < p. Theorem 2 is shown [3] to be equivalent to a result of Bohnenblust 
on joint positiveness of matrices [4]. By the latter result, the bound for p is 
best possible in the sense that if p > (r + 1)2 - 6, r+l, then there exist 
A,, . . . , A,, in H,, such that W ‘( A,, . . . , A& is not convex. 
In the next section, we will give a generalization of Theorem 2 for the 
matrix range. For an explanation of this term, the reader should refer to 
Remark 19. This has a close connection with completely positive maps 
between matrix algebras, from which we get our motivation and techniques 
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(see [6, lo]). In Section 3, we will discuss this connection and list some open 
questions. 
2. CONVEXITY IN THE MATRIX RANGE 
For each B = (Br, . . . , BP) E (H,)P and X E M ,,,, let XBX* = 
(XBiX*,..., XB,X*). A subset S of H,,,) P is said to be matricially convex if 
for every Si, . . . , 
(i 
SN in S, we have xi= 1 XiSi X: E S for every Xi, . . . , XN in 
M, such that Cy=rXiX* = I,, the m x m identity matrix. A matricial convex 
subset is convex. In fact, for subsets of (H,)P (B RP), matricial convexity is 
the same as the usual convexity. However, for m > 1, a convex subset of 
( H,,Jp need not be matricially convex. For example, for m > 1 and p 1 
take S = {1,-r @ O}. 
The main result in this paper is the following generalization of Theorem 2. 
THEOREM 4. Zf 1 < r Q mn - 1 and m2( p + 1) - 1 < (7. + 1)2 - 
6 mn,r+l, then for all A,, . . . , A,E H,, the set 
Wm’( A,, . . . > AP) 
: XiEM,,. and 2 X,X* = I, 
i=l 
is matricially convex. 
The proof of Theorem 4 is obtained by reducing to the case when m = 1 
and applying Theorem 2. To simplify notation in subsequent arguments, we 
need some definitions. 
DEFINITION 5. For each m > 1 and 1 < j, k < m let Fj;: be the matrix in 
M,,, with 1 as the (j, k)th entry and 0 elsewhere. Define for 1 Q j, k < m 
Then each E,; is in H,,,, and { E$ : 1 < j, k < m} is a’basis of M, over C. 
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DEFINITION 6. Suppose X = ( xij) E M,,, “. Define u( X ) E M,, mn by 
u(x) = -&(x11,. . ., Xl”> x21>. . ., X2”, . . . , Xml,. . . I X,,“). 
Conversely, if x = [ _x’, . . . , _x’“] E M,, n,n with _x’ E M,, n for 1 < i < m, define 
“(x)~Mm,. by 
x1 
v(x) = l/ii ; i-1 . x”’ 
We note that for x E M,. nln and X E x)) = x and V(u( X. 
Let B = ( bkl) E M,, A = (aij) 
LEMMA 7. Suppose Xi, 5 E M,, n for 1 <i<N,,l<j<N,,andAEH,. 
Let xi = u( Xi), yj = u(T) for 1 < i < N,, 1 Q j < N,. Then the following two 
conditions are equivalent: 
Proof. For 1 < k < m, let ek be the kth unit vector. Then the (k, Z)th 
entry of Cr! 1 Xi AX: is given by 
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thus we have 
Proof of Theorem 4. Suppose 1 Q r < mn - 1, m2( p + 1) - 1 < (r + 
1)’ - Gnm,r+l, and A,, . . . , A,,E H,,. It suffices to prove that for every 
Yl,..., YiVE%ll*. with Cy=lYjYj* = I,,,, there exist X,, . . . , X, E M,, n such 
that 
i$l xix* = 413 
and 
2 XiAkX* = 5 YjA& for l<k<p. 
i=l j=l 
Let yj = V( rj) for 1 <j < N. Then we have Ej”= 1 yj y; = 1. Consider the 
m2( p + 1) - 1 hermitian matrices 
E,? @ I,, 1 <j,k<m, (j,k) + (m,m), 
and 
E; 63 A,, 1 <j,k<m, 1 <l<p. 
Since m2( p + 1) - 1 < (r + 1)2 - 6,,, r+l, we can apply Theorem 2 to the 
above m2( p + 1) - 1 matrices and get xi E M,, mn for 1 < i Q r such that 
N 
forall 1 gj,k<m, (j,k) # (m,m), 
(5) i$I Xi(E$@Al)X? = $I Yj(E$‘@AI)YF 
forall 1 <j,k<m, 1 <l<p. 
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we have 
m-l r 
@I,$$ = 1 - c c x,(E,;,@ 1,)x* 
k=l i=l 
Thus, condition (4) also holds for (j, k) = (m, m). Let Xi = V( xi) for 
1 Q i < r. By Lemma 7, we have 
and 
In [3], Au-Yeung and Poon proved the following result which is closely 
related to Theorem 2. 
THEOREM 8. Let 1 < r < n - 1 and p < (T + 1)‘. Then for all 
A,, . . . > A,, E H,, the set 
is convex. 
REMARK 9. The bound (r -t 1)’ in Theorem 8 is also best possible. (See 
Remark 3.) 
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THEOREM 10. Zf 1 
A,, . . . , A, E H,, the set 
L@;( Al,. . . , AP) = 
< r Q nm - 1 and m2p < (r + l)“, then for every 
2 X,A,X;,... 
i=l 
T 2 Xi’p’?) : XieMm,n} 
is matrjciully convex. 
REMARK 11. Let A,, . . . , A, E H,,. Since the convexity of W ‘( A,, . . . , A,,) 
implies the convexity of @“( A,, . . . , A,,), Theorem 8 follows immediately from 
Theorem 4 except when r = n - 1. However, for m > 1, the matricial convex- 
ityofGG(A1,..., A,,) does not follow from that of WA( A,, . . . , A,,). 
Let S, be the real n x n matrices. Theorem 4 and 10 also hold (see [3]) 
for A,,..., A,, E S, [with xi E R” and (r + 1)2 replaced by r(r + 1)/2]. Let 
M, ,(R) be the real n x m matrices. In the following two theorems, we use 
real matrices for the definition of matricial convexity. 
THEOREM 12. Zf 
1 < r Q nm - 1 and 
m(m + 1) r(r + 1) 
2 (p+l)-l< 2 -Ll,r+l~ 
thenforallAl,...,A,ES,, theset 
is matricially co1zvex. 
THEOREM 13. Zf l<r<nm-1 andm(m+l)p<r(r+l), thenfor 
‘all A,, . . . , A,, E S,, the set 
2 XiA,XC,. . . p ,cl XiA,X: 
i=l 
is mutricially convex. 
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3. CONNECTIONS WITH COMPLETELY POSITIVE MAPS 
Given a complex linear map * : M, + M,, we define, for each N 2 1, 
‘I’,: W,N-+W,,N by 
where the matrix A in M,, is partitioned into n x n blocks A,,, 1 < i, j < N. 
The map a is said to be N-positive if aN(HTN) c H,$,,, and completely 
positive if a is N-positive for every N 2 1. Let CP( n, m) denote the set of all 
completely positive maps from M, to M,. For m = 1, every l-positive map is 
completely positive. For m > 1, there exist maps that are N - l-positive but 
not N-positive (see Choi [5]), and we have 
PROPOSITION 14 (Choi [S]). Let @ be a linear map from M, to M,. Then Q 
is completely positive if and only if there exist X1, . . . , X, E M,,, n such that 
(P(A) = 2 X,AXT forall AEM,. 
i=l 
For each r > 1, let CP’(n, m) be the set of all + in CP(m, n) such that 
there exist Xi, . . . , X, E M,, n satisfying a( A) = xi=, Xi AX: for all A EM,. 
Given A,, . . . , A, in H,, it is easy to see that @A( A,, . . . , A& is matricially 
convex if and only if for every * E CP( n, m) there exists Q E: CP ‘( n, m) such 
that C( Ai) = ‘P( AJ f or all 1 $ i < p. Following Remark 9, for fixed n, m, p, 
we are interested in finding the smallest possible r = r(n, m, p) satisfying 
(6) For every subspace & of H, with dim d= p and @ E CP(&; m), there 
exists PeCP’(n,m) such that ‘P(A) = Q(A) for all Aed. 
In [9], Narcowich and Ward showed that if r = [m fi], then (6) is 
satisfied. Here, [x] denotes the smallest integer less than or e&al to x. The 
bound [mh] can also be obtained from Theorem 10. When I, E d, 
Theorem 4 gives a slightly lower bound: 
PROPOSITION 15. Suppose p < n2 and r = [ dx]. Let d be a 
p-dimensional subspace of H, containing I,. Then for every @ E CP( n, m) there 
exists 9 E CP’(n, m) such that q(A) = +(A) for all A E d. 
= ,P’oJp ““:,!A’>...> A,_,, I,} be a basis of d. When p < n2 and r 
we have r < nm - 1 and m2( p - 1) < (r + 1)2. So we can 
apply Theorem 4 to A,, . . . , A,_i. n 
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REMARK 16. If p = n2, it follows from a result of Choi [6, Remark 41 that 
r(n, m, p) = nm. 
REMARK 17. From Remark 2.2 in [9], we have 
Thus, when p is a perfect square, r(n, m, p) = m 6. 
REMARK 18. Except for the above results and some special cases, the best 
bounds for r in Theorems 4 and 10 remain unknown. 
REMARK 19. The notion of completely positive maps on operator space is 
due to Stinespring [ll]. Since then, it has been recognized that completely 
positive maps are the natural generalization of positive linear functionals. (See 
Stinespring [ll], Starmer [12], and Arveson [l, 21). Let &“ be a (possibly 
infinite dimensional) Hilbert space, and A E 9(X) the set of all bounded 
linear operators on Z. For each m, let 
Wm(A) = {@(A):+ is a completely positive map from g’(X) to M,,,, 
The sequence {W,,,(A) : m = 1,2, . . . } is called the matrix range of A. 
This definition is due to Arveson in [2], where he proves that for irreducible 
compact A, the matrix range is a completely invariant for unitary equivalence. 
This is part of the motivation for our study of WG( Al, . . . , A,). A very 
detailed list of references for completely positive maps and the matrix range 
can be found in Paulsen [lo] and Farenick [7]. 
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