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Bounds for Binary Codes Just Outside 
the Plotkin Range 
AIMO TIET,~V,~INEN 
Department of Mathematics, University of Turku, 
20500 Turku 50, Finland 
Improved upper bounds for A(n, d), the maximum number of codewords in a 
binary code of word length n and minimum distance at least d, are presented in 
case n = 2d + j, where j is small. 
1. INTRODUCTION 
Since A(n-1 ,  2t -1 )=A(n ,  2t) (see, e.g., MacWilliams and Sloane 
(1978, p. 42)), it is enough to consider even values of d only. If d is even 
then, by the well-known result of Plotkin (1960), 
[d] A(n,d)<__2 if n < 2d (1) 
and 
A(2d, d) < 4d. (2) 
Levenshtein (1961) proved that this Plotkin bound is tight in the sense that if 
certain Hadamard matrices exist then in fact equality holds in (1) and (2). 
Consider now the case where n is larger than 2d but the difference 
n-2d=j  is small. Using the linear programming approach McEliece 
(1973) (see MacWilliams and Sloane (1978, p. 565)) showed that if 
j = j(d) = o(d 1/2) then 
A (2d + j, d) ~ 2d(2 + j), (3) 
as d~ oo. [Recall that f(d)=o(g(d)) means f(d)/g(d)-~O as d~ oo and 
f(d) ~ h(d) means f(d) < h(d)(1 + o(1)).] In Theorem 1 of this paper we 
shall improve inequality (3) into the form 
A(2d + j, d) <~ 2d(2.2 + log(j + 1)), (4) 
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provided j = o(dl/3). In fact for large values o f j  the upper bound (4) can be 
considerably imporoved; in Theorem2 it will be shown that i f j~  ~ as 
d~ oo then 
A (2d + j, d) ~ d log j. (5) 
The asymptotic upper bounds (4) and (5) are obtained by combining the 
first two Delsarte-MacWilliams inequalities and the McEliece-Rumsey 
inequality (17). Of course this method may give improvements for small 
values of d, too. As an example it will be shown in Theorem 3 that the result 
A(21, 10) < 54 of Best et aL (1978, p. 92), can be improved into the form 
A(21, 10) < 52. 
2. NOTATION 
All codes in this paper are binary. A code C is called an (n, M, d) code if 
it consists of M binary vectors (codewords) of length n and minimum 
(Hamming) distance at least d. The weight distribution of C with respect to a 
vector u is (Ao(u), Al(u),..., A,(u)), where At(u ) is the number of codewords 
c such that d(u, c), the distance between u and c, is i. The distance 
distribution of C is (Ao,A1,...,A,), where 
Ai=M-1 ~ Ai(u ). (6 )  
uEC 
Let c be an element of C and let el, c 2 . . . . .  eM_ 1 be the other elements of C 
in such an order that 
d(c,, c) > d(cz, c) >. . .  >= d(CM_ 1 , C). 
Define 
Yi(C) = 2d(ei, e) - n 
and denote by K(c) the number of positive yi(e)'s, i.e., 
K(c)= Z A,(c), 
i>ng2 
by x(e) the sum of positive yi(e)'s, i.e., 
K(c) 
x(c)= ~ y,(c)= ~ (2i--n)Ai(c), 
i=1 />hi2 
(7) 
(8) 
(9) 
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and by z(e) the sum of the squares of positive yi(e)'s, i.e., 
K(c) 
z(e)= ~ (Yi(C))2= ~ (2i-n)2Ai(e). (10) 
i=1 i>n/2 
We shall also use the corresponding average values 
K=M- '  ~ K(c)= ~ Ai, ( l l )  
c~C i> ~2 
x=M- '  ~ x(e)= ~ (2i--n)A i, (12) 
cEC i> ~2 
and 
z=M-l~ z(c)= ~ (2i-n)2Ai. (13) 
ceC i>n/2 
3. ASYMPTOTIC RESULTS 
THEOREM 1. For any sequence of positive integers j =j(d) satisfying 
j = o(d 1/3) we have 
A(2d+j,d)<~2d(2.2+log( j+l))  as d~oo.  
Proof. The main ideas of the proof may be described in the following 
way. First deduce the bounds (15) and (16) from the Delsarte-MacWilliams 
inequalities. Then find, using the McEliece-Rumsey inequality (17), a 
"good" increasing concave function f (see (23)) satisfying 
z(e) <= f(x(e)). (14) 
Next observe that (14), (15) and (16) imply the inequality 
Mn -- n 2 -- Mj 2 < f(n + Mj), 
and finally show how the assertion follows from this inequality. 
Let n = 2d + j and M = A (n, d). Let C be an (n, M, d) code with distance 
distribution (Ao,A 1 ..... An). Then the first two Delsarte-MacWilliams 
inequalities (see, for example, Delsarte (1973) or Best et al. (1978, 
Theorem 3)) imply 
+ (n- -2 i )A i>0,  ~ (n--2i) EA t>n ~A i=Mn. 
i=O i=o i=o 
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Since A 0 = 1 and A 1 =A 2 . . . . .  Ad_ 1 = 0, we get further, by (12) and (13), 
x< n + (M-  1 -K ) j  < n + Mj, (15) 
z > Mn - n 2 -Mr .  (16) 
McEliece and Rumsey (1969) proved that 
d<-dminCl~- ~'s-12sr (1 - -~- )  , (17) 
where C 1 is an (n, s, d) code and r is the mean distance of codewords in C1 
to a point v. If we choose C1 = {c~, c2 ..... cs} and v = c and use the results 
(7) and (17), we get 
n 1 ~ y i (c )=r< n 1 
-~- + ~s i~=: =- f  +-~s V/Sn(n + (s -  1)j). 
This implies the inequality 
where 
Because 
~" Yi(C) < as, 
i=1 
a s = v/sn(n + (s - 1)j). 
Denote by S = S(c) the largest integer s such that x(c) > a s and put 
ai -- ai -  1 
X i = X(C) - -  a S 
0 
a(x) = v/xn(n + (x -  1)j) 
(18) 
argument, he sequence of the x[s is decreasing. Thus we have the numbers 
xl ..... xKtc), yl(c) ..... yxtc~(c) satisfying the relations 
Xl ->_ x: >__ ... _>_ xKt~, 
Yl(C) ~ Y2(c) ~""  ~ YK(c)(C), 
~" y,(c) < x i (s = 1, 2 ..... K(c) -- 1), 
i=1 i=1 
and 
K(c) K(c) 
E y,(c)= Z x,. 
i=1 i=1 
if 1 < i < S, 
if i=S+ 1, (19) 
if i>S+I .  
is concave for positive values of the 
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Then, by a result of Karamata (see Beckenbach and Bellman (1961, p. 30)), 
K(c) K(c) 
2 y x,. 
i=1 i=1 
By Eqs. (10) and (19) this may be written in the form 
S S+I 
Z(C)<= Z (ai--ai-1) 2 +(x(c ) -as )  2 < Z (ai--ai-x) 2" 
i=1 i=1 
It is easy to observe that 
z(c) < (x(c)) 2 < x(c)n if 0 < x(c) < a I = n. 
We also get, by (18) and after some elementary calculations, 
(a i -a i_OZ<(V/7-Vr{-Z--1)ZnE+2jn (i = 2, 3,...). 
Thus 
(20) 
z(c) < (1 + (V/-2- 1) 2) n 2 + 2in < 1.2n 2 + 2in 
Suppose now x(e) > a2. Then 
S+I ( .~(/n 2 
z(c) < 1.2n 2 + 2jn + i=3 y'~ --- 1) 
_-< 1.2+-~- logS n2+2Sjn.  
Since 
and so 
x(e) > v/'Sn(n + (S - 1)j) 
tn-2(x(c)) 2 
S < tj_a/2n_l/Ex(c), 
this implies 
( .)) z(c) < 1.2 + ~- log n2+2jl/Znlnx(e) 
n 
Combining (20), (21)and (22)gives 
(1.2n + 2jl/2nl/2)x(c) 
z(c) =< 
1 (1.2 +-~-log f -~)  n2 + 2jl/2nl/2x(c) 
if n < x(e)< a 2. (21) 
- - + 2in) 
if x(c )>az .  (22) 
if O<x(c)<n 
if x(c) > n. 
(23) 
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Denote the right-hand side of this inequality by f(x(c)). Then f is an 
increasing concave function. 
By definitions (13) and (12), the inequality (23) and Jensen's inequality 
(see, e.g., Beckenbach and Bellman (1961, pp. 17 and 18)) we have 
z < M- '  ~z~ f(x(c)) <~ f(x). 
cEC 
Thus, by the inequalities (16), (23) and (15), 
and so 
( 1 n+MJ )  n2 2f/2nl/2(n Mn-nZ- -M j  2< 1.2 + -~- - log - -  + +Mj) 
( , M(n _ j2 _ 2ja/2nl/2 ) < 2.2 +-~- log - -  n 2 + 2j1/2nY2. 
Because j = o(n 1/3) and, by (3), M < n(2 + j)(1 + o(1)), this implies 
M< n(2.2 + log(j + 1))(1 + o(1)) 
=< 2d(2.2 + log(j + 1))(1 + o(1)). 
(24) 
Q.E.D. 
Calculating more carefully we could slightly improve the constant erm 
2.2 on the right-hand side of the inequality (4). Further, if we replace M by 
n(2.2 + log( j+ 1))(1 + o(1)) on the right-hand side of the inequality (24), 
we see that the following theorem is true. 
THEOREM 2. For any sequence of positive integers j =j(d) such that 
j = o(d v3) and j~ c~ as d-~ oo we have 
A(2d+j ,d )%dlogf i  as d~.  
4. A(21, 10) < 52 
As an application of the method of Section 3 we now show that the result 
A(21, 10)< 54 of Best et al. (1978, p. 92), can be improved into the 
following form. 
THEOREM 3. A(21, 10) < 52. 
Proof. Assume the contrary: There is a (21, 53, 10) code. If we shorten 
this code and then add an overall parity check, we get a (21, 53, 10) code C 
in which all distance are even. 
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Let c be an element of C. Then Ao(c ) = 1 and the other Ai(c)'s are zero 
except possibly A10(c), A12(c )..... A2o(c ). Hence the only possible positive 
values of the yi(c)'s are 3, 7, 11, 15 and 19. 
Now we have to find a good upper bound, as an increasing concave 
function of x(c), for the sum 
K(c) 
Z(C) = (Yi(C)) 2 
i=1  
subject o the conditions 
K(c) C {0, 1, 2,...}, 
K(c) 
v y i (c )  = x(c) ,  2... 
i=1  
yi (c)E  {3, 7, 11, 15, 19} ( i= 1,2 ..... K(c)), 
Yl(C) > Y2(c) >""  > Ymc)(e), 
y,(c) < V/2 l s(20 + s) (s = 1, 2 ..... K(c)), 
i=1  
(25) 
and 
yi(c) < 1 ls (s = 2, 3,..., K(c)). 
i=1  
[The first five conditions are obvious; if (26) would not be true then 
yl(c) + y2(c) > 23 and so d(el, cz) < 9.] By checking the cases where these 
conditions are satisfied and yK(c)(c) > 7 we observe that 
z(c) < 8-a(43x(c) + 2071) (27) 
is a solution of this problem. 
By (25), 
K(c) 
yi(c) < 5(K(c) + 6) 
i=1  
and hence, by (I1), (9) and (12), 
K(ct 
K = 53-1 Z g(c) ~ 265-1 ~. ~, yi(c) --~ 6 = 5 - Ix  - 6. 
cEC cEC i= 1 
(28) 
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Further, by (15), x< 73-K  and so, by (28), x < 66. Therefore, by the 
definitions of z and x and by (27), 
Z = 53 -1 E Z(C) <= 8-1(43x + 2071)  < 614. 
cEc 
But this is impossible because the inequality (16) implies z > 619. Q.E.D. 
5. CONCLUDING REMARKS 
A result of Anderson (1968) states that the minimum distance of the dual 
code of a double-error-correcting BCH code of length 2 m-  1 is at least 
2 m-1 - 2 m/2 (and the number of codewords is 22m = 4d2(I + o(1))). So the 
condition j=  o(d l/a) in the inequalities (4) and (5) and j=  o(dl(2) in (3) 
cannot be replaced by j=  O(dln). [As usual, f (d)= O(g(d)) means that 
f(d)/g(d) is bounded as d ~ oo.] However, we have 
OPEN PROBLEM 1. Can the condition j = o(d 1/3) in the inequalities (4) 
and (5) be replaced by j = o(dl/2)? 
The method of this paper gives upper bounds which are logarithm 
functions of./'. I do not know if that logarithm is necessary or not and so it is 
perhaps- reasonable to set 
OPEN PROBLEM 2. Is in fact A(2d + j, d) -- O(d) if j  -- o(d 1/3) (or even if 
j = o(dl/2))? 
In this paper we have considered only binary codes, which made the 
notation simpler, but similar results could be proved also in nonbinary cases. 
Note added in proof. It follows from a result of Sidelnikov (Problemy Kibernet. 24 (1971 ), 
15-42; Theorem 8) that the answer to Problem 1 is negative. 
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