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A DATABASE OF GROUPS WITH EQUIVALENT
CHARACTER TABLES
WILLIAM COCKE, STEVE GOLDSTEIN, AND MICHAEL STEMPER
Abstract. Two groups are said to have the same character table
if a permutation of the rows and a permutation of the columns of
one table produces the other table. The problem of determining
when two groups have the same character table is computationally
intriguing. We have constructed a database containing for all finite
groups of order less than 2000 (excluding those of order 1024), a
partitioning of groups into classes having the same character table.
To handle the 408,641,062 groups of order 1536 and other orders
with a large number of groups we utilized high-throughput com-
puting together with a new algorithmic approach to the problem.
Our approach involved using graph isomorphism software to con-
struct canoncial graphs that correspond to the character table of
a group and then hashing the graphs.
1. Introduction
There are many questions about what properties of a group are cap-
tured by the character table. In general, the character table is like a
shadow of the corresponding group: some information is preserved and
other information is lost. Two groups may have the same character
table, e.g., the dihedral and quaternion groups of order 8, or the two
extra-special groups of order p3 for any prime p. It is also easy to show
that certain groups cannot have the same character table, e.g., groups
of different orders or with a different number of conjugacy classes.
To aid in the study of what information about a group is preserved
and what is lost in the passage to its character table we have con-
structed a database containing for all finite groups of order less than
2000 (excluding those of order 1024), a partitioning of groups into
classes having the same character table.
The database reveals new computational examples of character ta-
bles not preserving certain properties of the underlying groups. For
example, previous work by Mattarei gave examples of groups G and
H with the same character table but different derived lengths [Mat92,
Mat94]. The smallest examples given by Mattarei had order 511. Using
our database we have the following computational observations.
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Example 1.1. Let G and H be two groups with |G| = |H| < 512.
Suppose that the character tables of G and H are the same. Then the
derived length of G and H are the same.
Example 1.2. There are groups of order 512 that share a character
table, but have different derived lengths. See Table 3 in Section 4.1.
The structure of the database itself is of some interest. For example,
we have expanded the table found in the book by Lux and Pahlings
[LP10, Table 2.2 pg 136]. See Tables 1 and 2.
Order Number of Groups Number of Tables Largest Class Size
2 1 1 1
4 2 2 1
8 5 4 2
16 14 11 2
32 51 35 3
64 267 146 6
128 2328 904 36
256 56092 9501 256
512 10494213 360134 135424
Table 1. The number of groups and character tables of
order 2k. The largest class size is the largest number of
groups of that order that share a character table.
Order Number of Groups Number of Tables Largest Class Size
6 2 2 1
12 5 5 1
24 15 13 2
48 52 42 2
96 231 160 3
192 1543 834 9
384 21185 7237 36
768 1090235 139974 512
1536 408641062 20540010 135424
Table 2. The number of groups and character tables of
order 2k · 3. The largest class size is the largest number
of groups of that order that share a character table.
Table 1 was based on work of Skrzipczyk [Skr] in which she searched
for a minimal example of a Brauer pair. Skrzipczyk’s approach was to
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minimize the number of pairwise comparisons by clustering character
tables using group invariants that are known to be captured by the
character table. Skrzipczyk was able to partition the 2-groups of order
up to 256 by their character tables. However, this approach does not
scale well because its complexity is quadratic in the size of the largest
cluster. We will compare this approach with ours in Section 3.7.
To handle the 408641062 groups of order 1536 and other orders with
a large number of groups we utilize a novel approach to the prob-
lem. We clustered the groups of a given order by number of conjugacy
classes. For each group within a cluster, we calculated a string that
faithfully represents the character table using an efficient implemen-
tation of a canonical graph labeling algorithm, effectively linearizing
the pairwise comparison problem. We then verified there were no hash
collisions. Hence, this hash-of-string-representation-of-the-canonically-
labeled-graph is, empirically, an invariant of the group that determines
its character table, or in the language of Section 2, its equitabular class.
Even though this hashing scheme enabled an efficient implementa-
tion for constructing the database, deploying it for hundreds of millions
of groups was, nonetheless, a formidable challenge. We addressed this
challenge by performing the calculations on a high-throughput comput-
ing pool. Indeed our hashing scheme was conceived with this resource in
mind. For any given group, calculating the hash, the computationally-
intensive step in the algorithm, can be a stand-alone computation, each
one producing a small text file as output and having small processor
and memory footprints, making it a good match for high-throughput
computing.
The rest of this paper proceeds as follows. Section 2 briefly recalls
the definition of a character table, and what it means for two character
tables to be equal. Section 3 contains the techniques used to produce
the database. Section 4 includes some observations and applications
from the database. Section 5 provides information on how to obtain
the database and Section 6 contains a few acknowledgements relevant
to the project.
2. The character table of a group.
For a finite group G, a character of G is the trace of a representation
φ : G → GLn(F), where GLn(F) is the general linear group of degree
n over the field F. For general facts about character theory, including
more definitions, we refer the reader to Isaacs [Isa06]. In this paper
we are only interested in characters over the complex numbers and will
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assume that F = C. A character is called irreducible if the correspond-
ing representation is irreducible. The set of irreducible characters of
a group G is written as Irr(G). We write Classes(G) for the set of
conjugacy classes of G.
To define a character table of a group G, we must first fix orderings
of Irr(G) and Classes(G). A character table CT(G) of a group G is
an array whose ij-entry is the value of the i-th character in Irr(G) eval-
uated on a representative of the j-th conjugacy class in Classes(G).
Clearly, the presentation of CT(G) as an array depends on the order-
ings we choose for Irr(G) and Classes(G). In general, we will say that
two character tables are equivalent if there is a permutation of the rows
and a permutation of the columns of one table that equals the other
table and we write this as CT(G) ∼= CT(H). If CT(G) ∼= CT(H), we
say that G and H are equitabular; this terminology is non-standard,
but useful for the work in this paper. For a group G we will call the
set of all groups that are equitabular with G the equiatabular class of
G. Hereafter when we say two groups have the same character table,
we mean that the character tables are equivalent in this manner.
Note that the same group might produce a large number of different
character tables that are all equivalent. We can view the character
table CT(G) of G as a mapping
CT(G) : Irr(G)×Classes(G)→ C
where for a character χ and a conjugacy class C = gG, we have
CT(G)(χ, C) = χ(g).
Then two character tables CT(G) and CT(H) are equivalent if and
only if there are bijections Φ : Irr(G)→ Irr(H) and Ψ : Classes(G)→
Classes(H) such that
(1) CT (G)(χ, C) = CT(H)(Φ(χ),Ψ(C)).
In Section 3.2 we will see that equation 1 is reflected in the graphs we
construct.
3. Constructing the database
In this section we do two things: we explain our technique to con-
struct the database and compare this technique against the standard
approach with an emphasis on our reliance on high-throughput com-
puting. In Sections 3.1 to 3.6 we discuss our algorithms to build the
partition of groups by their equitabular classes. Sections 3.1 and 3.2
also give an example of how our encoding of CT(G) as a graph would
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work for symmetric group on 3 symbols. In Section 3.7 we compare
our algorithm with previous approaches to the problem.
To construct the equitabular class of a group G we need only to
examine groups with the same order and the same number of con-
jugacy classes. For two finite groups G and H the software package
Magma[BCP97] can be easily used to determine if G and H are eq-
uitabular. In many cases, we were able to partition the groups into
equitabular classes by running one-versus-one comparisions using the
order of the group and the number of conjugacy classes to separate
the groups from one another. However for orders with a large num-
ber of groups, such well-chosen one-to-one comparison was not feasible.
We used the GAP [GAP19] package Digraphs [BJM+19] along with
HTCondor [TTL02] to build the partition for orders with a larger
number of groups.
Our approach to handle orders with a large number of groups was
as follows:
(1) Calculate the character table for a group G.
(2) Represent CT(G) as a graph G.
(3) Find a canonical labeling of G.
(4) Hash the canonical labeling of G.
(5) Sort the list of hashes.
(6) Check for hash collisions.
The following subsections cover each of the above steps.
3.1. Calculating a character table for a group G. We used the
native character table construction function within GAP to construct
character tables. For a group G, the function CharacterTable(G)
returns CT(G).
Let S be the symmetric group on 3 symbols. Then
CT(S) =

1 1 11 −1 1
2 0 −1

 .
3.2. Represent CT(G) as a graph. We want to represent the char-
acter table CT(G) as a graph G. We will actually build a colored
digraph G from the table representing CT(G); here the use of color
merely serves to identify that two vertices cannot be interchanged by
the graph. Note that coloring the vertices is equivalent to construct-
ing a slightly more complicated graph that prevents the existence of
automorphisms that interchange certain vertices.
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Figure 1. The graph corresponding to the character
table of the symmetric group on 3 symbols.
Suppose that CT(G) is an n-by-n table with k distinct entries. Then
our graph G will have vertex set
V = {r1, . . . , rn} ∪ {c1, . . . , cn} ∪ {ei,j : 1 ≤ i, j ≤ n} ∪ {v1, . . . , vk},
where as indicated, the r-vertices are all one color, the c-vertices are
a different color, and the e-vertices are a third color; moreover each
of the v-vertices is a distinct color, meaning that the entire vertex set
V is colored by 3 + k colors. The r-vertices will correspond to rows
of CT(G), the c-vertices to columns, the e-vertices to entries, and the
v-vertices to distinct values of CT(G). The edge set of G is
E =
( ⋃
1≤i≤n
{(ri, ei,j) : 1 ≤ j ≤ n}
)
∪
( ⋃
1≤j≤n
{(cj, ei,j) : 1 ≤ i ≤ n}
)
∪
( ⋃
1≤ℓ≤k
{(vℓ, ei,j) : CT(G)[i, j] = vℓ, 1 ≤ i, j ≤ n}
)
.
Using CT(S) as written in Section 3.1, the graph S is below.
We can see how permuting the rows and columns of CT(S) does not
change the graph S. Thus the graph CT(S) captures the equivalence
seen in equation 1.
3.3. Canonically label the graph. To determine a canonical label-
ing of the graph we used McKay’s nauty algorithm [MP14] as imple-
mented in the GAP [GAP19] package Digraphs [BJM+19] (and by
association the package Grape [Soi18]). The algorithm works by ma-
nipulating the symmetry of the table.
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3.4. Hash the canonical labeling of G. We cast the canonically
labeled graph as a string and then output the md5sum [Riv92] of the
string.
3.5. Sort the list. We sorted the list groups, designated by their in-
dexes in the SmallGroup database, and collected those with identical
hash and number of conjugacy classes into potential equivalence classes.
3.6. Check for hash collisions. To check for collisions, we used the
function IsIsomorphic(CT(G),CT(H)) in Magma [BCP97] for groups
G and H in the same potential equivalence class. These calculations
could have been quadratic in the size of the potential equivalence class.
However, because we discovered no collisions from the hash function,
meaning that the hash of the canonical labeling of G determined the
equitabular class of G, we only had to compare each member of the
partition against a single fixed group to verify that our partition was
in fact an equitabular class.
We chose to run this portion of the computation in Magma to give
a complementary check to the partition coming from GAP.
3.7. Comparison with the general approach. In general, the his-
torical approach to the problem of determining all of the equitabular
classes for a given order n was to first compute a number of invari-
ants on all of the groups of order n. These invariants were information
about a group G that is preserved by CT(G), meaning that the value of
the invariant could be read from a table representing CT(G). Among
these invariants are the order of G, the number of conjugacy classes of
G, and the size of the conjugacy classes. In general it is not known
what list of invariants is sufficient to identify the equitabular classes of
groups of a given order.
Ultimately, one is forced to compare the character tables of groups
that sometimes do not have the same character table. For orders with
a small number of groups this is not computationally expensive. In our
approach to handle orders with a large number of groups, e.g., 1536, we
ended up only comparing groups with the same character table—the
“golden” invariant we stumbled across was the hash of the canonical
labeling of the table. By utilizing high-throughput computing, com-
puting this value for all groups of a given order was feasible.
We wish to point out that high-throughput computing involves dis-
tributing the problem to multiple machines each of which work inde-
pendently of each other. In contrast the high-performance-computing
model runs jobs on a tightly coupled cluster of machines which have
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extensive CPU and RAM to perform calculations. We crafted our al-
gorithm to work on available high-throughout-computing resources.
In implementing our algorithm each character table was hashed in-
dependently to produce a small output file which allowed for easy file
transfer and low requirements on the CPU or RAM. This enabled us to
access a majority of nodes on in our computing cluser. Our algorithm
was successful because:
• it had a small output for each job;
• it utilized open source software;
• it had low system requirements.
4. Examples and observations.
In this section, we provide some examples and observations of how
one could query the database.
4.1. Derived Length. Using the character table of a finite group,
one can determine if the group is solvable by constructing the lattice
of normal subgroups of G and looking for a chain of normal subgroups
such that the index of each subgroup in the next is a prime power.
Moreover, the conjugacy classes contained in the derived subgroup can
be readily identified from the character table, as can the commutators.
However, the derived length of the group is not observable from the
character table by itself.
Mattarei first observed that the derived lengths cannot be deter-
mined from the character table of a group; meaning that there are
groups G and H with the same character table, but with different de-
rived lengths [Mat92]. In later work he produced p-groups G and H
with the same character table, but different derived lengths [Mat94].
For his p-group examples, Mattarei required that p ≥ 5 and the groups
themselves have order p11. Using our database, we were able to identify
the following examples of groups of order 512 = 29 that have the same
character table, but different derived lengths; moreover, we can easily
verify that they are the smallest possible examples in terms of order.
Example 4.1. This pseudocode could be used to see that there are
no groups with order less than 512 that have the same character table
and different derived lengths.
for n in 1 to 511 do
for E in equitabular_classes(n) do
for G and H in E do
if DerivedLength(G) ne DerivedLength(H) then
print Index(G), Index(H).
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end if;
end for;
end for;
end for;
However by calculating the derived lengths for all equitabular groups
of order 512, we get the following table.
Derived Length 2 Derived Length 3
Class 1 1637, 1638, 1639, 1640 1615, 1616, 1617, 1618,
1619, 1620, 1621, 1622
Class 2 46947, 46948, 46949, 46950, 46929, 46930, 46931, 46932,
46951, 46952, 46953, 46954 46933, 46934, 47002, 47003,
47004
Class 3 59243, 59244, 59245, 59246, 59213, 59214, 59215, 59216,
59247, 59248 59217, 59218, 59219, 59220
Class 4 59930, 59931, 59932, 59933, 59906, 59907, 59908, 59909,
59934, 59935, 59936, 59937 59910, 59911, 59912, 59913
Table 3. Indices of groups of order 512 whose equitab-
ular class contains groups with different derived lengths.
We mention that it is unknown if there are equitabular groups whose
derived lengths differ by more than one.
4.2. Character Theoretic Words. Another area of recent interest
in group theory is whether the image of certain word maps can be
identified from the character table of a group G. It is well-known that
the conjugacy classes of a group G whose elements occur as commu-
tators can be identified from the character table of G, i.e., looking at
the character values over g we can tell if there is some x, y ∈ G with
[x, y] = x−1y−1xy = g. Explicitly, we have the following lemma, which
is an exercise in [Isa06, Exercise 3.10 ] and a lemma in [LP10, Lemma
2.6.4].
Lemma 4.2. Let G be a finite group and let g ∈ G. There is some
x, y ∈ G with g = [x, y] if and only if∑
χ∈Irr(G)
χ(g)
χ(1)
6= 0.
The character table can also be used to determine the number of
ways g occurs as a commutator. The recently proven Ore conjecture
asked whether every element of a finite nonabelian simple group G
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occurred as a commutator. The proof of the Ore conjecture by Liebeck,
O’Brien, Shalev, and Tiep utilized the character theoretic nature of
the word w = x−1y−1xy [LOST10]. There has been some interest over
finite nonabelian simple groups of the probability that g occurs as a
commutator [GS09]; this probability is also determined by the character
table of G.
Besides [x, y], there are results known for other words, for example
w = x2y2. The word w is also character theoretic in that:
Lemma 4.3. [LOST12, Lemma 2.2] Let G be a finite group and g ∈ G.
The number of ways g occurs as a product of two squares is
|G| ·
∑
χ∈Irr(G)
χ real
χ(g)
χ(1)
.
The authors who proved the Ore conjecture also showed that every
element of a finite nonabelian simple group is a product of two squares
[LOST12].
We will say that the image of a word w ∈ Fn is the set of all evalu-
ations of w in G. A natural question to ask is whether for every word
w, there is some way to deduce from the character table of a group G
whether or not an element g ∈ G occurs in the image of w. As seen
above when w = [x, y] or w = x2y2 this is the case. However, when
w = xp for p an odd prime, we note that the extraspecial groups of or-
der p3 share a character table. Because one of the extraspecial groups
of order p3 has exponent p and one has exponent p2, the image of w
cannot be extracted from the character table by itself.
What about the word w = x2?
Example 4.4. We can ask the character table database to look for
groups G and H such G and H have the same character table, but the
number of squares in G is different than the number in H .
for n in 1 to 1000 do
for E in equitabular_classes(n) do
for G and H in E do
if #Squares in G ne #Squares in H then
print n, Index(G), Index(H).
end if;
end for;
end for;
end for;
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An algorithm based on the pseudocode above returns that when
G = SmallGroup(64, 100) and H = SmallGroup(64, 98), then G and H
share a character table and |{x2 : x ∈ G}| = 6 and |{x2 : x ∈ H}| = 5.
From the above example, we see that CT(G) determines the group
generated by the word w = x2, but not the image of the word itself.
5. Availabiltiy.
The database can be accessed at https://osf.io/7zjh9/. In ad-
dition we have included some tools to query the database and convert
the data to a format usable in either Magma or GAP.
6. Acknowledgements.
We want to thank Gerhard Hiss for helping us obtain a copy of
Skrzipczyk’s thesis.
We also want to thank James Mitchell and Wilf Wilson for helping
with the Digraphs package.
This research was performed using the compute resources and as-
sistance of the UW-Madison Center For High Throughput Computing
(CHTC) in the Department of Computer Sciences. The CHTC is sup-
ported by UW-Madison, the Advanced Computing Initiative, the Wis-
consin Alumni Research Foundation, the Wisconsin Institutes for Dis-
covery, and the National Science Foundation, and is an active member
of the Open Science Grid, which is supported by the National Science
Foundation and the U.S. Department of Energy’s Office of Science.
This research was done using resources provided by the Open Science
Grid [PPK+07, SBH+09], which is supported by the National Science
Foundation award 1148698, and the U.S. Department of Energy’s Office
of Science.
This material is based upon work done while the first author was
supported by the National Science Foundation under Grant No. DMS-
1502553. The first author also acknowledges that this material is based
upon work supported by the National Science Foundation Graduate
Research Fellowship Program under Grant No. DGE-1256529.
References
[BCP97] Wieb Bosma, John Cannon, and Catherine Playoust. The Magma alge-
bra system. I. The user language. J. Symbolic Comput., 24(3-4):235–265,
1997. Computational algebra and number theory (London, 1993).
[BJM+19] Jan De Beule, Julius Jonusˇas, James D. Mitchell, Michael Torpey, and
Wilf A. Wilson. Digraphs - GAP package, version 0.15.3, Jun 2019.
[GAP19] The GAP Group. GAP – Groups, Algorithms, and Programming, Ver-
sion 4.10.1, 2019.
12 WILLIAM COCKE, STEVE GOLDSTEIN, AND MICHAEL STEMPER
[GS09] Shelly Garion and Aner Shalev. Commutator maps, measure preserva-
tion, and T -systems. Trans. Amer. Math. Soc., 361(9):4631–4651, 2009.
[Isa06] I. Martin Isaacs. Character theory of finite groups. AMS Chelsea Pub-
lishing, Providence, RI, 2006. Corrected reprint of the 1976 original
[Academic Press, New York; MR0460423].
[LOST10] Martin W. Liebeck, E. A. O’Brien, Aner Shalev, and Pham Huu Tiep.
The Ore conjecture. J. Eur. Math. Soc. (JEMS), 12(4):939–1008, 2010.
[LOST12] Martin W. Liebeck, E. A. O’Brien, Aner Shalev, and Pham Huu Tiep.
Products of squares in finite simple groups. Proc. Amer. Math. Soc.,
140(1):21–33, 2012.
[LP10] Klaus Lux and Herbert Pahlings. Representations of groups, volume 124
of Cambridge Studies in Advanced Mathematics. Cambridge University
Press, Cambridge, 2010. A computational approach.
[Mat92] Sandro Mattarei. Character tables and metabelian groups. J. London
Math. Soc. (2), 46(1):92–100, 1992.
[Mat94] Sandro Mattarei. An example of p-groups with identical character tables
and different derived lengths. Arch. Math. (Basel), 62(1):12–20, 1994.
[MP14] Brendan D. McKay and Adolfo Piperno. Practical graph isomorphism,
{II}. Journal of Symbolic Computation, 60(0):94 – 112, 2014.
[PPK+07] Ruth Pordes, Don Petravick, Bill Kramer, Doug Olson, Miron Livny,
Alain Roy, Paul Avery, Kent Blackburn, Torre Wenaus, Frank Wrth-
wein, Ian Foster, Rob Gardner, Mike Wilde, Alan Blatecky, John
McGee, and Rob Quick. The open science grid. Journal of Physics: Con-
ference Series, 78:012057, jul 2007.
[Riv92] Ronald Rivest. The md5 message-digest algorithm. Technical report,
1992.
[SBH+09] I. Sfiligoi, D. C. Bradley, B. Holzman, P. Mhashilkar, S. Padhi, and
F. Wurthwein. The pilot way to grid resources using glideinwms. In
2009 WRI World Congress on Computer Science and Information En-
gineering, volume 2, pages 428–432, March 2009.
[Skr] E. Skrzipczyk. Charaktertafeln von p-gruppen. Diplomarbeit, Lehrstuhl
D fu¨r Mathematik, RWTH-Aachen, Aachen (1992).
[Soi18] L.H. Soicher. The grape package for gap, version 4.8.1, 2018.
[TTL02] Douglas Thain, Todd Tannenbaum, and Miron Livny. Condor and the
grid. In Fran Berman, Geoffrey Fox, and Tony Hey, editors, Grid Com-
puting: Making the Global Infrastructure a Reality. John Wiley & Sons
Inc., December 2002.
William Cocke, Department of Mathematics, University of
Wisconsin-Madison
E-mail address : cocke@math.wisc.edu
Steve Goldstein, Department of Botany and Department of Math-
ematics, University of Wisconsin-Madison
E-mail address : sgoldstein@wisc.edu
Michael Stemper, Department of Mathematics, University of
Wisconsin-Madison
E-mail address : mstemper2@wisc.edu
