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Abstract
If a stochastic model is used to describe uncertainties, the physical sys-
tem may be described by a stochastic partial differential equation (SPDE).
A discretisation by a Galerkin ansatz with tensor-products of finite element
functions and stochastic ansatz functions yields a large system of equations
that can be efficiently solved by iterative methods. Due to its sheer size,
parallel techniques are required, and we have implemented a “hierarchical
parallel solver” for this: our solver uses a (possibly parallel) deterministic
solver for the spatial discretisation. Coarser grained levels of parallelism
are implemented by distributing the unknowns over the processors and by
running different instances of the (possibly parallel) deterministic solver in
parallel.
1 Motivation
Uncertainties remain in all models of the physical reality, and the quality of nu-
merical prognoses is limited by the information available about the system. If
prognoses are computed with an accuracy higher than merited by the available in-
formation, then the computing power at hand might be put to use more effectively
by computing quantitative estimates for the uncertainties in the response.
Soil properties are very hard to measure. Hence, the material parameters used
in the simulation of groundwater flows are usually flawed by uncertainties. Apart
from homogenisation techniques, such uncertainties have been accounted for by
stochastic models [1, 2]. The system is then described by a stochastic partial
differential equation (SPDE) [3, 4, 5, 6] and may be solved by stochastic finite
element methods (SFEM) [5, 6, 7, 8, 9, 10].
2 Stochastic Partial Differential Equations
As a simple example, we consider a groundwater flow problem in a region R ⊂ Rd
(see Fig. 1), where the flux is related to the hydraulic head gradient by Darcy’s law.
We may model uncertainties in the soil by describing the hydraulic conductivity
κ by random variables κ(x, ω), x ∈ R on a probability space Ω, where ω ∈ Ω
denotes an elementary event. Consequently, κ : R × Ω → R is a random field
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Figure 1: Geometry and a realisation of the hydraulic conductivity
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Figure 2: Mean and variance of solution
[11, 12, 2]; see Fig. 1. The hydraulic head is then also a random field u(x, ω), and
it satisfies the elliptic SPDE
(1) −∇ · (κ(x, ω)∇u(x, ω)) = f(x, ω).
Here f(x, ω) is a random field modelling the sources and sinks, and we assume
that appropriate boundary conditions are imposed.
The properties of interest are statistics of the hydraulic head, like its mean, its
variance, or its probability to exceed some threshold; see Fig 2.
3 Discretisation
Such statistics may be computed by approximating all random quantities in a finite
number of independent random variables and then integrating over the appropriate
probability space (taking the expectation). Monte Carlo integration may be used
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for this, but the effort of performing Monte Carlo simulations is high, and hence
alternative techniques have been developed, which may be advantageous if the
number of independent random variables is not too high or if the variance of the
answer is large [7].
We use the spectral stochastic finite element method [13]: The random fields
are represented by their Karhunen-Loève expansion [11], and the solution is ob-
tained by an ansatz u(x, ω) =
∑n
i=1
∑k
β=1Ni(x)Hβ(ω)u
(β)
i of tensor-products of
finite element shape functions N1(x), . . . , Nn(x), x ∈ R, and stochastic func-
tions H1(ω), . . . , Hk(ω), ω ∈ Ω, that are chosen here as multivariate Hermite
polynomials (the so-called polynomial chaos). The unknowns may be written as
a block vector u = (. . . ,u(β), . . .)T consisting of subvectors u(β), each of which
is a coefficient vector of the spatially discretised problem.
Application of Galerkin conditions yields a structured system of block-equa-
tions that can be written [5, 14] for the linear problem as
Ku =
[∑
i
∑
γ
κ
(γ)
i ∆
(γ) ⊗Ki
]
u = f.(2)
The matrices Ki correspond to calling the deterministic solver with special ma-
terial parameters (with the Karhunen-Loève eigenfunctions). The matrices ∆(α)
contain the contributions of the stochastic ansatz, and their size is equal to the
number of stochastic ansatz functions. The scalars κ(α)i are computed from the
statistics of the stochastic materials, and the block vector f is computed from the
sinks, sources, and boundary conditions.
Due to the tensor-product-structure, the number of equations is large—it is
the size of the spatial times the size of the stochastic ansatz. To solve this large
system of equations, we may exploit its special structure, and efficient solvers
based on preconditioned Krylov-methods and multilevel-solvers in the stochastic
dimension have been implemented [15, 16]. The solvers call existing software in
a black-box fashion to compute the matrix vector products Kiu(β), and they use
block-diagonal preconditioners that are based on applying the existing determin-
istic solver to each subvector u(β).
4 Parallelisation
In order to simulate realistic problems [17], large ansatz-spaces are necessary, and
hence the solver was parallelised. As we use Krylov-type solvers, the parallelisa-
tion was performed by parallelising the block-matrix-vector product v := Ku and
the preconditioner.
3
According to Eq. (2), the block-matrix-vector product is computed as
v(α) = (Ku)α =
∑
i
∑
β
∑
γ
√
λiξ
(γ)
i ∆
(γ)
α,βKi u
(β).(3)
The parallelisation was performed in a configurable and hierarchical manner:
Parallel Deterministic Solver: If the deterministic solver is a parallel program,
e.g. based on a domain decomposition of the spatial region, then each matrix Ki
is distributed over a set of processors, and the vectors u(β) and v(α) are distributed
accordingly. We divide the available processors into Npg equally sized processor
groups (“p-groups”). These are our smallest building blocks for the coarser levels
of the parallelisation. Each p-group runs one instance of the deterministic solver
and stores parts of the block-vectors u and v. Here, each subvector u(β) and v(α)
is distributed over the processors in the group as required by the deterministic
solver.
What instances of the deterministic solver are run on which p-group, and what
parts of the block vectors u and v are stored on which p-group, depends on how
the other levels of the parallelisation are configured.
Parallel Execution of Deterministic Solvers: We allow to simultaneously run
different instances of the deterministic solver, i.e. to execute the sum over i in
Eq. (3) in parallel.
We may store more than one Ki on every p-group, and in this case it is nec-
essary to exchange the material parameter in the deterministic solver while exe-
cuting the block-matrix-vector product. For this we may either call an appropriate
function of the deterministic solver or restart it with another material parameter.
For a faster performance, we may replicate the matrices Ki, i.e. run identical
instances simultaneously on several p-groups. We characterise their distribution
over the p-groups by the number NK of replications: each of the matrices Ki (or
of the instances of the solver) is copied to NK different p-groups.
Distribution of Block Vectors: To allow large ansatz spaces, we distribute u
and v over the p-groups. This amounts to parallelising both the sum over β and
the loop over α.
If the number of unknowns is not too large, it may be favorable to store each
vector more than once. This increases memory requirements but reduces execu-
tion times.
We characterise the distribution of the block vectors over the p-groups by
the number NV of their replications—copies of each subvector u(β) and v(α) are
stored on NV different p-groups.
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4.1 Distribution of Data
To highlight parallelisation aspects, let us discuss some examples. For simplic-
ity, we assume here that four processor groups are available, that four matrices
K0, . . . ,K3 are to be distributed and that each block vector comprises 12 subvec-
tors. Of course, realistic examples use more matrices and longer block-vectors,
but this example suffices for demonstration purposes.
If the vectors u(β) or v(α) or the matricesKi are stored in a distributed manner,
then the p-groups need to exchange data while executing the block-matrix-vector
product. Each matrix Ki may be identified with an instance of the deterministic
solver, hence we do not exchange them.
Instead, we exchange parts of the block-vectorsu(β) and v(α). Before and after
executing the matrix-vector product, all block-vectors are distributed in the same
fashion. While executing the block-matrix-vector product, they are exchanged
between the p-groups. All communications may be performed as cyclical shifts
across subsets of the p-groups (the first p-group in the set sends its part of the
block-vector to the second, the second sends to the third, and so on, and the last
p-group sends its part to the first p-group).
EXAMPLE 1: The most efficient distribution of data in terms of memory demands
results if every matrix and every vector is stored only once:
p-group Ki u v
pg1 K0 u
(1) · · ·u(3) v(1) · · ·v(3)
pg2 K1 u
(4) · · ·u(6) v(4) · · ·v(6)
pg3 K2 u
(7) · · ·u(9) v(7) · · ·v(9)
pg4 K3 u
(10) · · ·u(12) v(10) · · ·v(12)
Table 1: Example for parallel matrix-vector-product, most efficient memory usage
We need to add every possible product Kiu(β) to every v(α). In this exam-
ple, all u(β) must thus be cyclically shifted across all processor groups, and for
every configuration of u we need to shift all v(α) across all p-groups. For every
configuration of v and u we add the local contributions to the right hand side.
If there is no redundancy, as in this example, then in total Npg cyclical shifts of
u and N2pg cyclical shifts of v are required. The memory demands scale well with
the number of p-groups, but the number of required cyclical block-vector shifts
grows quadratically with the number of p-groups. As Fig. 3 shows, there may
be an optimum number of p-groups for a given problem size, and adding more
p-groups may result in an increased total execution time.
To speed up the block-matrix-vector product, we may introduce redundancy.
First we consider a replication of the matrices Ki. We need to support this type
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of redundancy anyway, as the number of matrices Ki may be smaller than the
number of available p-groups.
EXAMPLE 2: We now store eachKi twice and the block vector once:
p-group Ki u v
pg1 K0 K1 u
(1) · · ·u(3) v(1) · · ·v(3)
pg2 K2 K3 u
(4) · · ·u(6) v(4) · · ·v(6)
pg3 K0 K1 u
(7) · · ·u(9) v(7) · · ·v(9)
pg4 K2 K3 u
(10) · · ·u(12) v(10) · · ·v(12)
Table 2: Example for parallel matrix-vector-product, operators replicated
Again, we need a cyclic shift of u across all p-groups. But in contrast to
example 1, we need to exchange the right hand side only between those processor
groups that store a complete set of matricesKi, i.e. it is sufficient to exchange the
v(α) between pg1 and pg2 and between pg3 and pg4.
If there are NK copies of every Ki, we need to perform Npg cyclical shifts of
u and N2pg/NK shifts of v. This distribution still scales well with the number of
processor groups in terms of memory demands but requires less communications
than example 1.
With even more redundancy, every processor group stores all matricesKi and
hence the complete block matrix. Then u must again be cyclically exchanged
between all p-groups, but the right hand side needs not to be exchanged. The
number of cyclical block-vector shifts then grows linearly with the numbers of
processors; see the speedup-measurements in Fig. 3.
The costs of exchanging the material parameter in a p-group may be high, e.g.
if this requires a restart of the deterministic solver. It may then be advantageous
to assign to each p-group only one deterministic solver instance. To speed up the
solution process, we may then hold more than one copy of each block vector.
EXAMPLE 3: The following memory distributions demonstrate this:
p-group Ki u v
pg1 K0 u
(1) · · ·u(6) v(1) · · ·v(6)
pg2 K1 u
(7) · · ·u(12) v(7) · · ·v(12)
pg3 K2 u
(1) · · ·u(6) v(1) · · ·v(6)
pg4 K3 u
(7) · · ·u(12) v(7) · · ·v(12)
Table 3: No redundancy in operator, block-vectors stored twice
If the block-vectors are stored twice, then u must be exchanged within each set
of processor groups storing a complete block-vector. This requires Npg/2 cyclical
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exchanges of u. After all the contributions Kiu(β) have been added to the right
hand side, a parallel prefix operation is required: the v(α) on pg1 and pg2 need to
be added to their counterparts on pg3 and pg4, and the result of the sum needs to
be redistributed (in MPI-terminology this is an “Allreduce”-operation).
With more redundance, even less communication is required:
p-group Ki u v
pg1 K0 u
(1) · · ·u(12) v(1) · · ·v(12)
pg2 K1 u
(1) · · ·u(12) v(1) · · ·v(12)
pg3 K2 u
(1) · · ·u(12) v(1) · · ·v(12)
pg4 K3 u
(1) · · ·u(12) v(1) · · ·v(12)
Table 4: No redundancy in operator, highest redundancy in block-vectors
The only communication required is now a collective sum of the right hand
side with a redistribution. Accordingly, the measurements in Fig. 4 show almost
perfect efficiency.
Highest redundancy in the block-vectors as in example 4 leads to almost per-
fect speed-up, but it does not scale in terms of memory demands. However, it is
an extreme case, and we allow to combine both types of redundancy, so that the
parallel program may be configured with respect to the problem of interest.
4.2 Parallel Block-Matrix-Vector Product, Algorithm
Every processor executes the pseudocode shown in algorithm 1 to perform the
parallel block-matrix-vector product.
In the algorithm, each p-group is a set of processors running the deterministic
solver. We require that the spatial degrees of freedom are arranged in the same
manner on each processor group, and we denote the part of a vector locally stored
on the processor executing the algorithm by local_dof, i.e. v(α)(local_dof) is the
local part of v(α).
We hold NK copies of the operator, where NK is a divisor of the number Npg
of p-groups: every matrix Ki is copied onto NK p-groups and distributed inside
each of them according to the arrangement of the spatial degrees of freedom. By
local_matrices we denote all Ki stored on the local p-group. As the matrices
∆(γ) are very sparse, they are stored as a sorted list of non-zero entries on every
processor. If a matrix Ki is stored on a processor, this processor also holds a
copy of all the corresponding ξ(γ)i . Altogether there are thus NK sets of processor
groups that store the complete operator. Each of these sets may apply the whole
block-matrix-vector product to the local parts of the block vector u and add it to
the local parts of the right hand side. We denote these sets of p-groups as “operator
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Algorithm 1 Parallel Block-Matrix-Vector Product
1: for all α ∈ localv do
2: v(α)(local_dof)← 0
3: end for
4: for all i ∈ local_matrices do
5: Activate deterministic solverKi (set material)
6: for vgsize times do {cycle u}
7: for all β ∈ localu do
8: perform collective operation in processor group
9: w := Kiu(β)
10: end collective operation
11: for vgsize/NK times do
12: for all α ∈ localv do
13: ci,β,α :=
∑
γ
√
λiξ
(γ)
i ∆
(γ)
α,β
14: v(α)(local_dof)← ci,β,αw(local_dof) + v(α)(local_dof)
15: end for
16: perform collective operation in operator group
17: exchange v cyclically inside operator group
18: obtain new localv
19: end collective operation
20: end for
21: end for
22: perform collective operation in intersection of vector & matrix group
23: exchange u cyclically in intersection of vector & matrix group
24: obtain new localu
25: end collective operation
26: end for
27: end for
28: perform collective operation in all processors {MPI-Allreduce operation}
29: sum up all v(α) over all vector groups
30: distribute result of summation to all v(α) in all vector groups
31: end collective operation
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groups”. For example, Table 2 contains the two operator groups {pg1, pg2} and
{pg3, pg4}.
We store Nvec copies of each block-vector u and v, where Nvec is a divisor
of the number of p-groups, and where either Nvec is a divisor of NK , or NK is a
divisor of Nvec. As a result, we have Nvec sets of vgsize := Npg/Nvec p-groups,
each storing a complete copy of every block-vector. We call these sets of p-groups
“vector groups”, and we denote the local parts of the vectors u and v by localu
and localv. For example, in Table 3 appear the two vector groups {pg1, pg2} and
{pg3, pg4} and in Table 4 every processor group is a vector group.
4.3 Parallel Solver
The parallel solver is implemented by a conjugate gradients algorithm, which is
parallelised by calling the parallel matrix-vector product. As preconditioner we
use the block-diagonal preconditioner discussed above by running the (maybe
parallel) deterministic solver on the respective processor groups.
The parallelisation of the block-preconditioner is straightforward: We apply
the deterministic solver with the mean as material to the local subvectors of a
block-vector. If the block-vectors are replicated, we take care that every compo-
nent of the result is computed on only one processor group during the precon-
ditioning stage and, if necessary, we exchange the computed components of the
result between the processor groups after the block-preconditioning stage is fin-
ished.
5 Speedup-Measurements
The parallel solver was written in C++ using the portable communication library
MPI. For the spatial discretisation we imported here matrices from an external
FEM-code and used a parallel matrix-vector product and linear solver built with
PetSC [18]. The timings were performed on a Cray T3E at the Research Centre
Jülich.
The speedup-measurements that are shown in Fig. 3 and Fig. 4 are preliminary
results obtained for a fixed problem size on one to twenty processors. Computa-
tions with more processors, where the problem size is scaled with the number of
processors, are in work and will be published elsewhere.
The number of iterations required by the solver grows with the number of
unknowns; to measure only the speedup, the problem size was therefore kept con-
stant, and we used a small problem to make it solvable on one processor. The
domain shown in Fig. 1 was discretised with 750 spatial degrees of freedom and
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Figure 3: Speedup Measurements, no redundancy. Left plot: Parallel efficiency.
Right plot: relative execution time.
1,540 stochastic degrees of freedom (in total 1, 155, 500 equations), twenty oper-
ators K1, . . . ,K20 were used. They were run as sequential matrix-vector multi-
plications (each p-group comprised only one processor).
The measurements in Fig. 3 show the parallel efficiency and relative execution
times with no redundancies in storing the operators or block-vectors. As discussed
in example 1, the number of cyclical vector shifts increases quadratically with the
number of p-groups, and as the right plot shows, there is an optimum number of
processors in terms of total computing time. Increasing the number of processors
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Figure 4: Parallel efficiency with redundancy.
Left: Every processor stores all matrices, block-vectors stored redundance-free.
Right: Matrices stored without redundance, every processor stores complete block
vectors.
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beyond this optimum number results in an increase of the total execution time.
The left plot in Fig. 4 shows the parallel efficieny if all matrices K1, . . . ,K20
are stored on every processor. As discussed in example 2, the number of cyclical
vector shifts grows linearly with the number of p-groups. The right plot in Fig. 4
shows the efficiency if every p-group stores all block-vectors. The speedup is then
almost perfect as the only parallel communication in every iteration is a parallel
prefix operation and a redistribution of the data at the end of the matrix-vector
product.
6 Conclusions
The parallelisation was performed on a hierarchy of different levels, allowing to
configure the parallelisation to match the problem at hand. By introducing redun-
dancies, execution time may be traded for memory demands, and good speedups
were obtained. Speedup measurements on more processors, where the problem
size is scaled with the number of processors, are in preparation. Better speedup
is expected if the problem size is scaled with the number of processors as the
relation of computation to communication becomes more favorable. Also, mea-
surements where the deterministic solver is executed in parallel are ongoing and
will be published elsewhere.
The example presented here looks simple, but the stochastic uncertainties in-
crease its complexity considerably. The solver may integrate existing codes for the
spatial discretisation and hence may be applied to more complex problems. Our
goal is to implement a general-purpose version of the stochastic finite element
method that may be applied to real-life problems, and as the resulting systems of
equations are large, the parallel solver presented here is an important step towards
this goal.
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