










A Realization of an Autonomous Knowledge Acquisition and a 
Machine Learning Mechanism 





In this study, we attempt to realize an autonomous solving mechanism for a task plan-
mng problem by a machine l巴呂mingsystem. As the one of robot task planning problems, 
the block stacking problem is treated. It is wel known that how to get the solution of this 
problem is said to be the one of the most difficult problem. Given an initial state匂1da 
goal state of blocks, a solution of the problem is to be given as an optimal sequence of op-
erations by which the given goal state isachieved with minimum cost. In our problem set-
ting, each block is painted with one of given alternative colors and single block manipula-
tor is assumed. To realize an autonomous planning mechanism, a Classifier System is ap-
plied to this problem. The classifier system is a general purpose machine learning system. 
In this system, rules that should be learned are called classifiers, and classifiers are used to 
induce the strategies of the system. In machine learning with a classifier system, a set of 
the classifiers evolves for the given probl巴m from an initial state to an adapted state 
through autonomous evolutional mechanisms. In this approach, a classifier coresponds to 
a production rule that instructs the next operation when its conditional part is fuly matched 
for a current state. On the basis of the proposed approaches, some numerical experiments 

























Figure 1. A problem solving by recombining local knowledge 













ここで扱うブロックスタッキング問題 Figure 2. A block stacking problem 
とは人工知能の分野で問題解決の例題と an的it加lsta台 α量制'USi加rLe
して広く用いられるもので，与えられた 3 
初期状態から目標状態に達するためのオ j 自 2 同国 園田ベレーション列を求める問題である。本 －ーーー報告では，［Zlo91 ］と同様の問題設定 1 






B = I b;,i EI l, (1) 
c = I c;;iεII' (2) 
P（ん）= ( S;' Z; ), (3) 
where S；εs, (4) 












[ Pick up(2) , Put Down(l) , 1 
Figure 3. Operations in this problem domam 
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ぷ＝(c;, a;) (6) 
また，条件部と行為部はそれぞれ次のように固定長の整数列で表現される。
c;={int}1c, (7) 
a;= { int} la, (8) 





= ( e1，の，…，en) (9) 
iの：その位置にフ守ロックちが存在する場合






ションが実行される。ここでは laニ 2とし，それぞれの値引，のにしたがって， Pick均
(a1）と PutDown ( a2）が実行され，ブロックの状態が変化する。このような動作を目標状態を
達成するまで繰り返す。
Figure 5. Implementation of the classifier system 
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アー は環境から報酬を受取る。 したがって， 時刻tに戦略として選択されたクラシファイア－
cf；の強度は次式により変更される。
S ( cf; , t + 1) = S ( cf; , t) B ( cf；，の ＋R（互｛；， t + 1）。（1)
ここでS(cf;, のと B(cf;,のはそれぞれ， cf；の時刻 tにおける強度と指値の値である。そ
してR(cf;,t+ 1）は時刻 t+ 1に後続のクラシファイアーから受け取る報酬である。
Figure 6. The bucket brigade algorithm 
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