Recent advances in computer vision using deep learning with RGB imagery (e.g., object recognition and detection) have been made possible thanks to the development of large annotated RGB image data sets. In contrast, multispectral image (MSI) and hyperspectral image (HSI) data sets contain far fewer labeled images, in part due to the wide variety of sensors used. These annotations are especially limited for semantic segmentation, or pixelwise classification, of remote sensing imagery because it is labor intensive to generate image annotations. Low-shot learning algorithms can make effective inferences despite smaller amounts of annotated data. In this paper, we study low-shot learning using self-taught feature learning for semantic segmentation. We introduce: 1) an improved self-taught feature learning framework for HSI and MSI data and 2) a semisupervised classification algorithm. When these are combined, they achieve the state-of-the-art performance on remote sensing data sets that have little annotated training data available. These low-shot learning frameworks will reduce the manual image annotation burden and improve semantic segmentation performance for remote sensing imagery.
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I. INTRODUCTION
S EMANTIC segmentation is a computer vision task that involves assigning a categorical label to each pixel in an image (i.e., pixelwise classification). For color (RGB) imagery, deep convolutional neural networks (DCNNs) are continually pushing the state-of-the-art for this task. This is enabled by the availability of large annotated RGB data sets. When small amounts of data are used, conventional DCNNs generalize poorly, especially deeper models. This has made it difficult to use models designed for RGB data with multispectral imagery (MSI) and hyperspectral imagery (HSI) that are widely used in remote sensing, since publicly available annotated data are scarce. Due to the limited availability of annotated data for these "non-RGB" sensors, adapting DCNNs to remote sensing problems requires using low-shot learning. Low-shot learning methods seek to accurately make inferences using a small quantity of annotated data. These methods typically build meaningful feature representations The authors are with the Machine and Neuromorphic Perception Laboratory, Carlson Center for Imaging Science, Rochester Institute of Technology, Rochester, NY 14623 USA (e-mail: kanan@rit.edu).
Color versions of one or more of the figures in this paper are available online at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TGRS.2018.2833808
Fig. 1.
Our proposed SuSA architecture for semantic segmentation of remote sensing imagery. For feature extraction, SuSA uses our SMCAE model that has been trained on unlabeled data using unsupervised learning. For classification, SuSA uses our SS-MLP model. using unsupervised or semisupervised learning to cope with the reduced amount of labeled data.
Many researchers have explored unsupervised feature extraction as a way to boost performance in semantic segmentation of MSI and HSI. They have tried shallow features (e.g., gray-level co-occurrence matrices [20] , Gabor [25] , sparse coding [26] , and extended morphological attribute profiles [9] ) and deep-learning models (e.g., autoencoders [15] , [17] , [18] , [28] , [33] ) that learn spatial-spectral feature extractors directly from the data. Recently, self-taught learning models have been introduced to build feature-extracting frameworks that generalize well across multiple data sets [13] . In self-taught learning, spatial-spectral feature extractors are trained using a large quantity of unlabeled HSI and then used to extract features from other data sets that we may want to classify (i.e., the target data sets). Self-taught learning for HSI semantic segmentation was pioneered in [13] .
As the dimensionality of each feature vector increases, the performance for many deterministic models [e.g., support vector machine (SVM)] will degrade [1] . The most common method for preventing this is to reduce the dimensionality of the feature space [e.g., using principal component analysis (PCA)]; however, this involves tuning at least one more hyperparameter (i.e., the number of dimensions to retain) through cross validation.
Multilayer perceptron (MLP) neural networks can learn which features are the most important for classification; however, they normally require a large quantity of annotated data to generalize well. Semisupervised learning uses an unsupervised task to regularize classifiers that do not have enough annotated data to work with. For example, the ladder network architecture proposed by Rasmus et al. [22] trains on labeled and unlabeled data simultaneously to boost segmentation performance on smaller training sets. Semisupervised frameworks give the model the ability to increase the dimensionality in the feature space, which allows them to learn what features are most important for optimal performance and also enables them to perform well with little annotated data.
In this paper, we describe the semantic segmentation framework self-taught semisupervised autoencoder (SuSA) shown in Fig. 1 . SuSA is designed to perform well on MSI and HSI data where image annotations are scarce. SuSA is made of two modules. The first module is responsible for extracting spatial-spectral features and the second module classifies these features.
We evaluated SuSA across multiple training/testing paradigms, and we compared our performance against the state-of-the-art solutions for each respective paradigm found in the literature, including two recent self-taught feature learning frameworks: multiscale independent component analysis (MICA)-SVM and stacked convolutional autoencoder (SCAE)-SVM [13] . We describe these in more detail in Section II-A. This paper's major contributions are as follows. 1) We describe the stacked multi-loss convolutional autoencoder (SMCAE) model (see Fig. 4 ) for spatialspectral feature extraction in non-RGB remote sensing imagery. SMCAE uses unsupervised self-taught learning to acquire a deep bank of feature extractors. The SMCAE is used by SuSA for feature extraction. 2) We propose the semisupervised multilayer perceptron (SS-MLP) model (see Fig. 5 ) for the semantic segmentation of non-RGB remote sensing imagery. SuSA uses SS-MLP to classify the feature representations from SMCAE, and SS-MLP's semisupervised mechanism enables it to perform well at low-shot learning. 3) We demonstrate that SuSA achieves the state-of-the-art results on the Indian Pines and Pavia University data sets hosted on the IEEE GRSS Data and Algorithm Standard Evaluation (DASE) website.
II. RELATED WORK A. Self-Taught Feature Learning
The self-taught feature learning paradigm was recently introduced as an unsupervised method for improving the performance for the semantic segmentation of HSI [13] . In the past, researchers learned spatial-spectral features directly from the target data and then passed them to a classifier [18] , [20] , [27] , [28] . Learning spatial-spectral features on a per-image basis is computationally expensive, which may not be ideal for near-real-time analysis. Self-taught feature learning uses large quantities of unlabeled image data to build discriminative feature extractors that generalize well across many data sets, so there is no need to retrain these types of feature extracting frameworks [21] .
Kemker and Kanan [13] introduced two self-taught learning frameworks for the semantic segmentation of HSI. The first model, MICA, learned low-level feature extracting filters corresponding to bar/edge detectors, color opponency, image gradients, and so on. The second model, the SCAE, is a deep learning approach that is able to extract deep spatialspectral features from HSI. These pretrained models would extract features from the source image (i.e., the image we want to classify) and pass them to an SVM classifier. Since MICA-SVM and SCAE-SVM provide the state-of-the-art performance across multiple benchmark data sets, we compare this paper against them.
The SCAE model consisted of three separate CAE modules trained in sequence. The training loss for each CAE was the mean-squared error (MSE) between the input data and the reconstructed output (also known as the data layer). It was shown in [30] that backpropagation is better at optimizing trainable parameters that are closer to where the training loss is computed (i.e., training error signal) than the trainable parameters in deeper layers. The solution was to take a weighted sum of the reconstruction loss for every encoder/decoder pair, which allowed the network to reduce reconstruction errors that occur in deeper layers.
In this paper, we introduce the SMCAE spatial-spectral feature extracting framework (see Fig. 4 ). It is made up of multiple MCAE modules, where each uses multiple loss functions to incorporate and correct reconstruction errors from both shallow and deeper CAE layers. SMCAE trains, extracts, and concatenates feature responses from the individual MCAEs in the way SCAE is built from individual CAEs. SMCAE allows the user to extract deep spatial-spectral features directly from the image data.
B. Semisupervised Learning
Self-taught feature learning focuses on unsupervised learning of features on additional data and then uses these features with a supervised system. Semisupervised algorithms use supervised and unsupervised learning to improve generalization on supervised tasks, which, in turn, improves classification performance on test data [22] , [24] , [30] . In both cases, unsupervised learning helps these algorithms to avoid overfitting when given only a small number of labeled HSI samples.
A number of discriminative semisupervised methods have been adapted for HSI classification. The transductive SVM (TSVM) is a low-density separation algorithm that saw early success. TSVM seeks to choose a decision boundary that maximizes the margin between classes using both labeled and unlabeled data [4] . TSVM outperformed the inductive SVM when evaluated on the Indian Pines HSI data set [3] . TSVM is computationally expensive and has a tendency to fall into local minima.
Camps-Valls et al. [5] trained graph-based models for HSI classification using labeled and unlabeled data. Their model iteratively assigned labels to unlabeled pixels that were clustered near labeled pixels. Their model outperformed a standard SVM on the Indian Pines data set. Using manifold regularization, the Laplacian SVM (LapSVM) expanded the graphbased model and showed promise in MSI classification and cloud screening [11] . LapSVM was later modified to incorporate spatial-spectral information [32] and semisupervised kernel propagation with sparse coding [31] . Ratle et al. [23] recognized the shortcomings of using an SVM and replaced it with a semisupervised neural network. This neural network outperformed LapSVM and TSVM on the Indian Pines and Kennedy Space Center HSI data sets in both classification accuracy and computational efficiency.
Dópido et al. [7] introduced a semisupervised model that jointly learned the classification and spectral unmixing task to help improve classification performance on training sets with only a few labeled samples. Liu et al. [16] used the ladder network architecture proposed in [22] to semantically segment HSI. Their ladder network model used convolutional hidden layers in order to learn spatial-spectral features directly from the image. Both of these frameworks introduce an unsupervised task that is jointly optimized with the classification task to help regularize the model, which helped the model generalize and perform well with smaller training sets.
III. METHODS

A. Multiloss Convolutional Autoencoder
Here, we describe the MCAE model (see Fig. 2 ), a significant improvement over the original CAE model [13] . Formally, an autoencoder f is an unsupervised neural network that attempts to reconstruct the input x (e.g., sample from HSI) such thatx = f (x), wherex is the autoencoder's reconstruction of the original input x. An autoencoder can be trained with various constraints to learn a meaningful feature representation that can still be used for reconstruction. Typically, autoencoders include a separate encoder network that learns a compressed feature representation of the data and a symmetrical decoder network that reconstructs the compressed feature representation back into an estimate of the original input. These networks have hidden layers that use trainable weights W and biases b to compress and then reconstruct the input. Since this is an unsupervised learning method, the MSE between x andx is the loss used to train the network. Once trained, we can extract the features h from an autoencoder with a single hidden layer such that
where σ is the nonlinear activation function [e.g., CAE used the rectified linear unit (ReLU) activation]. A CAE replaces multiply/add operations with 2-D convolution operations where * denotes the 2-D convolution operation and X is the 2-D image data that will be convolved. 2-D convolution operations learn position invariant feature representations; that is, the feature response for a given object in an image is independent of the pixel location. It slides learned convolution filters across the target image, so the number of trainable parameters is k 2 × F in × F out , where k is the number of pixels along the edge of the convolution filter (e.g., typically k = 3) and F in and F out are the number of input/output features, respectively. Standard MLP neural networks have a trainable parameter relating every pixel to every input/output feature, resulting in N 2 pixels × F in × F out trainable parameters, where N pixels is the number of pixels in the image data. DCNNs almost always have fewer trainable parameters than MLPs of equivalent depth, which can prevent the model from overfitting. In [13] , the SCAE model is built using several CAEs, where the input to the kth CAE is the output from the last hidden layer of the k − 1th CAE
where H 0 = X. This allowed the model to learn a deeper feature representation from the input data. Each CAE contains multiple hidden layers, and the downsampled feature response is reconstructed by the refinement layer shown in Fig. 3 . Valpola [30] showed that, for an autoencoder with multiple hidden layers, errors in deeper layers had a harder time being corrected during backpropagation because they are too far from the training signal. To fix this, we train each CAE using a weighted sum of the reconstruction losses for each hidden layer
where M is the number of hidden layers, L mse, j is the MSE of the encoder and decoder at layer j , and λ mcae, j is the loss weight at layer j . We refer to this new feature extracting model as MCAE. The SMCAE model (see Fig. 4 ) trains, extracts, and concatenates feature responses from the individual MCAEs in the same manner as SCAE.
B. Semisupervised Multilayer Perceptron Neural Network
In [13] , a major bottleneck in their self-taught learning model was that it used PCA to reduce the feature dimensionality prior to being classified by an SVM. This was necessary because SVMs can suffer from the curse of dimensionality when the feature dimensionality is too high. The ideal number of principal components varied across data sets and required cross validation. In contrast, MLP-based neural networks are able to learn what features are most important for semantic segmentation. The downside is that standard MLPs require large quantities of labeled data or they will overfit.
To overcome this problem, we propose an SS-MLP. As shown in Fig. 5 , SS-MLP has a symmetric encoder-decoder framework. The feed-forward encoder network segments the original input and the decoder reconstructs the compressed feature representation back to the original input. The reconstruction serves as an additional regularization operation that can prevent the model from overfitting when there are only a few training samples available. SS-MLP is trained by minimizing the total supervised and unsupervised loss
where L class is the cross-entropy loss for classification, L recon, j is the MSE of the reconstruction at layer j , λ recon, j is the importance of the unsupervised loss term at layer j , and M is the number of hidden layers in SS-MLP. The λ recon, j weights are set empirically. This optimization strategy is similar to the ladder network introduced in [16] , where the network uses convolutional units to learn spatial-spectral features from a single HSI cube. In this case, the learned spatial-spectral features are specific to this data set alone and may not transfer well to other HSI we wish to classify. Self-taught learning features, which are learned from a large quantity of imagery, can be more discriminative and generalize well across multiple data sets. In this paper, we will use pretrained SMCAE models to extract features from the labeled data and then pass them to SS-MLP to generate the final classification map.
C. Adaptive Nonlinear Activations
Kemker and Kanan [13] showed that classification performance with low-level features could be improved by applying an adaptive nonlinearity to the feature response. The SCAE is a deep-feature extractor, but it only used an ReLU activation which just sets all negative values to zero. Fixed activations like this may not be the ideal nonlinearity required for every network layer; so in this paper, we use the parametric exponential linear unit (PELU) activation [29] 
where a and b are the positive trainable parameters. PELU was shown to increase performance by learning the ideal activation function for each network layer [29] . Depending on the values of a and b, PELU can approximate an ReLU activation function or a number of other commonly used activation functions (e.g., LeakyReLU [19] and exponential linear units [6] ). In this paper, we use PELU activations with our SMCAE feature extractor and SS-MLP classifier.
IV. EXPERIMENTAL SETUP
A. Data Description
The SCAE and SMCAE frameworks were trained using publicly available HSI data collected by three different NASA sensors: 1) NASA Jet Propulsion Laboratory's Airborne Visible/Infrared Imaging Spectrometer (AVIRIS); 2) EO-1 Hyperion imaging spectrometer; and 3) Goddard's Table I . We attempted to collect data from a wide variety of different locations and climates (e.g., urban, forest, farmland, and so on) so that the frameworks would learn spatial-spectral features that generalize across multiple labeled data sets. Samples from all three sensors can be seen in Fig. 6 . The three annotated HSI data sets used to evaluate the SuSA framework are Indian Pines [see Fig. 7(a) ], Pavia University [see Fig. 7(b) ], and Salinas Valley [see Fig. 7 (c)]. Indian Pines and Salinas Valley were captured by the AVIRIS HSI sensor and contain mostly agricultural scenes. Pavia University was collected by the Reflective Optics System Imaging Spectrometer (ROSIS) airborne sensor and is an urban scene with several man-made objects. Fig. 7 shows an RGB visualization of all three data sets and Fig. 8 shows their corresponding ground truth maps. Table III throughout this paper. We used the same layer shape found to work well in [13] for CAE and MCAE to provide a fair comparison between the two models. These networks were trained using the open-source imagery listed in Table I . We randomly sampled a total of 50 000 32 × 32 × B image patches from these different HSI images, where B is the number of spectral bands that correspond Bands that correspond to low SNR and atmospheric absorption are removed. We center each feature in the patch array to zero-mean and unit-variance prior to training the model. The weights are initialized with Xavier initialization [10] (i.e., drawn from a normal distribution with its variance chosen based on the number of units), and the biases and PELU parameters are initialized with ones. SCAE and SMCAE were trained using the Nadam optimizer, which is a common variant of stochastic gradient descent used to speed up training of deep learning models [8] .
B. Training Parameters 1) MCAE: The CAE and MCAE frameworks use the parameters listed in
During training, the learning rate was dropped by a factor of 10 when the validation loss did not improve for five consecutive epochs. The models were also trained using early stopping, where training terminated when the validation loss did not improve for ten consecutive epochs. The output of the last hidden layer is then fed to the next CAE/MCAE to build the corresponding SCAE/SMCAE frameworks. After training SCAE and SMCAE, we use them to extract features from the annotated data sets. First, we resample the data to match the same spectral-bands and full-width, halfmaxes (FWHMs) as the data used to train the corresponding feature extracting framework. Throughout this paper, we use the band resampling method used in [2] , which has been made publically available. This method assumes that the target sensor has a (per-band) Gaussian response. For each target band and corresponding FWHM, the algorithm searches for the source bands that overlap and then integrate those responses over the region of overlap in the target sensor.
Next, we center each feature in the data to zero mean/unit variance. Finally, we pass these data through the first CAE/MCAE and extract the features from the last hidden layer. These features are fed to the second CAE/MCAE, and so on. The output from each CAE/MCAE is concatenated along the feature dimension. Each feature in the feature response is centered to zero mean and unit variance. Finally, we incorporate translation invariance into our final feature response by pooling the feature response with a 5 × 5 meanpooling filter. The receptive field of this filter is considerably smaller than the one used in [13] , which will prevent the mean-pooling operation from blurring out small objects and will also preserve sharp boundaries between object classes.
2) SS-MLP: The input to the SS-MLP classifier is the extracted features from SMCAE. The HSI cube is reshaped into a 2-D vector (i.e., the number of pixels × the number of features). The parameters for the SS-MLP classifier used in this paper are shown in Table IV . The relatively high weight decay term was shown in [29] to work well for the PELU activation.
The weights are initialized with Xavier initialization [10] , and the biases and PELU parameters are initialized with ones. We optimize the joint loss function using the Nadam optimizer. The initial learning rate is the default 2 · 10 −3 . We drop the learning rate by a factor of 10 when the validation accuracy plateaus for 25 consecutive epochs, and we stop training the model when the validation accuracy plateaus for 50 consecutive epochs. The training/validation folds are built by randomly sampling the available training data 90%/10%, respectively.
V. EXPERIMENTAL RESULTS AND DISCUSSION
We conducted experiments to measure the performance of our proposed SuSA framework. All of the results are reported as the mean and standard deviation of 30 trials. In each trial, we randomly sample L labeled samples from the HSI data set for training. The reported performance is the semantic segmentation result on all available labeled samples. The three reported metrics used for this section are overall accuracy (OA), mean-class (average) accuracy (AA), and Cohen's kappa coefficient (κ).
Before giving the results of the full model across three data sets in Section V-C, we first describe preliminary experiments to compare single-loss versus multiloss CAE and study the effect of stacking features using the Pavia University data set.
A. Single-Loss Versus Multiloss CAE
In this section, we compare the CAE model proposed earlier in [13] with the MCAE model proposed in this paper using the Pavia University data set for both L = 10 and L = 50 samples per class. In this experiment, we extracted the features from a single CAE/MCAE trained on unlabeled AVIRIS HSI. The results are given in Table V . We also show performance on the raw spectrum (i.e., pass the original HSI to SS-MLP). MCAE outperforms its CAE predecessor, although the gap is not large. In Sections V-B-V-D, we increase this gap by including features from SMCAEs trained by HSI from three different sensors.
B. Stacked Feature Representations
In this experiment, we examine the impact of stacking MCAE feature representations on classification performance. We extracted features from the SMCAE model, trained on unlabeled AVIRIS HSI, and fed it to four different classifiers: linear kernel SVM, radial basis function (RBF) SVM, standard MLP, and our SS-MLP. For the SVM experiments, we cross validate for the optimal cost C and kernel width γ (RBF only) hyperparameters. We use the same hyperparameters in Table IV for the standard and SS-MLP classifiers. Each model was trained on Pavia University using L = 50 samples per class. Fig. 9 shows the mean-class test accuracy of each classifier (as a mean of 30 runs), as additional SMCAE feature representations are added. SS-MLP model outperformed these standard classification methods, and the performance improves as more MCAE features are added. Since the performance saturates at 4-5 MCAEs, we will use 5 MCAEs from each sensor for the remainder of this paper. The SVM classifier's peak performance occurs at 2-3 CAEs and then decreases when additional CAE features are added due to overfitting.
C. Multisensor Fusion
In this section, we show how combining features from SMCAE models trained on HSI collected from different sensors can significantly improve semantic segmentation performance. In this experiment, we evaluate performance using the Pavia University data set, where our framework is trained using L = 50 samples per class. We trained three variants of SMCAE, where the model is trained on HSI from the AVIRIS, Hyperion, and GLiHT sensors. We also tested each possible combination of SMCAE frameworks, where the output of each SMCAE is concatenated along the feature axis. Table VI shows the impact that each SMCAE has on performance. Performance across models differs noticeably, and combining features from multiple sensors yields the best performance. This could indicate that each SMCAE model learns novel information that is not available from the SMCAE models trained on different sensors (see Section V-E for more details). The SMCAE model trained on GLiHT yielded superior results than the other two SMCAE models. This is likely because Pavia University and GLiHT share similar spectral range and bands, whereas AVIRIS and Hyperion expand beyond the range covered by the ROSIS sensor that collected Pavia University.
D. State-of-the-Art Comparison
In this section, we use the same SMCAE configuration discussed in Section V-C, where we stacked features from all three sensors listed in Table VI . Table VII shows the classification performance when L = 10 samples per class. We compared against models found to work well using this training paradigm. For Indian Pines and Pavia University, we compare against a semisupervised classification approach that uses spectral unmixing to help improve classification performance [7] . They showed that introducing the unsupervised task helped regularize the model, thus improving generalization when only small quantities of annotated image data are available. Their results were reported as the mean and standard deviation of 10 separate runs. Imani and Ghassemian [12] proposed a model that was supposed to work well on all three of the annotated HSI data sets evaluated in this paper; however, they showed that an SVM classifier yielded the best results. They only reported the mean (no standard deviation) of the mean-class accuracy over three runs. To generate more detailed results, we reproduced this experiment using an SVM-RBF classifier. We reported the overall accuracy, mean-class accuracy, and kappa statistic as the mean and standard deviation over 30 trials. Our SuSA framework achieved superior results compared to each of these frameworks. Table VIII directly compares against previous self-taught and semisupervised frameworks discussed in this paper. The SCAE-SVM framework introduced in [13] performed well on the L = 50 samples per class training paradigms. Note, the Indian Pines data set used L = 50 samples per class except for the three classes that had the smallest number of annotated training samples available, where we only used L = 15 samples per class. Liu et al. [16] only evaluated their ladder network on Pavia University with L = 200 samples per class. In every case, SuSA outperforms the previous state-ofthe-art classification frameworks.
We performed a statistical significance test (using a 99% confidence interval) on the mean-class accuracy results in Table VIII . We chose mean-class accuracy because the class distributions are imbalanced, so this is a more meaningful measurement of model performance. The results for all four training/testing paradigms were shown to be statistically significant.
Finally, Table IX shows that SuSA yielded the state-ofthe-art performance on the Indian Pines and Pavia University HSI data sets hosted on the IEEE GRSS DASE website. The training/testing folds are predefined, and the server provides the classification performance on the test set. This data set is more difficult to perform well on because the training samples are colocated instead of being randomly sampled across the image. At this time, the server only lists the top-10 performers, so we are unable to ascertain the identity of the previous state-of-the-art performer or what method they used. It also only lists their overall accuracy; however, we have provided all of the relevant statistics, including the classification maps in Fig. 10 . The main performance degradation for Pavia University occurred when SuSA predicted meadows (the largest object class) when it should have predicted bare soil. There was also a problem predicting trees when it should have predicted meadows. For Indian Pines, SuSA mispredicted corn for corn no-till and corn-min, and pasture/mowed grass was confused for soybeans-min.
E. Dissimilarity Between Learned Features
In this paper, we show that our SuSA framework yields the state-of-the-art performance when only a few training samples are available. We also show that transferring spatialspectral features from multiple sensors can improve classification performance. This would mean that SMCAE learns different features from different data and sensor modalities. To quantify the dissimilarity between different SMCAE models, we used the dissimilarity metric proposed in [14] . The authors computed the dissimilarity of two feature representations X, Y such that
where r is the Spearman-correlation matrix and N is the number of rows in r . We select a random AVIRIS HSI, generate SMCAE features from all three sensors, and then compute the dissimilarity metrics for every feature response X   DISSIMILARITY BETWEEN THE FEATURE RESPONSES FROM ALL THREE  SMCAE MODELS. THE HIGHER THE VALUE IS, THE MORE DISSIMI-LAR THE TWO FEATURE REPRESENTATIONS ARE pair (Table X) . Although there is some feature overlap between different SMCAE models, there is some new information that comes from combining learned features from multiple sensors. The SMCAE models trained on Hyperion and AVIRIS are more similar than any combination with the SMCAE trained on GLiHT, because AVIRIS and Hyperion span the short-wave infrared spectrum, whereas GLiHT only spans through the near infrared.
The annotated benchmarks evaluated in this paper all have dramatically different ground sample distances (GSDs) ranging from 1.3 to 20 m; yet, the state-of-the-art performance on each of these data sets could indicate that SMCAE is learning scale-invariant features. In addition, the collection of HSI from different climates, scenes, and weather/atmosphere conditions further improves learned feature generalization and, ultimately, could enable the seamless transfer of spatial-spectral features across different sensors, environments, and machine learning tasks.
VI. CONCLUSION
In this paper, we demonstrated that SMCAE learns more discriminative self-taught learning features by correcting errors in both shallow and deeper layers during training. We have also shown that our SS-MLP classifier is effective at lowshot learning and able to handle high-dimensional inputs. Our SuSA framework achieved the state-of-the-art performance on both IEEE GRSS benchmarks for HSI semantic segmentation and has established a high bar for low-shot learning of HSI data sets. Future work will include scaling these frameworks to other data modalities (e.g., MSI, thermal, synthetic aperture radar, and so on), higher GSD imagery (e.g., centimeter resolution imagery taken from drones), and other remote sensing tasks (e.g., target detection, crop health estimation, and so on).
