Adiabatic groupoids and secondary invariants in K-theory by Zenobi, Vito Felice
Adiabatic groupoid and secondary invariants in K-theory
Vito Felice Zenobi
Abstract
In this paper we define new K-theoretic secondary invariants attached to a Lie groupoid
G. The receptacle for these invariants is the K-theory of C∗r (G
◦
ad) (where G
◦
ad is the adia-
batic deformation G restricted to the interval [0, 1)). Our construction directly generalises
the cases treated in [36, 37], in the setting of the Coarse Geometry, to more involved
geometrical situations, such as foliations. Moreover we tackle the problem of producing a
wrong-way functoriality between adiabatic deformation groupoid K-groups associated to
transverse maps. This extends the construction of the lower shriek map in [6]. Further-
more we prove a Lie groupoid version of the Delocalized APS Index Theorem of Piazza
and Schick. Finally we give a product formula for secondary invariants.
Mathematical Subjects: 22A22, 46L80, 19K56
Introduction
Higher secondary invariants have recently been the subject of a significant number of papers:
they were introduced by Higson and Roe in the seminal works [18, 19, 20] about mapping
surgery to analysis; then they were treated in a more index-theoretic way by Piazza and Schick
[36, 37] with applications to the Stolz’ positive scalar curvature sequence and the surgery exact
sequence for smooth manifolds; the author of this paper extended this last construction to
the topological setting in [56]; all these works use as principal tool the Coarse C*-algebras
introduced by Roe. In [53, 54, 51] these subjects are treated using the localization C*-algebras
introduced by Yu. Other interesting works in the same area are [5, 3, 14, 12, 13, 55]. The
approach to secondary invariants in the present work is given through Lie groupoids.
Let us start by setting a general framework, see also [41, Section 3]. We begin by considering
an exact sequence of C*-algebras of the following type
0 // S ⊗B // E // A // 0 (0.1)
where S := C0(0, 1). We can investigate the following hierarchy of K-theory classes:
• a fundamental class [D] ∈ K∗(A);
• a primary invariant given by the index class ∂[D] ∈ K∗+1(S ⊗ B), where ∂ : K∗(A) →
K∗+1(S ⊗B) is the boundary map for the long exact sequence in K-theory;
• assume that the primary invariant is the zero class and that we know the “reason” w why
it is zero. Then we can use that reason to establish a rule for constructing a canonical lift
of [D] in K∗(E), that we are going to call a secondary invariant and that we will denote
by %(D,w).
Now let us assume that the exact sequence (0.1) has a completely positive section. This
implies that ∂ is an element in KK(A,B) and one can prove that there exists a C*-algebra A′
and two morphisms
• ψ : A′ → A which induces a KK-equivalence;
• ϕ : A′ → B which induces the boundary map for the following exact sequence
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0 // S ⊗B // Cϕ(A′, B) // A′ // 0 . (0.2)
Notice that the long exact sequence in K-theory associated to (0.2) is isomorphic to the one
induced by (0.1). Here Cϕ(A′, B) = {a ⊕ f ∈ A′ ⊕ B[0, 1) | f(0) = ϕ(a)} is the mapping cone
C*-algebra associated to ϕ. In this context a secondary invariant is a class in K0(Cϕ(A′, B))
and it is explicitly represented by
• a projection p over A′ defining the fundamental class [D].
• a path qt of projections from ϕ(p) to a degenerated projection over B, that concretely
gives the reason w why the primary invariant is zero.
On the other hand a secondary invariant, as a class in K1(Cϕ(A′, B)), is explicitly represented
by
• a unitary u over A′ defining the fundamental class [D].
• a path vt of unitaries from ϕ(u) to the identity over B.
The tangent groupoid and %-classes
Let us make all that more concrete in a simple geometric context. Let X be a closed smooth
manifold. Then consider the pair groupoid X × X ⇒ X. Its smooth convolution algebra
C∞c (X ×X,Ω
1
2 (ker dr ⊕ ker ds)) of the smooth compactly supported half-densities on X ×X
is the *-algebra of the smoothing operators on L2(X) and C∗r (X ×X), its reduced C*-algebra,
is isomorphic to the algebra of compact operators K(L2(X)).
The Lie algebroid of X ×X is given by the tangent bundle TX, it is a Lie groupoid and,
by means of the Fourier transform, its groupoid C*-algebra C∗r (TX) is isomorphic to C0(T
∗X)
(notice that 0-order symbols on X are bounded multipliers of this algebra). By Poincare´
duality, see [6], we know that K∗(C0(T ∗X)) is isomorphic to KK∗(C(X),C), the K-homology
of X.
So, following the abstract construction given in the previous subsection, we have that
K∗(C∗r (TX)) is the receptacle of the fundamental classes and the analytical index
Ind: K∗(C0(T ∗X))→ K∗(K(L2(X))) ∼= Z
gives the primary invariants. But we would like to have a realization of Ind as an element of
KK-theory or, better, as the boundary map of a semi-split exact sequence as in (0.2).
Indeed the following construction of Connes gives the solution to this problem: the tangent
groupoid of the smooth manifold X is defined as follows
TX := TX × {0} unionsqX ×X × (0, 1] ⇒ X × [0, 1],
equipped with a suitable smooth structure. It is a deformation groupoid, whose restriction at
0 is TX and whose restriction at 1 is X ×X. One can prove that:
• the evaluation at 0, ev0 : C∗r (TX)→ C∗r (TX), induces a KK-equivalence since its kernel
is a cone and then K-contractible. If σ is an elliptic symbol of order 0 on X, then
the symbol σ × id[0,1] on T ∗X × [0, 1], the dual Lie algebroid of TX, gives an elliptic
pseudodifferential operator on TX, in the sense of [48], whose restriction at 1 is the
pseudodifferential operator on X associated to σ and whose restriction at 0 is the Fourier
transform of σ;
• the KK-element IndX := [ev0]−1 ⊗C∗r (TX) [ev1] ∈ KK(C∗r (TX), C∗r (X × X)) gives the
analytical index Ind, where ev1 : C
∗
r (TX) → C∗r (X ×X) is the evaluation at 1, see [32]
for a proof of this fact.
Now let us point out that Cev1(C∗r (TX), C∗r (X × X)), the mapping cone C*-algebra of the
evaluation at 1, is isomorphic to C∗r (T◦X), where T◦X is the restriction of TX to the open
interval [0, 1).
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So we have that the analytical index is the boundary morphism of the long exact sequence
of K-groups associated to the exact sequence
0 // C∗r (X ×X)⊗ C0(0, 1) // C∗r (T◦X)
ev0 // C∗r (TX) // 0 . (0.3)
If σ is the principal symbol of an elliptic operator P on X and Pt is a path of elliptic opera-
tors on X such that P0 = P and P1 is invertible, then the analytical index of P vanishes. There
is a %-invariant associated to this situation that we will denote by %(σ, Pt) ∈ K∗(C∗r (T◦X)),
see Section 3.2 for a detailed construction.
We have two typical geometric situations where the analytical index vanishes.
• Let X = N unionsq−M be the disjoint union of two compact oriented smooth manifolds, that
are oriented homotopy equivalent through f : N → M , and let Dsign be the signature
operator of X. In [23] the authors proved that there exists a canonical way to produce a
path of operators Dt from D
sign to an invertible operator D1; all that (up to passing from
the language of K-theory to the language of KK-theory and from the unbounded case to
the bounded one) gives a fundamental class, the symbol of the signature operator, and
a path to a degenerate cycle, that is a reason why the analytical index of the signature
vanishes. As we saw before, all that gives a class %(f) = (σ(Dsign), Dt) in the K-theory
of C∗r (T◦X).
• Let X be a spin smooth compact manifold, equipped with a Riemannian metric g, such
that the scalar curvature is positive everywhere. Then the Lichnerowicz formula implies
that the Dirac operator /D associated to the spinor bundle is invertible and that its analyt-
ical index is zero; so, as for the previous case, the Dirac operator itself (no perturbations
are needed here) gives a class %(g) = %(σ( /D), /D) in the K-theory of C∗r (T◦X).
Wrong-way functoriality
Once we have constructed such a secondary invariant, we would like to study the functoriality
of these objects with respect to smooth maps. In other words we would like to push forward
classes from N to M , through a smooth map f : N →M , at the level of the tangent groupoids.
In [6] the authors construct a lower shriek map df! ∈ KK∗(C0(T ∗N), C0(T ∗M)), associated
to any smooth map f : N → M between compact smooth manifolds. By Poincare´ duality
this homomorphism corresponds to the map [f ] : K∗(N) → K∗(M) between the K-homology
groups of the manifolds. Thanks to the Poincare´ duality and the naturality of the index we
have the following equality of morphisms K∗(C0(T ∗N))→ K∗(C∗r (M ×M))
df! ⊗ IndM = IndN ⊗ µf
where µf is the Morita equivalence between C
∗
r (N ×N) and C∗r (M ×M). The problem here
concerns the construction of the dotted arrow in the following diagram
· · · // K∗ (C∗r (N ×N × (0, 1))) //
µf⊗id

K∗ (C∗r (T◦N)))
[ev0]∗ //
ψad!

K∗ (C0(T ∗N)) //
df!

· · ·
· · · // K∗ (C∗r (M ×M × (0, 1))) // K∗ (C∗r (T◦M)))
[ev0]∗ // K∗ (C0(T ∗M)) // · · ·
so that all the squares commute. This dotted arrow will be implemented by a suitable defor-
mation groupoid, as we will see in Section 2.
Cobordisms
A second problem is the following: a natural equivalence relation among homotopy equivalences
and metrics with positive scalar curvature is given by a certain cobordism equivalence. The
question is if the %-classes are well defined on cobordism classes. A positive answer is given
by the so-called Delocalized Atiyah-Patodi-Singer Index Theorem, firstly stated and proved by
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Piazza and Schick in [36, 37] in the setting of the coarse geometry and in this paper formalized
and generalised to the context of Lie groupoids. In order to do it we need to use the b-groupoid
Γ(W,∂W ) = W˚ × W˚ unionsq ∂W × ∂W × R⇒W
of a manifold W with boundary ∂W , see Section 1.4.
Let P be an elliptic pseudodifferential operator such that its restriction to the boundary P∂
is homotopic to an invertible operator, through a path P t∂ . This implies that one can perturb
P to an opertor that has a Fredholm index in the K-theory of C∗r (W˚ × W˚ ). The deformation
groupoid
Γ(W,∂W )Fad ⇒ W˚ × [0, 1] unionsq ∂W × [0, 1)
encodes both the index of the perturbation of P and the %-class of the boundary so that,
through convenient exact sequences, we can compare these two classes. Indeed one can state,
roughly, that the %-class associated to the path P t∂ is equal to the image of the Fredholm index
of P into the K-theory of the tangent groupoid of W˚ .
Hence if we have a spin Riemannian manifold W that is a cobordism between ∂0W and
∂1W and if W is equipped with a metric g with positive scalar curvature that restricts to g0
and g1 on the boundary components, then %(g0) = %(g1) since the Dirac operator of W is
invertible and its Fredholm index vanishes.
Analogously if W is a smooth cobordism between two manifolds M0 and M1 and if there
is a homotopy equivalence F : W → N × [0, 1], such that its restrictions to the boundary
components, fi : Mi → N × {i} for i = 0, 1, are homotopy equivalences, then %(f0) = %(f1)
since the index of the signature operator of W unionsqN × [0, 1] vanishes.
Products
A last question concerns product formulas. Let g be a Riemannian metric with positive scalar
curvature on a spin smooth compact manifold Y and let h be any Riemannian metric on a spin
smooth compact manifold V . We know that, up to multiplication by a scalar factor  the metric
h, g⊕h is a metric with positive scalar curvature on Y ×V . On the other hand, if f : N →M
is a homotopy equivalence between smooth manifolds, then so is f × id : N ×W →M ×W for
any smooth manifold W . What is the relation between %(g) and %(g× h)? The same question
arise for %(f) and %(f × id).
Let Z denote Y or N unionsq −M and let X denote V or W . One can define a product
 : Ki(C∗r (T◦Z))×Kj(X)→ Ki+j(T◦(Z ×X))
such that the following formulas holds:
%(g) [ /Dh] = %(g ⊕ h)
where [ /Dh] is the K-homology class of the Dirac operator on (X,h);
%(f) [DsignX ] = %(f × id)
where [DsignX ] is the K-homology class of the signature operator of X.
After proving that, one can ask when two different %-classes on the same manifold remain
distinct after making the product with a second manifold. In this specific case the answer is
that if the Fredholm index of the K-homology class on X is non-zero, then the product with
this K-homology class is rationally injective.
Lie groupoids
So far we have been concerned with a very simple Lie groupoid on a smooth manifold X,
namely the pair groupoid. Let us consider the Poincare´ groupoid of X, that is X˜ ×Γ X˜ ⇒ X
where Γ is the fundamental group of X and X˜ is the universal covering of X. Then we recover
the results obtained by Piazza and Schick in [36, 37], up to consider groupoid C*-algebras
instead of Coarse algebras.
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A nice feature of the theory we summarily explained above is that, if we take any Lie
groupoid G over X, mutatis mutandis and with little extra work, all the results hold in that
generality. Where we used the tangent groupoid, we now employ the adiabatic deformation
groupoid Gad, see Definition 1.8. The wrong-way functoriality generalizes between the adia-
batic deformation of a Lie groupoid and the adiabatic deformation of its pull-back, see Sub-
section 2.1. Cobordism relations and product formulas are established in this general context.
The main examples are always given by homotopy equivalences and positive scalar curvature,
in a suitable groupoid fashion. A concrete non-trivial example is given by foliations: can
we distinguish cobordism classes of foliations homotopically equivalent to a given one? Can
we distinguish cobordism classes of foliated metrics that have longitudinally positive scalar
curvature? We will see an example in Section 4.
This paper is devoted to develop the program explained above and to tackle the technical
issues one meets in generalising it to the context of a general Lie groupoid.
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1 Groupoids
1.1 Basics
We refer the reader to [9] and the bibliography inside it for the notations and a detailed overview
of groupoids and index theory.
Definition 1.1. Let G and G(0) be two sets. A groupoid structure on G over G(0) is given by
the following morphisms:
• Two maps: r, s : G→ G(0), which are respectively the range and source map.
• A map u : G(0) → G called the unit map that is a section for both s and r. We can
identify G(0) with its image in G.
• An involution: i : G→ G, γ 7→ γ−1 called the inverse map. It satisfies: s ◦ i = r.
• A map p : G(2) → G, (γ1, γ2) 7→ γ1 · γ2 called the product, where the set
G(2) := {(γ1, γ2) ∈ G×G | s(γ1) = r(γ2)}
is the set of composable pairs. Moreover for (γ1, γ2) ∈ G(2) we have r(γ1 · γ2) = r(γ1)
and s(γ1 · γ2) = s(γ2).
The following properties must be fulfilled:
• The product is associative: for any γ1, γ2, γ3 in G such that s(γ1) = r(γ2) and s(γ2) =
r(γ3) the following equality holds
(γ1 · γ2) · γ3 = γ1 · (γ2 · γ3) .
• For any γ in G: r(γ) · γ = γ · s(γ) = γ and γ · γ−1 = r(γ).
We denote a groupoid structure on G over G(0) by G ⇒ G(0), where the arrows stand for
the source and target maps.
We will adopt the following notations:
GA := s
−1(A) , GB = r−1(B) and GBA = GA ∩GB
in particular if x ∈ G(0), the s-fiber (respectively r-fiber) of G over x is Gx = s−1(x) (respec-
tively Gx = r−1(x)).
Definition 1.2. A subset X of G(0) is called G-invariant or saturated if for any element x ∈ X
we have that r(Gx), or equivalently s(G
x), is contained in X.
Definition 1.3. We call G a Lie groupoid when G and G(0) are second-countable smooth
manifolds with G(0) Hausdorff, the structural homomorphisms are smooth and the range and
the source maps are submersions.
1.2 Groupoid C*-algebras
We can associate to a Lie groupoid G the *-algebra C∞c (G,Ω
1
2 (ker ds⊕ker dr)) of the compactly
supported sections of the half-densities bundle associated to ker ds⊕ ker dr, with:
• the involution given by f∗(γ) = f(γ−1);
• and the convolution product given by f ∗ g(γ) = ∫
Gs(γ)
f(γη−1)g(η).
For all x ∈ G(0) the algebra C∞c (G,Ω
1
2 (ker ds⊕ker dr)) can be represented on L2(Gx,Ω 12 (Gx))
by
λx(f)ξ(γ) =
∫
Gx
f(γη−1)ξ(η),
where f ∈ C∞c (G,Ω
1
2 (ker ds⊕ ker dr)) and ξ ∈ L2(Gx,Ω 12 (Gx)).
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Definition 1.4. The reduced C*-algebra of a Lie groupoid G, denoted by C∗r (G), is the
completion of C∞c (G,Ω
1
2 (ker ds⊕ ker dr)) with respect to the norm
||f ||r = sup
x∈G(0)
||λx(f)||.
The full C*-algebra of G is the completion of C∞c (G,Ω
1
2 (ker ds ⊕ ker dr)) with respect to
all bounded *-representations.
Remark 1.5. From now on, ifX is aG-invariant closed subset ofG(0) we will call eX : C
∞
c (G)→
C∞c (G|X) the restriction map to X. That gives an exact sequence of full groupoid C*-algebras
0 // C∗(G|G(0)\X) // C∗(G) // C∗(G|X) // 0 ,
but in general, for reduced C*-algebras, we have not exactness in the middle: the reader can
find examples of this phenomenon in [16]. Let us precise that in what follows we will mainly
deal with the reduced groupoid C*-algebras, because there are more details to check in the
reduced situation. But everything we are going to prove about the reduced C*-algebras works
for the full C*-algebras, too.
Remark 1.6. Notice that elements of the algebra Cb(G
(0)) of the bounded continuous functions
on G(0) are multipliers of C∗r (G). Consider f ∈ C(G(0)), then it acts on the left just as
the multiplication operator by the continuous function r∗f on G and on the right as the
multiplication operator by the continuous function s∗f .
We refer the reader to [39] as a classical reference about groupoid C*-algebras.
1.3 Lie algebroids and the adiabatic groupoid
Definition 1.7. A Lie algebroid A = (p : A→ TM, [ , ]A) on a smooth manifold M is a vector
bundle A→M equipped with a bracket [ , ]A : Γ(A)×Γ(A)→ Γ(A) on the module of sections
of A, together with a homomorphism of vector bundles p : A → TM from A to the tangent
bundle TM of M , called the anchor map, fulfilling the following conditions:
• the bracket [ , ]A is R-bilinear, antisymmetric and satisfies the Jacobi identity,
• [X, fY ]A = f [X,Y ]A + p(X)(f)Y for all X, Y ∈ Γ(A) and f a smooth function of M ,
• p([X,Y ]A) = [p(X), p(Y )] for all X, Y ∈ Γ(A).
Let G be a Lie groupoid. The tangent space to s-fibers, that is TsG := ker ds restricted
to the objects of G is
⋃
x∈G(0) TGx and it has the structure of Lie algebroid on G
(0), with the
anchor map given by dr. See for instance [27]. It is denoted by A(G) and we call it the Lie
algebroid of G. We can also think of it as the normal bundle of the inclusion G(0) ↪→ G.
Let M0 be a smooth submanifold of a smooth manifold M with normal bundle N . We give
now the definition of the so-called deformation to the normal cone: as a set, the deformation
to the normal cone is
D(M0,M) = N × {0} unionsqM × (0, 1].
In order to define its smooth structure, we fix an exponential map, which is a diffeomorphism
θ from a neighbourhood V ′ of the zero section M0 in N to a neighbourhood V of M0 in
M . We may cover D(M0,M) with two open sets M × (0, 1], with the product structure, and
W = N × {0} unionsq V × (0, 1], endowed with the smooth structure for which the map
Ψ: {(m, ξ, t) ∈ N × [0, 1] | (m, tξ) ∈ V ′} →W (1.1)
given by (m, ξ, t) 7→ (θ(m, tξ), t), for t 6= 0, and by (m, ξ, 0) 7→ (m, ξ, 0), for t = 0, is a
diffeomorphism. One can verify that the transition map on the overlap of these two open sets
is smooth, see for instance [22].
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Definition 1.8. The adiabatic groupoid Gad is given by D(G
(0), G), the deformation to the
normal cone of the unit map. As set it is the following
A(G)× {0} ∪G× (0, 1] ⇒ G(0) × [0, 1],
with the smooth structure given by the construction discussed above.
Definition 1.9. We will use the notation G◦ad for the restriction of the adiabatic groupoid to
the interval open at 1, given by
A(G)× {0} ∪G× (0, 1) ⇒ G(0) × [0, 1).
Then we can associate to a Lie groupoid G a short exact sequence of C*-algebras
0 // C∗(G× (0, 1)) // C∗(G◦ad)
ev0 // C∗(A(G)) // 0 (1.2)
that we call the (full) adiabatic extension of G.
Since A(G) is an amenable groupoid, C∗(A(G)) is isomorphic to the reduced groupoid C*-
algebra C∗r (A(G)). Thanks to the fact that the map from the full C*-algebra of a groupoid
to the reduced one is surjective, one can deduce that the the following sequence of reduced
groupoid C*-algebras
0 // C∗r (G× (0, 1)) // C∗r (G◦ad)
ev0 // C∗r (A(G)) // 0 (1.3)
is exact.
1.4 Manifolds with boundary and the Monthubert groupoid
For this section we refer the reader to [31] and [40, 3.1]. Let X be a manifold with boundary
∂X. We can think of X as a closed subspace of an open manifold Xˆ. Let ρ : Xˆ → R be a
defining function of the boundary, namely a function that is zero on ∂X and only there, with
nowhere vanishing differential on it.
Definition 1.10. The b-groupoid (or equivalently the Monthubert groupoid) of X, denoted
by Γ(X, ∂X), is given as a set by
{(x, y, α) ∈ X ×X × R | ρ(x) = eαρ(y)}.
For its smooth structure see [31, Section 3.1].
Notice that by [31, Proposition 3.5] the Lie groupoid Γ(X, ∂X) is amenable and then
C∗(Γ(X, ∂X)) = C∗r (Γ(X, ∂X)).
Definition 1.11. Let G⇒ Xˆ be a Lie groupoid and let ∂X be transverse with respect to G,
this means that Tx∂X + dr(Ax(G)) = TxXˆ. Define the b-groupoid of G with respect to the
pair (X, ∂X), denoted by G(X, ∂X), as the following fibered product
G(X, ∂X) //

G
r×s

Γ(X, ∂X)
r×s // X ×X
(1.4)
where Γ(X, ∂X) is the b-groupoid of (X, ∂X), defined above. Then G(X, ∂X) ⇒ X is a
longitudinally smooth groupoid. The set of arrows is G|X˚ ∪G|∂X × R. See [31, Section 3] for
a detailed construction.
From now on, when we say that G is a Lie groupoid on a manifold X with boundary ∂X,
we are implicitly saying that G is the restriction a Lie groupoid over an open manifold Xˆ which
contains X as a closed subspace.
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Remark 1.12. If we look the groupoid G(X, ∂X) near the boundary of X, we can give a
product structure of it as follows. Let n ∈ C∞(∂X, TXˆ|∂X) be a vector field that is normal to
∂X, such that 〈dρ, n〉(x) = 1 for any x ∈ ∂X. Moreover, since ∂X is transverse with respect
to G, that is Tx∂X + dr(Ax(G)) = TxXˆ, one can do all the choices so that n(x) belongs to the
image of the anchor map of AxG for all x ∈ ∂X.
Then, one can chose exp: V → X an exponential map, where V is a suitable neighbourhood
of the zero section in TXˆ|∂X such that one has the following diffeomorphism
φ : (x, t) 7→ expx(tn)
from ∂X × (−1, 1) to a neighbourhood U of ∂X in Xˆ, that gives an isomorphism of pair
groupoids Φ: ∂X × ∂X × (−1, 1)× (−1, 1)→ U × U .
Since the boundary is transverse with respect to G we can choose n and a locally finite
open cover {Ui}i∈I of ∂X such that n|Ui lifts to a local section ξi of AG|∂X . Then by means
of a partition of the unity subordinated to {Ui} one can obtain a section ξ of the Lie algebroid
AG|∂X . Let γx,t be the path in G equal to expx(tξ) for t ∈ (−1, 1). Then the map
Ψ: (γ, t, s) 7→ γr(γ),t · γ · γs(γ),s
is an isomorphism of Lie groupoids between G|∂X × (−1, 1)× (−1, 1) and G|U . See [11, Section
2.1].
In particular, since Ψ and Φ are compatible with respect to the source and the target maps,
we obtain the following isomorphism of Lie groupoids
Γ([0, 1), {0})×G|∂X ∼= G(X, ∂X)|U∩X .
In this context it is convenient to use a slight variation of the adiabatic groupoid.
Definition 1.13. Let G(X, ∂X) be as in Definition 1.11 and denote X \ ∂X by X˚:
• let G(X, ∂X)Fad be the restriction of G(X, ∂X)ad to the open subset XF := X × [0, 1] \
∂X × {1} = X˚ × [0, 1] ∪ ∂X × [0, 1) (the superscript F refers to a condition of being
Fredholm that will be clear later). It is the union (G|X˚)ad ∪ (G|∂X)◦ad × R.
• Let TncG(X, ∂X) be the restriction of G(X, ∂X)Fad to X∂ := X˚ × {0} ∪ ∂X × [0, 1). It is
the union A(G|X˚) ∪ (G|∂X)◦ad × R.
• Finally let G(X, ∂X)◦ad be the restriction of G(X, ∂X)
F
ad to X × [0, 1).
Now let us give some results about the C*-algebras associated to these groupoids, that will
be useful later.
Lemma 1.14. The C*-algebra C∗r (Γ(R+, {0})) is K-contractible.
Proof. We have that Γ(R+, {0}) = R∗+ × R∗+ ∪ {0} × {0} × R ⇒ R+. It is isomorphic to the
action groupoid R+ o R∗+ (where R∗+ acts on R+ by multiplication) thanks to the morphism
φ : R∗+ × R∗+ ∪ {0} × {0} × R→ R+ oR∗+ such that
• (y1, y2) 7→ (y2, y1y2 ) if y1, y2 6= 0;
• (0, 0, λ) 7→ (0, eλ).
Hence C∗r (Γ(R+, {0})) ' C∗r (R+oR∗+) ' C0(R+)oR∗+ and, by the Connes-Thom isomorphism,
K∗
(
C0(R+)oR∗+
) ' K∗−1 (C0(R+)) = 0.
Remark 1.15. By [31, Proposition 3.5], Γ(R+, {0}) is amenable. Then we have the following
short exact sequence
0 // C∗r (R∗+ × R∗+) // C∗r (Γ(R+, {0})) // C∗r (R) // 0 ,
it is semi-split, the associate boundary map in KK-theory is an isomorphism by Lemma 1.14
and it is given by the suspension isomorphism.
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As we noticed in Remark 1.5, the restriction to a saturated closed subset of G(0) gives an
exact sequence of full C*-algebras. But in general this fact is not true for the reduced groupoid
C*-algebras. We are going to prove that this is the case in the situations that we will encounter
later. Moreover we are going to prove that in those situations we have the completely positive
lifting property. By [43, Theorem 1.1], this implies that the boundary map associated to these
exact sequences is given by the Kasparov product with an element of KK-theory.
Lemma 1.16. Let X be any smooth manifold and let H ⇒ X be a Lie groupoid and consider
the groupoid G = H × (−1, 1) × (−1, 1) ⇒ X × (−1, 1). The b-groupoid associated to the
restriction of G to X× [0, 1) , denoted by G(X× [0, 1), X×{0}), is given by H×Γ([0, 1), {0}).
Then we have the following semi-split exact sequence of reduced C*-algebras
0 // C∗r (H × (0, 1)× (0, 1)) // C∗r (G(X × [0, 1), X × {0})) // C∗r (H × R) // 0
and the boundary map of the long exact sequence of KK-groups associated to it is an isomor-
phism.
Proof. By Remark 1.12, the Monthubert groupoid associated to G is given by H×Γ([0, 1), {0}),
we have that C∗r (H×Γ([0, 1), {0})) ∼= C∗r (H)⊗C∗r (Γ([0, 1), {0})). In particular the amenability
of Γ([0, 1), {0}) implies that the following sequence
0 // C∗r (H)⊗ C∗r ((0, 1)× (0, 1)) // C∗r (H)⊗ C∗r (Γ([0, 1), {0}))
ev∂ // C∗r (H)⊗ C∗r (R) // 0
is exact and semi-split. Lemma 1.14 implies that K∗(C∗r (G(X × [0, 1), X × {0}))) = 0, hence
the result follows.
Lemma 1.17. Let G be a Lie groupoid over a manifold X with boundary ∂X. The restriction
to the boundary induces the following exact sequence of reduced C*-algebras
0 // C∗r (G|X˚) // C
∗
r (G(X, ∂X))
ev∂X // C∗r (G|∂X × R) // 0 . (1.5)
Moreover this exact sequence is semisplit.
Proof. By Remark 1.12, there is an open neighbourhood U of ∂X such that the restriction of
G(X, ∂X) to U is isomorphic to G|∂X × Γ([0, 1), {0}) and, since C∗r (Γ([0, 1), {0})) is nuclear,
it follows that C∗r (G|∂X × Γ([0, 1), {0})) ∼= C∗r (G|∂X)⊗ C∗r (Γ([0, 1), {0})).
We have the following commutative diagram
0 // C∗r (G|∂X)⊗ C∗r ((0, 1)× (0, 1)) //

C∗r (G|∂X)⊗ C∗r (Γ([0, 1), {0}))
ev∂//

C∗r (G|∂X)⊗ C∗r (R) //
∼=
0
0 // C∗r (G|X˚) // C
∗
r (G(X, ∂X))
ev∂X // C∗r (G|∂X × R) // 0
where the top row is exact thanks to the amenability of Γ([0, 1), {0}) and the vertical arrows
are inclusions of algebras.
Let {α, 1− α} be a partition of unity associated to the open cover {∂X × [0, 1), X˚} of X.
Let ξ ∈ C∗r (G(X, ∂X)) be such that ev∂X(ξ) = 0. Observe that
• αξα belongs to C∗r (G|∂X)⊗ C∗r (Γ([0, 1), {0}));
• ξ−αξα = (1−α)ξα+ξ(1−α) belongs to the ideal C∗r (G|X˚), because (1−α) is supported
on the saturated submanifold X˚.
Here we let the functions α and 1 − α act as in Remark 1.6. Since the top row is exact, αξα
belongs to C∗r (G|∂X) ⊗ C∗r ((0, 1) × (0, 1)). Consequently we have that ξ ∈ C∗r (G|X˚). This
proves the exactness of (1.5).
Finally if s is a completely positive section for ev∂ , then η 7→ αs(η)α is a completely positive
section for ev∂X .
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Remark 1.18. As a consequence of Remark 1.15, we have that the boundary morphism
associated to the exact sequence (1.5) is the composition of the suspension isomorphism
K∗(C∗r (G|∂X)⊗C∗r (R))→ K∗+1(C∗r (G|∂X)⊗C∗r ((0, 1)× (0, 1))) and the morphism induced by
the inclusion C∗r (G|∂X)⊗ C∗r ((0, 1)× (0, 1))→ C∗r (G|X˚).
The same is true at the level of Lie algebroids. Indeed the Lie algebroid of G|∂X × R is
AG|∂X × R and the Lie algebroid of G|∂X × (0, 1)× (0, 1) is given by AG|∂X × T (0, 1) that is
included into AG. Then if we consider the exact sequence
0→ C∗r (AG|∂X × T (0, 1)) // C∗r (AG(X, ∂X)) // C∗r (AG|∂X × R) // 0 ,
the boundary morphism is given as above using the suspension isomorphism.
Now we want to understand the boundary map associated to the exact sequence of C*-
algebras
0→ C∗r ((G|X˚)◦ad) // C∗r (G(X, ∂X)◦ad) // C∗r ((G|∂X × R)◦ad) // 0 . (1.6)
First observe that the boundary map associated to
0 // C∗r ((0, 1)× (0, 1)ad) // C∗r (Γ([0, 1), {0})ad) // C∗r (Rad) // 0 ,
restricts to the suspension isomorphism at any t of the adiabatic deformation and that it is an
isomorphism by the Five Lemma. We will denote it by βad.
Then notice that the map
∆∂ : C
∗
r ((G|∂X)
◦
ad × Rad)→ C∗r ((G|∂X × R)◦ad) (1.7)
given by the restriction from ∂X × [0, 1) × [0, 1] → ∂X × {t = s, (t, s) ∈ [0, 1) × [0, 1]},
induces KK-equivalence. Indeed C∗r ((G|∂X ×R)0ad) ∼= C∗r ((G|∂X)◦ad ×R) and, by means of this
isomorphism, ∆∂ is homotopic to id ⊗ ev0 : C∗r ((G|∂X)◦ad × Rad) → C∗r ((G|∂X)◦ad × R). But
since ev0 : C
∗
r (Rad)→ C∗r (R) is a homotopy of C*-algebras we obtain a KK-equivalence.
Consider the following commutative diagram
0 // C∗r ((G|∂X)
◦
ad × ((0, 1)× (0, 1))ad) //
∆

C∗r ((G|∂X)
◦
ad × Γ([0, 1), {0})ad) //
∆ad

C∗r ((G|∂X)
◦
ad × Rad) //
∆∂

0
0 // C∗r ((G|∂X × (0, 1)× (0, 1))◦ad) // C∗r ((G|∂X × Γ([0, 1), {0})◦ad) // C∗r ((G|∂X × R)◦ad) // 0
where all the vertical arrows are defined analogously to (1.7). The boundary morphism asso-
ciated to the first row is given by the KK-element id⊗ βad. It follows that the boundary map
of the second row is given by ∂′b ∈ KK1(C∗r ((G|∂X)◦ad)⊗C∗r (R), C∗r ((G|∂X × (0, 1)× (0, 1))◦ad)),
which is the element defined by the Kasparov product
[id⊗ ev0]−1 ⊗ (id⊗ βad)⊗ [∆].
Finally, one obtains that the boundary map associated to the exact sequence (1.6) is given
by the Kasparov product
∂b := ∂
′
b ⊗ [ιb] ∈ KK1(C∗r ((G|∂X)◦ad), C∗r ((G|X˚)0ad)) (1.8)
where ιb : C
∗
r ((G|∂X × (0, 1)× (0, 1))◦ad)→ C∗r ((G|X˚)◦ad) is the natural inclusion.
We need the following technical result ([7, Lemma 2.2]).
Lemma 1.19. Let I1 and I2 be two ideals in a separable C*-algebra A. Let I be the intersection
of I1 and I2. If the quotient maps qi : A→ A/Ii, for i = 1, 2, have completely positive sections,
then the quotient map pi : A→ A/I has a completely positive section.
Lemma 1.20. The restriction morphism
evX∂ : C
∗
r
(
G(X, ∂X)Fad
)→ C∗r (TncG(X, ∂X)) (1.9)
induces a KK-equivalence.
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Proof. First we show that the following sequence
0 // C∗r (G|X˚ × (0, 1]) // C∗r
(
G(X, ∂X)Fad
) evX∂ // C∗r (TncG(X, ∂X)) // 0 . (1.10)
is exact and semi-split. Indeed we have to check exactness only in the middle.
If ξ ∈ C∗r
(
G(X, ∂X)Fad
)
is such that evX∂ (ξ) = 0, then in particular ev0(ξ) = 0 in
C∗r (AG(X, ∂X)). But we know that the sequence associated to ev0 is exact. Then ξ be-
longs to C∗r (G(X, ∂X)× (0, 1]). Moreover, by hypotesis, the restriction to the boundary of ξ,
as element of C∗r (G(X, ∂X)× (0, 1]), is zero. We can use Lemma 1.17 to prove that ξ belongs
to C∗r (G|X˚ × (0, 1]) and then that (1.10) is exact.
Let A denote the C*-algebra C∗r
(
G(X, ∂X)Fad
)
. To prove the fact that (1.10) is semisplit
we observe that the ideal I = ker evX∂ is the intersection of the two ideals I1 = ker ev∂X×[0,1)
and I2 = ker ev0. By Lemma 1.19 evX∂ has a completely positive section.
1.5 Index as deformation
Let G be a smooth deformation groupoid, namely a Lie groupoid of the following kind:
G = G1 × {0} ∪G2×]0, 1] ⇒ G(0) = M × [0, 1].
One can consider the saturated open subset M×]0, 1] of G(0). Using the isomorphisms
C∗(G|M×]0,1]) ' C∗(G2)⊗ C0(]0, 1])
and C∗(G|M×{0}) ' C∗(G1), we obtain the following exact sequence of C∗-algebras:
0 // C∗(G2)⊗ C0(]0, 1]) i // C∗(G) ev0 // C∗(G1) // 0 (1.11)
where i is the inclusion map and ev0 is the evaluation map at 0.
We assume now the exact sequence admits a completely positive section. Since the C∗-
algebra C∗(G2) ⊗ C0(]0, 1]) is contractible, the long exact sequence in KK-theory shows that
the group homomorphism KK (A,C∗(G))→ KK (A,C∗(G1)), given by the Kasparov product
with the element [ev0], is an isomorphism for each separable C
∗-algebra A.
In particular with A = C∗(G) we get that [ev0] is invertible in KK-theory: there is an
element [ev0]
−1 in KK (C∗(G1), C∗(G)) such that [ev0]⊗[ev0]−1 = 1C∗(G) and [ev0]−1⊗[ev0] =
1C∗(G1).
Let ev1 : C
∗(G)→ C∗(G2) be the evaluation map at 1 and [ev1] the corresponding element
of KK (C∗(G), C∗(G2)).
Definition 1.21. The KK-element associated to the deformation groupoid G is defined by:
∂G = [ev0]
−1⊗[ev1] ∈ KK (C∗(G1), C∗(G2)) .
Remark 1.22. If the sequence (1.11) is still exact and semi-split when we consider the reduced
groupoid C*-algebras instead of the full ones, all that we said is still true in the reduced setting.
This happens for instance when G1 is amenable and, as we are going to see, the adiabatic
deformation is an example of this case.
Let G ⇒ X be a Lie groupoid and consider its adiabatic deformation Gad ⇒ X × [0, 1].
Recall that it is of the form
A(G)× {0} unionsqG× (0, 1]
and that C∗(A(G)) ∼= C0(A∗(G)) and then, for this case, we can consider the reduced groupoid
C*-algebras. This is a particular case of a smooth deformation groupoid. Therefore we can
associate to it a KK-element as in definition 1.21.
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Definition 1.23. We will denote by
IndG ∈ KK (C∗r (A(G)), C∗r (G))
the KK-element ∂Gad and we will call the adiabatic G-index the homomorphism
K∗ (C∗r (A(G)))→ K∗ (C∗r (G)) ,
given by the Kasparov product with IndG.
This homomorphism corresponds, up to Bott periodicity, to the boundary map associ-
ated to the exact sequence (1.3). Indeed, one can replace C∗r (AG) with C
∗
r (Gad) through the
KK-equivalence ev0 : C
∗
r (Gad) → C∗r (AG). Noticing that C∗r (G◦ad) is isomorphic to Cev1 , the
mapping cone C*-algebra of ev1, (1.3) corresponds to the mapping exact sequence associated
to ev1. The boundary map of a mapping cone exact sequence associated to a *-homomorphism
is just the composition of the same *-homomorphism and Bott periodicity.
Remark 1.24. In [32] the authors prove that the adiabatic G-index and the classical analytic
index given by the pseudodifferential extension coincide.
2 Adiabatic groupoid and wrong-way functoriality
2.1 The pull-back of a groupoid
Here we recall the pull-back construction for Lie groupoids. Let G⇒ X be a Lie groupoid and
let ϕ : Y → X be a transverse map with respect toG. This means that dϕ(TyY )+q(Aϕ(y)(G)) =
Tϕ(y)X, where q : A(G)→ TX is the anchor map of the Lie algebroid.
Definition 2.1. From the previous data we can define the following spaces:
• Gϕ := {(γ, y) ∈ G× Y |ϕ(y) = s(γ)};
• Gϕ := {(y, γ) ∈ Y ×G |ϕ(y) = r(γ)};
• Gϕϕ := {(y1, γ, y2) ∈ Y ×G× Y |ϕ(y1) = r(γ) , ϕ(y2) = s(γ)}.
Contrary to Gϕ and G
ϕ, Gϕϕ is a groupoid over Y . The source and the target map for
Gϕϕ are given by s(y1, γ, y2) = y2 and r(y1, γ, y2) = y1 respectively. Moreover (y1, γ, y2)
−1 =
(y2, γ
−1, y1) and (y1, γ, y2) · (y2, γ′, y3) = (y1, γ · γ′, y3).
Since r, s : G → X are submersions, Gϕ and Gϕ are submanifolds of G × Y and Y × G
respectively. We are going to prove that Gϕϕ is a smooth manifold. The space Gϕ in Definition
2.1 is given by the following pull-back
Gϕ
ϕ˜ //
p

G
s

Y
ϕ // X
(2.1)
and one can see that p is a surjective submersion, because s is so.
Lemma 2.2. Let ϕ˜ be the map in diagram (2.1). The map k = r ◦ ϕ˜ is a smooth submersion.
Proof. Let (γ0, y0) ∈ Gϕ be such that γ0 is a unit of G. We define the following inclusions
• i : Gs(γ0) → Gϕ, i : γ 7→ (γ, y0) and put δ = k ◦ i;
• j : Y → Gϕ is such that j : y 7→ (idϕ(y), y) and put ε = k ◦ j.
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Notice that s(γ0) = α(γ0) = β(y0) = ψ(y0) and then, by trasversality, it turns out that
dk(γ0,y0)(di(Tγ0Gs(γ0)) + dj(Ty0Y )) = dδ(Tγ0Gs(γ0)) + dε(Ty0Y ) =
= q(Aψ(y0)(G)) + dϕ(Ty0Y ) = Tϕ(y0)X,
that amount to prove the surjectivity of d(γ0,y0)k.
Now let us consider (γ1, y1) ∈ Gϕ, where γ1 is not necessarily a unit. Construct the following
pull-back
G
(2)
ϕ
p1 //
p2

G
s

Gϕ
k // X
where G
(2)
ϕ = {(γ, γ′, y) ∈ G×Gϕ | s(γ) = r(γ′)}, p1 : (γ, γ′, y) 7→ γ and p2 : (γ, γ′, y) 7→ (γ′, y).
We have that p2 is a submersion, because s is so. Moreover, at the point z = (γ1, ϕ(y1), y1),
dzp1 is onto, since dwk is onto at w = (ϕ(y1), y1).
Let (m, id) : G
(2)
ϕ → Uϕ be the map such that (m, id) : (γ, γ′, y) 7→ (γγ′, y). Then we have
that r ◦ p1 = k ◦ (m, id). But, at (γ1, ψ(y1), y1), r ◦ p2 is a submersion, hence so is k at
(m, id)(γ1, ϕ(y1), y1) = (γ1, y1).
We have proved that the map k : (γ, y) 7→ r(γ) is a submersion because of transversality.
Then by the following pull-back diagram
Gϕϕ //

Gϕ
k

Y
ϕ // X
it follows that Gϕϕ is a smooth manifold. Moreover G
ϕ
ϕ ⇒ Y is a Lie groupoid that we will call
the pull-back groupoid of G by ϕ.
One can easily show that
A(Gϕϕ) ' {(ξ, η) ∈ TY × A(G) | dϕ(ξ) = q(η)},
where q is the anchor map of A(G). On the other hand the anchor map of A(Gϕϕ) is the pro-
jection on TY . Now we are going to prove that homotopic transverse maps induce isomorphic
pull-back groupoids.
Lemma 2.3. Let Φ: Y × [0, 1]→ X be such that
1. ϕt := Φ|Y×{t} : Y → X is transverse with respect to G for all t ∈ [0, 1];
2. for all fixed y0 ∈ Y the set {Φ(y0, t) , t ∈ [0, 1]} is contained in an orbit of G.
Then there is an isomorphism α(ϕt) : G
ϕ0
ϕ0 → Gϕ1ϕ1 .
Proof. By (1) GΦΦ is a Lie groupoid and its Lie algebroid is given by
AGΦΦ = {(U, V ) ∈ T (Y × [0, 1])× AG | dΦ(U) = dr(V )}.
Let ∂ be the vector field that differentiates along the t-direction. By (2), for all fixed y0 ∈ Y ,
the integral curves of ∂, namely {(y0, t) , t ∈ [0, 1]}, are contained in the orbits of GΦΦ. Since
Y is paracompact, there exists a locally finite cover {Uj}j∈J of Y × [0, 1] such that for each
j ∈ J we have a section ξj of AGΦΦ restricted to Uj that lifts the vector field ∂|Uj . Let {βj} be
a partition of the unity associated to {Uj}, then ξ :=
∑
j βjξj is a section of AG
Φ
Φ such that
dr(ξ) = ∂ everywhere on Y . Now since we have that the curve r(expy(tξ)) gives the vector
flow of ∂, it follows that expy(tξ) has the form ((y, t), γt(y), (y, 0)), where s(γt(y)) = ϕ0(y) and
r(γt(y)) = ϕt(y).
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Finally we can write the desired isomorphism between Gϕ0ϕ0 and G
ϕ1
ϕ1 in the following way
α(ϕt) : (y1, γ, y2) 7→ (y1, γ1(y1) · γ · γ1(y2)−1, y2). (2.2)
Lemma 2.4. Let ϕt : Y → X and ψt : Y → X be as in Lemma 2.3 and such that ϕ1 = ψ0.
Denote the concatenation of the paths ϕt and ψt by ψt ∗ ϕt. Then
α(ψt) ◦ α(ϕt) = α(ψt ∗ ϕt).
Proof. It is clear from the construction of α(ψt) and α(ϕt).
There is a canonical way to construct a natural C∗r (G
ϕ
ϕ)-C
∗
r (G)-bimodule associated to the
pull-back procedure. Let us consider the groupoid
Gϕ∪idXϕ∪idX ⇒ Y unionsqX
and let us denote it with L. We have that LXX = G, L
Y
Y = G
ϕ
ϕ, L
Y
X = G
ϕ and LXY = Gϕ.
Remark 2.5. Because of this decomposition of Gϕ∪idXϕ∪idX we will keep the source and target
notations for Gϕ and Gϕ too, though they are not groupoids.
Let pY be the projection given by the restriction to L
Y
Y and let pX be the projection
given by the restriction to LXX , they are in the multiplier algebra of C
∗
r (L). Then Eϕ =
pY C
∗
r (L)pX = C
∗
r (G
ϕ) is the C∗r (G
ϕ
ϕ)-C
∗
r (G)-bimodule we were searching for (here C
∗
r (G
ϕ) is
not a C*-algebra).
Definition 2.6. Denote by µϕ the class of Eϕ in KK
(
C∗r (G
ϕ
ϕ), C
∗
r (G)
)
. The C∗r (G
ϕ
ϕ)-valued
inner product on E is given by 〈x, y〉C∗r (Gϕϕ) = xy∗ and the C∗r (G)-valued one is given by〈x, y〉C∗r (G) = x∗y. It is clear that, if the image of ϕ intersects with all the orbits of G, then
Eϕ is full with respect to the C
∗
r (G)-valued inner product. Then µϕ is a Morita equivalence,
whose inverse µ−1ϕ is given by the bimodule F = pXC
∗
r (L)pY .
Proposition 2.7. If ϕ : Y → X is transverse with respect to G ⇒ X and ψ : Z → Y is
transverse with respect to Gϕϕ ⇒ Y , then
Eϕ◦ψ = Eψ ⊗C∗r (Gϕϕ) Eϕ.
Proof. Let H ⇒ Z unionsq Y unionsq X be the pull-back groupoid of G ⇒ X by the map ϕ ◦ ψ unionsq ϕ unionsq
idX : Z unionsq Y unionsqX → X. We can see C∗r (H) as 3× 3 matrices of the following sort
C∗r
(
Gϕ◦ψϕ◦ψ
)
C∗r
(
Gϕ◦ψϕ
)
C∗r
(
Gϕ◦ψ
)
C∗r
(
Gϕϕ◦ψ
)
C∗r
(
Gϕϕ
)
C∗r (G
ϕ)
C∗r (Gϕ◦ψ) C
∗
r
(
Gϕϕ◦ψ
)
C∗r (G)

and that Eϕ◦ψ = C∗r
(
Gϕ◦ψ
)
, Eψ = C
∗
r
(
(Gϕϕ)
ψ
) ∼= C∗r (Gϕ◦ψϕ ) and Eϕ = C∗r (Gϕ) sit concretely
in C∗r (H).
First consider the map Ξ: Eψ ⊗C∗r (Gϕϕ) Eϕ → C∗r
(
Gϕ◦ψϕ
) ∗ C∗r (Gϕ) ⊂ C∗r (Gϕ◦ψ) = Eϕ◦ψ
given by f ⊗ g → f ∗ g, with f ∈ C∗r
(
Gϕ◦ψϕ
)
and g ∈ C∗r (Gϕ). Let us prove that Ξ is an
isometry:
〈f ⊗ g, f ⊗ g〉Eψ⊗C∗r (Gϕϕ)Eϕ =
= 〈g, 〈f, f〉Eψg〉Eϕ =
= 〈g, (f∗ ∗ f) ∗ g〉Eϕ =
= g∗ ∗ (f∗ ∗ f) ∗ g =
= (g ∗ f)∗ ∗ (f ∗ g) =
= 〈f ∗ g, f ∗ g〉Eϕ◦ψ
= 〈Ξ(f ⊗ g),Ξ(f ⊗ g)〉Eϕ◦ψ .
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Now we have to prove that C∗r
(
Gϕ◦ψϕ
) ∗C∗r (Gϕ) = C∗r (Gϕ◦ψ), namely that Ξ is surjective.
Since Gϕ◦ψϕ is a left principal G
ϕ◦ψ
ϕ◦ψ-bundle over Z, by [33, Proposition 2.10] one has that the
left action of C∗r (G
ϕ◦ψ
ϕ◦ψ) on Eψ gives a surjective morphism of C*-algebras C
∗
r (G
ϕ◦ψ
ϕ◦ψ)→ K(Eψ).
In other words for any ξ ∈ C∗r (Gϕ◦ψϕ◦ψ) there exist ζ1, ζ2 ∈ C∗r (Gϕ◦ψϕ ) such that ξ = ζ1 ∗ ζ∗2 .
The same is true if we consider the action of C∗r (G
ϕ◦ψ
ϕ◦ψ) on C
∗
r (G
ϕ◦ψ). Now since the
obvious representation of K(E) on E is non-degenerate for any Hilbert module E, it follows
that C∗r (G
ϕ◦ψ) = C∗r (G
ϕ◦ψ
ϕ◦ψ) ∗ C∗r (Gϕ◦ψ), where the right member of the equality is equal to
K(Eϕ◦ψ) · Eϕ◦ψ.
Then for any η ∈ C∗r (Gϕ◦ψ) we have ξ ∈ C∗r (Gϕ◦ψϕ◦ψ) and η′ ∈ C∗r (Gϕ◦ψ) such that η = ξ ∗η′.
But, as we saw before, there exist ζ1, ζ2 ∈ C∗r (Gϕ◦ψϕ ) such that ξ = ζ1 ∗ ζ∗2 . Then
η = ξ ∗ η′ = (ζ1 ∗ ζ∗2 ) ∗ η′ = ζ1 ∗ (ζ∗2 ∗ η′)
with ζ1 ∈ C∗r (Gϕ◦ψϕ ) and ζ∗2 ∗η′ ∈ C∗(Gϕ). This proves that C∗r
(
Gϕ◦ψϕ
)∗C∗r (Gϕ) = C∗r (Gϕ◦ψ)
and then that
Eϕ◦ψ = Eψ ⊗C∗r (Gϕϕ) Eϕ.
Proposition 2.8. If ϕ : Y → X is transverse with respect to G⇒ X and Z is a saturated and
locally closed submanifold of X and ϕ′ = ϕ|ϕ−1(Z), then the following equality holds
[eϕ−1(Z)]⊗ µϕ′ = µϕ ⊗ [eZ ]
in KK
(
C∗r
(
(Gϕϕ)
)
, C∗r
(
G|Z
))
.
Proof. Let ι : Z → X and ι′ : ϕ−1(Z) → Y be the obvious inclusions. Notice that GZ = Gιι
and that (Gϕϕ)|ϕ−1(Z)) = (G
ϕ
ϕ)
ι′
ι′ = G
ϕ◦ι′
ϕ◦ι′ . Moreover [eZ ] is induced by the bimodule C
∗(Gι)
and [eϕ−1(Z)] is induced by the bimodule C
∗
r ((G
ϕ
ϕ)ι′).
Now, bearing in mind the same procedures we used in the proof of Proposition 2.8, we have
the following isomorphisms
C∗r ((G
ϕ
ϕ)ι′)⊗C∗r (Gϕ◦ι′ϕ◦ι′ ) C
∗
r (G
ϕ′) ∼=
∼= C∗r (Gϕϕ◦ι′)⊗C∗r (Gϕ◦ι′ϕ◦ι′ ) C
∗
r ((G
ι
ι)
ϕ′) ∼=
∼= C∗r (Gϕι◦ϕ′)⊗C∗r (Gι◦ϕ′ι◦ϕ′ ) C
∗
r (G
ι◦ϕ′
ι )
∼=
∼= C∗r (Gϕι ) = C∗r (Gϕ)⊗C∗r (G) C∗r (Gι)
which imply the equality we had to prove.
Remark 2.9. It is worth recalling that everything was proved in this section for the reduced
groupoid C*-algebras is a fortiori true for the full groupoid C*-algebras.
2.2 Wrong-way functoriality for submersions
Let G⇒ G(0) be a Lie groupoid. Put X = G(0) and let ϕ : Y → X be a smooth map transverse
with respect to G. Consider the adiabatic groupoid of G
Gad = AG× {0} unionsqG× (0, 1] ⇒ X × [0, 1].
Let us recall that the Lie algebroid A(Gad) is, as a vector bundle, isomorphic to A(G)× [0, 1]
and the anchor map of the adiabatic algebroid is given by qad : (η, t) 7→ (t · q(η), t), see for
instance [34, Example 7, Section 4].
We will need to do the pull-back along ϕ¯ := ϕ × id[0,1] of the adiabatic groupoid, but the
fact that ϕ is transverse with respect to G does not imply that ϕ¯ is transverse with respect to
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Gad. Indeed, at 0 the anchor map of A(G)× [0, 1] is zero. Thus ϕ¯ is transverse if and only if ϕ
is a submersion. So let ϕ be a submersion, then the pull-back groupoid of Gad along ϕ¯, given
by
(Gad)
ϕ¯
ϕ¯ = {((y1, t), γ, (y2, t)) ∈ (Y × [0, 1])×Gad× (Y × [0, 1]) | r(γ) = ϕ¯(y1, t), s(γ) = ϕ¯(y2, t)},
is a smooth manifold.
Lemma 2.10. The Lie algebroid of (Gad)
ϕ¯
ϕ¯, as vector bundle, is non-canonically isomorphic
to pi∗(ker(dϕ)⊕ ϕ∗A(G)), where pi : Y × [0, 1]→ Y is the projection.
Proof. We have that
A
(
(Gad)
ϕ¯
ϕ¯
)
= {((ξ, t), (η, t)) ∈ (TY × [0, 1])× A(Gad) | dϕ(ξ) = t · q(η)} .
We deduce that, for t 6= 0, the fiber of A ((Gad)ϕ¯ϕ¯) on (x, t) is given by the following pull
back
TyY ×Tϕ(y)X Aϕ(y)(G) //

Aϕ(y)(G)
t·q

TyY
dϕ
// Tϕ(y)X
and for t = 0 the fiber on (y, 0) is ker(dϕ)y ⊕ Aϕ(y)(G).
Since any vector bundle on Y × [0, 1] is isomorphic to a vector bundle that is constant in the
[0, 1]-direction, it is enough to know its restriction at 0 which is exactly ker(dϕ)⊕ϕ∗A(G).
We are going to construct an element ϕad! ∈ KK
(
C∗r ((G
◦
ad)
ϕ¯
ϕ¯), C
∗
r (G
◦
ad)
)
associated to ϕ
by means of a deformation groupoid, as in the Section 1.5. It is given by the following double
adiabatic deformation (
(Gad)
ϕ¯
ϕ¯
)
ad
⇒ Y × [0, 1]× [0, 1].
Let us give an explicit picture of this groupoid. We fix the variables of the two deformations:
• in the horizontal direction of the square we have the parameter t of the first adiabatic
deformation;
• in the vertical direction of the square we have the parameter u of the second adiabatic
deformation, performed after the pull-back construction.
Then we obtain a groupoid, let us call it H, with objects set Y × [0, 1]t × [0, 1]u, such that
• H restricted to {u = c}, for any c ∈ (0, 1], is equal to (Gad)ϕ¯ϕ¯, the pull-back of the
adiabatic deformation;
• H restricted to {t = c′}, for any c′ ∈ (0, 1], is equal to (Gϕϕ)ad, the adiabatic deformation
groupoid of the pull-back;
• H restricted to the t-axis, i.e. to {u = 0}, is the Lie algebroid of (Gad)ϕ¯ϕ¯, that we have
calculated above;
• H restricted to {t = 0} is equal to the adiabatic deformation of the Lie algebroid (A(G))ϕϕ.
Definition 2.11. Let Lϕ denote the reduced groupoid C*-algebra C∗r (H). We will drop the
subscript ϕ when the context does not create ambiguity.
For subset K ∈ [0, 1] × [0, 1] the set Y × K is H-invariant and we denote by LK the
C*-algebra of H|Y×K . If K is open then LK is an ideal. In the particular case where K =
[0, 1]× [0, 1] \ {(1, 1)} let us denote LK by L◦.
Lemma 2.12. The evaluation morphisms at t = 1, et1 : L → L{t=1} and et1 : L◦ → L◦{t=1}
induce KK-equivalences.
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Proof. Let us prove it for L◦, the proof for L is similar. Consider the following exact sequence
0 // L◦{t6=1} // L◦ // L◦{t=1} // 0 ,
the evaluation at t = 1 has a completely positive section: since L◦(0,1] contains as ideal L◦{t=1}⊗
C0(0, 1], the map ξ 7→ t · ξ does the job. Hence this exact sequence is semi-split and it is
sufficient to prove the K-contractibility of L◦{t 6=1}.
But let us point out that the evaluation map at u = 0 from L◦{t 6=1} to L◦{u=0 , t6=1} is a
KK-equivalence: this follows from the KK-equivalence between C∗r (Gad) and C∗r (A(G)) in the
particular case of G = (G◦ad)ϕ¯ϕ¯. Hence we have to prove the K-contractibility of L◦{u=0 , t 6=1}.
Since L◦{u=0 , t 6=1} is the Lie algebroid of (G◦ad)ϕ¯ϕ¯, by Lemma 2.10, L◦{u=0 , t 6=1} is non-canonically
isomorphic to C∗r (A
(
Gϕϕ
)
)⊗ C[0, 1), that is clearly K-contractible.
Let [et1] ∈ KK(L◦,L◦{t=1}) denote the KK-equivalence stated in Lemma 2.12 and let
eu1 : L◦ → L◦{u=1} be the evaluation map at u = 1.
Definition 2.13. Let G ⇒ X be a Lie groupoid and let ϕ : Y → X be a smooth submersion
between smooth manifolds. Hence we can define the lower shriek map ϕad! as the element
[et1]
−1 ⊗L◦ [eu1 ]⊗L◦{u=1} µϕ¯ ∈ KK(C∗r ((Gϕϕ)◦ad), C∗r (G◦ad)),
where µϕ¯ is as in Definition 2.6.
Remark 2.14. Observe that, although G does not appear in the notation, φad! does depend
on G. We do this choice for not making heavier the notation and usually G is understood from
the context. By the way if ambiguities occur, this dependence will be made explicit.
Lemma 2.15. Let ϕt : Y → X be as in Lemma 2.3. If ϕt : Y → X is a submersion for
all t ∈ [0, 1], (ϕ0)ad! corresponds with (ϕ1)ad! through the isomorphism of adiabatic groupoids
induced by (2.2).
Proof. Since ϕt : Y → X is a submersion for all t ∈ [0, 1], it follows that ϕ¯t : Y × [0, 1] →
X × [0, 1] is transverse with respect to Gad for all t ∈ [0, 1]. Then applying Lemma 2.3, we
have an isomorphism α(ϕ¯t) between (Gad)
ϕ¯0
ϕ¯0 and (Gad)
ϕ¯1
ϕ¯1 inducing an isomorphism between
L◦ϕ¯0 and L◦ϕ¯1 . Then clearly we have that
(ϕ0)
ad
! = [α(ϕt)]⊗ (ϕ1)ad! .
Lemma 2.16. Let ϕt : Y → X be as in Lemma 2.3 and let ψ : Z → Y be a submersion. Then
we have the following equality
ψad! ⊗ [α(ϕt)] = [α(ϕt ◦ ψ)]⊗ ψad! ∈ KK(C∗r ((Gϕ0◦ψϕ0◦ψ)◦ad), C∗r ((Gϕ1ϕ1)◦ad)) (2.3)
where ψad! is an element of KK(C
∗
r ((G
ϕ1◦ψ
ϕ1◦ψ)
◦
ad), C
∗
r ((G
ϕ1
ϕ1)
◦
ad)) on the right side and it is an
element of KK(C∗r ((G
ϕ0◦ψ
ϕ0◦ψ)
◦
ad), C
∗
r ((G
ϕ0
ϕ0)
◦
ad)) on the left side.
Proof. It is enough to observe that the isomorphism α(ϕt) : (G
ϕ0
ϕ0)ad → (Gϕ1ϕ1)ad induces an
isomorphism ((Gϕ0ϕ0)ad)
ψ
ψ)ad → ((Gϕ1ϕ1)ad)ψψ)ad. This isomorphism restricts to an isomorphism
((Gϕ0ϕ0)
ψ
ψ)ad → ((Gϕ1ϕ1)ψψ)ad that is exactly α(ϕt ◦ ψ) : (Gϕ0◦ψϕ0◦ψ)ad → (G
ϕ1◦ψ
ϕ1◦ψ)ad.
Now, by the definition of ψad! , the equality (2.3) is clear.
The following result is the Thom isomorphism in the context of the adiabatic deformation
groupoid.
Proposition 2.17. Let p : E → Y be a vector bundle and let G⇒ Y be a Lie groupoid. Then
pad! ∈ KK(C∗r ((Gpp)◦ad), C∗r (G◦ad)) is a KK-equivalence.
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Proof. Since p is surjective, by definition 2.6, µp¯ is a Morita equivalence between C
∗
r
(
(G◦ad)
p¯
p¯
)
and C∗r (G
◦
ad). Because of the definition of p
ad
! , it is sufficient to show that the evaluation at
u = 1 gives a KK-equivalence in KK(L◦,L◦{u=1}). But this is equivalent to prove that the
kernel of the evaluation at u = 1, L◦{u 6=1}, is KK-contractible. This turns to be equivalent to
KK-contractibility of L◦{t=0,u 6=1} because of the following exact sequence
0 // L◦{t6=0,u 6=1} // L◦{u 6=1} // L◦{t=0,u 6=1} // 0 ,
and the KK-contractibility of L◦{t6=0,u6=1} ' (Gpp)◦ad ⊗ C0(0, 1]. But L◦{t=0,u 6=1} is the adiabatic
deformation of the pull-back groupoid
(A(G))pp = {(η1, ξ, η2) ∈ E × A(G)× E |, p(η1) = r(ξ), p(η2) = s(ξ)}
that in turn is exactly the definition of the Whitney sum of vector bundles E ⊕ E ⊕ A(G).
But the adiabatic deformation of a Lie groupoid given by a vector bundle is isomorphic to the
pull-back of the vector bundle itself on the interval [0, 1).
Then L◦{t=0,u6=1} is isomorphic to
L◦{t=0,u6=1} ' C0(E ⊕ E ⊕ A(G))⊗ C0[0, 1)
which is KK-contractible.
Now we want to check that the construction of the lower shriek element behaves well with
respect to the composition of submersions.
Proposition 2.18. Let G ⇒ Z be a Lie groupoid. Let f : Y → X and g : X → Z be two
smooth submersions between smooth manifolds. Then we have that
(g ◦ f)ad! = fad! ⊗ gad! ∈ KK(C∗r ((Gg◦fg◦f )◦ad), C∗r (G◦ad)).
Proof. Consider the Lie groupoid K given by(((
(Gad)
g¯
g¯
)
ad
)f¯
f¯
)
ad
⇒ Y × [0, 1]× [0, 1]× [0, 1],
where we set t, u, v as the parameters respectively of the first, the second and the third adiabatic
deformation in the construction of the groupoid. For sake of clarity let us set some notations:
• C◦ := ([0, 1]× [0, 1]× [0, 1]) \ {(1, 1, 1)} is the cube without the point (1, 1, 1);
• S◦ := ([0, 1]× [0, 1]) \ {(1, 1)} is the square without the point (1, 1);
• H = Y × C◦;
• T = {t = 1} ⊂ H, U = {u = 1} ⊂ H and V = {v = 1} ⊂ H are the right, the posterior
and the top faces of the cube, respectively;
Restricting K to the faces T , U and V and to their shared edges, we recognize the following
groupoids:
• KT is equal to
(((
Ggg
)
ad
)f¯
f¯
)
ad
restricted to Y × S◦ , KU is equal to
((
(Gad)
g¯
g¯
)f¯
f¯
)
ad
restricted to Y × S◦, KV is equal to
((
(Gad)
g¯
g¯
)
ad
)f¯
f¯
restricted to Y × S◦;
• KT∩U =
((
Ggg
)f
f
)◦
ad
, KU∩V =
(
(G◦ad)
g¯
g¯
)f¯
f¯
, KT∩V =
((
Ggg
)◦
ad
)f¯
f¯
.
19
Using Lemma 2.12, we get the following KK-equivalences: eVV ∩T , e
T
T∩U , e
U
T∩U , e
H
T and e
H
U . We
have that fad! is constructed through the groupoid KT and it is equal to
(eTT∩U )
−1 ⊗ eTT∩V ⊗ µf .
On the other hand gad! is constructed by means of the restriction of the Lie groupoid L =(
(Gad)
g¯
g¯
)
ad
to X × S◦ and it is equal to
(eM )
−1 ⊗ eN ⊗ µg,
where M = X × {1} × [0, 1) and N = X × [0, 1) × {1}, inside X × S◦, and LM =
(
Ggg
)◦
ad
,
LN = (G
◦
ad)
g¯
g¯. Thus we have that
fad! ⊗ gad! = (eTT∩U )−1 ⊗ eTT∩V ⊗ µf ⊗ (eM )−1 ⊗ eN ⊗ µg.
Applying Proposition 2.8, we get the following equality
µf ⊗ (eM )−1 ⊗ eN ⊗ µg = (eVT∩V )−1 ⊗ eVV ∩U ⊗ µf ′ ⊗ µg
and, using Proposition 2.7, the term on the right side is equal to
(eVT∩V )
−1 ⊗ eVV ∩U ⊗ µg◦f .
Then
fad! ⊗ gad! = (eTT∩U )−1 ⊗ eTT∩V ⊗ (eVT∩V )−1 ⊗ eVV ∩U ⊗ µg◦f =
= (eTT∩U )
−1 ⊗ (eHT )−1 ⊗ eHV ⊗ eVV ∩U ⊗ µg◦f =
= (eHT∩U )
−1 ⊗ eHV ∩U ⊗ µg◦f =
= (eUT∩U )
−1 ⊗ (eHU )−1 ⊗ eHU ⊗ eUV ∩U ⊗ µg◦f =
= (eUT∩U )
−1 ⊗ eUV ∩U ⊗ µg◦f =
= (g ◦ f)ad! .
2.3 Wrong-way functoriality for transverse maps
Let G ⇒ X be a Lie groupoid and let ϕ : Y → X be a smooth map that is transverse with
respect to G. Since AG is defined as the normal bundle of X in G, there exists an open
neighbourhood V ⊂ AG of the zero section that is isomorphic to a tubular neighbourhood U
of X in G. Let us call θ : V → U this isomorphism. Observe that, if v ∈ V , p(v) = s(θ(v)) and
in particular that s(θ(tv)) is constant with respect to t, for tv ∈ V . Let W ⊂ ϕ∗AG be the
pull-back of V by ϕ. Consider the following commutative square
W
ϕ˜ //
p

U
s

Y
ϕ // X
(2.4)
where ϕ˜ is defined as the composition of ϕ∗AG→ AG and θ.
Notice the following facts:
• p is a bundle projection, then by Lemma 2.17 pad! is a KK-equivalence;
• as in Lemma 2.2 one proves that r◦ ϕ˜ is a submersion and let us fix a canonical homotopy
{ψt : ξ 7→ r ◦ ϕ˜(tξ)}t∈[0,1] of transverse maps from ϕ ◦ p = s ◦ ϕ˜ to r ◦ ϕ˜. This specific
homotopy is used from now on in the paper. Let α(ψt) be the associated isomorphism
between Gϕ◦pϕ◦p and G
r◦ϕ˜
r◦ϕ˜, as in (2.2).
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Definition 2.19. Let ϕ : Y → X be as above. Define the lower shriek map associated to ϕ as
the element
ϕad! := (p
ad
! )
−1 ⊗ [α(ψt)]⊗ (r ◦ ϕ˜)ad! ∈ KK
(
C∗r ((G
ϕ
ϕ)
◦
ad), C
∗
r (G
◦
ad)
)
Lemma 2.20. The element ϕad! does not depend on the choice of the tubular neighbourhood U
of X in G.
Proof. Let W and U be as in (2.4). Let U ′ be another tubular neighbourhood of X in G such
that U ′ ⊂ U and construct W ′ in the same way as W . Observe that we have the following
commutative diagram
W ′
ϕ˜′ //
i

U ′
j

W
ϕ˜ //
p

U
s

Y
ϕ // X
and put p′ = p ◦ i, s′ = s ◦ j and r′ = r ◦ j. Notice that i and j are submersive embeddings.
Let ϕad! and (ϕ
ad
! )
′ be the lower shriek maps constructed using U and U ′ respectively. Finally
let ψ′t be defined by ξ 7→ r′ ◦ ϕ˜′(tξ) for t ∈ [0, 1], notice that ψ′t = ψt ◦ i. Consider the following
computation
(p′)ad! ⊗ (ϕad! )′ = [α(ψ′t)]⊗ (r′ ◦ ϕ˜′)ad! =
= [α(ψ′t)]⊗ (r ◦ j ◦ ϕ˜′)ad! =
= [α(ψ′t)]⊗ (r ◦ ϕ˜ ◦ i)ad! =
= [α(ψ′t)]⊗ iad! ⊗ (r ◦ ϕ˜)ad! =
= iad! ⊗ [α(ψt)]⊗ (r ◦ ϕ˜)ad!
where we used Proposition 2.18 and Lemma 2.16 in the third and the fourth equality respec-
tively.
Since p′ = i ◦ p, we have that
iad! ⊗ pad! ⊗ (ϕad! )′ = iad! ⊗ [α(ψt)]⊗ (r ◦ ϕ˜)ad! .
If we prove that iad! is a KK-equivalence, then since p
ad
! is a KK-equivalence we will obtain the
equality (ϕad! )
′ = ϕad! . To prove this fact, observe that there exists an  > 0 such that k : ξ 7→ ξ
is a submersive embedding from W to W ′ and such that k ◦ i and i ◦ k are homotopic to the
identity. Let ht be the homotopy from i ◦ k to idW . By Lemma 2.15 we have the following
equalities
Id = (idW )
ad
! = [α(ht)]⊗ kad! ⊗ iad!
which give a left inverse for iad! . Using the homotopy from k◦ i to idW ′ we obtain the analogous
equality which gives a right inverse for iad! and proves that it is a KK-equivalence.
Finally let U and U ′ be two arbitrary tubular neighbourhood of X in G, using the inclusions
of U ∩U ′ into U and U ′ and the computations above, it is clear that the defining ϕad! using U
or U ′ gives the same class in KK
(
C∗r ((G
ϕ
ϕ)
◦
ad), C
∗
r (G
◦
ad)
)
.
Remark 2.21. If ϕ : Y → X is a submersion, then the elements in definitions 2.13 and 2.19
coincide. Indeed we have that {ψt : ξ 7→ r ◦ ϕ˜(tξ)}t∈[0,1] is a path of submersions, then by
Lemma 2.15 [α(ψt)]⊗ (r ◦ ϕ˜)ad! = (s◦ ϕ˜)ad! . This element is equal (ϕ◦p)ad! , that by Proposition
2.18, is equal to pad! ⊗ ϕad! . This proves that (pad! )−1 ⊗ [α(ψt)] ⊗ (r ◦ ϕ˜)ad! = ϕad! , where the
element on the left side is the one defined in 2.13.
Now we can verify that our definition behaves well with respect to the composition of
transverse maps.
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Proposition 2.22. Let G ⇒ Z be a Lie groupoid. Let f : X → Y and g : Y → Z be two
smooth maps between smooth manifolds such that g is transverse w.r.t. G and f is transverse
w.r.t. Ggg. Then we have that
(g ◦ f)ad! = fad! ⊗ gad! ∈ KK
(
C∗r
(
(Gg◦fg◦f )
◦
ad
)
, C∗r (G
◦
ad)
)
.
Proof. Since the lower shriek maps for general transverse maps are defined through zig-zags,
the idea of the proof is comparing two zig-zags with same starting and ending objects (the zig-
zag associated to the composition of f and g and the concatenation of the zig-zags associated
to f and g), by means of a third zig-zag that is directly equivalent to them, individually taken.
Let E and F denote (g ◦ f)∗AG and g∗AG respectively.
Consider the following diagram
E ×Y F P //
Q

F
q

l // Z
E
p

k
66
h // Y
g
??
X
f
::
(2.5)
where P and Q are the obvious projections, h = r ◦ f˜ , k = r ◦ (g˜ ◦ f) and l = r ◦ g˜. It is
commutative up to homotopy: let ht be the homotopy between f ◦ p and h, let kt be the
homotopy between (g ◦ f) ◦ p and k and let lt be the homotopy between g ◦ q and l. Moreover
all the vertical arrows are vector bundle projections, therefore the lower shriek maps associated
to them induce KK-equivalences.
Recall that fad! = (p
ad
! )
−1 ⊗ [α(ht)] ⊗ had! and gad! = (qad! )−1 ⊗ [α(lt)] ⊗ lad! are as in
Definition 2.19. Moreover let (g ◦ f)ad! be given by (pad! )−1 ⊗ [α(kt)] ⊗ kad! . Thanks to the
following calculations
(pad! )
−1 ⊗ [α(ht)]⊗ had! ⊗ (qad! )−1 ⊗ [α(lt)]⊗ lad! =
(pad! )
−1 ⊗ [α(ht)]⊗ (Qad! )−1 ⊗ P ad! ⊗ [α(lt)]⊗ lad! =
(pad! )
−1 ⊗ (Qad! )−1 ⊗ [α(ht ◦Q)]⊗ [α(lt ◦ P )]⊗ P ad! ⊗ lad! =
(pad! )
−1 ⊗ (Qad! )−1 ⊗ [α(ht ◦Q)]⊗ [α(lt ◦ P )]⊗ (l ◦ P )ad! =
(pad! )
−1 ⊗ (Qad! )−1 ⊗ [α((g ◦ ht ◦Q) ∗ (lt ◦ P ))]⊗ (l ◦ P )ad! =
(pad! )
−1 ⊗ [α(kt)]⊗ (Qad! )−1 ⊗ (l ◦ P )ad! =
(pad! )
−1 ⊗ [α(kt)]⊗ kad! =
(g ◦ f)ad!
(2.6)
we obtain the desired equality. We used: in the second line the fact that h◦Q = q ◦P and that
q and Q are vector bundle projections; in the third line (2.3); in the fourth line Proposition
2.18; in the fifth line Lemma 2.4; in the sixth line (2.3) one more time; finally in the seventh
line Proposition 2.18.
Now we are going to state another important property of this construction, which is its
functoriality with respect to the restriction to the boundary of a manifold with boundary.
Before that let us notice the following facts: let ψ : Y → X be transverse with respect to G
and let X1 be a closed and saturated submanifold of X. Then, since X1 is saturated, it follows
that dr(AxG) ⊂ TxX1 and then that ψ and the inclusion of X1 into X are transverse. This
implies that Y1 := ψ
−1(X1) is a submanifold of Y ; the transversality of ψ with respect to G
means that dψ(TyY )+dr(Aψ(y)G) = Tψ(y)X. Consequently, if we consider the intersection with
Tψ(y)X1 for y ∈ Y1, we obtain dψ(TyY1) + dr(Aψ(y)G) = Tψ(y)X1, namely that the restriction
of ψ to Y1 is still transverse with respect to G.
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Let X be a smooth manifold with boundary ∂X and let G⇒ X a Lie groupoid transverse
to the boundary. Consider a smooth function (f, ∂f) : (Y, ∂Y ) → (X, ∂X) between manifolds
with boundary transverse with respect to G.
Observe that the b-groupoids (G(X, ∂X))ff and G
f
f (Y, ∂Y ) are isomorphic. Indeed both
of them restrict to Gff over Y˚ and it remains to notice that (G|∂X × R)∂f∂f is isomorphic to
(G|∂X)
∂f
∂f × R just by definition.
Proposition 2.23. In the situation described above we have that the following diagram
· · · // K∗
(
C∗r (((G|X˚)
f
f )
◦
ad)
)
//
(f|Y˚ )
ad
!

K∗
(
C∗r (((G(X, ∂X))
f
f )
◦
ad)
)
//
fad!

K∗
(
C∗r (((G|∂X)
∂f
∂f × R)◦ad)
)
//
(f|∂Y )
ad
!

· · ·
· · · // K∗
(
C∗r (((G|X˚)
◦
ad)
)
// K∗ (C∗r (G(X, ∂X)
◦
ad))
// K∗
(
C∗r ((G|∂X × R)◦ad)
)
// · · ·
(2.7)
commutes.
Proof. It is sufficient to prove this when f is a submersion, because for general transverse maps
the shriek element is the Kasparov product of the inverse of a submersion, a submersion and
a Morita equivalence.
Let us prove the commutativity of the second square: we have to prove the equality of
[et1]
−1 ⊗ [eu1 ]⊗ µψ ⊗ [ev∂X ]
and
[ev∂Y ]⊗ [e¯t1]−1 ⊗ [e¯u1 ]⊗ µψ′′
in KK
(
C∗r (((G(X, ∂X))
f
f )
◦
ad), C
∗
r ((G|∂X × R)◦ad)
)
.
Here e¯ are evaluation maps for the groupoids restricted to ∂Y , whereas we use e for evalu-
ation maps for groupoids over Y . Noticing that [ev∂Y ]⊗ [e¯t1]−1 ⊗ [e¯u1 ] = [et1]−1 ⊗ [eu1 ]⊗ [ev∂Y ]
and applying Proposition 2.8, we obtain the commutativity of the second square. For the
commutativity of the first one we use a similar argument.
Now we are going to prove the commutativity of the square which involves the boundary
morphisms of the exact sequences. First we can restrict our attention to the collar neighbour-
hoods of the boundaries where our groupoids are isomorphic to (G|∂X × Γ([0, 1), {0}))◦ad and
((G|∂X)
∂f
∂f × Γ([0, 1), {0}))◦ad.
Then recall from Remark 1.18 that the boundary morphism of those exact sequences are
given by
∂b = [id⊗ ev0]−1 ⊗ (id⊗ βad)⊗ [∆].
Now observe that (f|∂Y )ad! = ∂f
ad
! ⊗ id
(∂fad! ⊗ id)⊗ [id⊗ ev0] = [id⊗ ev0]⊗ (∂fad! ⊗ id)
in KK
(
C∗r (((G|∂X)
∂f
∂f )
◦
ad)⊗ C∗r (R), C∗r ((G|∂X)◦ad)⊗ C∗r (Rad)
)
.
Moreover
(∂fad! ⊗ id)⊗ [id⊗ βad] = [id⊗ βad]⊗ (∂fad! ⊗ id)
in KK1
(
C∗r (((G|∂X)
∂f
∂f )
◦
ad)⊗ C∗r (R), C∗r ((G|∂X)◦ad)⊗ C∗r ((0, 1)× (0, 1)ad)
)
.
Finally since ∆ is a restriction with respect to the parameters of the adiabatic deformations,
it is clear from the nature of ∆ and the shriek construction that
(∂fad! ⊗ id)⊗ [∆] = [∆]⊗ (f|∂Y×(0,1))ad!
inKK
(
C∗r (((G|∂X)
∂f
∂f )
◦
ad)⊗ C∗r ((0, 1)× (0, 1)◦ad), C∗r ((G|∂X × (0, 1)× (0, 1))◦ad)
)
. And this com-
plete the proof.
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Finally we have the main result of this section.
Theorem 2.24. If ψ : Y → X is transverse with respect to G⇒ X, then the following diagram
si commutative:
· · · // K∗
(
C∗r (G
ψ
ψ × (0, 1))
)
//
µψ

K∗
(
C∗r ((G
ψ
ψ)
◦
ad)
)
[ev0]∗ //
ψad!

K∗
(
C∗r (A(G
ψ
ψ))
)
//
dψ!

· · ·
· · · // K∗ (C∗r (G× (0, 1))) // K∗ (C∗r (G◦ad))
[ev0]∗ // K∗ (C∗r (A(G))) // · · ·
(2.8)
where µψ is the KK-element given in Definition 2.6 and dψ! ∈ KK
(
C∗r (A(G
ψ
ψ)), C
∗
r (A(G))
)
is the KK-class obtained in the obvious way, as for ψad! , but restricting the process to the
Lie algebroids. Furthermore, the commutativity of the diagram still holds in the KK-theory
framework.
Remark 2.25. Notice that one also has a wrong-way functoriality for the adiabatic defor-
mation up to t = 1 included. It is given by the same construction and it enjoys the same
properties. Moreover there is a commutative diagram analogous to (2.8) for the exact sequence
0 // C∗r (G× (0, 1]) // C∗r (Gad)
ev0 // C∗r (A(G)) // 0 .
3 Lie groupoids and secondary invariants
3.1 Pseudodifferential operators on Lie groupoids
In this section we are going to recall the definition of a pseudodifferential operator on a Lie
groupoid. For more details the reader is referred to [34, 48]. Consider the following data:
• a smooth embedding θ : U → A∗G, where U is a tubular neighbourhood of G(0) in G,
such that θ(G(0)) = G(0), (dθ)|G0 = Id and θ(γ) ∈ A∗s(γ)G for all γ ∈ U ;
• a smooth compactly supported map φ : G→ R+ such that φ−1(1) = G(0);
• a polyhomogeneous symbol a on A∗G of order m ∈ Z, that is a ∼ ∑+∞k=0 am−k with
aj(x, ξ) homogeneous of order j in ξ.
Then a pseudodifferential G-operator P is obtained by the formula:
Pu(γ) =
∫
γ′∈Gs(γ) , ξ∈A∗r(γ)(G)
eiθ(γ
′γ−1)·ξa(r(γ), ξ)φ(γ′γ−1)u(γ′)dγ′dξ
where u ∈ C∞c (G) and we have fixed a scalar product on the Lie algebroid. If m > 0, then
we obtain an unbounded multiplier of C∞c (G); if m = 0, the operator P is an element in the
multiplier algebra of the reduced groupoid C*-algebra; finally, if m < 0, then P lies in the
reduced groupoid C*-algebra.
Exemples 3.1. Let us recall some examples of 0-order pseudodifferential operators on Lie
groupoids.
1. If G = X ×X ⇒ X is the pair groupoid, where X is a compact smooth manifold, then
a 0-order G-ΨDO is simply a 0-order ΨDO on X.
2. Let p : X → Z a submersion, and G = X ×Z X = {(x, y) ∈ X × X | p(x) = p(y)} the
associated subgroupoid of the pair groupoid X ×X. Then a 0-order G-ΨDO is given by
families (Pz){z∈Z} of 0-order ΨDOs on p−1(z).
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3. Let G be the fundamental groupoid of a compact smooth manifold M with fundamental
group pi1(M,x0) = Γ. Recall that if we denote by M˜ a universal covering of M and
let Γ act by covering transformations, then G(0) = M˜/Γ = M , G = M˜ ×Γ M˜ and the
source and the range maps are the two projections. Then a 0-order G-ΨDO is a properly
supported Γ-invariant 0-order classical ΨDO on the universal covering M˜ of M .
4. Let G = E ⇒ X be the total space of a vector bundle p : E → X over a compact smooth
manifold X, with r = s = p and (x, v) · (x,w) = (x, v + w). If P is a pseudodifferential
G-operator:
Pf(v) =
∫
w∈Ex
kP (v − w)f(w)
Thus, for all x ∈ X, Px is a translation-invariant convolution operator on the linear space
Ex such that the underlying distribution kP identifies with the Fourier transform of a
symbol on E. Consequently we have that a 0-order G-ΨDO is given by a smooth function
on BE∗, the unit ball bundle of E∗.
5. If G is the holonomy groupoid of a foliation F on a smooth manifold X, then a 0-order
G-ΨDO is just a leafwise 0-order ΨDO on (X,F).
3.2 The % classes for Lie groupoids
Before giving the precise definition %-classes as elements of the K-theory of C∗r (G
◦
ad), we are
going to informally explain the idea of the construction. We are going to think of K∗(C∗r (G
◦
ad))
as a group of relative K-theory in the following sense (see [42] for more details). Let A and
B be two separable C*-algebras and let ∂ be an element in KK(A,B). Using for instance the
realization of KK-groups a` la Cuntz (see [8]), one can always find a C*-algebra A′ and two
*-homomorphisms ϕ : A′ → A and ψ : A′ → B such that
• ϕ induces a KK-equivalence between A′ and A;
• we can decompose ∂ as [ϕ]−1 ⊗A′ [ψ], the Kasparov product of the inverse of the KK-
equivalence [ϕ] and [ψ].
Hence one can see ∂, up to the KK-equivalence between A and A′, as the boundary map
for the long exact sequence in KK-theory associated to the following short exact sequence
0 // B ⊗ (0, 1) // Cψ(A′, B)
prA′ // A′ // 0
where Cψ(A
′, B) = {a⊕ f ∈ A′ ⊕ B[0, 1) | f(0) = ψ(a)} is the mapping cone C*-algebra of ψ.
We define the relative K-theory of ∂ as the K-theory of this mapping cone.
So a % class will be defined as a class in this K-group. More precisely, if we identify
K∗(Cψ(A′, B)) with the KK-group KK∗(C, Cψ(A′, B)), such an element can be given by the
following data:
• a Kasparov C-A′ bimodule (H, F );
• a Kasparov C-B[0, 1) bimodule (Et, Gt) such that (E0, G0) = (H ⊗ψ B,F ⊗ψ 1) and
(E1, G1) is degenerate.
See [7, Proof of Theorem 1.1].
Remark 3.2. Of course one can equivalently work in the unbounded setting, following [2].
Let us quickly recall the construction of the adiabatic index of a 0-order elliptic pseudodif-
ferential G-operator P . Its principal symbol σ defines a class in the group KK(C, C0(A∗(G)))
that is isomorphic to KK(C, C∗r (A(G))), by means of the Fourier transform after fixing a scalar
product.
We know that ev0 : C
∗
r (Gad) → C∗r (A(G)) is a KK-equivalence. Let us give an explicit
description of the inverse of the map induced in KK-theory: to the symbol σ ∈ C0(A∗(G)), we
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can associate a symbol σad on A
∗(G) × [0, 1], the Lie algebroid of the adiabatic deformation,
given by σad(ξ, t) := σ(ξ); hence we obtain the unbounded regular operator Pad (see [48]) on
the C∗r (Gad)-module C
∗
r (Gad) defined by
(Padf)(γ, t) =
∫
ξ∈A∗(G)r(γ)
∫
γ′∈Gs(γ)
e
i〈exp−1(γ′γ−1)|ξ〉
t χ(γ′γ−1)σ(r(γ), ξ)f(γ′, t)
dξdγ′
t
(3.1)
for t 6= 0 and
(Padf)(x, V, 0) =
∫
ξ∈A∗(G)x
∫
V ′∈A(G)x
ei〈V
′|ξ〉χ(exp(V ))σ(x, ξ)f(x, V − V ′, 0)dξdV ′ (3.2)
for t = 0, with f ∈ C∞c (Gad,Ω
1
2 ) (notice that at t = 1 we obtain P and that Pad is a
deformation of P to the Fourier transform of its symbol).
Here we have chosen an exponential map exp: U → W , from a neighbourhood of the zero
section in the algebroid A(G) to a tubular neighbourhood W of X in G, and a cut-off function
χ with support in W . Furthermore we can also make this construction with coefficients in any
vector bundle E over G. The operator Pad defines a class in KK(C, C∗r (Gad)) such that the
evaluation at 0 gives the class of σ and the evaluation at 1 gives the analytic G-index of P
IndG(P ) = [σ(P )]⊗ [ev0]−1 ⊗ [ev1] in the group KK(C, C∗r (G)).
Notice that C∗r (G
◦
ad) is isomorphic to the mapping cone Cev1(C
∗
r (Gad), C
∗
r (G)) of the evalua-
tion at 1. Indeed if (ft)t∈[0,1] is an element in C∗r (G
◦
ad), then the pair ((ft/2)t∈[0,1], (f(t+1)/2)t∈[0,1])
is the image of (ft)t∈[0,1] in Cev1(C
∗
r (Gad), C
∗
r (G)) through this isomorphism.
Hence, if Pt is a path of G-operators such that P0 = P and P1 is invertible, through
the above isomorphism, we obtain a class in KK(C, C∗r (G◦ad)). This will be the home of the
secondary invariants that we will study in the following sections. They are called secondary
because they arise when the index, the primary invariant, vanishes.
Definition 3.3. In the situation described above, let us denote the %-invariant associated to
σ and Pt as
%(σ, Pt) ∈ KK(C, C∗r (G◦ad)).
Remark 3.4. If P is not bounded and it is homotopic to an invertible operator through a path
Pt, then we can construct a %-class in the following way. Let σ be the symbol of P , consider
the symbol σad as above and construct the unbounded Gad-operator Pad. This operator and
the path Pt fit together and we obtain an unbounded C
∗
r (Gad)-operator P
′
ad.
Let ψ(s) = s · (1 + s2) 12 and observe that ψt(s) := ψ( s1−t ) is a path of continuous functions,
such that ψ0 = ψ and ψt(s) goes to sign(s) when t goes to 1.
Now, since P1 is invertible and there is a gap in its spectrum near zero, the concatenation
of ψ(P ′ad) and ψs(P1), suitably parametrized, gives a bounded Fredholm G
◦
ad-operator and we
denote its class in KK∗(C, C∗r (G0ad)) by %(σ, Pt).
3.3 Cobordism relations
In this section we are going to investigate the relation between the %-invariants associated
to two cobordant Lie groupoids. Let W be a smooth manifold with boundary ∂W and let
G(W,∂W ) ⇒ W be the b-groupoid of a Lie groupoid G transverse to the boundary, as in
Definition 1.11. Let P be an elliptic pseudodifferential G(W,∂W ) operator and denote its
restriction to the boundary by P ∂ (this is a G|∂W × R-operator).
Definition 3.5. Assume that there exists a homotopy P ∂t from P
∂
0 = P
∂ to an invertible
operator P ∂1 . Then we obtain the following classes:
• a secondary invariant ρ(P ∂t ) ∈ K∗
(
C∗r ((G|∂W )
◦
ad × R)
) ' K∗+1 (C∗r ((G|∂W )◦ad));
• a class [P Tad] ∈ K∗ (C∗r (TncG(W,∂W ))) , defined by the symbol of P and the homotopy
P ∂t ; recall by Definition 1.13 that TncG(W,∂W ) is the union of A(G|X˚), where we define
the symbol, and (G|∂X)◦ad×R, where the secondary invariant is defined; they glue together
at A(G∂X) by definition;
26
• indeed, using the KK-equivalence in the Lemma 1.20, we can extend it to a class [PFad]
in K∗
(
C∗r (G(W,∂W )
F
ad)
)
, whose restriction to the boundary is ρ(P ∂t );
• finally we get a class Ind(P, P ∂t ) ∈ K∗(C∗r (G|W˚ )). This is the generalized Fredholm
index of P associated to the perturbation on the boundary P ∂t , obtained as the Kasparov
product [PFad] ⊗ [ev1], see for instance [38] for a general treatment of Fredholm index of
fully elliptic operators in the context of Lie groupoids.
The following elementary result is useful to prove the main formula of this section.
Lemma 3.6. Let
1) 0 // JB // A
β // B // 0 ,
2) 0 // JC // A
γ // C // 0 ,
be exact sequences of C*-algebras. Assume that JB + JC = A. We have the following exact
sequences:
3) 0 // J // JC // B // 0 ,
4) 0 // J // JB // C // 0 ,
5) 0 // J // A
β⊕γ // B ⊕ C // 0 ,
where J = JB∩JC . Let ∂B and ∂C be the boundary homomorphisms associated to the exact
sequences 3) and 4) respectively. Then ∂, the boundary homomorphism associated to the exact
sequences 5), is such that
∂ : x⊕ y 7→ ∂B(x) + ∂C(y)
where x ∈ Kn(B), y ∈ Kn(C) and ∂B(x) + ∂C(y) ∈ Kn+1(J).
Moreover if β and γ admit completely positive sections, we have that ∂ = p∗B∂B + p
∗
C∂C ∈
KK1(B⊕C, J), where pB and pC are the projections from B⊕C to B and C respectively and
∂B and ∂C are elements of KK
1(B, J) and KK1(C, J) respectively.
Proof. By the following commutative diagram
0 // J //

JC //

B //

0
0 // J // A
β⊕γ // B ⊕ C // 0
we deduce that ∂(x⊕ 0) = ∂B(x). By the following one
0 // J //

JB //

C //

0
0 // J // A
β⊕γ // B ⊕ C // 0
we deduce that ∂(0⊕ y) = ∂C(x). Then we obtain that ∂ : x⊕ y 7→ ∂B(x) +∂C(y). The second
part follows from the previous calculations.
We want to apply this Lemma to the following situation. We are interested in the following
C*-algebras:
A = C∗r
(
G(W,∂W )Fad
)
, B = C∗r
(
G|W˚
)
, C = C∗r
(
(G|∂W )◦ad × R
)
.
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We obtain the following diagram of exact sequences (see Lemma 1.5 and the proof of Lemma
1.20):
0

0

0 // C∗r
(
(G|W˚ )
◦
ad
)
//

C∗r
(
(G|W˚ )ad
)
 
0 // C∗r
(
G(W,∂W )0ad
)
//
**
C∗r
(
G(W,∂W )Fad
)

// C∗r
(
G|W˚
)
//

0
C∗r
(
(G|∂W )◦ad × R
)

// 0
0
that fits with the hypothesis of Lemma 3.6. Here the quotient arrows are given by restriction
and the other arrows are given by inclusions. Using the notations in the Lemma, we have that
• ∂B : K∗+1
(
C∗r
(
G|W˚
))
→ K∗
(
C∗r
(
(G|W˚ )
◦
ad
))
is given by b 7→ b ⊗ Bott ⊗ [i], where
i : C∗r
(
G|W˚ × (0, 1)
)
→ C∗r
(
(G|W˚ )
◦
ad
)
is the obvious inclusion; this is true because, up
to Bott isomorphism, this exact sequence corresponds to the mapping cone exact sequence
associated to the *-homomorphism ev1 : C
∗
r ((G|W˚ )ad)→ C∗r (G|W˚ );
• ∂C : K∗+1
(
C∗r
(
(G|∂W )◦ad × R
))→ K∗ (C∗r ((G|W˚ )◦ad)) is as in Remark 1.18.
Theorem 3.7 (Delocalized APS index theorem for Lie groupoids). Consider the following
C*-algebras
A = C∗r
(
G(W,∂W )Fad
)
, B = C∗r
(
G|W˚
)
, C = C∗r
(
(G|∂W )◦ad × R
)
.
Using the notations of Lemma 3.6, we have the following equality
∂C
(
%(P ∂t )
)
= −∂B
(
Ind(P, P ∂t )
) ∈ K∗+1 (C∗r ((G|W˚ )◦ad)) .
Proof. Since the pair Ind(P, P ∂t )⊕ %(P ∂t ) ∈ K∗(B ⊕ C) is the image of [PFad] ∈ K∗(A), by the
exactness of the associated exact sequence ∂(Ind(P, P ∂t )⊕ %(P ∂t )) = 0. Then the formula is an
easy consequence of Lemma 3.6.
Remark 3.8. If W = X× [0, 1] and G(W,∂W ) = G×Γ([0, 1], {0, 1}), then the boundary map
in KK-theory associated to the following exact sequence
0 // C∗r (G× (0, 1)× (0, 1))

C∗r (G× Γ([0, 1], {0, 1})) // C∗r (G× R× {0})⊕ C∗r (G× R× {1}) // 0
(3.3)
is given by
∂(x0 ⊕ x1) = x0 ⊗ Bott−10 + x1 ⊗ Bott−11 , (3.4)
where Botti is the Bott element for C
∗
r (G× R× {i}), defined as the boundary map in Lemma
1.16.
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3.4 The Signature operator
In [23] the authors give a direct proof of the fact that the K-theory classes of the higher
signatures are homotopy invariant. They also prove it in the case of foliations, using a method
that can be easily presented in a more abstract way for any Lie groupoid.
Let G⇒ X be a Lie groupoid. Assume that its Lie algebroid is oriented of rank n and let
ΛCA∗(G) be the exterior algebra of A∗(G). We can construct a right C∗r (G)-module E(G) as
the completion of C∞c (G,ΛC ker ds
∗ ⊗ s∗Ω 12 (A(G))). Furthermore we can define the following
C∗r (G)-valued quadratic form
Q(ξ, ζ)(γ) = m∗
(
p∗1(i∗ξ) ∧ p∗2ζ
)
(γ), (3.5)
where m, pk : G
(2) → G are such that m : (γ1, γ2) 7→ γ1 · γ2 and pk : (γ1, γ2) 7→ γk (and i is the
inversion map of the groupoid). If T ∈ L(E(G)), let us denote T ′ its adjoint with respect to
the quadratic form Q (i.e. Q(Tξ, ζ) = Q(ξ, T ′ζ) for any ξ, ζ ∈ E(G)).
The quadratic form Q is regular in the sense of [23, Definition 1.3], by means of the operator
T , given by
Tα = i−∂(α)(n−∂(α)) ∗ α,
where ∗ is the Hodge operator of ker ds∗ associated to a smooth hermitian structure on it.
Consider the s-fiberwise exterior derivative operator on C∞c
(
G,ΛC ker ds∗ ⊗ s∗Ω 12 (A(G))
)
,
that is closable. Let us still denote with d0 its closure: it defines a regular operator on E(G).
We have that Imd0 ⊂ domd0 and then that d20 = 0. Now put dξ = i∂ξd0ξ. The regular operator
DG = d+ d
∗ is an elliptic and self-adjoint differential G-operator on E(G).
Definition 3.9. The class [E(G), DG] ∈ K∗(C∗r (G)), defined as in [2], is the analytic G-
signature of X.
A morphisms of Lie groupoids ϕ : G → H between Lie groupoids with oriented Lie alge-
broids is said to be oriented if its differential induces an orientation preserving map between
the two algebroids.
Definition 3.10. Let G ⇒ X and H ⇒ Y be two Lie groupoids. A morphism ϕ : H → G
is a oriented homotopy equivalence if there are an oriented morphism ψ : G → H and maps
T : X × [0, 1]→ G and S : Y × [0, 1]→ H, such that
• r ◦ Tt(x) is equal to x for all t and T0 = idX ;
• for any x ∈ X we have that s(T1(x)) = ϕ ◦ ψ(x),
• for any γ ∈ Gxϕ◦ψ(x) we have that T1(x) · (ϕ ◦ ψ(γ)) = γ · T1(ϕ ◦ ψ(x)),
and similarly for S and ψ ◦ ϕ.
Remark 3.11. Indeed this is a strong equivalence of groupoids, see [29, 5.4], with natural
transformations homotopic to identities. In particular this implies that H = Gϕϕ, see [29,
Proposition 5.11].
Of course a homotopy equivalence ϕ between two groupoids gives a Morita equivalence,
whose imprimitivity bimodule is given by µϕ as in Subsection 2.1.
Now let us fix a oriented homotopy equivalence ϕ between H and G. Consider the Lie
groupoid L := Gϕ∪idXϕ∪idX ⇒ Y ∪ X and the C∗r (L)-module E(L), that is the completion of
C∞c (L,ΛC ker ds
∗ ⊗ s∗Ω 12 (A(L))). We can see an element in E(L) as a 2 × 2 matrix in( E(G) E(Gϕ)
E(Gϕ) E(Gϕϕ)
)
, where the notation is self-explenatory. Then the L-operator dL given by
the exterior derivative is a matrix
(
dG 0
0 −dGϕϕ
)
.
Put (E1, Q1, D1) = (E(Gϕ)⊕E(G), Q, dG) and (E2, Q2, D2) = (E(Gϕϕ)⊕E(Gϕ), Q, dGϕϕ). We
want to construct an operator in L(E1, E2) that satisfies the hypotheses of [23, Lemma 2.1].
The following material is from [23] and [50, Section 2].
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Let E be a vector bundle over Y such that E⊕ϕ∗AG = Y ×Rk and let pi : Y ×Rk → ϕ∗AG
be the projection. Let I denote the open interval (−1, 1) ⊂ R. Set p : Y × Ik → X as the map
given by
p : (y, t) 7→ r(expϕ(y)(pi(t))).
Notice that since ϕ is transverse, p is a submersion, moreover p|Y×{0} = ϕ.
Remark 3.12. Then observe that Gp is isomorphic to Gϕ × Ik through te map
(y, t, γ) 7→ (y, expϕ(y)(pi(t))−1 · γ, t),
and Gpϕ is isomorphic to G
ϕ
ϕ × Ik in a similar way (Gpϕ is defined as (Y × Ik)p ×r Gs ×ϕ Y ).
Moreover consider the following two natural maps
• p : Gpϕ ∪Gp → Gϕ ∪G;
• q : Gpϕ ∪Gp → Gϕϕ ∪Gϕ;
they are restrictions of Lie groupoids morphisms which are submersive.
Because of that, the pull-back of forms through p extends to a bounded and adjointable
operator from E(G)⊕E(Gϕ) to E(Gp)⊕E(Gpϕ). Furthermore the push-forward of forms through
q also extend to a bounded and adjointable operator from E(Gp) ⊕ E(Gpϕ) to E(Gϕ) ⊕ E(Gϕϕ)
and it corresponds to the integration of forms over Ik.
Definition 3.13. Let v be a smooth volume form on Ik of volume 1. Then define
Tv(p) : E(G)⊕ E(Gϕ)→ E(Gϕ)⊕ E(Gϕϕ)
as ξ 7→ q∗(v ∧ p∗(ξ)) =
∫
Ik
v ∧ p∗(ξ).
Remark 3.14. Let us state some properties of Tv(p).
1. Since v is smooth we have that Tv(p)Dom(dG) ⊂ Dom(dGϕϕ).
2. Moreover by the standard properties of the pull-back and the push-forward and the fact
that v is closed of volume 1, we have that Tv(p) ◦ dG = dGϕϕ ◦ Tv(p).
3. There is a stabilization process, namely Tv(p) = Tv∧w(p×1), where p×1: Y ×Ik×I l → X
is the obvious map and w is a volume form on I l of volume 1.
4. Let pt : Y × Ik → X be a path of maps as above, that is pt is a submersion and the
restriction of pt to Y ×{0} is equal to ϕ for all t ∈ [0, 1]. Let sp be the operator such that
ξ 7→ ∫ 1
0
ι∂tα(pt)
∗p∗t ξdt, where αt is the isomorphism of Lie groupoids defined in Lemma
2.3. By standard arguments we have that α(pt)
∗p∗1 − p∗0 = dGp0p0 sp + spdG. Now taking
the wedge with the volume form and integrating over Ik, we get the following formula
Tv(p1)(ξ)− Tv(p0)(ξ) = dGϕϕ
∫
Ik
v ∧ sp(ξ) +
∫
Ik
v ∧ sp(dGξ). (3.6)
Observe that we have used the fact, by the construction of α(pt), that∫
Ik
v ∧ α(pt)∗p∗1(ξ) =
∫
Ik
α(pt)
∗(v ∧ p∗1(ξ)) =
∫
Ik
v ∧ p∗1(ξ).
Lemma 3.15. If ϕ is a homotopy equivalence, then Tv(p) induces an isomorphism from
Ker dG/Im dG to Ker dGϕϕ/Im dGϕϕ .
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Proof. Let ψ be the homotopy inverse of ϕ as in Definition 3.10. Let p′ : X × I l → Y be the
submersion associated to ψ as above with p′|X×{0} = ψ and let w be a volume form on I
l of
volume 1. Then we have that
Tw(p′) ◦ Tv(p)(ξ) =
∫
Il
w ∧ (p′)∗
(∫
Ik
v ∧ p∗(ξ))
)
=
=
∫
Il×Ik
w ∧ v ∧ (p ◦ (p′ × 1))∗(ξ) =
= Tw∧v(p ◦ (p′ × 1)).
Since p ◦ (p′ × 1)(x, 0, 0) = ϕ ◦ ψ(x), then p ◦ (p′ × 1) is homotopic to the identity through
morphisms of Lie groupoids which are submersive in the s-direction (after possibly stabilizing).
Then, using point 3) and 4) of Remark 3.14, we obtain that Tw(p′) ◦ Tv(p) is the identity up
to boundaries. The same is true for Tv(p) ◦ Tw(p′).
Lemma 3.16. There exists a bounded operator Y of degree −1 on E(G)⊕ E(Gϕ) such that
1 + Tv(p)′Tv(p) = dGY + YdG. (3.7)
Furthermore YDom(dG) ⊂ Dom(dG).
Proof. Put Z := Gϕϕ ∪Gϕ For i = 1, 2 define qi : Z × Ik × Ik → Z × Ik as (γ, t1, t2) 7→ (γ, ti).
For α, β forms with compact supports on Ik and ξ ∈ E(Gϕ)⊕ E(Gϕϕ) it holds, for instance,
(q2)∗(ξ ∧ α ∧ β) = ξ ∧
(∫
Ik
α
)
∧ β.
Notice that the adjoint of the map Sv : E(Gϕ × Ik) ⊕ E(Gϕϕ × Ik), given by ξ 7→
∫
Ik
v ∧ ξ,
equals S∗v (ξ) = (∗v) ∧ ξ, so that S ′v(ξ) = v ∧ ξ. Thus
S ′vSv(ξ) = v ∧
(∫
Ik
v
)
∧ ξ = (q1)∗ ((q∗1v) ∧ (q∗2v) ∧ (q∗2ξ)) .
Define on E(Gϕ × Ik)⊕ E(Gϕϕ × Ik)
Qv : ξ 7→ (q1)∗ ((q∗1v) ∧ (q∗2v) ∧ (q∗1ξ)) = v ∧ ξ.
Now choose a homotopy of submersions q : Z × Ik × Ik → Z × Ik from q1 to q2 such that
q({γ} × Ik × Ik) ⊂ {γ} × Ik for γ ∈ Z. Then for ξ ∈ E(Gϕ × Ik)⊕ E(Gϕϕ × Ik)
(S ′vSv −Qv)(ξ) = (q1)∗ ((q∗1v) ∧ (q∗2v) ∧ (dZ×Ik×Iksq(ξ) + sq(dZ×Ikξ)) .
On E(Gϕ)⊕ E(Gϕϕ) define Qv(p) : ξ 7→ p∗(v ∧ p∗ξ). Since Tv(p) = Sv ◦ p∗, we obtain that
(Tv(p)′Tv(p)−Qv(p))(ξ) = p∗(S ′vSv −Qv)(p∗ξ) =
= dGϕϕ(p∗(q1)∗((q
∗
1v) ∧ (q∗2v) ∧ sq(p∗ξ)) + p∗(q1)∗((q∗1v) ∧ (q∗2v) ∧ sq(p∗dGξ).
It remains to show that −Qv(p) is the identity. For that aim, notice that p : (Gϕϕ ∪Gϕ)× Ik →
Gϕ ∪G is the composition of ϕ× id : (Gϕϕ ∪Gϕ)× Ik → (Gϕ ∪G)× Ik and q : (Gϕ ∪G)× Ik →
(Gϕ ∪G). First observe that
QGϕϕ×Ik((φ× id)∗α, (φ× id)∗β) = QG×Ik(α, β)
where QGϕϕ×Ik and QG×Ik are the C
∗
r (G
ϕ
ϕ × Ik)-valued and the C∗r (G × Ik)-valued quadratic
forms defined as in (3.5),respectively; α and β belongs to E(G)⊕E(Gϕ). Then it follows that
QG(p∗(v ∧ p∗α), β) = −QGϕϕ×Ik(v ∧ (ϕ× id)∗q∗α, (ϕ× id)∗q∗β) =
= −QG×Ik(v ∧ q∗α, q∗β) =
= −QG((q)∗(v ∧ q∗α), β).
(3.8)
So −Qv(p) = Q(q) which is the identity.
31
Theorem 3.17 (Hilsum-Skandalis). Let H ⇒ Y and G ⇒ X be two Lie groupoids, with X
and Y compact manifolds, and let ϕ : H → G be a homotopy equivalence of groupoids. Let L
be the Lie groupoid Gϕ∪idX
ϕ∪idX
, then there exists a path DHSL,t from DL to an invertible operator.
Moreover the existence of this path implies that
[E(H), DH ]⊗ µϕ = [E(G), DG] ∈ K∗(C∗r (G)). (3.9)
Proof. We want to apply [23, Lemma 2.1]. Put (E1, Q1, D1) = (E(Gϕ) ⊕ E(G),−QG, dG) and
(E2, Q2, D2) = (E(Gϕϕ)⊕ E(Gϕ), QGϕϕ , dGϕϕ).
For this aim consider the operators Tv(p) and Y defined previously. Remark 3.14, Lemma
3.15 and Lemma 3.16 imply that these operators verify the hypotheses of [23, Lemma 2.1]. As
in the proof of [23, Lemma 2.1] we can construct an explicit path DHSL,t from DL to an invertible
operator. In particular this means that [E(L), DL] = 0 and the following equality
[E(L), DL]⊗ µϕ∪idX = [E(H), DH ]⊗ µϕ − [E(G), DG]
implies (3.9).
The following set is a generalisation of the Structure set in Surgery Theory, in which we
take in account both the smooth and the groupoid structure of a Lie groupoid G.
Definition 3.18. Let G ⇒ X be a Lie groupoid on a compact smooth manifold. We define
the G-structure set S(G) of X as the set
{ϕ : H → G |ϕ is a homotopy equivalence of Lie groupoids }/ ∼,
where (H ⇒ Y, ϕ) ∼ (H ′ ⇒ Y ′, ϕ′) if there exist
• a cobordism W with boundary Y ∪ Y ′,
• a Lie groupoid K ⇒W , transverse to the boundary
• a morphism Φ: K → G×[0, 1]×[0, 1] such that Φ is a groupoid homotopy equivalence and,
if we restrict it to the boundary, we have that Φ|Y = ϕ : H → G and Φ|Y ′ = ϕ′ : H ′ → G.
If ϕ : H → G is a homotopy equivalence of groupoids, we know that H = Gϕϕ. Let L denote
the Lie groupoid Gϕ∪idX
ϕ∪idX
. The Signature operator of Lad and D
HS
L,t , the path from DL to
an invertible operator given by Theorem 3.17, produces an unbounded C-C∗r (L◦ad)-bimodule.
Denote by [DHSL,t ] the class %(σ(DL), D
HS
L,t ) ∈ KK∗(C, C∗r (G◦ad)) defined as in Remark 3.4.
Definition 3.19. Let us define the secondary invariant %(ϕ) as the class
[DHSL,t ]⊗ (ϕ ∪ idX)ad! ∈ Kn (C∗r (G◦ad)) ,
where n is the rank of AG.
Proposition 3.20. The map
% : SG(X)→ Kn (C∗r (G◦ad))
is well defined.
Proof. Let Φ: K → G×[0, 1]×[0, 1] be a groupoid homotopy equivalence with Φ|Y = ϕ : H → G
and Φ|Y ′ = ϕ′ : H ′ → G. Since Φ is a homotopy equivalence of groupoids, K(W,∂W ) =
G(X × [0, 1], X ×{0, 1})ΦΦ. Let L⇒W ∪X × [0, 1] be the pull-back of G(X × [0, 1], X ×{0, 1})
through Φ∪ idX×[0,1], let L and L′ be the restrictions of L to (Y ∪X)×{0} and (Y ′∪X)×{1}
respectively. We have to show that
[DHSL,t ]⊗ (ϕ ∪ idX)ad! = [DHSL′,t]⊗ (ϕ′ ∪ idX)ad! ∈ Kn (C∗r (G◦ad)) .
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Thanks to Theorem 3.17, we get a class [DHSL,t ] ∈ Kn+1 (C∗r (L◦ad)). The formula in Propo-
sition 3.7 and the fact that Φ is a homotopy equivalence imply that
∂b
(
[DHSL,t ]⊗ [ev∂ ]
)
= 0 ∈ Kn+1
(
C∗r ((LW˚∪X×(0,1))◦ad)
)
.
where ∂b is defined as in Remark 1.18.
Let piX : X × [0, 1]→ X the projection onto the first factor. If we prove that
∂b
(
[DHSL,t ]⊗ [ev∂ ]
)⊗ (Φ|∂W ∪ idX×{0,1})ad! ⊗ (piX)ad!
and
[DHSL,t ]⊗ (ϕ ∪ idX×{0})ad! − [DHSL′,t]⊗ (ϕ′ ∪ idX×{1})ad!
are the same class, we are done. By Proposition 2.23, we get the following equality
∂b
(
[DHSL,t ]⊗ [ev∂ ]
)⊗ (Φ ∪ idX×(0,1))ad! = ∂′b ([DHSL,t ]⊗ [ev∂ ]⊗ (Φ|∂W ∪ idX×{0,1})ad! )
where ∂′b is the boundary map associated to the restriction from the cylinder X × [0, 1] to the
boundary X × {0, 1}.
Observe that [DHSL,t ] ⊗ [ev∂ ] =
(
[DHSL,t ]⊗ s
) ⊕ ([DHSL′,t]⊗ s) where s is the generator of
K1(C
∗
r (R)).
We get that
∂b
(
[DHSL,t ]⊗ [ev∂ ]
)⊗ (Φ ∪ idX×(0,1))ad! ⊗ (piX)ad! =
= ∂′b
(
[DHSL,t ]⊗ [ev∂ ]⊗ (Φ|∂W ∪ idX×{0,1})ad!
)⊗ (piX)ad!
= ∂′b
((
([DHSL,t ]⊗ s)⊕ ([DHSL′,t]⊗ s)
)⊗ (Φ|∂W ∪ idX×{0,1})ad! )⊗ (piX)ad! =
= ∂′b
(((
[DHSL,t ]⊗ (ϕ ∪ idX×{0})ad!
)⊕ ([DHSL′,t]⊗ (ϕ′ ∪ idX×{1})ad! ))⊗ s)⊗ (piX)ad! =
= [DHSL,t ]⊗ (ϕ ∪ idX)ad! − [DHSL′,t]⊗ (ϕ′ ∪ idX)ad! ,
where we used Proposition 2.23 for the first equality, and the following calculation for the last
one. Let %0 and %1 denote [D
HS
L,t ]⊗ (ϕ ∪ idX)ad! and [DHSL′,t]⊗ (ϕ′ ∪ idX)ad! respectively.
((%0 ⊕ %1)⊗ s)⊗ [id⊗ ev0]−1 ⊗ (id⊗ βad)⊗∆⊗ (piX)ad! =
= ((%0 ⊕ %1)⊗ sad)⊗ (id⊗ βad)⊗∆⊗ (piX)ad! =
= ((%0 ⊕ %1)⊗Bottad)⊗∆⊗ (piX)ad!
where sad is the generator of K1(C
∗
r (Rad)) and Bottad is the generator of K0(C∗r ((0, 1) ×
(0, 1)ad)). Now, since piX = pi ⊗ c : (X × {0, 1}) × (0, 1) → X, with c : (0, 1) → pt the map to
the point and pi the obvious map, it follows that ∆ ⊗ (piX)ad! = piad! ⊗ cad! . Finally, using the
fact that Bottad ⊗ cad! = 1 and that (%0 ⊕ %1)piad! = %0 − %1, where the minus comes from the
orientation, we obtain the desired result.
3.5 The Dirac operator
Let G⇒ X be a Lie groupoid over a compact manifold X, with Lie algebroid A(G)→ X. Let
g be a metric on A(G), by means of it we can define a G-invariant metric on ker ds along the
s-fibers of G. Let ∇ be the fiberwise Levi-Civita connection associated to this metric.
Definition 3.21. Let Cliff (A(G)) be the Clifford algebra bundle over X associated to the
metric g. Let S be a bundle of Clifford modules over Cliff (A(G)) and let c(X) denote the
Clifford multiplication by X ∈ Cliff (A(G)). Assume that S is equipped with a metric gS and
a compatible connection ∇S such that:
• the Clifford multiplication is skew-symmetric, that is
〈c(X)s1, s2〉+ 〈s1, c(X)s2〉 = 0
for all X ∈ C∞ (X,A(G)) and s1, s2 ∈ C∞(X,S);
33
• ∇S is compatible with the Levi-Civita connection ∇, namely
∇SX(c(Y )s) = c(∇XY )s+ c(Y )∇SX(s)
for all X,Y ∈ C∞ (X,A(G)) and s ∈ C∞(X,S).
The Dirac operator associated to this is defined as
/DS : s 7→
∑
α
c(eα)∇Sα(s)
for s ∈ C∞(X,S) and {eα}α∈A a local orthonormal frame.
With this local expression one can easily prove the analogue of the Lichnerowitz-Weitzenbo¨ck
formula:
/D
2
S = (∇S)∗∇S +
∑
α<β
c(eα)c(eβ)R(∇S)αβ , (3.10)
where R(∇S)αβ denotes the terms of the curvature of ∇S . Assume that the Lie algebroid
A(G) is Spin, namely it is orientable and its structure group SO(n) can be lifted to the double
cover Spin(n). Moreover we can consider the spinor bundle /S and denote the associated Dirac
operator just by /D. In this case the second term in (3.10) is equal to 14 of the scalar curvature
of ∇/S , see [35, Section 3.3].
Remark 3.22. The above discussion implies that, if the scalar curvature of ∇/S is uniformly
positive everywhere, then the Dirac operator /D is invertible. Hence the operator /Dad, defined
as in (3.1) and (3.2), is an unbounded multiplier of Gad that is invertible at 1.
Remember that for the Signature operator we need to perturb the operator to an invertible
one, whereas in the case of the Dirac operator we already have the invertiblity condition at 1
in the adiabatic deformation, thanks to the positivity of the scalar curvature.
From now on we will assume that BG, the classifying space of G, is a manifold and BG ⇒
BG is the Lie groupoid associated to the universal 1-cocycle ξ (see Appendix A for definitions).
We want to define a groupoid version of the Stolz sequence
Ωspinn+1(BG) // Rspinn+1(BG) // Posspinn (BG) // Ωspinn (BG)
(see for instance [45] for the definition in the case where G is a group).
Definition 3.23. Let G⇒ X be a Lie groupoid.
• Let Posspinn (BG) be the set of bordism classes of triples (M,f : M → BG, g). Here
f : M → BG is a smooth map from a smooth closed manifold M such that: f is trans-
verse with respect to BG, A(BGff ) is spin of rank n and it is equipped with a metric g
with positive scalar curvature.
A bordism between (M,f : M → BG, g) and (M ′, f ′ : M ′ → BG, g′) is a triple
(W,F : W → BG, h),
where W is a compact smooth manifold with boundary ∂W = M unionsq−M ′, a reference map
F that restricts to f and f ′ on the boundary and such that A(BGFF ) is spin equipped
with a metric h with positive scalar curvature, which has a product structure near the
boundary and restricts to g and g′ on the boundary.
• Let Rspinn+1 (BG) be the set of bordism classes (W, f : W → BG, g). Here W is a compact
smooth manifold, possibly with boundary; f : W → BG is a smooth map that is trans-
verse with respect to BG and such that A(BGff ) is spin, of rank n and equipped with a
metric g which has product structure near the boundary; the metric g has positive scalar
curvature on the boundary.
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Two triples (W, f, g) and (W ′, f ′, g′) are bordant if there exists a bordism
(N,ϕ : N → BG, h)
between (∂W, f∂ , g∂) and (∂W
′, f ′∂ , g
′
∂) such that (A(BGϕϕ), h) is spin with positive scalar
curvature and such that
Y := W unionsq∂W N unionsq∂W ′ W ′
is the boundary of a manifold Z such that the reference map F = f unionsqϕunionsq f ′ extends to a
reference map F ′ : Z → BG and the Lie algebroid of the associated Lie groupoid is spin.
• Let Ωspinn (BG) be the set of bordim classes (M,f : M → BG). Here M is a closed
smooth manifold; f : M → BG is a smooth map that is transverse with respect to BG
and such that A(BGff ) is spin of rank n. The bordism equivalence between triples is as
for Posspinn (BG), without conditions about the metric.
Thus we obtain a groupoid version of the Stolz sequence, as in the classical case, and we
want to build a diagram
Ωspinn+1(BG) //
β

Rspinn+1(BG) //
IndBG

Posspinn (BG) ////
%

Ωspinn (BG)
β

Kn+1 (C
∗
r (A(BG))) // Kn (C∗r (BG × (0, 1))) ι // Kn (C∗r (BG◦ad)) // Kn (C∗r (A(BG)))
(3.11)
such that all the squares commute.
Remark 3.24. It is left to the reader to check that the first row of the previous diagram is
exact. This follows immediately by the definitions: if for instance a cycle (M,f : M → BG, g)
for Posspinn (BG) becomes trivial in Ωspinn (BG), this means that there is a manifold W with
boundary M and a map F : W → BG which restricts to f on M . Extending g to any metric
on W which has product structure near the boundary we obtain a lift of (M,f : M → BG, g)
in Rspinn+1(BG). Exactness at the other groups of the sequence is proven similarly.
Let us give the definition of the vertical homomorphisms in (3.11).
Definition of β : Ωspinn (BG)→ Kn (A(C∗r (BG)))
Let (M,f : M → BG) an element of Ωspinn (BG). Then the Lie algebroid BGff is spin and, as in
Definition 3.21, we can define a Dirac operator associated to this spin structure. We will denote
it by /Df and its symbol σ( /Df ) ∈ M(C0(A∗(BGff ))) defines a class in Kn
(
C∗r (A(BGff ))
)
, by
Fourier transform. Then β is defined as follows
β(M,f) := [σˆ( /Df )]⊗ df! ∈ Kn (C∗r (A(BG))) .
It is easy to prove that β is well defined. Indeed if (M,f) and (M ′, f ′) are bordant through
(W,F ), let E denote the dual of the Lie algebroid A(BGFF ) over W , let ∂E = A(BGff ) ×
R unionsq A(BGf ′f ′) × R be its restriction to the boundary of W and let E˚ be its restriction to the
interior of W . Then the symbol of the Dirac operator /DF defines a class [σ( /DF )] in the group
Kn+1(C0(E
∗)). Consider the following commutative diagram:
K∗ (C0(E∗))
ev∂ // K∗(C0(∂E∗))
d(funionsqf ′)!⊗Bott

∂ // K∗(C0(E˚∗))
dF˚!vv
K∗+1(C0(A∗BG))
where the boundary morphism ∂ is di! ⊗Bott, with i : ∂W ↪→W the inclusion. Then
[σ( /DF )]⊗ ev∂ ⊗ d(f unionsq f ′)! ⊗Bott = β(M,f)− β(M ′, f ′).
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But
[σ( /DF )]⊗ ev∂ ⊗ d(f unionsq f ′)! = [σ( /DF )]⊗ ev∂ ⊗ ∂ ⊗ dF˚! = 0
by exactness of the top row exact sequence. This proves that
β(M,F ) = β(M ′, f ′).
Definition of IndBG : R
spin
n+1 (BG)→ Kn (C∗r (BG × (0, 1)))
Let us consider an element (W, f : W → BG, g) ∈ Rspinn+1 (BG) and the Dirac operator /Df .
Since we have positive scalar curvature on the boundary, using (3.1), (3.2) for σ( /D∂f ) we
obtain a class [σnc( /Df )] ∈ Kn+1(C∗r
(
TncBGff (W,∂W )
)
) that is given by the symbol of /Df )
on the interior and by ( /D∂f )ad on the adiabatic deformation of the boundary. Using the
KK-equivalence 1.20, we obtain a class
y := [σˆnc( /Df )]⊗ [evW∂ ]−1 ∈ Kn+1(C∗r (BGff (W,∂W )Fad)) (3.12)
(see Definition 1.13). Hence we can define the map IndBG in the following way
(W, f : W → BG, g) 7→ y ⊗ ev1 ⊗ µf ⊗ s ∈ Kn (C∗r (BG × (0, 1))) ,
where
• ev1 : BGff (W,∂W )Fad → BGff (W˚ ) is the evaluation at t = 1 in the adiabatic deformation;
• µf is the Morita equivalence associated to the pull-back construction;
• s is the generator of K1(C∗r (R)).
This map is well-defined on bordism classes: let (W, f, g) and (W ′, f ′, g′) be two triples in
Rspinn+1 (BG); let N , (BGϕϕ, h), (Y, F ) and (Z,F ′) be as in Definition 3.23.
Let z ∈ Kn+1
(
C∗r (BGFF )
)
be the BG-index class of /DF . Since Y is a boundary, by Remark
1.12 and [21, Theorem 4.3], the class z is the zero class. Let i be the inclusion of W˚ unionsq W˚ ′ in Y .
As the scalar curvature on N is positive, we have that evN (z) = 0 and then z is an element of
Kn+1
(
C∗r (BGff (W˚ ) unionsq BGf
′
f ′(W˚
′))
)
, that is just Kn+1
(
C∗r (BGff (W˚ ))
)
⊕Kn+1
(
C∗r (BGf
′
f ′(W˚
′))
)
.
This element is the direct sum of ev1(y) and −ev1(y′) (the sign − is given by the orientation
in the pasting process), namely the indices of /Df and /Df ′ respectively. By the definition of F ,
it follows that µi ⊗ µF = µfunionsqf ′ . Hence
IndBG(W, f, g)−IndBG(W ′, f ′, g′) = y ⊗ ev1 ⊗ µf ⊗ s− y′ ⊗ ev1 ⊗ µf ′ ⊗ s =
= (y ⊗ ev1 ⊕−y′ ⊗ ev1)⊗ µfunionsqf ′ ⊗ s =
= (y ⊗ ev1 ⊕−y′ ⊗ ev1)⊗ µi ⊗ µF ⊗ s =
= z ⊗ µF ⊗ s = 0.
Definition of % : Posspinn (BG)→ Kn (C∗r (BG◦ad))
Let (M,f, g) be a triple in Posspinn (BG). In this case, since the algebroid is spin and the
scalar curvature is positive, the Dirac operator /Df defines directly a class ρ(σ( /Df ), /Df ) ∈
Kn
(
C∗r ((BGff )◦ad)
)
associated to the path constantly equal to /Df , as in the Remark 3.4. Then
we define the ρ-class as follows:
%(M,f, g) := %(σ( /Df ), /Df )⊗ fad! ∈ Kn(C∗r (BG◦ad)). (3.13)
We should check that this map is well-defined, but the proof of this fact is completely
analogous to the one of Proposition 3.20.
Proposition 3.25. Diagram (3.11) is commutative.
36
Proof. The commutativity of the first square is clear. The commutativity of the third square
is easily obtained using Theorem 2.24. The only square whose commutativity is not obvious is
the second one.
Consider a cycle (W, f : W → BG, g) ∈ Rspinn+1(BG). Its image in Posspinn (BG) is given
by (∂W, ∂f : ∂W → BG, g|∂W ). Now %(∂W, ∂f, ∂g) is given by %(σ( /D∂f ), /D∂f ) ⊗ ∂fad! ∈
Kn(C
∗
r (BG◦ad)). We have to prove that ι∗IndBG(W, f, g) = %(∂W, ∂f, ∂g).
Let y ∈ Kn+1(C∗r (BGff (W,∂W )Fad)) be the element in (3.12) used to define IndBG(W, f, g)
and notice that its restriction to the boundary, give by y ⊗ [ev∂ ], is equal to the suspension of
the %-class %(σ( /D∂f ), /D∂f )⊗ s, where s is the generator of K1(C∗r (R)).
Then we have the following equalities
ι∗Ind(W, f, g) =
y ⊗ ev1 ⊗ µf ⊗ s⊗ [ι] =
y ⊗ ev1 ⊗ s⊗ [ι]⊗ fad! =
y ⊗ [ev∂ ]⊗ ∂b ⊗ fad! =
(%(σ( /D∂f ), /D∂f )⊗ s)⊗ ∂b ⊗ fad! =
(%(σ( /D∂f ), /D∂f )⊗ s)⊗ [id⊗ ev0]−1 ⊗ (id⊗ βad)⊗ [∆]⊗ [ιb]⊗ fad! =
(%(σ( /D∂f ), /D∂f )⊗ sad)⊗ (id⊗ βad)⊗ [∆]⊗ [ιb]⊗ fad! =
(%(σ( /D∂f ), /D∂f )⊗Bottad)⊗ [∆]⊗ [ιb]⊗ fad! =
%(σ( /D∂f ), /D∂f )⊗Bottad ⊗ [∆]⊗ (∂f × id(0,1))ad! =
%(σ( /D∂f ), /D∂f )⊗Bottad ⊗ (∂fad! ⊗ cad! ) =
%(σ( /D∂f ), /D∂f )⊗ ∂fad!
where ∂b is as in Remark 1.18, sad and Bottad are as in the proof of Proposition 3.20, c is the
map from (0, 1) to the point. Moreover we used the fact that the inclusion [ιb] is equal to the
shriek map associated to the inclusion of the open collar neighbourhood of ∂W into W˚ , whose
composition with f is given by ∂f × id(0,1).
Remark 3.26. We can generalise the above construction when BG ⇒ BG is a limit of smooth
manifolds. Assume that the Lie groupoid is transitive, then we can forget about transversality
of the maps. Using the Milnor’s join construction, we have tat the classifying space BG is
the colimit of finite dimensional CW-complexes. Since any finite CW-complex is homotopic
to a smooth manifold, it follows that there is an inductive system {Mi, fij , fi} which defines
BG and then one can build the relevant K-groups using inductive limits through lower-shriek
maps associated to the maps fij . The more general case where the groupoid is not transitive
presents some more issues about transversality, we will treat it in a different work.
3.6 Products
Let G ⇒ X and H ⇒ Y be two Lie groupoids. In this section we will define an external
product between the K-theory of the C*-algebra of the adiabatic deformation of G and the
K-theory of C*-algebra of the Lie algebroid of H, valued in the C*-algebra of the adiabatic
deformation of G ×H. Moreover all along this section we will use minimal tensor product of
C*-algebras.
Let us build a KK-class α ∈ KK (C∗r (G◦ad)⊗ C∗r (A(H)), C∗r ((G×H)◦ad)) in the following
way: notice that
id⊗ ev0 : C∗r (G◦ad)⊗ C∗r (Had)→ C∗r (G◦ad)⊗ C∗r (A(H))
induces a KK-equivalence; moreover, since C∗r (G
◦
ad) ⊗ C∗r (Had) = C∗r (G◦ad ×Had), we have a
C0([0, 1)×[0, 1])-algebra and the restriction to the diagonal of [0, 1)×[0, 1] induces a KK-element
[∆] ∈ KK (C∗r (G◦ad ×Had), C∗r ((G×H)◦ad)).
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Thus we can define the class α as the Kasparov product
[id⊗ ev0]−1 ⊗C∗r (G◦ad×Had) [∆] ∈ KK (C∗r (G◦ad)⊗ C∗r (A(H)), C∗r ((G×H)◦ad)) .
Definition 3.27. The external product
 : KKi (C, C∗r (G◦ad))×KKj (C, C∗r (A(H)))→ KKi+j (C, C∗r ((G×H)◦ad))
is defined as the map
x× y → (x⊗C y)⊗D α,
where D = C∗r (G
◦
ad)⊗ C∗r (A(H)).
Now let us fix an element y ∈ Kn(C∗r (A(H))). We want to investigate the injectivity of the
following map
K∗(C∗r (G
◦
ad))→ K∗+n(C∗r ((G×H)◦ad))
given by the external product with y.
To do it, let us construct an element
β ∈ KK (C∗r ((G×H)◦ad), C∗r (G◦ad)⊗ C∗r (H)) .
Let T be the restriction of G◦ad ×Had to X × Y × T, where T is the triangle
T := {s ≥ t | (t, s) ∈ [0, 1)× [0, 1]}.
Lemma 3.28. Denote the restriction map of T to the diagonal side of T by ∆′. Then it
induces a KK-equivalence
[∆′] ∈ KK(C∗r (T ), C∗r ((G×H)◦ad)).
Proof. Observe that C∗r (T ) is a C0(T)-algebra and that, for this reason, the restriction to the
diagonal gives an exact sequence of reduced C*-algebras. Indeed the kernel of the restiction
morphism turns out to be isomorphic to the C*-algebra C∗r (G) ⊗ C∗r (H◦ad) ⊗ C[0, 1), that is
K-contractible. So the only thing to prove is that the restriction admits a completely positive
section.
Let Q be the set {(t, s) ∈ [0, 1]2 \ {(1, 1)}} and let λ : X × Y × Q → X × Y × T be the
map that sends (x, y, (t, s)) to (x, y, (ts, s)). Define Q to be the pull-back groupoid Tλλ over
X × Y ×Q: notice that the restriction of Q to X × Y × {(t, s)} is equal to the restriction of
T to X × Y × {(ts, s)}.
Since λ is proper, we have that λ : C∞c (T ) → C∞c (Q) is well defined and it is an isom-
etry with respect to the reduced C*-norm: this follows by the construction of Q as a pull-
back groupoid and by the definition of the reduced norm. In particular it extends to a *-
homomorphism between the reduced C*-algebras. The image of λ∗ is contained in the *-
subalgebra of C∞c (Q) whose elements are functions constant on {s = 0}; let us call A its
closure in C∗r (Q). We have the following diagram with exact rows:
0 // C∗r (T{s6=0})
λ∗

// C∗r (T )
λ∗

// C∗r (T{s=0})
λ∗

// 0
0 // A{s6=0} // A // A{s=0} // 0
.
Observe that, since the restriction of λ to X × Y × (Q \ {s = 0}) is a diffeomorphism, the first
vertical arrow is an isomorphism of C*-algebras. By definition of A also the third one is an
isomorphism. By the Five Lemma we have that C∗r (T ) ∼= A.
Moreover the restriction of C∗r (T ) to the diagonal, corresponds to the restriction of A to
the union of the bottom side B and the right side R := {t = 1} of Q. The restriction to B of
Q is amenable since it is the product of vector bundles AH × AG, then the *-homomorphism
induced on the reduced C*-algebras admits a completely positive lifting. The same is true
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for the restriction to R: since C∗r (Q) contains as ideal C
∗
r ((G × H)◦ad) ⊗ C0(0, 1] and R is
(G × H)◦ad × {1}, the map ξ 7→ t · ξ is a completely positive section of the restriction to the
right side.
Using Lemma 1.19, we obtain a completely positive section for the restriction to B∪R and
then a completely positive section for ∆′.
Then let us define β as the Kasparov product
[∆′]−1 ⊗C∗r (T ) [ev{s=1}] ∈ KK (C∗r ((G×H)◦ad), C∗r (G◦ad)⊗ C∗r (H)) .
Let us calculate α⊗C∗r ((G×H)◦ad) β ∈ KK (C
∗
r (G
◦
ad)⊗ C∗r (A(H)), C∗r (G◦ad)⊗ C∗r (H)):
α⊗ β = [id⊗ ev0]−1 ⊗ [∆]⊗ [∆′]−1[ev{s=1}] =
= [id⊗ ev0]−1 ⊗ [evT]⊗ [ev{s=1}] =
= [id⊗ ev0]−1 ⊗ [id⊗ ev1] =
= idC∗r (G◦ad) ⊗ IndH
where evT is the restriction from C
∗
r (G
◦
ad)⊗C∗r (Had) to C∗r (T ) and we used that evT ◦∆′ = ∆
and that ev{s=1} ◦ evT = id ⊗ ev1, moreover IndH ∈ KK (C∗r (A(H), C∗r (H))) is the index
KK-class as in the Remark 1.23.
Lemma 3.29. Let y be a class in Ki (A(H)). Assume that there extists a K-homology class
η ∈ KK (C∗r (H),C) such that
y ⊗C∗r (A(H)) IndH ⊗C∗r (H) η = n ∈ Z,
with n 6= 0, then the map Kj (C∗r (G◦ad))→ Ki+j (C∗r ((G×H)◦ad)) given by
x 7→ x y
is rationally injective. If n = 1, then the map is honestly injective.
Proof. From the previous discussion we have that
(x y)⊗C∗r ((G×H)◦ad) β ⊗C∗r (H) η =
x⊗C y ⊗D α⊗C∗r ((G×H)◦ad) β ⊗C∗r (H) η =
x⊗C y ⊗C∗r (A(H)) IndH ⊗C∗r (H) η = n · x.
(3.14)
So, if we n, we have that the exterior product with y is rationally injective and that if n = 1
it is injective.
Remark 3.30. If H is the Lie groupoid Y˜ ×Λ Y˜ associated to a Galois Λ-covering Y˜ of Y and
G = X˜ ×Γ X˜, we recover [56, Proposition 5.19]. Another related result in this context is given
by [55, Corollary 5.8] which is in some sense complementary in the assumptions: apart from
the fact that Zeidler deals with partial secondary invariants, the difference between the two
results is that in this paper we do not assume anything on the nature of the manifold Y , but
we have some assumptions on the group Γ (such as for instance K-amenabilty, see [56, Section
5]); whereas Zeidler assume that the manifold Y is hypereuclidean and that the group Λ is any
group.
3.6.1 Product formulas for secondary invariants
Now we would like to apply the product in Definition 3.27 to the %-invariant of Definition 3.19
and (3.13).
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Proposition 3.31. Let G ⇒ X and H ⇒ Y be two Lie groupoids with oriented Lie al-
gebroid, homotopy equivalent by means of the oriented groupoid morphism ϕ : H → G. Let
J ⇒ Z be another Lie groupoid with oriented Lie algebroid. Consider the secondary invari-
ant %(ϕ) ∈ Ki(C∗r (G◦ad)) and the symbol class of the J-signature operator on Z, given by
[σJ ] ∈ Kj(C∗r (A(J))).
Then we have the following product formula
%(ϕ) [σJ ] = %(ϕ× idJ) ∈ Ki+j ((G× J)◦ad) ,
where ϕ× idJ is a homotopy equivalence between H × J and G× J .
Proof. If L = Gϕ∪idXϕ∪idX , then %(ϕ) = [D
HS
L,t ]⊗ (ϕ∪ idX)ad! . Consequently, following the notations
of Definition 3.27, one has that %(ϕ) [σJ ] is equal to( (
[DHSL,t ]⊗ (ϕ ∪ idX)ad!
)⊗C [σJ ])⊗D [id⊗ ev0]−1 ⊗D′ ∆,
where D = C∗r (G
◦
ad)⊗ C∗r (A(J)) and D′ = C∗r (G◦ad)⊗ C∗r (Jad).
That is equal to( (
[DHSL,t ]⊗C [σJ ]
)⊗ ((ϕ ∪ idX)ad! ⊗ (idZ)!) )⊗D [id⊗ ev0]−1 ⊗D′ ∆,
Notice that the following equalities holds:
• by Remark 2.25 we have that(
(ϕ ∪ idX)ad! ⊗ (idZ)!
)⊗D [id⊗ ev0]−1 = [id⊗ ev0]−1 ⊗ ((ϕ ∪ idX)ad! ⊗ (idZ)ad! ) ;
• moreover it is easy to verify that(
(ϕ ∪ idX)ad! ⊗ (idZ)ad!
)⊗∆ = ∆⊗ (ϕ× idZ ∪ idX×Z)ad! .
Then it turns out that
%(ϕ) [σJ ] = [DHSL,t ] [σJ ]⊗ (ϕ× idZ ∪ idX×Z)ad! .
So it only remains to notice that [DHSL,t ] [σJ ] = [DHSL×J ] ∈ Ki+j
(
C∗r ((L× J)◦ad)
)
. This follows
from the fact that if T is the Hilsum-Skandalis perturbation associated to ϕ defined in the proof
of Theorem 3.17, then T ⊗ id is the Hilsum-Skandalis perturbation associated to ϕ× idJ .
One can similarly prove the analogous result for Dirac operators.
Proposition 3.32. Let G⇒ X and H ⇒ Y be two Lie groupoids such that both BG and BH
are smooth manifolds. Let (M,f, g) be a triple in Posspinn (BG) and let (N, f
′) be an element
in Ωspinm (BH). Then we have that
%(M,f, g) β(N, f ′) = %(M ×N, f × f ′, g ⊕ h) ∈ Kn+m (C∗r ((BG × BH)◦ad))
where h is any metric on A(BHf ′f ′) such that g ⊕ h on A(BGff ) ⊕ A(BHf
′
f ′) has positive scalar
curvature.
4 Foliated bundles
A general reference for this Section is given by [4]. Let M be a smooth compact manifold with
fundamental group Γ and universal covering M˜ . Let T be a compact manifold such that Γ
acts by diffeomorphisms on it. Hence Γ acts freely and properly on M˜ × T by the formula
(m˜, θ) · γ = (m˜ · γ, γ−1 · θ). Denote by V the quotient.
If p : M˜ × T → V is the natural projection then the leaves of a foliation F on V are given
by the projections Lθ = p(M˜ × {θ}), where θ runs through the compact manifold T . If Γ(θ)
is the isotropy group of θ ∈ T then Lθ is diffeomorphic to the quotient manifold M˜ × Γ(θ).
It is not difficult to see that the monodromy groupoid associated to this foliation is given by
Mon(V,F) = M˜ × M˜ × T/Γ ⇒ V . Moreover notice that C∗(Mon(V,F)) is Morita equivalent
to C∗(T o Γ), the C*-algebra of the crossed product groupoid T o Γ ⇒ T .
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Definition 4.1. Let F be a fundamental domain for the action of Γ on M˜ . We have the
following traces on C∞c (Mon(V,F))
• τreg : f 7→
∫
F×T f([m˜, m˜, θ]);
• τav : f 7→
∫
F×T
∑
γ∈Γ(θ) f([m˜, m˜ · γ, θ]);
for f ∈ C∞c (Mon(V,F)). We also have the following traces on C∞c (T o Γ):
• τreg : f 7→
∫
T
f(θ, e);
• τav : f 7→
∫
T
∑
γ∈Γ(θ) f(θ, γ);
for f ∈ C∞c (T o Γ) .
One can prove that τreg extends to the reduced groupoid C*-algebra and that τav extends
to the maximal groupoid C*-algebra and that we have the following commutative triangles
K∗(C∗r (Mon(V,F)))
τreg //
Mr

R
K∗(C∗r (T o Γ))
τreg
77 K∗(C∗(Mon(V,F))) τav //
M

R
K∗(C∗(T o Γ))
τav
77 (4.1)
where Mr and M are the Morita equivalences. See [4, Proposition 2.10].
Proposition 4.2. Let G ⇒ X be a Lie groupoid. Then every element in the image of
IndG : K0(C
∗(AG)) → K0(C∗(G)) can be represented by an element in C∗c (G), with support
arbitrarily closed to X.
Proof. Recall from [1, Section 2] that K0(C
∗(AG)) ' K0(C0(A∗G)) is generated by 0-order
elliptic symbols. Let σ be an elliptic symbol on A∗G, then the operator Pad, constructed as
in (3.1) and (3.2) Notice that Pad is in Ψ
0
c(Gad) and it is elliptic. By [48, Proposition 19] we
have that there exists Qad ∈ Ψ0c(Gad) such that I −PadQad = Rad and I −QadPad = Sad with
Rad, Sad ∈ C∞c (Gad).
Recall that the odd operator
(
0 Pad
Qad 0
)
represents the image of [σˆ] through the KK-
equivalence [ev0]
−1 : KK(C, C∗(AG)) → KK(C, C∗(Gad)). Moreover evt : C∗(Gad) → C∗(G)
induces the same homomorphism in K-theory for t ∈ (0, 1]. Because of the topology of Gad, a
compact set in Gad concentrates near X when t goes to 0. Then the support of Rad and Sad
concentrates near the diagonal for t small.
Now observe that the index class in K0(C
∗(G)) is given by [pt]− [q], where
pt =
(
R2t Rt(1 +Rt)Qt
StPt 1− S2t
)
q =
(
0 0
0 1
)
and Tt is the evaluation at t of Tad, for T = P,Q,R, S. Taking t 6= 0 arbitrarily small, we
obtain the desired result.
Corollary 4.3. Let G be the monodromy groupoid Mon(V,F). If x ∈ K0(C∗(G)) is in the
image of IndG, then
τav(x) = τreg(x).
Proof. By the previous proposition, since we can chose as a representative of x an element
f ∈ C∞c (Mon(V,F)) with support arbitrarily closed to the diagonal, the only contribution in
the sum in τav is given by the identity element of Γ. Then the corollary follows.
Remark 4.4. This corollay is the analogous of [52, Theorem A.1], but applied the monodromy
groupoid of foliated bundles and what follows is directly inspired by the methods used in that
article.
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Now assume that γ ∈ Γ is torsion of order n and that γ ∈ Γ(θ) for all θ ∈ T . The element
pγ :=
1
n
n∑
i=1
δγi
is a projection in C∗(T o Γ) such that τreg(pγ) = 1n and τav(pγ) = 1. By (4.1), it follows thatM−1[pγ ] ∈ K0(C∗(Mon(V,F))) is not in the image of IndMon(V,F).
Let ι : C∗(Mon(V,F)) ⊗ C0(0, 1) → C∗(Mon(V,F)◦ad) be the obvious inclusion, then the
previous discussion implies that ι∗(Bott−1(M−1[pγ ])) is not the zero class, because (1.3) is
exact.
Let us consider the two following geometric situation.
• Let (W, f : W → V, g) be an element in Rspin2n (Mon(V,F)) such that ∂W 6= ∅ and
IndMon(V,F)(W, f : W → V, g) = Bott−1(M−1[pγ ]). Then, by the commutativity of
(3.11), %(∂W, f|∂W : ∂W → V, g∂W ) is non zero. If in particular W = V × [0, 1], (V,F)
is a spin foliation and f is the projection on V , this would imply that %(g0) 6= %(g1) and
that Posspinn (Mon(V,F)) has infinite elements.
• Assume that (V,F) is an oriented foliation such that the dimension of the leaves is odd.
Let W be a cobordism between V and a manifold V ′ and let H an oriented foliation on
W , transverse to the boundary, such that H|V = F . Assume that there is a function
F : W → V × [0, 1] that is transverse to the foliation (V × [0, 1],F × [0, 1]), that is the
pull-back foliation of F along the projection V × [0, 1]→ V . Moreover suppose that F|V ′
is a foliated homotopy equivalence and that F|V is the identity on V .
Consider the signature G-operator D where G is the groupoid Mon(V × [0, 1],F ×
[0, 1])F×idF×id ⇒ W ∪ V × [0, 1]. Because on the boundary we have that F is a homo-
topy equivalence, we can perturb the signature operator and consider the push-forward
of its G-index in K0(C
∗(Mon(V,F))×C0(0, 1) is Bott−1(M−1[pγ ]). Using Theorem 3.7
we obtain that %(F|V ′)− %(idV ) = ι∗(Bott−1(M−1[pγ ])) 6= 0.
The construction of (W, f : W → V, g) ∈ Rspin2n (Mon(V,F)) or F : W → V × [0, 1] such that
the index of the associated Dirac and signature operators have index equal to Bott−1(M−1[pγ ])
and trying to do it for more general foliations constitute an open problem that the author will
tackle in a future work.
We discussed here this question in order to show one of the many geometric situations that
could be investigated with the methods presented in the this work.
Appendix A Classifying spaces and 1-cocycles
In this appendix we are going to recall some basic construction from [15, 22]. Let G ⇒ X be
a topological groupoid.
Definition A.1. Let Y a topological space and {Ui}i∈I an open cover of Y .
A 1-cocycle with values in G, defined on the cover {Ui}i∈I is the data of a continuous
application
λij : Ui ∩ Uj → G
for any pair (i, j), in such a way that, if y ∈ Ui∩Uj ∩Uk, then λij(y) is composable with λjk(y)
and
λik(y) = λij(y)λjk(y).
We will say that two 1-cocycles ({Ui}i∈I , λij) and ({U ′k}k∈K , λkj) are cohomologous if, for each
i ∈ I and k ∈ K, there are continuous maps µik : Ui ∩ U ′k → G such that
µik(x)λ
′
kl(x) = µil(x) and λji(y)µik(y) = µil(y)
for x ∈ Ui ∩ U ′k ∩ U ′l and y ∈ Ui ∩ Uk ∩ U ′l . Let H1(Y,G) denote the set of the cohomology
classes of G-valued 1-cocycles.
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If ϕ : Y ′ → Y is a continuous map, then we have a natural map ϕ∗ : H1(Y,G)→ H1(Y ′, G)
that associates to a 1-cocycle (λij , {Ui}i∈I) the pull-back (λij ◦ ϕ, {ϕ−1(Ui)}i∈I).
Remark A.2. If (λij , {Ui}i∈I) is a G-valued 1-cocycle on Y , then λii takes values in G(0) = X
for any i ∈ I and λij(x) = λ−1ji (x) for any i, j ∈ I and x ∈ Ui ∩ Uj .
Let (λij , {Ui}i∈I) be a G-valued 1-cocycle on Y , then one can canonically construct a
groupoid Gλλ over Y in the following way:
• take the disjoint union
⊔
i Ui of all the open sets of the cover;
• consider the map Λ:
⊔
i Ui → X given by λii on each Ui;
• build the pull-back groupoid GΛΛ =
⊔
i,j Ui ×X G×X Uj ;
• finally define Gλλ as the quotient of G
Λ
Λ by the following equivalence relation:
(yi, γ, yj) ∼ (yk, γ′, yh)
with (yi, γ, yj) ∈ Ui ×X G×X Uj and (yk, γ′, yh) ∈ Uk ×X G×X Uh, if yi = yk ∈ Ui ∩Uk,
yj = yh ∈ Uj ∩ Uh and γ′ = λki(yi)γλjh(yj).
The isomorphism class of the groupoid Gλλ ⇒ Y depends only on the cohomology class of λ.
Notice that the groupoid G⇒ X itself is associated to the cocycle λ ∈ H1(X,G) given by the
identity on X.
In the literature there are many equivalent definition of the classifying space BG of G. Here
we will take as definition the following proposition.
Proposition A.3. [15, 3.1.1] There exists a unique space BG up to homotopy, equipped with a
universal 1-cocycle ξ ∈ H1(BG,G) such that for any 1-cocycle λ ∈ H1(Y,G) on a paracompact
topological space Y , there exists a unique function f : Y → G up to homotopy such that
λ = f∗ξ ∈ H1(Y,G).
Let BG ⇒ BG be the groupoid associated to the 1-cocycle ξ ∈ H1(BG,G). One can easily
check, by functoriality of the construction, that for any f : Y → BG the groupoid Gf∗ξf∗ξ ⇒ Y
is isomorphic to BGff ⇒ Y , the pull-back of BG along f .
Remark A.4. Let λ ∈ H1(Y,G) be represented by (λij , {Ui}i∈I) and let {αi}i∈I a partition
of the unity associated to a locally finite cover {Ui}i∈I . Then the function f : Y → BG such
that Gλλ
∼= BGff is given by ∑
i∈I
αiλii : Y → BG.
Now let us assume that G is a Lie groupoid. A smooth 1-cocycle (λij , {Ui}i∈I) is defined to
be transverse if λii is transverse for any i ∈ I. It is clear that if λ is a smooth and transverse
1-cocycle, then Gλλ is a Lie groupoid. In particular if BG is a smooth manifold, then the
function f : Y → BG can be chosen to be a smooth transition function tranverse with respect
to BG.
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