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A B S T R A C T
Even though positive effects of being physically active are commonly
known, only a few parts of the world population are sufficiently ac-
tive. The World Health Organization (WHO) states that this problem
affects 31% of the adult’s world population and 80% of the adolescent
population. Appropriate levels of physical activity (PA) are essential
to prevent obesity in childhood and to keep a Quality of Life (QOL)
in old age but are also essential to prevent other Noncommunicable
Diseases (NCDs). Thus, physical inactivity is growing into a severe
problem globally, and there is a growing need to motivate people
to become more physically active during their lifetime. One primary
cause that raises PA levels is having a peer or help from professionals.
However, having assistance is not possible in every situation. It might
be challenging to find and schedule with a partner or to commute to
other places. Roboticist introduced Socially Assistive Robot (SAR) as
an assistive tool for exercising, cognitive or rehabilitation tasks. This
thesis explores SAR in the context of exercising along four features
that have been partly targeted but not yet thoroughly investigated.
These features are a) the social role of the robot, b) encouragement
c) embodiment and d) adaptation. First, this thesis looks at the mo-
tivational effects of exercising with SAR concerning features a) - c).
Second, this thesis questions how a system can adapt to the user, and
whether adaptivity or adaptability is enough to close the gap between
user needs and system behavior. I conducted studies that test the dif-
ferent features by assessing subjective ratings of the robot as well as
measurable motivational variables (e.g., time spent exercising with
the robot) in a bodyweight workout scenario.
The results show that features a) - c) have a positive influence on
user’s exercising time. Additionally, users perceive a robot compan-
ion as more likable than a robot instructor or a human partner. Fur-
thermore, an adaptive robot increases the associated competence and
quality of relationship compared to an adaptable robot. However, the
results also show that the robot does not always have to exercise along
with the user. In situations where it is not possible, the robot could
also only give encouraging feedback. This thesis backs up earlier find-
ings of using SAR by replicating motivational group exercising ef-
fects found in Human-Human Interaction (HHI). Thus, the evidence
that SARs are a suitable tool for rehabilitative interventions increases
which may convince health experts to consider SAR as a useful thera-
peutic tool. Nevertheless, this thesis evaluated the effects only during
short-term interactions. Thus, proving that the found effects are long-
lasting is essential for future studies.
v

P U B L I C AT I O N S
[Sch14] S. Schneider et al. “How Socially Assistive Robots Supporting
on Cognitive Tasks Perform.” In: Proceedings of the 50th Anniver-
sary Convention of the AISB. 2014.
[Sch15a] S. Schneider et al. “Long-Term Feedback Mechanisms for Robotic
Assisted Indoor Cycling Training.” In: Proceedings of the 3rd Inter-
national Conference on Human-Agent Interaction. HAI ’15. Daegu,
Kyungpook, Republic of Korea: ACM, 2015, pp. 157–164. doi:
10.1145/2814940.2814962.
[Sch15b] S. Schneider et al. “Reusable Motivational Instruction Patterns
for Socially Assistive Robots.” In: Workshop Towards Intelligent So-
cial Robots ? Current Advances in Cognitive Robotics. Korea, 2015.
[Sch16a] S. Schneider et al. “Exercising with a humanoid companion is
more effective than exercising alone.” In: Humanoid Robots (Hu-
manoids), 2016 IEEE-RAS 16th International Conference on. IEEE.
2016, pp. 495–501.
[Sch16b] S. Schneider et al. “Motivational Effects of Acknowledging Feed-
back from a Socially Assistive Robot.” In: Social Robotics: 8th In-
ternational Conference, ICSR 2016, Kansas City, MO, USA, Novem-
ber 1-3, 2016 Proceedings. Ed. by A. Agah et al. Cham: Springer
International Publishing, 2016, pp. 870–879. isbn: 978-3-319-
47437-3. doi: 10.1007/978-3-319-47437-3_85.
[Sch17a] S. Schneider et al. “A framework for designing socially assis-
tive robot interactions.” In: Cognitive Systems Research 43 (2017),
pp. 301–312.
[Sch17b] S. Schneider et al. “Does the User’s Evaluation of a Socially
Assistive Robot Change Based on Presence and Companionship
Type?” In: Proceedings of the Companion of the 2017 ACM/IEEE
International Conference on Human-Robot Interaction. ACM. 2017,
pp. 277–278.
[Sch17c] S. Schneider et al. “Exploring Embodiment and Dueling Ban-
dits for Preference Adaptation in Human-Robot Interaction.”
In: Proceedings of the 26th IEEE International Symposium on Robot
and Human Interactive Communication. 2017.
[Sch18a] S. Schneider et al. “Adaptive versus adaptable robots: Effects
on the perceived competence and relationship.” in preperation.
2018.
[Sch18b] S. Schneider et al. “Embodied socially assistive robots are more
motivating than virtual agents.” in preperation. 2018.
[Sch18c] S. Schneider et al. “PREC 2018: Personal Robots for Exercising
and Coaching.” In: Companion of the 2018 ACM/IEEE Interna-
tional Conference on Human-Robot Interaction. ACM. 2018, pp. 401–
402.
vii

A C K N O W L E D G M E N T S
Thanks to Franziska Wäschle, from the time we first met, you sup-
ported and cared for me. You helped me keep my balance and enjoy
all the small things in life: cooking, reading, gardening, dancing, lay-
ing in the grass, strolling around. You contributed a lot to my per-
sonal, literate and critical development during this time. Thus, you
encouraged me to try to understand myself better. This thesis would
have never existed if we had never met.
Thanks to my parents and family, who always asked me when I
will finish. I know it was a time where I was not so much there for
you as you would have liked. Mainly, I would also like to thank you
for raising me to a person who stays relaxed and calm even in the
face of writing a thesis. I guess you did a good job there.
From an academic point of view, I would like to thank Marc Hah-
neide for giving me the opportunity to work for him as a student re-
search assistant. He raised my interest in robotics, and without him, I
would have probably become a genome researcher. Thanks to Sebas-
tian Wrede I had the opportunity to be one of the first in our institute
to work with him on the Nao platform, back in 2009. He also encour-
aged and supported me to stay in academia. Thanks a lot to Franz
Kummert for supervising my thesis and giving me the academic free-
dom to pursue my research interests. I am really grateful for the trust
and support he provides me. Also, thanks to Britta Wrede for letting
me work in this great group and giving me the opportunity to teach
social robotics to students. Besides, many thanks to all my colleagues
- with you the time during my thesis felt more like fun than like work.
Thanks for the support you gave me and your time, always when I
entered your offices and had questions, ideas or just wanted to chat. I
would also like to thank Prof. Elisabeth André for reviewing my the-
sis as an external referee. Thanks also to the CITEC Graduate School
for funding my research project and allowing me to travel around
the world to go to conferences and summer schools. These times will
always be memorable for me. Therefore, I would also like to thank all
the people I met in different venues.
At last, a big thanks to all my friends. I am pleased to have such
an intimate network of close people. There are (unfortunately) too
many I would like to thank personally. However, I would like to thank
Norman for being a companion, since we started studying 12 years
ago. Because of you, the past years have been full of memories of joy
and fun. Moreover, I would also like to thank Cecilé, Nina, Miriam,
Florian, Vera, Torben and Christian for giving me feedback on my
thesis.
ix

C O N T E N T S
List of figures xiii
List of tables xvi
List of hypotheses xvii
1 introduction 1
1 .1 Thesis Motivation . . . . . . . . . . . . . . . . . . . . . . 2
1 .2 Research Questions . . . . . . . . . . . . . . . . . . . . . 3
1 .3 Hypotheses . . . . . . . . . . . . . . . . . . . . . . . . . 6
1 .4 Scenario & System . . . . . . . . . . . . . . . . . . . . . 7
1 .5 Demarcation to other works . . . . . . . . . . . . . . . . 8
1 .6 Contributions . . . . . . . . . . . . . . . . . . . . . . . . 9
1 .7 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2 socially assistive robots 11
2 .1 Socially Assistive Robotics for Exercising . . . . . . . . 12
2 .2 Psychological Background . . . . . . . . . . . . . . . . . 19
3 effects of a robot’s embodiment and social role 23
3 .1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 23
3 .2 Related Work on Embodiment and Social Role . . . . . 24
3 .3 Study Design . . . . . . . . . . . . . . . . . . . . . . . . 27
3 .4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3 .5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3 .6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4 motivational effects of exercising with robot
partners 35
4 .1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 35
4 .2 Related Work and Hypotheses . . . . . . . . . . . . . . 36
4 .3 Study and System Design . . . . . . . . . . . . . . . . . 37
4 .4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4 .5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4 .6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . 51
5 motivational effects of feedback from robots 53
5 .1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 53
5 .2 Related Work on Feedback from SAR . . . . . . . . . . 54
5 .3 Study Design . . . . . . . . . . . . . . . . . . . . . . . . 56
5 .4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
5 .5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5 .6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . 64
6 motivational effects of embodiment 67
6 .1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 67
6 .2 Related Work on Embodied Socially Assistive Robots . 68
6 .3 Planned Data Analysis . . . . . . . . . . . . . . . . . . . 69
6 .4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6 .5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 74
xi
6 .6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . 76
7 adaptation and preference learning 79
7 .1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 79
7 .2 Related Work on Adaptation and Personalization in HRI 81
7 .3 Preference Learning Framework . . . . . . . . . . . . . 83
7 .4 Study Design . . . . . . . . . . . . . . . . . . . . . . . . 84
7 .5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
7 .6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 91
7 .7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . 93
8 adaptation and adaptability 95
8 .1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 95
8 .2 Adaptation, Control and Relationship . . . . . . . . . . 96
8 .3 System Design . . . . . . . . . . . . . . . . . . . . . . . . 101
8 .4 Study Design . . . . . . . . . . . . . . . . . . . . . . . . 102
8 .5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
8 .6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 109
8 .7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . 110
9 discussion 111
9 .1 Thesis Summary . . . . . . . . . . . . . . . . . . . . . . 111
9 .2 Interpretation . . . . . . . . . . . . . . . . . . . . . . . . 114
9 .3 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . 119
9 .4 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . 122
9 .5 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . 124
9 .6 Ethical Challenges . . . . . . . . . . . . . . . . . . . . . 127
10 conclusion 131
Bibliography 133
Own publications . . . . . . . . . . . . . . . . . . . . . . . . . 133
General . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
Acronyms 149
Glossary 155
Symbols 157
Appendices
a system overview 161
b related work 165
c supplementary results 167
d questionnaires 175
xii
L I S T O F F I G U R E S
Figure 1 Socially Assistive Robot: The intersection of As-
sistive Robots and Socially Interative Robots . . . 12
Figure 2 Number of publications per year for the keywords:
socially assistive robot . . . . . . . . . . . . . 13
Figure 3 Category tags associated with the keyword socially
assistive robot . . . . . . . . . . . . . . . . . . . 13
Figure 4 The stimulus material for the different conditions
of the vHRI study. . . . . . . . . . . . . . . . . . . 27
Figure 5 Godspeed questionnaire results from the vHRI
study . . . . . . . . . . . . . . . . . . . . . . . . . . 31
Figure 6 Perceived social role of the system in the vHRI
study . . . . . . . . . . . . . . . . . . . . . . . . . . 32
Figure 7 Study design of the Köhler Effect study. . . . . . 38
Figure 8 Five abdominal plank exercises for the Köhler ex-
periments . . . . . . . . . . . . . . . . . . . . . . . 40
Figure 9 Overview of the experimental room setup for the
Köhler experiments . . . . . . . . . . . . . . . . . 42
Figure 10 Exercising time differences in the Köhler Effect
study . . . . . . . . . . . . . . . . . . . . . . . . . . 45
Figure 11 Godspeed questionnaire results from the Köhler
Effect study . . . . . . . . . . . . . . . . . . . . . . 46
Figure 12 Perceived social role in the Köhler Effect study . 47
Figure 13 Study design of the encouragement study . . . . 56
Figure 14 Ratio of individual exercising persistence of Block
2 to Block 1 of the Köhler Effect study. . . . . . . 58
Figure 15 Exercising time differences in the encouragement
study . . . . . . . . . . . . . . . . . . . . . . . . . . 60
Figure 16 Godspeed questionnaire results from the encour-
agement study . . . . . . . . . . . . . . . . . . . . 61
Figure 17 Results for team perception, information quality,
cooperation, openness to influence and NARS scales
from the encouragement study. . . . . . . . . . . 62
Figure 18 Study procedure, data acquisition and the dif-
ferent representations of the virtual and human
partner from Feltz et al. [Fel14]. . . . . . . . . . . 70
Figure 19 Comparison of the results on average exercising
times during Block 1 between the obtained data
from Chapter 4 and Chapter 5 and Feltz et al.
[Fel14]. . . . . . . . . . . . . . . . . . . . . . . . . . 72
Figure 20 Comparison of the exercising times between em-
bodied and virtual exercising partners. . . . . . . 73
xiii
Figure 21 Comparison of the results on the Godspeed ques-
tionnaire scales obtbained from Chapter 4, Chap-
ter 5 and Feltz et al. [Fel14]. . . . . . . . . . . . . 74
Figure 22 Overview of the system interaction flow for the
preference learning study . . . . . . . . . . . . . . 86
Figure 23 Conditions for the study on preference learning
and embodiment. . . . . . . . . . . . . . . . . . . 87
Figure 24 Boxplot showing the Godspeed Questionnaire rat-
ings for the study on the embodiment of a pref-
erence learning agent . . . . . . . . . . . . . . . . 89
Figure 25 Boxplot showing the user ratings for the SUS and
intrinsic motivation scale for the preference learn-
ing study . . . . . . . . . . . . . . . . . . . . . . . 90
Figure 26 Boxplot showing the preference ranking errors in
the preference learning and embodiment study . 92
Figure 27 Boxplot showing the user ratings for the cooper-
ation, PAES, SUS and WAI scales for the adapta-
tion study . . . . . . . . . . . . . . . . . . . . . . . 105
Figure 28 Boxplot showing the user ratings for the Robotic
Social Attribute Scale for the adaptation study . 106
Figure 29 Counts for participants that opted to voluntarily
exercise again for each condition of the adapta-
tion study. . . . . . . . . . . . . . . . . . . . . . . . 107
Figure 30 Mediation analysis of the adaptation study. . . . 108
Figure A.1.1 Used framework to design the socially assistive
scenario in this thesis. . . . . . . . . . . . . . . . . 161
Figure A.1.2 Overview of the decision system that triggers state
transitions between the states. . . . . . . . . . . . 162
Figure A.2.3 Interactive action-based motivation model . . . 162
Figure A.2.4 Static movement pattern . . . . . . . . . . . . . . 163
Figure A.2.5 Cyclic movement pattern . . . . . . . . . . . . . . 163
Figure A.2.6 Act-react actions for cyclic movement patterns . 163
Figure A.2.7 Static movement pattern used in the Köhler Ef-
fect study . . . . . . . . . . . . . . . . . . . . . . . 164
Figure A.2.8 Static movement pattern used in the feedback study164
Figure C.1.9 Box plot showing the difference betweeen before
and after average self-efficacy beliefs from the
studies of Chapter 4 and 5. . . . . . . . . . . . . . 167
Figure C.1.10 Scatter plot of self-efficacy belief and average ex-
ercising time on Block 1. . . . . . . . . . . . . . . 168
Figure C.1.11 Scatter plot showing self-efficacy belief and per-
sistence on Block 1 . . . . . . . . . . . . . . . . . . 169
Figure C.1.12 Box plot showing self-efficacy belief for weekly
exercising activity . . . . . . . . . . . . . . . . . . 169
Figure C.1.13 Mediation analysis of the self-efficacy belief as
mediator for sport per week and persistence time
on Block 1. . . . . . . . . . . . . . . . . . . . . . . 170
L I S T O F TA B L E S
Table 1 Multiple comparison test after Kruskal-Wallis for
Godspeed item. . . . . . . . . . . . . . . . . . . . . 75
Table 2 Research on adaptation and personalization in HRI. 82
Table 3 Frequency distribution of first and second ranked
sport preferences . . . . . . . . . . . . . . . . . . . 91
Table 4 Used exercises for the presented study. . . . . . . 102
Table 5 Multiple comparison test after Kruskal-Wallis for
ratings on the Godspeed questionnaire for the adap-
tivity study. . . . . . . . . . . . . . . . . . . . . . . 107
Table B.1 Research on SAR for exercising and physical re-
habilitation. . . . . . . . . . . . . . . . . . . . . . . 165
Table B.1 Research on SAR for exercising and physical re-
habilitation. . . . . . . . . . . . . . . . . . . . . . . 166
Table C.2 Multiple comparison test after Kruskal-Wallis for
persistence for the embodiment data comparison. 171
Table C.3 Mean and standard deviation for the Godspeed
questionnaire scales, System Usability Scale, in-
trinsic motivation and interaction satisfaction and
learned preference quality of the embodiment and
preference learning study. . . . . . . . . . . . . . . 172
Table C.4 Post-hoc results for the Godspeed ratings of the
embodiment and preference learning study. . . . 173
Table C.5 Post-hoc results for the preference ranking errors
of the embodiment and preference learning study. 173
xvi
L I S T O F H Y P O T H E S E S
Hypothesis 1.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
Hypothesis 1.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
Hypothesis 1.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
Hypothesis 1.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
Hypothesis 3.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
Hypothesis 3.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
Hypothesis 4.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
Hypothesis 4.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
Hypothesis 4.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
Hypothesis 5.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
Hypothesis 5.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
Hypothesis 6.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
Hypothesis 7.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
Hypothesis 8.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
Hypothesis 8.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
Hypothesis 8.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
Hypothesis 8.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
xvii

1
I N T R O D U C T I O N
A Quality of Life (QOL) during the lifespan requires appropriate phys-
ically active [Biz07]. Even though everyone knows that being phys-
ically active is good for one’s health, only 31% of the world pop-
ulation is sufficiently active [Hal12]. A variety of factors influence
people to be physical active. These determinants are a) demographic
and biological factors, b) psychological, cognitive and emotional fac-
tors, c) behavioral attributes and skills, d) social and cultural factors,
e) environment and f) physical activity characteristics. Having social
support was consistently found to be an important factor for adults
to become physically active [Tro02]. However, appropriate assistance
from peers, coaches or physicians, which could facilitate starting and
sticking to a workout, is not available for everybody. It includes find-
ing and scheduling with the associates and often to commute to other
places. Recently, various types of technology have been introduced to
assist people in their daily life. However, few of these agents have an
embodiment that could create the perception of an equal exercising
partner.
Hence, Socially Assistive Robots (SARs) have been introduced as
a suitable tool to facilitate motivation in rehabilitative or exercising
tasks [Fei05]. The rationale for the usage of robot is because peo-
ple are likely to anthropomorphize non-biological artifacts and treat
media and technology human-like [Epl07; Ree97]. Consequently, it
allows transferring motivational group effects in exercising observed
in Human-Human Interaction (HHI) and apply them in Human-Robot
Interaction (HRI) scenarios. Using robots as exercising peers might
help people to exercise more. However, there are some lacks in under-
standing (motivational) effects when exercising with a robotic partner
on the dimensions of the social role, encouragement, embodiment
and adaptivity, which I will explain later in this chapter.
Besides robots, there are multiple ways to target the problem of
keeping appropriate levels of physical activity. The changing lifestyle
of people (i.e., working habit, means of transportation) and environ-
mental factors (i.e., urbanization, air pollution) also influence the lev-
els of activity [Hal12]. This thesis presents perspectives and applied
research on how computer science and robotics could contribute to
overcoming the widespread problems of being physically active.
1
2 introduction
1 .1 thesis motivation
The World Health Organization (WHO) affirms in their published
key facts about physical activity1 that insufficient physical activity is
one of the leading risk factors for death worldwide and a key risk
factor for Noncommunicable Diseases (NCDs) such as cardiovascular
diseases, cancer, and diabetes. A low-level of physical activity is esti-
mated to be the leading cause of approximately 21-25% of breast and
colon cancers, 27% of diabetes and 30% of ischaemic heart disease
burden. On the other side, sufficient physical activity has significant
health benefits and contributes to preventing NCDs. It reduces the
risk of hypertension, coronary heart disease, stroke, diabetes, breast
and colon cancer, depression and the risk of falls. It improves bone
and functional health and is fundamental for energy balance. Never-
theless, one in four adults is not active enough, and more than 80%
of the world’s adolescent population is insufficiently physically active.
Knowing about the importance of physical activity does not necessar-
ily help to increase it. Even though 4 of 5 cardiac patients know the
importance of physical activity, only 39% stick to an exercise regimen
[Tat15]. These facts lead to the conclusion that people who are insuf-
ficiently active have an increased risk of death compared to people
who are sufficiently active [WHO18].
However, getting people motivated to increase their physical activ-
ity is a challenging problem [Bau02]. Some of the earliest technologies
to promote physical activity at homes were exercise videotapes (with
aerobic videos by Jane Fonda as one of the most prominent represen-
tatives [DeB87]). Later, there appeared pedometers, accelerometers,
heart rate monitors and global positioning system as tools for individ-
uals to motivate them to be more active by providing feedback about
a user’s activity performance, e.g., [Bou13]. Moreover, some more in-
teractive technologies appeared like Active Video Game (AVG) (e.g.,
Wii Sports or Wii Fit). Those technologies are designed to create an en-
gaging game experience at home but are additionally used in schools,
community and senior centers to promote physical activity. Further-
more, hospitals and physical therapy centers use them in their re-
habilitation programs also [Jun09]. In conclusion, the emergence of
attempts to help people to become more active by using increasingly
advanced technologies complemented by the global data on phys-
ically inactivity indicates that this demand will likely grow in the
future.
Therefore, this thesis explores new technologies that can be used
to motivate people to exercise. Motivation is usually defined as the
process of starting, maintaining and repeating a goal-oriented behav-
ior. It is the cause of one’s behavior direction and adherence to this
behavior. To increase one’s physical activity level requires all of these
1 http://www.who.int/mediacentre/factsheets/fs385/en/, retrieved 08/31/2018
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aspects, however this thesis mainly focusses on the element of main-
taining an exercise. This aspect of maintaining refers to the question
whether robots could be used to motivate people to increase one’s
exercising duration, repetition number, intensity or effort. This lim-
itation to the maintaining aspect of motivation neglects the initial
problem of starting a behavior that increases physical activity or the
long-term problem of repeating this behavior. Still, it is a crucial as-
pect that might contribute to an increase of one’s physical activity.
Chapter 2 will introduce a selection of important theories for exercis-
ing motivation.
1 .2 research questions
The presented data from the WHO shows that there is an overall need
for rehabilitation and motivational programs to assist people in in-
creasing their physical activity. This is where HRI research could con-
tribute to the ongoing efforts to enhance physical activity and build
robotic tools that help users to exercise more in their daily life. This
section outlines the research questions of this thesis and motivates
why robots as exercising tools could be a promising approach.
This potential of using robots as exercising peers stems from obser-
vations in HHI where being part of a group with superior members
increases one’s motivation [Web07]. The interdependence in group
task results in the so called Köhler Effect which has shown to im-
prove effort in exercising [Fel11; Irw12]. In this effect “the least capa-
ble group member exhibits a motivation gain (relative to individual
performance) when performing as part of a group on effort-based
tasks” [Fel14, p. 99]. Kerr et al. [Ker07] have identified that this effect
relies on two factors: 1. unfavorable social comparison with superior
group members and 2. being necessary for the group success. Previ-
ous research shows that having a superior social companion that exer-
cises co-actively in a conjunctive task can be beneficial for increasing
motivation to exercise without any aversion to the task [Fel11; Irw12].
However, a human partner might not always be available to every-
one; also there are people with social (physique) anxieties which pre-
vent them from participating in group exercises or activities [Hau04].
While there have been different approaches to use technology as a
mediator to promote an increase in physical activity (as presented
in the previous section), this thesis investigates the potentials to use
a SAR as a motivational tool and is looking at the motivational effects
of using robots in exercising scenarios.
Those effects could be behavioral measures such as how often or
how long a person exercises or subjective impressions of the user mea-
sured with questionnaires assessing how much people like to exercise.
The usage of robots as facilitator to motivate people in rehabilitation
or cognitive tasks is not a brand new research question [cf. Fas12;
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Sch12; Ley14b]. Moreover, as already mentioned above, SARs have
been defined by Feil-Seifer et al. [Fei05] as robots that assist people
just by their mere presence. Those robots could be used to coach and
instruct people to do different exercises, to track one’s progress, to re-
mind on schedules, to give encouraging feedback, exercise jointly or
to give recommendations. All of these would be suitable applications
for SAR, and some research works already explored them. Kidd et al.
[Kid08b] used a stationary social robot as a personal dialogue coach
for weight management and as an exercising reminder. Fasola et al.
[Fas12] used a SAR to coach elderly in a stationary arm raising task
and Swift-Spong et al. [Swi16] used a SAR as a partner for circuit
training. These works compared different behaviors, backstories or
embodiments of the robot, but few investigated the benefits of having
a SAR compared to a baseline (I will go into a deeper analysis regard-
ing this issue in section 2.2). The lack of research showing that having
a SAR is of advantage for the user compared to having no robotic ex-
ercising partner leads to the question whether SARs enhance people’s
motivation to exercise compared to not having an exercising partner.
research question 1 Is the Köhler Effect effect replicable with robot
exercising partners?
This question raises the matter of how the robot’s presence gener-
ally could affect a human’s exercising motivation. It is a fundamental
question, but not thoroughly answered yet. On the first sight, one
can argue that it seems quite evident that having a partner will in-
crease exercising motivation. Looking at the research from Reeves et
al. [Ree97] on the Media Equation it appears to be given that peo-
ple treat media and technology as human. They showed that people
treat media human-like by replicating theories from social psychol-
ogy with computers as interaction partners. Thus, their results sup-
port that the Köhler Effect is replicable with SAR as partners. Though,
it is not sure whether this is true and if the magnitude of the effect
is the same with robot partners as with human partners. The imple-
mentation of an artificially created social artifact could also lead to
varying side effects like discomfort due to the presence of the system.
Furthermore, one can argue that it is a quite challenging engineering
task to build a robot that is capable of exercising as humans do. It
will be easier for many applications if the presence of the robot is
sufficient for the human’s motivation.
Thus, it is necessary to distinguish between different social role of
the robot. The social role in the context of exercising could be either
defined as an instructor role, where the robot is structuring a workout
or with a partner role, where the robot is exercising with the human
as a partner. In the rest of this thesis, robots with an instructor role
are called Robot Instructors (RIs) and robots that have the role of a
companion are named Robot Companions (RCs). Both have different
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advantages and disadvantages. On the one hand, a RC could lead to
the same motivational effects as a human exercising partner would,
but is harder to realize from an engineering perspective. On the other
hand, a RI is less challenging to build and deploy, but the effective-
ness concerning motivation might not be as high as with a companion.
Hence, the next research question is:
research question 2 What are the effects of having a Robot Compan-
ion compared to a Robot Instructor on the users exercise performance and
evaluation of the system?
Regardless of the robot’s social role, the deployment of such a SAR
enables the possibility to motivate users and give them encouraging
verbal feedback. Other researchers approached the question of feed-
back from robots (e.g. [Mid09; Swi15]), but often those works lack
a baseline condition, and they instead compare the effects of differ-
ent types of feedback. Equipping the types as mentioned earlier of
robots with verbal encouraging feedback mechanisms results in two
combination of social role and feedback. Throughout this thesis, ro-
bots that are companions and give feedback are named a Robot Com-
panion with Feedback (RCF) and robots that are instructors and give
feedback are called Robot Instructor with Feedback (RIF). Thus, the
following question is:
research question 3 What are the motivational effects of encourag-
ing feedback from a robot companion or instructor?
One other important dimension for designing SAR is the embodi-
ment of the system. From a cost-benefit ratio it would be easier to use
and deploy Virtual Agent (VA) compared to SAR, because robots are
harder to maintain and difficult to deploy. So far, no study exists that
shows that embodied SARs enhance exercising performance. Fasola
et al. [Fas13] tested different embodiments of a SAR, but found dif-
ferences only on subjective evaluations of the user. Thus, it raises the
question whether there are benefits of having an embodied SAR for
exercising:
research question 4 How does the embodiment of a coaching system
change the user’s exercising motivation and perception of it?
The second part of this thesis looks at adaptive processes for SAR.
Previous works have investigated the effects of SAR for exercising
in tasks (e.g. arm raising) that were suitable for elderly but might
be not challenging enough for other populations. Therefore, prefer-
ences regarding the exercises of a SAR could provide may depend
on the user population. Furthermore, individuals’ personalities corre-
late with physical activity preferences [Rho06]. Thus, the adaptation
of the system regarding a user’s exercising preference is an essential
requirement for future SAR. Therefore, one further question of this
thesis is:
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research question 5 How can a SAR learn online a user’s exercising
preference?
This question raises concerns about how a system can actively learn
a user’s preferences without querying too many information or rely-
ing on prior knowledge. It needs a suitable learning framework that
works online and is intuitively usable for the human. Besides, the
embodiment of the recommendation system should not influence the
user’s agreement with the learned preferences. Finally, this opens the
last research question of this thesis:
research question 6 Should the system or the user be in control of
the exercising program?
The system might not need to learn the user’s preferences and
adapts by itself. The user could also control the robot and choose
the exercises she/he wants to do, which is equivalent to the Level of
Automation (LoA) of the system. If the system adapts by itself and of-
fers appropriate exercises, the system’s LoA is high, while if the user
controls the system the system’s LoA is low. Following the theory of
Epley et al. [Epl07], a high level of self-control could lead to unex-
pected system behaviors for the user and thus could turn into higher
associated levels of anthropomorphism of the robot. The increase of
anthropomorphization could increase the perceived competence and
trust in it, because it may then be a more believable coach and com-
panion than just as a static computer program.
1 .3 hypotheses
From the research questions mentioned earlier, I derived four general
hypotheses for this thesis.
hypothesis 1 .1 People exercise longer with a Robot Companion than
with a Robot Instructor or exercising individually in isometric abdominal
plank exercises.
A proof of Hypothesis 1.1 verifies the Köhler Effect and can be a
foundation for future investigations using social robots as exercising
partners. Based on the results of the investigations on Hypothesis 1.1,
following investigations on the manipulations of the robot’s behavior
can be compare the results against these baseline findings. Therefore,
this thesis investigated the usage of encouraging feedback and looks
at the motivation effect of encouragement. Therefore, I will test the
following hypothesis:
hypothesis 1 .2 People persist longer in abdominal plank exercises if
the Robot Companion gives encouraging feedback compared to a Robot In-
structor or when exercising individually.
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In contrast to other works related to feedback (see [Fas12; Ham14;
Swi15; Lei14]), encouragement feedback is a plain form of feedback
that does not require any qualitative or quantitative performance eval-
uation. Finding evidence for 1.2 can unlock a relatively simple mech-
anism for motivating people to exercise longer.
As stated in the previous section, the embodiment is a crucial fac-
tor for SAR, and current research should further investigate the im-
portance of embodiment on interaction and exercise times. Gao et al.
[Gao15] showed in a meta-review that embodied co-present robots
mostly have a positive influence on interaction time and persuasion,
which is very important for exercising. Thus, I formulate the follow-
ing hypothesis on embodiment:
hypothesis 1 .3 People exercise longer with Embodied Robot (ER) part-
ners than with Virtual Agent partners.
The previous hypotheses looked at the motivational effects of one
type of exercising. However, future application of social robots for
exercising should incorporate a diverse set of exercises. As stated
in the research question section, finding the activity that suits the
user’s preferences might be an essential feature for future applica-
tions. Hence, I will look at how a human perceives an adaptive robot
and investigate the following hypothesis:
hypothesis 1 .4 People perceive an adaptive robot coach as more trustful,
competent and motivating than an adaptable robot coach.
Particularly for companions to increase physical activity it is essen-
tial that users perceive SARs as trustworthy and competent because
these attributes potentially influence the user’s motivation to interact
with the system repeatedly. Showing this association helps in guid-
ing future research efforts in machine learning application for adap-
tive SAR.
To answer the research questions and hypotheses mentioned above
this thesis will mainly use Bodyweight Exercises (BWEs) as a test
scenario that the following section explains.
1 .4 scenario & system
Our previous work has focused on the assistive capabilities of a SAR
for long-term indoor cycling training [Süs14; Sch15]. This project pro-
vided first-hand experiences in designing robotic systems for long-
term interaction and sports interventions with space missions as a
use case. However, the constraints of the scenario specification (i.e.,
the assistance of robot on space stations with zero-gravity) limited the
robot behavior to the role of an indoor cycling instructor in this sce-
nario. Thus, its primary function was to instruct the user to follow an
indoor cycling workout routine and accompanied these instructions
8 introduction
with gestures to motivate the participants. In contrast to the previous
project, this thesis focuses on a scenario where the embodiment of the
robot can be fully exploited and is crucial for exercising co-actively.
Hence, this thesis uses a BWE scenario that offers the possibility to
test different exercises: dynamic and static exercises, exhausting and
relaxing exercises, as well as cardio, strength and stretching exercises.
BWEs offer the benefit that they usually do not need a long time to
learn and most users have experience with some BWE from physical
education classes. Moreover, BWEs do not require any other exercis-
ing machines and are suitable (nearly) everywhere.
The BWE scenario, including the control of the robot, the coordina-
tion of the interaction, as well as the perceptive and decision abilities,
were designed using a framework developed for this thesis [Sch17a].
This framework allows to model socially assistive scenarios using
a Domain Specific Language (DSL) and is used throughout this the-
sis to implement the different scenarios. Due to the limitation of this
thesis, the focus will be on the results from HRI experiments, and
I will not explain the implemented framework in detail. The follow-
ing referenced figures are all listed Therefore, the interested reader
should look at the related publication or Appendix A. However, a
brief introduction is giving in the following.
The basic scenario (see Figure A.1.1) is composed of different so-
called movements which describe one single exercise. The models of
these exercises were implemented based on a previously derived in-
teractive action-based motivation model (see Figure A.2.3). These ex-
ercises can be either static exercises (e.g., doing abdominal plank ex-
ercises, see Figure A.2.4) or cyclic exercises that are defined by a re-
peated movement (e.g., squats, see Figure A.2.5). Depending on the
configuration of the decision system (see Figure A.1.2) for the differ-
ent movements, state transitions, and dialog acts are triggered based
on the received data using the in-house developed Robot Service Bus
(RSB) [Wie11]. This framework allows to create complex coaching sce-
narios, but these kind of scenarios are not the focus of this thesis.
1 .5 demarcation to other works
At this point, it is important to contrast this thesis to other research
approaches that use SAR. The potential use cases are diverse, and
various aspects are worth to investigate. Hence, it is crucial to set the
limits of this thesis. One fundamental limitation is that this thesis is
not going in the research direction of coaching robots. Coaching ro-
bots are used to instruct people and provide them with feedback and
corrections while the user’s is performing a task. These coaching abil-
ities require real-time perceptive capabilities and feedback generation
that are not within the scope of this thesis. This thesis investigates the
effects of having an exercising partner and not the coaching abilities
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of a robotic partner. Thus, this thesis contributes to the understand-
ing of the effect when working out with SAR in a simple setting and
investigate how to implement a robot that is adaptive towards the
user’s preferences. In all of these scenarios, a coaching functionality
would probably enhance the anthropomorphic effects, and the users’
exercising motivation, but at this stage of the research, I am only
interested in the isolated effects of the robot’s embodiment, social
role, encouragement, and adaptivity.
1 .6 contributions
In this thesis I address some open challenges and research questions
in the area of SAR. The following list states the contributions of my
thesis:
1. A verification of the Köhler Effect with Socially Assistive Robot.
2. A verifaction of the motivational effects of encouragement from
a SAR on a user’s motivation.
3. A comparison of the effects of different embodiments on a user’s
exercising motivation.
4. Design and experimental testing of a Preference Learning (PL)
approach based on Dueling Bandits for HRI scenarios.
5. A comparison how different adaptation strategies affect a user’s
evaluation of the system and interaction motivation.
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1 .7 outline
The rest of the thesis is structured as follows:
• Chapter 2 introduces the related work in SAR and theoretical
background on motivation and exercising psychology.
• The first major part of this thesis investigates the motivational
effects of exercising with SAR and is divided in four chapters:
– Chapter 3 presents the results of an initial video Human-
Robot Interaction (vHRI) study to gain insights in the user’s
perception of embodiment and companionship style.
– Chapter 4 shows the results of a study comparing the mo-
tivational effects of exercising with a SAR.
– Chapter 5 highlights the effects of giving encouraging feed-
back while exercising.
– Chapter 6 compares the results from Chapter 4 and Chap-
ter 5 with data from experiments with VA.
• The second major part of this thesis looks at the usage of adap-
tive SAR and is divided into two chapters:
– Chapter 7 explains the usage of a preference learning model
for HRI and evaluates it in a prototype study.
– Chapter 8 presents a study on the effects of adaptability on
the user’s HRI experience.
• Chapter 9 and Chapter 10 discuss the results of this thesis and
give a conclusion.
2
S O C I A L LY A S S I S T I V E R O B O T S
The previous chapter introduced the foundation for this thesis, stated
the concern, the research question, hypotheses and briefly sketched
published work in this area. This chapter will take a more in-depth
look at the previous work on SAR for supporting and coaching peo-
ple during exercises. However, it will not present every possible re-
lated work that is important for the following chapters on the embod-
iment, feedback or adaptation. The respective sections will discuss
the relevant related work. At first, this chapter will give a general
introduction to the field of SAR.
Feil-Seifer et al. [Fei05] introduced the term Socially Assistive Ro-
bot (SAR) as “the intersection of AR and SIR” [Fei05, p. 465]. Assistive
Robotss (ARs) are hands-on robotic systems designed for rehabilita-
tion of patients. Those robots are for example manipulators that reha-
bilitate post-stroke patients by assisting them in acquiring back their
motor skills [Kah01]. Socially Interative Robots (SIR) are interactive
systems for the study of social interactions between humans and ro-
bots or to study theories of social interaction and social behavior with
robots [Fon03]. Thus, the term SAR specifies the intersection between
both research fields: Using robots for rehabilitative exercises by the
presence and social interaction provided by the robot without physi-
cal interaction (see Figure 1).
The benefits of using SARs are two-fold; there is a reduced con-
cern for safety requirements when interacting hands-off with a robot,
and the SAR approach resembles the style of a therapist that guides
a patient through the rehabilitation process, coaches and encourages
patients to use their limbs. Researchers recognize this kind of rehabili-
tation as a more effective than using assistive-robots, because patients
tend to exercise longer and generalize acquired motor skills better
[Win03]. Nevertheless, the usage of SAR is not limited to rehabilita-
tion. Feil-Seifer et al. [Fei05] distinguish between different tasks in
their definition of SAR. Thus, robots be used in educational tutoring
scenarios, physical therapy, daily life assistance for elderly or as tools
to learn about emotional expressions for children diagnosed with Au-
sistic Spectrum Disorder. Since this thesis focuses on the usage of
social robots as companions for exercising and increasing physical
activity (PA), the following section looks only at relevant work for
exercising and coaching.
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Figure 1: The field of SARs is defined as the intersection between assistive
(rehabilitation) robots and socially interactive robots.
2 .1 socially assistive robotics for exercising
Since the introduction of the term SAR, it is increasingly used to de-
scribe the research that uses social robots that support people on cog-
nitive, rehabilitative or educational tasks. Advancement in robotics
and Artificiall Intelligence (AI) have facilitated an increase of publica-
tions in this field (see Figure 2). Part of this rise in publication num-
bers is because of new software to easily build distributed robotic sys-
tem (e.g., Robot Operating System (ROS) [Qui09]), as well as cheaper
and more widely accessible robot platform (e.g., Nao [Gou08]) with
an Application Programming Interfaces (APIs) that allow fast pro-
totyping and testing (e.g., NaoQi Software Development Kit (SDK),
Choregraphe [Pot09]). These publications include robotic and com-
puter science aspects, but also belong to an interdisciplinary research
community intersecting with e.g., neuroscience, rehabilitation, geri-
atrics gerontology (see Figure 3).
This sections gives an overview of the current state of research in
the field of SAR for exercising or motor rehabilitation. Table B.1 in
the appendix gives an overview of the relevant publications from the
last years. I analyzed the publications regarding the exercising task,
measures used for the interaction, robot type, robot behavior, subjects,
study design, and results. Other works concentrate on the design,
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Figure 2: Number of publications per year for the keywords: socially
assistive robot. Retrieved and created from https://apps.
webofknowledge.com on June 15th 2018.
Figure 3: Category tags associated with the keyword socially assistive
robot. Retrieved and created from https://apps.webofknowledge.
com on June 15th 2018.
implementation and feasibility of a SAR system (e.g., [Vir13; Gör13])
and others focus more on the effects of SARs investigated in studies
(e.g., [Lee14; Fas12; Pow03]). In the following, I will summarize the
research findings and research methodologies of these works.
Powers et al. [Pow03] were one of the first to investigate the effects
of having a robot as an exercise instructor. In their study, they tested
the influence of different robot interaction styles (serious vs. playful)
on the user’s exercising compliance. They showed that the partici-
pants repeat a severe task like exercising more often when paired
with a serious robot.
Subsequently, research in SARs was primarily driven by the Inter-
action Lab from the University of Souther California (USC). Eriksson
et al. [Eri05] were one of the first researchers to use a robot with tar-
get subjects. They used a SAR to encourage post-stroke patients to use
their stroke-affected limb to shelve books. They evaluated their sys-
tem with six participants of which four were stroke survivors. They
tested a system that uses sound effects as feedback, one that uses
a synthesized voice and one with pre-recorded human voices. Ad-
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ditionally, they also altered the level of expressiveness of the robot
by including robot movements in the human voice condition. Partici-
pants saw these conditions randomly. The authors do not provide any
information about their questionnaires and interviews but conclude
that the patients and physical therapists received the robot well.
Gockley et al. [Goc06] also worked on a hands-off mobile robot to
encourage physical therapy compliance for stroke rehabilitation. The
robot-assisted the participants while moving wooden pencils from
one bin to another, lifting magazines or flipping through newspa-
pers. Participants (n=11) in their study were students with a high
understanding of robotics and technology. They tested different en-
gagement and proxemic modes of the robot. Their results showed
higher compliance when the participants thought that the robot was
engaged. Tapus et al. [Tap07a] investigated user personality matching
for SAR by varying the robot’s proxemics and vocal features. Their re-
sults show that the users prefer a matching personality of the robot.
The same group continued the work on SAR and studied the moti-
vational effects of a SAR in different conditions [Fas12; Fas10]. They
investigated the positive effects of praise, relational discourse and em-
bodiment. However, these studies were missing a baseline condition
which would allow comparing the robot against the user’s intrinsic
motivation to exercise.
Since then, the field of SAR for exercising or rehabilitation has
gained more attraction, and several other research groups published
papers on this topic. Gadde et al. [Gad11] worked on an interactive
personal trainer for seniors to increase exercising adherence. They
presented a feasibility study with 10 participants where the robot
gave positive feedback while the user was doing seated arm exer-
cises. However, they do not report any data about motivation or en-
gagement.
Vircikova et al. [Vir13] worked on the usage of Nao as an instruc-
tor for spinal disorder rehabilitation. A qualitative analysis of the
humanoid-child interaction showed that the children enjoyed the ex-
ercising, had no problem to repeat the exercise and wished to con-
tinue after the rehabilitation training had finished.
Görer et al. [Gör13] developed a system that learns a set of physical
exercises from a professional coach and assists people in performing
these gestures. They evaluated their system in one condition with 8
participants by tracking the correctness of the gestures and a subjec-
tive questionnaire. Participants reported high scores on immersion
and positive affect and low scores on flow. However, it is difficult to
interpret the results without having any conditions to compare to or
a baseline condition.
Werner et al. [Wer13] studied the usage of a SAR for physical train-
ing support with older users. They evaluated the motivation after the
demonstration of the training support and found that 70% of the par-
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ticipants think that the robot is ’very much’ or ’a lot’ motivating. The
same amount of participants reported that a human trainer would be
a better motivator than the robot. However, they can not conclude on
their research question to what extent the system is more motivating
than a video version. Fridin et al. [Fri14] investigated the effects of the
embodiment of a SAR with experienced and inexperienced preschool
children during an exercising task. They used qualitative measure-
ments of eye contact and emotional reaction to investigate the effec-
tiveness. Their results show that experienced children involved in the
motor task in both conditions, but interacted less with the virtual
agent. However, inexperienced children did not interact with the vir-
tual representation at all. They conclude that embodied robots could
be used during an initial phase, but can be replaced with virtual
agents afterward.
Lee et al. [Lee14] looked at the effect on motivation regarding
the type of robot operation (autonomous vs. tele-operated). The au-
thors conclude that a tele-operated robot increased the competition
between the user and thus increased motivation to exercise compared
to an autonomous robot. The limitation of this study is the choice and
number of exercise (i.e., one exercise: holding arms in front of the
body), the sample size (20 participants, within-participants design)
and a missing baseline condition where no robot is present.
Swift-Spong et al. [Swi15] compared the effects of self-comparative
vs. other-comparative feedback to a control condition with no feed-
back in a push-button task. They hypothesized that comparative feed-
back conditions would produce higher self-efficacy and better per-
formance. Moreover, participants will perceive the robot coach more
positively in comparative feedback conditions. Though, the authors
could not find evidence for any of their hypotheses.
Park et al. [Par16] investigated how social skills performed by a
humanoid robot (e.g., mutual gaze, feedback and social distance) can
enhance the social interaction in physical training in a study with
two conditions (social skills vs. no social skills). They showed that
such skills are useful social cues for physical training. However, they
showed no link between the training engagement and the effective-
ness of the training.
Swift-Spong et al. [Swi16] studied the effects of different backsto-
ries of a SAR. They designed a fictional and a real backstory for a ro-
bot that is exercising together with an adolescent. Their results show
no differences between pre- and post-study on physical activity en-
joyment and activity level.
Lotfi et al. [Lot17] introduced the term Exercise Trainer Socially As-
sistive Robot (ETSAR) as a solution for the demand of having human
instructors for the rising elderly population. They included exercises
recommended from the National Health Services (NHS) (i.e. sitting,
strength, flexibility, and balance). The system instructs the users and
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gives them real-time feedback on their exercising success. They tested
the feedback capabilities of their system but provided no results or
explained the user population for their testing. They discussed that
testers used their system for ten minutes and that the feedback was
that the system’s feedback was appropriate and timely.
Guneysu et al. [Gun17] presented another work on SAR for phys-
ical exercising for children. They implemented a system that tracks
a child’s arm movement in real-time and gave corrective feedback to
the child during the exercises. They tested their system with 19 chil-
dren without a control condition. Their results show that the children
enjoyed the interaction and rated the robot as a useful exercise coach
as an excellent social companion.
This presented list of works is not exhaustive and there probably
many relevant publications missing. Also, I constrained the list to
publications in the are of SAR with a focus on exercising or motor
rehabilitation. Though, also the Human-Computer Interaction (HCI)
community is working in the field of agents to rehabilitation and
promotion of acrlongPA. Thus, interested readers could have a look
at a recent review on Embodied Trainers (ETs) [Men17].
2 .1 .1 Summary
In the following I will summarize some of the main similarities and
differences of the aforementioned studies.
Nao is one of the most used robot platforms in the reviewed publi-
cations [Gör13; Lew16; Fan16; Gun17; Swi16]. The second most used
platoform is USC’s robot Bandit [Tap07b; Tap08b; Fas10; Fas12; Fas13;
Swi15].
The main exercise that have been used in the past research are dif-
ferent kinds of arm movements [Eri05; Goc06; Tap07b; Tap08b; Fas13;
Gun17; Lee14; Gun17]. Others used a broader set of exercises ranging
warm-up routines and to strengthening and cardio exercises [Lew16;
Swi16]. Some included yoga exercises [Par16] and other used exer-
cises recommended for rehabilitation [Vir13; Lot17].
The past works also show a variability in their used study popu-
lation. Most subjects were in college-age, followed by elderly people
and children. Elderly were studied as subjects in, e.g., [Fas12; Fas13;
Lew16; Fan16] children or adolescent have been studied in, e.g., [Vir13;
Fri14; Swi16].
However, the most research has been conducted with participants
in a college-age level (e.g., [Goc06; Pow03; Eri05; Gör13; Par16; Kas17]).
Most studies used the robot as an instructor or coach, that is pre-
senting some kinds of exercises and asks the participants to repeat
them. Therefore, the supportive behavior of the robot was mostly ver-
bal feedback and guidance through the exercises. Hence, one of the
most used measurements for the presented systems is the arm posi-
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tion and angles of the user. Thus, researchers infer about the partici-
pant’s compliance in the interaction by measuring whether the partic-
ipants follow the instructions. Additionally, those objective measures
are accompanied by subjective impressions assessed using question-
naires and post-study interviews.
In general, the works show that the usage of SARs in exercising
situations is feasible. The found results report that participants from
all study populations enjoy to interact with the robot and also that
nurses are enthusiastic about the usage of SARs(e.g., [Vir13; Fan16;
Lew16]). Besides these promising results about the usage of robots
for exercising applications, there are still some open issues.
2 .1 .2 Open Issues
The growing numbers of publications in the field of SARs for exer-
cising applications is a sign that there is a demand for such kind of
research and robots for applications to increase lay peoples’ seden-
tary time. However, this field of research is comparably new to other
fields in robotics, and therefore many open questions need to be ad-
dressed and answered. From analyzing the works mentioned above, I
conclude that there are some research issues that future work should
target. Those issues are a lack of studies with a control-based study
design to conduct statistical inferential tests about the effictiveness
of SAR, a lack of studies looking at the quantitative motivational ef-
fects of embodiment/feedback of SAR and a lack of studies with dif-
ferent and strenuous exercises. In the following, I will briefly describe
these lacks and relate them to the publications above.
sample size and study design Many of the previous works do
not compare different conditions in their studies (e.g. [Eri05; Gad11;
Wer13; Vir13; Lot17; Gun17; Gör13]). Results are often presented de-
scriptively, which makes an evaluation and interpretation of the re-
sults challenging. Though feasibility studies of designed systems are
valuable, also more studies are required that contribute to an under-
standing of the motivational aspects of using SARs. Besides lacking
conditions, there is also a lack of a sufficient number of participants
in the evaluation and sometimes missing demographic information.
This evidence hints that the knowledge about the effectiveness of us-
ing robots as a social exercising partner lacks a proper evaluation
with sufficiently naive participants and conditions that allow inferen-
tial statistics.
quantitative motivational effects of feedback One of
the main advantages of using SAR is that they can give the user in-
stantaneous feedback about the user’s exercising quality and progress.
However, missing control conditions in the study design also affect
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the knowledge we have about the value of robot feedback. Regarding
the studies that included different conditions in their research, the pri-
mary comparison is between the verbal assistance and feedback they
get from the robot (e.g. [Fas12; Swi15]). Thus, researchers are often
comparing different types of feedback from the robot (e.g., compara-
tive, relational), but are missing a baseline condition to compare the
results. Thus, no previous research looked at feedback as an isolated
concept and the benefits of feedback are still an open issue. Addi-
tionally, other works that include feedback (e.g., [Gad11; Gun17]), are
missing a baseline comparison which shows that exercising with a
robot is quantitatively excelling to working out alone.
exercise intensity, variation and time Many of the works
focus on light to moderate physical activity, which is mostly due
to the focus of rehabilitation for children and elderly. In most cases
the work concentrated on exercises like arm movements (e.g., [Fri14;
Gad11; Gun17; Kas17; Fas13]). While these are essential exercises
for post-stroke rehabilitation or as exercises for elderly while seated,
these exercises are not sufficient as a regular exercise activity for non-
elderly and healthy persons. Few works investigated the usage of ro-
bots in intensive exercising activities. Hence, this thesis will examine
whether a robot exercising companion is capable of pushing partici-
pants to their exercise limits during a full body work out. To study
this question, this thesis looks at the motivational effects if the robot
is instructing the users to do different exercises, but also how it in-
fluences the motivation when the user and the robot are exercising
together.
Additionally, few of the works include a set of different exercising
activities. Among them is the work of [Swi16]. In their study, they
used a cardio exercise, step up training as well as muscle strength-
ening activities. They compared different background stories of the
robot (i.e. real vs. fictional story) during a four-session in-between
subject design study. However, from their results, they cannot draw
any conclusion about the effectiveness of the workout with the robot
based on the background conditions.
Furthermore, the studies do not show whether the participants like
to engage with the robot because they also like the exercises. Con-
sidering exercise preference is essential this because research from
exercising psychology showed that people’s personalities result in dif-
ferent preferences for physical activity types. Hence, this thesis looks
at how to build a system that is adaptable to the user’s choice us-
ing their feedback during the interaction. This adaptivity results in a
diverse HRI experience which is unique for every user. The introduc-
tion of adaptive capabilities brings the challenge of autonomy into
this thesis. There are several ways of how to incorporate a system
with a variety of exercising opportunities. The user can control the
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system or the system uses the user’s feedback and adapts autono-
mously. So far, there is no research yet that investigates what effects
the autonomy of the exercising companion has on the user.
In summary, the past researchers let’s fundamental issues for the
usage of SAR in exercising scenarios open. What are the motivation
effects of exercising together with a robot? How does feedback from
the robot influence my exercising motivation? And, how can the robot
adapt to one’s preferences? These are some of the questions I will try
to answer with my thesis.
Though, one of the most important concepts here, is the term mo-
tivation. If the robot is designed to engage the user in an exercising
activity, it means that the robot should try to influence the user’s mo-
tivation. Therefore, the next section will briefly introduce some of the
psychological background.
2 .2 psychological background
SARs are designed to help people on a task by their presence, guid-
ance or feedback. Thus, previous works have dealt with the concept
of motivation in their works. Motivation is defined as the intrinsic de-
termination toward goal attainment [Plo00]. In contrast, the feedback
and encouragement from family, friends or professionals are seen as
social support [Kin92]. Additionally to those external support mea-
sures, approaches to modify people’s lifestyle (e.g., sedentary time)
should target a person’s internal motivation, because it is one of the
significant determinants of exercising adherence [Dis80]. Hence, one
question for researchers in SAR could be, how to enhance a user’s in-
ternal motivation by providing social support. Therefore, a brief look
at different theories on motivation are presented in the following sec-
tions. This list of theories is not inclusive or complete.
2 .2 .1 Social Cognitive Theory
The Social Cognitive Theory proposes that motivation is a cognitive
function and that self-efficacy is the primary mediator for behavior
change [Ban77]. Bandura [Ban77] define self-efficacy as the belief in
one’s competence for a given task. Thus, it determines how people
think, behave and feel. One predictor for the observation that people
start and exercising and then quit early is that people do not believe
that they can ever accomplish a task or become sufficiently good at
it, which is having a low self-efficacy belief. For an uncomfortable
task like starting an exercise regimen and becoming more physically
active, it is essential to look at the . People with low believe that they
are beyond their skills and lose their confidence in their ability. Thus,
motivation is concerned with the initiation and the maintenance of a
behavior to increase one’s belief about the own capabilities.
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Swift-Spong et al. [Swi16] investigated whether self-efficacy increases
when a robot provides comparative feedback. However, they could
not find evidence for their hypothesis.
2 .2 .2 Self-Determination Theory
Ryan et al. [Rya00] conceptualized the Self-Determination Theory
(SDT) and distinguished between “different types of motivation based
on the different reasons or goals that give rise to an action” [Rya00,
p. 55]. They distinguish between intrinsic motivation and extrinsic
motivation.
intrinsic motivation Intrinsic motivation is a process to chal-
lenges oneself on new tasks, become aware of one’s limitation and
skills, to observe and increase one’s knowledge [Rya00]. One’s inter-
est and enjoyment is the primary drive to engage in such tasks. Thus,
it does not rely on any external pressure. One’s self-determination,
observed improvement, and competence on a task modulate this mo-
tivation. One can further divide intrinsic motivation into intrinsic pro-
cess motivation which means that someone is doing a duty because
of enjoying to do the work, and internal self-conception, referring to
behavioral change based on personal values and standards.
extrinsic motivation Extrinsic motivation is rooted in influ-
ence from an external source [Rya00]. Most often, extrinsic motiva-
tion is induced either by a reward (such as monetary compensation
or marks) or by a threat of punishment (e.g., doing extra hours, bad
grades, more chores). Regarding the application for coaching and
exercising, sports competitions are also an extrinsic motivator since
competitors are spurred to win and beat the other participants.
One can further divide extrinsic motivation into integration, identi-
fication, introjection and external regulation. People perceive external
regulations as controlled and regulated. The motivation to show a par-
ticular behavior in these situations is to obtain an external reward or
satisfy others. Introjected regulation refers to behaviors to avoid guilt
or anxiety. People will act because of a feeling of pressure. In regula-
tion through identification, if a person identifies with the importance
of behavior, she or he will accept the regulations associated with it.
Ryan et al. [Rya00] define integrated regulation as the most free form
of extrinsic motivation. In this form of motivation, people entirely as-
similate regulations with self, and one includes external regulations
in one’s self-evaluation and beliefs.
Most of the works in the SAR domain use the concept of extrinsic
motivation, because the interactions primarily used feedback from
the robot as an external encouragement for the user (e.g., [Gun17;
Par16; Lot17; Gör13; Gad11; Eri05]). Still, at the current stage, it is
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also likely that the motivation to exercise or interact with a robot is
intrinsically motivated because most people have no prior experience
in interacting with robots. This motivation and interest, to interact
with new technologies, is known as the novelty effect.
2 .2 .3 Flow
Related to intrinsic motivation and self-efficacy belief is the concept of
flow [Csi00]. If one is experiencing flow, one is fully immersed and in-
volved in an activity and feels enjoyment in the process of this activity.
People that are experiencing flow report to lose one’s sense of space
and time. To have a mental state of flow requires to have an activity
with clear goals, immediate feedback and a balance between the per-
ceived challenge of the task and the own perceived skill in doing the
task [Csi00]. This state may also appear in challenging activities such
as in sports and exercising fields. Thus, the concept of flow might
be an applicable concept well-suited for SAR scenarios in the context
of exercising. The system could change the task difficulty to match
a person’s ability and thus create an optimal challenge. Fasola et al.
[Fas13] presented in their work a system that uses the concept of flow
by providing a variety of challenging exercise games with different
difficulties.
2 .2 .4 Group Dynamics
Motivation is also influenced by being part of a group [Web07]. The
Köhler Effect is a phenomenon observable when a person increases
his/her efforts on a task as a member of a group compared to when
being alone [Ker11; Irw12]. Kohler [Koh26] found that a motivational
effect appears in conjunctive tasks where the group success is depen-
dent on the individual effort of each team member (e.g., mountain-
climbing, rowing). The less-capable member of the group tends to
show extra effort in such tasks. The Köhler Effect roots in social com-
parisons and the impact of an individual being indispensable to the
group. One effort boost can arise from the understanding that oth-
ers are performing better than oneself which leads that a person sets
higher goals for better comparison with others. The other effort en-
hancement stems from the fact to know that a group is depending
on one’s performance. This motivation gain is most significant when
members’ abilities are only moderately different (versus about the
same or very different) due mostly to social-comparison [Koh26]. If
others are much more capable, then the comparer will stop compar-
ing himself because it seems like an unachievable goal to compete
or match the other. None of the reviewed literature explicitly models
the robot as a group member in a conjunctive task. In most cases, the
robot is designed as an instructor that gives feedback or as a coach
22 socially assistive robots
that shows exercises and asks the user to imitate the exercises. How-
ever, there are exceptions like the imitation game presented in [Fas13]
in which the user is presenting some arm movements, and the ro-
bot needs to imitate the motions. Nevertheless, none of the works
included a scenario where the robot and human are exercising in a
team-based fashion.
2 .2 .5 Summary
In conclusion, all of the above mentioned theories could be utilized
for the design of Socially Assistive Robot scenarios. Robots could be
designed to give users feedback during an exercise. This might con-
tribute to a higher compliance during tasks and motivate them to
exercise longer. In turn, this increase in exercising time may also in-
crease one’s , which could lead to an increase of intrinsic motivation
over time. The systems could chose exercises for the user that aim
at creating an optimal challenge so that the user experiences a state
of flow. Finally, engineers should design scenarios where the robot
and the user are exercising in a conjunctive task, which could further
increase exercising motivation. Thus, all of the above mentioned ap-
proaches could facilitate the theories behind that increase exercising
motivation.
In the course of this study I will first investigate the usage of So-
cially Assistive Robots in a conjunctive task, thus proving that the Köh-
ler Effect will increase an individuals effort. Following, I will look at
the effects of extrinsic motivational encouragement and investigate
whether this kind of motivation further increases one’s exercising
time. Finally, I will look how a system might learn a user’s exercising
preference, so that the systems learn which exercises a user likes.
3
E F F E C T S O F A R O B O T ’ S E M B O D I M E N T A N D
S O C I A L R O L E I N V I D E O H U M A N - R O B O T
I N T E R A C T I O N
As an empirical starting point for the investigations in this thesis I
target video Human-Robot Interaction (vHRI) as an easy to use re-
search tool to get first user impressions on a SAR. Using vHRI offers
several advantages: It allows to gather many data in a short period,
it helps to prototype and refine the research questions, it is easy to
use and to deploy. However, it has also some drawbacks: Participants
in vHRI studies are watching videos of recorded interactions only .
One can not assure that the participants are observing the videos at-
tentively. Hence, it is necessary to backup vHRI studies with real HRI
studies afterwards. This chapter investigates whether it is possible to
gather user ratings regarding an exercising companion depending on
the social role and its embodiment in a vHRI.
note : Parts of this chapter were published as a late-breaking re-
port in S. Schneider et al. “Does the User’s Evaluation of a Socially As-
sistive Robot Change Based on Presence and Companionship Type?”
In: Proceedings of the Companion of the 2017 ACM/IEEE International
Conference on Human-Robot Interaction. ACM. 2017, pp. 277–278.
3 .1 introduction
Using Active Video Games (AVGs) to promote rehabilitation and
physical activity has been a recent trend, and AVGs are used in addi-
tion to standard methods of rehabilitation or physical education. The
expectations are that people, and especially kids, will be more moti-
vated to exercise if it is perceived more like play than a workout be-
cause they “capitalize on children’s natural interest in computerized
video interaction” [Gao15, p. 465]. However, the long-term effects of
exergaming with AVGs are at the same time disputable [Zen17].
As stated in the introduction, Li [Li15] found evidence that the
agent’s embodiment affects the persuasiveness of the system. Thus,
the question of whether AVGs and Virtual Agents (VAs) are suffi-
cient to motivate people during tasks like exercising and rehabilita-
tion is essential to answer. Furthermore, it is necessary to investigate
whether there it is important for a Socially Assistive Robot (SAR) to
have physical representation. Therefore, it is yet unclear how a lack
of embodiment of an agent (e.g., exergames, VA) might influence in-
teraction and training motivation. Is it that being physically present
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in one’s personal space is such a strong social factor which would ad-
ditionally boost motivation to workout? Then the conclusion would
be that a motivation gain is achievable by the deployment of a social
artifact (e.g. a social robot) in the surrounding of a person. Still, it
is not known which aspects influence that physically present robots
might be more motivating. Is it because the users perceive them as
more anthropomorphic and thus increase their belief of exercising
with human-like partner?
Moreover, deploying robots also brings new challenges. Building
robots that are capable of exercising conjunctively with a human part-
ner is a challenging engineering task and an expensive one. Thus, in
the context of exercising it is important to consider whether it is suf-
ficient for a SAR to instruct the users and give them feedback (i.e.,
to be a Robot Instructor (RI)) during the physical activity or to ex-
ercise with them conjunctively (i.e., to be a Robot Companion (RC)).
Results will lead to different requirements for engineers developing
new robot platforms. Do future social robots need to be capable of ex-
ercising along with their interaction partner or not? Therefore, I will
also have a look at how the social role of a robot influences the user’s
perception of the robot in this chapter.
As a starting point to answer the questions of this thesis, this chap-
ter presents a video Human-Robot Interaction (vHRI) study that gath-
ers people’s evaluation of different embodiment and social roles. It
presents a 2 (embodiment) x 2 (social role) between study design
with following conditions: a remote-located Robot Instructor (RRI),
a remote-located Robot Companion (RRC), a co-located Robot Instruc-
tor (CRI) and a co-located Robot Companion (CRC). For each condi-
tion, I recorded a short video of a robot interacting with a human
during a sports exercise and asked the participants to view the video
and rate their perception of the robot using the Godspeed question-
naire [Bar09].
This chapter is structured as follows: The next section gives an over-
view of current research in the field of physical embodiments of the
robots, appearance and social role. Section 3.3 introduces the study
design and explains the video material used for the evaluation. Sec-
tion 3.4 shows the results and the subsequent section discusses the
results.
3 .2 related work on embodiment and social role
The role of embodiment of social robots has been investigated by var-
ious researchers having different research questions, various types of
robots and different methodologies. Also, the influence of the social
role of the robot has been investigated. This section summarizes dif-
ferent research results using SAR.
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From a perspective of artificial consciousness the embodiment has
always been a crucial factor. The Embodied Cognition Theory claims
that for the development of artificial consciousness having a real body
is a necessary condition. However, what is the actual meaning of em-
bodiment? In general terms, it has been defined as the “basis for mu-
tual perturbation between system and environment” [Dau99a]. There-
fore in this work I focus on robots that are made from real world
material having motors and actuators so that they possibly can per-
turb their environment. Hence, robots can be either embodied and
co-present or embodied and remote-located (i.e. mediated through a
video of a real robot). These types of embodiments are in contrast
to virtual agents, which have no physical representation in the real
world.
One crucial question is how the presence and embodiment changes
the user’s perception of the social agent. Is a co-located robot more
beneficial than a remote-located real robot or VA? A meta-review on
recent papers has tried to answer this question [Li15]. The results
show no difference between a VA and a remote-located robot. How-
ever, a co-located robot was found to be in favor compared to a VA
and a remote-located real robot. Therefore, I exclude in my work a
condition with a virtual representation of the robot and focus on a
remote-located embodied robot and a co-present embodied robot.
3 .2 .1 Embodiment of SAR
Regarding the embodiment and presence of SAR several studies have
been conducted. Leyzberg et al. [Ley12] studied the effects of the
presence of a SAR during cognitive tasks. Their results show that
the embodiment of the robot improved the learner’s gain. Fasola et
al. [Fas13] investigated the effects of a VA coach versus a SAR. In a
long-term study they investigated how the user engagement changes
based on the embodiment of the robot (virtual vs. present). The re-
sults show that participants are engaged longer in the training and
are more satisfied with the rehabilitation. The difference between
a co-located, remote-located and simulated robot has been studied
in [Wai07]. The results show that the users find the co-located robot
more appealing than the remote-located and simulated robot. Fridin
et al. [Fri14] investigated the effects of the embodiment of a SAR with
experienced and inexperienced preschool children during an exercis-
ing task. Their results show that experienced children involved in the
motor task in both conditions, but interacted less with the virtual
agent. However, inexperienced children did not interact with the vir-
tual representation at all. They conclude that embodied robots can be
used during an initial phase, but can be replaced with virtual agents
afterward.
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3 .2 .2 Social Role
The social role can be interpreted and modeled in different terms.
The role can be constructed as the robot’s modeled personality (e.g.
serious or playful, extroverted or introverted), as a companion or in-
structor, or it can have different ascribed gender roles.
[Pow03] studied the user’s compliance to follow the instructions
of a robot based on its demeanor. They found that if the behavior
of the robot matches the seriousness of the task, people are more
willing to comply with the robot. The matching of the personality of
the robot and the user has been studied in [Lee06]. They concluded
that users enjoyed the interaction with a robot when the robots’ per-
sonality was complementary to their own. The same was found for
the user’s rating of the robot’s intelligence and social attraction. Wal-
ters et al. [Wal11] also investigated the effects of an introvert and
extrovert robot using a vHRI paradigm. They found that people pre-
fer the extrovert robot and associate traits like intelligence, interest,
friendliness, and diversity with it. Kuchenbrandt et al. [Kuc12] in-
vestigated the impact of gender typicality on the user’s performance
during Human-Robot Interaction (HRI). They found that participants
were less willing to accept help from a robot in the context of a typi-
cally female work domain, independent of robot and participant gen-
der. When instructing on a male task, the female robot was perceived
as more competent by the participants. The trustworthiness of a robot
based on different behaviors and performances have been studied in
a vHRI study in [Bru14]. They showed that the motion fluency and
the task performance of the robot have an impact on the trustworthi-
ness.
3 .2 .3 Research Questions and Hypotheses
The related work suggests that there is evidence for positive effects
of embodiment. Therefore, I ask whether people perceive robots that
are co-located (embodied) on a video differently than when the ro-
bot is remote-located (telepresent) on a video. Also, the social role,
personality, or gender seem to have different effects on people’s per-
ception of a robot. Hence, I propose that people’s perception of robots
is different depending on the social role. Are people perceiving a ro-
bot that is doing a task conjunctively (companion) with a human on a
video differently than when the robot is only instructing (instructor)?
On the basis of the previous work from Li [Li15] and Feltz et al.
[Fel14], I hypothesize that
hypothesis 3 .1 A co-located robot will be evaluated higher on all scales
compared to the remote-located robot.
hypothesis 3 .2 A co-located robot companion will be evaluated higher
on the likability and animacy scales compared to all other conditions.
3.3 study design 27
Figure 4: The stimulus material for the different conditions of the video
Human-Robot Interaction study. Arrow indicate the direction of
the hypotheses.
3 .3 study design
To investigate the hypotheses and research questions, I conducted
a vHRI study. Differences in the attitudes people have towards ro-
bots based on watching them in a video might also be transferable
to actual HRI. A vHRI study has two advantages: They can be con-
ducted as an online study, which is a fast and easy way of proto-
typing HRI [Bru14]. The usage of this research paradigms is backed
by recently successfully works to study social vHRI [Ho10; Bru14;
Wal11].
3 .3 .1 Video Material and Script
I recorded four videos that always show the same robot behavior.
Only the embodiment of the robot (co-located vs. remote-located)
and the robot’s social role were manipulated. The videos show the
humanoid robot Nao as a robot interaction partner. The motion of
the robot was animated using the provided Choregraphe software.
Each video starts with a short introduction of the exercises. The ex-
ercises were jumping jacks, side lunges, and squats. The robot first
introduced each of these exercises, while a human interaction part-
ner was standing in front of the robot observing it. Afterward, the
screen faded out and the robot instructed the user to do the exercises
either together with the robot or independently respectively to the
condition. The video always showed three repetitions of each exer-
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cise before fading out and continuing with the next exercise. The or-
der of the exercises was jumping jacks, side lunges, and squats. After
the last exercise, the robot thanked the user for the participation and
said goodbye. Figure 4 depicts some example screenshots of the in-
teraction. For the remote-located condition, the same behavior of the
robot was pre-recorded and displayed on a screen in front of the HRI
partner. The language of the robot was in English and subtitles were
provided to counteract a low speech recording quality.
3 .3 .2 Conditions
co-located Robot Instructor The co-located Robot Instruc-
tor (CRI) represents the condition where the social role is of a Robot
Instructor and the embodiment is co-located, i.e. present in the same
room.
co-located Robot Companion The co-located Robot Compan-
ion (CRC) represents the condition where the social role is of a Ro-
bot Companion and the embodiment is co-located, i.e. present in the
same room.
remote-located Robot Instructor The remote-located Ro-
bot Instructor (RRI) represents the condition where the social role is
of a Robot Instructor and the embodiment is remote-located, i.e. a
virtual/telepresent representation of the robot.
remote-located Robot Companion The remote-located Ro-
bot Companion (RRC) represents the condition where the social role
is of a Robot Companion and the embodiment is remote-located, i.e.
a virtual/telepresent representation of the robot.
3 .3 .3 Measures
demographic measurements The participant’s age, sex, as well
as their weekly exercising activity were assessed on a 6-point Likert-
scale (e.g. 1: less than one hour; 6: more than eight hours per week).
prior knowledge Participants rated how much experience they
have with computer, programming, robots, speech-interfaces on a 5-
point Likert-scale (e.g. 1: no experience; 5: a lot of experience ).
perception of the partner The Godspeed questionnaire was
used to assess the user’s perception of the robot [Bar09]. This ques-
tionnaire measures the perceived intelligence, likability, anthropomor-
phism, animacy and safety of robots on a 5-point differential scale
(see Appendix D.1 for the used scale). However, I will not use the
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subscale perceived safety in this thesis, because this thesis is not fo-
cussing on safety issues when interacting with robots.
wish for having an assistive system Participants were asked
whether they like to a) use the presented system in the future, b) have
a system that assists them during sport, c) have a system that moti-
vates them during sport on a 5-point Likert-scale.
role of the interaction partner At last the participants
were asked to rate which role they would ascribe to the robot. The
range goes from machine, toy, useless technology to partner, trainer,
teacher.
3 .3 .4 Participants
Participants were acquired through online social media and on the
university campus of Bielefeld. They were randomly assigned to one
of the four conditions. In total 90 participants with mean ageM=27.28
and SD=9.8 (male: 38, female: 52) took part in this study. However, 6
participants were excluded, because they did not finish the survey.
3 .3 .5 Statistics Used in This Thesis
From this point on in this thesis, I gather data and use them to find
answers for my research questions and pieces of evidence for the hy-
potheses. Thus, I will not only present data in box plots or means (M)
and standard deviations (SD), but I also test my hypotheses using
inferential statistics. Gathering data from experiments is not only ex-
tensive (especially in a one-person project), but also prone to errors.
In some cases, the data does not meet the requirements for specific
statistical tests. Thus, I am not only drawing from the pool of para-
metric test, but I will also use a non-parametric test in cases of vi-
olation of the assumptions for parametric tests. Additionally, I will
report the Cronbach’s α for the used scales as a measure for internal
consistency [Cro51]. Throughout this thesis, I tested the data for nor-
mality assumptions (i.e., I used qq-plots to look at the data, tested for
homogeneity of variance with Levene’s test and conducted Shapiro-
Wilk test (SW-Test) to test for normality [Lev61; Sha65]). In cases
where the criteria for parametric tests are satisfied, I used Analysis
of Variance (ANOVA) and Welch’s two-sample t-tests, in other cases
I used Kruskal-Wallis Rank Sum Test (KW-Test) and Wilcoxon Rank
Sum Test (WC-Test) [Fis21; Wel47; Kru52; Wil45].
I will complement the general statistics of the test and p-values
with a measure of the effect size. Though, I am only presenting the
effect size when it is valuable to report them. Therefore, I will, in
most cases, not report the effect size when I check the data for a
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successful manipulation. In all other cases, I will report one of the
following effect sizes. I use Cohen’s d as a measure for effect size of
Welch’s two-sample t-test [Coh88]. For the Wilcoxon Rank Sum Test
I will report r as a measure of effect size [Ros94]. For ANOVAs I
use η2p as a measure of effect size. Additionally, I will also report ω2
as an effect size for ANOVAs when there is a significant main effect.
However, I will not report an effect size measure for manipulation
check measurements. For the Kruskal-Wallis Rank Sum Test, I will
not report any effect size due to the advice of Field et al. [Fie12]. Om-
nibus test (e.g., ANOVA, KW-Test) are followed by pair-wise compar-
isons using t-tests or Wilcox tests with p-value adjustments correcting
for the number of comparisons following the method of Bonferroni-
Holm [Sie88; Hol79]. Data were analyzed using the statistical pro-
gramming software R [R C13]. Statistical significance in figures or
tables is depicted as follows: * : p < .05; ** p < .01; *** p < .001.
3 .4 results
A one-way ANOVA between the groups for prior knowledge (F(3,82)
= 0.4, p = .98) and exercising per week (F(3,82) = 0.47, p = .70) showed
no significant differences. However, an ANOVA revealed a significant
difference for the factor age, F(3,82) = 1.18, p < .18). Still, pairwise
comparisons using t-tests with non-pooled SD did not show any sig-
nificant difference between the conditions for age (all p > .1). Hence,
I conclude that the randomization was successful.
I conducted several one-way ANOVAs or KW-Tests to find differ-
ences in the perception of the robot based on the Godspeed ques-
tionnaire. The internal consistency of the item sets is as follows: in-
telligence (α = .81), anthropomorphism (α = .76), animacy (α = .86),
likability (α = .9). Thus, the internal consistency ranges from good to
satisfactory. Figure 5 shows the results of the Godspeed questionnaire.
There was no significant effect found on perceived intelligence (F(3,
82) = .83, p = .48, η2p = .01), anthropomorphism (F(3, 82) = .30 , p =
.82, η2p = .01), animacy H(3) = .56, p = .90, and likeability (F(3,82) = .5,
p = .68, η2p = .01 ).
Also, two-way ANOVAs for social role and embodiment showed
no significant main or interaction effects. There was no significant
main effect of the social role on perceived anthropomorphism (F(1,
82) = .00 , p = .94, η2p = .00) and embodiment (F(1, 82) = .55 , p = .45,
η2p = .00). There was also no interaction effect, F(1, 82) = .11 , p = .55,
η2p = .00. There was no significant main effect of the social role on
perceived likability (F(1, 82) = .38 , p = .53, η2p = .00) and embodiment
(F(1, 82) = .00 , p = .94, η2p = .00), as well as no interaction effect,
F(1, 82) = 1.10 , p = .30, η2p = .01. There was also no significant main
effect of the social role on perceived intelligence (F(1, 82) = .42 , p
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Figure 5: Boxplots depicting the results of the Godspeed question-
naire. ANOVAs and KW-Tests show no significant differences
on all subscales between the four conditions remote-located Ro-
bot Companion (RRC), remote-located Robot Instructor (RRI), co-
located Robot Companion (CRC) and co-located Robot Instructor
(CRI) in the vHRI study.
= .51, η2p = .00), embodiment (F(1, 82) = .09 , p = .76, η2p = .00) and
no interaction effect, F(1, 82) = 1.98 , p = .16, η2p = .02. Finally, there
was no significant main effect of the social role on perceived animacy
(H(1) = .03 , p = .84) and embodiment (H(1) = .30 , p = .58). There
was also no significant interaction effect as determined by pairs of
post-hoc wilcox tests.
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Figure 6: The perceived social role for the different conditions. The ratings
were not statistically different across conditions. The robot was
mainly perceived as a machine and toy. Particiapnts in the RRC
condition associated the agent more often with the role of a coach.
Also no differences in the wish for future assistance were found,
F(3, 82) = .61, p = .6, η2p = .02. The rating for the perceived social
role of the system is shown in Figure 6. A χ2 analysis revealed no
differences between the conditions, all p > .1.
3 .5 discussion
The primary objective of this chapter was to investigate whether vary-
ing embodiments and social roles of a robot in a vHRI affects people’s
perception of the robot.
The results do not support any of the presented hypotheses. Nei-
ther the co-located robot condition was evaluated higher compared
to the remote-located condition, nor the co-located robot companion
was evaluated higher on the likability and animacy scales compared
to the co-located robot instructor. Regarding the embodiment of the
robot, the findings are opposite to studies which have found a pos-
itive effect of embodied robots [Ley12; Wai07]. However, those stud-
ies focused on the benefits of task success and not on the ratings
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of the robot. Regarding the social role, the findings are also oppo-
site to studies which have found differences due to the role [Pow03;
Lee06; Kuc12]. Also, in contrast to the studies that used the same
methodology, this study revealed no differences in the presented con-
ditions [Wal11; Bru14]
Hence, I propose explanations why there is no support for the hy-
potheses and discuss some confounding factors. The effect of the em-
bodiment and social role of the robot is probably hindered by a) the
short length of the video, b) the fact that the size of the robot is subjec-
tively bigger in the telepresent conditions, c) and that the appearance
of both robots is too similar.
First, the duration of the video might have been too short to ac-
count for any differences in the perception of the robot. The videos
have a duration of 2 minutes with five different scenes (introduction,
three exercises, farewell). This duration might be too few time for
the participants to establish some perception and thought about the
observed robot behavior or embodiment.
Second, because a widescreen displayed the robot in the telepre-
sent condition, participants might have experienced the size of the
robot differently. Literature shows that size influences the perception
of people; taller persons have been found to influence group deci-
sions more [Hua02]. Thus, the size of the robot in the video could
affect the ratings. The bigger size of the telepresent robot could con-
found with differences in the perception based on the embodiment
of the robot. Therefore, the robot size could override embodiment
effects. Psychological research has also shown that people perceive
taller referees as having higher competences and that taller US presi-
dents were more likely to be reelected, and perceived as having more
leadership and communication skills [Stu12; Stu13]. Due to the ev-
idence that people respond socially to technology, it might explain
why the participants have perceived a taller telepresent robot similar
to its smaller co-present counterpart [Ree97].
Third, it is also important to note that I used a recorded video of
the real Nao in the remote-located condition. Thus, the realism of
both robots might be too close to each other. People are watching
a video of a video, and thus the rating between the co-located and
remote-located robot condition may not differ. It might explain why
the results from vHRI are in contrast to real live HRI experiments.
Previous work has investigated the effects of embodiment also us-
ing video recordings of a real remote-located robot [Wai07]. Wainer
et al. [Wai07] showed that there is a difference between the rating if
people interact with a co-located compared to a remote-located robot
even though it was the same robot. These results show that partici-
pants perceived a co-located robot as more appealing than a remotely
present robot and a simulated robot. However, there were no differ-
ences between the simulation of the robot or the video presence of
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a remotely located robot. Hence, the assumption is that it makes no
difference to use the simulation of a robot or the video of a remote-
located one, which is in line with the findings of a survey on exper-
imental works comparing co-present robots, telepresent robots and
virtual agents [Li15]. Nevertheless, the results did not show that there
is a difference between the embodiment. Thus, I argue that vHRI ex-
periments are probably not suitable to investigate embodiment, be-
cause it exposes participants in a not embodied condition to a video
of a video/simulation of a robot interacting with a human. Thus, the
participant’s attribution regarding the embodiment of the robot might
be ambiguous, and the embodiment does not make a difference since
the users are not interacting with a real system.
The same argument might apply to the missing difference regard-
ing the role of the robot. Since participants are not interacting with
the system, they do not perceive any difference regarding the social
role of the robot and thus are not inclined to rate the robot conditions
differently. I presume that also a stronger framing in the study design
would not have led to different results because those subtle feelings
may only be measurable in real HRI.
3 .6 conclusion
This chapter presented a vHRI study to investigate the effects of em-
bodiment and social role, which I hypothesized to affect the user’s
exercising motivation. I looked at whether these features influence a
user’s evaluation of the robot. However, the results show no differ-
ences between the conditions. Hence, I am going to investigate this
question in the following chapter in a real HRI study. I will compare
how users perceive a robot that is exercising along with the partic-
ipants to a robot that is only instructing them. Furthermore, I am
going to investigate whether this results in any motivational gain for
the participants to exercise.
4
M O T I VAT I O N A L E F F E C T S O F E X E R C I S I N G W I T H
R O B O T PA RT N E R S
The previous chapter presented a study to get user’s impressions
of an exercising companions. The results of this study give no in-
sights for future work except that this kind of research methodology,
namely vHRI, needs to be complemented by real HRI studies. Hence,
this chapter presents an investigation of the motivational effects of a
robot’s social role on exercising duration to find an answer for Hy-
pothesis 1.1 of this thesis.
note : Parts of this chapter have been published in S. Schneider
et al. “Exercising with a humanoid companion is more effective than
exercising alone.” In: Humanoid Robots (Humanoids), 2016 IEEE-RAS
16th International Conference on. IEEE. 2016, pp. 495–501
4 .1 introduction
As stated in the introduction of this thesis (see Chapter 1) it is crucial
for robotic design reasons to figure out whether the robot needs to
be able to exercise together with a trainee or whether it is sufficient
to instruct them to motivate them. The research field of SAR has pre-
sented many works on how the presence of the robot influences the
motivation and how robots could facilitate working on a task ([Fas10;
Ley12; Sch14] and many more). However, no present study explicitly
questions whether the mere presence is sufficient for a motivation
boost or whether the robot should do a task with the user together.
Research on the effects of group dynamics in psychology shows that
the least capable group member exhibits a relative motivation gain
when performing a task in a group (see 2.2.4). This effect is called
the Köhler Effect and was investigated by Feltz et al. [Fel14] for Vir-
tual Agents (VAs). In this chapter, I present a study to replicate this
effect with robots and investigates whether a co-actively exercising
robot has a stronger influence on a user’s motivation than a robot
that is not exercising co-actively.
Related to the work of this chapter is a HRI workshop paper that
proposes to investigate the Köhler Effect with robot. However, the au-
thor never published any subsequent papers regarding this research
statement [Swi13]. Thus, I assume that the work presented in this
chapter is the first to investigate the Köhler Effect with social robots.
Why is it interesting to investigate this effect with a humanoid ro-
bot? The assumption of the Köhler Effect is that the motivation of a
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less capable team member is influenced by the presence of a more
capable team member. For the field of exercising this means that the
less physically fit team member will be more motivated when exer-
cising with a more physically fit team member. However, the fitness
level and muscle fatigue of a team member are challenging to con-
trol, and an adequate training partner might not always be available
for rehabilitation or exergaming tasks. Consequently, humanoid ro-
bots could be a tool to support physical activity (PA), since machines
have no muscle fatigue1 or motivational issues. Furthermore, relying
on a human exercising partner comes with additional problems like
time scheduling and health condition of the human exercising part-
ner. Thus, a humanoid exercising partner could bring an additional
benefit besides the possible motivational effects.
The secondary objective is to investigate the motivational effects
of a Robot Companion (RC) which is exercising together with the
partner compared to a Robot Instructor (RI) which is only instructing
the user to exercise.
Why is it important to raise this question? As stated earlier, build-
ing robots that are capable of exercising along with a user requires
much more work on the hardware design and dynamics control. Thus,
it would be favorable, from a cost-benefit point of view, not to be
forced to build robots that are able of all the complex motions re-
quired for exercising.
To tackle these two objectives, the study in this thesis builds upon
previous studies that tested the Köhler Effect with VA [Fel14]. Feltz
et al. used five different abdominal isometric exercises to identify the
motivational effects of varying degrees of a VA partner. The authors
chose the abdominal plank exercises because they do not require high
motor skills and their study design incorporates different fitness lev-
els of the participants. In the present study, I use the same exercises
to test whether a Robot Companion enhances a user’s exercising time
compared to a Robot Instructor.
This chapter is organized as follows: The next section introduces re-
lated work on exercising with artificial agents. Section 4.3 introduces
study and system design. Section 4.4 shows the obtained results and
in Section 4.5 these results are discussed.
4 .2 related work and hypotheses
4 .2 .1 Köhler Effect with Virtual Agents
The Köhler motivation effect in sports interactions was intensively
studied by Feltz et al. [Fel14]. The authors investigated different as-
pects of the Köhler Effect to enhance training engagement and have
recently reported a study where they evaluated the Köhler Effect
1 Nevertheless, a robot’s motors and batteries wear off over time
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with VA [Fel14]. They have tested four different conditions (i.e. an In-
dividually Exercising (IC), Hardly Human Partner (HHP), Nearly Hu-
man Partner (NHP), and Human Partner (HP)) during an isomet-
ric workout. The participants had to do five isometric exercises (i.e.
plank, side plank left/right, plank and lifting left/right leg). Each par-
ticipant had to do the exercise individually first. After the first round
they had a break, and then they either had a partner (HHP, NHP, HP)
or did the exercises alone again (IC). Their results show that even if
the participants were training together with the HHP, they were hold-
ing the exercises longer than in the Individually Exercising condition.
Thus, the researchers could show that an artificial remote-located ex-
ercising partner is at least better than no partner at all.
4 .2 .2 Köhler Effect with Robot
A literature review revealed one research project that studied the Köh-
ler Effect with robot companions in a preliminary stage [Swi13]. The
paper does not present results or detailed study descriptions, and a
further investigation showed no follow-up reports on the Köhler Ef-
fect with robots. Thus, it seems that there are no other works that
tested the Köhler Effect with robot companions. Hence, this study is
the first attempt to verify that this effect is also measurable with ro-
bot exercising partners. There are nevertheless other researchers that
investigated the usage of SAR in exercising task. However, most of
them are missing a baseline condition that shows the effectiveness of
having a SAR exercising partner (e.g., [Goc06; Fas13; Gun17; Gör13]).
4 .2 .3 Hypotheses
My hypotheses for the presented studies are drawn from the Köhler
Effect:
hypothesis 4 .1 People exercise longer with a co-actively exercising Ro-
bot Companion (RC) compared to a Robot Instructor (RI) and to exercising
individually.
hypothesis 4 .2 People exercise longer in the Robot Instructor (RI) con-
dition than in an individual condition.
hypothesis 4 .3 People perceive the robot in the Robot Companion (RC)
conditions as more animated, anthropomorphic, likable and intelligent than
in the Robot Instructor (RI) condition.
4 .3 study and system design
The study design replicates the one from Feltz et al. [Fel14] so that
a comparison between the results is possible. Nevertheless, due to
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Figure 7: Study design to investigate whether the Köhler Effect can be repli-
cated with humanoid robot companions as exercising partners.
Participants exercised in Block 1 individually to obtain a baseline
measurement for their exercising abilities on five abdominal plank
exercises. The manipulation happend in Block 2. Partipants were
randomly assigend to one of three conditions: Individually Exer-
cising (IC), Robot Instructor (RI) and Robot Companion (RC). To
reduce biasing effects, participants were neither told that they will
have two exercising blocks nor that they will be paired with a ro-
bot.
the limitations of the robot, I included changes in the study design. I
changed the exercises from forearm planks to full planks due to the
robot’s limited Degree of Freedom (DoF).
I also neglected to include a condition to study the differences be-
tween the embodiment of the robot due to recent evidence for the
benefits of robots compared to remote-located or virtually present
robots [Li15]. However, I will compare the obtained data from this
study with the data from Feltz et al. [Fel14] in Chapter 6.
Additionally, I could not include a Human Partner condition in the
study design. Feltz et al. [Fel14] simulated a HP on a video screen
due to the impossibility to control that a Human Partner is always
performing longer than the study subject, which is an essential factor
for the Köhler Effect. I could have simulated a Human Partner using
a fake video stream as Feltz et al. did, but this would add the embod-
iment as another variable in the study design. Therefore, I decided to
exclude both a Human Partner condition and a Virtual Agent condi-
tion.
4 .3 .1 Experimental Design and Participants
Participants (n=56) were in one of three conditions with 18 partici-
pants in the Robot Instructor condition and 18 in the Robot Compan-
ion and 20 in the IC condition. Participants were mostly students
(29 male, 27 female; mean age M = 25.55 years; standard deviation
SD = 6.48) from Bielefeld university acquired by advertisements dis-
tributed on the campus. They received seven Euros as monetary com-
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pensation. I excluded three participants from the IC. One was an out-
lier already persisting much less during the first part of the session
when the participants were exercising by themselves compared to all
other participants, possibly because the instructions were not clear
for this participant. I excluded two other participants because they
were exercising wrongly. Additionally, data from one participant in
the RI from the survey evaluation is missing. In all other cases, no
outliers were removed.
4 .3 .2 Conditions
Participants had to do two blocks of five isometric abdominal exer-
cises each (see Figure 8). During the Individually Exercising condi-
tion the participants did all exercises two times alone. In the other
conditions the participants did the exercises alone first and with the
humanoid robot Nao in the second block. During the Robot Instruc-
tor condition the robot was announcing the exercises the user had to
do, as well as how long the break was. While the users were exer-
cising, the robot was standing in front of the user observing him/her.
After the users had finished an exercise, they received general encour-
aging feedback. In the RC condition, the robot was uttering the same
sentences as in the RI condition. However, instead of just standing
in front of the participant the robot was exercising together with the
user.
robot companion The Robot Companion (RC) instructs the user,
guides her/him through the experiment and, conjunctively exercises
with the user.
robot instructor The Robot Instructor (RI) instructs the user
and guides her/him through the exercises.
individual condition Participants exercised individually.
4 .3 .3 System Design
The interaction flow was modelled using the framework described
in [Sch17a]. NaoQI SDK version 2.1.14 was used to trigger text-to-
speech output and motion on the robot. The exercise animations
for the robot were designed in Choregraphe. The animation was ex-
ported as Python code for a custom-made tool to synchronize speech
and motion on Nao. For visual and auditory perception of the user,
Microsoft Kinect and the built-in speech recognition and face detec-
tion of NaoQI were used. A simple moving average on the depth
user image from Kinect sensor was used to detect whether the user
was standing or in the plank position. After the participant has en-
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(a) plank (b) side plank left
(c) side plank right (d) plank leg raise left
(e) plank leg raise right
Figure 8: The five different abdominal plank exercises used in this study. In
contrast to the exercises used in [Fel14], the exercises had to be
changed from forearm planks to full planks due to the robots lim-
ited DoF. At the point of this study it was not possible to animate
the forearm side plank exercises on Nao. Exercises were animated
on Nao using the animation toolbox of the Graphical User Interace
(GUI) Choregraphe provided by the NaoQi SDK.
tered the room, the system recorded an average height of participant
that the system used as a treshold to decide whether the person is
standing or in a plank position. Combined with an entropy decider
from the framework mentioned above this approach was sufficient to
recognize the user position. The interaction flow during one single ex-
ercises is modelled as an state chart (see Figure A.2.7 in the appendix
for an example).
4 .3 .4 Study Procedure
Participants arrived at the lab individually, read and signed a consent
form which informed them that they would be recorded during the
whole time of the experiment. They watched a short video of Nao
demonstrating the five exercises. Afterward, they were brought to a
fitting room to change clothes and strap on a heart rate belt.
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They were instructed to 1. do each exercise as long as they could
and to stand up immediately if they were unable to hold the pose any
longer, 2. rate their perceived exertion, 3. take a break for 30 seconds,
4. and then to continue with the next exercise.
Participants were guided to the lab and told to start after they had
waited for a short time so that the experimenter could check wether
the recording was working correctly (see Figure 9 for an overview of
the experimental room). Then the participants did each exercise alone
in the lab while the experimenter observed them from a different
room and took the times of each exercise. The participants completed
Block 1 (each exercise once). Afterward, the participants had a ten-
minute break in which the experimenter offered them a glass of water.
After the break participants were told their average time holding the
planks and that they would complete the same set of exercising again
(Block 2).
In every condition, the participants were not told that they would
do a second block of exercises until they had finished the first block.
In the Robot Instructor condition, the experimenter told the partic-
ipants that they would do the same set of exercises again but that
this time a robot would be present which would be instructing them.
In the Robot Companion condition, the experimenter told the partic-
ipants that they would do the same set of exercises again and that
this time a robot would be present. This is where the Köhler Ef-
fect manipulation happened. The experimenter told participants in
the Robot Companion condition that they would exercise as a team
from now on and that the team’s time was the time of the one who
stopped holding the plank first, which created a conjunctive task. The
experimenter told the participants the true average time they held
the planks, like in the Individually Exercising condition, but gave
them false information on how long the robot could persist the ex-
ercises. The robot’s average plank time was reported by the experi-
menter to be forty percent higher than the average time of the partici-
pants, which created an unfavorable comparison. This discrepancy, in
line with previous research, leads to more significant effects and was
adopted from the previous study [Fel14]. Again the experimenter did
not enter the room together with the participant.
Nao was waiting in the room for the participant to enter. When
the system detected that a person was in the room (using the depth
sensor) and standing in front of the robot (using the face detection),
the robot greeted the user. In both robot conditions, the participant
and robot had a short interaction phase. During this phase, the robot
told them its name (Nao), hometown (Paris) and hobbies (gardening,
reading) and waited for a short time to give the human participant a
chance also to share his/her personal information. This information
exchange is vital because prior research showed that people treated
agents more like humans when there was an initial verbal interaction
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Figure 9: Overview of the experimental room for the studies of this thesis.
The robot was positioned so that it will be the first thing partic-
ipants see when they enter the room. Two cameras were used to
record the sessions. Participants were instructed to exercise on a
yellow yoga mat. A table was placed in the room, where a pa-
per questionnaire was positioned. This forced participant to stand
up immediately and enter their values on the perceived exertion
(BORG) scale. A computer was positioned behind partitioning
walls where the system was running. Additionally, a kinect was
positioned in the room to perceive the user depth image. The web-
cam was used to monitor the studies.
between them [Bic05]. Then, the robot asked the user whether to start
the exercises. After the robot had detected any synonym of ’yes’ using
the internal speech recognition, Nao instructed the person to go to
the plank position and also went to the plank position. In the RI
condition, the robot remained standing in front of the user, waiting
for the user to go to the ground before announcing to start the first
exercise. Then the robot verbally announced the next exercise and
instructed to hold the exercise as long as they can. During the exercise,
the system gave no feedback to the users, and the system waited
until the user finished the exercise. When the participant finished the
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exercise by standing up or laying down the system triggered a simple
motivational phrase (i.e.“you did very well”), instructed the user to
rate their exertion feeling and told them that there would be a 30
seconds break. After every 30 seconds pause, the robot announced the
next exercise and the behavior repeated until the last exercise. When
the participant completed the last exercise, the robot thanked for the
participation, told the user that he/she was allowed to leave the room,
that it needed to rest a bit and powered itself down. After leaving the
room, the participant completed a questionnaire, was debriefed and
received monetary compensation. The whole procedure took about
45 minutes to one hour. The ethical comittee of Bielefeld University
approved this study and the following studies in this thesis.
4 .3 .5 Measures
persistence Persistence was the number of seconds a plank was
held from the moment participants moved into position until they
quit. Block scores were calculated as average of seconds held on all
five exercises in one block:
Blockx =
1
n
n∑
i=1
ti
where x is the exercising block, ti is the duration (s) a participant
holds the exercise i, and n the number of exercises.
perceived exertion Perceived exertion was measured using the
Borg rating scale ([Bor98]). The scale goes from 6 to 20 (6: “no exertion
at all”, 20:“maximal exertion”). The participants were asked to rate
their exertion immediately after each exercise.
perception of the partner To asses different perception of
the robot between the conditions, participants were asked to rate the
robot based on the Godspeed questionnaire (5 point-based differen-
tial scale, [Bar09]).
role of the interaction partner Participants were asked
to rate which role they would ascribe to the robot using a multiple-
choice input. See Figure 12 for a list of available choices.
physical training enjoyment Participants rated their phys-
ical training enjoyment with the Physical Activity Enjoyment Scale
(PAES) [Ken91]. The average overall item responses calculate the over-
all enjoyment score. See Appendix D.3 for the used scale.
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intention to exercise Participants were asked to rate their in-
tention to train tomorrow for at least 30 minutes on a five-point Likert
scale.
wish for having an assistive system At last, participants
had to answer whether thez would like to use a system that supports
them during exercises in the future.
4 .4 results
4 .4 .1 Manipulation Check
An KW-Test showed no differences in age, H(2) = 1.33 , p = .51. How-
ever, a KW-Test showed a significant effect for weekly physical ac-
tivity between the three conditions, H(2) = 6.22 , p < .05. Though,
multiple comparison test after the KW-Test showed no significant dif-
ferences between the conditions.
A preliminary ANOVA on Block 1 persistence scores showed no
significant effects, F(2, 49) = .63, p = .53, η2p = .02. Random assign-
ment was successful in creating no differences in the mean persis-
tence at Block 1. This is important because a significant difference dur-
ing the first block would indicate different physical fitness between
the groups.
4 .4 .2 Persistence
I adopted measurement and analysis from previous studies on the Köh-
ler Effect to be able to draw conclusions and comparisons [Fel14].
As a primary dependent variable, I used the average difference per-
sistence time in seconds between the two blocks (Block2 (s) - Block1
(s)). This approach controls for individual differences in strength and
fitness and shows possible changes in persistence. The results ob-
tained for the average block score of Block 2 subtracted with the aver-
age block score of Block 1 are shown in Figure 10. A 3 (conditions) x
1 (persistence) ANOVA on the difference scores showed a significant
main effect for the conditions, F(2, 49) = 11.8, p < .001, η2p = .32, ω2 =
.29.
Participants in the Individually Exercising condition persisted on
average 16 seconds less in Block 2 than in Block 1. Prior studies ob-
served this difference due to fatigue or/and boredom of the study
participant [Ker11; Irw12]. The results of this condition will now be
used to detect any motivation gain in the other conditions. Partici-
pants in the Robot Companion condition persisted at almost the same
time on average at Block 2 as in Block 1. A pairwise comparison us-
ing t-tests with pooled SD and Holm adjustment revealed that the
difference of 16 seconds between Individually Exercising and the Ro-
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Figure 10: Box plots showing the mean duration (s) exercise persistence dif-
ference scores (Block2 (s) - Block1 (s)) for the conditions Individ-
ually Exercising (IC), Robot Instructor (RI) and Robot Companion
(RC) for the Köhler Effect study. Results show significant exercis-
ing time differences between the RC condition and the RI and IC
conditions.
bot Companion condition is significantly different (p < .0001). Also
the persistence in the Robot Instructor condition was slightly greater
(M = -10.29, SD = 9.09) than the Individually Exercising baseline (M
= -16.12, SD = 10.35). However, this difference is not significant (p
= .07) Furthermore, the persistence between the Robot Companion
condition (M = -0.05, SD = 9.83) is also significantly greater than in
the Robot Instructor condition (M = -10.29, SD = 9.09, p < .01). Hence,
for this participant population, a difference in the social role of the ro-
bot did affect the magnitude of the observed Köhler Effect.
4 .4 .3 Perception of Partner
The reliability scores of my items are: anthropomorphism (α = .8),
animacy (α = .77), likability (α = .88), intelligence (α = .82). Figure 11
shows the results of the Godspeed questionnaire and PAES.
A Welch Two Sample Test indicated that ratings for animacy from
users in the Robot Companion were statistically significantly higher
than in the Robot Instructor (t(31.99) = 2.13, p < .5, d = .73). A WC-
Test with continuity correction indicated that ratings for likability
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from users in the Robot Companion were statistically significantly
higher than in the Robot Instructor, Ws = 223.5, p < .01, r = .46.
Figure 11: Boxplots depicting the results of the Godspeed question-
naire. ANOVAs show significant differences on the likability and
animacy scale between Robot Instructor (RI) and Robot Compan-
ion (RC) in the Köhler Effect study.
4 .4 .4 Perceived Exertion
A KW-Test for the perceived average exertion per block showed no
significant differences between all conditions, H(2) = 4.45, p = .10.
4 .4 .5 Future Assistance
A KW-Test for the wish for future assistance (α = 0.8) showed no
significant differences between the conditions but a tendency, H(2) =
5.1, p = .07.
4 .4 .6 Social Role
The frequency table for the social role ascription is depicted in Fig-
ure 12. The frequencies between the conditions are quite similar. Nev-
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ertheless, participants in the Robot Companion condition perceived
the system more often as a coach. There was no significant association
between the kind of robot condition and the association for a social
role when considering the whole frequency table using a Fisher’s
Exact Test (FET) for Count Data (p = .449). However, there was a sig-
nificant association between the type of robot condition and whether
the participants ascribed the robot the role of a coach (χ2(1) = 5.62, p
< .05). This seems to represent the fact that, based on the odds ratio,
the odds for the ascription of the role as a coach were 0.11 (0.009, 0.72)
times higher if participants trained with the Robot Companion than
with the Robot Instructor.
Figure 12: Bar plots showing the perceived social role of the system in
the Köhler Effect study. Participants ascribed the Robot Compan-
ion (RC) more often the role of an coach compared to the Robot
Instructor (RI).
4 .4 .7 Further results
intention to exercise Significant differences were found on
intention to exercise, H(2) = 6.3, p < .05. However, multiple compari-
son test after the KW-Test showed no significant differences between
the conditions.
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activity enjoyment As determined by ANOVA, PAES (α = .82)
was also not different between the three conditions, F(2, 49) = 1.69, p
= .2, η2p = .06.
4 .4 .8 Free Responses
Participants could leave a response in the survey. An english transla-
tion of the qualitative user feedback related to the robot is listed in
the following for each condition. The original German version is in
parentheses.
robot instructor condition
ri01 “I felt pretty pressurized, just by the presence of the robot. In
his presence, I had great problems concentrating completely on
the exercises”
(“Ich habe mich ziemlich unter Druck gesetzt gefühlt, allein
durch die Anwesenheit des Roboters. Ich hatte in seiner An-
wesenheit große Probleme mich vollkommen auf die Übungen
zu konzentrieren”)
ri02 “The robot could join the task. and distract from the effort. I
felt like I had a great performance at the first encounter in the
practice, because that was new and I was interested”
(“Der Roboter könnte die Aufgabe mitmachen und von der An-
strengung ablenken. Ich hatte das Gefühl ich hätte eine Mordsper-
formance bei der ersten Begegnung in der Übung, weil das neu
war und mich interessiert hat”)
ri04 “It should be able to perform and, if necessary, correct exercises
and be motivating in the sense of a competitive function (differ-
ent levels of difficulty)”
(“Es sollte in der Lage sein, Übungen vorzumachen und ggfs.
zu korrigieren, sowie motivierend im Sinne einer Wettbewerbs-
funktion sein (verschiedene Schwierigkeitsstufen)”)
ri17 ”[It] could motivate something more“
(”[Es] könnte etwas mehr motivieren“)
robot companion condition
rc03 ”More motivation during the exercise”
(”Etwas mehr motiv[i]eren in der Übung”)
rc12 “If you can not persist it anymore, the robot should motivate
you“
(”Falls man nicht mehr durchhalten kann, sollte der Roboter
einen motivieren“)
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rc18 ”Motivational words during the exercise“
(”motivierende Worte während den Übungen”)
4 .5 discussion
The primary objective of this chapter was to study whether the Köhler
Effect can be demonstrated using robotic partners. The secondary ob-
jective was to investigate whether the presence of a Robot Instructor
(RI) also has a facilitating effect.
The results support that performing plank exercises with a Robot
Companion (RC) boosts one’s effort relative to performing those exer-
cises individually or with a Robot Instructor (RI). This result supports
the Hypothesis 4.1. Participants significantly increased their effort in
exercising even though they were told that their partner was a robot
and not a real human. This finding is in line with previous research
where researchers found that people often respond socially to technol-
ogy as if interacting with a human. Nass et al. [Nas96] reported that
people perceive computers as teammates and experience the same
team dynamics similar to human teams. Hence, this study is the first
to validate the Köhler Effect with a Robot Companion and shows the
motivational effects a human has when conjunctively working out
with a robotic partner.
However, the results do not support Hypothesis 4.2. The presence
of the Robot Instructor (RI) did not result in better performance com-
pared to the Individually Exercising (IC) condition. Comments from
the participants give a possible explanation. In post-study interviews
and open feedback in the survey, participants in the Robot Instructor
(RI) condition reported that they were wondering about the useful-
ness of the robot and that they felt irritated by its presence. In previ-
ous research on SAR supporting users in cognitive tasks I came to a
similar conclusion [Sch14]. If the usefulness of the SAR is not evident
for the user, its mere presence has no facilitating effects. This con-
clusion contrasts other studies showing that the presence of a robot
which is not explicitly exercising together with the user is also useful
(e.g., [Pow03; Tap08b]). There are two possible explanations for these
differences.
First, compared to other studies, the robot in this study did not give
any task-related feedback to the user. It announced the next exercises,
reminded the user when the break was over and gave some general
encouragement after the exercises. Those utterances were neither in-
dividualized nor task-specific.
Second, that the robot was not exercising conjunctively with the
user, but just present in the room and observing the user might in-
dicate an audience effect. This effect describes that people perform
better on a dull or rehearsed task in the presence of others (humans
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and robots) and worse on complex, challenging or new tasks com-
pared to their performance when alone [Str02; Rie12].
The results partially support Hypothesis 4.3. The Robot Compan-
ion was rated higher on two of four scales of the Godspeed ques-
tionnaire compared to the Robot Instructor. It is not surprising that
the Robot Companion was rated higher on the animacy scale. How-
ever, it is interesting that it was rated more likable than the Robot In-
structor due to joint training. Thus, one can hypothesize that higher
ratings of likeability increase the Köhler Effect for robotic exercising
partners.
At last, there was a significant difference in performance between
the conditions, but no differences for exertion, intention, and enjoy-
ment. Participants exercised longer without any feeling to be working
harder, enjoying it less or hindering their future exercise plans. These
results show that it is possible to extend exercising time without ad-
verse effects. The results are in line with the findings from [Fel14].
Their study showed that a Virtual Agent also could increase the exer-
cising time. The data from both studies will be compared in Chapter 6
to conclude whether a virtual partner is more motivating than a robot
exercising partner.
A limitation of the study is the lack of a human partner condition.
In previous research, a human partner was simulated using a prere-
corded video of a confederate [Fel14]. Since this experiment focussed
on the motivating effects while the partner is in the same room, the
human partner condition was neglected. There are various reasons
for this decision: The positive impact of a human partner has already
been investigated. Furthermore, the implementation of a human part-
ner condition where the human is always performing the exercises
longer than the study subject is almost impossible to control. Dur-
ing repeated experiments on the same day, it is not possible to en-
sure that the human partner has no muscle fatigue and is always
showing a moderately higher performance than the study subject. A
pre-recorded human partner condition would also be feasible. How-
ever, it would have introduced a remote-location as another source
of variability in the study design. Therefore, this study only used
robot conditions. A further limitation is the restrictions to variants of
abdominal plank exercises. Thus, it is uncertain whether the found ef-
fect also appears in other types of exercising (e.g., strength or cardio
exercises).
Future work, which is not part of this thesis, could also investigate
the audience effect. A study could explicitly gather two participant
populations, one that is experienced in doing the exercises and one
that is not. This study would allow making accurate conclusions whe-
ther experienced people will perform better in the presence of the Ro-
bot Instructor (RI) compared to less experienced people. Additionally,
the verification of the Köhler Effect might also have an impact on
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other scenarios using robots. For example, robots in educational set-
tings could be designed as co-learners. Hood et al. [Hoo15] present a
project that goes in such a direction. Additionally, it is worth investi-
gating how the Köhler Effect could be applied to industrial settings
were robots are co-workers.
4 .6 conclusion
This chapter showed that exercising conjunctively with a Robot Com-
panion increases the motivation to exercise longer compared to an In-
dividually Exercising and a Robot Instructor condition. Thus, to the
best of my knowledge, this is the first study to experimentally verify
the Köhler Effect with a humanoid robot and supports Hypothesis 1.1
of my thesis. The Köhler Effect can be replicated with robot compan-
ions and results in a higher motivational gain to exercise than purely
instructing robots.
However, the interactive capabilities of the system were intention-
ally limited. Thus, participants stated that the usefulness of the sys-
tem was not evident for them in the Robot Instructor condition. There-
fore, the next chapter will address the open question on the motiva-
tional effects of receiving encouraging feedback from a SAR during
exercising.

5
M O T I VAT I O N A L E F F E C T S O F F E E D B A C K F R O M
R O B O T S
The previous chapter showed that a Robot Companion (RC) could
enhance the exercising motivation based on the Köhler Effect. Ad-
ditional motivational effects might be induced by giving feedback,
which is the main topic of this chapter. It answers the question of
whether encouraging feedback for the user can further enhance the
exercising motivation in short-term interaction.
note Parts of this chapter have been published in S. Schneider et
al. “Motivational Effects of Acknowledging Feedback from a Socially
Assistive Robot.” In: Social Robotics: 8th International Conference, ICSR
2016, Kansas City, MO, USA, November 1-3, 2016 Proceedings. Springer
International Publishing, 2016, pp. 870–879
5 .1 introduction
Being a companion is one motivational effect suitable for socially as-
sistive scenarios. However, recently developed SARs not only support
people with their presence, but also by using verbal and gestural as-
sistance [Fas12; Ley14a]. Moreover, VAs and SARs, which were used
as an alternative to conservative methods to support peopl eon di-
eting, exercising or cognitive tasks, exploit different findings from
psychology like goal-setting, empathy, backstory, and personalization
(e.g., [Ley14b; Lei14; Goc05; Bic05; Fas12; Bic01; Kid08b].
One other important aspect that coaches are regularly using is
an encouragement. Encouragement is a type of feedback, which is
used to appreciate the current state of exercising which motivates a
trainee to keep up on a task. It is positive reinforcement and does
not compare the current performance to other persons or previous
sessions. Previous works studied different types of feedback like pos-
itive, comparative or corrective feedback in HRI (e.g., [Ham14; Swi15;
Süs14]). However, looking at the studies on feedback from SAR for
exercising applications, few published works present comparative re-
sults to a baseline condition using a negative control like no robot or
no feedback. Therefore, it is difficult to distinguish between various
motivational effects of SAR, especially the positive reinforcement like
encouragement.
Chapter 4 showed that a Robot Companion could enhance exercis-
ing motivation. Nevertheless, if the system is only instructing, users
perceived the robot as not useful. Thus, the aim of this study is to
53
54 motivational effects of feedback from robots
analyze the quantitative motivational effects of encouragement from
a robot while working out. The result of this chapter might contribute
to decision whether a SAR needs to workout together with a person
or whether having encouragement is sufficient to motivate a user to
exercise longer. My hypotheses are that:
hypothesis 5 .1 Participants exercise longer when they receive encour-
aging feedback from a Robot Companion compared to robots that do not give
feedback or are not co-actively exercising.
Backed with evidence from the previous chapter, I argue that en-
couragement can further enhance the positive effects of a Robot Com-
panion. Therefore, exercising together with a robot paired with direct
feedback (i.e., Robot Companion with Feedback (RCF)) should result
in a peak of training success.
hypothesis 5 .2 Participants exercise longer when they receive encour-
aging feedback from a Robot Instructor compared to a robot that is just in-
structing them and to an individual condition.
Also for the the robot instructor that is giving feedback (i.e., Robot
Instructor with Feedback (RIF)), I argue that encouragement will in-
crease persistence time. However, the exercising time will be shorter
compared to the Robot Companion with Feedback, because the robot
is not co-actively working out.
The chapter is organized as follows: The next section gives the
reader an overview of existing literature in the field of motivational
feedback from SARs. Afterward, I will describe the study design to
investigate my hypotheses and the system design I used. Section 5.4
presents the results and Section 5.5 discusses the results.
5 .2 related work on feedback from sar
This section highlights studies about SARs which give (motivational)
feedback to the user.
relational feedback The preferences for a relational vs. a non-
relational robot-coach have been investigated in [Fas12]. The study
shows that users have a preference for relational feedback. The au-
thors define relational feedback as the robot’s capability to exploit its
social interaction and personalization skills. Thus, the robot always
gives the user praise for accurate completion of an exercise, it pro-
vides reassurance in case of failures, refers to the user by its name,
references to past experiences and uses humor. In the non-relational
condition, the robot coach gives instructional feedback but does not
employ any relationship building. The authors of this study used an
in-between subject design to evaluate the different relational styles
of the robot. They did not find any differences in the exercise perfor-
mance based on the relation or non-relational robot.
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personalized feedback In my previous work I have investi-
gated the effects of performance-based feedback for users doing a
cognitive task [Sch14]. Personalized feedback from robotic tutors has
also been investigated in [Ley14a]. In these scenarios, the robot gave
the participants individual recommendations how to perform better
on a task depending on the user’s ability. Both works support that in-
dividualized feedback based on the user’s performance can increase
the tutor’s effectiveness.
comparative feedback Swift-Spong et al. [Swi15] compared
the effects of self-comparative vs. other-comparative feedback to a
control condition with no feedback in a push-button task. They hy-
pothesized that comparative feedback conditions will produce higher
self-efficacy and better performance (compared to nCF). Moreover,
participants will perceive the robot coach more positively in compa-
rative feedback conditions (sCF and oCF). Though, the authors could
not find evidence for any of their hypotheses.
evaluative feedback Positive, negative and neutral feedback
of a robot or human instructor has been studied in [Par11]. Partic-
ipants answered a short quiz and received either positive, negative,
or neutral feedback regardless of the true score. Results show that
study subjects have a preference for positive feedback from a robot.
However, they could not find any feedback preference from a human
interaction partner.
empathic feedback Leite et al. [Lei14] studied the effects of em-
pathic feedback from a SAR. This empathic feedback is composed
of an empathic appraisal (i.e., a facial expression associated with the
user’s affective state) and a supportive behavior (e.g., information
support, esteem support). They used the robot as a chess partner in
schools. The robot gave empathic feedback regarding the child’s va-
lence and the game state. They tested their system in a long-term
study, which is why they did not incorporate a baseline condition in
their study design.
encouraging feedback Encouraging feedback in group exer-
cising has previously been studied in the exergaming research com-
munity with telepresent human partners [Irw13]. They investigated
the effects of having a partner with and without encouraging feed-
back versus a a baseline condition without a partner. Their results
show that participants exercise less when they were paired with a
more capable partner who is giving encouraging verbal feedback.
They conclude that encouragement from the stronger to the weaker
team member can mitigate the motivational effects that were found
in the Köhler Effect conditions.
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Figure 13: Study design to investigate whether encouragement has an ad-
ditional effect on exercising motivation. The study design is the
same as in Chapter 4. Only two additional conditions were mea-
sured: Robot Instructor with Feedback (RIF) and Robot Compan-
ion with Feedback (RCF).
The presented works, show the beneficial effects of an agent’s feed-
back for the user in various scenarios. Still, the quantitative motiva-
tional effects of feedback from robots in exercising scenarios need
further investigation. Thus, this chapter studies how the inclusion of
encouraging feedback from a Robot Companion or Robot Instructor
influences the exercising time compared to a baseline condition. The
results of this study may allow conclusions about the importance of
feedback for the user’s motivation to persist an exercise as well as
how the social role moderates it.
5 .3 study design
The study design in this chapter is the same as the one in Chapter 4
with two additional conditions where the robot is encouraging while
the user is exercising. Figure 13 depicts the used study design.
5 .3 .1 Experimental Design and Participants
I used the results from the previous study and collected data for
two additional conditions. Thus, the data set included 95 participants
for this analysis (44 female , 51 male; average age M = 25.4 years,
standard deviation SD = 5.6). 56 participants were from the experi-
ment from the previous chapter plus 39 participants from this study.
Participants were mainly students from Bielefeld university acquired
by advertisements and distributed in one of five conditions, respec-
tively IC, RI, RC, RIF and RCF. They received seven Euros as mon-
etary compensation. Besides the six participants that had to be ex-
cluded in my previous experiment, two participants were excluded
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from the RCF condition from the survey evaluation because their
questionnaire answers were missing. However, it is still possible to
analyze their exercising data. Exercises were the same five abdominal
plank exercises as in the previous experiment (see Figure 8). Study
procedures were also the same as in the previous chapter (see Sec-
tion 4.3.4).
5 .3 .2 Conditions
This study includes two additional conditions in which the robot is
giving encouraging feedback. In these conditions (i.e., RIF and RCF)
the robot was giving some verbal encouragement during each exer-
cise e.g., “Keep on! You are doing great!”.
robot companion with feedback The Robot Companion with
Feedback (RCF) had the same behavior as the Robot Companion (RC)
in the previous chapter. Additionally, this robot gave encouraging
feedback while the user was exercising.
robot instructor with feedback The Robot Instructor with
Feedback (RIF) had the same behavior as the Robot Instructor (RI)
in the previous chapter. Additionally, this robot gave encouraging
feedback while the user was exercising.
This point in time to trigger the encouraging feedback was gener-
ated based on the user’s performance in Block 1. The ratio between
Block 2 and Block 1 is depicted in Figure 14. The figure shows the
proportion of how much of the time from Block 1 the participants
could persist the exercises in Block 2 for all condition. This depic-
tion is similar to Figure 10, but instead it shows the percentage of
the persistence time between the two blocks. Since most of the par-
ticipants at least persist 75% of the time in Block 1 also in Block 2, I
have chosen this as a threshold for the feedback generation of the ro-
bot. This threshold is drawn as the red line in Figure 14. The system
was implemented using the same framework as in the previous chap-
ter and presented. The only change is that the interaction state chart
now includes an acknowledgment state that triggers the encouraging
feedback (see Figure A.2.8 in the appendix).
5 .3 .3 Measures
The same measurements as described in Section 4.3.5 were used. Ad-
ditionally, this study includes measurements on the negative attitudes
towards robots and perception of the partner as teammates.
negative attitudes towards robots Negative attitudes to-
wards robots were measured using the Negative Attributes Towards
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Figure 14: Ratio of individual exercising persistence of Block 2 to Block 1 for
conditions: Individually Exercising (IC), Robot Instructor (RI) and
Robot Companion (RC). The red line shows the chosen threshold
when to generate an encouraging feedback in the present study.
This line shows that most participants exercise in Block 2 at least
three quarters of their times from Block 1.
Robots Scale (NARS) (e.g., ’I would feel uncomfortable controlling
a robot’) on a five-point Likert scale [Nom06]. Negative attitudes to-
wards robots could be a confounding factor explaining results ob-
tained on persistence measurements or perception of the robot (see
Appendix D.5 for the used scale in this study).
perception of teammates The participant’s perception of the
robot as a team mate, was taken from the work of Nass et al. [Nas96]
on computers as teammates. This measures include the participant’s
perceived information quality of the system (e.g., ’the information of
the system was useful’, see Appendix D.9.1 for the used scale), the
cooperation with it(e.g., ’I tried to cooperate with the system’, see
Appendix D.7 for the used scale), the openness to be influenced by it
(e.g., ’I was open to the system’s suggestions, see Appendix D.11.1 for
the used scale) as well as a general perceived team perception (e.g.,
’We were on the same team’, see Appendix D.6, for the used scale).
All of these items were measured on a five-point Likert-scale [Nas96].
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5 .4 results
5 .4 .1 Manipulation Check
One-way ANOVAs and KW-Tests showed no significant effect on the
differences in enjoyment (F(4, 84) = .9, p = .46, η2p = .04), performance
on Block 1 (F(4, 84) = .8, p = .47, η2p = .04), perceived exertion (F(4, 85)
= 1.64, p = .17, η2p = .07), and overall amount of time spent exercising
per week (H(4) = 4.65, p = .32).
A KW-Test showed a significant difference in the intention to ex-
ercise for at least 30 minutes on the following day, H(4) = 11.26, p <
.5. Though, post-hoc multiple comparison tests after KW-Test showed
no significant differences. Additional, a KW-Test showed a significant
difference in age between the conditions,H(4) = 8.89, p < .5. Although,
multiple comparison tests after KW-Test showed no significant differ-
ences between the conditions for age.
5 .4 .2 Persistence
As a primary dependent variable I used the average difference persis-
tence time between the two blocks (Block2 (s) - Block1 (s)) again. The
results obtained for the average block score of Block 2 subtracted with
the average block score of Block 1 are shown in Figure 15. An ANOVA
on the difference scores showed a significant main effect of persis-
tence time for the conditions , F(4, 85) = 8.13, p < .001, η2p = .27, ω2
= .24. A pairwise comparison using t-tests with pooled SD and Holm
adjustment revealed significant differences between IC and RC (p <
.0001), IC and RCF (p < .0001), IC and RIF (p <.0001), RC and RI (p <
.05), RCF and RI (p < .05) and RI and RIF (p < .05) (see Figure 15).
5 .4 .3 Perception of the Partner
Results on the perception of the partner are depicted in Figure 16.
ANOVAs and KW-Tests showed no significant main effects for the rat-
ings of animacy (α = .76, F(3, 67) = 1.54, p = .21), anthropomorphism
(α = .76, H(3) = 4.11, p = .25), intelligence (α = .76, F(3, 67) = 1.95, p =
.12). However, significant main effects for perceived likability was de-
termined by an KW-Test, α = .84,H(3) = 4.19, p < .01. Focused compar-
isons of the mean ranks between groups showed that likability ratings
were not significantly different between the RC and RCF (difference
= 1.0), RC and RIF (difference = 9.3), RCF and RIF (difference =
10.37) and RI and RIF (difference = 10.32). However, likability scores
were significantly different between RC and RI (difference = 19.61),
and RCF and RI (difference = 20.7). With a critical difference of 17.96
for RC vs. RCF/RI and RCF vs. RI and a critical difference of 18.67 in
all other cases.
60 motivational effects of feedback from robots
Figure 15: Box plots showing the mean duration (s) exercise performance
difference scores (Block 2 (s) - Block1 (s)) for the conditions In-
dividually Exercising (IC), Robot Instructor (RI), Robot Compan-
ion (RC), Robot Instructor with Feedback (RIF) and Robot Com-
panion with Feedback (RCF) for the encouragement study. Ad-
ditionally to the results depicted in Figure 10, the results show
significant exercising time differences between the RCF and RIF
conditions and the RI and IC conditions.
5 .4 .4 Additional Results
I analyzed the differences between the ratings for team perception,
perceived information, cooperation, openness to influence and NARS
between the Robot Instructor with Feedback (RIF) and Robot Com-
panion with Feedback (RCF) conditions as well as the perceived ex-
ertion between all conditions. Figure 17 depicts the data of the afore-
mentioned results , but not the perceived exertion.
negative attitudes towards robots A Welch’s two-sample
t-test revealed no differences between
RCF (M = 2.57, SD = .53]) and RIF (M = 2.87, SD = .73) for the NARS
scale (α = .8), t(28.78) = 1.42, p = .16, d = .48.
openness to influence A Welch’s two-sample t-test showed
no significant difference on the openness to influence scale (α = .84)
between RCF (M = 3.59, SD = .72) and RIF (M = 3.39, SD = .67),
t(33.94) = -.82, p = .41, d = .74.
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Figure 16: Boxplots depicting the results of the Godspeed question-
naire. ANOVAs show significant differences on the likability scale
between the Robot Companion with Feedback (RCF) and Robot
Instructor (RI) condition in the encouragement study.
cooperation A Welch’s two-sample t-test showed no significant
differences on the cooperation scale (α = .62) between RCF (M = 3.37,
SD = .79) and RIF (M = 3.37, SD = .76), t(33.78) = -1.2, p = .23, d = .4.
team perception A Welch’s two-sample t-test showed signifi-
cant differences for the team perception (α = .78) between RCF (M =
3.15, SD = .87) and RIF (M = 2.48, SD = .87), t(33.57) = -2.28, p < .05,
d = .76.
information quality A Welch’s two-sample t-test showed a
tendency for the perceived information quality (α = .84) between RCF
(M = 3.51, SD = 1.02) and RIF (M = 2.86, SD = .89), t(33.98) = -2.02, p
= .05, d = .67.
self efficacy beliefs Self-efficacy beliefs were measured in
the present and the previous study to analyze causes for differences
in ones exercising times. This analysis is not part of the central thesis.
Still, the interested reader can find an analysis in Appendix C.1.
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Figure 17: Results and significant differences between the Robot Companion
with Feedback (RCF) and Robot Instructor with Feedback (RIF)
conditions for team perception, information quality, cooperation,
openness to influence and NARS scales from the encouragement
study.
5 .4 .5 Free Responses
Participants could leave a response in the survey. An english transla-
tion of the qualitative user feedback related to the robot is listed in
the following for each condition. The original German version is in
parentheses.
robot instructor with feedback
rif07 “the praise was positive !!!”
(“das Loben war positiv!!!”)
rif14 “Nao should train. Nao should not be so reserved. Nao should
be funny in between.”.
(“Nao soll mittrainieren. Nao sollte nicht ganz so zurückhaltend
wirken. Nao sollte zwischendurch lustig sein.”)
rif17 “I would have expected more support and entertainment from
the robot. ”
(“Ich hätte mir von dem Roboter mehr unterstützung und un-
terhaltung erwartet.”)
rcf08 “Next time using "handstand blocks", that would be gentler
on the wrists ”
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(“Beim nächsten Mal "Handstandklötze" verwenden, das wäre
schonender für die Handgelenke”)
rcf10 “ even more human voice”
(“noch menschlichere Stimme“)
rcf15 “A proper sports mat would be much more comfortable for
the wrists. ”
(Eine richtige Sportmatte wäre deutlich angenehmer für die Hand-
gelenke.“)
5 .5 discussion
This chapter presented a study on the effects of encouraging feed-
back from a SAR on the user’s exercise performance. It compared
encouragement-feedback for a robot exercise instructor and compan-
ion (i.e. Robot Companion with Feedback and Robot Instructor with
Feedback).
The previous chapter showed that users exercise longer when paired
with a Robot Companion compared to a Robot Instructor or exercis-
ing individually. In addition to this result, this study further shows
that, if the participants receive encouragement from the robot, they
also exercised longer when the robot is not co-actively exercising.
This result supports Hypothesis 5.2; participants had a significant
performance gain in the Robot Instructor with Feedback compared
to the Robot Instructor and Individually Exercising condition.
This outcome provides evidence that encouragement from a ro-
bot has a positive effect on the user’s exercising performance. Thus,
this (simple) interactive motivational capability could be exploited by
technical systems to enhance a exercising duration and is particularly
important in light of the results that participants exercised longer
without enjoying the training less or feeling more exerted.
However, there is no evidence for Hypothesis 5.1. Participants did
not exercise longer when paired with a Robot Companion with Feed-
back compared to a Robot Companion. Supposedly, this result is due
to a ceiling effect caused by the selection of the exercises. The exer-
cises were full planks, which puts much force on one’s wrist. It is pos-
sible, that doing these exercises becomes painful over time and that
there is a limit reached where participants might still be motivated
to exercise, but their pain causes an early stop. The post-study feed-
back of the participants backs this speculation that people could not
persist the exercises any longer. Therefore, more investigations are
needed that explore different kinds of exercises and measure how dif-
ficult the participants experience the exercises concerning their task
performance.
While the study showed no performance gains in the companion
conditions, it found that in both companion conditions the users liked
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the system more. Furthermore, if the robot is exercising along with
the subjects, the information quality of the system is rated higher.
One can assume that this is an essential aspect for long-term HRI
and could lead to more extended training engagement.
The found results are in contrast to the one from [Irw13]. The au-
thors found that the encouraging feedback from a superior partner
mitigates the motivational gain of the Köhler Effect. However, the
outcome of this study do not show that the human partner has a
lack of motivation when exercising with a robot that is giving encour-
aging feedback. What are the possible explanations? One pragmatic
reason is that robots are not humans. Robots might be perceived as
human-like but not entirely as humans. Thus, the mitigating effects
might not appear, because human interaction partners are not feeling
as judged by the ’more capable’ robot when it is trying to motivate
the human by encouraging her/him. This assumption is somehow in
line with the observation from post-study interviews. People say that
they prefer to exercise with the robot because they do not feel judged
by it.
To investigate the effects of the perceived judgment of the robot,
one would need to evaluate what happens if the robot is explicitly
saying that it is evaluating the human. Reasonably, the effects could
turn over, and the people would not feel motivated anymore.
One limitations of the study presented in this chapter is again that
it only used isolated abdominal plank exercises. Second, this study
is missing a comparison of the advantage of the robot against other
technological devices that could provide feedback (e.g., smartphone-
based applications that provide feedback). Though, it is likely that
technology which elicits anthropomorphization from the user, leads
to higher exercise adherence and performance than devices that are
less anthropomorphic. This was studied by Feltz et al. [Fel14] who
showed that the degree of human-likeness of an exercising partners
influences a user’s exercising duration. Nevertheless, future research
should target this issue and systematically evaluate how the degree
of human-likeness influences the exercising motivation.
Future research should also investigate the effects of the perceived
judgment of the robot, one would need to evaluate what happens
if the robot is explicitly saying that it is evaluating the human. Rea-
sonably, the effects could turn over, and the people would not feel
motivated anymore.
5 .6 conclusion
This chapter presented a study on the motivational effects of encour-
aging feedback from a SAR that is either working out with a user
or just instructing the user. The results show that encouragement
has a positive effect on exercising duration compared with the in-
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structor social role, but not with the companion. Thus, this chapter
provides partial evidence for Hypothesis 1.2 of this thesis. Therefore,
a recommendation for researchers in the field of SAR who want to
build robots to motivate people to workout would be, that the robot
should either exercise along or give encouraging feedback if it is only
instructing an exercise.
Using the data from the previous two experiments enables exam-
ining whether the embodiment influences the exercising times on
abdominal plank exercises. Therefore, I will compare the gathered
data against the results from Feltz et al. [Fel14], who investigated
the Köhler Effect during abdominal plank exercises with virtual part-
ners. Comparing the results could allow concluding whether there
are any effects regarding the embodiment of the exercising buddy.
The following chapter will present this analysis.

6
M O T I VAT I O N A L E F F E C T S O F E M B O D I M E N T
So far, this thesis presented results on the effects of exercising to-
gether with a robot as a partner. However, today’s technologies allow
for changing the representation of the partner easily; smartphone ap-
plications, exercising videos on online platforms or exercising with
human partners via internet video calls are possible variations. Those
technologies could be used to emulate the feeling of working out to-
gether with a partner. Thus, this chapter analyzes the difference be-
tween a Socially Assistive Robot and a Virtual Agent.
6 .1 introduction
Using SAR for tasks where no physical interaction is needed raises
the question whether an embodiment is necessary. As most robot-
ics research will know, Embodied Robots always introduce problems
regarding their physical ability, deployability or their maintenance.
Thus, Virtual Agents (VAs) have a substantial advantage over robots:
they are easily deployable, do not have physical limitations and need
less care than robots. However, does the interactin with Embodied
Robots (ERs) and Virtual Agents (VAs) results in the same social and
motivational effects?
Li [Li15] tried to answer this question with a recent research survey
which shows that in most cases robots are in favor to VAs. However,
there are also works that are showing contradicting results [Ros16;
Ken15]. Previous work has investigated the effects of a SAR’s em-
bodiment for rehabilitative tasks on a user’s evaluation of the ro-
bot [Fas13]. In addition to this work, this chapter evaluates the impact
of embodiment on a quantifiable motivational measure.
The previous studies showed motivational effects of working out
co-actively with a robot or receiving encouraging feedback from a
robot. Now, this chapter analyzes whether these types of robots are
also increasing a person’s motivation to exercise compared to virtual
partners.
This chapter is organized as follows: The next section reviews pre-
vious and related works. Section 6.3 introduces the study design and
data acquisition. Section 6.4 presents the results and Section 6.5 dis-
cusses the results.
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6 .2 related work on embodied socially assistive robots
The effects of a SAR embodiment have already been studied in vari-
ous scenarios. For example, Leyzberg et al. [Ley12] investigate the ef-
fects of embodiment during on cognitive tasks. Their work shows that
an embodied robot facilitates a learning gain compared to a virtual
representation of the same agent. Other works looked at the author-
ity of embodied robots [Bai11]. They showed that people are more
willing to obey orders from an embodied agent and give them more
personal space. In contrary, works on language learning and teaching
found no differences concerning learning gains between agent em-
bodiments [Ken15; Ros16].
The results from Li [Li15] show that a physically present robot com-
pared to a telepresent robot had stronger effects regarding various fac-
tors (e.g., the participant’s response, persuasiveness, faster response
times). This research further found that, compared to virtual agents,
co-present robots are more convincing, increase user’s attention and
response speed, are favored, and users show more positive attitudes
towards co-present robots. Regarding the differences between a telep-
resent and virtual represented robot, the author did not find any dif-
ferences. Thus, the meta-review concludes that co-present robots have
a benefit compared to virtual agents or telepresent robots. Still, other
studies show contradicting results [The16; Ros16]. Thus, it remains
an ongoing question what the benefits of being physically present
are and in which tasks they might have an impact.
Regarding the embodiment effects of SARs designed for exercising
or rehabilitation tasks, there is one study investigating the impact of
the embodiment in a long-term interactions study [Fas13]. The au-
thors compared a physical robot with its virtual counterpart in a lon-
gitudinal study with five 20-minute exercising sessions over a period
of two-weeks. Their results provide evidence that users perceive a
physically embodied robot as more enjoyable, valuable, helpful and
socially attractive compared to the virtual robot. However, these are
subjective evaluations from the participants that do not show whether
embodied SAR have a measurable motivational effects compared to
virtual agents. Thus, this chapter contributes to the ongoing efforts
in understanding the effects of embodiment and tries to further close
the research gap by showing that embodied robots also increase exer-
cising time. Based on the previous research from [Li15] and [Fas13] I
propose the following hypothesis:
hypothesis 6 .1 A robot companion enhances a human’s motivation to
persist on an exercise compared to a virtual partner
To test this hypothesis, I combine the data of the two previously
done experiments on abdominal plank exercises with virtual agents
and robots. I will evaluate this data to find possible motivational ef-
fects in persisting the task due to the different embodiments.
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6 .3 planned data analysis
To investigate whether embodied robots show an advantage in terms
of exercising motivation compared to VAs, I analyze the data of the
previous studies from Chapter 4 and Chapter 5 and from Feltz et al.
[Fel14]. In Feltz et al. [Fel14] conducted a study to compare the mo-
tivational effects of exercising with a humanoid virtual partner with
a hardly human-like appearance (Hardly Human Partner (HHP)), a
nearly human-like appearance (Nearly Human Partner (NHP)) and
with a human partner (Human Partner (HP)) compared to a condi-
tion in which the subject is always exercising alone (Individually Ex-
ercising (IC)). Their results show that even though it is a small effect,
exercising with a virtual partner is more motivating than having no
partner. The previous chapters, presented a replication of this study,
but with the HP and VA replaced by humanoid robot platform Nao.
However, due to the robot’s limited Degree of Freedom (DoF), the
exercises were changed from forearm planks to full planks.
The replication of this study in the previous chapters showed that a
co-actively exercising robot companion leads to higher motivation to
persist the exercises than exercising alone, but not for the robot that is
just instructing the user. Adding encouraging feedback also resulted
in greater exercising performance when the robot is instructing but
not when the robot is exercising co-actively. This result might appear
due to ceiling effects caused by the difficulty of the exercises. The
replication of the Köhler Effect study with VAs allows now to com-
pare the obtained persistence data from both studies. these studies
with robots and compare my results with the results from exercising
with virtual companions and humans. For the reader’s comprehen-
sion, this section will summarize the conditions, planned data analy-
sis and used measurements.
6 .3 .1 Conditions and Experimental Design
Subject were in one of nine conditions: IC,IC2, HHP, NHP, HP, RC, RI,
RIF, RCF. These conditions are described in the following (see Fig-
ure 18 for the conditions and the study design).
6 .3 .1 .1 Conditions
human partner In [Fel14], the Human Partner (HP) was a college-
aged partner whose video was prerecorded.
nearly human partner In [Fel14], the Nearly Human Partner
(NHP) was the same video as the HP, but with a computerized effect
applied to the video.
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Figure 18: Study procedure, data acquisition and the different representa-
tions of the virtual and human partner from Feltz et al. [Fel14].
hardly human partner In [Fel14], the Hardly Human Partner
(HHP) were a three-dimensional graphical characters. The character
was animated to perform the plank exercises.
robot companion In Chapter 4, the Robot Companion (RC) part-
ner was the humanoid robot platform Nao. Nao’s motion was an-
imated using Choregraphe to perform the plank exercises together
with the human.
robot instructor In Chapter 4, the Robot Instructor (RI) part-
ner was the same humanoid robot platform. However, instead of ex-
ercising co-actively with the human, it simply structures the exercise
session.
robot companion with feedback In Chapter 5, the Robot
Companion with Feedback (RCF) had the same behavior as the Robot
Companion (RC). However, also gave encouraging feedback while ex-
ercising.
robot instructor with feedback In Chapter 5, the Robot
Instructor with Feedback (RIF) had the same behavior as the Robot
Instructor (RI). However, also gave encouraging feedback while exer-
cising.
individual conditions Are the baseline conditions were par-
ticipants exercised a second time individually. Individually Exercis-
ing (IC) is the individual condition from [Fel14] and IC2 is the indi-
vidual condition from Chapter 4.
In the robot condition studies, participants (n = 95) were randomly
assigned to five conditions (IC2, RC, RI, RIF, RCF). Participants were
mostly students (51 male, 44 female; mean age M = 25.4 years; stan-
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dard deviation SD = 5.6) from Bielefeld university acquired by flyers
distributed on the campus. They received seven Euros as monetary
compensation. Three participants from the individual condition were
excluded. One was an outlier already persisting much less during
the first part of the session when the participants were exercising
by themselves compared to all other participants. Two other persons
were excluded because they were doing the exercises incorrectly. One
participant in the Robot Instructor condition had to be excluded from
the survey evaluation because the data were missing. Further. two par-
ticipants from the Robot Companion with Feedback condition were
excluded from the survey evaluation because their questionnaire an-
swers were missing. In all other cases, no outliers have been removed.
Feltz et al. [Fel14]1 randomly assigned participants (n = 120) to
four exercise conditions (IC, NHP, HHP, HP) with 30 participants
in each condition. Participants were undergraduate students (60 fe-
males, 60 males; mean age M = 19.41 years; standard deviation SD
= 1.52) recruited from a large Midwestern university who completed
the experiment for course credit.
The procedure to obtain the data for this analysis was the same for
both studies (see Section 4.3.4 or [Fel14]).
6 .4 results
In both studies several different measures were collected. However,
not all of them are important for the evaluation in this chapter. There-
fore, the analysis will only consider the perception of the partner,
activity enjoyment and the persistence on the exercises.
Tests for normality showed that data are not normally distributed.
However, a test for homogeneity of variance using a Levene’s Test
showed a homogeneity of variance. Thus, the data will be analyzed
using non-parametric tests (i.e., KW-Test and WC-Test).
6 .4 .1 Persistence
The primary dependent variable was, as in the previous chapter, the
average difference persistence time (s) between the two blocks (Block2
(s) - Block1 (s)). This approach controls for individual differences in
strength and fitness and shows possible changes in persistence. At
first, a comparison between the exercising times on Block 1 between
the two studies has to show that the baseline exercising times are
equivalent (see Figure 19).
Though, the exercising time in Block 1 is significantly affected by
the studies, Ws = 3933, p < .01, r= -.19. Participants in study [Fel14]
1 I would like to thank Feltz et al. for providing their dataset and discussing their
work which was supported by grant 1R21HL111916-01A1 from the National Heart,
Lung, and Blood Institute
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Figure 19: Comparison of the results on average exercising times during
Block 1 between the obtained data from Chapter 4 and Chapter 5
and Feltz et al. [Fel14]. Participants exercised significantly longer
during Block 1 in the studies from Schneider et al.
exercised on average 7.78 seconds less in Block 1 than subjects in
the studies from Chapter 4 and Chapter 5. This difference is possi-
bly due to the changes in the exercise from forearm planks to full
planks, which makes the exercises harder to persist but likely more
challenging for the user and thus more interesting. Hence, adjuste-
ments on the Block 1 measures should control for the difference
in exercising times. This value was added to the exercising time of
Block 1 for the Nearly Human Partner (NHP), Hardly Human Part-
ner (HHP), Human Partner (HP), and Individually Exercising (IC)
conditions.
Figure 20 shows the adjusted results obtained for the average block
scores of Block 2 subtracted with the average block score of Block 1.
This figure shows the significant difference of the conditions against
a base-mean. A KW-Test on the adjusted persistence scores showed a
significant main effect for the conditions, H(8) = 67.93 , p < .001. Per-
sistence time in the Human Partner (HP), Robot Companion (RC), Ro-
bot Companion with Feedback (RCF) and Robot Instructor with Feed-
back (RIF) conditions are significantly higher against the base-mean.
The IC, IC2 and Hardly Human Partner (HHP) conditions are signif-
icantly lower than the base-mean. A detailed post-hoc analysis after
the KW-Test for the persistence time comparing the significant differ-
ences between the condition is listed in the appendix in Table C.2.
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Figure 20: Average adjusted persistence difference (s) between Block 2 and
Block 1 for the conditions from Chapter 4 and Chapter 5 and
Feltz et al. [Fel14]. Comparison against the mean baseline of all
conditions. Results show that participants exercised longer com-
pared to the mean baseline when paired with a Human Partner
(HP), Robot Companion (RC), Robot Instructor with Feedback
(RIF) and Robot Companion with Feedback (RCF). Participants
paired with a Hardly Human Partner (HHP) and participants in
the control condition exercised significantly less compared to the
mean baseline.
6 .4 .2 Physical Activity Enjoyment
A KW-Test for difference between the conditions on the PAES showed
no significant differences, H(8) = 3.86 , p = .79.
6 .4 .3 Perception of partner
The scores on the Godspeed questionnaire are shown in Figure 21.
KW-Tests showed significant effects for the perceived animacy of the
agents (H(6) = 17.24, p < .01), anthropomorphism (H(6) = 21.83 , p
< .01) and likability (H(6) = 30.13, p < .001) but not for intelligence
(H(6) = 7.03 , p = .31). The Human Partner and Robot Companion are
both significantly rated as more animated than then Hardly Human
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Figure 21: Comparison of the results on the Godspeed questionnaire scales
obtbained from Chapter 4, Chapter 5 and Feltz et al. [Fel14]. Com-
parison against the mean baseline of all conditions show signifi-
cant differences on the animacy, anthropomorphism and likabil-
ity scales.
Partner (see Table 1 for the critical differences from the pairwise KW-
Tests for the Godspeed scales). The Hardly Human Partner was rated
as significantly less anthropomorphic than the Human Partner and
the Robot Instructor was rated as significantly less anthropomorphic
than the Nearly Human Partner. The Robot Companion and Robot
Companion with Feedback were perceived as significantly more lik-
able than the Human Partner and the Nearly Human Partner. Addi-
tionally, the Robot Companion with Feedback was rated as signifi-
cantly more likable than the Nearly Human Partner.
6 .5 discussion
This chapter aims to fill the knowledge gap on the quantifiable moti-
vational effects of exercising with either a co-located robot or with a
virtually represented agent. It investigated whether the embodiment
of an exercising partner increases the motivation to persist during
a conjunctive task. The combined data of the two experiments sup-
port Hypothesis 6.1 of this chapter. Participants in the conditions with
a robot companion or a robot instructor that gives feedback exercised
significantly longer than with a virtual partner on a similar exercis-
ing task using the same study design. These results show that the
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human participants paired with a co-located Robot Companion are
more motivated to exercise longer than with a telepresent or virtual
representation of the partner. Moreover, the Human Partner does not
elicit a stronger motivational effect than the robot. It shows that a ro-
bot exercising partner could be at least as motivational as an Human
Partner, but more evaluation is needed to assure this.
Therefore, the results need to be further analyzed and the studies
replicated due to four differences between them. First, the data have
been acquired by two different research groups in different countries.
The found effect can be due to cultural differences or subtle difference
in the study conduction. Even though I replicated the study as close
as possible, it is hard to guarantee that everything went the same as
the other researchers did.
Second and most importantly, the study design presented in Chap-
ter 4 introduced a slight change in the exercises. The change from
forearm plank exercises to full plank exercises results in different ex-
ercising times on Block 1. It is likely that the forearm plank exercises
in the study by Feltz et al. [Fel14] were not challenging enough for
the participants and thus they stopped the exercising due to bore-
dom and not because of muscle fatigue. This change makes an ob-
jective comparison between the data of the two experiments difficult.
The proposed solution was to adjust the exercising time on Block 1
of [Fel14] by adding the average difference on this block between the
two studies. This approach is reasonable and helps to get an initial
view on the motivational effects due to the partner’s embodiment,
but it still needs to be verified with the same exercises across all con-
ditions.
Third, the virtual representation of the partner was not the same as
the used robot. To be sure that the differences are not due to the rep-
resentation, the study needs replication with a virtual representation
of the same robotic platform.
Table 1: Multiple comparison test after Kruskal-Wallis for Godspeed item.
This table only shows significant differences.
Godspeed item comparison observed difference critical difference
Animacy HHP-HP 39.74 35.60
HHP-RC 41.81 40.58
Anthropomorphism HHP-HP 36.74 35.06
NHP-RI 44.21 42.34
Likeability HHP-RC 42.62 40.85
HP-RC 50.17 41.40
HP-RCF 53.70 39.45
HHP-RCF 46.16 38.87
NHP-RCF 40.58 40.12
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At last, the Human Partner condition was not a co-located part-
ner as in the robot conditions. This difference in co-location could
be an explanation why the persistence in the Human Partner condi-
tions was not significantly higher than in the robot conditions. A TV
displayed the Human Partner, and the experimenters told the partic-
ipants that the Human Partner is in a different room connected via a
webcam. This difference in the between the human and robot condi-
tions might also influence the results and shows that future research
should target this issue. However, it seems to be almost impossible to
conduct such an experiment with a co-located human, since the part-
ner has to be always more capable than the participants to implement
the Köhler effect. The need for a more trained exercising partner is a
hard requirement that seems to be too challenging to fulfill.
The Godspeed questionnaire ratings showed that participants per-
ceived the animacy and anthropomorphism in the robot conditions
and the NHP and HP conditions differently. Notably, is the differ-
ence in likability between the conditions. The participants not only
rated the robot companions as more likable than the virtual partners
but also more compared to the human. This difference in perceived
likability is an intriguing quantifiable backup for the feedback from
participants during post-study interviews in the studies from the pre-
vious chapters. Many participants said that they would prefer to ex-
ercise with a robot partner than with a human. They argued that the
robot is not evaluating or judging them while exercising and thus
would feel more comfortable with a robotic partner. This participant
feedback supports a future application of SARs as a rehabilitation and
exercising tools for people with social anxieties. Thus robots could fa-
cilitate the motivational effects of exercising in groups for such a user
population.
6 .6 conclusion
The question of an agent’s embodiment is a crucial question regard-
ing maintenance, cost-benefit ratio, and deployability. Using robots
for socially assistive tasks will only be beneficial if they prove to have
an advantage compared to other agent representations. Regarding
the usage of SAR as exercising partners, I wanted to provide further
evidence that a SAR will enhance a user’s motivation to exercise and
thus potentially increase the physical activity. However, the presented
evidence needs further approval with long-term interaction studies
and unified benchmarks. Therefore, the research community needs
to identify possible exercises to measure the motivational effects and
use standardized robot platforms and virtual agent suitable for repli-
cable experiments.
This chapter closes the first part of this thesis on the motivational
effects of exercising with SARs. The last three chapters investigated
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the effects of using robots as exercising partners and showed that they
do increase a user’s persistence time for an abdominal plank exercise.
This exercise is one of many exercises that a robot could do together
with the user. Thus, the rest of this thesis looks at ways on how a
system could adapt to a user’s exercising preference to personalize
the HRI experience.

7
A D A P TAT I O N A N D P R E F E R E N C E L E A R N I N G
The last three chapters focused on the motivational effects of a SAR
in a static abdominal plank exercise. The following part of this thesis
looks at the usage of adaptation and personalization for HRI. Choos-
ing the right algorithm for adaptation is challenging and needs care-
ful consideration when designing HRI scenarios. Not every algorithm
might be suitable for an online interaction. Hence, this chapter will
examine which kind of algorithms might be suitable to create adapt-
able social robots for sports assistance.
note Parts of this chapter are published in S. Schneider et al. “Ex-
ploring Embodiment and Dueling Bandits for Preference Adaptation
in Human-Robot Interaction.” In: Proceedings of the 26th IEEE Interna-
tional Symposium on Robot and Human Interactive Communication. 2017
7 .1 introduction
The past chapters motivated the work of this thesis by applications
where robots assist users during conventional rehabilitation, health
care or learning programs (i.e., stroke-rehabilitation [Tap07a], diet-
ing [Kid08a] or teaching [Ley14a]). Though, the main focus is on
the usage of robots in a simple exercising scenario and the motiva-
tional effects of exercising together with a robot. Looking at the goal
of increasing PA level, one sees that this goal requires an extended
commitment of the user. Reaching rehabilitation, teaching and health
care goals is rarely possible through a single session intervention.
Hence, tools such as robots have to apply methods that engage a
user in long-term interaction. Furthermore, they eventually have to
provide personalized interaction because every person has unique
desires and preferences. While highly specialized physicians, thera-
pists or coaches are trained to provide individualized personal in-
teraction for each person, robots are still far from such capabilities.
Thus, robots can only function as tools that trained personnel could
use as an additional therapeutic measure. However, researchers are
working on the required steps to implement social robots in long-
term use cases [Lei13]. A review of different works concludes that
four major building blocks for robots need to be addressed to engage
users in long-term interaction: behavior, adaptation, empathy and de-
sign [Lei13]. While all of these aspects are important for engaging
users in long-term intervention, the focus of this and the following
chapter is on the adaptation aspect.
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The problem of adaptation and personalisation in HRI has already
been targeted by several researchers [Tap07a; Mit05; Lei12]. In these
works, the robot adapts its verbal and non-verbal behavior to the
user’s preferences to increase its acceptance. Though, it is unknown
what kind of adaptation might be necessary to extend a user’s com-
mitment to interact with a SARs. Mainly, the purpose of a SAR is to
assist users on a task. These tasks can have, e.g., different difficulties,
categories, activities, or durations. While parameters like the person-
ality of the robot, proxemics or feedback types were already studied
in previous works, the preference for different tasks or task categories
has not received much attention yet. Since different kinds of task in-
stances might lead to the same rehabilitation-, learning- or coaching
goal, techniques from Preference Learning (PL) could be used to learn
a user’s task preferences over time.
Preference Learning is widely spread in the domains of recom-
mendation systems in online platforms [De 10]. Among these algo-
rithms to optimize search results or provide customized advertise-
ments Mulit-armed Bandits (MABs) are a popular instance to solve
the learning problem (e.g., UCB [Aue02]). By showing a user differ-
ent kinds of advertisement or search results, the algorithm learns a
user’s preferences through explicit (e.g., ratings) and implicit feed-
back (e.g., clicking behavior). The primary concern of this chapter is
whether this kind of online algorithm is suitable to learn a user’s
preference in HRI for a socially assistive tasks. More precisely, it will
look at a particular kind of Mulit-armed Bandit (MAB) for Preference
Learning (PL), i.e., the k-armed dueling bandit could be applied in
an interaction [Bus14]. In contrast to standard bandit learning tech-
niques, this approach does not require a numerical reward function
but uses a user’s comparative feedback, which has been shown to be
more reliable.
The focus of the past chapters was on social assistance during ex-
ercising and sportive activities (see Chapter 4). They presented a sce-
nario that used only one kind of exercise (i.e., abdominal plank ex-
ercise). However, it is possible to implement different exercises on a
robot companion which might suit the preferences of different users
better. Then the goal would be to learn a user’s exercise category
preference. This opens the issue of choosing a set of exercises, which
is why I only consider a set of categories that are suitable for a ro-
bot to accompany or instruct a user in the near future. The chosen
exercising categories are: strength, cardio, endurance, stretching and
relaxation/meditation. Using this approach, this chapter will work on
the question whether a dueling bandit algorithm is suitable for HRI
and can learn a user’s preferences.
Though, using robots that suggest exercises comes with an objec-
tion: the embodiment of the agent could influence the users so that
they more agree with the robot’s proposed preference ranking. Why
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might this be a problem? The literature survey mentioned in previous
chapters showed “that a co-present robot is more persuasive, receives
more attention and is perceived more positively than a VA even when
the behavior of the robot was identical to the behavior of the VA
and when both agents had similar appearance” [Li15, p. 465]. Thus,
the user might stick more to social norms when interacting with the
embodied robot and agrees more with the suggested exercise pref-
erence. Hence, this chapter investigates whether the embodiment of
the learning agent influences a user’s perceived likability, intelligence,
and persuasiveness during a PL task.
I draw the hypothesis that:
hypothesis 7 .1 An embodied agent will increase the user’s agreement
with the learned preferences, the perceived intelligence and likability com-
pared to a virtual representation or no agent representation.
The remaining chapter is organized as follows: Section 7.2 gives
an overview of related work in the field of adaptation and personal-
ization in HRI. Section 7.3 describes the PL framework. Section 7.4
explains the study design. Section 7.5 presents the results which are
discussed in the last section.
7 .2 related work on adaptation and personalization
in hri
There are two trends for personalization and adaptation in HRI. One
trend is to adapt the robot’s behavior based on interactive machine
learning techniques. These approaches mostly utilize Reinforcement
Learning (RL) with user feedback and sensor data (e.g., [Tsi16; Lei12;
Tap07a; Bar15; Mit05]). Other approaches create user models to adapt
the robot’s assistance and behavior (e.g., [Sek13; Ley14a]) or rely on
techniques from recommendation systems like Collaborative Filter-
ing (CF) [Lim13]. One of the significant applications of personaliza-
tion in HRI is concerned with the adaptation of the robot’s social
behavior to match the user’s personality or desires. In these cases be-
havior adaptation is often based on personality matching to adjust
interaction parameters like proxemics, speed, vocal content, robot’s
appearance or dialog topics (e.g.,[Tap07a; Bar15; Lee12; Rit17]). The
goal of these adaptation techniques is to enhance the user’s accep-
tance of the robot which should increase the user’s commitment to
interact with the system in the long run. Other works include ap-
proaches like RL, MAB or Bayesian Network (BN) to adjust session pa-
rameters or generate supportive and emphatic behaviors (e.g.,[Tsi16;
Lei12; Ley14a; Cha12; Hem17]). In these scenarios, personalization
targets the user’s learning gains, therapy success or enjoyment dur-
ing games. Table 2 gives an overview of different research directions
in the field of HRI.
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All approaches show that an adapted robot behavior is preferred
by the user and leads to better learning outcomes and a higher ro-
bot acceptance. However, most of the works include some implicit
direct feedback from the user (e.g., sensor data), require the user to
fill out a questionnaire, or use a Wizard of Oz (WoZ) to personalize
the robot behavior. Furthermore, many RL approaches need to have
a numerical feedback to learn a user-adapted policy. This approach
can be a bottleneck of the implementation because direct feedback is
not available or it is based on the engineers understanding of how
to represent the numerical feedback. In some applications, it might
be difficult to determine a numerical reward function, or it might be
challenging how to obtain the actual reward. Hence, this work ex-
tends the literature by evaluating how Preference Learning, in this
case bandit learning, can be used to personalize the human’s HRI ex-
perience. Therefore, I draw from research that extended MAB learn-
ing scenario to a dueling bandit learning scenario [Bus14]. In those
scenarios, the agent learns the user’s preference by presenting the
user two items. Qualitative preference feedback of the user then rep-
resents the feedback. Based on this approach the agent can learn the
user’s preference for a given set of items without the need of having
a numerical reward.
Table 2: Research on adaptation and personalization in HRI.
Work Method Variables Adaptation goals
[Mit05] RL body signals interaction distance, gaze, mo-
tion speed and timing
[Tap07a] RL personality traits, nu.
of performed exercises
interaction distances, speed,
and vocal content
[Lei12] MAB user’s valence emphatic behavior
[Cha12] RL speech, user state, activ-
ity state
providing instructions, empa-
thy or help
[Lee12] WoZ snack choice patterns,
usage patterns, robot’s
prior behavior
personalized speech topics
[Lim13] CF semantic knowledge,
event episodic knowl-
edge
and emotion
individual student’s motiva-
tion to prevent negative emo-
tions
[Ley14a] BN puzzle state personalized tutoring
[Bar15] MAB numerical user reward robot’s light animation
[Tsi16] RL performance, session
state
adjust time of movement,
move to next exercise or
encourage user
[Gor16] RL engagement and va-
lence facial expression
maximize long-term learning
[Hem17] RL gaze behavior, speech,
game state
memory game assistance
[Rit17] RL social signlas robot’s personality
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7 .3 preference learning framework
This section will briefly introduce Preference Learning as a formal
problem from the perspective of MABs.
PL is a subfield of machine learning that aims to learn predictive
models from previously observed information (i.e., preference infor-
mation) [Für11]. In supervised learning, a data set of labeled items
with preference information is used to predict preferences for new
items or all the other items from a data set. In general, the task
for preference learning is concerned with the problem of learning
to rank.1 There are many different approaches for Preference Learn-
ing. It can be solved using supervised learning, unsupervised learn-
ing and also Reinforcement Learning. Since there exists no particular
data set I could use for supervised or unsupervised learning, it is
challenging to build a model that can predict preferences from pre-
viously observed information. Therefore, I am focusing on how the
system can learn an initial preference relation for a given item set
without any prior information (i.e., the cold start problem). Thus, I
am trying to solve the PL problem using online methods from MAB
algorithms or more precisely Dueling Bandit algorithms.
7 .3 .1 Dueling Bandits: Problem Statement
The dueling bandit problem consists of K(K > 2) arms, where at each
time step t > 0 a pair of arms (α(1)t ,α
(2)
t ) is drawn and presented to
a user. A noisy comparison result wt is obtained, where wt = 1 if a
user prefers α(1)t to α
(2)
t , and wt = 2 otherwise. The distribution of
the outcomes is presented by a preference matrix P = [pij]KxK, where
pij is the probability that a user prefers arm i over arm j (e.g.,pij =
P{i  j}, i, j = 1, 2, ..,K).).
The goal of the PL task is, given a set of different actions (e.g., dif-
ferent sport categories), to find the user’s preference order for these
categories by providing the user two αi and αj and update the user
preferences based on the selection of the preference between αi  αj
or αi ≺ αj.
Thus, the challenge is to find the user’s preference by running an al-
gorithm that balances the exploration (gaining new information) and
the exploitation (utilizing the obtained information). In this thesis, I
am using the Double Thompson Sampling (DTS) algorithm presented
in [Wu16]. An algorithm is sketched in Algorithm 1. Since there are
several implementations to solve the dueling bandit problem I need
to answer the question of why I have chosen this specific kind of
algorithm.
1 Learning to rank can be further divided into three main problems regarding the
types of information observed: a) label ranking, b) instance ranking, c) object ranking.
For a detailed description of these different main problems please refer to [Für11].
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Two reasons mainly drive this decision, the state of the art algo-
rithms at the time of this study were DTS, Relative Minimum Em-
pirical Divergence (RMED) and its successor ECW-RMED [Kom15;
Kom16]. Both perform reasonably well regarding their asymptotic be-
havior. However, at this point I am not interested in the long-term
run of these algorithms but in the initial phase. If one takes a look
at the first steps of these algorithms, one can see a significant differ-
ence between them that likely influence the HRI experience. RMED
and ECW-RMED both have an initial phase where all possible pairs
are repeatedly drawn for some time. From an algorithmic perspective
this is reasonable, but looking at it from the viewpoint of the interac-
tion, this would lead to systematic comparisons that could result in
boredom and even annoyance when the interaction partner is seem-
ingly interrogating the user for her/his preferences. Thus, I assume
that the DTS algorithm is more useful for HRI (especially for the ini-
tial contact between the trainee and the robot coach), because it does
not rely on a systematic comparison of all possible pairs.
7 .3 .2 System and Algorithm Implementation
Figure 22 gives an overview of the learning framework. At each time
step, the algorithm selects two candidates from the preference ma-
trix (Step 1). In my implementation,2 I used the DTS algorithm to
select the two candidates [Wu16]. However, I neglected the exploita-
tion phase, because I am only interested in the exploration phase
where the algorithm obtains new information. Based on the selected
categories, two specific exercises are selected randomly from an ex-
ercise database.3 This database holds six different exercises for each
sports category. Following, these exercises are presented as text on
display. In the robot conditions, the text is additionally accompanied
by speech and gestures from a virtual or real Nao (Step 2). Subse-
quently, the user can give relative preference feedback by selecting
the preferred exercise (Step 3). This feedback is then used to update
the preference matrix accordingly (Step 4). After twenty iterations the
system gives the user a ranking about the so far learned preference
matrix. The sports category which wins against most other categories
is presented as first followed by the other categories in descending
order by their number of wins.
7 .4 study design
As stated in the introduction, this chapter investigates two aspects:
the feasibility of PL algorithm for HRI, and whether the embodiment
2 I reimplemented and adapted the algorithm for my purpose in python 2.7 based on
code provided by Wu et al. [Wu16]
3 https://www.mongodb.com/,visited on 3/23/2017
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Algorithm 1 DTS for Copeland Dueling Bandits as presented
in[Wu16]
1: Init: B ← 0K×K; // Bij is the number of time-slots that the user
prefers arm i to j.
2: for t=1 to T do
3: // Phase 1: Choose the first candidate α(1)
4: U := [uij],L := [lij], where uij =
Bij
Bij+Bji
+
√
α log t
Bij+Bji
, lij =
Bij
Bij+Bji
−
√
α log t
Bij+Bji
, if i 6= j, and uii = lii = 12∀i; //x0 := 1 for any
x
5: ζˆ ← 1K−1
∑
j6=i 1(uij > 1/2); //Upper bound of the normal-
ized Copeland score
6: C← {i : ζˆi = maxjζˆj};
7: for i, j = 1, ...,K with i < j do
8: Sample Θ(1)ij ~Beta(Bij + 1,Bji + 1)
9: Θ
(1)
ji ← 1−Θ(1)ij
10: end for
11: α(1) ← argmax
i∈C
∑
j6=i 1(Θ
(1)
ij > 1/2) //Choosing from C to
eliminate likeley non-winner arms; ties are broken randomly
12: // Phase 2: Choose the second candidate α(2)
13: Sample Θ(2)
iα(1)
~Beta(Biα(1) + 1,Bα(1)i + 1) for all i 6= α(1), and
let Θ(2)
α(1),α(1) = 1/2
14: α(2) ← argmax
i:l
iα(1)
61/2
Θ
(2)
iα(1)
//Choosing only from uncertain
pairs.
15: // Compare and Update
16: Compaire pair (α(1),α(2)) and observe the results w;
17: Update B: Bα(1),α(2) ← Bα(1),α(2) + 1 if w = 1, or Bα(2),α(1) ←
Bα(2),α(1) + 1 if w = 2
18: end for
of a robot affects the perceived intelligence and likability of the robot
during a PLs task. To study these aspects, all participants interacted
with the same algorithm running in the background. However, the
embodiment of the system differed across conditions (see Figure 23).
Participants were randomly assigned to one of the following condi-
tions: computer only, virtual Nao, real Nao. The computer only con-
dition included a Graphical User Interace (GUI) with buttons and a
text area. The text area displayed an introductory text, exercise com-
parisons, explanations regarding the exercises and finally the learned
preference ranking. The user can select her/his preferred exercise by
pressing the according button. In the robot conditions, either a virtual
Nao (displayed using Choregraphe) was presented on the computer
display or a real Nao was standing next to the computer. Besides this
manipulation, the system behavior was the same for all conditions.
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NaoQi API was used for text-to-speech synthesis and gesture genera-
tion for the virtual as well as the real robot.
7 .4 .1 Study Procedure
Each participant arrived individually at the lab and had to read and
sign a consent form. The experimenter told the participant that she/he
would interact with a system that will learn their exercise preferences
by displaying different names of exercises and that she/he can select
the one she/he is favoring. If the name of an exercise is unknown
to the participant, she/he can get more information from the sys-
tem regarding the category the exercise belongs to (i.e.,“push-up is a
strengthening exercise”, “running belongs to endurance sports”, and
so on). After the instructions, the experimenter guided the partici-
pant to the experimental room and told that she/he should exit the
lab after the interaction has finished. This is where the manipulation
happened. In the room was either only the computer, the computer
with a virtual Nao or a real Nao present. The experimenter did not
explain anything else regarding the virtual or real robot. During the
study, the system iterated through twenty exercise comparisons and
in the end presented the learned exercise preferences. Afterward, the
Figure 22: Overview of the system interaction flow for the preference learn-
ing study. 1) The algorithm selects two exercise from the database,
2) The exercises are displayed on the screen, 3) The user can give
preference feedack, 4) The algorithm updates the learned prefer-
ence matrix.
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(a) GUI only (b) Virtual Nao (c) Real Nao
Figure 23: The three conditions for the study on preference learning and
agent’s emodiment. The preference learning agent is either rep-
resented as a a) Graphical User Interace (GUI), b) virtual Nao or
c) or an real Nao. In the virtual and real Nao condition, the GUI
was also available to interact with the system.
participant left the room and answered a survey. Finally, the partici-
pant received a monetary compensation (4 Euro) and was debriefed.
7 .4 .2 Participants
53 subjects from our campus participated in this study. They were
equally distributed between the three conditions (computer: 18, vir-
tual: 18, robot: 17; 18 male and 34 female). In each condition were six
male participants. The average age was M = 25.34 with SD = 5.47.
7 .4 .3 Measurements
General demographic measurements were used as in the previous
session, as well as perception of the agent using the Godspeed ques-
tionnaire, and the openness and information quality. Additionally, the
following measurements were used:
personality Participant’s personality was assessed using the Neo-
FFI-30 personality scale [Kör08]. I used all five sub-scales Neuroti-
cism, Extraversion, Openness, Agreeableness and Conscientiousness.
See Appendix D.10 for the used scale.
system usability System’s usability was measured by the Sys-
tem Usability Scale (SUS) with ten items on a 5-point Likert [Bro96].
See Appendix D.4 for the used scale.
intrinsic motivation and interaction quality Intrinsic
motivation was assessed using a short German version of the Intrin-
sic Motivation Inventory proposed by [Dec06] (see Appendix D.12).
Furthermore, I asked the participants to rate the quality of the inter-
action on a 5-point Likert scale ranging from ’the interaction with the
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system was difficulty’ to ’the interaction with the system was easy’.
The scales are listed in Appendix D.13.
learned preference quality To gain insights into the per-
ceived PL satisfaction, participant’s satisfaction with the learned pref-
erence were measured on a four-item 5-point Likert scale (e.g.,“The
system has learned my preferences”). Additionally, if the participants
were not satisfied with the learned preference, they could provide
their preference order which I will use later for the system evalua-
tion.
preference ranking error To asses the quality of the obtained
preference rankings, two ranking error functions were used: DPE
which is the position error distance and DDR which is the discounted
error. Given a set of items X = x1, ..., xc to rank, r as the user’s target
preference ranking and rˆ as the learned preference ranking, both r
and rˆ are functions from X → N which return the rank of an item x,
The position error is defined as follows
DPE(r, rˆ) = rˆ(argminx∈Xr(x)) − 1 (1)
The idea of this distance measure is that the target item (i.e., the high-
est ranked item from r) should appear as high as possible in the
learned preference ranking rˆ. Thus, this distance gives the number of
wrong items that are predicted before the target item. The discounted
error is defined as follows
DDR(r, rˆ) =
c∑
i=1
wi · dxi(rˆ, r) (2)
where wi = 1log(r(xi)+1) . This distance measure gives higher ranked
items from r a higher weight for the distance error between the rank-
ings.
7 .5 results
7 .5 .1 Manipulation Check
Several one-way ANOVAs or KW-Tests showed no differences for
hours spent for sport per week (H(2) = 1.08 , p = .58), age (F(2,50)
= .63, p = .63, η2p = .01), previous experience with interactive systems
or robots (F(2,50) = 2.2, p = .12, η2p = .08, ω2 = 0.04), neuroticism
(α = .79, H(2) = 1.32 , p = .51), openness (α = .72, H(2) = 0.00 , p =
.99), agreeableness (α = .48, F(2,50) = 1.34, p = .27, η2p = .05, ω2 = .11),
extroversion (α = .62 ,F(2,50) = .74, p = .48, η2p = .02, ω2 = .1) and
conscientiousness (α = .76, H(2) = 0.22 , p = .9) between the different
conditions. Thus, the randomization seems to be successful.
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Figure 24: Boxplot showing the Godspeed Questionnaire ratings for the
study on the embodiment of a preference learning agent.
7 .5 .2 Godspeed questionnaire
One-way ANOVAs showed significant effects for the perceived ani-
macy (α = .79, F(2, 50) = 9.27, p<.001, η2p = .27, ω2 = .48 ), anthro-
pomorphism (α = .83, F(2, 50) = 10.31, p < .001, η2p = .29, ω2 = .51),
likability (α = .89, F(2, 50) = 21.04, p < .001, η2p = .45, ω2 = .65), but
not for perceived intelligence (α = .84, F(2, 50) = 1.22, p = .32, η2p =
.04, ω2 = .09).
Results from post-hoc pairwise comparisons using t-test with pooled
SD and Bonferroni correction for the different items are listed in Ta-
ble C.4 in the appendix. Table C.3 shows the mean values and stan-
dard deviations. I found no significant differences between the real
and virtual condition for animacy, anthropomorphism and likability.
Not surprisingly, I found significantly different ratings between the
computer condition and the other conditions for animacy, anthropo-
morphism, likability. The computer was rated significantly less on
all the Godspeed scales, except for intelligence (see Figure 24 for all
significant differences between the conditions).
7 .5 .3 System Usability, Intrinsic Motivation and Interaction Quality
system usability scale A one-way ANOVA for the System Us-
ability Scale (SUS) (α = .85) revealed significant difference across
the conditions, F(2, 50) = 4.59, p < .05, η2p = .15, ω2 = .34. Pairwise
comparisons using t-tests with pooled SD and Bonferroni correction
revealed significant differences between the computer and the virtual
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agent condition (p < .05), but not between the computer and the real
robot (p = .53) and the real and virtual robot(p = .3). See Table C.3 in
the appendix for the mean values and standard deviation).
intrinsic motivation A KW-Test showed that intrinsic motiva-
tion (α = .84) was significantly affected by the conditions,H(2) = 8.66 ,
p = .014. A post-hoc test with focused comparisons of the mean ranks
between conditions showed that intrinsic motivation were not signif-
icantly different in the virtual condition (difference = 1.06) and the
computer condition compared to the virtual condition (difference =
12.40) with a critical difference of 12.50 for both comparisons. How-
ever, the intrinsic motivation were significantly higher in the robot
condition compared to the computer condition (difference = 13.47)
with a critical difference = 12.32.
interaction Perceived interaction was not signficantly different
between the conditions as determined by a KW-Test, H(2) = .73 , p =
.7.l
Figure 25: Boxplot showing the user ratings for the System Usability Scale
(SUS) and intrinsic motivation scale between the GUI (C), virtual
robot (V) and embodied robot (R) conditions for the preference
learning study.
7 .5 .4 Preference Learning Evaluation
subjective ratings on information quality and openness
to influence A one-way ANOVA for the perceived information
quality (α = .76 ,F(2, 50) = 1.93, p = .15, η2p = .07, ω2 = .18) and
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Table 3: Frequency distribution of first and second ranked sport preferences
Exercises
Condition Stretching Cardio Endurance Strength Relaxation
computer 10 7 11 4 5
virtual 10 7 11 4 5
robot 5 4 11 8 4
comparison quality (α = .78, F(2, 50) = .45, p = .63, η2p = .01, ω2
= .14) showed no significant differences across the conditions. The
perception of the learned preference quality (α = .9) did not differ
significantly across the conditions, F(2, 50) = 2.24, p = .12, η2p = .08,
ω2 = .21). Finally, the openness to influence (α = .88) was also not
influenced by the embodiment, F(2, 50) = 0.02, p = .98, η2p = .00, ω2 =
.2.
preference ranking error Frequencies for the learned sport
preferences are summarized in Table 3. A Fisher’s Exact Test (FET)
revealed no statistical significance (p = 0.79, FET). The ranking errors
DPE and DDE are depicted in Figure 26. A KW-Test revealed no sig-
nificant differences for DPE (P = .55) and DDE (P = .32) between
the conditions. To measure the effectiveness of the PL algorithm, I
simulated a random condition where the ranking is selected by a ran-
domized algorithm. I used the obtained ranking preferences from this
study as target criteria, computed the position and discounted error
accordingly. Including this random condition, I receive significant dif-
ferences for DPE (H(3) = 44.09 , p < .0001) and DDE (H(3) = 44.99 , p
< .0001). See Table C.5 in the appendix for post-hoc analysis and crit-
ical differences. The randomized algorithm significantly ranks worse
on the collected data set than the used DTS implementation in all
conditions.
7 .6 discussion
This chapter explored the effects of the system’s embodiment on the
user’s evaluation of a Preference Learning system as well as the suit-
ability of a dueling bandit framework for personalization in HRI.
Thus, it provides a contribution to the ongoing research on the ef-
fects of embodiment. Even though there exists work that reports that
embodied robots are found to be more persuasive, enjoyable and en-
tertaining [Li15], the debate is still ongoing by works that show con-
tradicting results (e.g., [Ros16]).
The conducted study examined how the embodiment of the system
influences the user’s perception of a PL system. The reported results
from Section 7.5 do not support the hypothesis 7.1. The users rated
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Figure 26: Boxplot showing the preference ranking errors (discounted and
position error) for the GUI, virtual robot and embodied robot
compared to a simulated condition that selected the exercises ran-
domly.
real and the virtual robot alike on the Godspeed questionnaire. Thus,
this results are in contrast to the conclusion from [Li15]. Also, the
ratings for the System Usability Scale (SUS) and the Intrinsic Motiva-
tion Scale did not significantly differ between the virtual and the real
robot. Though, the results show that the embodiment of the system
(both virtual and real robot) significantly increased the participant’s
likability of it compared to the computer only condition. Furthermore,
the embodiment increased the user’s intrinsic motivation in the real
robot condition compared to the computer condition. Regarding the
user’s preference ranking satisfaction, the embodiment also did not
influence the subjective evaluation of the ranking quality. Hence, par-
ticipants in all conditions were equally satisfied with the suggested
preference ranking. This indicates that the perceived quality of the
ranking is independent of the embodiment which is a desirable out-
come for a preference learning task. The user should agree with a
ranking due to the underlying algorithm and not to the embodiment
of the agent.
However, there are also several reasons that could hinder an effect
of the presence of the robot. The real and virtual robots were an addi-
tional interface of the GUI. Hence, the real robot might not have been
such a salient cue as expected compared to the virtual one, because
participants looked more on the screen (where the virtual one was
displayed in the according condition) than on the robot. Thus, the ef-
fects might have been different if an external monitor would display
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a virtual robot with the same height as the real Nao. However, other
researchers comparing the embodiment of a robot in a socially assis-
tive task also manipulated the presence and kept a GUI alongside
the robot (e.g., [Ley12]). Since the users did not evaluate the intel-
ligence of the robot differently across the conditions, I assume that
the perceived intelligence is not influenced by its embodiment but
by the underlying algorithm. Thus, more research on the influence
of embodiment and algorithmic design on the perceived intelligence
is needed.
Moreover, this study investigated the effectiveness of the PL frame-
work for HRI. First of all, the results indicate that the users were satis-
fied with the system’s suggested preference ranking. Their agreeable-
ness with the learned preferences is relatively high and the calculated
ranking errors low. To the best of my knowledge, this is the first work
exploring the dueling bandit learning approach in HRI. The results
indicate that dueling bandit learning might be a suitable framework
for personalizing HRI experiences without cognitively overloading
the user, needing a numerical reward function or taking much time
for the learning process.
In this study, I have also assessed the user’s personality. Research
from psychology shows a correlation between personality and exercis-
ing preference [Rho06]. This correlation might be useful to overcome
the problem of a cold start for a Preference Learning algorithm. In
future research, this data set could be used to evaluate how adapta-
tion might be accelerated using the personality trait information of a
person.
7 .7 conclusion
This chapter tested whether dueling banding learning works in a HRI
situation and whether the system’s embodiment influence the experi-
ence for the user. It provides support that such a preference learning
approach might be suitable for future applications. However, I could
not find support for the Hypothesis 7.1. The virtual and real robot
were evaluated equally by the users and the embodiment did not
affect the perceived intelligence and preference ranking satisfaction.
Thus, it indicates that the usage of an embodied robot in a preference
learning task in an applied scenario might be appropriate and will be
the main topic of the following chapter.

8
A D A P TAT I O N A N D A D A P TA B I L I T Y
The last chapter introduced a prototype HRI scenario where a robot
learns the user’s preferences. Today’s recommendation systems usu-
ally suggest a user new items based on Collaborative Filtering (CF) or
Content-based Filtering (CBF)1 [Pre10; Moo00]. Though, techniques
like Collaborative Filtering require an extensive database to predict
a user profile. While it might be possible to have some form of Col-
laborative Filtering for social robots in the future, to the date of this
thesis there is no such a system available. Additionally, such systems
also often suffer from the cold start problem. Hence, for this thesis
I target an approach that has no prior user knowledge and learns a
user’s preference.
The past chapter reviewed the requirements and tested the suitabil-
ity of such a learning phase in a test scenario. However, the scenario
was designed to investigate whether the embodiment of the system is
influencing the user’s acceptance of the system’s preference ranking
and to test the usability of such a cold start learning phase in HRI.
This chapter will introduce an experimental design to look at the ef-
fects of an initial contact with an adaptive system as an exercising
companion. I will describe how the chosen personalization method is
(to an extent) associated with the degree of control of a system. From
this distinction of the level of control of a system (concerning adaptiv-
ity) I will introduce a study that investigates how the degree of user
control influences the trust in and alliance with the system. Thus, this
chapter investigates Hypothesis 1.4 of this thesis.
8 .1 introduction
Future scenarios of socials robots envision a highly personalizable
system that is flexible and adapts itself to the user’s preferences, and
at best knows what the user wants without the need to program the
desired behavior. Having adaptive robots is an essential requirement
for long-term interaction with social robots [Iol13]. Since it is not pos-
sible to anticipate every potential user and pre-program the system
for their needs, robots will potentially need to have capabilities to
adjust to different users. A robot might enhance the interaction expe-
rience by adjusting behaviors that match the personality of the user
(e.g., [And15]). While adaptation to enhance the interaction were suc-
cessfully implemented in web-based applications (e.g., recommender
systems on Amazon, Google, eBay), it is still a challenging question
1 There are alos hyrid approaches
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for a social robot that is not attached to a user database that enables
techniques like CF. Thus, social robots are faced with the cold start
problem, which requires the system to gather initial user data. Hence,
having an adaptive system comes with some difficulties:
First, querying the user for information in real time HRI might cost
much more than in online applications were a short click to a link
is sufficient. Cakmak et al. [Cak10] showed that a constant stream of
questions in a Learning by Demonstration task is annoying for the
users.
Second, it might cause concerns for the HRI experience, when the
robot starts to make autonomous personalization decisions. Accord-
ingly, it could be sufficient for the human to adjust the required be-
havior instead of having the robot adapt by itself. This different types
of possible customization strategies would influence the autonomy
of the system, which might influence the interaction experience in
different ways.
Based on the theory of anthropomorphization, an autonomous adap-
tive system could create an unexpected experience for the user [Epl07].
This unexpected experience could increase a user’s associated degree
of anthropomorphization of the robot. Furthermore, this higher de-
gree could increase the credibility of the system and might influence
the associated relationship with it or trust in it. In contrast, a sys-
tem that is controlled and adjusted by the user should increase the
match between the robot’s behavior and the user’s expectation, which
might reduce the anthropomorphic effects. The investigation of these
two aspects is the core of this chapter. I try to find an answer to the
question: What effects have different types of personalizable robots
on the user’s acceptance, relationship and motivation to interact with
the system?
To investigate the effects of the LoA of the system, this chapters
presents a study that compares the effects of having an adaptive robot
and an adaptable robot.
The difference between adaptive and adaptable robots will be ex-
plained in Section 8.2 along with the concepts of autonomy and re-
lationship, which might be important variables when looking at the
adaptivity of a system. Section 8.3 introduces the system design and Sec-
tion 8.4 explains the study design to test the effects of a robot’s dif-
ferent personalization mechanisms. Section 8.5 presents the results of
the study, which are discussed in Section 8.6. Finally, Section 8.7 gives
a conclusion of this chapter.
8 .2 adaptation, control and relationship
As mentioned earlier, this chapter is looking at a variety of different
concepts (i.e., adaptation, control and relationship/trust) that were
not introduced yet, but might be important for the interaction with
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social robots in the future. Grasping these concepts is challenging
because they have different meanings and definitions in different dis-
ciplines (e.g., philosophy, psychology, economics, biology). However,
contrasting them and defining will be helpful to understand this chap-
ter and the impact of the results. Nevertheless, the sketching of these
concepts cannot be exhaustive due to the broad range of disciplines
using these terms. Therefore, I will concentrate and look on the terms
from a computer science and psychology perspective.
8 .2 .1 Adaptation: adaptivity vs. adaptability
In computer science adaptation is the process of adjusting the behav-
ior of an interactive system to individuals using information about
them. Even though computer software or robots are running through
many software design cycles, it is hard to anticipate the requirements
for every possible user. The goal of the adaptive process is to min-
imize the discrepancy between the user needs and system behavior
after the deployment.
This adaptive process can either be automatically initiated by the
system, in this case the system is adaptive, or users can adjust the
system by themselves, in this case the system is adaptable.
Adaptation can be based on different user profiles (e.g., age, gen-
der, personality), different times (e.g., morning/evening, days of the
week, summer/winter) or other user characteristics (e.g., mood, ex-
pertise over time). The previous chapter already introduced some of
the related work in the area of adaptation and personalization in HRI.
Therefore, these works are not listed here again. However, there is
a lack of knowledge in the research community because few works
compared different possibilities to match a robot’s behavior to the
user needs.
Most studies investigated the implementation of an adaptive pro-
cess [Tap08b; Lei11; Tsi16; Mit08]. Although some have compared
adaptive robots with experimental baseline conditions (e.g., [Ley14b]),
to the best of my knowledge, no works looked at the effects of robot-
initiated personalization or human-initiated personalization. Though
no works like this exist yet, it is reasonable to argue that the users
could be in control and adjust the robot behavior to their preferences
too. Leyzberg et al. [Ley14b], for example, investigated the effects of
a robot that gives personalized lessons to the user. These tutorials
are selected by the robot’s decision. However, instead of doing this
automatically, the user could have also asked the robot for a specific
lesson. Both strategies might lead to user interaction satisfaction, but
the underlying difference in decision making is fundamental. One can
interpret the different strategies as either more transparent or as more
competent. Generally, the question of whether to build an adaptive
or adaptable system raises the concern of who is in control and how
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does it affect the interaction experience. The issue of who is in control
is associated with the Level of Automation (LoA) of the system.
8 .2 .2 Level of Automation
Asking for the different Level of Automation of a system leads to
looking at an agent’s capability to act and react based on information
on their own without any other external control instances. An autono-
mous agent acts based on the information it receives from its sensors,
knows in which state it is and makes a decision accordingly which is
associated with an agent’s action [Rus16, ch. 2].
The Level of Automation of an agent is, depending on the task
and environment of the agent, altered by introducing humans in the
agent’s control loop. It becomes essential were robots are carrying
out delicate tasks (e.g., Lethal Autonomous Weapons (LAWs)). There
are various frameworks that can be used to classify the Level of Au-
tomation of a system (e.g., [She78; End95]). However, most recently,
Beer et al. [Bee14] have proposed a framework to classify the Level of
Automation for HRI.
In general, systems can be categorized as a) human-in-the-loop sys-
tems where the human has to approve a control decision by the auton-
omous agents, b) human-on-the-loop where the human is informed
about decision but the agent would carry out a decision if the human
operator is not interfering or c) human-off-the-loop, where a human
cannot interfere with the agent’s decisions.2
The relevance to consider different Level of Automation are appar-
ent in sensible domains such as military operations or medical appli-
cations (e.g., surgery or medicine dispenser), but (yet) less apparent
in socially assistive domains (rehabilitation or teaching). Neverthe-
less, also social situations will require to understand whether a social
robot should act on its own, semi-self controlled or in full human
control. Therefore, it will be crucial to understand the effects of differ-
ent Level of Automation on the interaction experience. In the course
of this chapter, I am interested in the effects of whether the robot exer-
cising companion is in control to choose the next exercises or the users
can decide which exercises they want to do. The question of whether
the Level of Automation is appropriate and which effects it will have
on the interaction will be related to the relationship and trust between
the users and the SAR [Bee14].
8 .2 .3 Relationship and Trust
If a robot makes autonomous decisions, it is a significant issue whe-
ther humans trust the robot’s capabilities [Fre07]. In cases where sys-
tems have more control and decide on their own, either directly or
2 Earliest examples of hands-off-the-loop agents are land and naval mines.
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controlled by the feedback of users, the relationship between the hu-
man and robot might influence the trust users put in the system’s
decision. Marriam-Webster [Mar18] defines trust as “the assured re-
liance on the character, ability, strength or truth of someone or some-
thing” [Mar18].
This quite vague definition is more specified in the community
of HCI where trust is defined as “the extent to which a user is confi-
dent in and willing to act on the basis of, the recommendations, ac-
tions, and decisions of an artificially intelligent decision aid” [McA95,
p. 25]. As Madsen et al. [Mad00] state, this definition “encompasses
both the user’s confidence in the system and their willingness to act
on the system’s decision and advice” [Mad00, p. 1]. Thus, it already
incorporates a notion of user trust regarding the willingness to take
a system’s recommendations into account.
To understand how trust influences HRI, Hancock et al. [Han11] re-
viewed different applications were trust is an important factor when
robots and humans are working together in a team. They state that
it is an essential aspect of industry, space or warfare applications.
Though, one can argue that trust will also be crucial to understand-
ing for social tasks due the rise of SAR for rehabilitative, therapeu-
tic or educational tasks. The authors found several factors influenc-
ing trust in HRI, which are related to the human, the robot, and the
environment. However, the robot related factors were the most im-
portant ones in their meta-review. They found that important factors
influencing the associated trust are the human’s perception of the sys-
tem’s behavior, adaptability, competence, and performance [Han11].
Considering how types of personalization change the Level of Au-
tomation and how this might alter the perceived trust, I question
how the manipulation of the Level of Automation (for example how
the system adapts or can be adapted) influences the associated com-
petence and the perceived trust in the system.
Rau et al. [Rau13] investigated the influence of a social robot’s Level
of Automation on the user’s trust in a robot and the influence on de-
cision making. They manipulated the robot’s Level of Automation by
either giving the human the possibility to make a team decision and
the robot could suggest a different decision (low autonomy) or the
robot makes the team decision and the human can either reject or ac-
cept this decision (high autonomy). They hypothesized that a highly
autonomous robot would increase the associated trust. Their results
show the influence of an autonomous robot on human’s decision mak-
ing, but in contrast to the hypothesis, people rated that they trust the
low autonomous robot more.
Other works investigated how perceived anthropomorphization in-
fluenced perceived trust [Way14]. Waytz et al. [Way14] found that the
degree of anthropomorphization of an autonomous vehicle is associ-
ated with higher trust in its competence. This indicates that the per-
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ceived level of competence might also influence the associated trust,
However, there is, to the best of my knowledge by this date of this
thesis, no other works that investigated the influence of a social ro-
bot’s Level of Automation on the perceived trust in addition to the
work of Rau et al.
8 .2 .4 Hypotheses
Based on the reviewed literature, this chapter investigates the effects
of preference adaptation with different Level of Automation in HRI.
I propose the following hypotheses:
hypothesis 8 .1 Users perceive an adaptive robot as more competent than
an adaptable robot.
Due to the robot’s initiative and control of the interaction people
will be likely to associate the robot with higher competence. Since
users do not have to control the robot on their own, the robot creates
the impression of proactively deciding on its own. I hypothesize that
this different level of perceived competence is associated with the
perceived trust or relationship with the agent.
hypothesis 8 .2 The relationship to an adaptive robot is rated better than
to an adaptable robot.
This hypothesis is mainly based on the assumption that the users
will more likely trust a system that is perceived as competent. Even
though research from Rau et al. [Rau13] did not show any significant
effects on perceived trust depending on the Level of Automation, I
still hypothesize that the Level of Automation will affect the associ-
ated trust. It is likely that Rau et al. [Rau13] did not find an effect on
the trust because the robot was only a marginal partner that was not
important for the task. Instead the scenario of this chapter the robot is
not just a member of the team but also an instructor and coach for dif-
ferent exercises. Therefore, the trust and alliance will be an important
feature for the relationship between the user and the robot. Further-
more, since I hypothesize that the participants in the conditions will
perceive both the competence and trust differently, I also hypothesize
that:
hypothesis 8 .3 The associated trust between the conditions is signifi-
cantly mediated by the perceived competence of the system.
This hypothesis is based on the results from Hancock et al. [Han11],
that trust is associated with the human’s perceived competence of the
system.
Additionally, low trust is often associated with the misuse or disuse
of an autonomous robot [Bee14]. Previous works hypothesized that
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if the people do not trust a robot they stop using it. This trust in
the competence of an interaction partner to achieve a desired goal is
also highly critical between a client and a therapist [Hor89]. Perceived
higher compentence increases the trust in the relationship to achieve
a common goal. Thus, if people do not feel the competence in the
relationship to achieve a common goal, they do not trust the therapist
and are more likely to stop the therapy or intervention.
Thus, I also hypothesize that:
hypothesis 8 .4 An adaptive robot increases the participant’s motivation
to engage in a second interaction compared to an adaptable robot.
8 .3 system design
To investigate these hypotheses, I have implemented a distributed
system. The system is composed of a database of different exercises
for Nao, a session manager executing the exercises with Nao, a sim-
ple computer vision system using the Kinect sensor and a preference
learning algorithm.
8 .3 .1 Exercise Database
As previously explained, the exercising preference is very individual
from person to person. Thus, for the aim of this study I develop a
system that provides a variety of different exercises. I have chosen 25
exercises in total from 5 different categories: strength, stretch, cardio,
Taichi, and meditation. This set of exercises tackles one of the open
issues mentioned in Section 2.1.2: A wider set of exercises for SAR.
Previous work often looked at a single type of exericse like arm move-
ments. The approach of using a spectrum of different exercises might
show that people can perform various exercises together with a robot.
Table 4 presents the list of the chosen exercises. They have been
selected based on a variety of criteria: a) the possibility to animate
and execute them on Nao (i.e., Nao cannot jump.) b) the difficulty that
users can perform them (i.e., exercises should not be too challenging
for the participants) c) the full body weight workout: The exercises
should challenge the full embodiment of the robot (i.e., laying down,
balancing, standing).
All of them have been animated on Nao using Choregraphe. The ro-
bot’s instructions for these exercises and the required joint configura-
tions have been configured using the framework presented in [Sch17a].
Nevertheless, I did not want to include coaching capabilities in the
system. Hence the system is only configured to instruct the user and
not to give them assistive feedback on their execution while exercis-
ing nor give them encouraging feedback like in Chapter 5.
102 adaptation and adaptability
Table 4: Used exercises for the presented study.
Strength Stretch Cardio Meditation Taiji Drills
Push up Neck Jumping Jacks The boat Golden rooster
Squats Triceps Front Lunge 9 breathes Rainbow
Crunches Hip Side Lunge Deep relaxation Punch
Superman Quadriceps Boxing Inner light Parting kick
Bridge Side Mountain Climbers The peace sign Lifting water
8 .3 .2 Session Manager
The session manager is also implemented using the presented frame-
work from [Sch17a]. The system waits for a user to be present in
the room. Depending on the distance, it asks the participant to come
closer. Afterward, in the adaptive condition the algorithm selects two
exercises from the database and Nao instructs the user to do the
exercises. Following, it asks the participant which exercises she or
he prefers (preference feedback). Initially, I used the internal speech
recognition of Nao. However, prototype experiments showed that the
speech recognition capabilities are below an acceptable recognition
rate, which is why I manually inserted the user’s feedback using
a WoZ style.
When Nao performs the exercises, it moves away from the initial
position. I have implemented a simple marker based localization strat-
egy, however the robot needed too long to localize in the room and
move to the correct position. Since it is a significant disturbance for
the HRI experience, I also have implemented a WoZ controller to
move the robot to the correct position manually after each exercise.
The primary interaction flow for the preference learning conditions
is as follows: Based on the current user’s preference database, the al-
gorithm selects two exercises (the algorithm is the same as the one
presented in the previous chapter, see section 7.3), then the session
manager runs the exercises. Afterward, the robot asks the user which
of the exercises she or he prefers. The wizard listens to the user’s
feedback using an installed microphone in the experimental room
and feeds the user’s input back to the session manager. The robot ac-
knowledges the decision by repeating the chosen exercise. The prefer-
ence learning algorithm updates the user’s preference database and
selects the next exercises based on the current user preference.
8 .4 study design
I conducted a study with a between-subject design (adaptive robot vs.
adaptable robot) where participants were randomly assigned to one
of two conditions.
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8 .4 .1 Conditions
adaptivity The robot in the adaptivity condition used the algo-
rithm described in Section 7.3. At each time step, the system selected
two exercises based on the algorithm and executed them consecu-
tively with the user. Afterward, the user was asked to give a prefer-
ence statement regarding the exercises. This behavior repeated for 14
exercises (or seven iterations). After the 14 exercises, the system asks
whether the user wants to continue exercising for two more exercises
or quit the experiment. After the two additional exercises, the interac-
tion was finished by the robot. It stated the user’s learned preferences
and thanked for the participation. I limited the additional exercises
to two exercises, due to battery concerns and overheating of joints.
adaptability The robot in the adaptability condition did not use
any preference learning algorithm and did not select the next exer-
cises autonomously. The robot verbally listed the possible exercising
categories in a randomized order and the user could choose the ex-
ercise category she or he wants to experience. Thus, the user was in
control of the exercise session and could choose the exercise category
she or he prefers.
8 .4 .2 Participants
Participants (n = 40; average age M = 26.02, SD = 5.48, 13 female
and 7 male in the adaptivity condition; 12 female and 8 male in the
adaptability condition) were mostly university students that were ac-
quired by information on the campus and social media. The majority
of the participants were naive robot user and had no background in
computer engineering or programming.
8 .4 .3 Procedure
Participants arrived at the lab individually. First, they had to sign a
consent form. Then, the experimenter led the participants to a room
where they can change their clothes. Later, they had to do a pre-
questionnaire asking for their self-efficacy beliefs in doing exercises
like strength, meditation, stretching, cardio or taichi and got instruc-
tions for the next steps of the study. They were told to enter the lab
and follow the instructions of the system. Until this point, the partici-
pants did not know that they will be interacting with a robotic system.
I neglected this prior information to not bias the participants or raise
false beliefs. Then the participants entered the lab without the ex-
perimenter. The interaction happened for approximately 40 minutes,
and the experimenter monitored the experiment from a control room.
After the interaction finished, participants had to answer a question-
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naire and had a short interview. Finally, they were debriefed and re-
ceived 8 Euros for their participation.
8 .4 .4 Measurements
In this study, some measurements were the same as before. I assessed
the Negative Attributes Towards Robots Scale (α = .8), PAES (α =
.91), SUS (α = .84), team perception (α = .52), openness (α = .94) and
cooperation (α = .4) as described in Chapter 5. Additionally, I used
the measurements listed below.
perception of the partner Additionally to the Godspeed ques-
tionnaire, participants were asked to rate the perception of the robot
on the new Robotic Social Attribute Scale (RoSAS). This scale includes
the perceived warmth (α = .85), competence (α = .77) and discomfort
(α = .76) on a 9 point-based Likert-scale [Car17]. See Appendix D.2
for the used scale.
motivation To have an additional measure to see whether peo-
ple are interested in exercising a second time with the robot, I let
the participants opt-in for voluntarily exercising with the robot again
without monetary compensation. Participants were asked at the end
of the questionnaire to enter their email address if they want to exer-
cise again.
working alliance The Working Alliance Inventory (WAI) (α
= .91) is a measure commonly used in helping relationships to as-
sess trust and belief in a common goal of helping that a therapist,
clinician or coach has for another [Hor89]. See Appendix D.8 for the
used scale. This measure has recently been used in HCI and HRI stud-
ies [Bic05; Kid08b] for assessing the relationship and trust between
the human and a SAR. The scale is divided into three subscales as-
sessing the bond (α = .9), the goal (α = .84), and the task (α = .84).
8 .5 results
8 .5 .1 Manipulation Check
The data was checked for differences in the participant’s previous
experience with technology, their average weekly exercising activity
and the attitudes towards robots. Previous experience (Ws = 162, p =
.14), exercising activity (Ws = 237, p = .45), as well as NARS (t(37.7) =
1.77, p =.08) were not significantly different between the conditions.
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Figure 27: Boxplot showing the user ratings for the cooperation, Physical
Activity Enjoyment Scale (PAES), System Usability Scale (SUS)
and Working Alliance Inventory (WAI) scales for the adaptabil-
ity adaptivity conditions in the adptation study.
Cooperation
A Welch’s twosample t-test showed a significant difference between
the conditions for cooperation, t(37.91) = -2.43, p < .05, d = -.79. The
adaptive system has been rated as significantly more cooperative (M
= 3.7, SD = .66) than the adaptable system (M = 3.2, SD = .63). How-
ever, this result can only be carefully considered due to the low inter-
nal consistency of the cooperation scale (α < .4).
System Usability Scale
A Welch’s two sample t-test for differences on the SUS scale showed
no significant differences, t(37.615) = .92, p = .36.
Openness
A WC-Test test showed no significant differences between the two
conditions on the openness to influence scale, Ws = 206, p = .92, r =
-.10.
Physical Activity Enjoyment Scale
A WC-Test test showed no significant difference between the two con-
dition on the PAES scale, Ws=168.5, p = .28. PAES was not higher in
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Figure 28: Boxplot showing the user ratings for the Robotic Social Attribute
Scale for the adaptability and adaptivity conditions in the adap-
tation study.
the adaptive condition (M = 4.0, SD = .53) compared to the adaptable
condition (M = 3.6, SD = .63).
Robotic Social Attribute Scale
The results for RoSAS are plotted in Figure 28. The detailled analysis
is listed in the following.
warmth A Welch’s two-sample t-test showed a significant effect
regarding the warmth subscale of the ROSAS scale, t(36.22) = -2.47,
p < .05, d = -.82 , r = .38. The adaptive system is perceived as warmer
(M = 4.08, SD = 1.62) than the adaptable system (M = 2.93, SD =
1.29).
competence Regarding the perceived competence of the systems,
a Welch Two Sample-test showed a significant difference between the
conditions, t(34.54) = -2.49, p < .05, d = -.85 , r = .39. The adaptive
system is perceived as more competent (M = 6.55, SD = 1.67) than
the adaptable system (M = 5.4, SD = 1.2).
discomfort There were no significant difference between the con-
ditions using a Wilcox-ranked sum test, Ws = 210, p = .79, r = .27.
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Team Perception
There was no significant difference regarding the team perception be-
tween the adaptive condition (M = 3.38, SD = .57) and the adaptable
condition (M = 3.09, SD = .7), t(38.0) = -1.48, p = .14.
Wish to Repeat Interaction
The ratio for participant’s wish to voluntarily repeat the interaction is
depicted in Figure 29. Pearson’s Chi-squared test showed that partici-
pants opted more often to exercise again with the adaptive condition
(χ2 = 4.8 , d.f. = 1, p < .05). This effect is however not persistent when
using Yates’ continuity correction (χ2 = 3.3 , d.f. = 1, p = .067).
Figure 29: Counts for participants that opted to voluntarily exercise again
for each condition of the adaptation study.
Godspeed questionnaire
The results on the Godspeed questionnaire did not differ significantly
between the conditions for any of the subscales. Table 5 reports the
results of this analysis.
Table 5: Multiple comparison test after Kruskal-Wallis for ratings on the
Godspeed questionnaire for the adaptivity study.
Godspeed item adaptivity
M, SD
adaptability
M, SD
test results
Animacy 3.09, .62 2.98, .6 t(37.98) = -.56, p = .57, d = .18
Anthropomorphism 2.62, .87 2.35, .62 t(34.29) = -1.12, p = .26, d = .36
Intelligence 3.63, .63 3.32, .54 t(34.29) = -1.13, p = .26, d = .53
Likability 4.73, .37 4.52, .58 Ws = 166, p = .33, r = -.15
108 adaptation and adaptability
Working Alliance Inventory
Results of the Working Alliance Inventory are depicted in Figure 27.
A Welch Two Sample t-test revealed significant difference between
the conditions, t(36.89) = -2.99, p < .01, d = -.99, r = .44. The adaptive
system has been rated significantly higher on the alliance inventory
(M = 2.8, SD = .93) than the adaptable system (M = 1.99, SD = .76).
mediation analysis To assess whether the condition’s effect
on overall trust was statistically mediated by perceived competence,
I used non-parametric bootstrapping method based on the method
from Preacher et al. [Pre08] and coded condition as adaptability = 0,
adaptivity = 1. This analysis confirmed that perceived competence sta-
tistically mediated the relationship between adaptive condition and
overall trust in the robot (Average Causal Mediation Effects (ACME)
= .48, p < .05, 95% CI = .1 to .91; 10,000 resamples; see Figure 30)
with no direct effect of autonomy of the system (Average Direct Ef-
fect (ADE) = .31, p = .09) and significant total effect (p < .001).
Figure 30: Standardized regression coefficients for the relationship between
conditions and user’s relationship with the robot as mediated by
the user’s perceived competence of the robot. The standardized
regression coefficient between the conditions and the Working
Alliance Inventory, controlling for perceived competence, is in
parentheses.
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8 .6 discussion
This chapter investigated how a system’s type of personalization mech-
anism alters the user’s perception of it. It presented an empirical de-
sign to investigate the effects of different personalization techniques
on alliance and competence of a SAR. The robot was either controlled
by the preference feedback of the user or entirely controlled by the
user in an exercising scenario.
I hypothesized that different a Level of Automation alters the user’s
perceived competence of the robot and relationship with it. The re-
sults present evidence that the robot is perceived as more competent,
which can be seen in a significant difference between the conditions
on the RoSAS subscale. This evidence supports Hypothesis 8.1: An
adaptive robot is perceived as more competent as an adaptable robot.
The result regarding the perceived relationship to the robot also
supports the hypothesis Hypothesis 8.2: Participants had a stronger
alliance with the adaptive robot measured by the WAI. This result
supports the hypothesis that Rau et al. [Rau13] had, but could not
find evidence to support it. The proposed mediation model provides
evidence why the different conditions affected the perceived alliance.
The Level of Automation increased the perceived competence of the
system which in turn increased the alliance to it.
Other researchers showed that anthropomorphism alters the trust
in an autonomous vehicle [Way14]. They manipulated the agency of
a vehicle which alters the perceived trust and found evidence that
people have higher trust in the vehicles competences when it is per-
ceived as more anthropomorphic. However, they have not measured
the perceived competence as an independent mediator in their study.
Thus it remains an open question whether the manipulation of the an-
thropomorphism alters the perceived competence in the system and
therefore changes the associated trust.
However, this study could not show that the different Level of Au-
tomation alter the perceived anthropomorphism, as measured using
the Godspeed questionnare. This lack of difference is probably be-
cause I manipulated the Level of Automation and not explicityl the
anthropomorphism of the robot. The study used the same robot in
both conditions as well as the same speech output. Thus it seems
like the difference in Level of Automation doe not affect the user’s
perceived anthropomorphism. Therefore, more studies are required
to investigate the effects of anthropomorphism and perceived compe-
tence on the associated trust and alliance with a social robot. More-
over, it is interesting to note that the Godspeed questionnaire showed
no differences between the conditions while the RoSAS does. Reasons
for this are discussed in Section 9.2.2.
One limitation of the interpretation of the results above is the short
interaction time during the study. Trust and alliance are commonly
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build up over repeated interactions between two people. Therefore,
the results on the effects of trust need to be interpreted with caution.
Additionally, the scale used in this experiment is primarily designed
for measuring the trust in the client-therapist relationships. Therefore,
the results might be different, if I have used a scale that is more fo-
cused on the trust in the technical competence of the system. Still, the
trust in the relationship is an essential part for long-term HRI and es-
pecially for use cases where the human and robot partner are working
towards a long-term goal like increasing physical activity. Therefore,
I would suggest to alter the competence of the system explicitly and
additionally evaluate the trust in the system’s technical competence
in future studies.
Finally, I could find partial evidence for Hypothesis 8.4. Partici-
pants in the adaptivity condition opted more often to voluntarily ex-
ercise a second time. This result is probably due to the interest in a
system that tries to personalize the interaction by itself. It might raise
curiosity and participants are interested to see what other exercises
the system can offer or whether the system can effectively learn the
user preference. However, this result is only marginally significant af-
ter applying a continuity correction. To be sure whether this effect is
genuinely significant higher sample size is needed.
8 .7 conclusion
As to the best of my knowledge, this is one of the first studies in
the field of HRI to investigate the effects of different Level of Automa-
tion (LoA) types of a robot on the ascribed competence and perceived
relationship with the agent. This study is also one of the first to in-
vestigate the usage of a dueling bandit preference learning in online
interaction with robots in the context of exercising scenarios. I con-
clude from this study that these kinds of preference learning might
be suitable for personalization in HRI, because they work with pref-
erence feedback from the user and do not rely on a numerical reward
function. However, this study only investigated the initial exploration
phase of the algorithm. Whether the algorithm efficiently adapts over
time needs to be evaluated in a long-term study. Additionally, I col-
lected a significant amount of video material that captures the HRI.
The video could be analyzed in the future to gain more insights on
how people adapt to robots.
This chapter concludes the empirical investigations in this thesis. It
tried to find an answer to one of the hypothesis of this thesis. The
evidence found in the presented study partially supports Hypothe-
sis 1.3. Participants perceived an adaptive robot as more competent
and trustworthy. However, I can not conclude whether an adaptive
robot is also significantly more motivating than an adaptable robot.
Future investigation needs to target this open issue.
9
D I S C U S S I O N
The final chapter of this thesis revises the research steps, gives an over-
view of the main findings and discusses the meaning of the results. It
will discuss why the results are useful for other researchers and how
they could contribute to a better understanding of social robots as
exercising companions. However, this chapter will also consider the
limitations of this thesis.
9 .1 thesis summary
This thesis explored and investigated the usage of SAR as exercising
partners. In the introduction, I stated that a lack of physical activ-
ity is one of the leading global risk factors for various diseases and
that SAR might be a useful tool for people to increase their physi-
cal activity levels. The usage of SAR for rehabilitative scenarios was
already presented over a decade ago [Fei05]. In contrast to previ-
ous works, this thesis focused on an empirical foundation for us-
ing social robots as exercising companions or coaches, by using a
control-group based study design methodology to investigate the mo-
tivational effects of exercising with robots. It took a breadth-first ap-
proach on four important features for robotic exercising companions:
social role,feedback, embodiment and adaptation.
First, I investigated the motivational effects of exercising with ro-
bots as partners (see Chapter 3 and 4). Second, I looked at the effects
of the embodiment of the robot (see Chapter 3, 6 and 7). Third, I
looked at the motivational effects of encouraging feedback for the in-
teraction partner (see Chapter 5). As a last factor, I investigated the
effects of having SAR with adaptive capabilities and their influence
on the interaction experience (see Chapter 7 and 8). I identified these
four factors as important for future research directions, because those
will have implicatons for the long-term applications of SARs and fu-
ture research [Iol13].
9 .1 .1 Rational for thesis investigation
The social role is essential for robot design and engineering reasons. If
a Robot Companion is eliciting higher motivational gains than an Ro-
bot Instructor, then engineers working on exercising scenarios should
build robots that will be capable of exercising with humans together.
Hence, robots will need to be able to jump and balance humanlike,
so that they can be equal exercising partners. However, based on the
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theory of social facilitation effect it might also be sufficient if the ro-
bot is not exercising with a human, but just instructing or observing
them [Str02].
Independent of the social role, trainees can benefit from the verbal
encouragement of a peer. Indeed, in cases where there is an unfa-
vorable social comparison, as in the Köhler Effect, encouraging feed-
back from a superior exercising partner can also have adverse ef-
fects [Irw13]. Therefore, it is pivotal to understand what effect verbal
encouragement of an exercising partner can have on the motivation.
Carrying on, for robot design reasons it is essential to look at
the embodiment too. Designing and maintaining a robot is more ex-
pensive than a Virtual Agent. Therefore, it is crucial to understand
whether using a robot is beneficial.
Finally, investigating the effects of an agent that tries to find out
a user’s exercising preference by exploration is vital for future appli-
cation where programmers can not anticipate every potential user of
a system. Thus, knowing how exploration algorithms are perceived
in HRI is also critical for other applications of social robots.
This thesis presented different HRI scenarios and systems, where
a robot works out with a user co-actively, to find answers to these
questions. I started with a prototyping study using video Human-
Robot Interaction to investigate the question on embodiment and so-
cial role, but the results did not confirm my hypotheses. Hence, I
introduced a real interaction study where the robot is an exercise
companion or instructor. The study design was adopted from Feltz
et al. [Fel14] so that a comparison between the two collected dataset
on exercising with robots and computer-generated partners is possi-
ble. In this study, I varied the social role (instructor vs. companion)
and the presence and absence of encouraging feedback. Subsequently,
I implemented a system that tries to learn the users exercise prefer-
ences based on the Dueling Bandit Problem. I investigated the effects
of the embodiment of such a Preference Learning agent and the ef-
fects on the interaction experience. To further investigate the effects
of such a preference learning agent, I tested it in a real exercising
scenario and compared an adaptive versus an adaptable system.
9 .1 .2 Result Summary
Putting the results of this thesis in one sentence, one could say that
it showed that an embodied SAR, which is exercising co-actively, giv-
ing encouraging feedback and adapts to its user will lead to the high-
est acceptance of the user and should be the gold standard for fu-
ture SAR implementation. Unfortunately, saying this would oversim-
plify the results of this thesis. Therefore, I will break down the results
into smaller chunks and ask what the single building blocks are.
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köhler effect The results from Chapter 4 suggest that the Köh-
ler Effect can also be replicated with humanoid robots. People in this
study exercised longer when paired with a moderately superior Ro-
bot Companion compared to people exercising alone or with a Robot
Instructor. Not only were exercising times longer, but also ratings for
likability of the system. The result supports the Hypothesis 1.1 of
this thesis However, there was no significant difference in persistence
time between exercising individually and being instructed by the ro-
bot. The participants perceived the presence of the Robot Instructor as
disturbing and unclear. Thus, I could not find an evidence for the so-
cial facilitation effect effect. However, this needs to be verified in an
experiment that controls for the different participants’ exercising lev-
els. Usually, this effect should appear when people already have a
high () in doing a task; if not the effect is reversed. However, peo-
ple that are already confident in exercising probably do not need an
assistive system that motivates them.
encouraging feedback The study in Chapter 5 was building
up on the Köhler Effect study from Chapter 4 and included encour-
aging feedback while the user was exercising. The results show that
encouraging feedback leads to higher exercising times compared to a
robot instructor that is not giving feedback or exercising alone. How-
ever, there was no additional exercising boost when the robot was ex-
ercising togehter and giving feedback compared to when the robot is
only exercising together with the user. In these conditions, the exercis-
ing time was not significantly different. Therefore hypothesis Hypoth-
esis 1.2 of this thesis partly supported. Participants exercised longer
when they were receiving encouragement, but not under all condi-
tions.
embodiment Chapter 6 compared the results from my studies on
the Köhler Effect and the results from Feltz et al. [Fel14] on the same
effect but with computer-generated partners. The analysis showed
that there is a significant difference between the conditions with a
robot companion and the software generated partner. The results
of this analysis partly support Hypothesis 1.3 of this thesis. Partici-
pants exercise longer with an embodied SAR. However, this conclu-
sion needs cautious interpretation. Even though both studies used the
same study design, participants were from different countries. Addi-
tionally, I needed to change the exercises slightly, which might have
resulted in different baseline measurements of the participants be-
tween the cohorts.
Besides this results on the exercising times, the ratings for likab-
bility on the Godspeed questionnaire were higher for the robot ex-
ercising companions compared to the human partner. This, supports
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feedback from some participants telling that they would rather prefer
to exercise with a robot than with a human.
adaptation As the last factor, I have looked at the effects of adap-
tation. In Chapter 7 and 8, I have investigated the usage of PL learn-
ing algorithms that explore the user’s exercise preferences. The re-
sults indicate that Dueling Bandits might be suitable for HRI. Espe-
cially, the comparison between an adaptive and an adaptable system
showed that the users ascribe the adaptive system a higher compe-
tence and also state that their perceived alliance with the system is
higher. Furthermore, also higher ratings for the perceived warmth of
the system and the motivation to voluntarily exercise a second time
with it supports Hypothesis 1.4 of this thesis.
9 .2 interpretation
Looking at the different results of this thesis one can see that there
is a trend that the dimensions of social role, embodiment, encourage-
ment, and adaptation alter the user’s motivation and evaluation of
the system. However, in the presented studies these dimensions were
only evaluated on an on-off basis, but possible co-variations along
these dimensions seem to be reasonable to investigate in the future.
The following section discusses these aspects.
9 .2 .1 Exercising Motivation
Having a robot exercising companion or a robot instructor that is giv-
ing encouragements resulted in significantly longer persistence times.
The interpretation of this results is rather straightforward: When par-
ticipants were paired with one of the agents, their persistence time
difference between two exercising blocks was smaller compared to
the control-group conditions, thus their motivation to exercises was
higher. As introduced at the beginning of this thesis, motivation in-
cludes aspects of starting, maintaining and repeating a behavior. I
limited the scope of this thesis to the maintaining aspect of motiva-
tion. Thus, the results show that pairing users with a robot that gives
encouragement or one which is exercising co-actively increases the
maintaining aspect of motivation.
Still, what is responsible for this difference in motivation and how
can it be explained on a coarser scale? To some extent it could be
explained by a novelty effect. Participants could exercise longer due
to the novel stimulus of seeing a robot. However, if this would be the
only effect influencing the exercising motivation of the participants,
then there should also be a significant effect when the robot is only
instructing the participants. Since the results do not show this effect,
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one can conclude that there might be additional effects influencing
the exercising time besides the novelty effect.
As an illustration, one could boil it down to some simple equations:
tIC,1 = motintr
tIC,2 = motintr − 
∆tIC = tIC,2 − tIC,1
tIC,1 is the participant’s time to persist an exercise on the first block.
That is, in the case where nothing else could manipulate the moti-
vation, the intrinsic motivation motintr of the participant that influ-
ences the persistence time. This is a huge simplification because also
a participant’s personality, the average weekly exercising time, the
mood, the health and many other variables influence the exercising
motivation. The exercising time on the second block is tIC,2, which
is again mainly the intrinsic motivation substracted by an factor of 
that could be the exhaustion or boredness.
When a robot instructor is introduced, the novelty of the system
could influence the persistence time between the two blocks :
∆tRI = ∆tIC +novelty
In situations where the robot is playing the role of a moderately su-
perior exercising companion, one could suspect that the Köhler Effect
additionally enhances the exercising time.
∆tRC = ∆tRI + köhler
Moreover, the exercising time should be additionally enhanced if
we introduce encouragement for the exercising partner as an addi-
tional factor.
∆tRIF = ∆tRI + encouragement
∆tRCF = ∆tRC + encouragement
If only the novelty effect could be attributed to the enhanced ex-
ercising time in the conditions with an exercising companion, then
I should have also found an effect so that ∆tRI > ∆tIC. However,
even though the exercising time was on average slightly higher in the
condition with a Robot Instructor (RI), the effect was not significant.
Therefore, some other factors might be responsible for inhibiting the
exercising time when instructed by a robot. One possible explanation
could be the social facilitation effect, or audience effect, which is the
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effect that people behave differently in the presence of others. People
tend to perform better on easy or well-rehearsed tasks in presence
of other compared to their performance when they are alone. Con-
trary, they perform worse in the presence of others on complex or
less familiar tasks. Hence the equation might look as follows:
∆tRI = ∆tIC +novelty+ /− audience effect
Therefore, one could argue, for the case of the Robot Companion,
that the contribution of novelty effects was higher than the inhibition
of the audience effect, because the robot was doing something unex-
pected and novel when it exercised with the user. Thus, it is difficult
to distinguish whether the difference in exercising time is only due to
the novelty effect or the Köhler Effect. However, the obtained findings
from the experiments are similar to the results from other researchers
working on the Köhler Effect which rule out novelty as an explana-
tion for the enhanced exercising time. Nevertheless, to be sure about
this effect and the importance of the novelty effect and Köhler Effect,
long-term investigations are mandatory.
Though, how do the equations hold for the other conditions? The
studies of this thesis give evidence that including encouragement en-
hances exercising time (e.g., ∆tRIF > ∆tRI). However, simply adding
up factors like encouragement to increase the persistence time does
not hold if we look at the robot companion. If the addition of encour-
agement and the addition of the Köhler Effect each lead to an increase
of persistence time, then including both factors should increase the ex-
ercising time even more. Thus, ∆tRCF > ∆tRIF > ∆tRC should be the
observed outcome. However, the conducted studies could not verify
it. As discussed in Chapter 5, this might hint at a ceiling effect due to
the difficulty of the exercises. Doing full planks for a long period, as
required in Chapter 4, hurts the wrist, and thus it might not be possi-
ble to exercise longer even though one would still have motivation.
However, many pieces of evidence in sports science show that peo-
ple first feel cognitively exhausted before the actual muscles are ex-
hausted [Hil24; Noa05]. The brain will create this sense of fatigue
that has very little to do with the actual muscle’s ability to continue
to work. People could, in theory, exercise longer even though they
feel that their muscles are in pain. Here, one can still see a difference
because stopping an exercise due to muscle pain or due to pain in the
joints might be something different. Nevertheless, it opens room for
further speculations, namely, that motivation is nothing that simply
can be added up factor by factor. There might be an upper bound
where an increase in motivation is not achievable.
This needs to be verified in future studies with exercises that allow
measuring muscle fatigue. Additionally, it is also interesting to in-
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vestigate how the found motivational effects for conjunctive physical
task can be extended to mental taks (e.g., puzzle solving).
9 .2 .2 Subjective perception of the partner
Besides the exercising time as measurement in Chapter 4 and Chap-
ter 5, most studies measured the perception of the partner using the
Godspeed questionnaire. The results show variabilities in the ratings
for perceived animacy and likability between the conditions, but not
for anthropomorphism and intelligence. This section looks at the re-
sults of the Godspeed questionnaire across the different studies and
discusses the found variabilities.
anthropomorphism The anthropomorphism sub-scale is mainly
assessing the perceived human-likeliness. Therefore, it is not surpris-
ing that there is no difference in perceived anthropomorphism be-
tween the conditions in each study, because it was always the same
robot and the human-likeliness of it was not explicitly manipulated
in the studies. Moreover, I designed the interaction so that there were
only few variations between the conditions. Therefore, in-build face
tracking, background behavior, breathing and animated speech were
always turned on and the same across conditions. Hence, it might be
important to investigate how the perceived anthropomorphism influ-
ences exercising and interaction motivation.
intelligence The perceived intelligence was not different in the
conditions. Neither manipulating the social role, feedback nor em-
bodiment affected the perceived intelligence of the system. Results
from Chapter 4, 5, 7 and 8 showed that the perceived intelligence was
not significantly different between the conditions and that the intel-
ligence was rated around the middle on a 5-point differential scale.
An explanation for this result might be a response bias where a re-
spondent may stick to the middle-point item [Cro49]. This bias could
indicate that the intelligence of the system was not a salient cue for
the participants.
However, results on the RoSAS showed, in contradiction to the God-
speed questionnaire results, a significant difference between the adap-
tive and adaptable robot on the competence scale in Chapter 8. Rea-
sons for this are that the competence might not measure the same as
intelligence and that the RoSAS is more sensitive. The RoSAS is as-
sessing a 9-point likert scale while the Godspeed questionnaire uses
a 5-point differential scale. This difference in scale resolution couold
also be a reason why there were no differences in perceived intelli-
gence in the studies in Chapter 4.
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animacy It is not very surprising that the ratings for animacy are
different when a robot is exercising co-actively and not just stand-
ing in a room. I found this result in the study from Chapter 4, but
not in Chapter 5. One can see, that there is a trend to stick to the
middle for the Robot Companion condition and that the ratings for
the Robot Instructor condition slightly diverge from the middle point
of the scale. While this result is significant for the case where I only
compared two conditions, the results look different if I compare two
additional conditions in the study on motivational feedback. Testing
more conditions requires to adjust the alpha level, which is why the
difference is not significant anymore. Thus, a higher sample size is
needd.
Animacy is also not significantly different when comparing a vir-
tual Nao or a real Nao and an adaptive or adaptable robot. In all
cases, ratings for animacy stick to the middle item which also indi-
cates a response bias.
likability The only sub-scale that repeatedly showed differences
between conditions for each study is the perceived likability scale. Re-
sults from Chapter 4 showed that the social role influences the per-
ceived likability. Therefore, one could hypothesize that the likability
of the system might influence the increase in exercising time. How-
ever, this argument does not hold, because the Robot Instructor with
Feedback also led to higher exercising times, but was rated signifi-
cantly less likable than the companion robots. Even though the effects
of the higher ratings on the likability sub-scale might not be influence
short-term interactions, it could increase the long-term motivation to
exercise with the robot.
The data analysis of Chapter 6 showed significantly higher ratings
on the likability scale for the roboto companions compared to com-
puter generated partners and human partners. Thus, not only social
role influences the perceived likability of a system but also the embod-
iment. However, one has to bear in mind that Nao, the used robot, is
intentionally designed to be cute. Thus, it is possible that the increase
of perceived likability is not due to the embodiment but the appere-
ance of the partner. Considering this results shows that also when
the partner is not liked that much, as for the human partner condi-
tion, participants exercise longer compared exercising alone. Thus, it
could imply that an increase in motivation is not due to the likability
of the partner. Though, further studies need to verify this.
At last, the likability was not evaluated differently on the Godspeed
scale in the adaptation study. For both robots, likability ratings were
at the highest value of the scale. Reasons for this result are diverse.
Ratings for likability might be influenced either by a social norm bias
or by a ceiling effect. If the reasons for the difference are due to a
social norm bias, then similar ratings should have been observed in
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the previous studies. However, this is not the case, which hints at a
ceiling effect. It might also explain why the ratings for the RoSAS
scale showed a significant difference on the warmth sub-scale, be-
cause the RoSAS scale has a wider item response or better captures
the concept of perceived warmth or likability. This argument might
be plausible, because researcher criticized the Godspeed question-
naire for several reasons (e.g., items are confounded with positive
and negative affect, items do not load as expected on the five scale di-
mensions, items do not correspond to the underlying constructs, high
correlation between dimensions [Car17]).
9 .3 contribution
After discussing the results of this thesis across the different chapters,
it is time to answer the question of why these findings are significant
and who can use them.
physical activity At the beginning of this thesis, I postulated
that there is a considerable demand for motivating people to increase
their physical activity levels and that SARs might be an appropriate
tool for achieving this goal. However, to deploy robots as tools for
clinical experts, therapists or coaches one has to guarantee that simi-
lar motivational effects appear when interacting with robots as when
exercising with human partners or having a human coach. There ex-
ists evidence that people stick to the same social norms when interact-
ing with media and technology [Ree97] and that robots provide an
interface that relies on the tendency to be anthropomorphized [Epl07].
It was so far not evident that the motivational effects like the Köhler
Effect are also measurable when having a robot exercising compan-
ion. This thesis filled this research gap by showing that the Köhler
Effect can also be replicated with SARs and shows that robots could
be used to enhance the maintaining aspect of motivation. This proof
has the implication that health practitioners can think about use cases
were clients could benefit from an exercising partner, but no exercis-
ing partner is available. In such situations, robots could be beneficial.
Compared to a human exercising partner a robot does not have a
conflicting schedule, a lack of motivation or could get sick. The robot
could break, or the battery could die but replacing one of these would
be more comfortable than replacing a human.
robot requirements The second implication is the need for ro-
bot engineers to build, at best, robot hardware that is robust and
flexible. Robots for exercising purposes will need to be able to jump
and run to be exercising partners that can workout together with hu-
mans. This request sounds like a hard engineering challenge, but can
be relaxed by the finding that similar motivational exercising effects
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occur when a robotic instructor is giving encouraging feedback. Until
robots can do a dynamic full body weight workout, it is sufficient for
them to give encouraging feedback to motivate the user and partici-
pate in the exercises they can do. Nevertheless, the long-term effects
of encouraging feedback versus co-actively exercising still needs to be
verified. The finding that the information quality is perceived higher
when the robot is exercising together, even though both were giving
the same information, suggests that robots that do a task together
with a human might increase the associated competence and trust in
the system, which is likely to affect the long-term interaction.
robots as partners As a third contribution, I suggest that in
some cases it might be even better to pair a trainee or client with a
robot instead of a human partner. There is a tendency that people
do not feel judged or evaluated by a robot. Post-study interviews
showed that some people would prefer to exercise with a robot part-
ner than with a human or a group of humans because they feel eval-
uated, which puts them under stress and induces uncomfortable feel-
ings. Additionally, the evaluation in Chapter 6 showed that a robot
companion is rated higher on the likability scale even compared to
a human partner. People that are facing a lack of physical activity
are likely to have low self-efficacy belief, and thus they probably do
not seek an alliance with exercising teams or coaches which in turn
leads to no improvement, and so the vicious circle continues. There-
fore, people with either social anxieties or a low self-esteem/efficacy
beliefs might benefit from a robot exercising partner that acts as a
motivator during an initial training phase of a rehabilitation or exer-
cising program especially. Likely, the robot will not be required after
people have gained a baseline activity level where they feel compe-
tent to engage in exercising activity with other people. Still, this is
an open question, which future research needs to address, but could
relate to the Social Cognitive Theory (SCT).
Additionally, the findings of the Köhler Effect contributes to other
domains where people already interact with robots or are expected
to interact with in the future. The found motivational effect suggests
that it would be beneficial to model the task and the interaction as a
cooperative scenario, where both the human and the robot’s behav-
ior contribute to the task outcome. This result might have application
in, for example, industrial, medical or service tasks where humans
and robots will interact and cooperate in the future. The mutual care
paradigm is one research that points in a similar direction [Lam14].
Not only the service robot cares for the elderly at home, but also the
user cares for the robot. Thus, creating a cooperative scenario where
the task outcome (maybe one could call it: number of days of success-
fully living together independently) is depending on both interaction
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partners might also increase the motivation to interact with the robot
for extended periods of time.
embodiment The results on persistence time from the analysis
in Chapter 6 showed that people persist longer on the exercising
task when paired with a robot companion. This result implies that re-
searchers and practitioners that are working in the field of technology-
assisted healthcare applications or Active Video Game should bear in
mind that using a robot might lead to better results. Still, one has
to carefully consider the cost-benefit trade-off between deploying ro-
bots or virtual agents. Even though Virtual Agents might not lead to
the same motivational exercising effects as robots, they still increase
persistence time compared to having no partner. Nevertheless, the re-
sults could guide future research funding to build inexpensive and
easy to deploy robots for the reasons mentioned above.
personalization At last, the results from the studies on adap-
tation and personalization from Chapter 7 and 8 might be useful for
other researchers working on adaptive robots. Building adaptive ro-
bots that can adjust to a user’s preferences is an important topic for
social robotics and will remain a challenging research direction in the
next years. The problem of adaptation is diverse, and robots could
adapt to its user in various ways. Proxemic, speech, emotion or per-
sonality are all important aspects in terms of which a robot could
adapt its behavior towards the user’s preferences. In contrast to other
adaptation goals, this thesis investigated the adaptation on a task
level and tested a principle from preference learning in HRI. This idea
of dueling bandits is especially useful when it is difficult to design a
reward function or where the reward is highly subjective. The results
provide useful evidence that this kind of adaptation process might
be suitable for HRI. It might not only be used for task adaptation,
but also for learning task skills or other preference-based learning
situations. Besides, the application of dueling bandits for preference
learning, the study on adaptation and adaptability implies that a cer-
tain degree of automation of the system increases the perceived com-
petence of it and is beneficial for the relationship with its user. In a
way, it supports research that works on increasingly adaptive systems
from an interaction experience perspective and shows its benefits. It
also shows that people seem to rely upon the competence of a system
and do not fear to give it, in a soft sense, control. One can hypothesize
that people prefer if the system has a higher control than controlling
it by themselves because it reduces the responsibility of the user to
control a robot in a correct way, which might feel relieving.
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9 .4 limitations
Various factors and research choices limit the results of this thesis,
which also influence the quality to answer the questions and hypothe-
ses of it. Since each chapter already discussed the results and limita-
tions, this section will only highlight the main limitations that account
in all of the presented studies. The three most prominent limitations
of this thesis are the choice of participants, the limited interaction
time and the used robot platform.
population In the presented studies I mainly sampled partici-
pants from a healthy young student population. Not only healthy
and young but my samples were also “drawn entirely from West-
ern, Educated, Industrialized, Rich, and Democratic (WEIRD) soci-
eties” [Chi10]. Thus, I cannot generalize to other populations from
eastern, non-industrialized, non-democratic or poor societies as well
as for elderly, children, people suffering from Noncommunicable Dis-
eases (NCDs) or obesity. Thus, it is somewhat difficult to answer the
question of whether people that need more physical activity could
benefit from a social robot. Healthy young students might be a popu-
lation that is not affected by a lack of physical activity.
Thus, it is not easy to transfer the results to other groups by show-
ing that SARs can enhance this population’s motivation to exercise
longer. People that are not facing any motivation or health issue
might comply very well with study instructions and do not ques-
tion them, especially when they are voluntarily taking part in an
experiment. Motivating focus groups to exercise with a robotic sys-
tem might be much harder compared with student groups. However,
some reasons justify these study decisions.
First, finding a focus group (people suffering from obesity or NCDs,
children or elderly people) and conducting studies with these groups
would be much more challenging and time-consuming in a one-person
project. It would have required to find clinical and health-care ex-
perts as project partners, negotiations about the project with all in-
terested groups as well as getting an ethical consent. These require-
ments might be met in a large-scale project with more members but
have been difficult to realize when working individually.
Second, even though students might be a particular section of the
society, the results obtained with them are still vital to guide further
research, get initial ideas on how motivational processes might work,
and verify in-lab found results in the real world afterward. Thus, to
confirm whether the discovered motivational gains can generalize to
other populations will be an ongoing research concern.
interaction time and place The second limitation of this the-
sis is the overall short interaction time between the robot and the user.
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This limitation might restrict the results because the novelty effect
could also attribute to the findings. Therefore, it is reasonable that
the found effects wear off over repeated interaction with the system.
Additionally, interaction times were also not long enough to study
the effectiveness of the preference learning algorithm during an ex-
ploitation phase. The short interaction time also comes together with
a study setting that only took place in the lab. The found effects might
be very different in settings where people interact with the robot at
home or in facilities like gyms or clinics. Both, the short interaction
time and the location, influence the perception of the system and
the exercising adherence. Following the same as the argument for
the user population, these results might not be transferable to other
scenarios, but they still give a good starting point that further inves-
tigations in this direction might be seminal. If this thesis proved the
opposite, that a robot does not elicit any motivational effect for the
user, then subsequent investigations would probably show no results
also. Thus, the results are valuable to justify further research project
and investigations. Further investigations would not be meaningful,
if there were not any motivational effects, even though due to the nov-
elty effect. Additionally, when users perceive the exploration phase of
an adaptive agent as too cumbersome, then the usage of preference
learning agents might be doubtful. Regarding these aspects, this the-
sis provides an exploratory investigation in this direction.
robot platform The last general limitation of this thesis con-
cerns the used robot platform, both in its dynamics and appearance.
Nao is very restricted in its motion space, and it is almost not pos-
sible to animate fast and dynamic exercises. The missing difference
in robot appearance limits the results because either static exercises
(e.g., abdominal plank exercises) are possible to animate, or moderate
dynamic activities, which are not as fast as humans could do them
(e.g., jumping jacks). Thus, exercises offered by the system in Chap-
ter 6 were limited to the constraints of the robots, and participants
have exercised below what they are capable of. Perhaps, this might
limit the user evaluation of the system, though, the participants did
not complain about the exercising speed of Nao.
Moreover, the appearance of Nao is rather cute and toy-like than
professional. This effect of the robot’s appearance might also con-
found the results because the appeal of a robot triggers certain stereo-
types and failures of the robot might not weight too much due to the
cuteness of the robot. Thus, an evaluation of the confounding factors
of the perceived cuteness of Nao could reveal whether these effects
are genuine or due to the robot appearance.
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9 .5 future work
Based on the limitations mentioned above, I would make the follow-
ing suggestions for future research in the field of assistive robots in
exercising scenarios. To better anticipate the needs and requirements
of affected people with a lack of PA, or suffering obesity or NCDs,
studies with focus groups are needed. Working with focus groups
would require a consortium of computer scientists, roboticists, psy-
chologists, therapists and medical/healthcare experts to identify the
needs of such groups and identify requirements for SAR to be de-
ployed in such contexts. The goal should be to make clinical trials that
evaluate the effectiveness of SAR not only in labs but also in-the-wild
(e.g., people’s home). Accordingly, it would also target the second
limitation of this thesis as it would require to tackle the long-term
interaction challenges and identify the contribution of the novelty ef-
fect. At last, such a project could also identify the requirements that
need to be addressed by robotic industry partners.
Such work with focus groups requires researchers to draw more
from a diverse set of research methodologies. The usage of qualitative
methods has not widely spread in the domain of SAR yet. There are
some approaches in this direction, as Winkle et al. [Win18] presented
recently, but still they are rare. Winkle et al. [Win18] investigated ther-
apist recommendations for the design of SARs for therapy and pre-
sented recommendations for SAR requirements. This piece of work
shows the direction in which future research could go. Research will
not only look at the empirical motivational effects of using SAR on
the user’s behavioral outcome in experiments, but will also address
the needs and recommendation of therapists, physicians, nurses, fam-
ily members, the person concerned and their outcome. Feil-Seifer et
al. [Fei07] proposed different methods for benchmarking the usage
and deployment of SAR in different scenarios. They proposed to eval-
uate how these robots might not only be beneficial for the users, but
also the impact on user’s care and life and the caregivers. But to the
date of this thesis it is unknown to me wether there is a study that
incorporated a multitude of this evaluation criteria yet.
Moreover, additional evaluation methods like social signal process-
ing could be used in the future. None of my reviewed works incor-
porated social signal processing in the interaction and feedback loop
for SAR in exercising tasks. However, with out-of-the box tools like
OpenFace researchers could easily incorporate social signal process-
ing in the interaction and the facial response from the user [Bal18].
Past research has used facial expression and the derived user valence
as features to for empathic feedback in tasks like chess [Lei11]. There-
fore, it is reasonable to use these features also in tasks like exercis-
ing or rehabilitation. In the course of my studies, I collected a great
amount of video that could be explored, but due to the limitation of
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this thesis, I could not yet analyze the video material and look in to
the effects that the robot had on the user’s valence. This analysis will
be part of future research.
Future work should also address the investigation of feasible mea-
surements for SAR. In this thesis, I mainly used scales from the God-
speed questionnaire, the RoSAS, NARS, PAES and from the CASA
studies. However, it is an open issue whether these scales are are
appropriate for physical exercising interaction between partners. The
used measurement mainly assessed the interaction and exercising en-
joyment, but is this the same as the motivation to interact. To over-
come this lack in questionnaire constructs, I used behavioral measure-
ments to assess the users motivation. However, these measurements
are also noisy and can be influenced by various factors (e.g., time of
the day/year, health and mental condition). This variety requires to
have repeated measurements and at best measurements that are stan-
dardized and used across different research groups to facilitate the
comparison of research results.
Upcoming research could target the construct and validation of a
scale specially suited for such kind of interactions. Important con-
structs would be the perceived extrinsic and intrinsic motivation of
the user, as well as the self-efficacy beliefs. These could be used to
measure the baseline levels of the user and conclude whether the in-
teraction with a SAR somehow influenced these constructs.
Possible interesting mediating factors would be the embodiment of
the robot, the perceived anthropomorphism, intelligence and likabil-
ity. Hoffmann et al. [Hof18] recently proposed a scale to measure
users’ perceptions of an artificial entity’s body-related capabilities.
This could be helpful to determine what capabilities of the robot’s em-
bodiment might influence aspects of motivation. Anthropomorphism,
intelligence and likability have been targeted by the Godspeed ques-
tionnaire, but the usefulness of these scales for specific capabilities
of SARs are disputable [Car17].
As SAR are expected to become daily interaction partners one cru-
cial aspect is dialogue capabilities of the agents. None of the reviewed
literature from Chapter 2 looked into aspects of dialogue manage-
ment or relation building. Most of the works are concerned with fea-
sibility tests of their systems. Thus, these works mainly verified the
perceptive or coaching abilities of the system. Still, after these prob-
lems have been solved, the open issue of building relationship with
the users remains. Here, a look in the field of HCI could be valuable
where dialogue or relationship management have already been tar-
geted [Bic05]. However, a recent literature review found that research
on ETs were poorly tested [Men17] and assume that their “results
may indicate that a physical robot can communicate a sense of pres-
ence more efficiently than an ET” [Men17, p. 315].
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In summary, I would suggest three research projects to tackle the
challenges of deploying and using SAR in applications for exercis-
ing and increasing physical activity levels. A first project would be a
longitudinal socio-linguistical investigation on how coaches and ex-
ercising partners interact with each other over an extended period of
time. A qualitative analysis could be used to model the interaction
between the partners and use them to build a computational model.
A second project should focus on the collection of data that can be
used to investigate social signals in exercising. The data could be used
to train a model that might be able to measure motivation using facial
cues. Modern image processing is also capable of detecting heartrate
from images, which could be an additional measurement. One could
use wearable sensors, but I would favor approaches that do not need
the user to wear any equipment. It would increase the deployability
of the system and reduce faults and maintenance that is increased
by using more technological devices. Thus, at best, everything would
run on the robot.
As a third project, I would investigate more the motivation behind
exercising with robots. I would use standardized exercises that can
be used to measure behavioral motivation. Since, this thesis showed
that working out together significantly increases exercising time, it is
open to investigate whether this effect is replicable and how the em-
bodiment and anthropomorphism of the robot might influence the
interaction. Thus, I would first investigate the effects of having a vir-
tual agent versus a robotic partner. Then, I would alter the appearance
of the robot and would use smaller toy-like robots, human-size robot
and at best human-like robots like the Geminoid [Nis07]. Additional
investigations could investigate how the Köhler Effect effect might be
applied to industrial or domestic settings.
Finally, the results could be used to develop a system that engages
people in physical activity everyday at their home. Moreover, I would
suggest to explore a hybrid approach. It is likely that there will be
no sufficiently advanced humanoid robots that could accompany a
person during the whole day. I assume that the robots might be sta-
tionary at homes. Those robots will be autonomous in the homes of
their users, but will not be able to follow them to every location that
the user is going (e.g., going downstairs on the street, to the forest
or driving with them in a car). Thus, robots could be exercising tools
for homes, but not usable outdoors. For such scenarios, a hybrid ap-
proach is useful where the robot is ’transffering’ itself on the user’s
smartphone or smartwatch and can be used as a motivational com-
panion during other activities like hiking, rowing, swimming. Cur-
rent smart watches are already capable of tracking many activities,
thus the robot could accompany the user as an avatar.
However, these wearable devices also introduce issues of privacy
and further ethical challenges that researchers need to address.
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The current trend in using applications to track every aspect of one’s
life is a major ethical issue. One can observe that people are readily
available to share their personal information about everyday habits to
optimize their current life style [Lup14]. People track their heart rate,
their daily activities as well as their eating habits. They give those
data out of their hands to fit into the demands of society.
Why should SAR researchers also be concerned with these trends?
As the present research suggests, Embodied Robot have the potential
to influence and persuade people more than other technologies [Li15].
Thus, researchers need to be aware of the effects that technological
advancement might have on the human. I will briefly summarize this
problem in the remaining of this chapter.
This thesis explored the usage of SAR to increase peoples’ physi-
cal activity levels in light of a delicate motivation. Global overweight
has made it to a severe problem for humankind. Worldwide, obesity
killed more people than famine and malnutrition in 2010 [Abu15].
The reasons for overweight are diverse, and the usage of robots to
tackle this problem fights only the symptoms. Overweight has come
to a problem that is also firmly connected with our societies, the
economy, and politics. In the face of neoliberalism, the problem of
overweight has turned into a problem for the individual, where ev-
eryone is responsible for themselves while fading out the circum-
stances that also contribute [Mon16; Har07]. Education, environment
(e.g., food supply, neighborhoods), psychological disorders, and so-
cial status have a powerful connection to overweight and the result-
ing health condition (e.g., [Veu05; Wil10; Zwa01; Fai98; Goo03]). How-
ever, changing education and food supply in schools or creating equal
opportunities for people from different social status groups and sup-
porting low-income neighborhoods is a political concern.
In this thesis, I investigated how social robots can be used as an ex-
ercising partner and how this might influence a person’s motivation.
The found results are relevant for the use of such a system as a tool
for people with special needs, but as conventional technology, it has
two sides: On the one hand, they can be helpful for people that need
assistance. On the other hand, they can result in an undermining of
the political discourse.
In the political research agendas robots and especially social robots
are used as a solution to individualized or societal problems [Dip15].
In hospitals and elderly care homes there is a lack of healthcare spe-
cialists and caregivers [Org13]; a shortage of well-trained personnel
like physicians or psychologist in rural areas [Org10]; trained teachers
are missing in schools and schools handle this lack with hiring new-
comers [Wel18]. Thus, one narrative is that a personal robot will be
available for everybody to care about them, assist them, teach them,
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and give them psychological and emotional support (see [KPM18]
as an example of how professional service companies market social
robots). Those aspects were earlier responsibilities of strongly con-
nected social groups like families and peers and part of political
discourse about governmental responsibilities [Har14; Sha79; Bro15].
However, such tasks are not valued anymore, because they do not
enhance the personal and economical growth. This moves the discus-
sion from structural issues to individual problems. If one’s children
can not keep up with today’s demands of schools, get a private tutor;
if one has no time to support their parents when they are old, one can
get a private caregiver. While private tutors and caregivers are cur-
rently still human, those people could be replaced by social robots in
the future. This possibility opens a new market where start-ups could
invest money, the economy could grow and investors could market
social robots as a tool that might solve the problems mentioned above
(e.g., [KPM18]). People could buy those technologies to free up time
for other matters like investing in their career or education. Though,
it might prevent a political discussion about the problems at hand
and explorations of other ways to deal with them.
I would recommend as a requirement for research proposals to
highlight the ethical and social issues. If one looks at the Proposal
Preparation Instructions1 supplemented by the German Research
Foundation (DFG), one can see instructions to describe the ethical and
legal aspects only when human subjects are involved. There is no ad-
vice to consider social aspects of the developed technology. Thus, my
recommendation would be to justify research projects also by their
social impacts, especially when the motivation of such projects is
grounded on a societal problem (e.g., demographic change). Hence,
the political discourse would also be reflected in the research propos-
als.
The development of robots for health service applications or social
tasks could contribute to the privatization of such sectors. Thus, it is
essential to regulate who owns the technological developments that
were made by tax funded projects. If, in the end, industries own those
products, because they are the ones that could invest sufficient money
to build consumer products, and then sell them to the, e.g., health sec-
tor, who will cover the costs for this? The state, health insurances, or
the end-user? This question is pivotal to answer, in order to guaran-
tee that current research technologies will in the end also reach the
target group for which the primary research funding was intended.
This problem is related to the issue that SARs are expensive tools
and not everyone can afford them. Thus, it is likely that these tech-
nologies will be only available for those people that can afford them
or have good health insurance thereby contributing to social schism.
Looking back at the data from the World Health Organization (WHO)
1 http://www.dfg.de/formulare/54_01/54_01_en.pdf, visited on 2018/09/02
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obesity is not only a problem for wealthy western societies with
an insurance system, but it is also a dominant issue in developing
countries. Thus, they should engage in multidisciplinary dialogues
about future developments of the social sector. Questions of afford-
ability and access for everyone must be considered. Additionally, so-
cietal consequences of increased automation should be expounded,
not only regarding the impact it has on the user, but also with a focus
on employees in the social sector whose fields of responsibility will
change dramatically.
Summarizing, social robots have a high potential to affect our soci-
ety in many different ways. They can be a valuable tool to support ur-
gent concerns such as the shortage of therapists, caregivers, and teach-
ers or to be deployed for special populations. The thesis contributes
to the ongoing struggle with societal problems like overweight and
obesity by showing how a robot could motivate people to maintain
a behavior for an extended time. However, the development of these
technologies can also shift the discourse from the causes of problems
to fight only the symptoms. Hence, robotics researchers should bear
in mind the ethical aspects mentioned, consider them in their every-
day work, and take a broader perspective.

10
C O N C L U S I O N
This thesis looked at the usage of Socially Assistive Robots for exer-
cising applications from different angles. It investigated factors that
are relevant for Socially Assistive Robots in future scenarios and ques-
tioned how social role, encouragement, embodiment and adaptation
affect a user’s exercising motivation and evaluation of a Socially As-
sistive Robot.
Therefore, the thesis presented four general hypotheses concerning
these factors. It presented empirical investigations that tried to verify
these hypotheses. The results show that
1. working out with robot companion enhance exercising times
(proving Hypothesis 1.1)
2. encouraging feedback from robot instructors enhances exercis-
ing time (partially proving Hypothesis 1.2)
3. the embodiment might also influence exercising time (partially
proving Hypothesis 1.3)
4. an adaptive robot is perceived as competent and users ally with
it (proving Hypothesis 1.4).
The main contributions are a) an understanding of how a robot
enhances a person’s motivation by doing a task co-actively or giving
a user encouraging feedback, b) additional perspectives for the de-
bate about the importance of physically present systems, c) research
on adaptive robots by presenting how a robot might learn a user’s
preference during interaction, d) insights about the influence of a
proactively deciding robot on a user’s evaluation and alliance with
it.
The contributions could stimulated the ongoing efforts of increas-
ing global physical activity levels by showing that robots could be
used to enhance the maintaining aspect of exercising motivation.
Limitations of this thesis are the short interaction times, study sam-
ples only drawn from a student population, and a platform with
limited exercising capabilities. Thus, future research should examine
whether the found effects sustain in long-term interactions and try
to verify the motivational gains with cohorts sampling from target
groups.
.
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NHS
National Health Services. used on: p. 15
P
PA
physical activity. used on: pp. v, 1–3, 5, 7, 11, 36, 79, 110, 111,
119, 120, 122, 124, 126, 127
PAES
Physical Activity Enjoyment Scale. used on: pp. xiv, 43, 45, 48,
73, 104, 105, 125
PL
Preference Learning. used on: pp. 9, 80–85, 88, 91, 93, 112, 114
Q
QOL
Quality of Life. used on: p. v, 1, Glossary: Quality of Life
R
RC
Robot Companion. used on: pp. 4–6, 24, 28, 36–39, 41, 44–47,
49–51, 53, 54, 56–60, 63, 69, 70, 72–75, 111, 113, 116, 118
RCF
Robot Companion with Feedback. used on: pp. 5, 54, 56, 57,
59–63, 69–75
RI
Robot Instructor. used on: pp. 4–6, 24, 28, 36–39, 41, 42, 45–47,
49–51, 54, 56–61, 63, 69–71, 74, 75, 111, 113, 115, 118
RIF
Robot Instructor with Feedback. used on: pp. 5, 54, 56, 57, 59–
63, 69, 70, 72, 73, 118
RL
Reinforcement Learning. used on: pp. 81–83
RMED
Relative Minimum Empirical Divergence. used on: p. 84
ROS
Robot Operating System. used on: p. 12
152 acronyms
RoSAS
Robotic Social Attribute Scale. used on: pp. xiv, 104, 106, 109,
117, 119, 125
RRC
remote-located Robot Companion. used on: pp. 24, 28, 31, 32
RRI
remote-located Robot Instructor. used on: pp. 24, 28, 31
RSB
Robot Service Bus. used on: p. 8
S
SAR
Socially Assistive Robot. used on: pp. v, xiii, xvi, 1, 3–17, 19–
25, 35, 37, 49, 51, 53–55, 63–65, 67, 68, 76, 79, 80, 98, 99, 101,
104, 109, 111–113, 119, 122, 124–128, 131, Glossary: Socially
Assistive Robot
SCT
Social Cognitive Theory. used on: pp. 19, 120
SDK
Software Development Kit. used on: p. 12
SDT
Self-Determination Theory. used on: p. 20
SIR
Socially Interative Robots. used on: p. xiii, 11
SUS
System Usability Scale. used on: pp. xiv, 87, 89, 90, 92, 105
SW-Test
Shapiro-Wilk test. used on: p. 29
U
UCB
Upper Confidence Bounds. used on: p. 80
USC
University of Souther California. used on: pp. 13, 16
V
VA
Virtual Agent. used on: pp. 5, 7, 10, 23, 25, 35–38, 50, 53, 67, 69,
81, 112, 121
vHRI
video Human-Robot Interaction. used on: pp. xiii, 10, 23, 24,
26, 27, 31–35, 112
W
WAI
Working Alliance Inventory. used on: pp. xiv, 104, 105, 108, 109
WC-Test
Wilcoxon Rank Sum Test. used on: pp. 29, 30, 45, 71, 105
acronyms 153
WHO
World Health Organization. used on: pp. v, 2, 3, 128
WoZ
Wizard of Oz. used on: pp. 82, 102

G L O S S A RY
A
adaptability
Adaptability is the system’s ability to be adjustable by the
user. used on: pp. 96, 97, 105, 106, 112, 117
adaptivity
Adaptivity is the system’s ability to adapt automatically to
changing users or conditions. used on: pp. v, 1, 9, 96, 97, 105,
106, 110–112, 114, 117
C
cold start
Cold start is the problem when an information system can-
not draw any inference for users about which it has not yet
gathered information. used on: pp. 83, 93, 95, 96
E
embodiment
Embodiment refers to the agents representation. It can either
be physically or virtually embodied. used on: pp. v, xvi, 1, 4, 7,
9, 23–28, 30–34, 38, 65, 67, 68, 74, 76, 80, 84, 91–93, 95, 111–114,
117, 118, 131
encouragement
Encouragement is type of feedback used in this thesis. This
type of feedback only acknowledges the current state and
does not include comparative, positive or negative feedback.
used on: pp. v, xiii, 1, 5, 9, 53, 54, 56, 60–62, 111–114, 116, 117,
131
K
Köhler Effect
In this effect “the least capable group member exhibits a
motivation gain (relative to individual performance) when
performing as part of a group on effort-based tasks” [Fel14,
p. 99]. used on: pp. xiii, 3, 4, 6, 9, 21, 22, 35–38, 41, 44–47, 49–51,
53, 55, 64, 65, 69, 112, 113, 115, 116, 119, 120, 126
M
Media Equation
The media equation is a theory from Reeves et al. [Ree97]
that states that people treat media as people. used on: p. 4
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156 glossary
Q
Quality of Life
Quality of Life (QOL) is the general well-being of individuals
and societies, outlining negative and positive features of life.
used on: pp. v, 1, 151
S
self-efficacy belief
Self-efficacy belief is a concept from the Social Cognitive The-
ory (SCT). It states that motivation is a cognitive function
and that self-efficacy is the primary mediator for behavior
change [Ban77]. used on: pp. xiv, xv, 19, 21, 22, 61, 113, 120
social facilitation effect
The social facilitation or audition effect states that people
behave differently in the presence of others [Str02]. used on:
pp. 112, 113, 115
social robot
Social robots are “embodied agents that are part of a hetero-
geneous group: a society of robots or humans. They are able
to recognize each other and engage in social interactions, they
possess histories (perceive and interpret the world in terms of
their own experience), and they explicitly communicate with
and learn from each other.” [Dau99b] used on: pp. 96, 111, 129
social role
The social role in this thesis refers to the role of an exercising
companion that is coactively working out with the human or
an exercising instructor, that is not exercising with the human
but instructing them. used on: pp. v, 1, 4, 5, 9, 23, 24, 26–28, 30–
35, 45, 56, 65, 111, 112, 114, 117, 118, 131
Socially Assistive Robot
Socially Assistive Robot (SAR) are a type of social robot. They
are defined as“the intersection of AR and SIR” [Fei05, p. 465].
Thus, they assist people by there social presence. used on:
pp. v, 1, 9, 11, 22, 23, 67, 131, 152
T
trust
An assured reliance on the character, ability, strenght or truth
of someone or something. In the course of this thesis trust is
measured as the alliance with the robot using the Working
Alliance Scale scale. used on: pp. 98–101, 104, 110, 114
S Y M B O L S
α Cronbach’s alpha is a realiability measure
of a psychometric test. used on: pp. 29, 30,
45, 46, 48, 59–61, 104, 105
d Cohen’s d (an effect size measure). used
on: pp. 45, 60, 61, 105–108
χ2 Chi-square test statistics. used on: pp. 32,
47, 107
η2p Partial eta-squared (an effect size mea-
sure). used on: pp. 30–32, 44, 48, 59, 88–91
F F-ratio (test statistics used in ANOVA).
used on: pp. 30–32, 44, 48, 59, 88–91
H Kruskal-Wallis test statistics. used on:
pp. 31, 44, 46, 47, 59, 72, 73, 88, 90, 91
ω2 Omega squared (an effect size measure).
used on: pp. 30, 44, 59, 88–91
r Pearson r correlation coefficient (an effect
size measure). used on: pp. 46, 71, 105–108
t Test statistic for Student’s t-test. used on:
pp. 60, 61, 104–108
Ws Test statistic for the Shapiro-Wilk test and
the Wilcoxon’s rank-sum test. used on:
pp. 46, 71, 104–107
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A
S Y S T E M O V E RV I E W
a .1 system composition
Figure A.1.1: Used framework to design the socially assistive scenario in
this thesis. It is composed of a scenario manager that man-
ages the interaction. It configures state transitions based on
events happening in a distributed system. The decision server
is configured according to the configuration of the scenario
and sends new decision information based on the received
data. The scenario manager can trigger state changes based on
this decisions which leads to new dialog acts. These acts trig-
ger movements and speech utterances of the robot. Responses
from the user, either motion or verbal responses, are in turn
received by the decision server as data inputs and thus closes
the (inter-)action-perception loop.
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Figure A.1.2: Overview of the decision system that triggers state transitions
between the states. The decision server collects the data in a
decision bag. This bag is read by an decider that sends out
decisions based on the chosen evaluation or finishing methods.
a .2 interaction models
Figure A.2.3: Interactive action-based motivation model that captures the ba-
sic motivational interaction strategy of a coach in a training
session. It is the basis for the developed interaction model. See
[Süs14] for an in-depth explanation.
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Figure A.2.4: Implementation of the interactive action-based motivational
model as a state machine for static exercising movements (e.g.,
holding a plank position).
Figure A.2.5: Implementation of the interactive action-based motivational
model as a state machine for cycling/repeating exercising
movements (e.g., movements like pushups or squats, going up
and down).
(a) The act-action. (b) The react-action.
Figure A.2.6: Two possible actions for the forward-backward states of the
cyclic movement. In act-actions the robot starts the exercises
and waits for the user to follow. During react-actions, the ro-
bot follows the user’s lead.
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Figure A.2.7: Implementation of the interactive action-based motivational
model as a state machine for static exercising movements with-
out any acknowledgement and reparation as used in Chapter 4
(e.g., holding a plank position).
Figure A.2.8: Implementation of the interactive action-based motivational
model as a state machine for static exercising movements with
an acknowledgement node to trigger encouraging feedback as
used in the Chapter 5 (e.g., holding a plank position).
B
R E L AT E D W O R K
Table B.1: Research on SAR for exercising and physical rehabilitation.
Reference Task Measures Supportive
Behavior
Robot Sample
Size (N) /
Subject’s
Age (year)
Conditions,
Interac-
tion Time
(min)
Results
[Pow03] breathing,
stretching,
balancing
duration encouraging
remarks
every five
seconds
Nurse
Bot
Pearl
n=21,
average
25y
playful vs.
serious ro-
bot
participants exercised
longer with serious robot
[Eri05] post-
stroke
rehabil-
itation,
putting
books in a
shelf
arm an-
gles, no
question-
naire
informa-
tion
feedback
(no spe-
cific infor-
mation)
Pioneer
2-DX
n=6,
middle-
aged
sound
feedback
vs. syn-
thesized
voice vs.
recorded
voice
compliance higher with
robot
[Goc06] moving
pens,
lifting
maga-
zines,
flipping
through
pages
arm an-
gles, no
question-
naire
informa-
tion
feedback
(no spe-
cific infor-
mation)
Pioneer
2-DX
n=11,
university
students
2 (prox-
emics) x
2 (engage-
ment)
6 min
people exercises longer
with an engaged robot,
negative correlation be-
tween extroversion and
proxemics.
[Tap08a] moving
pencils
Eysenck
Person-
ality
Inventory
adapt to
user per-
sonality
Pioneer
2-DX
n=11,
19-35y
maximum
15 min
user prefer personality
matching, robot behavior
adaptation to user per-
sonality and performance
is effective
[Gad11] exercise
demon-
stration
usability
measures
,no per-
formance
measures
positive
feedback
RoboPhilo n=10,
no demo-
graphics
no condi-
tions
10 min
supports feasibility of ap-
proach
[Fas12] exercise
games
using arm
raising
arm posi-
tion
corrections,
praise,
guidance,
encourage-
ment
Bandit n=13
77 to 92y /
n=24
68 to 89y
relational
vs. non-
relational/
activity
choice vs.
no choice
praise and relational dis-
course preferred, no dif-
ference for choice condi-
tion
[Fas13] exercise
games
using arm
raising
arm posi-
tion
relational
vs. non-
relational
robot,
embodied
vs. virtual
robot
Bandit n=14/77-
92y/
n=37
68-88y
relational
vs. no-
relational
robot/VA
vs. ER
10
min/5x20
min
relational and embodied
robot preferred
[Gör13] stretching
and
strength
exercises
arm posis-
tion
game ex-
perience
question-
naire
verbal
feedback
on the
success of
exercises
Nao n=8
25 - 35y
none survey showed partici-
pants enjoy interacting
with the robot
[Vir13] exercises
for sco-
liosis
reduction
post-video
analysis:
interest,
docility,
joy of
exercise,
correct-
ness,
repeatabil-
ity
no infor-
mation
Nao n=50
5-7y
no con-
ditions,
20min
joy of children rose from
the interaction, the accu-
racy of the motions and
their repeatability
[Fri14] repeating
move-
ments
eye con-
tact, emo-
tional
reaction
verbal re-
inforcing
feedback
Nao children
(w/o ex-
perience)
VA vs. ER experienced group in-
volvement in motor task
was induced by both
conditions, but children
interacted less with VA
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Table B.1: Research on SAR for exercising and physical rehabilitation.
Reference Task Measures Supportive
Behavior
Robot Sample
Size (N) /
Subject’s
Age (year)
Conditions,
Interac-
tion Time
(min)
Results
[Lew16] warm-
up/exercise
routine
motivating,
highly in-
teractive,
intelli-
gent, task
driven
compliments Nao n=6
elderly
residents
- seniors modereatley ac-
cept robots, nurses are en-
thusiastic
[Fan16] Simon
says game
arm joints
subjective
measure-
ments
no sup-
portive
behavior
Nao n=8
elderly
- survey showed partici-
pants enjoyed interacting
with the robot
[Par16] yoga
poses
modified
Godspeed
motivational
feedback
on user
perfor-
mance
Nao n=28
age 20-60y
social vs.
no-social
skills
robot social skills should
be considered as effec-
tive social cues in physi-
cal training.
[Gun17] arm reha-
bilitation
arm posi-
tion
Interpersonal
Attraction
Scale
motivational
feedback
and real
time guid-
ance
Nao n=19
children
- children engaged in phys-
ical exercise throughout
the interaction sessions
and rated the interaction
highly in terms of enjoy-
ableness, social attraction,
social presence, and com-
panionship
[Lot17] exercises
recom-
mended
by NHS
skeleton showing
videos,
exercise
recogni-
tion and
giving
video and
audio
feedback
and smi-
ley
Double
robot
no infor-
mation ,
10 min
- system engaged the par-
ticipants, feedback was
appropriate and timely
[Swi16] different
exercises
pre- and
post-
enjoyment
of phys-
ical ac-
tivity,
perceived
stress, and
intrinsic
motiva-
tion
congratulatory,
encour-
aging,
feedback,
and testi-
monial
Nao adolescent
11-14y
realistic vs.
fictional
backstory
no differences between
the ratings for the robot
characters, participants
reacted positively to the
robot exercise buddy
[Kas17] mirror
game
Godspeed
question-
naire
and own
questions
no sup-
portive
behavior
robot
arm
n=23
age 18-29
VA vs. ER no real difference be-
tween ER and VA
C
S U P P L E M E N TA RY R E S U LT S
c .1 self efficacy beliefs
Studies in Chapter 4 and 5 assessed the self-efficacy belief before and
after the study. Participants were asked to rate how long they belief
to persist the exercises in seconds. Thus, difference in these ratings
might indicate whether participants that exercised together with the
robot had higher self-efficacy beliefs. The difference between prior
and post average self-efficacy beliefs were calculated to measure for
any difference between the conditions. A KW-Test showed a signifi-
cant main effect, H(4) = 10.41, p = .03. Though, post hoc tests revealed
no significant differences between the five conditions. Figure C.1.9
shows the difference between post and prior self-efficacy beliefs.
c .1 .1 Factors Influencing Exercising Time on Block 1
The data from Chapter 4 and 5 also allow to investigate what might in-
fluence a participants exercising time in general, this means without
having a robot partner or instructor. In the first block every partici-
pant is individually exercising and I collected their initial self-efficacy
beliefs about their exercising abilites and information about their
Figure C.1.9: Box plot showing the difference betweeen before and after av-
erage self-efficacy beliefs from the studies of Chapter 4 and 5.
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Figure C.1.10: Scatter plot of self-efficacy belief and average exercising time
on Block 1.
weekly exercising time. This allows to analyse how the different exer-
cising times on Block1 for the each each person might be explained.
Figure C.1.10 shows a scatter plot between the self-efficacy belief,
which is before the exercises, and the average persistence time in
Block 1. As the graph shows, there is a correlation between the initial
effects and the persistence (even though the residual errors are quite
high). To further analyze the data, I evaluated whether the persistence
on Block 1 depends on the participant’s average weekly exercising
time. For this analysis, the average exercising times have been cluster
into three groups. Participants stating that they exercise between 0h
to 2h have been assigned the group ’low’, participants stating they
exercise between 3h to 5h have been assigned to the group "medium"
and everything above has been assigned to the group "high". The re-
sults of this grouping is depicted in Figure C.1.11.
Considering these groups for the regression analysis, one can see
that only the participants in the medium group correctly estimate their
exercising capabilities. Individuals from the low group overestimate
their capabilities and individuals from the high group underestimate
their capabilities. However, these results should be interpreted with
cautious due to the limited amount of individuals in the high group.
Kruskal-Wallis test on exercising time on Block 1 showed no signif-
icant main effects, H(2) = 3.57, p = .17. Also, the self-efficacy belief
before the experiment were not affected by the grouped exercising
time per week, F2,79 = 2.34, p = .1.
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Figure C.1.11: self-efficacy belief and persistence on Block 1 with highlight-
ing of the different exercising times per week. Exercising time
per week was grouped as follows, less than two hours is la-
beled as low, between two hour and six hours per week as
medium and more than six hour per week as high.
Figure C.1.12: Box plot showing the different self-efficacy belief for the dif-
ferent categories sport per week. Exercising time per week
was grouped as follows, less than two hours is labeled as low,
between two hour and six hours per week as medium and
more than six hour per week as high.
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Figure C.1.13: Standardized regression coefficients for the relationship be-
tween the weekly exercising time and user’s exercising time
in Block 1 as mediated by the user’s self-efficacy belief. The
standardized regression coefficient between sport per week
and the exercising time in Block 1, controlling for self-efficacy
belief, is in parentheses.
To assess whether the exercising per week’s effect on overall exer-
cising time in Block 1 was statistically mediated by the self-efficacy,
I used non-parametric bootstrapping method based on the method
from Preacher et al. [Pre08]. Using this approach I could not find
a statistically significant ACME. However, when I cleaned the data
set from outliers (Figure C.1.12 shows a boxplot with the outliers. I
used 200 as a cut-off for the outliers), the analysis confirmed that
self-efficacy belief statistically mediated the relationship between ex-
ercising time per week and exercising time in Block 1 (ACME = 2.01,
p < .05, 95% CI = .34 to 4.31; see Figure 30; 10,000 resamples) with
no direct effect of autonomy of the system (ADE = 3.02, p = .12) and
significant total effect (p < .05).
However, if I use self-efficacy belief as a moderator for exercising
time in Block 2 and the conditions as treatment, self-efficacy belief
have no significant influence anymore.
Additionally, when using the self-efficacy beliefs after the experi-
ment, the exercising times on Block 2 did not significantly differ due
to the self-efficacy beliefs (F2,83 = .45, p = .5), and the conditions did
not significantly change the self-efficacy beliefs, F4,80 = 1.45, p = .22.
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c .2 embodiment
Table C.2: Multiple comparison test after Kruskal-Wallis for persistence.
This table only shows significant differences.
comparison observed difference critical difference
HHP-HP 51.6 48.96
HHP-RC 1.56 57.57
HHP-RC 61.5 57.57
HHP-RCF 67.05 56.54
HP-IC 78.35 48.96
HP-IC2 74.91 57.57
IC-RC 88.31 57.57
IC-RCF 93.80 56.54
IC-RIF 84.79 58.71
IC2-RC 84.88 65.04
IC2-RCF 90.37 64.14
IC2-RIF 81.36 66.05
NHP-RCF 59.93 56.54
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c .3 embodiment and personalization
Table C.3: Mean and standard deviation for the Godspeed questionnaire
scales, System Usability Scale, intrinsic motivation and interac-
tion satisfaction and learned preference quality of the embodi-
ment and preference learning study.
item condition M S]
Animacy computer 1.6 .46
virtual 2.41 .75
robot 2.34 .63
Anthropomorphism computer 2.1 .6
virtual 3.02 .74
robot 2.98 .67
Likeability computer 3.1 .4
virtual 3.94 .67
robot 4.24 .53
Intelligence computer 3.2 .56
virtual 3.54 .81
robot 3.41 .68
SUS computer 3.2 .66
virtual 3.9 .56
robot 3.5 .88
Intrinsic Motivation computer 3.0 .58
virtual 3.61 1.0
robot 3.67 .87
Interaction computer 3.8 .7
virtual 3.78 5.6
robot 3.98 .55
learned preference quality computer 3.3 1.0
virtual 3.7 .87
robot 3.9 .75
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Table C.4: Results from post-hoc analysis using pairwise t-test with pooled
SD and Bonferroni correction for the Godspeed subscales.
Godspeed item conditions p - value effect size d
Animacy real vs. computer < .01 1.34
real vs. virtual n.s. -.1
virtual vs. computer < .01 -1.33
Anthropomorphism robot vs. computer < .01 0.2
real vs. virtual n.s. -.06
virtual vs. computer < .001 1.37
Intelligence real vs. computer n.s. .34
real vs. virtual n.s. -0.17
virtual vs. computer n.s. -.49
Likeability real vs. computer < .0001 2.35
real vs. virtual n.s. .49
virtual vs. computer < .001 -1.52
Table C.5: Multiple comparison test after Kruskal-Wallis for preference rank-
ing error. This table only shows only significant observed and
critical differences.
metric comparison observed difference critical difference
position error random-computer 31.77 18.96
random-robot 32.71 18.96
random-virtual 38.40 19.30
discounted error RAND-C 32.76 18.96
random-robot 40.04 18.96
random-virtual 40.16 19.30

D
Q U E S T I O N N A I R E S
The following sections present the used scales in this thesis in their
German version.
d.1 godspeed questionnaire
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d.2 robot social attribute scale
appendix 177
d.3 physical activity enjoyment scale
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d.4 system usability scale
appendix 179
d.5 negative attitudes towards robots scale
d.6 team perception scale
d.7 cooperation scale
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d.8 working alliance scale
appendix 181
d.9 perceived information quality scale
d.9 .1 Feedback Study
d.9 .2 Preference Learning Studies
182 appendix
d.10 neo-ffi
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d.11 openness to influence scale
d.11 .1 Feedback Study
d.11 .2 Preference Learning Studies
appendix 185
d.12 intrinsic motivation
d.13 interaction scale
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