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Abstract
The moment of a positive random variable can be obtained by using the sur-
vival function. In this paper, we extend existing studies by giving formulae of
the expectation of a more general function with respect to a random variable
by using either cumulative distribution function or survival function. Both
univariate and multivariate examples are given. These formulae can evalu-
ate the expectation when obtaining the probability density/mass function is
difficult.
Keywords: expectation, singular distribution, cumulative distribution
function, survival function, Monte Carlo simulation
1. Introduction
The expectation is an important tool to reveal certain characteristics of
a random variable. Perhaps the simplest and most frequently used expecta-
tion is the mean. In survival analysis, it is well-known that the mean of a
non-negative random variable X, with its cumulative distribution function









This formula is denoted as an ‘alternative formula’ for the calculation of the
mean. Although the origin of this formula is not clear and we suppose that
it has been known and used for some time. Nevertheless, the study of this
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The formula was also studied for non-negative integer-valued random vari-
ables (e.g., Lo, 2019; Chakraborti et al., 2019; Song and Wang, 2019a).
Meanwhile, the multivariate version of Eq. (1 and 2) were studied for the
non-negative random variable (X1, ..., Xp) (e.g., Nadarajah and Mitov, 2003;
Hong, 2015; Song et al., 2019). They showed that






xm1−11 · · ·xmp−1p S(x1, ..., xp)dx1 · · · dxp,
where S(x1, ..., xp) is the joint survival function of (X1, ..., Xp). Similarly,
it has been extended to the integer-valued variable (Kwong and Nadarajah,
2018).
More recently, we noticed attempts to generalize these formulae. Besides
a specific moment, Lo (2017) studied alternative formulae for the covariance
between transformations of two random variables. Song and Wang (2019b)
extended these formulae to more general moment generating functions for
both continuous and discrete, as well as univariate and multivariate, cases.
They showed that, for a non-negative random variable X and s ∈ R, we have




















siXiS(x1, ..., xp)dx1 · · · dxp.
A recent study further extended it to calculate the expectation of a strictly
increasing function (Ogasawara, 2020). However, we believe that these for-
mulae, originated from Eq. (1), can be further extended to calculate the
expectation of a more general function. The condition of non-negativity can
be relaxed as well. This is particularly important when conducting a Monte
Carlo method for the expectation (e.g. importance sampling) is difficult due
to the lack of a probability density/mass function.
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2. Main results and proofs
We introduce alternative formulae for the univariate variable first, then
extend the formulae to the multivariate variable. Before we present main
results, we define the lower and upper bound of a random variable. Based
on these bounds, we define the absolutely integrable condition with respect
to the random variable, which is needed for applying Fubini’s theorem.
Definition 1. s1 is a real-valued lower bound of a random variable X if
P(X ≥ s1 + δ) < 1 for all δ > 0. s2 is a real-valued upper bound of a random
variable X if P(X ≤ s2 − δ) < 1 for all δ > 0.
Definition 2. Given a non-constant function g(x) and a random variable X
with a lower bound s1 ∈ R ∪ {−∞} and an upper bound s2 ∈ R ∪ {∞}, we
say g(x) is absolutely integrable with respect to the random variable X if one
of the following holds:





Let s2 →∞ when X is not upper bounded.





Let s1 → −∞ when X is not lower bounded.
One typical example when a function g(x) is absolutely integrable with
respect to a lower or upper bounded random variable X is that g(x) is
bounded and the mean of the random variable X exists. Also, if X has
both a real-valued lower bound s1 and a real-valued upper bound s2, and
g(x) is continuous on [s1, s2], g(x) is absolutely integrable with respect to X.
2.1. Univariate case
Theorem 1. Suppose X is a random variable whose support is (s1, s2) ( R.
Let g(x) be a differentiable function whose derivative is absolutely integrable
with respect to X.
3
1. If s1 is real-valued, we have




Let s2 →∞ when X is not upper bounded.





Let s1 → −∞ when X is not lower bounded.






















Analogously, if s2 is real valued, we have
E(g(X)− g(s2)) = −
∫ s2
s1

















Remark 1. Theorem 1 can also be confirmed by using the integration by
parts. The support can be relaxed to a set E ⊂ (s1, s2) whose Lebesgue
measure is s2 − s1. In the proof, we do not require a random variable X to
have a probability density function. In fact, the formulae hold as long as the
cumulative distribution function of X is obtainable.
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It is clear that the formula for the moment generating function is a specific
case of Eq. (3). In addition to that, since the characteristic function is more
powerful for the inference of statistics, we are able to obtain the formula
for the characteristic function of a lower or upper bounded random variable
provided the mean exists. This is available due to the fact that characteristic
function has a bounded derivative. Without loss of generality, for a random









This facilitates us to obtain any moment of the random variable.
We now extend Theorem 1 to a unbounded random variable X with a
support (−∞,∞). Given a subset E ⊂ (−∞,∞), we denote TE(X) as the
truncated random variable derived from X after restricting its support to E.
Corollary 1. Suppose X is an unbounded random variable with a support
(−∞,∞). Given a differentiable function g(x), if there is a real-valued num-
































Since g′(x) is absolutely integrable with respect to T(−∞,s)(X) and T(s,∞)(X),
by Fubini’s theorem, we then have





















Denote the alternative survival function by S∗(x) := P(X ≥ x). For an
integer-valued random variable, since its cumulative distribution function is
constant between integers, it is straightforward to have:
Corollary 2. Suppose X is an integer-valued random variable with a lower
bound n1 ∈ Z and an upper bound n2 ∈ Z. Given any function g(x), we have
1.
E(g(X)) = g(n1) +
n2−1∑
k=n1




(g(k + 1)− g(k))S∗(k + 1).
(4)





(g(n2 − k)− g(n2 − k − 1))F (n2 − k − 1).
Let n1 → −∞ when X is not lower bounded.
Note that, Eq. (4) is also given in Jones (2019).
2.2. Multivariate case
We now extend Theorem 1 to multivariate case.
Theorem 2. Suppose (X1, ..., Xp) is a multivariate random variable with a
lower bounds (s11, ..., s1p) and an upper bounds (s21, ..., s2p). The marginal
variable Xk has a support (s1k, s2k) ( R, k = 1, ..., p. Let G(x1, ..., xp) =∏p




k(xk) is absolutely inte-
grable with respect to (X1, ..., Xp).
















g′k(xk)S(x1, ..., xp)dx1 · · · dxp.
Let s2k →∞, 1 ≤ k ≤ p, when (X1, ..., Xp) is not upper bounded.
6
2. If the cumulative distribution function F (x1, ..., xp) is continuous at















g′k(xk)F (x1, ..., xp)dx1 · · · dxp.
Let s1k → −∞, 1 ≤ k ≤ p, when (X1, ..., Xp) is not lower bounded.
Proof. We consider the first case. For the second case, the proof is analo-





















































g′k(xk)S(x1, ..., xp)dx1 · · · dxp.
Remark 2. Theorem 2 only holds for a lower or upper bounded variable.
It is possible to extend it to unbounded variables. However, this involves
the partition of a high dimensional space and the marginal cumulative dis-
tribution function or survival function which might be not easily obtainable.
Further study is needed.
3. Examples
In this section, we give three examples when using the alternative expec-
tation formulae to calculate the expectation is easier or more straightforward
than standard approaches. In the first example, the mean of a continuous
distribution can be directly calculated by the proposed formulae. In the
second example, we apply the proposed formulae to obtain the form of the
expectation of a singular distribution, and we use the Monte Carlo method to
approximate the expectation. In the third example, we apply the proposed
formula on a multivariate singular distribution and derive the expectation.
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3.1. Univariate case: continuous distribution
We consider a continuous random variable X with a cumulative distri-





2/2)) = 1. In this toy example, we aim to esti-


















Note that, the calculation of the mean by the standard method based on the
probability density function involves the integration by parts.
3.2. Univariate case: importance sampling for a singular distribution
Due to the lack of the probability density/mass function, it is hard to ap-
proximate the expectation by a Monte Carlo method when directly drawing
samples from a singular distribution is difficult. We show that this can be
easily solved by using the alternative formulae when the cumulative distri-
bution function is obtainable. The code to replicate results in this section is
available in the GitHub1.
Monte Carlo method provides a way to estimate the expectation E(g(X)),
X ∼ F1 when this expectation is not analytically obtainable. If directly draw-
ing samples from its distribution F1 is difficult, we may use the importance










Consider a random variable X from the Cantor distribution whose sup-
port is the Cantor set within [0, 1], we aim to estimate its characteristic
function. Since Cantor distribution does not have a probability density/mass
function, importance sampling based on Eq. (5) is not feasible. However, its
cumulative distribution function is the Cantor function which can be numer-
ically calculated. By Theorem 1, we have






To estimate Eq. (6), we draw samples {xk}k=1,...,n from a uniform distri-
bution U[0, 1] and have the estimator






















We draw 105 samples independently from a uniform distribution U[0, 1] and
the Eq. (7) is calculated for different values of t, where the value ranges from
-6 to 6 with a step size of 0.25. The real part and imaginary part are shown





Fig. 1. The characteristic function and its estimates of Cantor distribution. Blue
line is the true value, red dot is the estimated value obtained by Eq. (7). The real
part and imaginary part are shown separately in panel (a) and (b).
3.2.2. Dyadic expansion singular functions
We consider the function studied by de Amo et al. (2012). Given a x ∈
[0, 1], its dyadic expansion is
∑∞
n=0 1/2















) = a+ (1− a)Fa(x).
Since Fa(0) = 0 and Fa(1) = 1, Fa(x) is a well defined cumulative distribution
function. Theorem 2 of de Amo et al. (2012) shows that Fa(x) does not
admit non-zero derivative for all a ∈ (0, 1) \ {0.5}. Therefore, Fa(x) admits
a singular distribution when a 6= 0.5. Meanwhile, it is clear that Fa(x) = x
when a = 0.5.
We aim to estimate the mean of a random variable X whose cumula-
tive distribution function is Fa(x), where a ∈ {0.15, 0.5, 0.85}. Although the
probability density/mass function is not available when a = 0.15 and 0.85,
we can nevertheless apply the alternative expectation formulae and the im-
portance sampling to approximate the mean. We draw samples {xk}k=1,...,104
independently from a uniform distribution U[0, 1]. By Theorem 1, the esti-
mator is





The result is shown in Fig. 2.
3.3. Multivariate case
For the multivariate case, we consider a multivariate singular distribution
inspired by Koopmans (1969). Given a lower bound (0, 0, 0) and an upper
bound (1, 1, 1), the cumulative distribution function of a multivariate random
variable (X, Y, Z) is defined as:
F (x, y, z) =

2xy, x+ y ≤ z
2xz + 2yz − x2 − y2 − z2, z < x+ y; x ≤ z; y ≤ z
2yz − y2, z < x+ y; z < x; y ≤ z
2xz − x2, z < x+ y; x ≤ z; z < y
z2, z < x; z < y
.
Since F (0, 0, 0) = 0; F (1, 1, 1) = 1 and (∂F )/(dx) ≥ 0; (∂F )/(dy) ≥ 0;
(∂F )/(dz) ≥ 0, (X, Y, Z) is a well defined random variable. In addition,









Fig. 2. The cumulative distribution function Fa(x) and the estimated mean
(indicated by the vertical dashed line), when a = 0.15 (red), a = 0.5 (yellow) and
a = 0.85 (blue).
We aim to calculate E ((X − 1)(Y − 1)(Z − 1)). Since F (x, y, z) is con-
tinuous at (1, 1, 1), by Theorem 2, it is straightforward to have







F (x, y, z) dxdydz. (8)

















































z2dydx = z4 − 2z3 + z2. (13)
11
Plug Eq. (9-13) into Eq. (8), we have













Note that to obtain this expectation using the proposed formulae, it is not
necessary for (X, Y, Z) to have a probability density/mass function.
4. Conclusions
In this paper, we give the alternative formulae for the expectation of a
random variable in both univariate and multivariate cases. These formulae
are useful to evaluate the expectation when the distribution is singular or the
probability density function is not analytically obtainable. Our examples
show the usage of these formulae on singular distributed variables and we
hope that this study provides additional ways to evaluate the characteristic
of random variables whose distributions belong to broader categories.
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