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Abst rac t - - In  this work, we integrate a semidiecrete nonlinear matrix differential system arising 
from a barotropic limited area model with periodic boundary conditions on the/~-plane. We use a 
new formulation for the state transition matrix, the nonmodal matrix, in order to carry out the time- 
integration. The Helmholtz wind field reconstruction is performed by singular value decomposition 
(SVD). 
Keywords- -Nonmodal  matrix, Singular value decomposition, Time integration, Meteorological 
models 
1. INTRODUCTION 
The DYNAMO model introduced by Lynch [1] simulates everal phenomena of importance in 
atmosphere dynamics. The model is derived from the shallow water equations on the B-plane 
with periodic boundary conditions. 
The spatial-discretized DYNAMO model can be formulated as a differential-algebraic equation 
(DAE) in primitive variables (wind horizontal components and geopotential) or as a first-order 
matrix differential equation on the prognostic variables (vorticity, divergence, and geopotential) 
depending upon the primitive state vector. The periodic boundary conditions introduce a block 
circulant structure [2] on the linear part of the equation. The solution of the prognostic matrix 
differential equation can be implicitly written through a variation of constant formula in such a 
way that it depends essentially on a state transition matrix, on the convolution of this matrix 
with a nonlinear forcing term, and the updating of the primitive state vector. 
The matrix formulation of a semidiscrete model allows us to use modal techniques, when modes 
are easily available [3], or a nonmodal technique, when they are hard to find or not available 
at all (particularly, when symmetry is lost on a specific problem). In this paper, we use an 
alternative form of the state transition matrix that does not require the knowledge of the model 
We would like to thank P. Lynch for allowing us to use the computer code he has developed and the valuable 
suggestions given by the referees. 
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normal modes. On the other hand, specific numerical integration methods are actually convenient 
approximations of the above mentioned linear and nonlinear implicit convolution relationship. 
The introduction of the SVD factorization allows in a certain way, the use of an optimal 
solution for a problem whose nature is essentially singular, as it is common in incompressible 
flow dynamics problems [4]. The reconstruction of the wind field leads to the solution of an 
algebraic linear equation, which corresponds to the discretized Poisson equation for finding the 
zonal and meridional wind from vorticity and divergence. Since this matrix equation is singular, 
a least-square solution is proposed by SVD factorization of the matrix coefficient. 
2. THE DYNAMO MODEL 
The matrix formulation for the DYNAMO model is given as follows: 
OZ 
+ .AZ + BX = -RoJV'z(Z, X), (1) 
Ot 
where the prognostic state vector is Z = [¢ 6 ¢]T; the primitive state vector is X = [v u ¢]T; U, V 
are the zonal and meridional velocities; and @ is the geopotential. The vorticity and divergence 
are denoted by ¢ and 6. The matrix coefficients and the nonlinear terms can be found in [5]. 
The spatial discretization i equation (1) yields the following ordinary nonlinear matrix differ- 
ential equation: 
dZ 
d-t + AZ = -Ro NB(Z, X), (2) 
where Ro NB(Z, X) = 1/2 BX + Ro Nz(Z, X), and Ro is the Roosby number. This system has 
a block circulant structure, as pointed out in [5]. 
The Helmholtz decomposition applied to the horizontal wind ~Tg = u~'+ vj" = k x V¢ + VX, 
allows its reconstruction by solving V2¢ = ¢, V2X = ~ for the stream function ¢ and the velocity 
potential X and then calculating u = VX, v = V¢. Thus, in order to integrate the above model 
we need, in each time step, two Poisson solvers. For the current one-dimensional case u = 
and v -- ~-~x" In the present case (one-dimensional), the discretized Poison equation associated 
with vorticity is given by 
A~ • = ~, (3) 
where the vectors @, ~, and the matrix AA can be formulated as 
#T = [¢1, ¢2,. . .  
AA ---- 
CN~], 
--2 1 
1 --2 
1 
= AX2 [¢1, ¢2, . . . ,  CN.], 
1 
1 
-2  1 
: : 
1 -2  1 
1 -2  
The problem for velocity potential is similar. Can be noted that the matrix AA is singular 
circulant. A solution for system (3) could I~e found by the least squares approach. The solution 
used by Lynch in [1] is referred to as the classical solution (see, also [6, Section 2.3.3, p. 35]). 
3. MATHEMATICAL  ASPECTS 
3.1. Nonmoda l  Matr ix 
In order to derive an expression for the nonmodal matrix, the following system is considered, 
where the matrix A is of order N, and X(t) and I(t) are vectors N x 1: 
dX(t) = AX( t )  + f(t); X(0) = X0. (4) 
dt 
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The homogeneous case (f(t) = O) is called free response or impulsive response. The formal 
solution for systems of this type with constant matrix coefficients A, i.e., a time-independent 
system, is given by the equations [7] 
X(t) = D(t) Xo + D(t - r) f(r)  dr; 
~ t k A k = e t D(t) = ~ A, 
k-~O 
where A ° -- IN and D(t) is the state transition matrix of the system. 
system (4) is reduced to the study of matrix D(t). 
The matrix D(t) satisfies the initial-value matrix differential equation 
dO(t) = AD(t); D(O) = IN. 
dt 
An explicit nonmodal formula for D(t) can obtained as follows [8]. Applying the Laplace 
transform to the equation above yields 
where 
Thus, the analysis of 
oo 
D(A) - D(t) e -At dt = A-I()~) = Adj [A(),)] O-I(A), 
N 
A()~) = (MN -- A); O(A) - det (MN - A) = E bk A N-k, bo = 1, 
k=O 
d(0) -- 0, d'(0) ~- 0 , . . .  ,d (N-2) --- 0, d (N-l) ---- 1. 
As a final remark, we point out that the nonmodal matrix is the exact expression of the state 
transition matrix, rather than an approximation to the linear system. Any numerical method 
used for the time-integration f the system is only an approximation of the nonmodal matrix. 
Following, some approximations for the state transition matrix were considered. 
with initial values 
the bk's being the coefficients of the characteristic polynomial. As the poles of the function D(A) 
are just the roots of O(A), and they do exist in a finite number, the inverse Laplace transform 
can, therefore, be written as a finite contour integral 
1 Jfr D(A) e At dA, D(t) = 
here F is a circle closing all the eigenvalues of matrix A. If we write the adjoint matrix in the 
form [8] 
N j -1  
Adj =  bkZ -k-1 A N-j, 
j----1 k----0 
the nonmodal matrix can be expressed as 
N j -1  ] 
= E 
j=l  
where d (k) (t) denotes the k th derivative of the function 
I ~ e "~t 
d(t) = ~ ~ dA, 
which in turn satisfies the characteristic differential equation 
N 
E bkd(N-k)(t) = O, 
k-~o 
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3.1.1. A simple example 
For the following homogeneous system of differential equations: 
dx 
d-T + AX = 0; A = 0 , 
0 
with X(t) = [Xx(t) X2(t) X3(t)] T. The solution is given by the evolution equation 
X(t) = D(t)Xo, Xo = X(O). 
3 
D(t) = y~ vj ( t ) ( -a)  3-j 
j=l 
In this problem, the characteristic polynomial of matrix (-A) is given by 
3 
O(A) = IAI + AI = A 3 + 3A 2 + 2A = ~-"~ bk A 3-k, 
k=O 
then 
J~r c-2t 1 e xt 1 _ e -  t _ _  
u l ( t )=~ ~dA=~ + 2 ' 
1 [~rAe'~' I" e~t ] 3 e-2t 
v2(t)=~-~ ~(A) dA + a ~r ~(A) dAJ = 7 - 2e-* + 2 ' 
1 [frA2eXt d~ Aext Sr eat ] v3(t)=7  / dA+3jrO(A)dA+2 =1, 
and the nonmodal matrix becomes 
eit 0 0 ] D(t) = I - u2(t) A + ul(t) A 2 = 1 0 . 
0 e -2 t  
(6) 
3.1.2. Some approximations for the nonmodal  matrix 
Consider four approximations for the nonmodal matrix: Euler (forward), backward (implicit), 
semi-implicit, and only two first terms of the sum (5) 
D(t) ~- DE(t) -- I - At A, 
D(t) ~- DB(t) = (I + AtA) -1, 
D(t) ~_ D,(t) =- [I + vat  A]-* [I + (1 - n)At A], 
D(t) ~- Dl(t) = I - u2(t) A, 
where ~/ is a parametric constant, and z} -- 1/2 for the Crank-Nicholson method (denoted by 
DcN(t)). 
Table 1 shows the approximations mentioned above and the exact solution (6) for times: At = 
10 and At = 0.1; this shows the instability arising from some methods when large At are used, 
i.e., limn--,oo[Dm(At)]n = oo, where "m" means the Euler and truncated nonmodal solution 
Table 1. Com 
DE(At) 
DB(At) 
DcN(At) 
DI(At) 
D(At) 
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)arison between approximant forms for the nonmodal matrix. 
At  = 10 At  = 0.I 
' -9  0 
0 1 
0 0 
]'9.09 X 10 -2  0 
0 1 
0 0 
"--0.667 
0 
0 
"--0.5 
0 
0 
'4.54 x 10 -5  
0 
0 
0 
1 
0 
0 
1 
0 
0 
1 
0 
-19  
0 
0 
4.76 x i0 -2 .  
o 
0 
-0.818~ 
0 
0 
-2  
0 
0 
2.06 x 10 -9 .  
"0.900 0 0 
0 1 0 
0 0 0.800. 
"0.909 0 0 
0 1 0 
0 0 0.833. 
"0.905 0 0 
0 1 0 
0 0 0.818. 
"0.900 0 0 
0 1 0 
0 0 0.801. 
"0.9O5 0 0 
0 1 0 
0 0 0.819 
Defining X(~)  - limt-~oo X( t )  and D(oo) = limt-.oo D(t),  it is possible to show that 
lim (I - At A)" Xo = { oo, XE(OO) 
. - .oo _ [o x2(o)  o] r' 
lim [DI(At)] n Xo = ~ oo, Xl(cc) 
. - .oo t [0 x2(0)  0] m , 
if At > 1.0, 
if At < 1.0, 
if At > 1.31, 
if At < 1.31, 
[i,] X(cx)) = D(oo)Xo  = lim [DB(At)] n Xo = lim [DcN(At)]  n Xo = X 0 ; VAt .  
The symbol oo is associated to the instability of the method. However, the instability verified 
for DI (At ) ,  with At > 1.31, can be avoided by taking Dl(t) from its exact definition. In this 
way, the asymptotic behavior for long times becomes 
1 
Xl(°°) = t--,~lim Da( t )Xo  = 
-x~(o) 
2 x :  (o) 
-4X3(0)  
3.2. Moor~Penrose  Inverse 
As it can see from Section 2, the discretized Poisson operator AA in equation (3), does not 
admit a formal inverse. Therefore, another kind of solution should be chosen for solving the 
system (3). The method presented in this section uses the least square approach given by the 
SVD formalism. 
A solution of an arbitrary linear algebraic system Ax = b, A an m x n matrix, can be obtained 
by least-squares by solving the normal equation ATAx = Arb .  The solution with minimum norm 
is given by x = A+b,  where A + is known as the Moore-Penrose inverse (or M-P inverse) or a 
generalized inverse of A, which is characterized by the Moore algebraic properties 
(1) A X A = A; 
(2) X AX = X;  
(3) (AX)* = AX; 
(4) (X A)* = X A. 
Here the (*) represents the conjugate transpose. An n x m matrix G is called (i, j, k)-inverse 
for A if G satisfies the ith, jth, and k th Penrose conditions. 
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In order to compute the M-P inverse, a matrix decomposition very suitable for the manipulation 
of rectangular (or square) matrices is used: the singular value decomposition (SVD) [9]. 
Let A be an m x n matrix with complex elements and rank r. Then, there exist unitary 
matrices U and V of orders m and n, respectively, such that 
, 00] 
where A is m x n and A1 = diag [A1, A2,... ,  At] is a nonsingular diagonal matrix of order r. 
For a given matrix A of order m x n, A* A is a positive semidefinite Hermitian, whose rank 
r = r(A* A) = r(A) = r(A*). Moreover, r is the number of positive eigenvalues of A* A. These 
eigenvalues 2 2 2 hi, A ,. . . ,  A r are the singular values of A [10]. Numerical algorithms for computing 
SVD have been presented by Golub [10]. 
By using SVD, a convenient formula for A + can be found. That is, if A = U* AV*, where U 
and V are unitary matrices, then 
For the matrix equation A x = b, the solution: x = A + b is understood as the least squares 
solution to the system [10]. 
If A is a circulant [5], it admits the decomposition A = F* AF,  and its M-P inverse is the 
circulant: A + = F* A + F, with 
1 ,  
A += diag [A +,A+,...,A+]; and A += ~ ifAk#O, (7) 
0, if Ak = 0. 
4. INTEGRATION 
The solution for the system (2) is implicitly given by 
~0 t Z(t) = D(t) Z0 - Ro D(t - T) NB(T) dr, (8) 
where Z0 = Z(0), and D(t) is the state transition matrix in nonmodal form 
3 Nx 
D(t) = ~ uj(t)(-A) 3N~-j, 
j=l 
1 j-1 / Aj_k_ 1 eA t 
 j(t) = bk e(A) dA, (9) 
with the bk's being the coefficients of the characteristic polynomial O(A) of the matrix ( -A )  [8]. 
By assuming that the term NB(Z, X) is slow-varying, we can assume that it is constant over the 
interval [t, t + At]. This allows to describe the evolution of the state by 
Z,+I = D(At) Z ,  - Ro ~(At) NB(Zn,Xn),  (lO) 
where Zn = Z(nAt) ,  and ~(t) is the integral of the state transition matrix, i.e., @(t) = 
Jo D(7) dr. 
Due to the periodic boundary conditions, the system matrix can be factorized as A = F* AA F, 
which permits a block-decoupling of the transition matrix to perform as 
D(t) -- F* diag [Dl(t), D2(t),..., DNx (t)] F; (11) 
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where F*, F are the block Fourier matrices [2], and the submatrices Dk(t) can be written as 
3 
D~(t) = ~ v~d(t ) (--AA,k) 3-¢, 
j----1 
j-1 bl ~r AJ - t - l  eAt 
~,j(t) = ~ ~ o~(~1 
l=O 
dA, (12) 
being the submatrices AA,k expressed by 
0 1 0 ]  
AA,k = --1 0 ak , (k = 1,2,...,Nx). 
0 RE 0 
Here Ok(A) = A 3 - #~A is the characteristic polynomial associated to the matrix (--AA,k), and 
t.t 2 = RFOe k -- 1; ak = ~x-2x2 \ Nz 1)) . 
Thus, the time-dependent coefficients of matrix Dk (t) are given by 
uk,1 (t) = d(t), 
vk,2(t) = d'(t), 
vk,3(t) = d" (t) - #2 k d(t), 
where the function 
1 (eg, t e_.k t 2) d(t) = ~ + - , 
2#k 
satisfies the characteristic differential equation 
d"(t)  - tt~ d'(t) = 0, d"(0) = 1, and d(0) = d'(0) = 0. 
From the above considerations, the blocks of the nonmodal matrix are as follows: 
1 [ (#~:1)0 -}[ ]  [ 01 0 ak ] 
- -  o + cos (~kt) ~ o 
Dk(t) = ~ L RF o -RF o (~ + 1) 
sin(~kt) [ 0 1 O] 
-1  0 ak  ; (k = 1 ,2 , . . . ,N~: )  
-4- Ok 0 RE  0 
being ~k is the imaginary value of #}. 
(13) 
The above block-decoupling allows to split the transition matrix D(t) as the sum of a steady- 
state part ( )s, and a transient part ( )T: D(t) = D s + DT(t). Then, considering the linearized 
DYNAMO system for the/C-plane (without/%effect) and ~ -- 0, the steady-state solution corre- 
sponds to a state of geostrophic equilibrium 
~ = ~k ~, 
^ 
~ = O, 
= -- /~k , 
where ~k, ~k, ~k are the k th components for the vector Z, that is, the discrete block-Fourier 
transformed vector. 
Clearly, the steady-state solution depends on the initial wind field and initial geopotencial. 
The relative importance of this two fields is related by RE  = (LR/L)  2 magnitude, where RF  is 
the reciprocal of the Froude number and LR is the Rossby radius of deformation. This situation 
very similar to one described by Haltiner and Williams [11, Section 2.8]. 
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4.1.  Numer ica l  Resu l t s  
In order to analyse, the nonmodal matrix approach and the least square solution, we use a 
Roesby wave approximation, as follows: 
Cj(0) =CA cos ( ~ )  ; 
[¢j(0) - C j _ , (0 ) ] .  
Vj-- l l2 = AX ' 
Uj -x /2  = 0; j = 1 ,2 , . . . ,N=,  
and then assume the system is at rest (u0 = 0). 
The model was run with the following nondimensional number entries: 
Ro = 0.10; R E : 10; RF = 0.16; 
and the discretization parameters are 
L = 10000 Km; N= Ax = L; Nx = 2 s = 32; Art = 1000; At = 100 sec. 
The grid points number Nx is in highly factored form (2~), which is a more efficient way to 
calculate the discrete Fourier transform [12]. 
4.1.1. T ime integration by nonmoda l  matrix 
For the time-integration by the nonmodal matrix, expression (10) was used, yielding final fields 
values not significantly different from the ones obtained using the Adams-Bashforth scheme [1]. 
This can be seen in Figure 1, where the maximum relative differences for the final field values 
(Art = 1000) are shown in Table 2. 
Meteorological Fields 
I 
1.00-  
0.80 - 
0 .60-  
0 .40-  
0.20 
-0.00 
-0.20 
-0.40 
-0.60 
-0.80 
-1.00 
I I I I I u-wind (AB) 
Z"~T~3"~i~~ ..... 
~ ~-wTn-d ~)~)-  
I \ l*=- , ' '~ '~ '~ ~ geopot. (NM) 
~'e o-pot. (NM) 
/ t'\ l 
- / / \ x - 
I t \- 
- i \ ~ - 
I 
_ / / \ \- 
/ ,, 
- / ~ . .d ' -  
/ - 
_ ~ ' ~  _ 
I ] I I I I Km x 10 3 
).00 2.00 4.00 6.00 8.00 10.00 
Figure I. Nonmodal  matrix: divergent kinetic energy at central point (x = N=/2). 
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Table 2. Maximum difference in the fields. 
Fields 
u 
Maximum Difference x (X l0 s Km) 
3.1170 x 10 -1 0.5 
2.4501 x 10 -2  7.0 
3.5874 X 10 -2 9.0 
Divergent Kinetic Energy x 10 3 
1 
" , . , . |  "% "% 
0 .90-  i - 
0.80 - 
0.70 - 
0 .60-  
0.50 - 
0 .40-  
0.30 - 
O.20 - 
0.10 - 
O .O0-  
hours 
0.00 5.00 10.00 15.00 20.00 25.00 
F igure  2. Nonmoda l  matr ix :  meteorologica l  fields for f inal s ta te  (Nt  = 1000). 
The current model presents a small non-null divergence, as it can be observed in Figure 2, 
where it is shown the time evolution of the divergent kinetic energy integrated by both methods, 
where the difference is again very small. 
Figure 3 is a plot for rotational kinetic energy, where it can be observed a disagreement between 
the Adams-Bashforth integration and the nonmodal solution. The DYNAMO code was run with 
both simple and double precision. In the latter case, the differences between the outputs of 
both methods became smaller. This result indicates that the matrix operations involved in the 
nonmodal matrix method increase the round-off error. 
The nonlinear terms and 13-terms contribution are given by the convolution integral in the 
right-hand side of equation (8). That convolution can be computed by simple quadrature rules 
/,t { [D(t) + I] (-~) , (trapezoidal); 
~(At)=f° D(A)d£'~- [D(At)+4D(-~-)+I] (-~-), (Simpson). 
Of course, this integral does not require a numerical approximation. The exact value of ~(t) 
is easily obtained by analytical integration, but the purpose here is to present a full numerical 
scheme. The use of a higher order quadrature rule does not improve considerably the results for 
the assumed time-step, as can be seen in Figure 4. 
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Rotational Kinetic Energy x 103 
103.00- I i r 
102.50 - 
102 .00  
101.50 
101.00 
100.50 
100.00 
99.50 
99.00 
98.50 
98.00 
l l i "AB  
g~ , ° . :  
• ~ : ; .  
i .*q ~. , ' t  I ;~ 
• ; ;~ ", .~ 
I I I I I 
0.00 5.00 10.00 15.00 20.00 25.00 
Figure 3. Rotational kinetic energy at central poim (x = N=/2) ,  to  Adams-Bvahforth 
mad nonmodal matrix with simple (NM-s) and double precision (NM-d). 
Abosulte Difference: RICE 
2.80i I I t I I I 
2.60 
2.40 
2.20 
2.0o I 
L8o ~ 
1,6o- : 
1.40  - 
1 .20  - 
1 .00  I 
0.80 ~- 
0.60 ~ 
0.40 
0.20 
0.00  
I I I I I Hours 
0.00 5.00 10.00 15.00 20.00 25.00 
Figure 4. Nonmodal matrix: absolute differences by rotational kinetic energy (tLKE) 
at the central point (x  = Nz /2)  by trapezoidal nd Simpson quadrature rules. 
4.1.2.  Moore -Penrose  inverse:  Wind  field reconst ruct ion  
To compare the M-P inverse approach and the classical solution, it is used the absolute differ• 
ence 
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where # = v,u,&, K~,Kx, Va, and the superscript (+) denotes the solution presented in Sec- 
tion 3.2. As can be seen by Figure 5, the absolute difference between both solutions is very small 
(less than 10-4). In all points but one, the value of 6~ (# = u, ¢) is less than 10 -5. These results 
were obtained for the final state of the fields (Nt = 1000). 
Absolule difference 
, , , , , , , ..- --- "U -wind 
1e-055 ~ t geopot 
2 
J le-06 ~. f f ~. "'x. i [ ! - 
51 , i " / "  . . . .  ' :: 
i", i t - . .  i . t~.A ,~. A .  • " *'i A [  NXl  :,~ I L~.A p 
i ' I ~.: : 
2 
le-07 i i 
• " i 
a-.,~ i 
5 
2 
L 
le-08 ~ I I I I I I - Kmx 10 3 
0.00 2.00 4.00 6.00 8.00 10.00 
Figure 5. M-P inverse: zonal wind and geopotential for final state. 
Absolute difference x 10 -3 
500.00 / ' ' ' ' ' 
450.00 
400.00 f 
350.00 
300.00 I 
200.00 I 
150.00 ~- I 
100.00 
50.00 
0.00 
I I I I I I 
0.00 5.00 10.00 15.00 20.00 25.00 
Figure 6. M-P inverse: rotational kinetic energy at central point. 
hour 
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Absolute differences of the primitive variables can be sorted as: eu > ev > e~,; and energy 
differences as: EK, > 6Kx > eV,. The absolute differences for the rotational kinetic energy (K~) 
is shown in Figure 6. These energy quantities give a good indication of the numerical stability 
in computational models. 
Concerning the wind field reconstruction, the differences between the outputs of SVD and 
classical methods are very small, even using single precision coding. 
5. CONCLUSION 
The current work proposes the nonmodal description of the state transition matrix for the 
prognostic scheme (10) and the M-P inverse for solving the Poisson equation (3) associated. This 
nonmodal formulation is particularly useful when normal modes are not available. In addition, 
the nonmodal approach can provide useful information concerning analytical aspects, due to its 
closed form. For instance, it is known Ill] that in the tropics most waves are determined by 
the initial wind field. As seen in Section 4, the initial mass field will dominate the solution, if 
RE ~<~ 1. On the other hand, if L2/L 2 >) 1, the final state will be determinated by the initial 
wind field. 
In order to complete a full computational solution, the contour integrals in the complex domain 
(the vj (t) coefficients) in the nonmodal formula (5) must be computed by means of numerical 
approximations, and many approaches can be followed. Table 3 shows the comparison between 
the exact coefficients Vk,j (j = 1,2, 3) of the block-transition matrix D1 (t) (given in equation (12)) 
and those obtained by the Gaussian quadrature method [13], where a good agreement can be 
observed. 
Table 3. Gaussian quadrature used to approximate Vl,i(t). 
j Exact Solution Gaussian Quadrature 
1 4.99996 x 10 -5 5.00000 x 10 -5 
2 9.99983 × 10 -3 1.00000 × 10 -2 
3 1.00000 1.00005 
The straight use of the nonmodal formulation may lead to an expensive computation due to 
the need of finding the bk coefficients of the characteristic polynomial and of calculating powers 
of the system matrix. However, there are some efficient method for evaluating the bk's such as 
Danilevsky's method [14], and a future work would study the relative influence (in the time or 
frequency domain) of each term of sum (9) and find which terms are dominant, in order to use 
an approximation with just a few terms, aiming at improving the computational efficiency of the 
technique. Section 3.1.1 gives a rough example that such procedure can be used to approximate 
the state transition matrix. For the DYNAMO model, the periodic boundary conditions permit 
to circumvent the mentioned difficulties. This is due to the block-circulant s ructure which allows 
to derive form (11). 
Finally, for the static integration the solution of the discretized Poisson equation by M-P 
inversion is also a potential function associated to the velocity vector. In the case of periodic 
boundary conditions, this solution is simple and efficient, and its use is straightforward forhigher 
dimensions [15]. 
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