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Рассмотрена задача управления
полумарковской многономенклатур-
ной системой запасов. Найдены
условия существования оптималь-
ной стратегии, а также определе-
на структура оптимальной стра-
тегии при выполненных условиях
оптимальности.
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СИСТЕМЫ ЗАПАСОВ
Введение. Управляемые полумарковские
процессы используются при решении многих
задач оптимизации систем массового обслу-
живания, управления запасами, исследова-
нии надежности сложных технических сис-
тем и др. В настоящей статье полумарков-
ские процессы исследуются при рассмотре-
нии задачи оптимизации многономенклатур-
ной модели теории управления запасами. За-
пасы каждого продукта могут пополняться
непрерывно, поэтому, уровни запасов и доза-
казов каждого продукта принимают значения
в R , поэтому множества состояний и дейст-
вий непрерывны. Причем уровень запасов
каждого продукта ограничен сверху.
Цель работы – нахождение условий
оптимальности (s,S)-стратегии для много-
номенклатурной модели управления запаса-
ми с функцией стоимости, которая связана с
хранением запаса, дозаказами и пополнением
товаров, а также дефицитом. В работе [1]
приведен общий обзор теории запасов. Тео-
рия динамического полумарковского про-
граммирования берет свое начало в [2 – 7], и
продолжает развиваться в [8 – 17]. Проблема
нахождения условий оптимальности (s,S)-
стратегии для полумарковской однономенк-
латурной системы теории управления запа-
сами рассматривалась в [18] и ряде других.
1. Предварительные сведения об управ-
ляемых полумарковских процессах
Приведем некоторые сведения из теории
управления полумарковскими процессами,
которые будут использоваться в данной ра-
боте. Рассматривается система со случайны-
ми воздействиями в случайные моменты
времени, которая управляется некоторым
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образом для минимизации издержек, связанных с системой управления. Про-
странство состояний (фазовое пространство) стохастического процесса
( : ),nX X n   описывающее развитие системы во времени, обозначим Х, а
пространство управляющих воздействий (решений или действий) обозначим А.
Пусть Х, А – некоторые полные сепарабельные метрические пространства с бо-
релевскими  -алгебрами  и  , соответственно. Пусть задано измеримое ото-
бражение, ставящее в соответствие каждому х  Х  некоторое непустое замкну-
тое множество Ах  А, т. е. отображение F связывает данное состояние системы
с допустимым набором действий (решений). При этом множество
( , ) : , xx a x X a A     измеримо по Борелю в произведении пространств
Х  А [19].
Если в состоянии х  Х принято решение а  Ах, то:
1) следующее состояние системы выбирается с помощью переходной веро-
ятности ( , );P / x a
2) при условии, что следующее состояние системы есть у  Х, время пребы-
вания в х – случайная величина с функцией распределения ( / , , ).x a y 
Будем предполагать, что P( / , )x a  и ( / , , )x a y  – борелевские функции на
 и   Х, соответственно.
Обозначим xn состояние системы после n-го перехода, аn – принятое реше-
ние, а n – время пребывания в этом состоянии (n = 0, 1, 2, …).
Допустимая стратегия  для управляемой систем определяется как последо-
вательность  = {0, 1, … , n, …} ядер перехода такая, что вероятностная мера
n(  / hn) на (А,  ), сосредоточенная на nXA  и измеримым образом зависящая от
hn = (х0, а0, 0,…, хn – 1, an - 1, n – 1, хn) – истории управляемой системы к моменту
n-го перехода. Стратегия  называется марковской, если n(  / hn) = n(  / хn),
(n = 0, 1, 2, …). Марковская стратегия  называется стационарной, если
n(  / хn) = (  / хn), (n = 0, 1, 2, …) и стационарной нерандомизированной (де-
терминированной), если мера (  / хn) вырождена и сосредоточена в точке для
любого х  Х. В этом случае (х) будем обозначать точку сосредоточения массы
(  / х). Обозначим  – класс всех допустимых стратегий, 1 – класс стационар-
ных марковских нерандомизированных (детерминированных) стратегий. Непустоту
класса 1  гарантирует условие измеримости отображения F [3].
Выбором стратегии  мы определяем случайный процесс, который будем
называть процессом, управляемым стратегией . Если стратегия  – марковская
стационарная, то управляемый процесс является полумарковским процессом.
Введем понятие издержек, связанных с управляемым процессом. Если в со-
стоянии х  Х принято решение а  Ах и время, проведенное в состоянии х, рав-
но t, то ожидаемые издержки за время s (s ≤ t) равны r(s / x, a). Функция r(s / x, a)
предполагается измеримой по Борелю на [0; + ∞)  ∆.
Рассмотрим следующий критерий оптимальности выбранной стратегии.
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Cредняя ожидаемая стоимость стратегии δ
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где 0 ,x   а δx – математическое ожидание, соответствующее процессу, управ-
ляемому стратегией δ при условии, что 0 .x 
Стратегия δ* оптимальна относительно этого критерия, если
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Будем предполагать, что τ(х, а) и r(х, а) существуют и конечны для всех
(х, а)  ∆ и |r(x, a)| ≤ C < ∞, (х, а)  ∆. Поскольку первый критерий зависит
только от ),/( axP   и усредненных характеристик τ(х, а) и r(х, а), мы ограни-
чимся рассмотрением управляемых процессов, для которых
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Обозначим )(X – банахово пространство ограниченных измеримых по
Борелю функций на Х с нормой  xuu
Xx
 sup . Далее  будут использованы такие
результаты [4].
Теорема 1. Пусть пространство А управляющих воздействий компактно,
отображение F : (2)AsetX  , х → Ах, полунепрерывно сверху. Кроме того, пусть
выполняются следующие предположения:
1)  0 , ,l x a L       (х, а)  ∆;
2) существует неотрицательная мера μ  на ),,( X такая, что выполняются
неравенства:
а) ( ) ( / , ), ( , ) ,B P B x a x a   ,B
б) ( ) 0.X 
Тогда, если
а) функция r(х, а) полунепрерывна сверху, а (х, а) непрерывна по х, а,
(х, а)  ∆;
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б) переходная вероятность ( / , )P x a  слабо непрерывна по х, а; (х, а)  ∆,
то в классе 1  существует стационарная марковская детерминированная опти-
мальная стратегия δ* с минимальной стоимостью
1 ( ) ( ),
X
W v x dx
L
 
где функция v(x) – единственная в пространстве )(X  и определяется решени-
ем уравнения оптимальности
( ) inf { ( , ) ( ) ( / , )}, ,
x X
v x r x a v y P dy x a x X
a A
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Замечание 1. Данная теорема имеет место для функции издержек со значе-
ниями в [0; +∞), которые необходимо минимизировать. В работе [4] приведены
условия максимизации вознаграждения (дохода) r(х, а) за один период, если сис-
тема находится в состоянии х и принято решение а  Ах..
Здесь теорема 1 переформулирована с использованием отрицательной
функции r1(x, a) =  r(x, a).
1. Управление системой с многомерным фазовым пространством и
пространством принятия решений.
Рассмотрим модель управления системой, у которой пространство состоя-
ний является декартовым произведением m  множеств, т. е. 1 2 ...X X X  
... .mX  Пространство принимаемых решений ....21 mAAAA   Обозначим
k
ix – состояние i -й подсистемы после k -го перехода, kia – принятое решение,
k
i – время пребывания i -й подсистемы в этом состоянии, 0,1,2,...k 
Если в состоянии ii Xx   принято решение ixi Aa  и время, проведенное в
состоянии ix  равно it , то ожидаемые издержки i -й подсистемы за время
)( iii tss   равны ).,/( iiii axsr  Функции ),/( iiii axsr  предполагаются измери-
мыми по Борелю на [0; + ∞)  ∆.
Пусть ожидаемые издержки всей системы за время s ),,/( axsr
где 1 2( , ,..., ),mx x x x 1 2( , ,..., )ma a a a – сепарабельна, т. е. имеет вид
1
( / , ) ( / , ).
m
i i i i
i
r s x a r s x a


Далее будем считать, что пространства ,iX ,iA и функции ( / , ),i i i ir s x a
1,...,i m  удовлетворяют соответствующим условиям из п. 2.
Для выбранной стратегии рассмотрим следующий критерий оптимальности.
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Средняя ожидаемая стоимость стратегии   определяется величиной:
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Обозначим 1( )X – банахово пространство ограниченных измеримых по
Борелю функций на X  с нормой
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Теорема 2. Пусть A – компактное пространство и отображение : (2) ,AsetF X 
х → Ах, полунепрерывно сверху. Кроме того, пусть выполняются следующие
предположения:
1)  0 , ,i i il x a L      ( , ) ,i i ix a  1, ;i m
2) для каждого 1,i m  существует неотрицательная мера i  на ( , ),i iX   та-
кая, что выполняются неравенства:
а) ( ) ( / , ),i i i i i iX Q B x a  ,i iB  1, ,i m
б) ( ) 0.i iX 
Пусть также выполнены следующие условия:
3) функции ( , )i i ir x a  полунепрерывны сверху на ( , ),i ix a  а ( , )i i ix a  непре-
рывны по , ,i ix a ( , ) ;i i ix a 
4) переходные вероятности ( / , )i i i iQ B x a  слабо непрерывны по ( , ).i ix a
Тогда в классе стационарных марковских детерминированных стратегий
0 существует оптимальная стратегия   с минимальной стоимостью
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Доказательство. Из условия 3) теоремы вытекает, что ( , )r x a  является по-
лунепрерывной на ( , )x a  как сумма полунепрерывных сверху функций.
1 1 1( , ) ( ( , ),..., ( , ))m m mx a x a x a     непрерывна по (х, а) как вектор непрерывных
функций. Из условия 4) теоремы вытекает, что 1 2 ... mQ Q Q Q    – слабо не-
прерывна.
Тогда условие теоремы 1 выполняется и  -оптимальная стратегия сущест-
вует с минимальной стоимостью
1 ( ) ( ),W V x dx
L
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a A
X
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Условия 1) и 2) теоремы дают выполнение условий теоремы 1 для каждой i -й
подсистемы, согласно которой существует оптимальная стратегия для каждой i -й
подсистемы ),...,1( mi   с минимальной стоимостью 1 ( ) ( ),i i iW V x dxL 
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В силу сепарабельности функций ( , ),r x a ,x X a A имеем
1
( ) sup ( )
m
i i
i
V x V x

 
1 1,
1inf ( , ) ( ) ( / , ) ( ) ( , ) ( ) .
i i
i
m m
i i i i i i i i i i i i i i j ja Ai j j iX
r x a V y Q dy x a dy x a X
L  
              
Теорема доказана.
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2. Многономенклатурные модели управления запасами
Рассмотрим систему управления запасами m  продуктов, каждый из кото-
рых может непрерывно пополнятся. Предположим iQ – максимальный уровень
запаса i -го продукта, тогда запас i -го продукта принимает значение на [0, ].iQ
В дискретные моменты времени N  проверяется состояние запасов каждого
продукта и принимаются соответствующие решения о пополнении складов
следующим образом.
Если уровень запасов i -го продукта в момент времени n N
[0, ],ni i iX x Q  [0, ],i ix Q то производится заказ этого продукта ,n xi iD A
: [0, ].xi i iA Q x 
Таким образом пространство состояний системы, которое описывает разви-
тие системы во времени, обозначим 1 2 ... , [0, ],m i iX X X X X Q    
( : ).nX X n   Пространство принимаемых решений обозначим
1 2 ... .
x x x
mA A A A   
В момент времени ( )n по каждому i -му продукту поступает случайное
требование ni  и ( : ),ni i n    1,i m – последовательность независимых
одинаково распределенных случайных величин с функциями распределения
( ),iG x 0,x  1, .i m
Обозначим 1 2( , ,..., ),m      будем считать, что 1 2( , ,..., ),n n nn m     n
не зависят от истории системы до момента времени n включительно и что
( )<1,i iG Q 1 1( ) ( ) ... ( ),m mG Q G Q G Q   1( ,..., ),mQ Q Q а также ( )iG   непрерывны,
1, .i m
Требование по i-му товару, которое поступило в момент времени ( ),n
удовлетворяется (если это возможно) из запаса этого продукта ,n ni iX D кото-
рый имеется в конце интервала времени [ , 1).n n   Система такова, что дефицит
или частичный дефицит какого-либо из m продуктов приводит к потери, а не
откладыванию требования.
Итак, следующее уравнение описывает эволюцию процесса запаса системы
1 ( ) ,n n n nX X D     ,n
где ( ) max( ,0)a a  – положительная часть R ,a  или по каждому i-му
продукту ( 1, ).i m
1 ( ) ,n n n ni i i iX X D

    ,n 1, .i m
Предположим, что время ( >0)n ni i   пребывания i-й системы в состоянии nix
– случайная величина с функцией распределения 1( / , , ),n n ni i i iX D X
  1, .i m
Будем считать, что функции 1( / , , )n n ni i i iX D X
   измеримы по Борелю на
[0; ] [0; ] [0; ].i i iQ Q Q 
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Данные предположения гарантируют, что для описанной марковской стра-
тегии последовательности ( : )ni iX X n   являются стационарными полумар-
ковскими процессами, 1,i m  и модель управления запасами удовлетворяет
структуре полумарковского динамического программирования (см. разд. 2).
В дальнейшем предполагается, что все случайные величины определены на
общем основном вероятностном пространстве модели (, F, P).
Модель управления запасами системы учитывает стоимость запаса (которая
может включать издержки производства), стоимость хранения и дефицит для
каждого i-го продукта. Издержки хранения уровня запаса ix i-го продукта за
время ,is  если в состоянии ix i-ая подсистема пребывала время , ,i i it s t  состав-
ляет 1( / ),i i iC s x
1 : [0, ] R ,i iC Q   а стоимость заказа продукции в размере ix  для
i-го товара составляет 2 ( ),i iC x
2 : [0, ] R ,i iC Q   издержки, вызванные дефици-
том, составляют 3( ),i iC x
3 : [0, ) [0, ),iC     если требования ix  не могут
быть выполнены.
Будем предполагать, что:
1) функции 1( / )i i iC s x – неотрицательные монотонно неубывающие по is и
,ix  а функции ),(
2
ii xC ),(
3
ii xC mi ,1 – монотонные неубывающие неотрица-
тельные функции;
2) функции 3( ),i iC x [0, )ix   удовлетворяют 3 3
0
(0) 0, ( ) ( )< ,i i iC C y dG y

 
1, .i m
Если i-я подсистема находится в состоянии ix  в начале периода, принято ре-
шение
ia
d  о дозаказе в размере i ia A  и время проведенное до момента следую-
щего дозаказа, равно ,it  то ожидаемые издержки за время ,i i is s t  составляют:
0( / , )i i ir s x d  1( / )i i iC s x  3( ) ( ),
i
i i i
x
C y x dG y

 1,i m
и для >0ia
( / , )iai i ir s x d  1 2( / ) ( )i i i i i iC s x a C x    3 ( ) ( ),
i i
i i i i
x a
C y x a dG y


  1, .i m
Причем
1
( / , ) ( / , ).
m
i i i i
i
r s x a r s x a


Вероятности перехода  / ,i iP x a на iX  для любого борелевского подмно-
жества [0, ]iQ  задаются: 1 2, / , iai i iP y y x d    1 2( ) ( ),i i i i i i i iG x a y G x a y    
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[0, ],i i ia Q x  1 20 < ,i i i iy y x a   {0} / , iaiP x d  1 ( ),i i iG x a   [0, ].i ix Q
Вероятности перехода системы  / , aP B x d 
1
( / , ),i
m
a
i i
i
P B x d

 где iB – бо-
релевские подмножества [0, ].iQ
Обозначим
1 1
0 0
( , ) ( / ) ( / , , ) ( / , ).
i
i i i
Q
a a a
i i i i i i i iC x d C t x d t x d y P dy x d

  
Тогда для модели управления запасами:
0, ( , ),
( / , )
( , ), ( , ),
i
i
i i
a
i i ix
i i i a a
i i i i i
t x d
r t x d
r x d t x d
     
где
0 1 0 3( , ) ( , ) ( ) ( ),
i
i i i i i i i
x
r x d C x d C y x dG y

  
( , )iai ir x d  1 2( , ) ( )iai i i i iC x a d C a    3 ( ) ( ),
i i
i i i i
x a
C y x a dG y


  1, .i m
для >0.ia
Теорема 3. Пусть функции 1,iC
2 ,iC
3,iC 1,i m – полунепрерывны снизу
и выполнено предположение 1 теоремы 2. Тогда для модели управления в классе
  всех допустимых стратегий существует  -оптимальная стратегия с мини-
мальной стоимостью 1 ( ) ( ).W V x dx
L
 
Здесь 1( ) ( )... ( ),m       ( )i  – мера сконцентрированная в точке 0 с весом
1... ,mG G G 1 ( ),iG G x  1, ,i m  а ( )V x – удовлетворяет уравнению опти-
мальности
( ) ( )V x KV x   1
1
min ( , )i
m
a
i ia Ai
C x d
   3 1 2( ) ( , ) ( )i
i
a
i i i i i i i i
x
C y x dG y C x a d C a

    
 3 ( ) ( )]
i i
i i i i
x a
C y x a dG y


   ( )[ ( / , )
i
i i i i i
X
V y P dy x a 

1,
1 ( ) ( , ) ( ) .i
m
a
i i i i j j
j j i
dy x d x
L  
    
Доказательство. Применим теорему 2 о существовании  -оптимальной
стратегии, принадлежащей классу детерминированных (марковских) стратегий,
для которых достигается минимальное значение издержек ( ) ( ).W V x dx 
Проверим выполнение предположений этой теоремы.
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1. Пусть 1: [0, ] ... [0, ] (2) ,
A
m set xF Q Q x A    – отображение, которое свя-
зывает с каждым состоянием x  набор допустимых решений .xA  Тогда F – по-
лунепрерывно сверху. Действительно, если для ,x 1[0, ] ... [0, ],
n
mx X Q Q   
1( ,..., )
n n n
ma a a  1 1[0, ] ... [0, ],nx n nm mA Q x Q x    
1lim ( ,..., ),
n
mx
x x x x   1lim ( ,..., ),
n
ma
a a a a  
тогда в пределе 1(0,...,0) ( ,..., )ma a 1 1( ,..., ),m mQ x Q x    т. е. .xa A Поэтому
A – полунепрерывна сверху.
2. Докажем, что функции ( , )iai ir x d  полунепрерывны снизу. В соответствии
с предположением, функции 1( , ),iai iC x d
2 ( ),i iC x
3( ),i iC x 1,i m – полунепрерыв-
ны снизу. Из определения для ( , )r    достаточно доказать полунепрерывность
снизу
 3 ( ) ( )
i i
i i i i
x a
C y x a dG y


   по ( , ).i ix a
Введем случайный процесс
, >
( ) ,
0,
i i i i
i i
i i
z z
z
z
       [0, ].i iz Q
Тогда ( , )i i iu x a   3 ( ) ( )
i i
i i i i
x a
C y x a dG y


   3 ( ) .i i i iEC x a  
Процесс ( )i iz  имеет непрерывную траекторию на [0, ].iQ  По лемме Фату
получаем
( , ) ( , )
lim inf ( , )
i i i i
i i ix a x a
Eu x a       ( , ) ( , )lim inf ( , )i i i i i i ix a x aЕ Eu x a      ( , )i i iEu x a для любых
( , ),i ix a  ( , ),i ix a то функция  3 ( ) ( ),
i i
i i i i
x a
C y x a dG y


   и следовательно функции
( , ),iai ir x d 1,i m  полунепрерывны снизу.
3. Слабая непрерывность вероятностей перехода  / , iai i iP B x d  следует из
их определения.
4. Ограниченность выигрыша ( , ),iai ir x d 1,i m  следует из ограниченности
1,iC
2 ,iC
3,iC 1, .i m
Рассмотрим теперь задачу определения структуры оптимальной стратегии
при условиях теоремы 3, которые далее считаются выполненными. Известно,
что для многих систем управления запасами оптимальной является стратегия,
для которой существует такой основной уровень запасов ,S  что после заказа
оптимальный уровень запаса приближается к .S  Так как есть возможность зака-
зать любое количество продукта, то уровень S  в точности достигается. Дальше
обычно доказывается оптимальность ( , )s S -стратегии: заказ на пополнение про-
дукта производится только, когда уровень запаса меньше .s
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Далее будем использовать следующие результаты, полученные в [18] для
задачи управления запасами для системы с одним видом продукции.
Лемма 1. Пусть выполнены условия теоремы 3 и пусть для любого i ix X
( , )i i iL x a  1( , )iai i iC x a d   3 ( ) ( )
i i
i i i i
x a
C y x a dG y


  2 ( )i iC a монотонно убыва-
ют по (0, ].i i ia Q x   Кроме того, пусть функции ( , )iai ix d  монотонно возрас-
тают по i ix X  и (0; ],i i ia Q x   а функции    1 1 0, ,ixi i i iC x d C x d  монотонно
возрастают по .i ix X Тогда ( )i iV x  монотонно убывает по i ix X .
Теорема 4. Пусть выполнены условия теоремы 3 и леммы 1, и при этом
0( , ) ( , )i iQ xi i i ix d x d
  
монотонно возрастают по ],;0[ ii Qx   а
~
1 0( ) ( , )i i i iL x C x d  1( , )i iQ xi iC Q d     )(3 ydGxyC i
x
ii
i
  2 ( ),i i iC Q x  [0, ),i ix Q
монотонно убывают по [0, ).i ix Q
Тогда оптимальная стратегия * 1i i   ( 1i – класс стационарных марковских
детерминированных стратегий для i-го продукта) для задачи управления запасов
имеет вид.
Существует порог * [0, )i ix Q  такой, что
*
*
0 *
, < ;
, .
i iQ x
i i
i
i i
d x x
d x x
   
Замечание 2. Лемма 1 и теорема 4 приведены в обозначениях настоящей
статьи и с учетом того, что в данной модели вероятность выполнения заказа для
каждого продукта равна 1.
Докажем для многономенклатурной системы запасов следующий результат.
Теорема 5. Пусть выполняются условия теоремы 3, а также следующие
условия:
1) i ix X  1( , ) ( , )iai i i i i iL a x C x a d    3 ( ) ( )
i i
i i i i
x a
C y x a dG y


  2 ( )i iC a
монотонно убывают по (0, ];i i ia Q x 
2) пусть функции ( , )iai ix d  монотонно возрастают по i ix X  и
(0; ],i i ia Q x   а функции    1 1 0, ,ixi i i iC x d C x d  монотонно возрастают по
;i ix X
3) пусть 0( , ) ( , )i iQ xi i i ix d x d
    монотонно возрастают по [0; ],i ix Q
а
~
1 0( ) ( , )i i i iL x C x d  1( , )i iQ xi iC Q d    3 ( )
i
i i i
x
C y x dG y

 2 ( ),i i iC Q x  [0, ),i ix Q
монотонно убывает по [0, ).i ix Q
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Тогда  -оптимальная стратегия 1   для задачи управления запасов
имеет вид: существует порог * * *1( ,..., )mx x x  1[0, ] ... [0, ]mQ Q  такой, что
* * *
1( ,..., )m     и для 1,i m
*
*
*
0
, < ;
, .
i iQ x i i
i
i i
d x x
d x x
   
Доказательство. Условия данной теоремы обеспечивают выполнение усло-
вий теоремы 4, которая задает структуру оптимальной стратегии *i 1,i m
по каждому i-му товару, т. е. *( , )i i ix   inf ( , ),
i i
i i ix    ( , )i i ix  
 0
0
( / , )
,limsup
n
k k k
x i i i i
k
n
n k
x i
k
r x d

 

 
 


 где i – средняя ожидаемая стоимость стратегии
,i i – класс допустимых стратегий для i-го  товара, 1,i m .
Поскольку 0
1 1
0
( / , )
( , ) limsup ( , ),
n
k k k
x i i i im m
k
i i in
n ki i
x i
k
n
E r x d
x x
E


  



     

 
т. е. * *
1 1 1
( , ) inf ( , ) inf ( , ) inf ( , ) ( , ),
i i
m m m
i i i i i i i i i i
i i i
x x x x x     
               
то утверждение теоремы выполнено.
Выводы. Таким образом, найдены условия существования оптимальной
стратегии для полумарковской многономенклатурной системы. Рассмотрена по-
лумарковская многономенклатурная модель управления запасами, которая учи-
тывает стоимость заказа продуктов, стоимость хранения и издержки, вызванные
дефицитом продуктов. Для данной модели найдены условия существования
оптимальной стратегии, а также определена структура оптимальной стратегии
при выполненных условиях оптимальности.
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Т.В. Пепеляєва, І.Ю. Демченко
ПРО ОДНУ БАГАТОНОМЕНКЛАТУРНУ МОДЕЛЬ ДЛЯ НАПІВМАРКІВСЬКОЇ
СИСТЕМИ ЗАПАСІВ
Розглянута задача керування напівмарківською багатономенклатурною системою запасів.
Знайдені умови існування оптимальної стратегії, а також визначено структуру оптимальної
стратегії при виконаних умовах оптимальності.
T.V. Pepelyaeva, S.Yu. Demchenko
ABOUT SOME MULTI-TASK MODEL FOR SEMI-MARKOV INVENTORY SYSTEM
We consider the control problem for semi-Markov inventory system. The existence conditions for
the optimal strategy are found, and the optimal strategy structure is determined in case the existence
conditions take place.
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