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A B S T R A C T   
Mobile activity tracking data, i.e. data collected by mobile applications that enable activity tracking based on the use of the Global Navigation Satellite Systems 
(GNSS), contains information on cycling in urban areas at an unprecedented spatial and temporal extent and resolution. It can be a valuable source of information 
about the quality of bicycling in the city. Required is a notion of quality that is derivable from plain GNSS trajectories. 
In this article, we quantify urban cycling quality by estimating the fluency of cycling traffic using a large set of GNSS trajectories recorded with a mobile tracking 
application. Earlier studies have shown that cyclists prefer to travel continuously and without halting, i.e. fluently. Our method extracts trajectory properties that 
describe the stopping behaviour and dynamics of cyclists. It aggregates these properties to segments of a street network and combines them in a descriptive index. 
The suitability of the data to describe the cyclists’ behaviour with street-level detail is evaluated by comparison with various data from independent sources. 
Our approach to characterizing cycling traffic fluency offers a novel view on the cyclability of a city that could be valuable for urban planners, application 
providers, and cyclists alike. We find clear indications for the data’s ability to estimate characteristics of city cycling quality correctly, despite behaviour patterns of 
cyclists not caused by external circumstances and the data’s inherent bias. The proposed quality measure is adaptable for different applications, e.g. as an infra-
structure quality measure or as a routing criterion.   
1. Introduction 
Seeking sustainable, eco-friendly transport alternatives for ever- 
growing urban areas, local authorities and national agencies have long 
recognized the potential of cycling. Many countries have implemented 
strategies to promote cycling and turn it into a safer and more conve-
nient mode of travel (e.g. Bundesministerium für Verkehr, Innovation 
und Technologie, 2017; Commonwealth of Australia, 2018; Pucher & 
Buehler, 2012). Raising the modal share of cycling effectively and cost- 
efficiently requires a solid understanding of the determinants that in-
fluence cycling in urban areas. A key enabler is travel behaviour data, 
which is traditionally collected through questionnaire surveys and 
manual route logs (Griffin, Nordback, Götschi, Stolz, & Kothuri, 2014). 
The recruitment of volunteers and the evaluation of these studies are 
costly and time-consuming even for small amounts of data with little 
detail and low accuracy (Wang, He, & Leung, 2018). In 2007, the first 
GNSS-based study on the travel behaviour of cyclists was published 
(Harvey & Krizek, 2007). Although satellite positioning techniques 
made recording routes taken by cyclists much more convenient, finding 
study participants still remained a challenge. Most GNSS-enabled 
studies face the drawbacks of a small sample size, short data collec-
tion periods, and data that quickly becomes out of date (Shen & Stopher, 
2014). 
Entirely new possibilities opened up when smartphones with built-in 
GNSS sensors emerged on the market. Research initiatives using custom- 
designed mobile applications were launched that broadened the range of 
participants significantly (e.g. Hood, Sall, & Charlton, 2011; Reddy 
et al., 2010). Even more comprehensive data can be harnessed by 
repurposing data that is collected by commercial applications (Roma-
nillos, Zaltz Austwick, Ettema, & De Kruijf, 2016). Answering the de-
mand for intelligent ways to keep track of personal fitness and training, 
companies have developed activity tracking applications, e.g. Strava,1 
Sports Tracker,2 or Endomondo.3 Today, the most popular providers 
have tens of millions of users who utilize the applications to monitor 
their training and share their activities, predominantly running and 
cycling, with the community (e.g. Strava, 2018). The data created by 
cyclists using mobile activity tracking applications comprises trajec-
tories, i.e., sequences of timestamped GNSS measurements, pictures, 
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messages, and rich personal information on fitness and health. This adds 
up to a huge, rapidly growing set of structurally diverse data, commonly 
associated with the term big data (De Mauro, Greco, & Grimaldi, 2016). 
The data is collected by a larger user base and with a much wider spatial 
and temporal coverage than any data collected exclusively for research. 
A thorough analysis of such data can reveal large-scale spatio-temporal 
and societal patterns that are especially valuable in the context of urban 
planning (Romanillos et al., 2016). 
Big data is linked to a number of challenges, e.g. concerning the data 
volume, its structural variety or fast rate of creation (Gandomi & Haider, 
2015). Furthermore, it is inherently prone to factors that compromise its 
veracity, i.e. bias, noise, and uncertainty (Rubin & Lukoianova, 2013). 
Uncertainty in mobile tracking data stems largely from GNSS noise 
and other positioning errors, but the data also suffers from several other 
issues limiting its usability, including self-selection bias. The user com-
munity of mobile tracking applications neither represents a city’s pop-
ulation as a whole, nor the subpopulation that use bicycles as a means of 
travel (Smith, 2015). Cyclists are a highly heterogeneous group that 
varies demographically and with respect to experience and confidence 
about cycling (Damant-Sirois, Grimsrud, & El-Geneidy, 2014). Confi-
dent cyclists, whose interest in cycling is so high that they have decided 
to track their activities, tend to be overrepresented in the group of active 
users of tracking applications (Strava metro data analysis summary, 
2018). Bias can also arise with regard to the purpose and motivation of 
the recorded cycling trips. Some cyclists monitor only training sessions, 
while others track their commuting and other utilitarian trips or 
leisurely recreational activities (Bergman & Oksanen, 2016b). 
Moreover, mobile tracking data is personal, potentially sensitive 
data. Therefore, the protection of the cyclists’ privacy must be priori-
tised, often at the expense of data utility (Primault, Boutet, Mokhtar, & 
Brunie, 2018). 
Despite these aspects, big mobile tracking data can be harnessed to 
obtain information on the cyclability of cities and urban areas, i.e. the 
quality and distribution of suitable bicycling infrastructure. To 
communicate this information, we require measures that support the 
identification of spatio-temporal cycling patterns and facilitate the 
comparison of cycling on different streets or in different neighbour-
hoods. Traffic fluency, i.e. the smoothness of the traffic flow, is a well- 
known concept for motorized traffic. The degree of fluency or its 
opposite, congestion, is usually determined by measuring the speed of 
vehicles, travel time, or traffic volumes (Rao & Rao, 2012). In this 
article, we reinterpret fluency as an attribute of the cycling traffic. Like 
vehicles in uncongested traffic, cyclists travel fluently if their motion is 
steady and continuous, and if they are free to cycle at a comfortably fast 
pace without being forced to brake or halt. In previous studies, re-
searchers have found that the majority of cyclists favour continuous 
infrastructure with an even surface that is segregated from other road 
users (Caulfield, Brick, & McCarthy, 2012; Sener, Eluru, & Bhat, 2009; 
Stinson & Bhat, 2005). They strongly dislike stopping and waiting 
(Menghini, Carrasco, Schüssler, & Axhausen, 2010; Stinson & Bhat, 
2005). In this sense, the idea of fluent cycling corresponds well to cy-
clists’ preferences. 
In this work, we present an approach to estimating the quality of 
urban cycling using big mobile tracking data. Our method extracts 
properties characterizing the fluency of cycling traffic from a large set of 
cycling trajectories. By aggregating them to segments of a street 
network, we obtain quantities that describe the movement and stopping 
behaviour of cyclists on each segment. With the definition of a cycling 
traffic fluency index, we show one possibility of combining these 
normalized quantities into a single quality measure that facilitates 
visualization. To evaluate the veracity of the derived data, i.e. its 
representativeness and correspondence to real-world circumstances, we 
compare it to traffic light data, trajectories recorded by a volunteer, and 
data obtained in a field study. 
The article is structured as follows. First, we give an overview of 
related studies that utilize a large set of cycling trajectories. We then 
introduce our data and methods for 1) trajectory processing and 2) ve-
racity evaluation. Finally, we review and discuss the results. 
2. Related work 
The first efforts to utilize crowdsourced cycling trajectories were 
made when mobile tracking applications were still in their early 
development. Addressing the challenges associated with large volumes 
of trajectories, Schüssler and Axhausen (2009) published a processing 
procedure for raw GNSS trajectories that are unaccompanied by further 
background information. The origin of their test data, however, was a 
study carried out by a private sector company to study the placement of 
billboards. Subsequently, Menghini et al. (2010) showed that it is 
possible to estimate a route choice model for cyclists from precisely the 
same data. They noted that the absence of socio-demographics and the 
involvement of participation inequality were limitations of the data. 
Authorities in different countries developed their own applications 
to analyse the behaviour of local cyclists or promote cycling by 
providing benefits to frequent riders. Although these applications have a 
potentially smaller user base, they can be tailored to gather additional 
data that is valuable for research, e.g. the trip purpose. Examples include 
the studies by Hood et al. (2011) and Dane, Feng, Luub, and Arentze 
(2019). Both estimate a route choice model for bicycles or e-bikes, 
respectively. 
The number of researchers who aim to create value from GNSS 
cycling trajectories collected solely for non-research purposes by com-
mercial tracking applications has been growing in recent years. The 
studies cover a wide range of application areas, yet one recurring theme 
is popularity. Ferrari and Mamei (2013), for example, use kernel density 
estimation to reveal the most popular locations for different sports. As a 
measure of the cyclability of a city, they also propose an index that re-
flects the correlation of cycling routes with mobile activity tracking 
data. Oksanen, Bergman, Sainio, and Westerholm (2015) show that 
privacy-preserving heat maps can be generated from crowdsourced 
GNSS cycling trajectories, thus providing a way to visually communicate 
the popularity of different infrastructure with cyclists. Subsequently, 
Bergman and Oksanen (2016a) present an approach to utilize the data 
for popularity-based routing. Similarly, Baker et al. (2017) developed a 
process to model the appreciation of roads in a network as a way to 
improve routing for cyclists. Using tracks obtained from the route- 
sharing platform GPSies, Sultan, Ben-Haim, Haunert, and Dalyot 
(2015) analyse the usage share of different types of infrastructure. 
While all of the previously mentioned research utilizes raw trajec-
tories, acquiring this type of data is difficult, as application providers 
need to be wary of privacy concerns. Strava recognized the possibility to 
sell their data in an aggregated form that is adjusted towards repre-
sentativeness (Strava, 2019). Recent research shows that the data pro-
vided by this service can be utilized to monitor bicycle traffic volumes 
(Griffin & Jiao, 2015) and how the cycling traffic flow reacts to infra-
structure changes (Boss, Nelson, Winters, & Ferster, 2018). Additionally, 
it can be used to reveal the impact of determinants such as demographic 
factors or infrastructure characteristics (Hochmair, Bardin, & Ahmouda, 
2019). 
To the best of our knowledge, this study is the first to derive prop-
erties of the dynamics of city cycling from a large set of GNSS trajectories 
to form a measure for the cyclability of a city. 
3. Data 
The primary data of this work consists of 50,357 GNSS trajectories 
from 3694 cyclists travelling in the Helsinki metropolitan area (Helsinki, 
Espoo, Vantaa, and Kauniainen). The trajectories were recorded with a 
mobile sports tracking application between 2010 and 2012 and were 
made public by the application users. Each trajectory is associated with a 
cyclist pseudo id, which allows us to identify trajectories recorded by the 
same cyclist. The sampling rate of the trajectories is consistently high 
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(mean 1.45 s). 
The dataset is biased in several ways. We can observe participation 
inequality since only 10% of the cyclists account for 65% of the activities 
and 67% of the total cycled distance (Fig. 1). Most activities, 77%, were 
recorded between May and September. The temporal variation of the 
recording suggests that the dataset contains commuting trips as well as 
leisure cycling activities (Fig. 2). 
Any additional data used for our analyses is openly available. To 
adjust the trajectories, we require street network data which then serves 
as a target for aggregating trajectory properties. We utilized the street 
network data made available by OpenStreetMap (OSM).4 We only 
included features that are traversable by cyclists. Since the length of the 
features varies considerably, we split them into approximately 25-m- 
long segments. This way, we obtain uniform features as base elements 
for the aggregation. With a segment length of 25 m, the level of detail is 
as high as possible while guaranteeing a minimum number of two GNSS 
measurements per trajectory and segment in most cases. 
To evaluate the results, we used traffic-light data retrieved from the 
Helsinki Region Infoshare service.5 The data does not contain the exact 
position of the traffic lights, but it is rather a set of point features 
marking intersections controlled by traffic lights. 
Furthermore, we examined 47 locations in central Helsinki for fac-
tors that could potentially obstruct cycling. The locations were not 
chosen randomly, but in accordance with initial results obtained from 
the trajectory dataset. 
4. Method 
We designed a process (Fig. 3) that takes a set of GNSS trajectories as 
input, processes them and extracts properties related to cycling traffic 
fluency (CTF). These properties are aggregated to the road network of 
the study region and finally combined into a measure for CTF. Each 
processing step is described in detail in the following. The second part of 
this section deals with our methodology for validating the veracity of the 
derived properties and analysing the results of the CTF estimation. 
4.1. Trajectory processing 
4.1.1. Trajectory smoothing 
To reduce the GNSS noise, we executed kernel-based trajectory 
smoothing with a Gaussian kernel function (Schüssler & Axhausen, 
2008). For each point zi in the trajectory, both dimensions of its 
smoothed counterpart si are calculated as 
si(l) =
∑i+N
j=i− N
wi,jzj(l)
∑i+N
j=i− N
wi,j
, (1)  
where l ∈ x, y. The weight factors wi, j are calculated using the Gaussian 
function 
wi,j = w
(
Δti,j
)
= exp
(
−
Δt2i,j
2σ2
)
, (2)  
where Δti, j is the time difference between the points zi and zj. Due to the 
low frequency of outliers in the trajectories, we opted for a parameter 
combination that resulted in mild smoothing and preserved sharp turns 
as much as possible (N = 2, σ = 1.2). 
4.1.2. Map matching 
The smoothed trajectories were map-matched to the street network. 
We utilized a map matching procedure that is based on Hidden Markov 
Models (Newson & Krumm, 2009). For every smoothed trajectory point 
si, the procedure estimates the emission probabilities for every nearby 
street segment. The probability that the point si was recorded on street 
segment rj is calculated as 
p
(
si|rj
)
=
1
̅̅̅̅̅
2π
√
σz
exp
(
−
1
2
⃦
⃦si − xi,j
⃦
⃦2
σ2z
)
, (3)  
where xi, j is the closest point to si on the road segment rj. Furthermore, 
the algorithm calculates transition probabilities. The transition proba-
bility p(xi+1, n|xi, m) is the probability that a smoothed point si+1 cor-
responds to a map-matched point xi+1, n on road segment rn if the 
previous point si corresponds to a map-matched point xi, m on road 
segment rm. For correctly matched pairs of points, the Euclidean distance 
of the points si+1 and si should be relatively close to the distance along 
the road segments between points xi+1, n and xi, m. Therefore, the tran-
sition probabilities are calculated as 
p
(
xi+1,n|xi,m
)
=
1
β
exp
(
−
⃒
⃒
⃦
⃦xi+1,n − xi,m
⃦
⃦
road −
⃦
⃦si+1 − si
⃒
⃒
⃦
⃦
β
)
(4) 
With these two sets of probabilities, the optimal sequence of map- 
matched points can be calculated using the Viterbi algorithm (Forney 
Jr., 1973). 
4.1.3. Stop detection 
According to Spaccapietra et al. (2008), a trajectory can be divided 
into alternating sequences of stops and moves, i.e. sequences of trajec-
tory points where the cyclist either remains in one place or travels, 
respectively. Since cycling traffic fluency manifests in both trajectory 
components, we considered stop- and movement-related properties of 
trajectories. We identified stops with a spatio-temporal density-based 
clustering algorithm (CB-SMot; Palma, Bogorny, Kuijpers, & Alvares, 
2008). A stop is defined as a sequence of trajectory points within a 
neighbourhood of radius Eps that lasts at least min_time seconds. We 
choose Eps dynamically for each trajectory as the mean Euclidean dis-
tance between consecutive points. The min_time was set to 10 to mini-
mize the chance of detecting false positives. Each stop identified by the 
CB-SMoT algorithm was mapped to a street network segment by ma-
jority vote of the map-matched counterparts of the points that belong to 
the stop. For simplicity, a stop can be represented by its centroid, which 
is the arithmetic mean of the points. We also determined the stop 
duration, i.e. the time that passes between the first and the last point of 
the stop. 
4.1.4. Extraction of movement-related properties 
For each trajectory point, we initially obtained two movement- 
related properties: speed and acceleration. The speed of a trajectory 
point was calculated as the average of the speed based on the time in-
tervals and the distances between the map-matched representations of 
the point and its successor and predecessor. The acceleration was 
calculated similarly, using speed instead of distance. Subsequently, we 
divided each trajectory into short, consecutive point sequences so that 
the points in one sequence were matched to the same street segment. We 
refer to these partial trajectories as runs, denoted by χ (Fig. 4). By 
comparing the orientation of the segment to the direction of travel of the 
trajectory, we ensured that a trajectory passing a perpendicular street 
did not create a run for a perpendicular segment. 
We denote the speed and acceleration of a run χ by speed(χ) and 
acceleration(χ). These run properties were calculated as the average 
speed and acceleration of the map-matched points belonging to run χ. If 
the run consists of only one map-matched point, speed(χ) and acceler-
ation(χ) equal the speed and acceleration of the point. Consequently, 
4 https://www.openstreetmap.org/  
5 https://hri.fi/data/en_GB/dataset/helsingin-espoon-ja-vantaan-liikennev 
aloristeykset 
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length and duration of a run are defined as:  
• length(χ): the length of the street segment to which the run is 
mapped;  
• duration(χ): the time needed to travel the street segment at speed(χ). 
To exclude outliers, runs with an unrealistic value for speed(χ) or 
acceleration(χ) and runs at the very beginning or end of a trajectory 
were discarded. Ultimately, the set of runs X represents the original 
trajectories but cannot be used to reproduce them completely. 
Using a subset of runs Xt ⊂ X, i.e. the set of runs of a trajectory t that 
do not contain stop points, we define the mean travelling speed of t as 
Fig. 1. (a) Number of recorded cycling trips and (b) sum of travelled kilometers per application user.  
Fig. 2. Number of trajectories per hour and day of the week.  
Fig. 3. Overview of the work process.  
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vt =
∑
χ∈Xt
length(χ)
∑
χ∈Xt
duration(χ) . (5) 
With this definition, the parts of the trajectories that are classified as 
stops do not affect the mean travelling speed. 
Finally, we estimated whether a segment was traversed faster or 
slower in comparison to the trajectory’s mean travelling speed by 
calculating the speed ratio of a run χ: 
speed ratio(χ) = speed(χ)
vt
, (6)  
where t corresponds to the trajectory of which χ is a part. 
4.2. Aggregation of street network characteristics 
The extracted segment-specific properties were only then aggregated 
to a segment of the street network if data from at least 10 cyclists was 
available. This density threshold ensures a basic level of trajectory di-
versity, which increases the likelihood that the aggregated characteris-
tics are representative. Additionally, the threshold increases the 
protection of the application users’ privacy. 
The stops derived from individual trajectories were straightfor-
wardly aggregated to the street segments. First, we defined Xs as the set 
of runs that were mapped to a specific segment. The index s refers not 
only to the segment, but also to the direction of travel. Thus, only tra-
jectories that traverse the segment in the same direction contribute to 
the same values. We then calculated the number of runs ∣Xs∣ on the 
segment, the number of stops Cs that were assigned to the segment, and 
the average duration Ts of these stops. Another important quantity is the 
ratio of cyclists who stopped on the segment. We refer to this as the stop 
ratio Ĉs: 
Ĉs =
Cs
|Xs|
. (7) 
To aggregate the movement-related trajectory properties, we calcu-
lated the segment-wise average speed vseg, acceleration aseg, and speed 
ratio v̂seg for each street segment s: 
vseg(s) =
1
|Xs|
∑
χ∈Xs
speed(χ) , (8)  
aseg(s) =
1
|Xs|
∑
χ∈Xs
acceleration(χ) , (9)  
v̂seg(s) =
1
|Xs|
∑
χ∈Xs
speed ratio(χ) . (10) 
At the end of the aggregation phase, we have six properties for each 
street segment that is traversed by ten or more trajectories: the number 
of stops Cs, the average duration of the stops Ts, the stop ratio Ĉs, the 
average speed vseg(s), the average acceleration vacc(s), and the speed 
ratio v̂seg(s). 
4.3. Combination into descriptive indices 
The possibilities of transforming the segment characteristics and 
combining them in a single cycling quality measure are manifold. In the 
following, we present a variant that is designed to facilitate visual an-
alyses of the results. 
All the characteristics were at first transformed into normalized 
indices. Starting with the movement-related characteristics, we con-
verted the speed ratio into the speed ratio index Ispeed: 
Ispeed(s) = min
⎛
⎜
⎝1,
1
2
+
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
v̂seg(s) − 1
10
3
√
⎞
⎟
⎠ . (11) 
This formula emphasizes the relation of the speed ratio of segment s 
to 1, i.e. the mean travelling speed (Fig. 5a). This emphasis is sensible 
because for most segments, the speed ratio tends to be close to 1. The 
index has a strong linear dependence on v̂seg(s) near the value 1, but the 
dependence weakens as the difference grows. 
The acceleration of a segment is more difficult to interpret. We 
converted the acceleration values into the acceleration index Iacc with 
Iacc(s) =
⎧
⎨
⎩
exp
(
− aseg(s)
)
aseg(s) > 0
m
s2
exp
(
2.5aseg(s)
)
else .
(12) 
According to this definition, all changes of the travel speed are 
considered unwanted, but deceleration is penalized more than positive 
acceleration (Fig. 5b). 
We combined the two indices into a single measure, referred to as the 
movement-related index Imove, using the harmonic mean: 
Imove = 2
Ispeed⋅Iacc
Ispeed + Iacc
. (13) 
The harmonic mean guarantees that Imove can reach high values only 
if both the constituents also have high values. This corresponds to 
moving continuously at a steady, above-average speed. 
Similarly, we converted two stop-related characteristics, i.e. the 
average duration Ts of the stops on a segment and the ratio of cyclists Ĉs 
who stop on a segment s, into corresponding indices. The average stop 
duration was converted into the mean stop duration index: 
Istop(s) =
⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎩
1 Ts < 10
0.8 10s ≤ Ts < 15
0.6 15s ≤ Ts < 20
0.4 20s ≤ Ts < 25
0.2 25s ≤ Ts < 30
0.01 Ts ≥ 30
(14) 
The index classifies the segments into six categories. The highest 
class has the value 1, which means that segments with no significant 
stops are not penalized at all. Average stop duration values longer than 
30 s receive the greatest penalty. 
The ratio of cyclists who had to stop on a segment was classified to 
form the stop ratio index: 
Istop%(s) =
⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎩
1 Ĉs < 0.01
0.8 0.01 ≤ Ĉs < 0.05
0.6 0.05 ≤ Ĉs < 0.1
0.4 0.1 ≤ Ĉs < 0.2
0.2 0.2 ≤ Ĉs < 0.3
0.01 Ĉs ≥ 0.3
(15) 
Segments where the percentage of stopping cyclists is below 1% are 
assigned the highest possible value 1. If the percentage is higher than 
30%, the segments are rated in the lowest category. 
The category choices for both stop-related indices were guided by 
Fig. 4. A run is a sequence of consecutive trajectory points that are matched to 
the same segment. 
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inspecting the distribution of the values derived from the dataset. 
Therefore, the indices may require adjustment if they are applied to 
other datasets. 
In contrast to the Imove index introduced previously, we combined 
the two stop-related indices using the arithmetic mean: 
Istop =
Istop + Istop%
2
. (16) 
The rationale behind this decision was that the combined index 
should not receive very low values if only one of the constituents is low. 
In other words, even if stopping is guaranteed when passing through a 
segment, it is not penalized heavily if the average stop duration is short, 
and vice versa, even a long average stop duration cannot lower the index 
value too much if stops are extremely rare. 
With these definitions, we specified the cycling traffic fluency index 
(the CTF index) as the final quality measure: 
Ifluency = (1+ β)
Imove⋅Istop
β⋅Imove + Istop
, (17)  
where the factor β balances the relative weight of the two index com-
ponents. Again, we used the harmonic mean because both constituents 
need to be high to consider the dynamics on a street segment fluent. This 
way, fluency hindrances indicated by speed, acceleration, or both of the 
stop-related properties translate directly into the CTF index. Fig. 6 shows 
the behaviour of the index and the implications of the choice of the mean 
function. 
4.4. Validation of the derived data 
In pursuit of knowledge about the veracity of the derived data, we 
turned to reference data of different kinds and origins. To validate in-
dividual stops, we analysed their distance to traffic lights and in-
tersections of the street network. 
Furthermore, we identified stop hot spots, i.e. locations where stops 
accumulate, to find patterns in the set of detected stops. The hot spots 
were constructed by gathering the centroids of the stops into clusters 
using DBSCAN (Ester, Kriegel, Sander, & Xu, 1996). We defined the 
minimum number of stops in a cluster as 10 to ensure a certain level of 
significance. The stop duration of a hot spot corresponds to the average 
duration of all stops in the cluster. To calculate the stop ratio of a hot 
spot, we identified all the street segments that intersected the buffered 
convex hull of all the stop centroids in the cluster. We then divided the 
number of stops in the cluster by the number of trajectories that passed 
any of the segments associated with the hot spot. The buffer around the 
convex hull increased the noise tolerance. A buffer width of 3 m was 
experimentally determined to be sufficient for our data. 
Fig. 5. Index transformation functions that normalize (a) the speed ratio and (b) the acceleration of a segment s.  
Fig. 6. Dependency of the CTF index on its input variables and the impact of the choice of the mean (arithmetic or harmonic) in the final index composition step (Eq. 
17) with β = 1. The variables which are not displayed are assigned constant values that correspond to almost optimal conditions (green) or hampered cycling 
indicated by either the movement-related characteristics (orange) or the stop-related characteristics (violet). If the harmonic mean is used, a single movement-related 
variable that indicates unfavourable conditions can affect the outcome more significantly (a and b). The impact of the stop-related characteristics is limited regardless 
of the chosen mean, unless both indicate significant obstructions (c and d). (For interpretation of the references to colour in this figure legend, the reader is referred to 
the web version of this article.) 
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We estimated the cause of the stop hot spots by sorting them into 
three classes: “traffic light”, “intersection”, and “other”. The classifica-
tion was based on the distance of the hot spot centroids to the closest 
traffic light and intersection. It adhered to the following rules:  
1. If the distance to the closest traffic light is less than 30 m, classify the 
hot stop as “traffic light”.  
2. Else, if the distance to the closest intersection is less than 15 m, 
classify as “intersection”.  
3. Else, classify as “other”. 
Movement-related segment characteristics such as speed and accel-
eration should, if true to the situation on the street, partially explain the 
behaviour of individual cyclists. To verify this hypothesis, we utilized 
123 trajectories recorded by a volunteer that were not part of the large 
trajectory set used for aggregation. We compared the speed, acceleration 
and speed ratio profiles of the test trajectories to profiles generated from 
the corresponding characteristics of the street segments traversed by the 
trajectories. More precisely, we created two sequences per test trajectory 
and property: one contained the property values of all runs in the tra-
jectory, the other the aggregated values of the corresponding segments. 
The correlation of the two sequences was estimated with Pearson’s 
correlation coefficient (Rodgers & Nicewander, 1988). If the properties 
of the test trajectories correlated with the segment characteristics, it 
would be a clear indicator of the ability of the segment characteristics to 
reflect the on-street cycling conditions and predict the behaviour of 
cyclists in view of the built environment. 
Complementary to these validation efforts, we carried out a visual 
analysis and a field study with a focus on particularly interesting fea-
tures, e.g. junctions, parallel ways, and dedicated cycling facilities. 
4.5. Exploratory result analysis 
To analyse the results of the CTF estimation, we inspected the vari-
ation of the index values with respect to space and time. Previously, we 
showed how the different indices were calculated using the whole tra-
jectory dataset. To investigate the variation with respect to time, we 
computed the index values considering only stops and runs that fell into 
a specific time window. We aggregated the data in hourly intervals to 
examine the diurnal variation. Similarly, we compared data recorded in 
the winter months, between December and March, to data recorded 
during the rest of the year. 
On the premise that the CTF varies between different types of cycling 
infrastructure, we used OSM metadata to group the street segments 
according to their type of infrastructure. This enabled the comparison of, 
e.g., cycling on streets and on dedicated cycleways. 
One possible application of the CTF index is to use it as a routing 
criterion. We explored the results of simple CTF-based routing by taking 
pairs of starting and destination points in the study area and comparing 
the “most fluent” route with the shortest, the fastest, and the most 
popular route. We facilitated routing using the Dijkstra shortest path 
algorithm (Dijkstra, 1959) with different edge weights (Table 1). Since 
the Dijkstra algorithm works by minimizing the cumulative edge 
weights, we used the inverse of the number of runs ∣Xs∣ to determine the 
most popular route, and 1 − Ifluency for the most fluent one. 
5. Results 
Meaningful results can only be obtained if the smoothed, map- 
matched trajectories ensure a certain quality level. Randomized visual 
trajectory inspection evinced a sufficiently good quality of the results for 
all of the pre-processing steps. Map matching led to the most significant 
changes, shifting the original trajectory points 4.6 m on average. We 
observed some common mismatching issues, e.g. on parallel lanes, or 
where cyclists choose alternative paths not included in the OSM street 
network. 
The aggregation of trajectory properties to the street network 
revealed spatial popularity bias. A few streets and cycleways were 
cycled so frequently that they are traversed by hundreds of trajectories. 
The majority of all the street segments passing the density threshold are 
traversed by only a few tens of trajectories (Table 2). 
5.1. Identification of stop hot spots 
Our analysis identified 180,606 stops in the trajectories. Half of all 
the stop centroids were found to be closer than 43 m to the nearest point 
representation of a traffic light. The real-life distance was probably 
smaller, considering that the point representations of traffic lights are 
often located in the middle of an intersection. 85% of all stops appeared 
closer than 22 m to the nearest intersection in the street network. In 
general, the stops correlated significantly with both intersections and 
traffic lights. 
We identified 2739 stop hot spots by clustering individual stops. 
Their locations matched the findings for individual stops, as a large 
majority of all hot spots coincided with intersections (Fig. 7). Based on 
the heuristic cause inference, 27% of all the stop hot spots were deter-
mined to be traffic light-induced and 64% intersection-induced, which 
leaves 9 for the third group, where the reason for stopping could not be 
inferred. 
Although not the largest, the group of traffic light-induced hot spots 
can be considered the most significant. It has the highest average stop 
duration (22.1 s) and stop ratio (0.13). On average, traffic light-induced 
hot spots were also derived from the largest number of individual stops 
(125). This count was much smaller for the group of intersection- 
induced hot spots (22) or hot spots with an unknown cause (15). 
The average stop duration at the stop hot spots was distributed 
relatively equally over the whole study area and ranged between 10s 
and 30s for 95% of all hot spots. We observed more variation for the stop 
ratio. In central Helsinki, the hot spots with especially large stop ratios 
greater than 0.25 were most often located at large intersections in the 
city centre, while those with small ratios tended to occur on less busy 
infrastructure along the shoreline. There were a number of hot spots 
characterized by a long average stop duration (>30s) or a high stop ratio 
(>0.20) which stood out because of their curious location. Their cause 
was unknown and they contained very few stops, not much more than 
Table 1 
Dijkstra edge weights of a segment s for different routing criteria. ‖s‖ denotes the 
segment length, v the average mean segment speed in the study area, Xs the set of 
runs over segment s, and min(Ifluency) the minimum value of Ifluency in the study 
area.  
Route Edge Weight  
Ifluency(s) available Ifluency(s) unavailable 
Shortest ‖s‖ ‖s‖
Fastest ‖s‖/vseg(s) ‖s‖/v  
Most popular ‖s‖/ ∣ Xs∣ ‖s‖
Most fluent ‖s‖ ⋅ (1 − Ifluency(s)) ‖s‖ ⋅ (1 − min (Ifluency))  
Table 2 
The distribution of the data density in the study region does not 
show a steady decline for increasing numbers of trajectories. 
Instead, the number of segments having a high trajectory count is 
disproportionally high.  
Trajectory Count Percentage of Segments 
0 36 
1–9 31 
10–19 8 
20–49 9 
50–99 6 
100–199 4 
>200 6  
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the threshold of 10 individual stops. 
We conducted a field study in which we visited 47 of these hot spots 
in central Helsinki. It revealed that the heuristic cause inference iden-
tified traffic light-induced hot spots correctly most of the time, but it had 
problems distinguishing between intersection-induced ones and those of 
a different origin. Most hot spots labelled as “intersection-induced” were 
indeed close to some kind of intersection that was, however, most often 
not the reason for the stopping behaviour inferred from the data. The 
true reason was not always unambiguously identifiable. Some hot spots 
were found close to points of interest such as a hospital, a metro station, 
or a viewpoint. In two cases, we came across stairs in the nearby 
surroundings. In another two, there was nothing in sight that could 
explain why cyclists stopped at that particular location. 
5.2. Descriptive analysis of movement characteristics 
Using street network metadata and profound knowledge of the study 
region, we examined the movement-related segment characteristics. On 
average, the segment speed in the study region was 6.24 m/s, whereas 
the speed ratio averaged 1.05, which corresponds to slightly faster 
cycling than at the mean travelling speed. Segments with low speed and 
speed ratio values accumulated in the busy city centre of Helsinki. The 
Fig. 7. Inferred stop cause of stop hot spots in central Helsinki in conjunction with the number of stops per hot spot.  
Fig. 8. Speed and speed ratio of cyclists travelling on a street in Espoo. The speed level on the two lanes in the middle is significantly higher than on the surrounding 
pavement. The speed ratio shows a similar pattern of change for all lanes. 
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farther from the inner city, the more frequently higher speed values 
could be observed. Local speed minima corresponded to the location of 
stop hot spots, and thus to intersections. 
With few exceptions, the speed and speed ratio changed gradually 
between neighbouring segments. Along a single street or path, the 
segment speed usually did not vary considerably. Sometimes, this con-
tinuity was locally interrupted, most often due to an intersection. Par-
allel ways, e.g. a street with a contiguous pavement, tended to have 
similar speed ratio profiles. The corresponding absolute speed values, 
however, could be entirely different (Fig. 8). 
In contrast, the acceleration often changed rapidly between neigh-
bouring segments. On infrastructure that allows for continuous cycling, 
the acceleration fluctuated around zero. The average acceleration of all 
segments in the study region was 0.04 m/s2, which was close to zero as 
well. Where the cycling conditions worsened, extreme acceleration 
values emerged more frequently, and swift accelerations occurred 
alongside harsh decelerations. Again, it was mostly intersections that 
exhibited characteristic patterns of strong accelerating and braking 
behaviour (Fig. 9). Sharp turns or points of interest, however, had 
sometimes a similar effect. Segments on rough and narrow paths, as well 
as ways that are traversed by only a few trajectories, also tended to 
exhibit extreme acceleration values. It should be noted that the corre-
sponding speed values could suggest continuity even if the acceleration 
signalled unsteadiness. 
5.3. Correlation with individual trajectories 
Comparing the properties of an individual trajectory as a function of 
time to the characteristics of the traversed segments, we found a sig-
nificant correlation (Fig. 10). One major difference lay in the amplitude 
of local extrema, which tended to be higher for individual trajectories. 
As expected, there were also time intervals where the two sequences 
varied independently, which was especially true for acceleration. These 
observations were reflected in Pearson’s correlation coefficient. On 
average, Pearson’s r equated to 0.62 for the speed and 0.60 for the speed 
ratio, but only to 0.22 for acceleration. In conclusion, the correlation 
between the properties of individual trajectories and the characteristics 
of the corresponding segments was clearly visible, especially for the 
speed and speed ratio. 
5.4. Distribution of the CTF index 
The CTF index Ifluency inherits traits of both the movement index Imove 
and the stop index Istop. Since Istop negatively affects only segments that 
count at least one stop, Ifluency equals Imove shifted towards 1 for the 
majority of the segments. The weighting parameter β determines the 
degree of the shift. In the following, we set β = 1, weighting both input 
indices equally. Consequently, some nuances of Imove are smoothed out 
so that Istop can take effect. We note that the optimal choice for β may 
vary depending on the application. 
Our study region was dominated by segments with high (Ifluency be-
tween 0.7 and 1) and moderate (Ifluency between 0.4 and 0.7) CTF index 
values with a share of 55% and 38%, respectively. Low values (Ifluency <
0.4) accumulated close to intersections (Fig. 11). 
Strong variations between segments in the same neighbourhood 
were much more common for the CTF index than, e.g., for the segment 
speed vseg. The main reason for this is that the transformation enforced 
by the speed ratio index Ispeed emphasizes the difference between the 
segments’ speed ratio and 1. Another factor is the stop index, a combi-
nation of two discrete indices. Although segments where the cyclists 
stopped tended to cluster, they also frequently bordered segments that 
were not associated with any stop. 
Slicing the data into one-hour intervals reduced the number of seg-
ments that pass the density threshold considerably. A total of 4680 
segments, only 1.4% of all segments in the study area, were used by at 
least 10 different cyclists every hour between 7 am and 9 pm. The 
average Ifluency per interval varied only about 0.01 between the mini-
mum and maximum. There was a little more variation for the input 
indices, but Iacc, Ispeed, and the stop-related indices seemed to vary 
independently of each other. To some extent, the variation appeared to 
be random. However, considering the CTF towards Helsinki’s city centre 
during the morning rush hour (8–9 am) and noon (12–1 pm), we 
observed prominent changes. Scattered across the study area, there were 
spatial clusters of segments showing a distinctive improvement in the 
CTF between the morning rush hour and noon. With a similar intensity, 
these changes reversed between noon and the evening rush hour (5–6 
pm) (Fig. 12). 
Contradicting expectations, the data indicates that the level of CTF 
was higher in the winter months than in summer. Furthermore, some 
segments signalled considerably obstructed fluency in the summer, but 
not in winter. There seems to be no general rule explaining why these 
Fig. 9. Segment accelerations at a roundabout in Espoo. Cyclists either use the street or travel on the pavement and cross the street using zebra crossings. The 
segments in the intersection area show characteristic patterns of braking and accelerating. 
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additional local minima occur. On some segments, they appeared due to 
longer-lasting stops, on others because of a lower speed ratio. 
The mean index values for different types of infrastructure seem to 
reflect the differences in their cyclability. The variation is small, yet 
significant. The data suggests, for example, that a rough surface on walk- 
and cycleways is linked to an adverse effect on fluency. Ispeed and Iacc 
were, on average, lower for segments on cycleways with an uneven 
surface than for segments on even cycleways. Moreover, on-street 
cycling on side roads appeared to be more fluent than on main roads, 
primarily because the cyclists stopped longer and more frequently on 
major streets. The infrastructure group with the lowest average for Istop 
and its component indices were cycle lanes. Curiously, this group was 
also the group with the highest average values for Ispeed and Iacc. 
5.5. CTF as a routing criterion 
Experiments with Ifluency as a routing criterion showed that in com-
parison with the shortest distance, shortest time, and highest popularity 
Fig. 10. Speed ratio and acceleration of a trajectory from the test set (blue) in comparison to the characteristics of the passed segments (orange). We observe a weak 
correlation between the two series for acceleration, and a stronger correlation for speed and speed ratio. (For interpretation of the references to colour in this figure 
legend, the reader is referred to the web version of this article.) 
Fig. 11. Spatial distribution of the cycling traffic fluency index Ifluency in central Helsinki.  
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criteria, fluency-based routing is placed on the middle ground between 
popularity and time (Fig. 13). Popularity-based routing sticks to very 
frequently traversed ways, e.g. big streets with a convenient cycling 
infrastructure and dedicated cycleways. In exchange for using popular 
infrastructure, long travelling distances are accepted. The fastest route is 
often fairly similar to the shortest one, but favours infrastructure that 
facilitates faster cycling. It is usually more continuous and has fewer 
sharp turns. The most fluent route tends to follow the fastest one, but 
accepts even more detours for more continuity, better infrastructure, 
and fewer turns. It hence has a surprisingly high agreement with 
popularity-based routing, even though Ifluency does not possess any 
notion of popularity. 
6. Discussion 
The method for CTF estimation presented in this article scales line-
arly with respect to the number of trajectories and can therefore be 
applied to larger trajectory volumes. It can also be adopted for similar 
datasets, although some processing steps may require adjustments. 
Depending on the GNSS sampling rate and the cleanliness of the raw 
trajectories, for example the degree of trajectory smoothing can be 
raised or reduced. For low sampling rates or very noisy trajectories, 
considering a more fault-tolerant method for speed and acceleration 
determination may be necessary. 
Fig. 12. Change in Ifluency throughout the day. From the morning rush hour to noon, Ifluency shows improvements for the cycling traffic towards Helsinki’s city centre 
(left). The effect is locally restricted to certain areas that are marked with orange ellipses. This is reversed from noon to the afternoon rush hour (right). 
Fig. 13. Fluency-based routing (blue) is a compromise between using the shortest route (green) and infrastructure with good overall cyclability. It thus bears some 
resemblance to popularity-based routing (red). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of 
this article.) 
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6.1. Veracity of the trajectory data 
One of the key issues we faced when using big mobile tracking data 
to estimate CTF was the veracity of the data. We proposed a number of 
approaches to evaluate whether the derived information corresponded 
to the factual situation on the street. Positive results are a promising 
sign, while negative results give a general idea of potential challenges 
associated with big cycling trajectory data. A set of trajectories recorded 
in a controlled setting with demographic information and feedback from 
the cyclists could provide more solid proof. Our approach is, however, a 
much more affordable alternative. 
The results of our analyses indicate a high level of veracity of the 
data. The continuity of segment speeds on the same infrastructure, for 
instance, speaks against a large influence of randomness. Further evi-
dence stems from the high correlation between stops and intersections, 
especially traffic-light-regulated ones. 
Nevertheless, bias and uncertainty remain a big concern. Un-
certainties arise e.g. because of GNSS errors, in cities especially in urban 
canyons (Thiagarajan et al., 2009). Map matching can remove some of 
these errors (Dalumpines & Scott, 2011), but at the same time, mis-
matches introduce new uncertainties. On the other hand, given the 
volume of the dataset the impact of small errors in single trajectories is 
expected to be negligible, in contrast to the bias that the data carries. 
Our results hint at the presence of two different kinds of bias. 
Considering the heavy participation inequality and the fact that some 
types of cyclist are more likely to use mobile tracking applications than 
others, we can conclude that the trajectory dataset does not represent all 
types of cyclist equally. Still, we find evidence that the dataset contains 
trajectories representing different types of cycling, most prominently in 
places where a street and a pavement run in parallel and both are 
frequently traversed. Often, the average speed of the two ways differs 
significantly, while the speed ratio exhibits similar values. The street- 
using cyclists thus seem to differ inherently from the pavement-using 
cyclists, which could indicate the presence of different types of cyclist. 
The second type of bias manifests in the divide of the popularity of 
segments. A few streets and paths were disproportionally popular 
compared to the rest of the street network. We assume that CTF corre-
sponds with cyclists’ preferences and know that cyclists tend to favour 
more convenient infrastructure. Consequently, it is doubtful that un-
popular streets that are obviously avoided by the majority of cyclists 
would be more fluent than cycling infrastructure that is known for its 
good cyclability. We cannot deduce whether cycling on this infrastruc-
ture is indeed more fluent and cyclists avoid it, for example for safety 
reasons, or if the few passing trajectories represent a type of cycling that 
is more fluent by nature. 
Another source of uncertainty in our results are changes to the on- 
street circumstances. Road constructions or changes of the traffic man-
agement, for example, can change the cyclability temporarily or 
permanently. This is one possible explanation for stop hot spots that 
appear in seemingly random locations. 
6.2. Suitability of the data for CTF estimation 
Pertaining to the estimation of cycling traffic fluency, the question 
we need to ask is whether the degree of uncertainty and bias in the data 
is still acceptable. A paramount positive indicator is the correlation 
between the segment characteristics and properties of individual tra-
jectories. Considering that the behaviour of an individual cyclist will 
always deviate from the average, the correlation is surprisingly high. It 
shows that the bias and heterogeneity of the tracks in the dataset do not 
invalidate its usage to estimate the behaviour of cyclists. 
On the other hand, we note that not every cycling trip is equally 
suitable for CTF estimation, as not all cyclists are equally concerned 
about continuous, steady travelling. This assumption is supported by 
some very significant hot spots that are obviously caused by voluntary 
stopping behaviour. Most are located in scenic places close to the sea, e. 
g. in the middle of a bridge. Left untreated, behaviour that falsely in-
dicates cycling obstructions can distort the results. 
The impact of any single trajectory on a segment’s characteristics is 
reduced the higher the trajectory count of the segment is. If the trajec-
tory density is high, it is less crucial that each trajectory is suitable for 
the task, and the confidence in the derived information rises. We find 
that the minimum number of trajectories per segment could be raised 
even higher than the current value of 10, because local extrema of the 
CTF index that are hard to explain often coincide with a sparse trajectory 
density. 
Then again, we observe that CTF in summer, derived from hundreds 
of trajectories, and winter, based on only tens of trajectories, signifi-
cantly varies only in a small number of locations, in spite of the large 
difference in the data density. Surprisingly, the indicated CTF tends to be 
higher in winter due to higher segment speed values. One explanation 
could be that exercise-oriented, and thus more confident cyclists are 
more likely to ride in less optimal weather and street conditions 
(Bergström & Magnusson, 2003), and presumably the share of utilitarian 
trips is higher in the winter. Consequently, the variation of Ifluency would 
occur only partly because of a change of the circumstances on the street. 
In conclusion, if the type of cyclist and the mode of cycling were 
known, about ten trajectories could be enough to estimate CTF. In the 
absence of this information, however, there seems to be no strong 
argument against using big mobile tracking data if it is derived from at 
least a few tens of trajectories. 
6.3. Conception of the CTF index 
Due to its modular design, the CTF index is a highly adaptable 
measure. Through modification of the transformation functions of the 
index components, the degree of fluency indicated by the input char-
acteristics can be customized. By changing the index combination 
functions, the influence of the different components on the final CTF 
estimation can be altered. As the measure incorporates only funda-
mental characteristics of the cycling traffic flow, its general concept is 
not tailored to the study region and can be applied to any urban region. 
Designed to facilitate visual analysis, the presented index emphasizes 
subtle differences, for example through the sharp distinction of below 
and above average speed values. Through the categorisation of the stop- 
related characteristics, it furthermore incorporates elements of simpli-
fication. For other applications, e.g. if the index is used as a routing 
criterion, the transformation functions can be made more robust by 
eliminating abrupt value changes, for example by replacing the stop- 
related characteristics’ staircase functions with continuous functions. 
The CTF index implements the preferences of cyclists suggested by 
preference studies. Accordingly, the chosen transformation functions 
favour smooth travelling and penalize interruptions and unsteady 
movement. Judging from the index’s ability to reflect variation in the 
data, it provides a good starting point for the estimation of CTF. Some 
configuration details, however, can be subject to discussion. For 
example, it could be argued that the current penalization of stops with a 
short duration is too mild, so that their impact on the cycling quality is 
not properly reflected. A definite conclusion can only be reached by 
incorporating a notion of what cyclists themselves perceive as fluent 
cycling. In future work, this could be achieved by means of a survey that 
would investigate the perception of cycling in different real-world 
conditions. 
7. Conclusions 
This paper presents one possibility for utilizing mobile activity 
tracking data to characterize cycling in urban environments. For this 
purpose, it introduces the concept of cycling traffic fluency (CTF), i.e. 
the smoothness of the cycling traffic flow. In a multi-stage procedure 
that uses a large set of cycling trajectories as input, characteristics 
describing the dynamics and stopping behaviour of cyclists on segments 
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of the street network are derived. By combining these characteristics, a 
quality index is obtained that indicates a high level of CTF wherever 
cyclists travel continuously at a comfortably fast speed. 
The components of the index, particularly its transformation and 
combination functions, are customizable for various applications. Due to 
the conformity of the concept with important preferences stated by cy-
clists, the index could be adapted and utilized as a multifaceted routing 
criterion. Furthermore, it has the potential to serve as a decision crite-
rion for city planners, supporting the identification of single streets or 
whole neighbourhoods that are in need of improvement. In other words, 
the index could be used to convey a picture of the cyclability of a city. 
Major advantages of using big mobile activity tracking data for 
cycling traffic analysis are the data’s large spatio-temporal extent, res-
olution, and number of contributing cyclists. It can therefore be a 
powerful base for identifying large-scale spatio-temporal patterns in 
urban areas. However, the data is also prone to uncertainty and different 
kinds of bias that reduce the reliability of the CTF estimate. Significant 
variation in the popularity of different streets, especially in combination 
with the participation inequality, limits the representativeness of the 
data. Additionally, the comparability of CTF on different types of 
infrastructure is reduced by inherent differences between the associated 
sets of trajectories which suggest that the prevailing types of cycling 
differ. Besides this, the data shows patterns that are not related to CTF 
but deliberate choices of cyclists. 
On routes where the data density is higher than a few tens of tra-
jectories per segment, noise becomes negligible and the impact of 
misleading trajectory properties on the CTF estimate is contained. 
Especially for segments traversed by fewer trajectories, the accuracy and 
representativeness of the estimate could be increased by means of 
metadata-supported trajectory weighting. In future work, ways to infer 
missing metadata, e.g. the type of cyclist and the trip purpose, could be 
developed. Moreover, a costly yet expedient measure to validate and 
improve the presented method would be to reconcile the estimation with 
the perceptions of cyclists. 
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