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The interplay between topology and correlation lies at the forefront of the modern condensed
matter physics. In this work, we study the extended fermion-Hubbard model, including the onsite as
well as the nearest-neighbor repulsive interactions, on a topological square lattice that supports the
Chern insulator. Within the mean-field method, we find that the spontaneous symmetry breaking
(SSB) charge density wave or antiferromagnetic insulator dominates the system when the onsite
or NN interactions are strong enough. It is interesting that the antiferromagnetic Chern insulator
will appear in the phase diagram when there is an explicitly nonvanishing sublattice potential. In
addition, we explore how a finite-size ribbon structure affects the phase diagram and point out that
the critical interaction for SSB occurs with weaker strength than the bulk system.
I. INTRODUCTION
Topological matter represents one of the most intrigu-
ing frameworks to realize unconventional physics [1–4].
After its first theoretical proposal by Haldane thirty years
ago [5], the Chern insulator (CI) has recently been suc-
cessfully observed in magnetic-doped topological insula-
tors [6] as well as in cold-atom experiments [7] with shak-
ing lattice technique. As the topological bands of CI are
described as the noninteracting fermion model, a cru-
cial question arises that to what extent such topological
bands are stable to interactions. Or if they are unstable,
what will happen otherwise?
Many previous works explored these questions with the
Haldane-Hubbard model. The Hubbard model of spin− 12
fermions describes on-site repulsive interactions and can
lead to highly nontrivial correlation effects. A commonly
accepted viewpoint is that the repulsive interactions can
drive the formation of unconventional phases in the topo-
logical system [8–16]. For example, it was found that be-
sides the quantum Hall phase with Chern number C = 2
and the band insulator (BI), the Haldane-Hubbard model
can also accommodate the Mott insulating phase and
quantum Hall phase with C = 1 [8, 10]. More inter-
estingly, the chiral noncoplanar magnetic orders are un-
covered in the enlarged four-site, or even six-site unit cell
of Haldane-Hubbard model [13, 14]. In Ref. [17], the at-
tractive Haldane-Hubbard model was also studied and
the topological superfluid with Chern number C = 2 was
revealed for intermediate attractive strength. Motivated
by these, here we focus on the extended Hubbard model,
including the onsite repulsive interactions as well as the
nearest-neighbor (NN) repulsive interactions, on a topo-
logical square lattice that can support the CI. Compared
with the honeycomb lattice, the square lattice is more
feasible to be implemented in cold-atom systems [18–20].
An important finding in our work is the appearance
of the interaction-driven antiferromagnetic Chern insu-
lator (AFCI). The characteristic of the AFCI is that it
incorporates the spontaneous symmetry breaking (SSB)
long-range magnetic order as well as the nontrivial bands
[16, 21]. In previous works about the magnetic topolog-
ical insulators (TIs) [22, 23], the AFCI phase was sug-
gested to exist in a TI thin film, with the antiferromag-
netic (AFM) spin order being induced by the AFM sub-
strate. However, it requires the lattice matching or com-
mensuration between the substrate and thin film, which
makes it complicated for real electronic materials. Here
we suggest another feasible route to realize the AFCI
through the correlation effect in a CI model based on a
square lattice.
Another question is when the two-dimensional (2D)
system owns the ribbon structure [24], how does the fi-
nite width affects the SSB and the phase transitions. In
the CI phase, the ribbon supports the edge states, which
can cause the fermion density decreasing exponentially
from the edge sites to the central ones [25, 26]. The fi-
nite density of states of the edge states may make them
susceptible to either charge or spin orderings, even for
vanishingly small interactions. Then what happens to
the whole ribbon system will be explored here.
With the help of the mean-field (MF) theory, we solve
the extended fermion-Hubbard model on a topological
square lattice self-consistently. The MF method is qual-
itatively reliable, as it captures the essential correlations
with the change of parameters in a many-body system.
The main results are as follows: (i) According to the
static susceptibilities, we judge that among various long-
range orders, only charge density wave (CDW) or AFM
order may dominate the system. (ii) We analyze the
renormalized fermion mass and energy gap when CDW or
AFM order is present. In determining the fermion occu-
pation number, the competition mechanism between the
onsite and NN interactions is revealed. (iii) We calculate
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2the interacting-dressed bulk phase diagrams. Due to the
vanishing density of states around the Dirac points, the
AFM and CDW will set in for sufficiently strong on-site
and NN repulsions, respectively. Especially interesting is
the emergence of the AFCI when the sublattice poten-
tial is explicitly nonvanishing. The survival condition for
the AFCI is analyzed that only when the time-reversal
symmetry (TRS) is truly broken can such a novel phase
appear. (iv) In addition, we study the interacting square
lattice ribbon structure. The results show that in the
ribbon system with finite width, through the proximity
effect, the local edge orderings can induce the SSB long-
range orders in the whole system at the weaker critical
interaction strength. Our work may be helpful in un-
derstanding the effect of short-ranged interactions in CI
and may shed some lights in future topological electronic
devices.
II. MODEL
We start from the minimum square lattice model,
which is schematically plotted in Fig. 1. The unit cell
includes two sublattices A and B. In momentum space,
the Hamiltonian is given as [27, 28]:
H0(k) = hxτx + hyτy + hzτz, (1)
where hx = −4t1cosϕcos kx√2cos
ky√
2
, hy =
−4t1sinϕsin kx√2 sin
ky√
2
, and hz = ∆ + 2t2[cos(
√
2kx) −
cos(
√
2ky)]. The Pauli matrices τ acts on the sublattice
degree of freedom. t1 and t2 are the NN and next-
nearest-neighbor (NNN) hopping integrals, respectively.
The nontrivial phase ϕ is associated with the NN
hopping and its sign depends on the direction of the
bond. ∆ denotes the staggered sublattice potential.
Here we set the lattice constant as a = 1. Note H0 is
degenerate with spin and invariant under SU(2) chiral
rotation of the spin quantization axis, generated by
σ ⊗ τ0, with σ acting on spin.
Around the Dirac points K = ( pi√
2
, 0) and K ′ =
(0, pi√
2
), the low-energy Hamiltonian is expanded as:
HK = 2
√
2t(cosϕqxτx − sinϕqyτy) +mKτz, (2)
and
HK′ = 2
√
2t(cosϕqyτx − sinϕqxτy) +mK′τz, (3)
where qx(y) denotes the deviation of the wave vector from
the Dirac point. The fermion masses at the two Dirac
points are given as mK = ∆ − 4t1 and mK′ = ∆ + 4t1.
Note that the chiralities are opposite between the two
Dirac points. For simplicity, we choose ϕ = pi4 , which
leads to the isotropic Fermi velocity vF = 2t1. A tiny
fluctuation of the phase from pi4 will not affect the topo-
logical property of the system. We set t1 = 1 as the unit
of energy.
y
x
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FIG. 1. (Color online) Schematic plot of a topological square
lattice, with the unit cell in the dashed oval including two
sublattices A and B. The arrows show the direction of posi-
tive phase winding for the complex NN hoppings, which are
responsible for the topological properties of the model. The
NNN hoppings are anisotropic in the perpendicular directions,
t2 and −t2, indicated by the solid and dashed lines.
In the presence of both on-site (U) and NN (V ) repul-
sions, the extended short-range Hubbard Hamiltonian in
real space is given as
HI = U
∑
i
ni↑ni↓ + V
∑
〈i,j〉,σ,σ′
niσnj,σ′ . (4)
Here, niσ = c
†
iσciσ is the fermionic number operator at
site i with spin σ, ciσ being the fermion annihilation op-
erator.
Besides the CI phase, the topological square lattice
can support the existence of other phases, such as the
two-dimensional Weyl semimetal and 2pi−flux topologi-
cal semimetal. There are also several works investigating
the correlation effects on the different phases of topologi-
cal square lattice. For example, the Hubbard interaction
on the 2pi−flux topological semimetal of square lattice
was studied and the nematic phase was revealed [29].
While the hard-core bosons with short-range interactions
were considered on the square lattice [30], supporting the
fractional quantum Hall states.
III. MEAN-FIELD METHOD
Because of the vanishing density of states around the
Dirac points, any sufficiently weak local four-fermion
interaction is an irrelevant perturbation in the sense
of renormalization group so that the system is stable
against weak interactions. However, when the interac-
tions increase to beyond the critical strength, various
SSB phases may dominate the system. The general
symmetry-breaking order parameters are defined as [31]:
∆µν = 〈Ψ†σµ ⊗ τνΨ〉, (5)
3with the basis Ψ = (cA↑, cB↑, cA↓, cB↓)T . The corre-
sponding phase transitions are continuous. In fact, there
may exist six types of long-range orders in the system,
i.e., bond density ∆01, current density ∆02, CDW ∆03,
spin bond density ∆j1, spin current density ∆j2 and AFM
∆j3, here j = 1, 2, 3 representing the three spatial direc-
tions.
To judge what kind of long-range orders are favored
by interactions, we can get some insights from the nor-
mal state susceptibilities χµν , as the critical strength of
interaction is inversely proportional to χµν . After direct
calculations, we obtain the static susceptibilities at zero
external frequency and momentum as
χ01 = χj1 = χ02 = χj2
=
1
2piv2F
(
Λ2√
Λ2 +m2K
+
Λ2√
Λ2 +m2K′
), (6)
and
χ03 = χj3 =
1
piv2F
(
Λ2 + 2m2K√
Λ2 +m2K
+
Λ2 + 2m2K′√
Λ2 +m2K′
), (7)
where Λ is the ultraviolet cutoff of momentum. The
above results clearly show that the relation of χ03 > 2χ01
always holds, so the leading instabilities to interactions
are the CDW (Q = ∆03) and AFM (Mj = ∆j3) orders.
The CDW order breaks the C4 rotational symmetry in
the system while the AFM order breaks the SU(2) spin
rotational symmetry.
To find out the CDW and AFM orders explicitly,
within the MF, we decouple the two-body interactions
as:
ni↑ni↓ '〈ni↑〉ni↓ + 〈ni↓〉ni↑
− 〈c†i↑ci↓〉c†i↓ci↑ − 〈c†i↓ci↑〉c†i↑ci↓ + const, (8)
and
niσnjσ′ ' 〈niσ〉njσ′ + 〈njσ′〉niσ + const. (9)
Here the terms in the brackets denote the fermion densi-
ties and spin densities averaged to the ground state and
are solved self-consistently by diagonalizing the decou-
pled one-body Hamiltonian. For the on-site interaction,
we allow the existence of both inplane colinear and non-
colinear terms. In many previous works, the non-colinear
terms are often neglected [8–11]. But they can play im-
portant roles in forming the long-range inplane magnetic
order [12–14, 16] and are kept here. On the other hand,
for the NN interaction, we only retain the fermion den-
sity terms, while other possible decoupling channels are
dropped as they are related to such orders that have
been demonstrated not to exist by the susceptibilities.
It should be noted that the constant terms must be in-
cluded in calculating the total energy, as to determine
the ground state of the system.
Since we are interested in the bulk as well as the edge
physics, we perform calculations on a large-size lattice
with periodic boundary condition and also on a ribbon
structure. We focus on the half-filling case, i.e., the aver-
age occupation numbers on the two sublattices satisfying
the condition of 〈nAσ〉+〈nBσ〉 = 1 for spin σ. We can de-
fine the parameters ∆σ to show the deviations of fermion
occupation number on each sublattice from the average
number 12 :
∆σ = 〈nAσ¯〉 − 1
2
=
1
2
− 〈nBσ¯〉, (10)
with σ¯ being opposite to σ.
For a given lattice size L, the number of fermion is
N = L. The Hatree-Fock (HF) solution will be the Slater
determinant of spin states:
|ψ〉 =
N∏
n=1
L∑
i=1
∑
σ
un(i, σ)c
†
i,σ|0〉. (11)
The energy 〈ψ|Hˆ0 + HˆI |ψ〉 will be minimized within the
manifold of the Slater determinant. From the wavefunc-
tion |ψ〉, any ground-state property of the model can be
determined. The HF approach allows the number of up-
spin and downspin particles to fluctuate and non-colinear
spin orders to develop. The self-consistent procedure may
lead to a local minimum in energy. To avoid this, we will
take the random configurations as the initial trial states,
to help the MF procedure locate the ground state corre-
sponding to the global minimum in energy.
IV. RENORMALIZED FERMION MASS AND
ENERGY GAP
Here we consider when CDW or AFM order dominates
the system, its effect on the band structures. When only
CDW order is present, the low-energy fermion masses are
renormalized by interactions as:
m′Kσ = mK + U∆σ −
1
2
zV Q, (12)
m′K′σ = mK′ + U∆σ −
1
2
zV Q. (13)
here z = 4 being the number of NN sites for square lat-
tice. From the above equations, we observe that the
interaction-induced fermion mass renormalizations are
the same for different Dirac points, but the roles of U and
V are quite opposite in determining the fermion densities
on the sublattices. If the sublattice potential is positive
∆ > 0, it can cause the density difference between the
sublattices, nA < nB , which in turn leads to ∆σ < 0 and
Q < 0. This means that the onsite interactions will op-
pose the sublattice potential [10] and the NN interactions
will enhance the sublattice potential. Similar arguments
also hold for the negative sublattice potential ∆ < 0.
Therefore we arrive at the conclusion that in the frame-
work of MF, U and V will compete with each other, as
the former tends to enlarge the density difference between
4the sublattices while the latter is to reduce the density
difference.
When the in-plane AFM order dominates the system,
the self-consistent calculations show that the magnetiza-
tions are mAx = −mAy = −mBx = mBy = m⊥ (see
Fig. 3) and mAz = −mBz = mz. The upspin and down-
spin bands are mixed and σz is no longer a good quan-
tum number. However, the Dirac points remain at K
and K ′. The energy gap of the magnetic-ordered system
at the Dirac points are calculated as:
GK1/2 =
√
2
√
(m′K↑)2 + (m
′
K↓)2 + U2m
2
⊥ ∓ (m′K↑ +m′K↓)
√
(m′K↑ −m′K↓)2 + 2U2m2⊥, (14)
GK′1/2 =
√
2
√
(m′K′↑)2 + (m
′
K′↓)2 + U2m
2
⊥ ∓ (m′K′↑ +m′K′↓)
√
(m′K′↑ −m′K′↓)2 + 2U2m2⊥. (15)
The subscript 1/2 denotes the band with mixed spins.
Clearly, when m⊥ = 0, the energy gaps given by the
above equations are the same as those determined by
Eqs. (12) and (13).
Here we find that both the possible CDW and AFM
orders can change the energy gaps, but will not move
the Dirac points. This is different from our recent work
[21] that the Chern insulator arises due to the two-
dimensional spin-orbit coupling with Raman-assisted
hoppings, in which Dirac points can be moved by in-
teractions.
V. BULK PHASE DIAGRAMS
In this section, we calculate the interacting phase di-
agrams of a topological square lattice in the parametric
space (U, V ). The number of the unit cell in x and y
directions is taken as Nx = Ny = 32 and the periodic
boundary conditions are used. We have checked that the
phase diagrams remain unchanged to a larger-size sys-
tem. Two cases are considered: the sublattice potential
is vanishing as ∆ = 0 in Figs. 2(a1)-(a3) and nonvan-
ishing as ∆ = 2 in Figs. 2(b1)-(b3). The fermion oc-
cupation numbers of different spins on both sublattices
are shown with arrows. We also label the characteristic
Chern number C, which is obtained by Fukui’s algorithm
[32]. Indeed, the CI in Fig. 2(a1) and the BI in Fig. 2(b1)
show certain robustness when U and V are weak and are
protected by the energy gap.
First when ∆ = 0, it shows that three distinct phases
appear in Fig. 2(a1): the CI with C = 2 (due to the de-
generacy of two spin species), the BI and the antiferro-
magnetic insulator (AFI). The distributions of fermions
are equal on both sublattices as ∆ = 0. When V in-
creases to cross the critical strength, the CDW order ap-
pears. In Fig. 2(a2) when U = 1.2, the order parameter
Q is plotted vs V , where a clear phase transition can be
seen at the critical V bc = 0.76. Meanwhile, Fig. 2(a2) also
shows that the mass inversion occurs at the Dirac point
K ′ along with the SSB and as a result, the system be-
comes topologically trivial as the BI. On the other hand,
increasing U will drive the AFM order in z−direction
as well as in xy−plane. The corresponding order pa-
rameters Mz and Mx are plotted vs U when V = 0.3 in
Fig. 2(a3), where the phase transition occurs at U bc = 4.9.
As the symmetry-breaking phase is topologically trivial,
it is called the AFI. The two SSB critical lines merge at
the tricritical point of (U, V ) = (4.86, 1.35) in Fig. 2(a1),
beyond which the AFI competes with CDW and the sep-
arating line is approximately linear as V ∼ 0.43U − 0.78.
Fig. 2(a1) clearly illustrates the mechanism of SSB driven
by interactions on a topological square lattice. Such a
phase diagram is qualitatively similar with that of the
interacting 3D line-node semimetal [31] and hyperhoney-
comb lattice [33].
Next when ∆ = 2, the inequivalent fermion numbers
on the two sublattices are induced, giving rise to nA < nB
and Q < 0. The inequivalent fermion numbers will al-
ways exist as the interactions are increased, therefore the
CDW order is ubiquitous in all phases. In Fig. 2(b1), we
observe that besides the three phases mentioned above,
an additional phase of AFCI with C = 1 appears, sup-
porting a single gapless chiral edge mode. It can be con-
sidered as interpolating between CI and AFI or between
AFI and BI. Being an interaction-driven phase, the AFCI
spans the regimes of intermediate U and low V in the
phase diagram and will be extended to stronger U when
V increases. To help judge the phase transitions, we plot
two cases of U = 4.4 and U = 8 in Fig. 2(b2) and (b3), re-
spectively. In Fig. 2(b2), we can see that the CDW order
parameter is negative Q < 0 and the fermion mass inver-
sion occurs at the Dirac point K, resulting in the phase
transition from CI to BI. While in Fig. 2(b3), starting
from the AFI phase, increasing V can first make the gap
GK′2 to be closed, so that band-2 becomes topologically
nontrivial while band-1 remains topologically trivial. As
a result, the Chern number changes from C = 0 to C = 1
and the system enters the AFCI phase. Further increas-
ing V , the SU(2) symmetry is restored and the system
reenters the BI phase.
Then why the nonvanishing sublattice potential can
drive the AFCI phase and what is the underlying physical
mechanism? We can understand it from the viewpoint
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FIG. 2. (Color online) Phase diagrams in the parametric space (U, V ) of an interacting square lattice when the sublattice
potential is vanishing as ∆ = 0 (a1)-(a3) and nonvanishing as ∆ = 2 (b1)-(b3). The fermion occupation numbers are illustrated
with arrows and the characteristic Chern numbers are also labeled. (a2) The CDW order parameter Q and the fermion masses
m′K(K′) vs V when U = 1.2. (a3) The AFM order parameters Mx(z) vs U when V = 0.3. (b2) Q and m
′
K(K′) vs V when
U = 4.4. (b3) Mx(z) and the energy gap GK′1(2) vs V when U = 8. Note the double y−axis in (a2), (b2) and (b3). The NNN
hopping integral t1 = 0.3 and the number of unit cell is Nx = Ny = 32.
of breaking the TRS in magnetic topological insulators
[22, 23, 34]. The time-reversal operator is defined in the
single-fermion sector of Hilbert space as
Θ = K(iσy), (16)
with K being the complex conjugate operator. One can
see that Θ is antiunitary and squares to minus the iden-
tity. For the AFM order, it clearly breaks the TRS as
the TRS can reverse all spins but leave the orbital and
spatial components invariant,
ΘHMΘ
−1 = −HM , (17)
where HM is the magnetic Hamiltonian and is derived
from the decoupled interaction HI in Eq. (4). In Fig. 3,
we plot the in-plane AFM configuration. It shows that
there exist some special lattice vectors, such as D1 =
a√
2
(1, 1) and D2 =
a√
2
(1,−1), which, after translation,
all spins will also reverse their directions:
TDHMT
−1
D = −HM , (18)
with TD being the translational operator. Then we de-
fine a new symmetry that combines the TRS and the
translational symmetry as
ΘS = Θ⊗ TD, (19)
which is also antiunitary. If the sublattice potential is
vanishing, ∆ = 0, we definitely have the commutation
relation
[HM +H0,ΘS ] = 0. (20)
That is, if we first do time-reversal operation to the sys-
tem, and then make the translational operation, the elec-
tronic states will return to its original states. This means
that the TRS has not been truly broken so that the topo-
logically nontrivial bands cannot appear. While if the
sublattice potential is explicitly nonvanishing, ∆ 6= 0,
the above commutation relation does not hold anymore.
Then after the time-reversal operation, the electronic
states cannot return to its original states under any spa-
tial operation. Therefore the TRS has been truly broken
6D 2
D 1
x
y A
B
FIG. 3. (Color online) In-plane AFM configuration, exhibit-
ing the checkerboard spin pattern with mAx = −mAy =
−mBx = mBy. D1 and D2 are the translational vectors by
which all spins flip their signs.
and the magnetic-ordered phase of AFCI with topologi-
cally nontrivial bands can appear.
In a recent work about the interacting Kane-Mele
model [16], the AFCI phase is demonstrated to occur in
the 2D noncentrosymmetric system. It should be empha-
sized that when the sublattice potential is nonvanishing,
the inversion symmetry is indeed broken in honeycomb
lattice, but is still preserved in square lattice. So the non-
vanishing sublattice potential is the necessary condition
for AFCI. It is also worth notable that in their work [16],
the AFM order in z direction cannot coexist with that
in xy plane, i.e., one magnetic order appears while an-
other will be suppressed. While in our work, the AFM
orders always occur simultaneously in z direction as well
as in xy plane. This is because the topological square lat-
tice keeps the spin-rotational SU(2) symmetry and the
corresponding static susceptibilities are equal χ13 = χ33.
While for the interacting Kane-Mele model [16], it in-
cludes spin-orbit coupling that breaks the spin-rotational
SU(2) symmetry. As a result, the static susceptibilities
are unequal in different directions, χ13 6= χ33, and either
the AFM order in xy−plane or z−direction dominates
the system, depending on the parameters.
VI. RIBBON STRUCTURE
In this section, in order to see how the ribbon structure
affects the SSB and the phase transitions, we investigate
the interacting square lattice in the ribbon case. As the
experiments are performed on a finite system, here ribbon
in an experimental sense means a much larger number
of sites along one direction compared with that along
another direction, e.g. in Refs. [35, 36]. We take the
periodic boundary condition in x−direction, but the open
boundary condition in y−direction for the ribbon system.
With the parameters being set to be the same as
Fig. 2(a1), the interacting square lattice ribbon struc-
ture is solved in the MF level. To reduce the effect of
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FIG. 4. (Color online) Hatree-Fock self-consistent solution of
the square lattice ribbon structure with ∆ = 0, t1 = 0.3 and
Nx = 32. The plots are (a) the CDW order parameter of
the central cell Qc vs V with U = 1.2, (b) the AFM order
parameter Mzc vs U with V = 0.3. The critical interactions
are shown to be V rc ∼ 0.65 and Urc ∼ 4.7. The inset in (a)
is the spatial variation of fermion density n for different V
and (b) is the magnetization mz for different U , with Ny = 6.
Note the double y−axis of the insets. The legends are the
same in both figures.
boundary as much as possible, we choose the CDW and
AFM order parameters as:
Qc =
(〈ncA↑〉+ 〈ncA↓〉)− (〈ncB↑〉+ 〈ncB↓〉), (21)
and
Mzc =
(〈ncA↑〉 − 〈ncA↓〉)− (〈ncB↑〉 − 〈ncB↓〉), (22)
with ncασ being the local fermion number operator for
sublattice α and spin σ in the central cell. The numerical
results are plotted in Fig. 4, where Qc in Fig. 4(a) are in
good consistent to different size Ny while Mzc in Fig. 4(b)
exhibit quick convergence to larger size. These suggest
that our results are reliable in the thermodynamic limit.
In Fig. 4(a), the CDW order happens when V > V rc ∼
0.65 and then Qc gradually tends to the saturation value.
While in Fig. 4(b), the AFM order occurs when U >
Urc ∼ 4.7. Compared with the critical interactions in
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FIG. 5. (Color online) The phase diagram obtained from
the interacting square lattice ribbon structure with Nx = 32,
Ny = 12, ∆ = 0 and t1 = 0.3. The dashed line are the bulk
phase boundaries from Fig. 2(a1) for comparison.
the bulk system with the same parameters, V bc = 0.76
in Fig. 2(a2) and U bc = 4.9 in Fig. 2(a3), the ribbon
structure exhibits weaker critical values.
The whole phase diagram calculated from the ribbon
structure for ∆ = 0 is plotted in Fig. 5. It shows that
in the ribbon phase diagram, when compared with the
bulk one, whose phase boundaries have also been plotted
in Fig. 5 by the red dashed lines, two aspects are worth
notable: (i) for the transitions from CI to BI and CI to
AFI, the phase boundary is shifted to lower V and lower
U , respectively; (ii) for the transition from AFI to BI, the
phase boundary is pushed to higher V . In the work by
Cao and et.al [24], the authors obtain the phase bound-
aries in the ribbon structure by counting the edge states
in the gap. They point out when compared with the bulk
phase diagram, the phase boundaries of the ribbon are
greatly modulated and even the structure of the phase
diagram is dramatically changed. Here in Fig. 5, we find
that the structure of the ribbon phase diagram is kept
unchanged, but only the phase boundaries shift.
The shiftness of the phase boundaries can be explained
as follows. When the system lies in the CI phase, the gap-
less edge states are supported in the ribbon structure,
leading to the finite density of states around the Dirac
points. Consequently, the edge sites undergo weak inter-
action instabilities before the bulk acquires any orderings.
In the insets of Figs. 4(a) and (b), we can see that even
when the interactions are weak and below the critical val-
ues, the local CDW and AFM order at the edge sites are
still induced by interactions, but will quickly vanish at
the neighboring sites. Then with the increasing of inter-
actions and through the proximity effect, these local in-
stabilities in turn give rise to the long-range orders in the
whole system, which happens at weaker interactions than
the bulk system. This explains the transition from CI to
BI as well as CI to AFI. While for the transition from AFI
to BI, it can be ascribed to the fact that, in the ribbon
structure, the number of degrees of freedom participating
in the onsite interaction U remains unchanged, while that
participating in the NN interaction V is reduced due to
the existence of boundary. As U is the main factor lead-
ing to the AFM order and V to the CDW order, thus to
drive the system from AFI into BI, a stronger V is needed
when compared with the bulk system, as shown in Fig. 5.
That is, the interaction-driven AFM order is more stable
than CDW in the ribbon structure when they compete
with each other.
VII. DISCUSSIONS AND SUMMARIES
Experimentally, there have been no reports about the
AFM ordered TI in real electronic materials so far. It is
believed that in the CuO2 layer of any parent compound
of cuprate superconductors [37] as well as the vacancy-
doped iron-based superconductor [38], the ground states
can exhibit the AFM spin structures, but their energy
bands do not own any topological properties. We hope
that the interaction-driven AFCI phase can be demon-
strated in cold-atom system, where all physical factors,
including the interactions, can be controlled precisely.
In particular, the sublattice potential can be modulated
by creating an energy offset between neighboring sites
[7, 39]. The topologically nontrivial bands can be de-
tected by measuring the orthogonal drift of atoms af-
ter applying a constant force [7, 40] while the long-range
AFM order of atoms can be measured from the Bragg
scattering of light [41, 42].
To summary, in this work we have studied the extended
Hubbard model on a topological square lattice that sup-
ports the CI. We reveal that the effects of interactions
incorporate changing the energy gap as well as inducing
the SSB. The correlated AFCI phase is demonstrated to
exist only when the TRS is truly broken by the explic-
itly nonvanishing sublattice potential. We also consider
the interacting ribbon structure and find the influence
of finite width of the system on the phase diagram. Al-
though the MF approach provides an initial understand-
ing about the correlation effect in CI, we suggest the
qualitative properties of the interacting phase diagram
can be retained when highly-advanced techniques, such
as the dynamical MF method [10] or dynamical cluster
approximation [15], are applied.
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