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Abstract
There are many remote communities around the world which do not have intercon-
nection with the power grid because of technical and/or economic constraints, and thus
have to manage their energy requirements independently, mainly from fossil-fuel-based
and in some cases renewable-based generation, operating as isolated microgrids. The reli-
able and economic operation of a microgrid is handled by an Energy Management System
(EMS), which includes scheduling and dispatching Distributed Energy Resources (DERs)
such as Distributed Generators (DG), Energy Storage Systems (ESS), with controllable
loads and demand response (DR), while maintaining appropriate reserve levels, and con-
sidering uncertainty in the forecast of renewables. Thus, this thesis focuses on developing
comprehensive EMSs that consider Unit Commitment (UC), and Optimal Power Flow
(OPF) constraints, smart load models for DR, and possible deviations in the forecast of
renewable-based DGs.
First, a mathematical model of smart loads in DR schemes is developed, based on a
centralized and integrated UC and OPF EMS for isolated microgrids, to optimally dispatch
generation and smart loads. These smart loads are modeled by a neural network (NN) load
estimator as a function of the ambient temperature, time of day, Time of Use (TOU) price,
and a peak demand constraint that the microgrid operator may set. A novel Microgrid
EMS (MEMS) approach based on a Model Predictive Control (MPC) technique to manage
forecast uncertainties is formulated; this tool yields optimal dispatch decisions of DGs, and
ESS, and obtains optimal peak demand constraints for smart loads, considering power flow
and UC constraints simultaneously. The impact of DR on the microgrid operation with
the developed MEMS is studied using a CIGRE benchmark system that includes DERs
and renewable-based generation, demonstrating its feasibility and advantages over existing
EMS approaches, and showing the benefits of controllable loads in microgrids.
In isolated microgrids, the network losses and voltage drops across feeders are rela-
tively small. This feature is utilized through a novel linearization approach applied to the
unbalanced power flow equations to propose practical EMSs. The proposed EMS models
are Mixed Integer Quadratic Programming (MIQP) problems, requiring less computation
time and thus suitable for online applications. The proposed practical EMS models are
compared with a typical decoupled UC-OPF based EMS with and without consideration
of system unbalancing. These EMS models, along with “standard” EMS models, are tested
and validated, using an MPC approach to account for forecast deviations, on the CIGRE
medium voltage benchmark system and the real isolated microgrid of Kasabonika Lake
First Nation (KLFN) in Northern Ontario, Canada. The presented results demonstrate
the effectiveness, and practicability of the proposed models.
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In the third stage of the thesis, the impact of Electric Thermal Storage (ETS) systems
on the operation of Northern Communities’ microgrids is analyzed. A mathematical model
of the ETS system is developed, in collaboration with a colleague from Karlsruhe Institute
of Technology, and integrated into an EMS for isolated microgrids, in which the problem is
divided into UC and OPF subproblems, to dispatch fossil-fuel-based generators, ESS, and
ETS charging. To account for the deviations in the forecast of renewables and demand,
an MPC technique is used. The proposed ETS-EMS framework is tested and studied
on a modified CIGRE medium voltage benchmark system, which comprises various kinds
of DERs, and on the real KLFN isolated microgrid system. It is shown that the ETS
significantly reduces operating costs, and allows for better integration of intermittent wind
and solar sources.
Finally, equivalent CO2 emission models for fossil-fuel-based DG units are developed
considering their individual emission characteristic and fuel consumption. These models
are then integrated within a microgrid EMS model, together with constant energy, and
demand shifting load models, to examine the possible impact of DR on the total system
emissions and economics of a microgrid, using again an MPC approach to manage forecast
uncertainties. The impact of including the developed emission models on the operation
of an isolated microgrid, equivalent CO2 emissions, and costs are examined considering
five different operating strategies. The proposed operating strategies are validated on a
modified CIGRE medium voltage benchmark system, with the obtained results highlighting
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There are many remote communities around the world which do not have interconnection
with the power grid because of technical and/or economic constraints, and thus have to
manage their energy requirements independently, mainly from fossil-fuel-based and, in
some cases, renewable energy sources (RES)-based generation. These communities supply
their energy need with isolated microgrids.
A microgrid is a group of interconnected loads and Distributed Energy Resources
(DERs) such as distributed generators (DGs), energy storage systems (ESS), and control-
lable loads, within a clearly defined and local electrical boundary that can act as a single
controllable entity with respect to the grid [1]. Canada has around 280 remote commu-
nities which are not connected with the power grid and manage their electricity demand
through isolated microgrids mostly based on fossil-fuel-based generation [2], [3]. Diesel
generation accounts for about 50% of the total installed capacity of these microgrids [3].
Because of the high transportation cost of fuel, these communities face high electricity
costs as compared to the rest of Canada. For example, the approximate electricity costs
for a remote community with road access is about 0.45 $/kWh, while communities located
in the Arctic region of Canada pay as high as 2.5 $/kWh; on the other hand, the average
electricity tariff in rest of Canada is in the range of 0.07-0.17 $/kWh [3]. Additionally, in
some remote communities, peak demands are close to their generation capacities [2], [3].
In order to cope with these issues, there is a need to introduce RES, which would require
a proper Energy Management System (EMS) to maintain appropriate reserve margins in
the microgrid. In this context, there is also a need to consider uncertainty in the forecast
of RES and a proper coordination of DERs and demand response (DR) mechanisms in the
EMS [4], [5].
Customer participation in energy management, enabled by DR mechanisms [6], can
improve the operational efficiency of isolated microgrids and facilitate the integration of
RES by reducing the demand at critical instances, and/or shifting the demand to off-peak
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hours or to when sufficient generation from RES is available. The works reported so far
to account for DR in EMS generally model the controllable loads either by price elasticity
coefficients or using a power curtailment variable with an associated cost. However, such
representations fail to capture the load behaviour in response to various DR controls such
as peak demand limits or externalities such as weather conditions. Therefore, there is a
need to represent the controllable loads in terms of various DR controls, so that they can
be integrated in the EMS for optimal dispatch along with other DERs.
Centralized EMS for microgrids, based on Unit Commitment (UC) and Optimal Power
Flow (OPF) models, have been reported in the literature. The UC-based EMS models
consider the DER operational constraints such as ramp-up, ramp-down, and minimum
up/down-time constraints, but not the network flows. On the other hand, OPF based
EMS models do consider network flows, but not the other relevant operational constraints.
In order to yield optimal solutions, EMS models need to simultaneously consider the net-
work flow and the operational constraints associated with DERs. However, there is very
little work reported on microgrid EMS models that simultaneously considers UC and OPF
constraints.
Since integrated EMSs consider together operational constraints, active and reactive
power balance, and reserve constraints, these models are mixed integer non-linear program-
ming (MINLP) problems, which are difficult to implement online. However, depending on
the desired functionalities and characteristics of the microgrid, the EMS model can be de-
veloped considering different levels of detail. Thus, since it has been found from practical
measurements in actual remote microgrids that the voltage drops and feeder losses are neg-
ligible because of short length and large size of the feeders, network constraints for these
microgrids can be re-evaluated and better represented in integrated and approximate EMS
models, which, with increasing share of RES in the system, would allow to appropriately
consider reactive power dispatch concurrently with active power dispatch. Furthermore,
the loads in such isolated microgrids are very sensitive to voltage variations, which need
be accounted for, as well. Thus, there is a need for an integrated and practical EMS for
such isolated microgrids to deal with these specific issues.
Remote communities of Canada, working as isolated microgrids, are located in the
Northern parts of the country, faced with significant heating demand. This large heating
demand is generally supplied by wood pallets, fuel oil, gas, and electricity [3]. To mitigate
the high cost of energy and reduce the environmental impact, Electrical Thermal Storage
(ETS) systems can be used. Other storage systems such as a typical battery based ESS are
expensive, whereas ETS systems are cheaper and can meet the thermal heating demand,
thereby allowing the efficient use of diesel- and RES-based DG units. Therefore, there is
a need to properly model ETS systems and examine their integration in and impact on
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microgrid EMS models.
Finally, and as mentioned earlier, isolated microgrids rely on fossil-fuel-based DG units
to meet electricity demand, and are known to be high emitters of green house gases (GHG).
High levels of diesel-based generation in isolated communities are causes of environmental
and socio-economic concerns. While there is a need to explore non-polluting energy supply
options to reduce the impact on the environment [3], DR is a viable option for isolated
microgrids for emissions and cost reductions, since they are readily implementable and
available, as well as environmentally friendly and cheaper than investments in generation
resources. Although the positive impact of DR on the operation and costs of isolated
microgrids has been analyzed, there is a need to study the effect of DR on the pollutant
emissions of isolated microgrids, and to develop an operating strategy so that both emission
and operating costs can be minimized in the presence of DR.
1.2 Literature Review
This section presents a brief review of relevant works pertaining to the issues addressed
in this thesis, to properly justify the relevance and need of the main contributions of this
work.
1.2.1 Microgrid Energy Management Systems
Microgrid EMS obtains the optimal dispatch and schedules of the DERs considering certain
selected objectives. Two different types of EMS architecture for microgrids, both central-
ized and decentralized, are usually found in practice [5]. In the centralized approach, the
central controller is responsible for gathering the data from all the DERs and obtain the
optimal set points for them, while in the decentralized approach, centralized and local
both controllers participate to obtain the optimal set points for the DERs [5]. In decen-
tralized approach, the central controller coordinates the aggregated operation of the DERs
and loads, while local controllers manage DERs within the microgrid, interacting with the
central controller to meet local and global objectives [5]. The decentralized approach can
integrate the new DERs without needing continuous changes in the controller and thus,
has plug and play feature; however, it fails to provide high level of coordination between
the DERs and controller [5]. On the other hand, the centralized approach, because of its
architecture, can manage and coordinate DERs more efficiently; thus, is more suitable for
isolated microgrids, which require a critical demand-supply balance [5]. Since the main
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focus of this thesis is on EMS models for isolated microgrids, the works which consider the
centralized approach are presented and reviewed next.
The concept of centralized EMS for microgrids, based on UC and OPF models, have
been reported in several papers. Thus, in [7], a UC based EMS for grid connected micro-
grids comprising ESS, micro-turbines, fuel cells, and renewables based DGs is presented.
The proposed EMS uses the genetic algorithm (GA) approach to minimize the microgrid
operation cost of DERs considering their associated constraints; moreover, to predict the
generation from solar Photo-Voltaic (PV) units, a Neural Network (NN) based forecasting
model is developed. A multi-objective UC problem is proposed in [8] for microgrid EMS
seeking to minimize the operating cost and pollutant emissions. A two stage, day-ahead
UC and real-time economic dispatch problems are presented in [9] for grid connected mi-
crogrids, considering all types of DERs. The EMSs in [7], [8], and [9] consider UC based
dispatch of DERs, but do not take into account reactive power management and volt-
age regulation aspects nor forecasting errors, which are important in microgrid with RES.
Therefore, detailed power flow equations need to be included in the EMS formulation, i.e.,
OPF models are required, and forecasting errors management strategies are also needed.
In [10], an OPF based EMS for grid connected industrial microgrids is proposed, which
considers a revenue maximization based non-linear programming (NLP) optimization prob-
lem, including network and ESS constraints, and plug-in electric vehicles. Different micro-
grid configurations are considered, such as a stand alone microgrid and a grid connected
microgrid. Similarly, a multi-objective OPF for optimal dispatch of DGs and ESS in
the presence of RES-based generation for isolated microgrids, simultaneously minimizing
the operation cost and pollutant emissions is presented in [11]. A phase-decoupled three
phase OPF model for grid connected microgrid is presented in [12], considering ESS, and
generation from RES. In [13], an OPF based EMS model is proposed, considering the
dispatchable and non-dispatchable DG units, and electric vehicles for isolated microgrids.
However, [10]–[13] do not take into account the UC constraints associated with DERs,
which are important in an EMS, nor forecasting errors.
Since the integration of UC and OPF problems result in an MINLP problem, which
is computationally challenging, specially for online applications, approximate integrated
UC-OPF approaches have been proposed. Thus, in [14], a two-stage EMS problem for
grid-connected microgrid is proposed, where the first stage is a unified linearized UC-OPF
problem, while the second stage is a three-phase OPF problem; the power flow equations in
the first stage are linearized using a Taylor series expansion. A linearized UC-OPF problem
is presented in [15] for isolated microgrids, where the network equations are linearized as
piece-wise functions, although the typical UC constraints such as ramp-up and -down,
and minimum-up and -down time constraints are ignored. However, both [14] and [15] do
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not consider the voltage dependency of the loads, which is important because loads are
voltage dependent in isolated microgrids. Furthermore, the results in [14] and [15] do not
consider deviations from the forecast of RES and demand, which needs to be accounted for
in isolated microgrids because of the critical need for a constant demand supply balance.
For isolated microgrids with a high penetration of RES based DGs, deviations in the
forecast of renewables can significantly affect the dispatch of other resources and hence the
operating costs [5]. Therefore, to address this issue, Model Predictive Control (MPC) has
been used in systems with uncertain inputs, wherein the optimization problem is solved at
discrete time steps considering updated forecasted inputs over a rolling time horizon, with
the obtained optimal decisions being valid for the next time step only [16]. In [17] and [18],
the energy management problem of an isolated microgrid is decomposed into UC and OPF
subproblems. In [17], an MPC technique is used to solve the UC and OPF models every 5
min, considering updated forecasted inputs of wind and solar PV generation, while in [18],
the stochastic UC subproblem is modeled using stochastic programming and a receding
horizon approach is used to solve the OPF subproblem to consider forecasting errors of RES
and demand. Furthermore, in both [17] and [18], the OPF subproblem yields an optimal
dispatch considering the unbalanced network representation and unbalanced loading; if
a deficit in reactive power supply is observed in the OPF, the UC subproblem is solved
again by turning on the next cheaper available DG unit, thus arriving at a sub-optimal
dispatch. However, the proposed EMS does not consider load curtailment or other load
control mechanisms.
From the discussed papers, it is clear that very few works have considered microgrid
EMS models that accounts for unbalanced network conditions, which increase the compu-
tational burden significantly. Furthermore, only few works take into account the deviations
in the forecast of RES and demand, while for isolated microgrids, deviations in the forecast
of RES can significantly affect the optimal dispatch decisions of other DERs. Since it is
important to consider the network constraints for isolated microgrids along with the UC
constraints, because of the system’s specific feeder and loading characteristics, integrated
UC-OPF but practical EMS models that properly account for forecasting errors need to be
developed for these microgrids, for online applications that provide an economic, efficient,
and realistic dispatch of microgrid DERs.
1.2.2 Demand Response and Emissions in Microgrids
DSM and DR schemes allow customers to participate in energy management by shaving
and/or shifting loads during critical periods, and provide benefits to both customers and
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the utility. In order to take full advantage of the responsiveness of the electricity demand,
EMS formulations need to represent DR.
The different DR options, such as peak shaving and demand shifting, are modeled
in [19] by using associated cost and price elasticity coefficients in order to analyze their
impact on the operation of a microgrid with high penetration of RES; it is noted that for
such microgrids, a demand shifting scheme can be more useful to level out the variations
in the generation from RES. Although this work considers DR and RES-based DGs in the
EMS framework, it does not include ESS.
A double-layer coordinated control approach comprising the UC based scheduling layer
and an OPF based dispatching layer for microgrid EMS is presented in [20], for both grid
connected and isolated microgrids with fossil-fuel- and RES-based DERs and ESS. In order
to balance the load and generation, a load shedding scheme is included in the EMS in the
case of isolated microgrids, whereas active and reactive power purchase/sell decisions are
considered for grid connected operation. An unbalanced three phase linearized OPF-based
EMS model is presented in [21] for a grid connected microgrid which includes ESS, DG
units and curtailable loads. Although [19]–[21] consider DR options in the microgrid EMS,
these works do not consider the uncertainties associated with the forecast of electricity
demand and/or generation from RES based DG units.
In [22] and [23], UC-based EMS models for microgrids which are meeting their demand
mainly from RES, are presented; the variation in the forecast of RES and demand is
accounted for by applying an MPC approach. A component of the electricity demand is
considered shiftable to other hours in [22], which is a form of DR. On the other hand, in [23],
two types of loads are represented: critical loads, which are fixed, and controllable loads,
which can be curtailed based on a cost that accounts for user discomfort. Additionally,
it is shown in [22] that, by using MPC, average operation costs are reduced because of
the reduction in the energy deficit and better use of the ESS. Similarly, in [23], the EMS
with and without MPC, as well as a heuristic based EMS approach are compared, and the
results are in line with those discussed in [22].
In [19], [20], [22], and [23], DR is included in the EMS by modeling controllable loads
as either shiftable demand or curtailable demand with an associated cost. However, such
representations fail to capture the load behaviour in response to various DR controls such
as peak demand limits, or externalities such as weather conditions. Hence, in this thesis,
models of smart, controllable loads are developed from measured and simulated data and
integrated into the EMS to study their impact and benefits for remote microgrids.
Large-scale use of diesel-based generation in isolated communities raises environmental
and other socio-economic concerns. In order to reduce emissions and costs, DR can be a
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viable option for isolated microgrids, since it is readily implementable and available, as well
as environmentally friendly and cheaper than investments in generation resources. In [24],
several different objectives from the system operation perspectives are considered along
with their weighted sum to determine the optimal dispatch of the DERs in a grid-connected
microgrid. The emissions from the DG units are modeled as quadratic functions of the
DG power output, considering fuel consumption and the corresponding pollutant emission;
moreover, load curtailment is considered with associated costs of energy curtailment.
Heuristic-based UC models are presented in [25] and [26] for day-ahead operation of
grid-connected microgrids. In [25], the operating and emission costs are minimized to
obtain the optimal dispatch of DERs including ESS and electric vehicles, considering pre-
determined emission characteristics of the DG units from [27] and generation from RES.
In [26], the operating and emission costs are minimized in a grid-connected microgrid con-
sidering curtailable demand, vehicle-to-grid (electricity from electric vehicles can be sold
back to the grid), and DG units, with their respective predetermined emission character-
istics from [28]; ESS and generation from RES are not considered.
The UC models for grid-connected microgrids in [24]–[26] do not take into account start-
up and shut-down operation costs and associated pollutant emissions, nor consider forecast
deviations of RES and demand. In these works, the impact of DR on emissions is not
analyzed. Thus, there is no reported attempt to develop a detailed UC model for isolated
microgrids with all DER related constraints, including pollutant emission models, while
accounting for deviations in the forecast of the RES and demand, and various DR schemes.
Hence, in this thesis, a novel mathematical model of such a comprehensive UC, which
simultaneously minimizes operating costs and pollutant emissions considering demand-
shifting load models, is presented to analyze the impact of DR on pollutant emissions from
the dispatchable DG units.
1.2.3 ETS Applications in Microgrids
ETS systems have been used for decades as a mean of efficient use of electricity, since
thermal storage allows the charging electric power and thermal heat output to be managed
separately. Thus, ETS systems store thermal energy, converted from electric energy during
off-peak hours, and discharge it as required by the thermal demand [29]. ETS systems are
available for both residential and commercial applications.
The potential of ETS systems in remote community electricity grids in Northern Canada
is discussed in, for example, [30], [31], and [32]. In [30], a rule based algorithm to manage
ETS charging from wind-generated electricity is presented, considering issues related with
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the integration of RES and the high thermal demand in Prince Edward Island, Canada.
In [31], a methodology for ETS charging, which serves as a secondary load for frequency
regulation, is proposed for microgrids of Alaska, USA, with effective use of wind generation.
In [32], the economic assessment of a smart grid program in Summerside, Canada, considers
ETS systems as a solution to mitigate the issue of surplus generation from wind turbines
at low electricity rates.
The use of ETS systems as controllable demand in the context of DR services for
single residential or commercial customers is reported in [33] and [34]. In [33], a physically
based load model of ETS is presented and integrated in a load management program; the
ETS is scheduled to charge only at predetermined time periods. An MPC based thermal
storage management problem is presented in [34] for commercial buildings, considering a
physical based model of thermal storage. Furthermore, various approaches to ETS system
management for a cluster of residential customers, from the perspective of an aggregator,
are reported in [35]–[37]. A stochastic optimization problem to schedule ETS along with
a micro-combined heat and power (CHP) generator is proposed in [35] for retailers to
minimize the import/export electricity and gas cost over the day; it considers the dead-band
on the thermostat set-point to control the discharging of the ETS. In [36], electric space
heating with partial thermal storage for a DR control strategy based on dynamic electricity
pricing is presented, highlighting the benefits of DR to the aggregators. Day-ahead ETS
operation strategies for an aggregator with different objectives, including electricity cost
minimization, load shifting, and frequency regulation, are presented in [37], considering
day-ahead hourly electricity prices. Although [33]–[37] present different approaches to
manage ETS either for residential or commercial customers or for an aggregator, none of
these study the integration of the ETS into a microgrid EMS to determine the optimal
schedules of DERs, and the ETS system.
The authors in [38] present an optimization based medium-term planning model to de-
termine the optimal mix of ETS and wind resources, and a rule-based short-term operations
model for isolated microgrids in Yukon, Canada. However, the proposed short-term oper-
ations model does not consider the operational constraints of fossil-fuel-based generators,
grid constraint, or ESS.
In [39], a coordinated scheduling model is presented for the introduction of combined
cooling heating and power and ice-storage air-conditioners into grid connected microgrids
with RES. The proposed model is decomposed into a stochastic day ahead scheduling
model and a real-time dispatch model, which are solved using an Improved Particle Swarm
Optimization algorithm. However, this work does not include constraints associated with
DG units, reserve constraints, and power flow equations in neither day-ahead scheduling
nor real-time dispatch, which need to be considered in microgrid EMS [5] .
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The ETS systems represented in [30] and [31] are not mathematical models, but are
rather rule-based control schemes. The mathematical models in [33], [34], and [36], on the
other hand, are detailed models that include thermal modeling of whole buildings, which
are too complex for an online capable EMS. In [34] and [37], cooling ETS systems are
modeled, have different physical characteristics than ETS for heating. The ETS model
in [35] includes CHP, but, as in [38], it does not include heat losses effectively. Therefore, a
simpler ETS model for heating is proposed in this thesis, so that it can be readily integrated
in an online EMS, considering the effective heat losses.
1.3 Research Objectives
The existing literature review reveals that there is a need to consider different aspects of
isolated microgrids in the formulation of EMS models. Accordingly, the main research
objectives of the research presented in this thesis are the following:
• Develop an appropriate mathematical model to estimate the controllable load com-
ponent of an isolated microgrid as a function of the ambient temperature, electricity
price, time of the day, and peak demand constraint imposed by the microgrid operator
(MGO).
• Incorporate the estimated load model into an integrated microgrid EMS framework
to study the impact and potential of DR. To this effect, a comprehensive mathemat-
ical formulation of the EMS framework for isolated microgrids that simultaneously
considers power flow and UC operational constraints is developed, using an MPC
approach to take into account the errors in forecasts of uncertainties associated with
the intermittency of RES and electricity demand.
• Develop a practical microgrid EMS model that considers the issues of unbalanced
loading conditions by including detailed three-phase models of DERs, and excluding
the network, given the little impact of feeders observed in actual isolated microgrids,
but considering the voltage dependency of loads. This model is validated with the
real isolated microgrid from the remote Ontario community of Kasabonika Lake First
Nation (KLFN).
• Develop a new mathematical model of heating ETS systems considering stored ther-
mal energy, charging electric input, thermal demand, and effective heating loss for
microgrid EMS models, to analyze the impact of ETS systems on the operation of iso-
lated microgrids. A novel ETS-EMS model is developed for isolated microgrids taking
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into account operating UC constraints, network equations with grid constraints, de-
viations in the forecast of generation and demand, and the proposed ETS model.
• Develop and integrate the emission models of DERs along with the shiftable demand
models in the EMS model to investigate the effect of DR in emission reductions in a
microgrid.
1.4 Thesis Outline
The rest of the thesis is structured as follows: Chapter 2 presents a review of the relevant
background topics for the discussed research, which includes a description of the conceptual
definitions and features of microgrids, followed by an overview of microgrid EMS, DR, ETS,
and optimization methods.
Chapter 3 explains the proposed microgrid EMS model in detail, along with the pro-
posed NN-based smart load model. Results are presented both for a proposed integrated
UC+OPF EMS model and a typical decoupled UC-OPF EMS model, considering various
penetration levels for DR control, and using a modified CIGRE benchmark test system;
analysis are carried out to demonstrate the positive impact of the proposed approach.
Chapter 4 presents novel, practical, and realistic EMS models for isolated microgrids.
These EMS models, and the commonly used decoupled UC-OPF approach, are tested
and validated on a modified CIGRE benchmark test system and also on the real isolated
microgrid of KLFN. The results obtained are analyzed and discussed, and the effectiveness
and applicability of the proposed models are demonstrated.
Chapter 5 presents the mathematical model of a heating ETS system, which is then
integrated into a decoupled UC-OPF based EMS model. The ETS-EMS model is tested
and validated on a modified CIGRE benchmark test system and also on the real isolated
microgrid of KLFN. The results obtained are analyzed and discussed, highlighting the
impact of ETS on operation of the microgrid.
Chapter 6 describes emission models of generators, and five operating strategies to
consider both emission and operating costs of an isolated microgrid in a single objective
function; a DR model with shiftable demand is also included. Results obtained by testing
and validating the UC problem with the proposed operating strategies, for a modified
CIGRE system are studied and discussed, demonstrating the impact of DR on emissions
and operation of the microgrid with different operating strategies.
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Finally, Chapter 7 summarizes the main conclusions and contributions of this thesis,
and suggests possible future research work.




This chapter presents a review of the background of the main concepts and tools relevant
to this thesis. In Section 2.1, the fundamental concept of a microgrid is presented, which is
followed by a description of the microgrid EMS in Section 2.2, and a brief outline of different
DR programs in Section 2.3. The heating ETS system and its architecture is discussed in
Section 2.4, followed by an overview of different optimization methods applicable to the
proposed research, in Section 2.5, and a brief outline of the MPC technique in Section 2.6.
Section 2.7 summarizes the chapter.
2.1 Microgrids
The concept of a microgrid has evolved in order to address the problems arising from
interfacing DERs such as RES, micro-turbines, fuel cells, and ESS, at low voltage levels [1].
A microgrid has been defined as a cluster of small sources, storage systems and loads which
presents itself to the grid as a single entity [1], [5], as shown in Figure 2.1. DERs play an
important role in microgrids to meet an increasing electricity demand and reduce carbon
emissions, where the term DER is used to refer to RES and fossil-fuel-based DG units, ESS,
and controllable loads. As per the definition of the U.S. Department of Energy (DoE), a
microgrid is a group of interconnected loads and DERs within clearly defined electrical
boundaries that act as a single controllable entity with respect to the grid [40]. Certain
features of the smart grid, such as bi-directional communication between customer and
utility, using Advanced Metering Infrastructure (AMI) to strengthen the EMS, are also
applicable to microgrids.
Microgrids can be permanently connected to the grid or can be islanded/isolated from
the grid. There are many remote communities around the world which do not have inter-
connection with the main grid due to economical, geographical, socio-political, or technical
reasons, meeting their electricity demand mostly from fossil fuel based DG units; these can
be considered isolated microgrids. In Canada, there exists around 280 such isolated micro-
grids [2].
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Figure 2.1: Concept of a microgrid.
The integration of various DERs in microgrid introduces many challenges in their op-
eration, which can be tackled by proper design of the control system, including features
such as [4], [5]:
• Track and ensure proper control of DER outputs.
• Maintain adequate power balance in the microgrid by accounting for sudden changes
in demand or in the output of RES, so that voltage and frequency deviations are
within prescribed limits.
• Economic dispatch to ensure DERs operate at minimum costs.
Typically, the microgrid control system includes controls with different time constants; for
example, the economic dispatch follows slower dynamics, while the DG unit output control
presents a fast dynamic behaviour. Hence, the microgrid control system can be divided into
different hierarchical levels: primary control, secondary control, and tertiary control [5], as
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Figure 2.2: Microgrid control.
shown in Figure 2.2. The primary control is also referred to as local control, and represents
the first level of control, which is essentially based on droops, and follows fast dynamics.
The secondary control is referred to as the microgrid EMS, which takes care of the reliable
and economic operation of the microgrid. The tertiary control represents the highest level
of the central hierarchy, coordinating multiple microgrids to properly interact with one
another in the system; these controls are not relevant to isolated microgrids. In this thesis,
the main focus of the research is on the design of secondary control mechanisms, i.e., the
EMS, for isolated microgrids.
2.2 Microgrid Energy Management System
The EMS is responsible for the reliable and economic operation of the microgrid, and is
a collection of control strategies and operational practices, together with the hardware
and software needed to accomplish these objectives. An EMS includes the acquisition of
data for control, and yields information for planning and design purposes. Because of the
presence of intermittent and non-dispatchable generating resources, the task of a microgrid
EMS is very challenging [5]. To utilize the DERs efficiently, the microgrid EMS needs to
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Figure 2.3: Decentralized EMS approach.
consider the supply and demand uncertainty, and appropriate levels of reserves, along with
DSM and/or DR schemes [4], [5].
The EMS in a microgrid can adopt a centralized or a decentralized control strategy to
perform its functions. In centralized control, the EMS minimizes the operation costs and
hence determines the optimal control set points of the DERs, whereas in the decentralized
control approach, the local controllers of the DERs interact with each other and with a
central controller to operate the microgrid, based on a distributed decision making process,
as depicted in Figure 2.3. For isolated microgrids, a high level of coordination is required to
balance the demand and supply, which can be better achieved with a centralized approach.
On the other hand, for grid connected microgrids with multiple owners and changing num-
ber of DERs, the decentralized approach is preferable, as it provides the highest possible
autonomy to DERs. In centralized control, as shown in Figure 2.4, the EMS receives the
forecast inputs for demand and generation from the renewable-based DG units, to deter-
mine their UC and economic dispatch. The central controller uses online calculations, a
look-up table based on off-line calculations for different scenarios, or a heuristic approach.
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Figure 2.4: Centralized EMS approach for isolated microgrids.
2.2.1 Unit Commitment
UC is a scheduling and energy management problem carried out for a time horizon ranging
from 24 hours to 168 hours ahead of real-time operation [22]. The microgrid UC problem
minimizes the operating cost of the microgrid including generation costs, start-up and









where all variables, parameters, and indices in this and other equations in this chapter are
defined in the Notation section. The model constraints are the following, and are based
on [22]:
• Demand-supply Balance: This constraint ensures that the total generation is equal








(P dchn,t −P chn,t) =
∑
i
(PDi,t−PLCi,t ) ∀t (2.2)
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• Reserve Constraints: These constraints ensure that the spinning reserve requirement






• Generalized UC Constraints: The following constraints include active power genera-
tion limits, ramp-up and ramp-down constraints, minimum up-time and down-time
constraints, and coordination constraints:
¯
PgWg,t ≤ Pg,t ≤ P̄gWg,t ∀g, t (2.4)
Pg,t+1−Pg,t ≤Rupg +Ug,t+1¯
Pg ∀g, t≥ 1 (2.5)
Pg,t−Pg,t+1 ≤Rdng +Sg,t+1¯
Pg ∀g, t≥ 1 (2.6)
(Gong,t−1−T upg )(Wg,t−1−Wg,t)≥ 0 ∀g, t≥ 1 (2.7)
(Goffg,t−1−T dng )(Wg,t−Wg,t−1)≥ 0 ∀g, t≥ 1 (2.8)
Ug,t−Sg,t =Wg,t−Wg,t−1 ∀g, t≥ 1 (2.9)
Ug,t+Sg,t ≤ 1 ∀g, t (2.10)
Constraints (2.4) represent the active power generation limits; (2.5) and (2.6) repre-
sent ramp-up and ramp-down limits; (2.7) and (2.8) present minimum up-time and
down-time constraints; and (2.9) and (2.10) are coordination equations.
• Energy Storage System: The ESS constraints include the energy balance equation
and constraints to prevent simultaneous charging/discharging, limits on the State of
Charge (SOC) and charging/discharging power, as follows:
SOCn,t+1−SOCn,t =
P chn,tηchn − P dchn,tηdchn
∆t ∀n,t≥ 1 (2.11)
U chn,t+Udchn,t ≤ 1 ∀n,t (2.12)
SOCn ≤ SOCn,t ≤ SOCn ∀n,t (2.13)
P chn,t ≤ PESSnU chn,t ∀n,t (2.14)
P dchn,t ≤ PESSnUdchn,t ∀n,t (2.15)
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2.2.2 Optimal Power Flow
In order to take into account voltage regulation and reactive power management, it is
necessary to consider the network flow constraints, and hence an OPF model is needed.
Typically, the microgrid OPF model comprises an objective function minimizing the op-
erating costs of the microgrid, subject to constraints such as active and reactive power
balance at each node, limits on active and reactive power generation of the controllable
DERs, constraints (2.11)-(2.15) associated with the ESS, and grid operational constraints.
These constraints and objective function are the following:
• Objective Function: Minimize the operating cost of the microgrid, including genera-









• Power Balance: The real power balance at a bus considers the output from DG units,
solar PV and wind units, net of the power demand of loads from commercial and










Vi,tVj,tYi,j cos(θi,j + δj,t− δi,t) ∀t, i, j (2.17)
The reactive power balance at a bus considers the reactive power injected by DG








Vi,tVj,tYi,j sin(θi,j + δj,t− δi,t) ∀t, i, j (2.18)
• Grid Operational Constraints: These constraints impose limits on the active and
reactive power generation and voltage at each node, as follows:
¯
Pg ≤ Pg,t ≤ P̄g ∀g, t (2.19)
¯
Qg ≤Qg,t ≤ Q̄g ∀g, t (2.20)
¯
V ≤ Vi,t ≤ V̄ ∀i, t (2.21)
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2.3 Demand Response and Smart Loads
“Demand Side Management (DSM) is the planning and implementation of those utility
activities designed to influence the customer’s use of electricity in ways that will produce
the desired changes in the utility’s load shape, i.e., changes in the pattern and magnitude
of a utility’s load” [41]. It comprises the whole range of management schemes linked with
demand-side activities, and it can be divided into DR programs and energy efficiency
programs.
DR is defined as “changes in electric use by demand-side resources from their normal
consumption patterns in response to changes in the price of electricity, or to incentive
payments designed to induce lower electricity use at times of high wholesale market prices
or when system reliability is jeopardized” [42], [43]. DR can be classified as incentive based
programs and price based programs. Typically, DR schemes to curtail and/or shift the
demand are adopted in microgrids, and are discussed next.
• DR programs to curtail the demand: In this DR schemes, a portion of the microgrid
demand is curtailed to achieve demand-supply balance during peak load hours. The
customers whose loads are curtailed may receive a payment from the MGO to account
for their discomfort. Direct Load Control (DLC) can also represent load curtailment
or reduction, in which the MGO remotely turns off the equipment or changes the
temperature set point of the air conditioner and water heater, on short notice during
critical periods. The customers may be paid an incentive in the form of electricity
bill credits. Program participants are generally residential and small commercial cus-
tomers. One of such programs implemented in Ontario was the PeaksaverPLUS R©
program in which a residential customer’s equipment such as air conditioner and wa-
ter heater are remotely controlled by the Independent Electricity System Operator
(IESO) during critical periods [44]. Also, in the Hartley Bay microgrid, Ontario,
Canada, the DLC program has been in operation for controlling water heaters, base-
board heaters, and heating, ventilating and air conditioning systems during critical
hours [45].
• DR programs to shift the demand: In this DR scheme, part of the microgrid demand
is considered as shiftable to off-peak hours by encouraging customers to alter their
load pattern, so that the system load profile is modified. The demand shift may
be activated by a signal from the MGO, such as dynamic pricing, peak load caps,
etc. Dynamic pricing includes TOU rates, critical peak pricing (CPP), and real-time
pricing (RTP). TOU rates are pre-set tariff rates, depending on the time of the day
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Table 2.1: Ontario TOU rates





7 AM - 11 AM, 5 PM - 7 PM
11 AM - 5 PM








7 AM - 11 AM, 5 PM - 7 PM
11 AM - 5 PM




and season of the year, designed to reduce the electricity use at certain time-periods.
In Ontario, TOU pricing have three different rate levels defined for three different
periods: peak hours when energy demand is high; mid-peak hours when energy
demand is moderate; and off-peak hours when energy demand is low. For winter
(November to April) and summer (May to October) seasons, the peak, mid-peak,
and off-peak periods are given in Table 2.1 [46].
Based on the aforementioned DR programs, the MGO can achieve its DSM/DR objec-
tives, which include peak clipping, load shifting, strategic conservation, and flexible load
shape. In order to implement these objectives, the following approaches can be used [41]:
• Customer equipment direct control, which comprises the control of cooling and heat-
ing equipment such as air conditioners, commercial and industrial chillers, water
heaters, as well as pumps and other loads.
• Utility equipment control such as voltage regulation, feeder control, and power factor
control for net-VAr optimization.
• Thermal Energy storage such as waste heat utilization and cool storage.
• Performance improvement of equipment and systems such as high efficiency motors
and pumps.
With the introduction of smart meters with bidirectional communication capabilities,
an effective DR program can be implemented, which can benefit both the MGO and cus-
tomers. A proper forecast of customer electricity consumption patterns in response to
electricity prices is important for effective application of DR schemes.
Smart systems such as Home Energy Management Systems (HEMS) interact with the
MGO and customers through household appliance management, so that, both customer’s
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Figure 2.5: Residential Energy Micro Hub.
and MGO’s needs are met [47]. In this context, the concept of an energy hub is useful.
Such hubs are systems with a defined boundary, where energy activities such as energy
conversion, energy production, storage and consumption take place [48], and it can be
viewed as represents an interface between different energy infrastructure and/or loads; this
concept facilitates the transition from the existing grid toward a smart grid.
In order to implement DLC and DR at the residential level simultaneously, automa-
tion in demand control is essential. An HEMS can facilitate both of these schemes [47],
since it can receive DR signals, such as TOU prices or peak load caps, and DLC signals
from the MGO, while considering customer’s preferences in the form of set points, and
based on this, it can schedule the operation of household appliances. An HEMS can be
implemented through an optimization approach to either minimize the electricity bill or
maximize customer satisfaction, considering electricity price and DR signals to manage
appliance consumption [47], as discussed next.
Figure 2.5 depicts a residential energy micro hub proposed in [49], comprising of various
appliances, ESS such as batteries, and power generation facilities such as wind and solar PV
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units. This micro hub also includes a central hub controller that comprises a mathematical
model of hub, and an associated optimization solver, and is an example of an HEMS
referred to the Energy Hub Management System (EHMS). The mathematical model is
an optimization model of the hub, with an objective function subject to the constraints
associated with the operation of the appliances, customer preferences, weather externalities,
electricity prices and peak demand cap for a scheduling horizon. By setting an appropriate
demand limit control signal at each time interval, the MGO can reduce the demand during
peak hours or shift it to off-peak hours, thus implementing DR. The optimization problem
can be represented in general form as follows:




Pi,k ≤ Pmaxk ∀k
Device i operational constraints ∀i
(2.22)
Another example of an HEMS is the Home Automation System (HAS), which allows
customers to schedule the operation of appliances by providing information on electricity
prices, weather forecasts, history of energy consumption, etc. [50], [51]. With the help of
HAS, customers can effectively shift the operation of appliances, i.e., demand, to low elec-
tricity price hours to reduce their electricity bill. However, such technologies for residential
load management requires modeling the residential loads appropriately, so that these can
be integrated into microgrid EMS.
Since HEMS basically shift the operation of appliances to non-critical hours with low
electricity price, such systems can be generally modeled as constant energy demand shifting
models. Thus, using these load models to represent such systems in microgrid EMS, allows
to model controllable loads in EMS.
2.4 Electric Thermal Storage System
There are several kinds of heating ETS systems based on the storage medium, placement
of the storage, and the conversion of electric energy. The storage medium can be liquid or
solid. The location of the storage can be directly in the room that is heated or somewhere
central to heat the whole house (e.g., in the basement). The conversion of electric energy
into thermal energy can be done either by an electric heating element, i.e., a big resistance,
or by a heat pump, which is more efficient but also more expensive.
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Figure 2.6: Brick-core ETS system.
In this thesis, brick-core ETS systems are considered. In these systems, the conversion
of the electric energy is done by heating rods that are placed between high-density bricks
in which the thermal energy is stored, as illustrated in Figure 2.6. These bricks are in a
well-insulated box to ensure low self-discharge. To discharge the heat from the thermal
storage, there is a controlled fan that blows air through air channels in the bricks. The
conventional ETS systems are charged during off-peak hours when electricity prices are
low [52].
For different room sizes of residential buildings, there are different sizes of brick core
ETS systems available, which differ in the maximum electric power and the thermal storage
size. Typical systems vary in size from 1.32 to 10.8 kW and 13.5 to 40 kWh [52].
2.5 Optimization Models and Methods
A mathematical optimization problem comprises an objective function to be minimized
subject to a set of constraints. The optimization solution determines the values of the
variables which minimize the objective function. The constraints ensure that the values of
the variables are within specified limits and satisfy the stated conditions. Depending on
the optimization model, an appropriate optimization algorithm is needed to solve it [53].
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2.5.1 Linear Programming
A Linear Programming (LP) model consist of the minimization of a linear objective function
subjected to a set of linear equality and inequality constraints [53]. It can be represented





where z is a n-dimensional decision vector in feasible region Z, while A is a m×n parameter
matrix, C is a n-dimensional parameter vector, and B is m-dimensional parameter. This
model creates a feasible region which comprises the set of all points that satisfy all the
constraints. An optimal solution of the LP problem is a point in the feasible region with the
smallest value of the objective function. The most commonly used techniques for solving
the LP problems are the simplex method or interior point methods [54]. In the simplex
method, the solution process starts at one of the vertices of the polytopes, and travels
from vertex to vertex in such a way that the objective function value decreases; when this
value does not decrease any more, the process stops. On the other hand, in the interior
point methods, the solution process starts at the interior of the feasible region and travels
towards the boundary to converge at the optimum [53].
2.5.2 Mixed Integer Linear Programming
In LP models, all the decision variables are continuous or, in other words, the values of the
variables are real numbers, and, when any of the variables is an integer, the LP problem
is transformed into as a Mixed Integer Linear Programming (MILP) problem, which is
generally solved using Branch and Bound methods or cutting plane based methods [55].
In the Branch and Bound method, the feasible region is subdivided to develop bounds
on the value of the objective function. A relaxed integer program, where the integer
variables are treated as continuous, thus transforming the problem into an LP problem,
is solved first; this solution specifies the upper bound to the objective function. Based on
the obtained non-integer value of relaxed integer variable, the integer variable limits are
divided in subdivisions. A subdivision is then branched into another subdivisions based
on the obtained non-integer value. In the cutting plane algorithm, the MILP problem
is modified into an LP problem by adding new constraints until an integer solution is
reached. The addition of the new constraints reduces the feasible region until the final
optimal integer solution is obtained [55]. The microgrid UC problem with a piece-wise-
24
linear operating cost objective function is an MILP optimization problem, which can be
solved by using highly efficient commercial grade software packages, such as CPLEX [56].
2.5.3 Mixed Integer Quadratic Programming
In Mixed Integer Quadratic Programming (MIQP) problems, the optimization problem
includes a quadratic objective function and linear constraints which can be represented as
follows:
min J(z) = zTCz
s.t. Az ≤B,z = [z1, z2]T , z1 ∈ Z1, z2 ∈ Z2
(2.24)
where J is a quadratic objective function, Z1 is a bounded polyhedral set, and Z2 is the set
of integer variables. MIQP problems can be solved by using Branch and Bound or Outer
Approximation algorithms. In this thesis, the proposed microgrid UC and linearized UC-
OPF models are MIQP problems, which are solved by using commonly used commercial
grade solvers such as CPLEX [56].
2.5.4 Non-Linear Programming
Optimization problems comprising a non-linear objective function and/or constraints are
referred to as Non-Linear Programming (NLP) problems [53], which can be formulated in
general form as follows:
min J(z)
s.t. g(z)≤ 0
h(z) = 0 z ∈ Z
(2.25)
where, J , g and h are linear or non-linear functions, and z represents the decision variables
in feasible region Z. NLP problems are more difficult to solve than LP problems. First
order derivative based methods or conjugate direction methods can be used to solve NLP
problems. Since the partial derivative of the objective function at an optimal point is zero,
the solution process in first-order-derivative-based methods relies on first derivative infor-
mation. However, these methods face numerical difficulties near an optimal and require
a longer time to converge to an optimal solution. On the other hand, in the conjugate
direction algorithm, the solution process relies on the inverse of a matrix of second order
partial derivatives, and converges quickly, but at increased computational costs [53]. The
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OPF models proposed in this thesis are NLP problems, because of their non-linear power
flow equations, and are solved by using commercially available solvers such as SNOPT,
CONOPT, MINOS, and COIN-IPOPT [56].
2.5.5 Mixed Integer Non-Linear Programming
Many optimization problems comprise discrete decisions and non-linear constraints. Such
models, referred to as MINLP problems, include discrete as well as continuous decision
variables, and a non-linear objective function and/or non-linear constraints. Thus, the
MINLP problem includes an NLP and an MILP subproblem [57], and can be represented
as follows:
min J(z1, z2)
s.t. g(z1, z2)≤ 0 z1 ∈ Z1, z2 ∈ Z2
(2.26)
where, J and g are linear or non-linear functions, Z1 is a bounded polyhedral set, and Z2
is the set of integer variables. Such an MINLP problem can be solved using the Branch
and Bound method, generalized Benders Decomposition, outer-approximation, LP/NLP
based Branch and Bound, and extended cutting plane methods [58]. Large scale MINLP
problems are typically difficult to solve because of the expansive search tree; in such cases,
a good solution may be sufficient, as opposed to finding an optimal solution, given the
computation time restrictions [58].
One of the microgrid EMS mathematical models developed in this work is an MINLP
problem, which is coded in GAMS [59] using the DICOPT solver. This solver is based
on the outer approximation method, in which the solution process begins by solving an
NLP problem with relaxed discrete variables [56]. If it yields a solution with integer
values for all the discrete variables, the solution process stops, otherwise, the process
continues, solving the NLP subproblem and the MILP master problem sequentially and
iteratively, until it satisfies a stopping rule. From the solution of the MILP master problem,
the binary variables are fixed to solve the NLP subproblem at each iteration. There are
various stopping criteria, one of them is the worsening of the NLP subproblem solution.
In DICOPT, the NLP subproblems can be solved using the SNOPT, CONOPT, MINOS,
or COIN-IPOPT solvers [56], while the MILP master problem can be solved using solvers
such as CPLEX, XA, or BDMLP [56]. Although DICOPT obtains global optimal solutions
for both convex and non-convex models [56], there is no guarantee that such global optimal
can be obtained. Nevertheless, sub-optimal solutions obtained for the EMS models are all
that is needed in practice for microgrid operation. MINLP problems coded in GAMS can
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also be solved using solvers such as SBB, BARON and KNITRO [56].
2.5.6 Multiobjective Optimization Problems
Multiobjective optimization models consider several objectives at the same time, usually
coupled together using a functional form as follows:
min J(z) = g(h1(z),h2(z), ....)
s.t. z ∈ Z
(2.27)
where J(z) is the objective function for the multi-objective optimization problem, with
hi(z) being the individual objectives, and z = (z1, z2, ..) are the decision variables in feasible
region Z. Such a model may include conflicting objectives and requires finding a Pareto
optimal solution. The Pareto optimal solution is a set of efficient, non-dominated, and non-
inferior solutions; in other words, for Pareto optimal solution, there is no other feasible
solution vector which may improve some objective without deteriorating at least one other
objective. In this type of problems, the objectives are combined to form a scalar equivalent
function, which is then solved to identify the best compromising alternative; such single
objective optimization problems can be solved using the above mentioned conventional
mathematical programming algorithms [60].
There are three conventional and most used optimization approaches to the multi-
objective optimization problem: the weighting and constraints methods, the distance-
based methods (such as compromise programming and goal programming), and interactive
methods. The distance-based methods consider pre-specified preferences for objectives,
while in the interactive methods, the preferences for objectives can be provided during
the solution process. The weighting and constraint methods are most commonly used to
handle spatial multiobjective problems. In these methods, a weight, w1,w2, .. is assigned to
each objective function hi(z). The multiobjective function can be converted into a single





s.t. z ∈ Z
(2.28)
where the weights are positive number with ∑iwi = 1. To obtain the best compromised
solution, the weighted single-objective model need to be solved by systematically varying
the weights.
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In constraint methods, only one objective is maximized while the rest of the objectives
are converted into inequality constraints, as follows:
min hs(z)
s.t. ci ≤ hi(z) ∀i 6= s,z ∈ Z
(2.29)
where ci is a lower bound on the objective i. The best compromised solutions can be
determined by solving the problem by systematically varying the ci values.
The weighting and constraint methods provide important information about the best
solutions along with possible decision outcomes and trade-offs. However, there is no generic
rule to identify the best combination of weights or constraint intervals to obtain the best
possible compromise [60].
The distance-based methods seek to minimize the distance between the target objective
value and achieved solutions. The most commonly used distance-based methods are goal
programming, compromise programming, and the reference point method [60]. In goal
programming methods, the summation of deviations from the aspiration or target value
for the objectives are minimized, with the decision maker specifying the aspiration level for





(w−i d−i +w+i d+i )p
](1/p)
s.t. hi(z) +d−i +d+i = Ai ∀i,z ∈ Z
d−i ,d
+
i ≥ 0 ∀i
(2.30)
where Ai represents the aspiration level for the objective i; w−i ,w+i are the weights associ-
ated with the objectives, reflecting the preferences set by the decision maker; and d−i ,d+i are
negative and positive goal deviations, respectively. The goal programming methodology is
computationally efficient, and for p = 1, it corresponds to a linear programming problem,
which can be efficiently solved. However, in this method, it is important to know the aspi-
ration levels for the objectives. There is also a possibility of missing the best compromise
solution as it searches for solutions that are near their aspiration levels.
The compromise programming method considers the point of reference which is the ideal
solution or the optimal value for that objective only. The mathematical representation of
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s.t. z ∈ Z
(2.31)
where h̄i is the anti-ideal value for the objective i; ¯
hi is the ideal value for the objective i;
and p is a parameter which can be any integer from 1 to infinity, and reflects the importance
of the deviation from the ideal point. This method has a simple structure, and can yield
the best compromised solution, with clear information about the trade-off between the
different objectives [60].
In this thesis, the weighting and distance-based multi-objective optimization methods
are adopted in the formulation of the UC-based EMS models to minimize operating costs
and pollutant emissions simultaneously for isolated microgrids. Such EMS models are
MIQP problems, can be solved by using the commercially available software packages,
such as CPLEX [56]
2.6 Model Predictive Control
The MPC technique is applied to the operation of systems which rely on input prediction.
This methodology is an open-loop problem, such as a control or optimization problem,
for a finite time horizon that is solved at each time interval to account for deviations
in the predicted inputs [16]. Since the solution of the open-loop problem relies on the
predicted inputs, which can differ due to external disturbances, the solution with updated
predicted inputs is re-calculated periodically, but the solution is implemented only for one
time interval. At each interval, the input forecast and solution are repeated while shifting
forward the time horizon.
Consider for example the following dynamic model of a discrete-time system:
zt+1 = F (zt,ut) zt ∈ Z,ut ∈ U (2.32)
For such a dynamic system, the open-loop optimal control problem for a finite time horizon
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s.t. zt+1 = F (zt,ut) zt ∈ Z,ut ∈ U ,∀t ∈ τt
(2.33)
The optimal solution obtained from this control problem, i.e., z∗t , u∗t , is based on the
predicted inputs received for the considered time horizon. From this solution, zt0 and
ut0 is implemented, while at recalculation instant t = t+ 1, the predicted set of inputs
are re-calculated, and the optimization problem is re-solved over the shifted time horizon
τt+1 [16].
In the MPC approach, the recalculation time and the time horizon are important pa-
rameters that influence the performance of the system, and thus should be chosen carefully.
The recalculation time can be a few minutes to hours depending on the solution time of
the problem and its horizon time resolution. The longer the time horizon, the better the
performance of the MPC approach; however, this increases the size of the optimization
problem and the computational burden, as well as the prediction errors [17], [22].
Since many microgrids of today are generally supplied by a mix of renewables based
generation resources and the output of such sources are uncertain, the MPC approach is
an attractive solution for microgrid operational problems. Hence, in this thesis, the MPC
method is applied to all proposed EMS models.
2.7 Summary
In this chapter, the concept of a microgrid and its EMS were presented, various DR strate-
gies and schemes were discussed, and the concept and examples of HEMS for residential
customers were outlined. A summary of ETS systems including their various features
were presented, and a brief review of mathematical programming problems and the so-
lution methods used in microgrid EMS were provided. Finally, the MPC approach was
introduced, since it is an essential feature of the EMS proposed in this thesis.
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Chapter 3
Including Smart Loads in Integrated
EMS for Isolated Microgrids
Based on the literature review presented in Chapter 1, there is a need to develop a math-
ematical model to estimate the controllable load component of an isolated microgrid as
a function of the ambient temperature, electricity price, time of the day, and peak de-
mand constraints that are imposed by the MGO, so that it can be included in a microgrid
EMS. Furthermore, in order to manage the voltage and reactive power, the mathematical
formulation of the EMS has to simultaneously consider power flow and UC operational
constraints. Hence, these issues are addressed in the chapter.
This chapter thus first presents the mathematical modeling of smart loads, using NN,
as a function of the ambient temperature, time of day, TOU price, and a peak demand cap
imposed by the MGO; to develop the NN-based smart load estimator, realistic data from
an actual EHMS installation is used for supervised training. Thereafter, a novel microgrid
EMS (MEMS) framework based on an MPC approach is proposed that includes the de-
veloped NN model of smart loads, which yields optimal dispatch decisions of dispatchable
generators, ESS, and peak demand for controllable loads, considering power flow and UC
constraints simultaneously. To study the impact of DR on the microgrid operation with
the proposed MEMS framework, the CIGRE benchmark microgrid system is used, which
includes DERs with RES based generation. The results show the feasibility and benefits
of the proposed models and approach, compared to a standard decoupled UC and OPF
based EMS.
3.1 Proposed Microgrid EMS
The proposed MEMS architecture for an isolated microgrid is shown in Figure 3.1, com-
prising smart loads and the MEMS itself. The introduced controllable smart load demand
PDrc is a function of the ambient temperature T 0, TOU price, peak demand constraint
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Figure 3.1: Proposed MEMS architecture.
Pmax, and the time of day; among these, the time of the day and the TOU prices are
known inputs, T 0 is a forecasted input, and Pmax is a variable determined optimally by
the MEMS. One of the main outputs of the MEMS model is the dispatch of the smart load
demand as an available resource. The other MEMS outputs are the dispatch of available
resources in the microgrid, considering the operational limits and constraints related to the
dispatchable units, power flows, ESS energy balance, and spinning reserve requirements.
The mathematical model of MEMS is comprised of an objective function that represents
the microgrid operational cost, including generation costs, start up and shut down costs,









where all variables, parameters, and indices in this and all equations in this chapter are
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defined in the Nomenclature Section. It is assumed that the MGO owns all the DERs, and
fully controls them. Furthermore, load curtailment is considered in (3.1) with significant
high cost. The above objective function is subject to the followings constraints:
• Real and Reactive Power Balance: The real power balance at a bus considers the
output from DG, solar PV, and wind power units, and the net power of the loads
from commercial and residential customers, taking into account ESS charging and






























Vi,kVj,kYi,j sin(θi,j + δj,k− δi,k) ∀k, i, j (3.3)
The residential loads comprise fixed and controllable components; the fixed compo-
nents PDr are obtained from a forecasting engine; and the controllable components
PDrc(Pmax) represent the dispatchable demand included in the MEMS model as
a function of Pmax, which is estimated using the RCLPE discussed in Section 3.3.
Furthermore, residential and commercial loads are considered as a mix of constant
impedance (Z), constant current (I), and constant power (P), or ZIP loads, and are
included in the MEMS model as exponential functions of the voltage, as shown in
(3.2) and (3.3). Note that customers are not paid any incentives for DR participation
by the MGO, but are assumed to be controlled by an intelligent HEMS designed to
individually optimize their costs and/or energy consumption, as explained in detail
in [49].
• Reserve Constraint: This constraint ensures that the spinning reserve requirement
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+ [PDri,k +PDrci,k(Pmaxk )−PLCi,k ]V
αrk
i,k ] ∀k (3.4)
where a reserve margin Rsv of 5% change in demand and generation from renewables
is considered. Note that this is a small value, as typically reserves of 10% are used,
which are increased to 25% of solar PV power output and 50% for wind power
output; these are very conservative values preferred by utilities, that significantly
affect dispatches and costs. Considering the fast response of ESS, these large reserves
may not be necessary to maintain frequency stability in the microgrid.
• Generalized UC Constraints: The following constraints include active and reactive
power generation limits, ramp-up and ramp-down constraints, minimum up-time and
down-time constraints, and coordination constraints:
¯
PgWg,k ≤ Pg,k ≤ P̄gWg,k ∀g,k (3.5)
¯
QgWg,k ≤Qg,k ≤ Q̄gWg,k ∀g,k (3.6)
Pg,k+∆tk −Pg,k ≤R
up








g )(Wg,k−∆tk −Wg,k)≥ 0 ∀g,k (3.9)
(Goffg,k−∆tk −T
dn
g )(Wg,k−Wg,k−∆tk)≥ 0 ∀g,k (3.10)
Ug,k−Sg,k =Wg,k−Wg,k−∆tk ∀g,k (3.11)
Ug,k +Sg,k ≤ 1 ∀g,k (3.12)
• Energy Storage System: The ESS constraints include the energy balance and con-
straints to prevent simultaneous charging/discharging, plus limits on SOC and charg-
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ing/discharging power, as follows:
SOCn,k+∆tk −SOCn,k =




n,k = 0 ∀n,k (3.14)
SOCn ≤ SOCn,k ≤ SOCn ∀n,k (3.15)
P chn,k ≤ PESSn ∀n,k (3.16)
P dchn,k ≤ PESSn ∀n,k (3.17)
• Grid Constraints: The following represent the grid operational constraints to ensure
that bus voltages and apparent power transfers are within specified limits:
¯
V ≤ Vi,k ≤ V̄ ∀i,k (3.18)
Si,j,k(|Vi,k|, |Vj,k|, |δi,k|, |δj,k|)≤ Si,j ∀i, j,k (3.19)
• DR Cap: The following constraint imposes a limit on the maximum demand Pmax
at a given time interval:
¯
Pmax ≤ Pmaxk ≤ P̄max ∀k (3.20)
where the minimum value
¯
Pmax represents the minimum loading condition defined
in agreement with DR participants, while the maximum value P̄max specifies the
maximum peak demand desired by the utility.
3.2 Microgrid EMS Implementation
Equations (3.1)-(3.20) represent the proposed MEMS model, and correspond to an MINLP
problem. This optimization problem can be solved using existing MINLP solvers, in par-
ticularly the DICOPT solver [56], and a warm start procedure, i.e., the previous feasible
solution is used as the starting point for the next solution. If the problem is infeasible
during the solution process, it has been determined by trial-and-error that reinitializing
the binary decision variables Wg,kt to the ON state allows obtaining a feasible solution.
It is important to note that DGs in microgrids generally have fast start-up, shut-down,
and ramp characteristics, with times in the order of a few minutes. In spite of that,
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Figure 3.2: Decomposed Microgrid EMS architecture.
constraints (3.7)-(3.10) need be considered because of the MPC recalculation time, which
is less than the minimum up- or down-times, or the time required to ramp up to full
capacity of the respective DGs. In the present work, the minimum up- and down-times of
the diesel generators are assumed 30 minutes, and full capacity ramp-up and ramp-down
rates of 10 minutes are used, which are typical values for diesel generators [61].
3.2.1 Decomposition Approach
The microgrid EMS problem can also be decomposed into UC and OPF subproblems and
solved sequentially, as proposed in [17]. The Decomposed Microgrid Energy Management
System (DMEMS) starts with the Microgrid UC (MUC) subproblem, which is solved con-
sidering the inputs which include the output of the forecasting engine and smart loads,
to obtain the commitment decisions, as shown in Figure 3.2. To accomplish this, the real













[PDci,k +PDri,k +PDrci,k(Pmaxk )−PLCi,k ] ∀kt (3.21)
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[PVi,k +PWi,k +PDci,k +PDri,k +PDrci,k(Pmaxk )−PLCi,k ] ∀k
(3.22)
Hence, the MUC subproblem is comprised of (3.1), (3.5)-(3.17), (3.20), (3.21) and (3.22),
and the optimal decisions thus obtained are then applied to the Microgrid OPF (MOPF)
subproblem, comprised of (3.1)-(3.8), (3.13)-(3.20), to obtain the optimal dispatch decisions
that are implemented as set points for controllable DERs. If the MOPF is infeasible, due
to, for example, lack of enough reactive power support, the commitment decisions of the
MUC subproblem can be modified by forcing the commitment of the next available cheaper
generator. This process is repeated until a feasible MOPF solution is obtained that satisfies
all the active and reactive power demand-supply balance and network constraints [17]. This
approach provides a local optimal solution, which may or may not be the global optimal
solution. However, as discussed in [5], sub-optimal solutions for EMS models are adequate
for practical purposes in microgrid operation.
3.2.2 Time Horizons
Solving the MEMS problem considering a uniform time horizon of 5 min intervals over 24
hours, i.e., T = 288 intervals, is the computationally expensive. In this work, therefore,
a non-uniform time scale comprising a higher resolution for the first few minutes and
a reduced resolution in the later stages is used for the MEMS model, as in [17]. This
accounts for the fact that the accuracy of forecasts vary over the forecasting horizon; thus,
the shorter the horizon, the more accurate the forecast than for an extended horizon. The
considered non-uniform time horizon is shown in Figure 3.3, yielding 12 time steps of 5
min, followed by 6 time steps of 15 min, 5 time steps of 30 min, and finally 19 time steps
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of 1 hour, all adding up to 24 hours.
For the DMEMS framework, the MUC problem is solved for a 24 hour look ahead time
window with a uniform time resolution of one hour, as shown in Figure 3.3, since decisions
related to UC problem presents slower dynamics. The MOPF problem is, on the other
hand, solved with a look-ahead period of one hour and uniform time resolutions of 5 min.
3.2.3 MPC Implementation
The optimal decisions obtained by solving the MEMS model over the horizon 0 to T relies
on the forecasted inputs of intermittent energy sources and demand. In isolated microgrids,
renewable power generation forecasts can vary significantly over a 24 hour time horizon.
Hence, the optimal decision of the MEMS must be re-calculated with updated forecasted
inputs every 5 min, based on the MPC approach discussed in Section 2.6. In this case, the
optimal results obtained by solving the MEMS model are applied only to the next time
interval, after which the forecast inputs are updated and the MEMS model is re-solved
over the next 24 hour horizon, repeating this process every 5 min [16], [17].
3.3 Residential Controllable Load Profile Estimator
In this work, the smart residential DR options described in [49] is considered, in which
a household owns an EHMS, i.e., an intelligent HEMS as discussed in Chapter 2, for
optimally managing the household loads to reduce electricity costs and/or consumption.
It is assumed here that such EHMS is connected to the microgrid with a bi-directional
communication network, so that the MGO can send DR control signals, in particular Pmax,
to the household. Thus, the EHMS would schedule the operation of the household based on
the DR signal, weather conditions, and customer preferences. This EHMS is comprised of
an objective function seeking to minimize the customer’s energy cost and/or consumption,
subject to operational constraints of the household appliances and constraints associated
with DR controls, as explained in Section 2.3. The DR control signal Pmax is determined
by the MGO using the proposed MEMS model to limit PDrc of each house with an EHMS,
within certain limits.
For efficient energy management of a microgrid in the presence of DR, the PDrc profile
needs to be properly estimated, so that an adequate DR model can be integrated in the
MEMS framework. Therefore, based on the universal approximation theorem [62], which
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Figure 3.4: Smart load NN model obtained from the RCLPE.
states that a single hidden layer NN can be used to approximate any arbitrary continu-
ous function, a Residential Controllable Load Profile Estimator (RCLPE) is developed to
estimate the PDrc from ambient temperature, TOU price, time of day and Pmax inputs.
A supervised learning technique is applied to train the NN with measured data from
smart meters and simulated data for an actual EHMS. These data were obtained for the
months of May, June, and July of 2012 for weekdays, with a resolution of 5 min, and
includes actual temperature profiles, TOU prices, and load profiles for different Pmax
values. An input 121,537 x 4 matrix and a 121,537 output vector is used for training the NN.
By varying the number of hidden layer neurons and training the NN with the available data,
the best result is obtained with 11 hidden layer neurons, using the Levenberg-Marquardt
learning technique in MATLABTM, because of its robust nature [63]. The resulting RCLPE
structure, shown in Figure 3.4, has an R2 of 0.87 for the complete dataset, indicating that
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Figure 3.5: Validation error histogram for RCLPE model.
the output of the NN and the data used for training have a high correlation. Note that the
complexity of the NN-model obtained reflects the complex relations between the various
inputs to the load model and the power demand.
After the training procedure, the NN model is validated and tested with the datasets
that are not used for training, to evaluate the performance of the NN. Figure 3.5 shows
the validation error histogram for the proposed NN model in Figure 3.4, depicting the
maximum and minimum possible error and their number of occurrences; observe that the
model is quite accurate, with about 80% of errors being within the range of ± 0.2 kW for
a peak power of about 5 kW.
Ultimately, the estimated PDrc NN can be expressed as a function of time, ambient
temperature, TOU price, and Pmax, as follows:
PDrct = f(t,Pmax,TOU,T 0) (3.23)
Thus, the following mathematical model can be used in the proposed MEMS model to













IPx,tIWx,y +Bipy ∀y (3.25)
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Table 3.1: DER ratings for the modified CIGRE system.
Node DER type Pmax [kW]
1 Diesel Generator 800
9 CHP diesel 310
1 Diesel Generator 1400









9 Fuel cell 265
10 Photovoltaic 214
10 Battery 250
10 Residential fuel cell 17.5
13 CHP Microturbine 500
7 Wind turbine (inverter-interfaced) 1000
7 Wind turbine (SCIG) 500
It should be mentioned that other types of controllable/smart loads, beside the EHMS,
could be modeled in a similar way, with an appropriate NN model. Therefore, the proposed
approach can be considered generic in this regard, with the only requirement for the smart
load being that it should be able to respond to peak demand commands, as, for example,
the case of Peak Saver Plus loads [44].
3.4 Results and Discussions
To validate the proposed MEMS for a significantly complex isolated microgrid, the modified
CIGRE medium voltage benchmark network shown in Figure 3.6, which is based on a real
system [64], is considered, based on the test microgrid used in [17] but with 25% more
total ESS capacity, and including limits for the main transformer. The 3 diesel units
at Bus 1 have a combined capacity of 4,700 kW, and the total installed capacity in the
microgrid is 9,216 kW, including ESS, intermittent energy sources, and various other DGs,
as shown in Table 3.1; the feeder data can be found in Appendix A. In order to account
for the uncertainties and errors in the forecast of the RES and demand, normal probability
41
Figure 3.6: Modified CIGRE microgrid benchmark.
density functions (pdfs) for 24h- and 1h-ahead are used to obtain the wind, PV, and
demand power profiles, based on linear approximations of the difference between the 24h-
and 1h-ahead forecast errors with respect to time.
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In the RCLPE, the EHMS is considered to be managing four household appliances,
namely, the dish washer, cloth dryer, washer, and air conditioner. It is assumed that
50% of the total energy demand of households, which corresponds to 30% of the total
energy demand of the microgrid, is from controllable loads. The proposed integrated
MEMS approach could also be tested on the real microgrid system of KLFN; however, the
modified CIGRE benchmark system is more complex, and represents a more challenging
case to test the proposed approach. Hence, if the proposed approach provides feasible and
more optimal dispatch results for the CIGRE test system, the same can be expected for
the simpler KLFN system, and thus, here, results are only obtained for the former system
in this Chapter.
3.4.1 Case Studies
The proposed MPC based MEMS framework is validated for 24 h of operation, with a
recalculation time of 5 min. The MEMS model and the MUC and MOPF models, as part
of the DMEMS framework, were coded in GAMS [59]. The MEMS and MUC models are
MINLP problems, due to the smart load NN model in the MUC, and are thus solved using
the DICOPT solver [56]. The MOPF is a NLP problem that is solved using the SNOPT
solver [56].
To investigate the impact of DR on microgrid operation, different cases, from no con-
trollable loads to 100% EHMS loads (30% of total demand), are considered, where EHMS
loads in the microgrid are controlled through Pmax. Note that 20% controllable loads
means that 6% of the total energy demand of the microgrid is being controlled.
The proposed MEMS model using the MPC approach required on average 28 s to
obtain a solution for a single 24 h variable time-step horizon, in a Intel R© Xeon R© CPU
L7555 1.87GHz (4 processors) server; this is well within the 5 min MPC re-calculation
time. The process was repeated 288 times by shifting the time horizon forward by 5 min,
for 24 hours, thus simulating the MEMS operation for a full day; this computation took
180 min. On the other hand, the DMEMS framework required a total computation time of
around 30 min, with an average of 6.25 s per iteration. Although, the MEMS framework
requires a longer simulation time than the DMEMS framework, it is still feasible for real-
time applications.
Table 3.2 presents a summary of the results obtained from the MEMS application,
which shows that as DR control increases, the load curtailed by the MGO decreases, with
no need for curtailment for 100% DR control. Consequently, the total operating costs
are high without DR control, because of the high cost of load curtailment, decreasing as
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0 83,781 3,037 528 0.580 7,575
20 62,447 2,870 351 0.589 7,431
40 42,464 2,808 185 0.6 7,287
60 25,099 2,760 41 0.611 7,141
100 19,941 2,416 0 0.631 6,851


















0 315,354 1,097 2,468 0.568 7,576
20 289,379 1,067 2,252 0.578 7,431
40 263,168 1,064 2,034 0.589 7,286
60 241,396 1,033 1,853 0.6 7,141
100 195,833 1,053 1,474 0.622 6,851
DR is increased. Furthermore, the load factor, which represents the ratio of average daily
demand with respect to peak demand, increases from 0.580 to 0.631, indicating that the
load profile gets flatter as DR control increases. Finally, and as expected, the peak demand
decreases from 7.5 MW to 6.8 MW with increased DR control.
In Figure 3.7, the 24 h optimal Pmax profile obtained from the MEMS and the TOU
price profiles are depicted for 100% DR control. Figure 3.8 depicts 24 h PDrc profiles of
the RCLPE obtained with optimal Pmax from the MEMS with and without DR control.
From the summary of results presented for the DMEMS framework in Table 3.3, it can
be observed that with increased DR control, peak demand decreases from 7.5 MW to 6.8
MW, and the load factor increases from 0.568 to 0.622, which are similar to the results
presented in Table 3.2 for the proposed MEMS approach. However, note that even though
the total cost in DMEMS decreases with increased DR control, it is considerably higher
than the total cost obtained with the MEMS approach, due to significantly higher load
curtailment. Furthermore, observe that the total energy served by ESS with the MEMS
approach is higher than with the DMEMS, which indicates the MEMS method makes
effective use of the ESS in the dispatch, resulting in less load curtailment.
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Figure 3.7: Optimal Pmax obtained from the MEMS and TOU prices for 100% DR control.
Figure 3.8: Optimal PDrc obtained from the MEMS with and without 100% DR control.
The optimal dispatch of the DERs determined from the two EMS MPC approaches for
a 24 h interval, considering Pmax feedback or not, are presented in Figures 3.9 and 3.10.
The negative area shows the total charging energy absorbed by the ESS, and white spaces
under the demand (PD) line show the curtailed energy, confirming the better use of ESS
and less load curtailment with the proposed MEMS approach. Particularly, two important
time windows are highlighted in Figures 3.9 and 3.10:
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Figure 3.9: Optimal dispatch obtained from the MEMS approach with and without Pmax.
Figure 3.10: Optimal dispatch obtained from the DMEMS approach with and without
Pmax.
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Deterministic 19,941 2,416 103,822 0.631 6,851
Stochastic 20,098 2,480 104,626 0.641 6,799
• In Window 1 of Figure 3.9, observe that the ESSs are charged to store energy until
hour 6, and are dispatched to meet the high demand between hours 6 and 7. On the
other hand, for the DMEMS approach, as shown in Figure 3.10, the demand is not
fully met by the DGs and ESSs from hour 6 to 7, thus requiring load curtailment,
which is due to the ESSs not being optimally scheduled for charging during off-peak
hours.
• In Window 2, between hours 22 to 22.5, a peak demand of 7.4 MW is observed when
there is no Pmax control, because the EHMS shifts its controllable demand to these
hours when the TOU price is low. On the other hand, with Pmax control, the EHMS
manages the load demand such that the peak is reduced to 5.8 MW, hence reducing
load curtailment significantly.
• When energy is available from RES between hours 7 and 17, the MEMS approach
schedules more ESSs charging (Figure 3.9), which are dispatched to meet the de-
mand in Window 2. However, in the DMEMS approach (Figure 3.10), the ESSs are
not adequately charged to serve the peak demand, and hence load curtailment is
required from hour 19 to 22.5 due to lack of generation from DGs. Even though load
curtailment is still needed without Pmax control in the MEMS approach, it is lower
compared to that with the DMEMS framework.
3.4.2 Effect of Uncertainties in the RCLPE Model
As discussed in Section 3.3, there are errors associated with the NN-based smart load
model. Therefore, to study the effect of these errors in the proposed dispatch approach,
the errors λk in the output of the NN-based model are considered in the MEMS, based on
the normal pdf obtained from the error histogram shown in Figure 3.5. Note that this pdf
approximations overstates the actual error distribution in the model, thus representing a
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Figure 3.11: Optimal dispatch obtained from the MEMS approach including errors in the
estimation of PDrc.
worst case scenario for testing purposes. These errors are applied as a stochastic deviation
parameter of the controllable demand as follows:
PDrci,k = P̂D
rc
i,k(Pmaxk ) +λk (3.26)
where P̂Drci,k represents the deterministic output of the NN model (3.24).
The MEMS model including (3.26) was solved for 100% EHMS loads with Pmax control
for 24 h of operation using the MPC approach, and the obtained results are compared with
respect the previously obtained results with a deterministic load model, which does not
consider uncertainties in the output of the RCLPE, in Table 3.4. Observe that there is less
than 1% changes in the operating cost and peak demand; moreover, the change in the load
factor is only 1.5%. Furthermore, from the dispatch solution shown in Figure 3.11, note
that there are no significant changes in the dispatch compared to the schedule obtained
for the base case with Pmax control shown in Figure 3.9, showing that errors in the output
of the RCLPE have little impact on the dispatch solutions obtained with the proposed
MEMS.
3.5 Summary
In this chapter, an NN-based model of an EHMS was presented, to estimates the demand of
controllable loads as a function of ambient temperature, TOU prices, time of the day, and
peak demand limits. This developed mathematical model was integrated into a proposed
comprehensive MEMS model, formulated considering UC operational and network flow
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constraints simultaneously. The deviations in the forecast of RES and electricity demand
were managed by adopting an MPC approach. To evaluate the proposed MEMS approach,
an DMEMS approach was implemented by decomposing the EMS problem into UC and
OPF subproblems.
The MEMS and DMEMS techniques were compared on a CIGRE benchmark system,
demonstrating that, even though the MEMS method took longer to solve than the DMEMS
approach, better overall dispatch results were obtained, with less load curtailment and
better use of ESS resources, within feasible computational times for online applications.
Furthermore, the solutions obtained with both EMS methodologies considers a smart loads
highlighted the advantages of DR schemes, in particular with respect to reduction in peak
demand, load curtailment, total costs, and improvements in load factors, demonstrating
that the proposed DR scheme enhances the microgrid’s load serving capability. Finally,
it is shown that undesirable load spikes at low electricity price hours due to customer
response can be mitigated with the proposed approach. The main content of this chapter
was published in [65] and [66].
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Chapter 4
A Practical EMS for Isolated Micro-
grids
From the measurements in the actual isolated microgrids, it is found that the voltage drops
across feeders and the feeder losses are relatively small. Therefore, in this chapter, the need
for considering the network is evaluated, in the context of developing practical EMS models
for isolated microgrids.
Two practical EMS models are proposed and studied, considering the operational con-
straints of DERs, active-reactive power balance, unbalanced system configuration and load-
ing, and voltage dependent loads. A novel linearization approach is proposed and validated
based on the fact that, for isolated microgrids, due to the characteristics of feeders, net-
work losses and voltage drops across feeders are relatively small. The proposed practical
EMS models are compared with a typical decoupled UC and OPF based EMS with and
without consideration of system unbalancing. The proposed practical and “standard” EMS
models are tested and validated using a CIGRE medium voltage benchmark system and
the real isolated microgrid of KLFN in Northern Ontario, Canada. The presented results
demonstrate the effectiveness and practicability of the proposed EMS models.
4.1 Proposed Practical EMS Models
In a decoupled UC-OPF problem, it is possible to account for the impact of reactive power
supply in the UC decisions when solving the three-phase OPF problem, as proposed in [17].
Thus, if the OPF is infeasible, the commitment decisions of the UC subproblem can be
modified by forcing the commitment of the next available cheaper generator. This process
is repeated until a feasible OPF solution is obtained that satisfies all system constraints;
however, the UC-OPF solution in this case is sub-optimal. Furthermore, a three-phase
OPF problem is a complex NLP problem that requires significant computation time. Since
isolated microgrids are generally radial networks with relatively short and high-capacity
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feeders, these networks do not usually play a significant role in microgrid energy manage-
ment, as observed from measurements on actual remote microgrids [67]. Therefore, there
is a need to reevaluate the representation of the distribution network in EMS models, while
considering the need for voltage and reactive power management in the microgrid. Hence,
practical EMS models are proposed next, which include detailed three-phase models of DG
units, voltage dependent and unbalanced loads, reactive power balance constraints, and
UC DER constraints, with and without linear approximations of the feeder equations.
4.1.1 Linearized UC-OPF Model (EMS-1)
The conventional UC-OPF is a complex MINLP optimization model [17], which may be
transformed into by an MILP problem by linearizing the non-linear network equations,
based on the fact that typical isolated microgrids typically have short-length and high-
capacity feeders, and thus bus voltage magnitudes and angles do not change significantly
from node to node.
Nodal Power Balance
The demand-supply balance at each bus considers the output from dispatchable generators
and non-dispatchable PV and wind generator units, plus the total power demand from
commercial and residential customers, taking into account the generation from ESS units.
In this case, feeders can be modeled as follows [68]:
~Vabc,i = ~Vabc,j + ~Iabc,i,j ~Zabc,i,j ∀i, j (4.1)
where
~Iabc,i,j = (~Vabc,i− ~Vabc,j)~Yabc,i,j ∀i, j





















From these equations, the complex power injection at node i for phase l can be defined as
follows:
~S∗l,i,k = ~V ∗l,i,k
∑
j












i,j +δm,j,k−δl,i,k)] ∀l, i,k (4.2)






















i,j + δm,i,k− δl,i,k)−Vm,j,k cos(θ
l,m




















i,j + δm,i,k− δl,i,k)−Vm,j,k sin(θ
l,m
i,j + δm,j,k− δl,i,k)] ∀l, i,k
(4.4)
In order to linearize (4.3) and (4.4), the following assumptions can be made:
• V = 1 + ∆V , where ∆V is small, i.e., ∆V 2 ≈ 0.
• ∆δi,j ≈ 0, and thus sin(∆δi,j)≈∆δi,j , and cos(∆δi,j)≈ 1.
• ∆δl,m ≈ γl,m, where γa,b = 1200,γb,c = 1200, and γc,a = 1200.
• V α ≈ 1 +α∆V , and V β ≈ 1 +β∆V .
Based on these assumptions, the linearized active and reactive power balance equations
can be linearized as follows:
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Figure 4.1: Generator model.
∑
g∈Gi










i,j +γl,m) + (δm,j,k− δm,i,k)sin(θ
l,m












i,j +γl,m)] ∀l, i,k
(4.6)
Generator Constraints



















. Zabc is the per-phase impedance matrix of the machine, which
can be estimated from the sequence impedances of the generator.
~Iabc,g,k = (~Eabc,g,k− ~Vabc,g,k)~Yabc,g ∀g,k (4.8)




















As per Fig. 4.1, at the generator terminal, the currents in each phase can be determined
from (4.8). Hence, the per phase complex power output of the generator can be determined
as follows:
~S∗l,g,k = ~V ∗l,g,k~Il,g,k = ~V ∗l,g,k
∑
m








g +δm,g,k−δl,g,k)] ∀l,g,k (4.11)















g [Em,g,k sin(θl,mg + δEm,g,k− δl,g,k)−Vm,g,k sin(θl,mg + δm,g,k− δl,g,k)]
∀l,g,k (4.13)
In order to linearize (4.12)-(4.13), one can assume that Vl,g,k = 0.95 p.u., because in
isolated microrids with voltage dependent loads, the UC-OPF procedure will try to mini-
mize the network voltage to reduce demand, thus reducing costs, and hence voltages will
be close to their minimum value. Furthermore:
δEm,g,k− δl,g,k = δEm,g,k− δEl,g,k + δEl,g,k− δl,g,k (4.14)
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where δEm,g,k− δEl,g,k = γl,m, and thus:
δEm,g,k− δl,g,k = γl,m+ δEl,g,k− δl,g,k = γl,m+ ∆δEl,g,k (4.15)
On the other hand, defining the variables EXl,g,k = El,g,k cos(∆δEl,g,k), and EYl,g,k = El,g,k sin(∆δEl,g,k),
it follows that:
Ea,g,k = Eb,g,k = Ec,g,k ∀g,k (4.16)
∆δEa,g,k ≈∆δEb,g,k ≈∆δEc,g,k ∀g,k (4.17)
EXg,k ≈ EXa,g,k ≈ EXb,g,k ≈ EXc,g,k ∀g,k (4.18)
EYg,k ≈ EYa,g,k ≈ EYb,g,k ≈ EYc,g,k ∀g,k (4.19)




Y l,mg [0.95EXg,k cos(θl,mg +γl,m)−0.95EYg,k sin(θl,mg +γl,m)




Y l,mg [0.95EXg,k sin(θl,mg +γl,m) + 0.95EYg,k cos(θl,mg +γl,m)
− (1 + ∆Vl,g,k + ∆Vm,g,k)sin(θl,mg +γl,m)− (δm,g,k− δl,g,k)cos(θl,mg +γl,m)] ∀l,g,k (4.21)
Objective Function
The objective function representing the cost of the microgrid, including generation costs,












The following constraint guarantees that proper spinning reserves for the microgrid are






[PPVl,i,k +PPWl,i,k +PDcl,i,k(1 + ∆Vl,i,kαck)
+ (PDrl,i,k)(1 + ∆Vl,i,kαrk)−PLCl,i,k] ∀k (4.23)
Generalized UC Constraints
These include limits on active power generation, ramp-up and ramp-down, minimum up-
time and down-time constraints, and coordination constraints, as explained in Section 3.1.
ESS
These constraints include the energy balance constraint and constraints to prevent simul-
taneous charging/discharging, limits on SOC, and charging/discharging power, as follows:
SOCn,k+∆tk −SOCn,k =
P chn,kηchn − P dchn,kηdchn
∆tk ∀n,k (4.24)
U chn,k +Udchn,k ≤ 1 ∀n,k (4.25)
SOCn ≤ SOCn,k ≤ SOCn ∀n,k (4.26)
P chn,k ≤ PESSnU ch ∀n,k (4.27)
P dchn,k ≤ PESSnUdch ∀n,k (4.28)
Grid Operational Constraints
This includes the following bus voltage constraint:
∆V ≤∆Vl,i,k ≤∆V ∀l, i,k (4.29)
Current limits are not considered in this model, because the short-length and high-capacity
of feeders in isolated microgrids make these limits unnecessary, as demonstrated by the
results discussed in the next section. However, these limits could be readily included if
required without affecting the linearity of the model.
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Figure 4.2: Single-node representation of an isolated microgrid.
4.1.2 Linearized UC-OPF Model (EMS-2)
As discussed before, in isolated microgrids, the voltage drop across the feeder and losses in
the feeders are not significant, and hence one may assume that all the DERs and loads are
basically connected to a single bus, as shown in Figure 4.2. This is consistent with what
has been observed in real microgrids, where the feeder capacity is designed to be greater
than the maximum system demand, as in case of the Huatacando microgrid in Chile [22], as
well as the Bella Coola microgrid [69] and Hartley Bay microgrid [70] in British Columbia,
Canada. However, it is necessary to consider unbalanced system loading, voltage dependent
loads, and reactive power regulation in general. In this case, the objective function is the
same as (4.22), but the model constraints change as discussed next.
Demand-Supply Balance
This constraint ensures that the total generation is equal to the total demand, for each
















Hence, assuming that V = 1+∆V , where ∆V is small, so that it can be approximated by
V α ≈ 1 +α∆V , (4.30) can be approximated by:
∑
g




≈ PDcl,k(1 +αck∆Vl,k) +PDrl,k(1 +αrk∆Vl,k)−PLCl,k ∀l,k (4.31)
Similarly for reactive power balance constraints:∑
g
Ql,g,k ≈QDcl,k(1 +βck∆Vl,k) +QDrl,k(1 +βrk∆Vl,k)−K2PLCl,k ∀l,k (4.32)
Reserve Constraint
The following constraint guarantees that spinning reserve requirements for the microgrid












[PDcl,k(1 +αck∆Vl,k) +PDrl,k(1 +αrk∆Vl,k)−PLCl,k +PVl,k +PWl,k]∀k (4.33)
Other Constraints
In addition to the above, the generator model (4.20)-(4.21), generalized UC constraints,
ESS constraints, and voltage limit constraints defined for the EMS-1 model are also con-
sidered in this model.
In order to capture the deviations in forecast of RES and demand, the forecasts are
updated at every time step implementing an MPC technique with a recalculation time of
5 min and a 24 h time horizon, as discussed in Section 3.2.3. The practical EMS models
proposed here are MIQP problems, and are solved using the CPLEX solver in GAMS [56],
on an Intel R© Xeon R© CPU L7555, 1.87 GHz 4-processor server. The UC subproblem of the
decoupled UC-OPF model is also an MIQP problem solved with CPLEX, while the OPF
subproblem is an NLP problem solved using the SNOPT solver [56], [59].
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4.2 Results and Discussions
In order to evaluate the accuracy of the proposed practical EMS models, a power flow
problem is solved using the generator dispatch obtained from these models and including
slack active power ∆P and reactive power ∆Q variables at each node; the sum of these
slack variables, for each EMS model, yield a total measure of the power flow accuracy of
the linearized model. The same forecasting approach explained in Section 3.4 was used
here to simulate the real application of the proposed models, and the real-time operation
of the microgrid, considering the dispatch schedule obtained, is also evaluated by solving a
three-phase power flow problem using the actual, i.e., not forcasted, demand and renewable
generation, with the internal voltage angle and magnitude being kept fixed for the generator
controlling the system frequency (slack bus), and fixed active and reactive power outputs
for the rest of the DERs. Based on the change of power in the slack generator for this
power flow problem, the actual microgrid operating costs can be calculated and compared
for all EMS models.
The developed dispatch models are tested and validated on a modified CIGRE bench-
mark system [17], and on the real Northern Ontario-Canada isolated microgrid of KLFN
to evaluate their practical application.
4.2.1 CIGRE Benchmark System
The same modified CIGRE benchmark system with 25% more ESS capacity used in Section
3.4, shown in Figure 3.6, is also used here to test and validate the proposed EMS models.
The dispatch models are simulated for 24 h of operation with an MPC recalculation time of
5 min. For comparison purposes, four different EMS models are considered: EMS-1 (Case
I), EMS-2 (Case II), unbalanced decoupled UC-OPF (Case III), and balanced decoupled
UC-OPF (Case IV). It is assumed that generator G1 is responsible for frequency control
because of its large capacity.
Table 4.1 presents a summary of results obtained for all the EMS models. The values
of ∆P and ∆Q are presented in % of the total demand, and the maximum observed errors
over the 24 h period are shown. Observe that the EMS-1 model (Case I) yields the least
operating cost dispatch, with maximum errors in active and reactive power injection of
0.6% and 3%, respectively. The EMS-2 model (Case II) yields a solution with larger errors
as compared to Case I, at lower computational costs, as expected. It is important to note
that the dispatch solutions obtained from the decoupled UC-OPF with and without the
unbalanced condition, i.e., Case III and Case IV, respectively, resulted in higher estimated
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Figure 4.3: Dispatch for all four EMS cases for the CIGRE test system.




















I 12,775 12,750 0.6 3 10,800
II 12,828 12,705 1.1 6 2,760
III 13,037 12,975 0 0 18,600
IV 12,970 12,907 3.6 4.12 9,960
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and acutal operating costs as compared to the proposed practical EMS models, at much
higher computational costs, as expected. The power flow errors in Case IV are due to the
fact that a balanced power flow model was used in the dispatch solution, but the system
is in fact unbalanced. None of the feeders reached their current capacity limits.
Figure 4.3 presents the plots of dispatch for all the models considering the modified
CIGRE test system. Note that G1 and G13 are committed for the entire 24 hour operating
horizon, in all cases. However, during hours 15-17, G9 is committed in Cases I and II in
order to meet the reactive power requirements, since it has a low minimum generation limit,
but has a high operating cost. On the other hand, in Cases III and IV, G2 or G3 replace G9
during hours 15-17, because these are the next available cheaper units; however, this results
in higher operating costs overall, thus showing that the proposed practical EMS methods
yield more optimal solutions than the decoupled UC-OPF approaches. The latter is due
to the fact that the decoupling and NLP OPF subproblem in the UC-OPF models yield
sub-optimal solutions, while the EMS-1 and -2 are more optimal because of the coupling
of UC and OPF, and the MIQP mathematical modeling.
4.2.2 Kasabonika Lake First Nation System
The KLFN system model used, shown in Figure 4.4, with DER and feeder data given in
Appendix B, allows to evaluate the performance of the proposed EMS models in a real
existing microgrid in a Northern Canada. The measured generation data from existing
12.4 kW roof-top PV panels and 30 kW wind turbines are used in these simulations. A
solar PV plant of 250 kW, as shown in Figure 4.4, will be installed at Bus 3; however,
in this work, this plant is not considered, as it is not yet installed, and it is not needed
to demonstrate the effectiveness of the proposed EMS models. There are 3 diesel units,
operated one at a time as per the utility’s dispatch rules, with the largest unit being of
1.5 MW capacity. The commercial demand is represented by the data measured from the
Store (STR), the School (SCL), the Police Station (PLC), the Nurse Station (NRS), and
the Water Treatment Plant (WTP). The total residential demand at an hour is calculated
from the measured total generation net of the total commercial demand, assuming that
losses are not really significant in this microgrid, given the length and capacity of the
feeders. Note that a 100% unbalance condition is considered, where load on one phase is
twice the load in the other two phases, as is the actual case during the summer months for
two phases; hence, the assumed unbalancing represents a more extreme condition than in
the actual system.
Table 4.2 presents the summary of results obtained from the EMS models for the KLFN
system. Observe that, similarly to the CIGRE test system, the EMS-1 model provides the
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Figure 4.4: Kasabonika Lake First Nation system.




















I 12,928 12,863 0.24 0 13,000
II 12,979 12,958 0.25 0 1,980
III 14,457 14,415 0 0 5,640
IV 14,452 14,573 17 25 5,660
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Figure 4.5: Dispatch for all cases for the KLFN system.
least cost dispatch, with the EMS-2 following closely, with negligible values of ∆P and
∆Q in both cases. The latter can be attributed to the relatively smaller system size of
KLFN microgrid as compared to the CIGRE microgrid; this is also the reason for the low
computational burden of Cases III and IV. Note that there is a significant difference of
around 10% in the operating costs of the practical EMS models Cases I and II with the
decoupled UC-OPF models (Cases III and IV). Observe also that in spite of the 100%
unbalanced condition, there is no significant difference in operating costs between Case III
and Case IV, since only one generator is dispatched at a time, with negligible differences
in the generator active power output between the two cases.
Figure 4.5 depicts the stacked area plot of the calculated dispatch considering each of
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the EMS models for KLFN system. There were only two main generators participating in
the dispatch, G1 and G2, with G1 operating during the peak hours only. For the practical
EMS models (Cases I and II), G1 was dispatched only during hours 19-22 while for the
decoupled UC-OPF models (Cases III and IV), G1 was dispatched during hours 14, 16, and
18-22, since the UC subproblems in the decomposed EMS approach (Cases III and IV) do
not consider voltage dependency of the loads, thus committing more capacity. Generator
G1 mostly operates near its minimum generation limit, which is the least efficient operating
point of the generator; therefore, there is significant difference in the operating cost in Cases
I and II compared to Cases III and IV.
4.3 Summary
In this chapter, two novel and practical EMS models were proposed by linearizing UC-
OPF models with and without the grid, and considering DER operational constraints,
active-reactive power balance, voltage-dependent loads, and unbalanced system condtions.
Furthermore, the decoupled UC-OPF models were studied both with and without consid-
ering unbalanced loading. All the EMS models were tested and validated using a modified
CIGRE benchmark system, highlighting the benefits of the proposed practical EMS models
in terms of reduction in operating costs by more efficiently dispatching the system units, at
reduced computational costs. Additionally, the EMS models were tested and validated on
the KLFN isolated microgrid, showing that a significant reduction in operating costs with
accurate and realistic dispatch can be obtained with the proposed practical EMS models.
The results show that approximating the network is a valid approach for isolated micro-
grids, as the power flow errors are relatively low. Thus, the proposed practical EMS model
with a single node approximation of the system is shown to yield reasonable results, while
considering voltage-dependent loads, active-reactive power management, and unbalanced
system conditions, and hence should the preferred approach for EMS applications in prac-
tice. Note that in practice, a simple linear UC approach is used for generators dispatch,
which yields significant network error and high-cost dispatches; therefore, the proposed
EMS method could be a better dispatch approach for isolated microgrid in practice. The
main content of this chapter has been submitted for publication in [71].
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Chapter 5
Modeling and Impact of Electric Ther-
mal Storage Systems
In this chapter, a mathematical model of the ETS system is developed and integrated into
an EMS for isolated microgrids, using a decoupled UC-OPF EMS approach, to dispatch
fossil-fuel-based generators, ESS, and ETS charging. The proposed ETS-EMS framework
is tested and studied on a modified CIGRE medium voltage benchmark system, which
comprises various kinds of DERs, and on the real KLFN isolated microgrid system. It is
shown that the ETS significantly reduces operating costs, and allows for better integration
of intermittent wind and solar sources.
5.1 Mathematical Modeling
5.1.1 Electric Thermal Storage System Model
The schematic of house heating with an ETS system is depicted in Fig. 5.1. The thermal
demand of the house is estimated based on the ambient temperature T 0 and the tem-
perature set point Ts, using the Smart Residential Load Simulator (SRLS) [72], [73]. As
discussed in Section 2.5, an ETS system comprises an electric heating element that converts
the electric input PETSEL into thermal output PETST H , which is stored in high density
bricks [52]. The estimated thermal demand P THs obtained using the SRLS is considered
as the thermal discharge set point for the ETS. The ETS system discharges the stored
thermal energy to meet the thermal demand of the house P TH . In steady state, P TH
would be equal to P THs , with P TH representing the thermal demand of typical Northern
community households in the equations given next.
For the model of the ETS system, the following discrete time equations are used:
EETSk+1 = EETSk + (PETS
T H
















k = 0 ∀k ∈ {T : (1−ηS)ĒETS ≤ ¯
P TH} (5.4)
Note here that the self-discharge of the ETS is described by (1−ηS)EETSk , while LETS
T H
k
represents the effective self-discharge of the system. Since the thermal demand P TH is
estimated considering the room temperature to be the same as the temperature set point,
when thermal demand is higher than the self-discharge (1− ηS)EETSk , P TH will be the
same as the sum of the thermal discharge and self-discharge of the ETS. Thus, the effective
self-discharge of ETS LETST Hk is zero, as in (5.4). However, when P THk is less than (1−
ηS)EETSk , LETS
T H
k will be greater than zero, as in (5.3), and can be calculated using (5.2).
The conversion from electric to thermal power that is fed into the thermal energy













5.1.2 Microgrid EMS Model with ETS
The widely used approach of decomposing the EMS problem into UC and OPF subprob-
lems, is used here to obtain efficient solutions suitable for online applications, as discussed
in Section 3.2.1. The mathematical models of the UC and OPF subproblems are discussed
next.
UC Subproblem
The objective function of this subproblem is to minimize the operating cost of the microgrid,
including generation costs, start-up and shut-down costs of diesel generators, costs of the
ETS effective losses, and the significantly high costs associated with load curtailment, and











where xi represents the number of electric heating units at Bus i, while µi denotes % share
of electric heating replaced by ETS at Bus i.
The model constraints are the following:
• Demand-Supply Balance: This constraint ensures that the total generation is equal















k +χi(1−µi)P THk −PLCi,k ] ∀k (5.9)
• Reserve Constraint: The following constraint guarantees that spinning reserve re-









+χi(1−µi)P THk −PLCi,k +PVi,k +PWi,k] ∀k (5.10)
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• Generalized UC Constraints: These constraints represent active power generation,
ramp-up and ramp-down, minimum up-time and down-time limits, and coordination
constraints, as discussed in Section 3.1.
• Energy Storage System: The following ESS constraints include the energy balance
constraint (4.24) and constraints to prevent simultaneous charging/discharging (4.25),
limits on SOC (4.26), and charging/discharging power (4.27) and (4.28).
• Electric Thermal Storage: The ETS constraints include the energy balance equations
(5.1)-(5.5), and the limits on stored energy and charging power (5.6) and (5.7).
OPF Subproblem
This subproblem objective function is the minimization of the operating cost of the micro-
grid, subject to active and reactive power balance constraints at each node, limits on active
and reactive power generation of the controllable DERs, ESS constraints, ETS constraints
(5.1)-(5.7), and other grid operating constraints such as bus voltage limits. The objective
function and constraints of the OPF are presented next.
• Objective Function: The objective is to minimize the operating cost of the micro-
grid, including generation costs and costs associated with load curtailment and ETS











• Power Balance: The following power balance equation at each bus considers the
output from DG, PV and wind units, and the total power demand of loads from
commercial and residential customers, taking into account ESS charging and dis-
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charging, and ETS charging:
∑
g∈Gi
































Vi,kVj,kYi,j sin(θi,j + δj,k− δi,k) ∀k, i, j (5.13)
Here, residential and commercial loads are modeled as exponential functions of volt-
age.
• Reserve Constraint: Even though the commitment decisions of DERs are obtained
from the UC subproblem considering spinning reserves, reserve constraints still need
be included in the OPF subproblem to ensure proper operating margins. Thus,









+χiµiPETSk +χi(1−µi)P THk + (PDri,k−PLCi,k )V
αrk
i,k ] ∀k (5.14)
Note that Ŵg,k in (5.14) denotes the optimal UC decisions which are applied in the
OPF as fixed parameters.
• Grid Operational Constraints: These include (3.5)-(3.8), (3.18), and (3.19) with the
binary variables Wg,k,Ug,k and Sg,k obtained from the UC solution being same treated
as parameters Ŵg,k, Ûg,k and Ŝg,k. These constraints impose limits on active/reactive
power generation and voltage at each node, plus feeder current limits.
• Energy Storage System: The ESS constraints are (3.13) to (3.17).
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Figure 5.2: MPC time horizons.
5.2 Results and Discussions
In order to account for the deviations in the forecast of the RES and demand, an MPC
technique is used with recalculation time of 5 min and time horizons as shown in Figure
5.2, as discussed in Section 3.2.3. The EMS model is coded in GAMS [59], with the
UC subproblem being an MIQP problem solved using the CPLEX solver [56], in which the
maximum absolute relative gap is set at 1%, which corresponds to a maximum difference of
1% between the best possible integer solution and the global optimal non-integer solution.
The OPF subproblem is an NLP problem solved using the SNOPT solver.
The developed ETS-EMS model is tested and validated using the modified CIGRE
benchmark system, shown in Figure 3.6. The model is also tested on the real isolated
microgrid of KLFN shown in Figure 4.4 to evaluate the practical application and possible
actual benefits of ETS. The MPC based ETS-EMS approach is simulated on both systems
for 6 days, from January 25 to 30, 2015, considering the same ambient temperature profile
for both test systems (KLFN data from [74] was used). The demand, wind, and solar
profiles for the KLFN system are real measured data, while for the modified CIGRE test
system these data are provided in [17] for a single day, which are then perturbed considering
normal pdfs to simulate different days. To simulate forecast errors, normal pdfs were used
to perturb the actual profiles, as discussed in Section 3.4. The ETS system self-discharge
rate (1−ηS) used for these studies is 0.2 %/h [38].
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Table 5.1: Summary of Results for CIGRE system







[$] [MW] [kWh] ESS G3
I 148,718 6.76 293 1.4 4
II 117,136 6.43 0 0.5 2.6
III 116,735 6.47 0 0.34 1.9
5.2.1 CIGRE Benchmark System
For the presented studies, 50% of the total residential demand is assumed to be electric
heating demand [75]. The electric heating demand profile is obtained by using the Smart
Residential Load Simulator [72], [73], considering typical parameters of detached single
houses in Canada [76].
The following three cases are analyzed:
• Case I: No ETS system.
• Case II: 50% of the electric heating demand is provided by ETS.
• Case III: 100% of the electric heating demand is provided by ETS.
Table 5.1 presents a summary of the results for all cases for the modified CIGRE benchmark
system. Observe that there is a significant difference in the operating cost of the microgrid
between Case I and the other two cases, where electric heating is provided by the ETS
system, because of the load curtailment required in Case I. Thus, with the introduction
of ETS systems, the peak demand is reduced by 4.9% and 4.3% in Cases II and III,
respectively. Observe that the share of energy supplied by the ESS and the most expensive
generator (G3) in the total energy dispatch is reduced significantly from Case I to Case
III, which further reduces the operating costs, and demonstrates the diminishing role of
ESS when ETS is introduced. It should be mentioned that for this benchmark system, the
feeder current limits were enforced but did not become active.
Figure 5.3 presents stacked-area plots of the optimal dispatch for the first day obtained
for all the cases considered. The negative areas in these plots correspond to the charging
of the ESS, and the dark grey line depicts the total demand including electric heating. The
black dotted line denotes the total demand including the electric heating load and including
71
Figure 5.3: Dispatch for all three cases for the CIGRE test system.
the ETS charging power. Finally, the white area below the demand line corresponds to
load curtailment. The following can be observed in these plots:
• In Case I, load curtailment during hours 9 and 10 takes place due to insufficient
generation capacity.
• In Case II, a significant reduction in use of ESS can be observed due to the introduc-
tion of the ETS systems. In Case III, the use of ESS is almost negligible.
• With the introduction of ETS system, the use of the most expensive generator G3 is
reduced. Thus, in Case I, the share of G3 in the dispatch is 4%, which is reduced to
2.6% in Case II and further reduced to 1.9% in Case III.
Figure 5.4 depicts the ETS charging power, the ETS energy levels, and the thermal
demand for Case III. Note that in the time Windows 1 and 5, the ETS is charged during
the off-peak hours, while in on-peak hours in Windows 2 and 4, the ETS is not charged,
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Figure 5.4: ETS charging power and energy, and thermal demand for the CIGRE test
system.
using the stored energy to meet the thermal demand. In Window 3, when energy from
RES is available, the ETS is charged again. This matches the dispatch and use of ETS
discussed in [38].
5.2.2 Kasabonika Lake First Nation System
The KLFN system model used here allows to evaluate the potential contribution of ETS
systems in a real existing Northern community microgrid. As the KLFN community is
planning to build a new 250 kW PV plant, the system is analyzed with and without
this solar plant, considering feeder current limits, to study the impact of ETS on RES
integration.
In this system, 30% of the total residential electricity demand is assumed to be from
electric heating demand [77]. The electric heating demand profile is obtained in this work
using the Smart Residential Load Simulator [72], [73], considering parameters of a typical
KLFN house and measured ambient temperature data [74].
As in the CIGRE system, the following three cases are analyzed:
• Case I: No ETS system.
• Case II: 50% of the electric heating demand replaced by ETS.
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• Case III: 100% of the electric heating demand replaced by ETS.
Table 5.2 shows the results for all these cases, with and without the 250 kW PV plant.
Note the significant reduction in operating costs by increasing the penetration of ETS in
both scenarios; then, without the PV plant, the maximum cost reduction is 12%, and with
the PV plant, a cost reduction of up to 22.8% is possible. Observe that the peak demand is
not reduced in this system, which, however, is only around 50% of the maximum capacity
of the system. As with the modified CIGRE benchmark system, feeder current limits were
not reached, given that the feeder capacities are typically designed to be larger than the
system peak demand in remote microgrids, as discussed in Section 4.1.1.
In Figures 5.5 and 5.6, the stacked-area plots of the optimal dispatch obtained for all
the cases and both scenarios of PV plant are depicted for the first day. The following
observations can be made:
• The demand can be met by one of the two smaller generators at all times, since in
the considered days, the demand was not high enough to dispatch the new 1.5 MW
generator G1.
• With the increase of ETS penetration, the total time G3 is ON increases (see Table
5.2), which highlights the efficient operation of generators, since G3 operates near its
maximum capacity with increased ON time, so that the total ON time of G2, which
operates at low efficient operating point due to low demand compared to its capacity,
is decreased.
• Because of inclusion of ETS when the system has no significant penetration of re-
newable power, generators G2 and G3 operate about the same amount of time, near
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Figure 5.5: Dispatch for all cases for the KLFN system without 250 kW PV plant.
their optimal operating point. As the PV power penetration is increased, the smaller
generator is used more, as expected [77].
To analyze the reduction of cost with respect to ETS penetration, the share of ETS
is increased from 0% to 100% in steps of 10% in the scenario with the 250 kW PV plant.
The impact of this increase on the operating costs is shown in Figure 5.7, where it can
be observed that the operating cost steadily decreases as the ETS penetration increases.
These results support the introduction of ETS systems in the KLFN community.
5.2.3 Sensitivity Study
In order to analyze the impact of the location, capacity and the number of ETS units on
operating costs, a sensitivity study is presented here, for the KLFN isolated microgrid,
using actual measured electricity demand and output from PV and wind generators. The
6-day dispatch problem was repeated considering various commercially available ETS unit
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Figure 5.6: Dispatch for all cases for the KLFN system with 250 kW PV plant.
Figure 5.7: Percentage of electric heating replaced by ETS systems versus operating costs
for the KLFN system.
capacities of 20 kWh, 27 kWh, 33 kWh, and 40 kWh [52], and varying the number of
ETS units from 4 to 40, depending on the ETS capacity. Figure 5.8 shows that the total
operating cost decreases with the number of ETS units in a approximately linear manner
for all ETS capacities. Also note that the overall 6-day least operating cost is obtained with
20 units of 40 kWh ETS, while for the other ETS unit capacities, the minimum operating
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Figure 5.8: Variation of total operating cost with number of ETS units for the KLFN
System.
Figure 5.9: Variation of total operating cost with total ETS capacity for the KLFN System.
cost increases with decreasing in the ETS capacity.
Figure 5.9 shows the variation of total operating cost with total ETS capacity for the
different ETS unit capacities considered. Observe that the 40 kWh ETS is the cheapest
option in most cases due to its larger charging power limits, as compared to all other ETS
unit capacities.
To analyze the impact of the location of ETS systems, the 6-day dispatch problem was
solved assuming that 50% of the households with electric heating have a 40 kWh ETS,
and changing the number of houses per bus with ETS. As shown in Figure 5.10, two ETS
distributions per bus are considered; in Case 1, the ETS are located at Buses 4-9 only,
which are closer to the generators, while in Case 2, the ETS are located at Buses 9-11,
which are farthest from the generators. As expected, because of the typical size of the
KLFN isolated microgrid, the operating costs obtained for the two cases are more or less
the same, indicating that the location of ETS systems do not significantly impact the
operating costs of the considered microgrid.
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Figure 5.10: Distribution of number of ETS units at various buses for the KLFN System.
5.3 Summary
A mathematical model for an ETS system was presented and integrated into a decoupled
UC-OPF microgrid EMS model, with an MPC approach to account for the deviations in the
forecast of RES and demand. The proposed ETS-EMS framework was tested and validated
using a modified CIGRE benchmark system, highlighting the benefits of integration of
ETS systems in terms of reduction in operating costs, load curtailment, and use of ESS.
Additionally, the ETS-EMS model was tested with the real KLFN isolated microgrid,
showing a possible reduction in operating costs of up to 23%, demonstrating that the
higher the penetration of RES, the more reduction in operating costs, with diesel units
operating closer to their optimal point. A sensitivity study was also performed to analyze
the impacts of the location, number, and unit capacity of the ETS systems on the operating
costs of KLFN microgrid, illustrating that the location has negligible impact on operating
costs, while the operating costs decrease linearly with the number of ETS units, and as
the capacity of the ETS units increase, the operating cost decreases. The main content of
this chapter has been published in [78].
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Chapter 6
A Sustainable Microgrid EMS
From the review of the literature, it is observed that there are no reported attempts to
analyze the impact of DR on pollutant emissions from fossil-fuel-based DG units in a mi-
crogrid. Thus, in this chapter, the emission models of the fossil-fuel-based generator, which
can be integrated into EMS models are presented. Constant energy demand shifting load
models are also considered and integrated into the EMS to examine the impact of DR on
the system emission and operating cost. The impact of including the emission models on
the operation of an isolated microgrid, emissions, and costs, are studied considering differ-
ent operating strategies. The proposed operating strategies are validated on the modified
CIGRE medium voltage benchmark microgrid system, demonstrating the effectiveness of
the proposed EMS and studying the impact of DR on emissions and costs.
6.1 Mathematical Modeling
6.1.1 Emission Model of Generators
Emission models of fossil-fuel-based DG units are proposed here, representing the math-
ematical relationship between the loading level of DG units and the associated amount
of pollutant emissions, namely, carbon dioxide (CO2), nitrogen oxide (NOx) and carbon
monoxide (CO). Thus, the emissions at different loading levels of DG units can be obtained
as follows:
Ep,g(Pg) = ψp,g(Pg)Lg(Pg) ∀p,g (6.1)
The amount of pollutant emissions per unit fuel combustion ψp,g can be found in [79].
The equivalent CO2 emission from each pollutant can be determined by multiplying
the Global Warming Potential Index (GWPI) of the pollutant ξp, given in [80], with the
respective pollutant emissions, as follows:
ECO2p,g (Pg) = ξpEp,g(Pg) ∀p,g (6.2)
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The equivalent CO2 emission from a DG unit can then be determined by summing the




ECO2p,g (Pg) ∀g (6.3)





where it can be observed that the emission from a DG unit is directly dependent on its
loading level.
The equivalent CO2 emission from a DG unit operating at a given loading level at time
k can also be expressed in general form as follows [7]:




g,k∆tk + eemg Pg,k +femg Wg,k)∆tk
+Cem−supg Ug,k +Cem−sdng Sg,k ∀g,k (6.5)
which is a generic quadratic function depicting the relationship of equivalent CO2 emis-
sions with the DG loading level. Note also that (6.5) includes equivalent CO2 emissions
associated with DG unit start-up and shut-down, where the start-up emission coefficient
Cem−supg denotes the amount of CO2 emission during the DG unit start-up, which is as-
sumed equivalent to 5 min of full load operation of the DG unit, while the shut-down
coefficient Cem−sdng denotes the CO2 emission during shut-down operation, which is as-
sumed equivalent to 2.5 min full load operation of the DG unit [7]. From (6.4) and (6.5),
the coefficients demg , eemg , and femg can be determined using a simple curve-fitting technique.
Hence, the mathematical model for CO2 emission from a DG unit given by (6.5) can be
integrated into the microgrid UC model as discussed next.
6.1.2 Microgrid UC Model
The model is developed from the perspective of the operator, who seeks to minimize the
operating costs of the microgrid, including generation costs, and start-up and shut-down




[(dgP 2g,k∆tk + egPg,k +fgWg,k)∆tk +Csupg Ug,k +Csdng Sg,k] (6.6)
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In addition, the constraints discussed next can be defined to represent the operational
constraints of the microgrid.
• Demand Supply Balance: The following constraints ensure that the total generation













[PDci,k +PDri,k +PDrsi,k] ∀k (6.7)
In this case, it is assumed that a part of the residential load PDrsk is controllable and
hence is an optimization variable, as it can be shifted to other hours. The rest of the
load, which is uncontrollable, can be obtained using a forecasting engine.
• Reserve Constraints: These constraints ensure that the spinning reserve requirement





[PDci,k +PDri,k +PDrsi,k +PVi,k +PWi,k] ∀k (6.8)
• DR Constraints: The controllable demand PDrsk is a power-shifting demand that
can be shifted and recovered within the same day, considering the maximum and
minimum limits of the shiftable demand. This can be modeled as follows:∑
k
PDrsi,k∆tk ≥ 0 ∀i (6.9)
PDrsi ≤ PDrsi,k ≤ PD
rs
i ∀i,k (6.10)
• UC Constraints: These constraints include active and reactive power generation lim-
its, ramp-up and ramp-down constraints, minimum up-time and down-time con-
straints, and coordination constraints, as discussed in detail in Section 3.1.
• Energy Storage System: The ESS constraints include the energy balance constraint
(4.24), and constraints to prevent simultaneous charging/discharging (4.25), limits
on SOC (4.26), and charging/discharging power (4.27) and (4.28).
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6.1.3 Operating Strategies
The following five different operating strategies are considered to study the optimal dis-
patch of microgrid DG units and the role of DR in system emissions and costs:
• Operating Cost Minimization (Case I or Base Case): The operating costs of the
microgrid includes generation cost, and start up and shut down costs as given in
(6.6). This case represents the current EMS practice in isolated microgrids, and
is not sustainable from a long-term perspective. The next four cases include the
proposed emission models, thus representing sustainable models.
• Emission Cost Minimization (Case II): The equivalent CO2 emission cost for fossil-
fuel-based DG units is obtained by multiplying the social cost of equivalent CO2
emissions Γ with the total equivalent CO2 emissions from generation, start-up and




[(demg P 2g,k∆tk + eemg Pg,k +femg Wg,k)∆tk +Cem−supg Ug,k +Cem−sdng Sg,k]
(6.11)
• Minimization of Emission and Operating Costs (Case III): In order to consider the
pollutant emissions and the operating cost of DG units simultaneously in the for-
mulation of the EMS objective function, one of the strategies is to minimize the
algebraic sum of equivalent CO2 emission costs and operating costs. The key feature
of this multi-objective strategy is that it does not require prior knowledge of the as-
piration levels of these conflicting objectives, their minimum or maximum values, nor
the weights associated with them to obtain an optimal dispatch. Such an objective
function can be expressed as follows:
Joc = Jop+Jem (6.12)
• Pareto-optimality of Operating and Emission Costs (Case IV): In this case, the objec-
tive function is formulated considering both the operating costs and emission costs as
a normalized function to obtain the Pareto-optimal solution between the two objec-
















Figure 6.1: Scheduling time horizon using a receding horizon approach.
• Minimization of Deviation of Operating and Emission Costs (Case V): In this case,
the objective function seeks to minimize the weighted sum of two quantities: the
deviations in the operating costs from its aspiration level, and the deviation in the
equivalent CO2 emission costs from its aspiration level based on the goal programming
method (as discussed in Section 2.5.6), as follows:
Jgp = wD1 + (1−w)D2 (6.14)
where
D1 = Jop−A1 (6.15)
D2 = Jem−A2 (6.16)
and A1 and A2 are the aspiration levels of operating and emission costs, respectively.
The aspiration levels are the desired target values of the objective function such as
operating cost or emissions, which are set by the system operator, planner, or policy
maker. In the present work, the aspiration level of the operating cost A1 is considered
to be the minimum operating cost obtained from Case I, while the aspiration level of
emission cost A2 is set at the minimum emission cost obtained from Case II. These
are stiff targets to achieve simultaneously, and represent the “ideal” solution, which
the model “aspires” to attain.
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Figure 6.2: Emission characteristics of DG units.
6.2 Results and Discussions
An MPC approach is adopted here to account for the deviations in the forecast of RES
and demand, where the dispatch problem is resolved considering updated forecast of the
generation from RES at every 5 minute recalculation time interval, as explained in [17]
and Section 3.2.3. The obtained UC dispatch of DERs is valid only for the next time
interval. Moreover, in order to balance the shiftable demand over a day and also to
maintain the SOC level at the end of the day, the time horizon is considered to be receding
at every recalculation iteration, in which the initial time step is shifted forward by one time
interval, while the last time step is kept fixed, as depicted in Figure 6.1. The proposed
operating strategies for the proposed EMS model are tested on the CIGRE medium voltage
benchmark network depicted in Figure 3.6. The social cost of equivalent CO2 emissions Γ
is assumed to be 37 $/tonne [81].
The emission data sheet of the respective generators and their emission factors [79],[82]
yield the equivalent CO2 emission characteristics of the five DG units illustrated in Figure
6.2, from which the corresponding co-efficients of the equivalent CO2 emission functions
shown in Table 6.1 can be obtained. Note in Figure 6.2 that DG unit G13 accounts for
the highest equivalent CO2 emission in tonne/kWh, and its emission level is significantly
higher compared to the other DG units; units G3, G1, G9 and G2 follow suit in decreasing
order of emissions.
As discussed earlier, five distinct operating strategies (UC objective functions) are con-
sidered to examine the microgrid EMS model performance. In order to study the impact of
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Table 6.1: Parameters of the DG emission characteristics
DG units G1 G2 G3 G9 G13
P̄g, MW 2.5 1.4 0.8 0.31 0.5
demg 1.2228 0.0234 4.3792 0 0.0088
eemg -0.48236 0.8114 -0.4755 1.8849 8.9722
femg 1.4235 0.1505 0.3449 -0.0087 0.0594
Cem−supg 0.0712 0.1075 0.0165 0.0479 0.3788
Cem−sdng 0.0356 0.0537 0.0082 0.0239 0.1894
Figure 6.3: Solar PV and wind generation profiles.
DR on pollutant emissions, all these cases are also compared to corresponding simulations
without DR by forcing PDrsi,k = 0 ∀i,k.
All the models were coded and solved in GAMS [59], on an Intel R© Xeon R© CPU L7555,
1.87 GHz 4-processor server. In Cases I, II, III and V, the objective functions are quadratic
functions, and hence these are MIQP problems, which can be solved using the CPLEX
solver [56]. On the other hand, Case IV has a non-linear objective function, and hence is
an MINLP problem, which can be solved using the DICOPT solver [56]. All case studies,
with and without DR, were simulated for 24 hours of system operation using the MPC
approach, with a recalculation time of 5 minutes.
The wind and solar PV profiles shown in Figure 6.3 were used here, based on actual
measured data from wind and solar plants in the KLFN community microgrid [67], instead
of the profiles used in prvious chapters just to obtian solutions with different RES outputs.
The demand profiles were the same as those used in [17]. To simulate forecast, normal
pdfs were used to perturb the actual profiles, as discussed in Section 3.4.
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Table 6.2: Summary of microgrid EMS operating strategies






R Jop [$] 15,198 18,996 17,547 16,730 16,707
Jem [$] 10,351 5,422 6,538 7,869 7,276
Emissions
[Tonne] 279.8 146.6 176.7 212.7 199.6
Reduction in
emissions [%] 0 48 37 24 29
Increase in










Jop [$] 14,971 18,906 17,862 16,394 16,491
Jem [$] 10,593 5,103 5,982 7,865 7,443
Emissions
[Tonne] 286.3 137.9 161.7 212.6 201.2
Reduction in
emissions [%] 0 52 44 26 30
Increase in





13.75 43.12 47.08 8.12 17.29
Table 6.2 presents the EMS results obtained without and with DR, including the total
equivalent CO2 emissions in each case and its % reduction with respect to Case I. Figures
6.4 and 6.5 present plots of normalized operating costs J̃op versus normalized emission costs














Figures 6.6 and 6.7 present the share of individual DG units in the microgrid EMS dispatch
without and with DR, respectively. Finally, Figures 6.8 to 6.12 depict stacked area plots
of the equivalent CO2 profiles for each DG unit, for all cases, without and with DR. The
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Figure 6.4: Normalized operating costs vs. normalized emission costs without DR.
Figure 6.5: Normalized operating costs vs. normalized emission costs with DR.
following observations can be made for Table 6.2 and Figures 6.4-6.12:
• Case I yields the least operating cost dispatch but incurs the highest emission cost,
which is to be expected, since in this case emissions are not considered. On the
other hand, and as expected, Case II yields the least emission cost dispatch with the
highest operating cost, both with and without DR. These cases account for the two
extreme points in Figures 6.4 and 6.5.
• In Case I with DR, observe that operating costs are reduced by 1.5%, while emission
costs increase by 2.3% (Table 6.2) with respect to Case I without DR. This is because
the shiftable demand is dispatched at off-peak hours, so that the dispatch share of the
cheapest unit G1 is increased, while the dispatch from G2, which has least emissions
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Figure 6.6: Dispatch contribution of DG units without DR.
(Figure 6.2), is reduced (Figures 6.6 and 6.7). The major changes in emissions with
DR for Case I are highlighted in Figure 6.8, where the emissions during off-peak
hours (hours 0 to 6) and also during on-peak hours (hours 18 to 20) are increased,
while a reduction in emissions is observed during peak hours 7 to 10.
• In Case II with inclusion of DR, the emission and operating costs are reduced by 5.8%
and 0.5%, respectively (Table 6.2), with respect to Case II without DR. The reason
for this significant reduction is that the dispatch share of low emission units G2, G1,
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Figure 6.7: Dispatch contribution of DG units with DR.
and G9 are increased, whereas unit G13, which has the highest emission (Figure 6.2),
is not committed, as the controllable demand is shifted to off-peak hours (Figures 6.6
and 6.7). These observations can also be made in Figure 6.9, during the highlighted
off-peak hours, which shows reduction in emissions from G3 due to a reduced dispatch
of this unit at these hours due to DR.
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Figure 6.8: Case I emission profiles of DG units without and with DR.
Figure 6.9: Case II emission profiles of DG units without and with DR.
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Figure 6.10: Case III emission profiles of DG units without and with DR.
• In Case III, note that the introduction of DR reduces the sum of operating and
emission costs, as compared to the case without DR, with the operating costs in-
creasing by 1.8%, while the emission costs decrease by 8.5% (Table 6.2). This can
be attributed to the reduction in dispatch of G13, which has the highest emissions
and the least operating costs, when DR is introduced. This is also depicted and
highlighted for hours 18 to 21 in Figure 6.10.
• Case IV yields a dispatch to minimize deviations from the optimal operating and
emission costs. Observe in Figures 6.4 and 6.5 that normalized operating costs are
0.4 and 0.36, and normalized emission costs are 0.49 and 0.5, without and with DR,
respectively. Note in Table 6.2 that with DR, both operating and emission costs are
reduced by 2% and 0.1% with respect to Case IV without DR, respectively, because
the dispatch share of G1 and G9 is increased, since G1 is the cheapest unit while
G9 is a low-emission unit (Figures 6.6 and 6.7). On the other hand, the dispatch
share of unit G3, which has high emissions (Figure 6.2), is reduced in coordination
with the shifting of the controllable demand (Figures 6.6 and 6.7). The reduction
in emissions due to less use of G3 is also highlighted in Figure 6.11. The reason for
the higher reduction in operating cost as compared to the emission cost is that, in
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Figure 6.11: Case IV emission profiles of DG units without and with DR.
the objective function, 1
J̄op−¯
Jop
is larger than 1
J̄em−¯
Jem
, which are the multiplication
factors for each cost component in (6.13).
• In Case V, the best combination of weights for least operating and emission cost
is obtained by running the microgrid EMS model with different values of w. The
variations of normalized operating and emission costs with respect to w are depicted
in Figures 6.13 and 6.14, where the curves intersect at w= 0.54 and w= 0.535. With
these values, observe Figures 6.4 and 6.5 that the normalized operating and emission
costs are closest to those obtained in Case IV, for both without and with DR. Note
also that with DR for w= 0.535, the operating cost is reduced by 1.2% while emission
cost is increased by 0.8% with respect to the case without DR (Table 6.2), due to
the increase in dispatch share of unit G13, which has the highest emission but least
operating cost (Figure 6.7). The increase in emissions with DR due to dispatch of
G13 is also observed in Figure 6.12.
• It is important to note in Table 6.2 that with the consideration of the equivalent CO2
emission model, the total equivalent CO2 emissions are reduced from 24% to 48%
without DR and from 26% to 52% with DR compared to Case I (Base case), which
does not include the emission function of DG unit, demonstrating the environmental
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Figure 6.12: Case V emission profiles of DG units without and with DR.
Figure 6.13: Variation of J with weight w without DR
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Figure 6.14: Variation of J with weight w with DR.
benefits of the proposed EMS models. However, there is an increase in operating
cost in Cases II to V, from 10% to 25 % without DR, and 9.5% to 26% with DR,
compared to the operating costs in Case I, reflecting the impact of emission reductions
in operating costs in the test system. Observe that among all operating strategies,
Case IV provides the dispatch with least increase in operating cost with significant
reduction in emissions compared to Case I, also showings the positive impact on both
cases of DR.
The average computation (CPU) times per iteration of the MPC algorithm to obtain
the 24 hour UC dispatch for all the cases, with and without DR, are shown in Table
6.2. Observe that the CPU time increases in most of the cases when DR is included;
however, the average computation time per MPC iteration is less than the required 5
min recalculation time, and hence the proposed approach can be implemented online in
practical applications.
6.3 Summary
In this chapter, equivalent CO2 emission functions were developed for DG units based on
their emission factors and the GWPI of pollutants, and these equivalent CO2 emission
models were included in a microgrid EMS formulation; demand shifting loads were also
included in the EMS model. To study the impact of equivalent CO2 emission and operating
costs simultaneously in microgrid dispatch, different operating strategies were developed,
validated, and tested on a CIGRE microgrid benchmark system by using an MPC approach,
considering the deviations in the forecast of demand and renewable generation.
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The obtained results demonstrate that, with inclusion of DR, equivalent CO2 emissions
depend on the operating strategy, as the impact of DR on operating costs and equivalent
CO2 emission costs is different. From the presented studies, it can be concluded that the
operating strategy that corresponds to Pareto-optimality of operating and emission costs
provides the best possible compromise between the operating and equivalent CO2 emission
costs, reducing both costs with inclusion of DR. The operating strategy which minimizes
the sum of both costs indeed yields the least total costs; however, inclusion of both costs
in the objective function does not guarantee reduction of these costs with DR. On the
other hand, the operating strategy which minimizes the deviations in the aspiration levels
of the two costs, with best possible weights, yields the dispatch solution closest to the




7.1 Summary and Conclusions
The research presented in this thesis focuses on the development of EMS for isolated
microgrids considering their different aspects and relevant issues. The motivations to
carry out the research were presented in Chapter 1, and the main research objectives were
outlined based on a critical review of the literature.
In Chapter 2, the background topics related to the present research carried out in
this thesis were reviewed. The definitions and the concept of microgrids were explained.
The basic EMS for isolated microgrids including UC and OPF models were then outlined,
presenting the objective functions and associated constraints. DR schemes were also dis-
cussed in the context of isolated microgrids, and the structure and features of ETS system
were outlined. Finally, a brief overview of the optimization methods along with the MPC
technique were presented.
In Chapter 3, the mathematical models for controllable (smart) loads were proposed,
which were then integrated into a novel EMS framework for an isolated microgrid that con-
sidered UC and OPF constraints simultaneously. The deviations in forecast of generation
from RES-based DGs and loads were accounted for using the MPC approach. The novel
microgrid EMS framework presented, yields optimal dispatch decisions for dispatchable
generators, ESS, and the optimal peak demand cap for controllable loads. Finally, the
impacts of DR on microgrid operation with the proposed EMS framework were studied,
showing the benefits in the terms of reduction in operating costs, peak demand, and load
curtailment.
In Chapter 4, practical EMS models were presented, which considered the operational
constraints of the DERs, active-reactive power balance, unbalanced system configuration
and loading, and voltage dependent loads. Deviations in the forecast of RES and demand
were taken into account using an MPC technique. Considering the large size and short
length of the feeders, a novel linearization approach was presented and applied to the
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network equations. Furthermore, the proposed practical EMS models were compared with
the typical decoupled UC and OPF based EMS models with and without consideration
of the unbalanced system conditions. The simulation results showed that the proposed
practical EMS models attained computationally, and cost effective, dispatch solution.
In Chapter 5, a mathematical model of the ETS system was proposed and integrated
into an EMS for isolated microgrids, in which the problem was divided into UC and OPF
subproblems, to dispatch fossil-fuel-based generators, ESS, and ETS charging. To account
for the deviations in the forecast of RES and demand, an MPC technique was used. The
proposed framework evaluated and analyzed the impact of the ETS system on the operation
of isolated microgrids. The simulation results showed that the ETS system significantly
reduced operating costs, allowing for better integration of intermittent wind and solar
resources.
In Chapter 6, equivalent CO2 emission functions were developed for DG units based
on their emission factors and the GWPI of pollutants. These models were then integrated
within a microgrid EMS model. An MPC approach was used to account for deviations in
the forecast of RES and demand. Constant energy, demand shifting load models were also
integrated into the EMS to examine the possible impact of DR on the total system emissions
and operating costs of the microgrid. Different multi-objective operating strategies were
considered to minimize both operating and emission costs simultaneously. The simulation
results showed that with DR, the emission cost can increase, while reducing the operating
cost.
The main conclusions of the presented work are:
• A comparison between the UC+OPF integrated and decoupled UC-OPF EMS models
showed that even though the integrated model took longer time to solve, better
dispatch results can be obtained, with less load curtailment, and efficient use of ESS
resources, within feasible computational times for real-time applications.
• With the inclusion of smart load models into the EMS framework, reduction in peak
demand, load curtailment, and total costs, as wellas improvements in load factor can
be achieved. It is also demonstrated that the proposed DR integrated EMS approach
enhances the microgrid’s load serving capability.
• Smart loads, under the influence of TOU prices, can cause undesirable load spikes
at low electricity price hours due to customer response. This issue can be mitigated
with the proposed approach of dispatching the smart load with a peak demand cap.
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• The need for detailed network consideration in microgrid EMS is evaluated, demon-
strating that the single node approximation of the network is sufficient; however,
voltage-dependent loads, active-reactive power management, and unbalanced system
conditions need to be included.
• With the integration of ETS system into the microgrid EMS model, the operating
cost, load curtailment, and use of ESS can be reduced, while diesel units can operate
closer to their efficient and economic operating point.
• A sensitivity study, analyzing the impact of the location, number, and unit capacity
of ETS systems illustrates that the location has negligible impact on operating cost,
while the operating cost decreases almost linearly with the number of ETS units, and
the unit capacity.
• The pollutant emissions may increase with the inclusion of DR into EMS models with
operating cost minimization objective; therefore, the impact of DR on equivalent
CO2 emissions needs to be considered. Among the various mutli-objective operating
strategies, the Pareto optimality of both operating and emission costs obtains the
best compromised solution, and also reduces both costs with inclusion of DR.
7.2 Contributions
The main contributions of this thesis are the following:
• A mathematical model for smart loads has been developed using supervised NN
learning, as a function of ambient temperature, TOU price, time of the day, and
peak demand constraints imposed by the MGO.
• A comprehensive mathematical formulation of the EMS for isolated microgrids, in-
corporating the developed smart load model, has been proposed simultaneously con-
sidering OPF and UC constraints.
• Two different mathematical models, referred to as practical EMS for isolated micro-
grids, have been proposed and studied, both neglecting feeders and considering an
approximate feeder representation. Both models include UC constraints, a three-
phase linearized generator model, voltage dependency of the loads, and unbalanced
system conditions. It was shown, based on comparisons with respect to decoupled
UC-OPF based EMS models, considering balanced and unbalanced conditions, that
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the proposed single-node practical EMS model yields economic and computationally
efficient solutions.
• A new mathematical model of ETS systems has been proposed considering stored
thermal energy, charging electric input, thermal demand, and effective heating losses.
This model is then integrated into the microgrid EMS model taking into account UC
and OPF constraints, to analyze the impact of ETS systems on the operation of
isolated microgrids.
• Equivalent CO2 emission functions have been developed for DG units based on their
emission factors and the GWPI of pollutants. Demand-shifting load models along
with emission models have been integrated into the UC to examine the possible
impact of DR on the total system emissions and costs. Multi-objective UC models
have been developed to study the impact of microgrid operation on emissions and
costs for different operating strategies.
The main contents of this thesis have been published in [65], [66], [78], [83]. The main
contents of Chapter 4 has been reported in a paper currently under review for publication
[71].
7.3 Future Work
Based on the work presented in this thesis, further research may be pursued on the following
subjects:
• Hardware implementation of the proposed EMS models to study their performance
in conjunction with primary controls in an experimental microgrid setup could be
carried out. This would allow to study their practical implementation in a microgrid,
and their integration with existing microgrid controllers.
• Since only heating ETS systems were considered in these studies, it would be relevant
to develop models for cooling ETS system, and integrate them into an EMS to study
their impact in microgrids.
• The integration of primary ETS controllers with the microgrid EMS could be also
studied to increase RES penetration.
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[18] D. E. Olivares, J. D. Lara, C. A. Cañizares, and M. Kazerani, “Stochastic-predictive
energy management system for isolated microgrids,” IEEE Trans. Smart Grid, vol. 6,
no. 6, pp. 2681–2693, Nov. 2015.
[19] K. Dietrich, J. M. Latorre, L. Olmos, and A. Ramos, “Demand response in an isolated
system with high wind integration,” IEEE Trans. Smart Grid, vol. 27, no. 1, pp. 20–29,
Feb. 2012.
[20] Q. Jiang, M. Xue, and G. Geng, “Energy management of microgrid in grid-connected
and stand-alone modes,” IEEE Trans. Power System, vol. 28, no. 3, pp. 3380–3389,
Aug. 2013.
[21] K. H. Youssef, “Power quality constrained optimal management of unbalanced smart
microgrids during scheduled multiple transitions between grid-connected and islanded
modes,” IEEE Trans. Smart Grid, vol. 8, no. 1, pp. 457–464, Jan. 2017.
[22] R. Palma-Behnke, C. Benavides, F. Lanas, B. Severino, L. Reyes, J. Llanos, and
D. Saez, “A microgrid energy management system based on the rolling horizon strat-
egy,” IEEE Trans. Smart Grid, vol. 4, no. 2, pp. 996–1006, Jun. 2013.
101
[23] A. Parisio, E. Rikos, and L. Glielmo, “A model predictive control approach to micro-
grid operation optimization,” IEEE Trans. Control Syst. Technol., vol. 22, no. 5, pp.
1813–1827, Sep. 2014.
[24] M. Ross, C. Abey, F. Bouffard, and G. Joós, “Multiobjective optimization dispatch for
microgrids with a high penetration of renewable generation,” IEEE Trans. Sustainable
Energy, vol. 6, no. 4, pp. 1306–1314, Oct. 2015.
[25] C. Deckmyn, J. V. de Vyver, T. L. Vandoorn, B. Meersman, J. Desmet, and L. Vande-
velde, “Day-ahead unit commitment model for microgrids,” IET Generation, Trans-
mission & Distribution, vol. 11, no. 1, pp. 1–9, Jan. 2017.
[26] N. Zhang, Z. Hu, D. Dai, S. Dang, M. Yao, and Y. Zhou, “Unit commitment model
in smart grid environment considering carbon emissions trading,” IEEE Trans. Smart
Grid, vol. 7, no. 1, pp. 420–427, Jan. 2016.
[27] B. Marti, “Emissions of power delivery systems,” Master’s thesis, Swiss Federal Insti-
tute of Technology (ETH), Zurich, 2005.
[28] I. J. Raglend and N. P. Padhy, “Solutions to practical unit commitment problems
with operational, power flow and environmental constraints,” in Proc. IEEE Power
Engineering Soc. General Meet., Jun. 2006.
[29] W. R. Coleman and C. M. Grastataro, “American electric power system electric ther-
mal storage program: An evaluation of performance within the home,” IEEE Trans.
Power App. Syst., vol. PAS-100, no. 12, pp. 4741–4749, Dec. 1981.
[30] L. Hughes, “Meeting residential space heating demand with wind-generated electric-
ity,” Ren. Energy, vol. 35, pp. 1765–1772, 2010.
[31] N. T. Janssen, R. A. Peterson, and R. W. Wies, “Improved frequency regula-
tion on hybrid wind-diesel microgrids using self-sensing electric thermal storage
devices,” in Proc. IEEE Australasian Universities Power Engineering Conference
(AUPEC), Curtin University, Perth, Australia, Sep.-Oct. 2014, pp. 1–6.
[32] S. Wong, G. Gaudet, and L.-P. Proulx, “Capturing wind with thermal energy storage -
Summerside’s smart grid approach,” IEEE Power Energy Technol. Syst. J., pre-print,
pp. 1–9, Oct. 2017.
[33] A. Molina, A. Gabaldonó, C. Álvarez, J. A. Fuentes, and E. Gómez, “A physically
based load model of residential electric thermal storage: Application to LM programs,”
Int. J. Energy Res., vol. 24, no. 1, pp. 1–6, 2004.
102
[34] K. J. Kircher and K. M. Zhang, “Model predictive control of thermal storage for
demand response,” in Proc. IEEE American Control Conference, Chicago, IL, USA,
2015, pp. 956–961.
[35] N. Good, E. Karangelos, A. Navarro-Espinosa, and P. Mancarella, “Optimization un-
der uncertainty of thermal storage-based flexible demand response with quantification
of residential users’ discomfort,” IEEE Trans. Smart Grid, vol. 6, no. 5, pp. 2333–2342,
Sep. 2015.
[36] M. Ali, J. Jokisalo, K. Siren, and M. Lehtonen, “Combining the demand response
of direct electric space heating and partial thermal storage using LP optimization,”
Elect. Power Syst. Res., vol. 106, pp. 160–167, Jan. 2014.
[37] Y. Tang and J. Zhong, “Operation strategies and performance of air-conditioning
systems with thermal energy storages in power systems,” in Proc. IEEE Power Systems
Computation Conference (PSCC), Genova, Italy, Jun. 2016.
[38] S. Wong and J. Pinard, “Opportunities for smart electric thermal storage on electric
grids with renewable energy,” IEEE Trans. Smart Grid, pre-print, pp. 1–9, Jan. 2016.
[39] Z. Bao, Q. Zhou, Z. Yang, Q. Yang, L. Xu, and T. Wu, “A multi time-scale and multi
energy-type coordinated microgrid scheduling solution-part i: Model and methodol-
ogy,” IEEE Trans. Power System, vol. 30, no. 5, pp. 2257–2266, Nov. 2014.
[40] D. T. Ton and M. A. Smith, “The U.S. Department of Energy’s microgrid initiative,”
The Electricity Journal, vol. 25, no. 8, pp. 84–94, Oct. 2012.
[41] C. W. Gellings, “The concept of demand-side management for electric utilities,” in
Proc. IEEE, vol. 73, no. 10, Oct. 1985, pp. 1468 – 1470.
[42] “Benefits of demand response in electricity markets and recommendations
for achieving them,” U.S. Department of Energy, Tech. Rep., Feb. 2006.
[Online]. Available: http://energy.gov/sites/prod/files/oeprod/DocumentsandMedia/
DOE Benefits of Demand Response in Electricity Markets and Recommendations
for Achieving Them Report to Congress.pdf
[43] J. Zhang, B. M. Hodge, A. Florita, S. Lu, H. F. Hamann, and V. Banunarayanan,
“Demand response: An introduction,” Rocky Mountain Institute, Boulder, Colorado,
Report, Apr. 2006. [Online]. Available: http://www.smartgridinformation.info/pdf/
2440 doc 1.pdf
[44] Peaksaver PLUS. [Online]. Available: https://saveonenergy.ca/Consumer/Programs/
PeaksaverPlus.aspx
103
[45] M. Wrinch, G. Dennis, T. H. M. EL-Fouly, and S. Wong, “Demand response im-
plementation for improved system efficiency in remote communities,” in Proc. IEEE
Electric Power and Energy Conference (EPEC), London, Ontario, Canada, Oct. 2011,
pp. 1–5.
[46] Managing costs with time-of-use rates. [Online]. Available: https://www.oeb.ca/
rates-and-your-bill/electricity-rates/managing-costs-time-use-rates
[47] S. Chan, K. Tsui, H. Wu, Y. Hou, Y.-C. Wu, and F. F. Wu, “Load/price forecasting
and managing demand response technologies,” IEEE Signal Processing Mag., vol. 29,
no. 5, pp. 68–85, Aug. 2012.
[48] M. Geidl, G. Koeppel, P. Favre-Perrod, G. Andersson, and K. Frohlich, “Energy hub
for the future,” IEEE Power Energy Mag., vol. 5, no. 1, pp. 24–30, Jan/Feb 2007.
[49] M. C. Bozchalui, S. A. Hashmi, H. Hassen, C. A. Cañizares, and K. Bhattacharya,
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Modified CIGRE Medium-Voltage Test
System Data















1-2 0.208 0.518 4.596 0.421 2.160 1.884
2-3 0.173 0.432 3.830 0.351 1.800 1.570
3-4 0.106 0.264 2.336 0.214 1.098 0.958
4-5 0.097 0.242 2.145 0.197 1.008 0.879
5-6 0.266 0.665 5.898 0.541 2.772 2.418
6-7 0.042 0.104 0.919 0.084 0.432 0.377
7-8 0.289 0.721 6.396 0.586 3.006 2.622
8-9 0.055 0.138 1.226 0.112 0.576 0.502
9-10 0.133 0.333 2.949 0.270 1.386 1.209
10-11 0.057 0.143 1.264 0.116 0.594 0.518
11-4 0.085 0.212 1.877 0.172 0.882 0.769
3-8 0.225 0.562 4.979 0.456 2.340 2.041
1-12 0.846 2.112 18.729 1.716 8.802 7.677
12-13 0.517 1.292 11.452 1.049 5.382 4.694
13-8 0.346 0.864 7.660 0.702 3.600 3.140
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Table A.2: Load Parameters
Node Apparent Power [kVA] Power Factor
Phase A Phase B Phase C Res Com
Res Com Res Com Res Com
1 344.00 80.00 172.00 180.00 200.00 180.00 0.90 0.80
2 100.00 200.00 50.00 200.00 0.00 200.00 0.95 0.85
3 0.00 80.00 200.00 80.00 50.00 80.00 0.90 0.80
4 200.00 0.00 100.00 0.00 100.00 0.00 0.90 1.00
5 200.00 50.00 172.00 200.00 0.00 50.00 0.95 0.85
6 50.00 0.00 100.00 0.00 172.00 0.00 0.95 1.00
7 0.00 100.00 100.00 100.00 0.00 100.00 0.95 0.95
8 100.00 0.00 150.00 0.00 0.00 200.00 0.90 0.90
9 100.00 0.00 150.00 0.00 100.00 0.00 0.95 1.00
10 150.00 0.00 100.00 0.00 250.00 0.00 0.90 1.00
11 50.00 150.00 50.00 150.00 0.00 150.00 0.95 0.85
12 0.00 145.00 0.00 145.00 0.00 145.00 0.95 0.85
13 0.00 90.00 0.00 90.00 172.00 90.00 0.90 0.90

















1 3125 0.48 2500 1000 1.0815j -0.8390-0.5153j 0.8390-0.5153j
2 1750 0.48 1400 600 1.0815j -0.8390-0.5153j 0.8390-0.5153j
3 1000 0.48 800 350 1.0815j -0.8390-0.5153j 0.8390-0.5153j









1 750 86 86
2 41.25 55 55
3 265 55 55
4 250 86 86
5 17.5 55 55
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1 0.0000088 0.197 40.04 83.6 13.464 250 60 60
2 0 0.226 22.44 39.6 7.304 140 60 60
3 0 0.253 6.6 13.2 4.664 100 30 30
4 0 0.253 0 6.468 1.2672 60 30 30
5 0.0000976 0.00552 0.018414 0.829 0 100 30 30













1 1.2228 -0.48236 1.4235 0.0712 0.0356
2 0.0234 0.8114 0.1505 0.1075 0.0537
3 4.3792 -0.4755 0.3449 0.0165 0.0082
4 0 1.8849 -0.0087 0.0479 0.0239
5 0.0088 8.972 0.0594 0.03788 0.1894
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Appendix B
Kasabonika Lake First Nation System
Data















1-2 0.2688 0.3984 3.1576 0.5744 1.2416 1.368
2-3 0.1008 0.1494 1.1841 0.2154 0.4656 0.513
3-4 0.1512 0.2241 1.77615 0.3231 0.6984 0.7695
4-5 0.168 0.249 1.9735 0.359 0.776 0.855
5-6 0.2184 0.3237 2.56555 0.4667 1.0088 1.1115
6-7 0.09744 0.14442 1.14463 0.20822 0.45008 0.4959
4-8 0.1344 0.1992 1.5788 0.2872 0.6208 0.684
8-9 0.1008 0.1494 1.1841 0.2154 0.4656 0.513
9-10 0.1176 0.1743 1.38145 0.2513 0.5432 0.5985
10-11 0.084 0.1245 0.98675 0.1795 0.388 0.4275

















1 2750 0.48 1500 600 1.0331j -0.7419-0.5j 0.7419-0.5j
2 1875 0.48 1000 400 1.0331j -0.7419-0.5j 0.7419-0.5j
3 1000 0.48 600 240 1.0755j -0.7967-0.5227j 0.7967-0.5227j
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1 0.000123 1.0027 107.3 83.6 13.464 150 30 30
2 0 0.5 88.06 39.6 7.304 100 30 30
3 0.0000187 0.171 37.69 13.2 4.664 60 30 30
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