This work presents the combined use of the integral transform method, for the direct problem solution, and of Bayesian inference, for the inverse problem analysis, in the simultaneous estimation of spatially variable thermal conductivity and thermal capacity for one-dimensional heat conduction within heterogeneous media. The direct problem solution is analytically obtained via integral transforms and the related eigenvalue problem is solved by the generalized integral transform technique (GITT), offering a fast, precise, and robust solution for the transient temperature field. The inverse problem analysis employs a Markov chain Monte Carlo (MCMC) method, through the implementation of the Metropolis-Hastings sampling algorithm. Instead of seeking the functions estimation in the form of local values for the thermal conductivity and capacity, an alternative approach is employed based on the eigenfunction expansion of the thermophysical properties themselves. Then, the unknown parameters become the corresponding series coefficients for the properties eigenfunction expansions. Simulated temperatures obtained via integral transforms are used in the inverse analysis, for a prescribed concentration distribution of the dispersed phase in a heterogeneous media such as particle filled composites. Available correlations for the thermal conductivity and theory of mixtures relations for the thermal capacity are employed to produce the simulated results with high precision in the direct problem solution, while eigenfunction expansions with reduced number of terms are employed in the inverse analysis itself, in order to avoid the inverse crime. Gaussian distributions were used as priors for the parameter estimation procedure. In addition, simulated results with different randomly generated errors were employed in order to test the inverse analysis robustness.
Introduction
Heat conduction in heterogeneous media may be treated through effective thermophysical properties with space variability in their functional representation, when the characterization of these physical properties is to be made almost on a case to case basis. Therefore, it becomes an interest to develop a methodology for the identification of physical properties already on the finished material or system. Thus, the problem that is addressed here is that of providing a reliable prediction of the thermal properties functions in heterogeneous media, even without the knowledge of the physical properties of each component in the mixture and their relative concentrations and without employing in advance a specific theoretical model among those proposed in the literature. Such inverse problem analysis shall then allow for the verification of the adequacy of the existing models or even for their appropriate modification, or alternatively, the formulation of novel predictive expressions. The literature on inverse problems in heat conduction is quite vast, as reviewed in Refs. [1] [2] [3] [4] . For this reason, we have focused our attention here on few previous works that have also addressed the estimation of spatially variable thermal properties [5] [6] [7] [8] [9] [10] [11] [12] [13] .
Regarding the solution of the direct heat conduction problem for a heterogeneous medium in transient state, the procedure employed in this work has been recently advanced [14, 15] , based on the classical integral transform technique (CITT) [16] . Since we deal with a linear heat conduction problem with space variable coefficients, integral transformation results into a decoupled transformed ordinary differential system, which is capable of being analytically solved. Nevertheless, the solution of the corresponding auxiliary eigenvalue problem for the classical integral transform technique demands the use of computational methodologies, such as the generalized integral transform technique (GITT) [16] [17] [18] [19] . In this work, we make use of the GITT, which has been successfully applied to the solution of eigenvalue problems with variable coefficients and irregular domains [20, 21] . Another possibility here exploited is to express the variable coefficients themselves as eigenfunction expansions [14] . This procedure is particularly useful for the fully analytical evaluation of the coefficients of the algebraic system in 1 the transformed eigenvalue problem. Therefore, all manipulations can be expressed in terms of simpler eigenfunctions, allowing for analytical integrations and additional derivations to be performed exactly in symbolic computation platforms [22] .
Among the various available solution techniques of inverse problems [1] [2] [3] [4] , this work uses Bayesian inference for the simultaneous estimation of spatially variable thermal capacity and conductivity, in one-dimensional transient heat conduction problems of heterogeneous media, by employing the Markov chain Monte Carlo method (MCMC) [23] [24] [25] [26] [27] [28] [29] [30] . The Metropolis-Hastings algorithm is used for the sampling procedure [31, 32] , which is implemented in the MATHEMATICA platform [22] . This sampling procedure is in general the most expensive computational task for solving an inverse problem by the Markov chain Monte Carlo method, since the direct problem is calculated for each state of the chain. In this context, the use of a fast, accurate, and robust computational implementation of the direct solution is extremely important. Thus, the integral transformation approach discussed above becomes very attractive for the combined use with the Bayesian estimation procedure, since all steps in the method are determined analytically at once by symbolic computation and the single numerical repetitive task is the solution of an algebraic matrix eigenvalue problem [14] . This same combination of approaches has been recently and quite successfully applied to the estimation of space variable thermal conductivity in two-phase dispersed systems, once the a priori information on the dispersed phase concentration is available [15] .
Instead of seeking the function estimation in the form of local values for the thermal properties, an alternative approach is employed here, which is based on the eigenfunction expansion of the unknown properties. Then, the unknown parameters become the corresponding series coefficients. Simulated temperatures obtained via integral transforms are used in the present inverse analysis. From the prescription of the concentration distribution of the dispersed phase, available correlations for the thermal conductivity and theory of mixtures relations for the thermal capacity are employed to produce the simulated data with high precision in the direct problem solution, while eigenfunction expansions with reduced number of terms are employed in the inverse analysis itself, in order to avoid the so called inverse crime. Gaussian distributions were used as priors for the parameter estimation procedure, with different uncertainties for comparison purposes. In addition, simulated results with different randomly generated errors were employed in order to test the inverse analysis robustness.
Problem Formulation and Direct Problem Solution
We consider a one-dimensional special case of the general formulation on transient heat conduction presented and solved in Ref. [14] , for the temperature field Tðx; tÞ; in the region x2[0,L]. The formulation includes the space variable thermal conductivity and heat capacity, as shown in problem (1) below. The heat conduction equation with the corresponding initial and boundary conditions are given by
Problem (1) covers a typical one-dimensional transient thermal conductivity experimental setup for a thermally thin plate, including prescribed heat flux at one face and convective heat losses at the opposite face, according to Fig. 1 , and it is based on a lumped formulation across the sample thickness. The coefficients qðxÞc p ðxÞ and kðxÞ; are thus responsible for the information related to the heterogeneity of the medium. The space variation of the temperature is then promoted by the variation of the applied heat flux and eventually also of the effective heat transfer coefficient. The exposed plate surface is required so as to allow for temperature measurements acquisition via infrared thermography [27] . The formal exact solution of problem (1) is then obtained with the classical integral transform method [16] and is written as:
where the eigenvalues l i and eigenfunctions w i ðxÞ are obtained from the eigenvalue problem that contains the information about the heterogeneous medium, in the form: 
Also, the other quantities that appear in the exact solution (2) are computed after solving problem (3), such as
where
It is quite desirable from the point of view of the inverse analysis to employ a flexible computational approach to handle the eigenvalue problem with arbitrarily variable coefficients, problem (3). Thus, the GITT is here employed in the solution of the SturmLiouville problem (3) via the proposition of a simpler auxiliary eigenvalue problem, and expanding the unknown eigenfunctions in terms of the chosen basis, and this solution procedure is detailed in Refs. [14, 15] . It is also of interest to express the variable coefficients themselves as eigenfunction expansions [14, 15] . This is particularly advantageous in the solution of problem (3) . All the related integrals can then be expressed in terms of eigenfunctions, allowing for straightforward analytical evaluations [14, 15] . For instance, the coefficient w(x) can be expanded in terms of eigenfunctions, together with a filtering solution to enhance convergence, in the following form:
whereŵðxÞ is the weighting function for the chosen normalized eigenfunctionC k ðxÞ. This eigenfunction basis is chosen with first order boundary conditions, while the filtering function would be a simple analytic function that satisfies the boundary values for the original coefficients. This procedure shall also be of interest in the function estimation task, when the transformed thermal properties coefficients will be the parameters to be estimated.
Inverse Problem Solution Via Bayesian Inference
Consider the vector of parameters appearing in the physical model formulation as P T ½P 1 ; P 2 ; …; P Np (6) where N p is the number of parameters. For the solution of the inverse problem of estimating P, we assume available the measured temperature data given by
whereỸ i contains the measured temperatures for each of the N x sensors at time t i , i ¼ 1, …, N t , that is,
so that we have N m ¼ N x N t measurements in total. Bayes' theorem can then be stated as [23] [24] [25] 
where p posterior (P) is the posterior probability density, that is, the conditional probability of the parameters P given the measurements Y; p(P) is the prior density, that is, a statistical model for the information about the unknown parameters prior to the measurements; p(YjP) is the likelihood function, which gives the relative probability density (loosely speaking, relative probability) of different measurement outcomes Y with a fixed P; and p(Y) is the marginal probability density of the measurements, which plays the role of a normalizing constant.
In this work, we assume that the measurement errors are Gaussian random variables, with known (modeled) means and covariances and that the measurement errors are additive and independent of the unknowns. With these hypotheses, the likelihood function can be expressed as [23] [24] [25] 
where W is the covariance matrix of the measurement errors. When it is not possible to analytically obtain the corresponding marginal distributions, one needs to use a method based on simulation [23] [24] [25] . The inference based on simulation techniques uses samples to extract information about the posterior distribution, p(PjY). As a sample is always a partial substitute of the information contained in a density, simulation-based methods are inherently approximate. Several sampling strategies are proposed in the literature, including the MCMC, adopted in this work that converges to a stationary distribution, which is the distribution of interest in the problem.
The most commonly used Monte Carlo method with Markov chain algorithms are the Metropolis-Hastings, here employed, and the Gibbs sampler [24, 25] . The Markov chain according to the generic label of Metropolis-Hastings, comes from the articles of Metropolis et al. [31] and Hastings [32] , later on complemented by the works of Barker [33] and Peskun [34] . The MetropolisHastings algorithm uses the same idea of the rejection methods, i.e., a value is generated from an auxiliary distribution and accepted with a given probability. This correction mechanism ensures the convergence of the chain for the equilibrium distribution. That is, the algorithm includes an additional step, where the transition mechanism depends on a proposal for a transition and a stage of assessing the equilibrium density, but this is represented by the global transition via the probability of acceptance.
The unknown quantities in the heat conduction problem addressed here are the heat capacity, w(x), the thermal conductivity of the medium, k(x), and the effective heat transfer coefficient, h eff (x). However, the approach adopted in solving the direct problem was to expand the coefficients functions in terms of eigenfunctions, so that the unknown quantities are in fact the coefficients of the eigenfunction expansions and the two values of each property at the boundaries, employed in the solution procedure as a filter. Before addressing the estimation of the unknown parameters, the behavior of the determinant of the information matrix J T J [3] is analyzed in order to inspect the influence of the number of parameters to be estimated in the solution of the inverse problem.
Results and Discussion
The inverse problem solution here illustrated involves the analysis of an abrupt variation of particles concentration in a two phase dispersed system. In order to examine the accuracy and robustness of the proposed inverse analysis, we have made use of simulated measured temperature data along the length of the domain, in the transient regime, such as obtained through infrared thermography [27] . Such measurements were obtained from the solution of the direct (forward) problem by specifying the functions and values for the filler concentration distribution and thermophysical properties. The simulated data were disturbed by a Gaussian error with a zero mean and constant and known variance, in order to simulate actual measured temperature data. For the results of the inverse analysis to be presented below, we have employed the parameter values shown in Table 1 for the generation of the simulated measured data, as extracted from [35, 36] for a polyethylene matrix filled with alumina particles.
The space variable distribution for the abrupt variation of the concentration of the filler into the matrix is governed by the parameter c in the function below:
with x c being the transition position between the regions of lower and higher concentrations of the filler. The direct problem solution was obtained from the generalized integral transform technique as previously discussed. A thorough convergence analysis was performed to select the number of terms in the temperature expansion, as well as the number of terms in the coefficients expansion.
From the availability of the filler concentration distribution along the domain, Eq. (11a), the heat capacity along the space coordinate is directly determined from the theory of mixtures. Thus, the coefficient w(x) is considered as known in the direct problem analysis to produce simulated experimental data, given as
where the subscript d stands for the dispersed phase (filler) properties while m stands for the matrix phase properties. For the thermal conductivity calculation, the volumetric content of the filler is not sufficiently informative to yield a good prediction of this physical property [32, 33] , especially for high concentrations. Many theoretical and empirical models have been proposed to predict the effective thermal conductivity of two-phase dispersed systems, and comprehensive review articles have discussed the applicability of many of these models. Lewis and Nielsen [37] proposed a model that attempts to include the effect of the shape of the particles and the orientation or type of packing for a two-phase system. The resulting expression is given as
The values of A and / m are suggested in Ref. [34] for a number of different geometric shapes and orientations, such as A ¼ 1.50 for spheres and / m ¼ 0.637 for random packing.
The parameter estimation problem of interest in this work involves the coefficients of the eigenfunction expansion of w(x) and k(x), as well as the two values of these coefficients at the boundaries that are used in the linear filter function of the expansion process. The unknown parameters also involve the effective heat transfer coefficient, which is considered to be constant in the present inverse analysis. Thus, the parameters and the number of parameters to be estimated are given by 
The prescribed heat flux is also considered to be governed by an abrupt behavior in the space coordinate, such as in Eqs. (11), but using c ¼ 100 practically reproducing a step function, and x c ¼ 0.5, for half of the plate length. The two extreme values for the heat flux were taken as q 0 ¼ 0, as in Table 1 , and q L ¼ q w . Although q w was not estimated in the present analysis, due to linear dependency with the remaining parameters, the equation was all divided by the assumed value of q w , which allows one to recover the estimated parameters, after the inverse analysis, by multiplying the available value of q w with its associated uncertainty. In the proposed inverse approach, the truncation orders of the thermal capacity and conductivity expansions, N w and N k , thus control the number of parameters to be estimated. The convergence analysis of the w(x) and k(x) expansions, Eqs. (15), is shown in Figs. 2(a) and 2(b) , for three different truncation orders, N w ¼ N k ¼ 4, 7, and 10, respectively, in dashed, dotted, and dotdashed lines. The exact function is plotted in solid line. It can be observed that the three increasing truncation orders given in these figures are able to recover the characteristic behavior of the chosen thermal properties functions, following the abrupt change in filler concentration. However, the results for the lowest truncation order, N w ¼ N k ¼ 4, still show some oscillation around the exact functions, while for N w ¼ N k ¼ 7 a much closer agreement between the expanded and the exact functions is observed and practically full convergence is achieved with the largest truncation order (N w ¼ N k ¼10).
Based on possible experimental procedures, we have considered two cases for the analysis of the determinant of the information matrix J T J: (i) variation of the number of parameters to be estimated with a fixed number of spatial measurements (sensors) and a fixed frequency of measurements; (ii) variation of the number of spatial measurements (sensors) with a fixed frequency of measurements and a fixed number of parameters.
The analyses of the evolution in time of the information matrix determinant, for a total of 12,000 measurements (N x ¼ 40 along the domain and N t ¼ 300 in time), showed that the gradual increase on the number of parameters (N P ¼ 13, 19, and 25, which correspond, respectively, to N w ¼ N k ¼ 4, 7, and 10, plus the two end values of thermal capacity and conductivity that are filtered from the expansion) markedly decreases the value of the determinant, as illustrated by their values at steady-state, 1.7427 Â 10 15 , 5.36019, and 5.39711 Â 10
À23
, respectively, for N P ¼ 13, 19, and 25. Therefore, it has been observed, as expected, that by increasing the number of parameters markedly affects the conditioning of the estimation procedure.
We have also analyzed the information matrix determinant for the fixed case of N P ¼ 19 parameters, but with a variable number of equally spaced measurements along the domain (N x ¼ 160, 40, and 4), where the lowest value of N x has been considered to inspect the possibility of employing traditional temperature measurement techniques, such as thermocouples, while the higher values represent a thermographic type of temperature measurements. It has been observed that the determinant of the sensitivity matrix significantly decreases by reducing the number of measurements along the domain (1.4734 Â 10 12 , 5.36019, and 8.10324 Â 10
À48
, for N x ¼ 160, 40, and 4, respectively). Therefore, based on the information matrix analysis, we have then adopted in the solution of the present inverse problem N w ¼ N k ¼ 4 or 7 terms in the heat capacity and thermal conductivity expansions (N P ¼ 13 or 19 parameters), N x ¼ 40 spatial measurements, and N t ¼ 300 measurements in time.
The simulated experimental data were generated with temperature uncertainties of 0.1 C and 0.5 C, obtained from the direct problem solution computed with N ¼ 50 terms in the temperature expansion, and N k ¼ 14 terms in both coefficient expansions of k(x) and w(x). The subsequent inverse analysis was performed by using just N ¼ 15 terms in the temperature expansion, in order to avoid the so-called inverse crime [23] .
A relevant aspect in the use of the eigenfunction expansion coefficients as a parameter estimation procedure, is the definition of maximum and minimum values for the coefficients to be estimated, as discussed in Ref. [15] , from the corresponding maximum and minimum values of the thermal capacity and conductivity, w max ; k max and w min ; k min . The adopted step in the search procedure used in the generation of candidates within the minimum-maximum parameters range was 1% of the standard deviation of the Gaussian prior mean of each parameter.
Informative Gaussian distributions were provided as priors for each of the coefficients to be estimated. In building the priors for the thermophysical properties, we have added an uncertainty on the information about the filler concentration distributions, in the form of a 20% standard deviation of the exact value, which was then propagated to the thermal capacity and conductivity prior distributions, as computed from Eqs. (13) and (14) , and illustrated in Figs. 3(a)-3(c) . In these figures, it is plotted, the expansions for the two original coefficients with N w ¼ N k ¼ 7 in dashed lines and the prior curves including the white noise in solid lines. Table 2 shows the values for the maximum, minimum, the initial search step, and the limiting upper and lower values for the 19 parameters to be estimated.
Three illustrative cases were analyzed aimed at validating and demonstrating the proposed methodology, which are summarized in Table 3 . Case 1 has been chosen for validation of the implemented algorithm, by employing NT ¼ 15 and N w ¼ N k ¼ 4 (NP ¼ 13 parameters) in both the simulated results and the inverse analysis. The simulated temperature data were produced with a 0.1 C uncertainty, but the uncertainty in the filler concentration prior was not considered. The priors for the thermal capacity and conductivity were allowed to have a standard deviation of 40%, while the effective heat transfer coefficient prior includes a standard deviation of 20%. In case 2, the simulated data were generated with NT ¼ 50 and N w ¼ N k ¼ 14, and the uncertainty on the filler concentration prior information was implemented with standard deviation of 20% of the exact value. All the other parameters were kept equal to case 1, including the number of parameters to be estimated, NP ¼ 13, but the uncertainty on the simulated temperature data was markedly increased to 0.5 C. Case 3 is closer to the actual thermophysical properties identification task, where the number of parameters to be estimated was increased to NP ¼ 19, with N w ¼ N k ¼ 7, and the uncertainty on the temperature measurements was kept at 0.5 C. Another difference between the two cases is that the standard deviation of the Gaussian prior for the thermal capacity was lowered to 20% in case 3, which lies on the fact that the uncertainty on the thermal capacity is less affected by changes on the filler concentration.
Assuming a burn in period of 10,000 states in the Markov chains and a total of 50,000 states in the whole chains, estimates (x) N w 54, 7, and 10 of the parameters for each case were obtained from the sample average of the remaining 40,000 states. The acceptance rates reached in the cases analyzed are around 15% to 20%. Case 1 was aimed at validating the computational procedure and expected to provide the best estimates, since the same size of expansions were employed in both the simulation and the inverse analysis, and the uncertainty of the simulated temperature data is the lower value of 0.1 C. In case 2, the expansions truncation orders are different for the simulated data and the inverse problem solution. In addition, the standard deviation of the simulated measurements was increased to 0.5 C; hence, the estimated results are expected to be not as accurate as for case 1. Case 3 also involves the uncertainty of 0.5 C in the simulated data, but now the number of parameters has been increased.
Figures 4-6 present the estimated functions found for the two properties, their exact original and expanded relations, as well as the curves constructed for the 99% confidence intervals. Clearly, case 1 (Fig. 4) provides the best set of results, offering further evidence of the algorithm validation. It is noticeable from Figs. 4(a) and 4(c) that the exact functions, k(x) and w(x), expanded with four terms, are fully recovered by the estimated function, also with N w ¼ N k ¼ 4. The thin solid line represents the exact original function for the coefficients, which is shown just for reference purposes, since the simulated data were obtained with its 
Conclusions
The combined use of integral transforms and Bayesian inference was illustrated for the inverse problem of simultaneously estimating space variable thermal capacity and conductivity in two-phase dispersed systems, undergoing a transient one-dimensional heat conduction process. The direct problem solution was analytically obtained with the classical integral transform method, while the related eigenvalue problem that carries the information on the medium heterogeneities was solved with the generalized integral transform technique (GITT).
The inverse problem solution was based on the Markov chain Monte Carlo (MCMC) method. The Metropolis-Hastings algorithm was employed for the sampling procedure, all implemented in the MATHEMATICA symbolic computation platform. Instead of seeking the function estimation in the form of a set of local values of the thermal conductivity, an alternative approach was employed in this work by using an eigenfunction expansion of the thermal conductivity itself. This approach significantly reduces the number of parameters to be estimated in comparison to the strategy of estimating local values. Gaussian distributions were used as priors with fairly large standard deviations, together with simulated experimental data with added uncertainty, in order to demonstrate the inverse analysis robustness.
The results obtained in this work reveal that the proposed inverse analysis approach can provide accurate estimation of the thermophysical properties variation and is robust with respect to measurement errors, being capable of providing accurate results even for prior distributions with significant standard deviations. The combination of the integral transform methodology with the computationally intensive inverse analysis is indeed an advantage in the proposed approach, since the only major numerical task in the direct problem solution is essentially reduced to the solution of an algebraic eigenvalue problem for each set of sampled coefficients to be estimated, i.e., only once for each state of the Markov chain. Then, the temperature solution is directly obtained as an explicit expansion, Eq. (2), and thus the overall cost is not markedly affected by the increase on the number of sensors or measurements that are made available. Also, it should be added that the approach is equally applicable to nonmonotonic filler functions, as described for the direct problem solution, even for the physical situation of a randomly distributed dispersed phase [14] .
