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We study the process e+e− → pi+pi−ηγ, where the photon is radiated from the initial state.
About 8000 fully reconstructed events of this process are selected from the BABAR data sample
with an integrated luminosity of 469 fb−1. Using the pi+pi−η invariant mass spectrum we mea-
sure the e+e− → pi+pi−η cross section in the e+e− center-of-mass energy range from 1.15 to
3.5 GeV. The cross section is well described by the Vector-Meson Dominance model with four
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FIG. 1: The Feynman diagram for the process e+e− →
γISRpi
+pi−γγ via the ρη intermediate state in the Vector-
Meson Dominance model.
I. INTRODUCTION
A photon radiated from the initial state in the reac-
tion e+e− → γ+hadrons effectively reduces the electron-
positron collision energy. This allows the study of hadron
production over a wide range of e+e− center-of-mass en-
ergies in a single experiment. The possibility of exploit-
ing initial-state-radiation (ISR) events to measure low-
energy cross sections at high-luminosityB factories is dis-
cussed in Refs. [1–3] and motivates the study described
in this paper. The study of ISR events at the B fac-
tories provides independent cross section measurements
and contributes to understanding low-mass hadron spec-
troscopy.
In e+e− annihilations, final states like pi+pi−η with
positive G-parity must result from the isovector part of
the hadronic current. Within the context of the Vector-
Meson Dominance (VMD) model [4], the e+e− → pi+pi−η
process can be described by the Feynman diagram in
Fig. 1, where V represents any ρ resonance, and ρ is any
accessible ρ resonance. The process is important for the
determination of the parameters of ρ resonances, gives
a sizable contribution to the total hadronic cross section
in the energy range 1.35–1.85 GeV. Additionally, results
of the research can be used to test the relation between
the e+e− → pi+pi−η cross section and the spectral func-
tion for the decay τ− → pi−pi0ηντ predicted under the
conserved vector current (CVC) hypothesis [5].
The process e+e− → pi+pi−η was studied in several
direct e+e− experiments at energies from threshold to 2.4
GeV: DM1 [6], ND [7], DM2 [8], CMD-2 [9], and SND [10,
11]. This process was also studied by BABAR using the
decay mode η → pi−pi+pi0 with the ISR technique. The
BABAR study was based on a 239 fb−1 data sample [12]
and reached 3 GeV. The cross section and pi+ pi− mass
distributions were consistent with VMD. A theoretical
study of the process e+e− → pi+pi−η within VMD and
¶Now at: University of South Alabama, Mobile, Alabama 36688,
USA
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Nambu-Jona-Lasinio chiral approaches was performed in
Ref. [4] and Refs. [13, 14], respectively.
This paper reports a study of the pi+pi−η hadronic fi-
nal state with η → 2γ produced together with a ener-
getic photon that is assumed to result from ISR. The
invariant mass of the hadronic system determines the re-
duced effective e+e− center-of-mass (c.m.) energy (Ec.m.
≡ mπ+π−ηc2), and we measure the e+e− → pi+pi−η cross
section in the range 1.15 < Ec.m. < 3.5 GeV. The dif-
ferent η decay mode makes this independent of our pre-
vious work. We fit the results using the VMD model
and extract ρ resonances parameters, and we calculate
a τ → pi+pi0ηντ branching fraction under the CVC hy-
pothesis.
II. THE BABAR DETECTOR AND DATA SET
The data used in this analysis were collected with the
BABAR detector at the PEP-II asymmetric-energy e+e−
collider at the SLAC National Accelerator Laboratory.
The integrated luminosity of 468.6 fb−1 [15] used in this
analysis comprises 424.7 fb−1 collected at the Υ (4S) res-
onance, and 43.9 fb−1 collected 40 MeV below the peak.
The BABAR detector is described in detail else-
where [16, 17]. Charged particles are reconstructed us-
ing a tracking system, which comprises a silicon vertex
tracker (SVT) and a drift chamber (DCH) inside a 1.5
T solenoid magnet. Separation of pions and kaons is
accomplished by means of the detector of internally re-
flected Cherenkov light (DIRC) and energy-loss measure-
ments in the SVT and DCH. The energetic ISR photon
and photons from pi0 and η decays are detected in the
electromagnetic calorimeter (EMC). Muon identification
is provided by the instrumented flux return of the mag-
netic field.
To study the detector acceptance and efficiency, a
special package of programs for simulation of ISR pro-
cesses was developed based on the approach suggested in
Ref. [18]. Multiple collinear soft-photon emission from
the initial e+e− state is implemented with the structure-
function technique [19], while additional photon radi-
ation from the final-state particles (FSR) is simulated
using the PHOTOS package [20]. The precision of the
radiative-correction simulation does not contribute more
than 1% uncertainty to the efficiency calculation.
The process e+e− → pi+pi−ηγ is simulated assum-
ing the intermediate ρ(770)η hadronic state. Generated
events are processed through the detector response sim-
ulation [21] and then reconstructed using the same pro-
cedure as the real data. Variations in the detector and
background conditions are taken into account in the sim-
ulation.
We simulate the background ISR processes e+e− →
K+K−ηγ, pi+pi−pi0pi0γ, pi+pi−3pi0γ, pi+pi−pi0ηγ, and
pi+pi−pi0γ, and non-ISR processes e+e− → τ+τ− and
e+e− → qq (q = u, d, s). The latter process is generated
using the Jetset7.4 [22] event generator.
64C
2χ
0 10 20 30 40 50 60
e
ve
n
ts
 / 
(0.
6 a
.u.
)
0
200
400
600
 < 30
4C
2χ
Entries 13008
Bckgr entries 5762
hframe
data
Non-ISR bkgr
ISR bkgr
γηpi2
a
4C
2χ
0 10 20 30 40 50 60
e
ve
n
ts
 / 
(0.
6 a
.u.
)
0
20
40
60
80
100
120
140
 < 30
4C
2χ
Entries 2420
Bckgr entries 645
hframe
data
Non-ISR bkgr
ISR bkgr
γηpi2
b
FIG. 2: (color online) The distributions of χ24C for events from the invariant mass ranges 1.15 < mpi+pi−η < 2.00 GeV/c
2 (a)
and 2.0 < mpi+pi−η < 3.5 GeV/c
2 (b). The points with error bars are data. The open histogram represents the sum of the
simulated distributions for signal and backgrounds events. The shaded histogram represents non-ISR background, while the
hatched area shows ISR background.
III. EVENT SELECTION AND KINEMATIC FIT
Preliminary selection criteria require detection of a
high-energy photon with a c.m. energy greater than
3 GeV, at least two charged-particle tracks, and at least
two additional photons with invariant mass near the η
mass, in the range 0.44–0.64 GeV/c2. Each of the pho-
tons is required to have an energy greater than 100 MeV1
and a polar angle in the range 0.3–2.1 radians. The
photon with the highest c.m. energy is assumed to be
from ISR. Charged-particle tracks are required to origi-
nate within 0.25 cm of the beam axis and within 3 cm
of the nominal collision point along the axis. Each of
the tracks is required to have momentum higher than
100 MeV/c, and be in the polar angle range 0.4–2.4 ra-
dians. Additionally, the tracks are required to be not
identified as kaons or muons. If there are three or more
tracks, the oppositely charged pair with closest distance
to the interaction region is used for the further analy-
sis. The selected candidate events are subjected to a
4C kinematic fit under the e+e− → pi+pi−3γ hypothesis,
which includes four constraints of energy-momentum bal-
ance. The common vertex of the charged-particle tracks
is used as the point of origin for the detected photons.
There is no constraint on the η candidate mass, since
this will be used below to extract the number of signal
events. Monte-Carlo (MC) simulation and data samples
contain a significant number of false photons arising from
split-off charged-pion EMC clusters and beam-generated
background, as well as additional ISR or FSR photons.
For events with more than three photons we perform a
kinematic fit for all photon-pair combinations not includ-
1 Unless otherwise specified, all quantities are evaluated in the
laboratory frame
ing the ISR photon, and choose the combination with the
lowest value of χ24C. The parameter χ
2
4C is used to dis-
criminate between signal and background events.
Since the production of the two-pion system is predom-
inantly via ρ-meson intermediate states we require that
the invariant mass of the two pions, m2π, is greater than
0.4 GeV/c2. Because of very different background condi-
tions, the pi+pi−η invariant mass interval under study is
divided into two regions: 1.15 < mπ+π−η < 2.00 GeV/c
2
(I) and 2.0 < mπ+π−η < 3.5 GeV/c
2 (II). Two additional
selection conditions are used for Region II: the energies of
photons from the η decay are required to be greater than
200 MeV andmπ±γISR > 1 GeV/c
2, wheremπ±γISR is the
invariant mass of the charged pion and the ISR photon.
The latter condition rejects e+e− → τ+τ− background
events with one of the τ decaying into ρ±ν → pi±pi0ν,
where an energetic photon, considered as γISR, arises
from pi0 decay. In this case the spectrum of invariant
mass of the most energetic photon and one of the se-
lected charged pions is peaked near the ρ mass.
The χ24C distributions for events from Region I and
Region II are shown in Fig. 2. The points with error
bars represent data, while the histograms show, cumu-
latively, the contributions of simulated non-ISR back-
ground (shaded), ISR background (hatched), and sig-
nal e+e− → pi+pi−ηγ events (open histogram). For
background, the distributions are normalized to the ex-
pected numbers of events calculated using known exper-
imental cross sections, in particular, [23] for e+e− →
pi+pi−pi0pi0γ, [24] for e+e− → K+K−ηγ, [25] for e+e− →
pi+pi−pi0ηγ and [26] for e+e− → τ+τ−. For the non-ISR
e+e− → qq background, the expected number is cor-
rected to take into account the observed data-MC sim-
ulation difference (see below). The signal distribution is
normalized in such a way that the total simulated dis-
tribution matches the first seven bins of the data dis-
tribution. It is seen that the simulated backgrounds at
χ24C > 20 are adequate in the lower-massmπ+π−η region,
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FIG. 3: The distribution of mpi
0
2γ for Region I (a) and for Region II (b). The points with error bars are data. The open his-
togram represents signal simulation, the shaded and hatched areas shows simulated non-ISR and ISR background contributions,
respectively.
but not in the higher. The conditions χ24C < 25 and
χ24C < 15 are used for Region I and II, respectively.
Most background processes contain neutral pions in
the final state. To suppress this background, we check
all possible combinations of pairs of photons with energy
higher than 100 MeV and choose the one with invariant
mass (mπ
0
2γ) closest to the pi
0 mass. The obtained mπ
0
2γ
distribution is shown in Fig. 3. We apply the requirement
mπ
0
2γ > 0.16 GeV/c
2. With these conditions, 11469 data
events are selected.
The remaining simulated ISR background is still dom-
inated by the e+e− → pi+pi−pi0pi0γ process. In the non-
ISR background, about 50% of events come from the pro-
cess e+e− → qq → pi+pi−pi0η, which imitates the process
under study when one of photons from the pi0 decay is soft
and the other is identified as the ISR photon. Such events
preferentially have a small χ24C like signal events. Re-
maining non-ISR events come from the process e+e− →
qq → pi−pi+pi0pi0 or from processes with higher neu-
tral particle multiplicity (e+e− → qq → pi+pi−pi0pi0pi0,
e+e− → qq → pi−pi+ηpi0pi0, etc.), and have a uniform
χ24C distribution. To check the quality of the Jetset
simulation, we select non-ISR events in data and simula-
tion using the following procedure. We remove the con-
dition mπ
0
2γ > 0.16 GeV/c
2 and modify the χ24C condition
to χ24C < 100. The invariant masses for all combinations
of the ISR-photon candidate with any other photon in an
event are calculated. The mass distributions are shown
in Fig. 4 for simulated qq¯ and data events. The pi0 peak
is clearly seen both in data and in simulation, indicating
the presence of non-ISR processes. The distributions are
fitted with a sum of a Gaussian function describing the
pi0 resolution function and a second-order polynomial.
In the fit to the data distribution, the parameters of the
Gaussian function are fixed to the values obtained in the
fit to the simulated distribution. The ratio of the num-
ber of data events in the pi0 peak to that expected from
the Jetset simulation is found to be 0.70± 0.05. This
data-MC simulation scale factor is an average over the
mass range 1.15 < mπ+π−η < 3.5 GeV/c
2. We do not
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FIG. 4: The distributions of the invariant mass for all combi-
nations of the ISR-photon candidate with any other photon
in an event in e+e− → qq¯ simulation (a) and data (b). The
curves are the results of the fits described in the text.
observe a mπ+π−η dependence of the scale factor at the
level of the available statistics. After the simulation nor-
malization the number of e+e− → qq → pi+pi−pi0η events
satisfying our standard selection criteria is estimated to
be 171±12.
IV. BACKGROUND SUBTRACTION
Figure 5 shows the distribution of the η-meson can-
didate invariant mass (mγγ) for Regions I and II. The
invariant mass is calculated using the photon parame-
ters returned by the 4C kinematic fit. The points with
error bars represent data. The open histograms show
the mγγ distribution for signal simulated events. The
shaded and hatched histograms show the expected contri-
butions from background events peaking and nonpeaking
at the η-meson mass, respectively. The peaking back-
ground arises from the processes e+e− → pi+pi−pi0η,
e+e− → K+K−ηγ, and e+e− → pi+pi−pi0ηγ.
The number of signal events is determined from the
fit to the mγγ spectrum by a sum of signal and back-
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FIG. 5: The two-photon invariant mass distribution for events from Region I (a), and Region II (b) after all selections. The
points with error bars represent data. The histograms cumulatively show simulated contributions for peaking background
(shaded), nonpeaking background (hatched), and signal e+e− → pi+pi−ηγ events (open).
ground distributions. The signal line shape is described
by a double-Gaussian function, the parameters of which
are obtained from MC simulation. The shape and the
number of events for peaking background are calculated
using MC simulation. In Region I, where simulation re-
produces themγγ spectrum reasonably well (see Fig. 5a),
the nonpeaking background shape is taken from MC sim-
ulation. In Region II (Fig. 5b), the background shape is
assumed to be uniform in the mγγ range from 0.45 to
0.65 GeV/c2. The free fit parameters are the numbers
of signal events and number of nonpeaking background
events.
The fit is performed in the 59 mπ+π−η bins listed in
Table I. The mass bin width is chosen to be 25 MeV/c2
below 2.0 GeV/c2, and 50 (100) MeV/c2 in the range
2.0 < mπ+π−η < 3.1 (3.1 < mπ+π−η < 3.5) GeV/c
2.
Our measurement is restricted to the mass range 1.15 <
mπ+π−η < 3.50 GeV/c
2. Outside this range the signal to
background ratio is too small to observe the signal. The
fit results are shown in Fig. 6 for three representative
mπ+π−η bins. The fitted number of signal events as a
function of the pi+pi−η invariant mass is shown in Fig. 7
together with the mπ+π−η spectrum for peaking back-
ground calculated using MC simulation. The total num-
ber of signal events is found to be 8065± 101, while the
numbers of peaking and nonpeaking background events
are 239± 18 and 3164± 64, respectively.
A similar procedure of background subtraction is used
to obtain the pi+pi− invariant mass spectrum for data
events in the range 1.4 < mπ+π−η < 2.0 GeV/c
2. The
spectrum is shown in Fig. 8 in comparison with the simu-
lated signal spectrum. The simulation uses the model of
the ηρ(770) intermediate state. The observed difference
between data and simulated spectra may be explained by
the contribution of other intermediate states, for exam-
ple ηρ(1450), and their interference with the dominant
ηρ(770) amplitude. This effect was observed previously
in the SND experiment [11].
Figure 9 shows the cos θη distribution, where θη is the
angle between the η momentum in the pi+pi−η rest frame
and the ISR photon direction in the c.m. frame. In the
ηρ model this distribution is expected to be (1+cos2 θη).
However the detection efficiency of the process under
study depends on cos θη and data events are distributed
as (1 + (0.73± 0.08) · cos2 θη) according to the fit shown
by a curve in the figure. The detection efficiency is cor-
rectly reproduced in MC simulation and the distribution
of reconstructed simulated events shown by a histogram
in the figure is in reasonable agreement with data.
V. DETECTION EFFICIENCY AND
SYSTEMATIC UNCERTAINTIES
The corrected detection efficiency is defined as follows:
ε = εMC
∏
i
(1 + δi), (1)
where εMC is the detection efficiency determined from
MC simulation as the ratio of the true pi+pi−η mass spec-
trum obtained after applying the selection criteria to the
generated mass spectrum, and δi are the efficiency correc-
tions, which take into account data-MC simulation dif-
ferences in track and photon reconstruction, χ24C distri-
bution, etc. The detection efficiency εMC as a function
of Ec.m. is shown in Fig. 10 where the lines are fits to a
fourth-order polynomial for Ec.m. < 2 GeV and to a con-
stant for Ec.m. > 2 GeV. A discontinuity in the efficiency
at 2 GeV is caused by additional selection conditions used
for Region II as mentioned in Sec. III.
To estimate efficiency corrections associated with the
selection criteria, we loosen a criterion, perform the pro-
cedure of background subtraction described in the pre-
vious section, and calculate the ratio of the number of
selected events in data and simulation. For example, the
condition χ24C < 25(15) is loosened to χ
2
4C < 300. The
efficiency correction is calculated as a relative difference
between the data-MC simulation ratios calculated with
9TABLE I: Results of the e+e− → pi+pi−η reaction study: The c.m. energy range (Ec.m.), number of selected events after
pi+pi−η-mass-resolution correction (Ncorr), detection efficiency (ε), differential ISR luminosity (L), and measured cross section
(σ). The systematic uncertainty on the cross section in different energy intervals is listed in Table II.
Ec.m., GeV Ncorr ε, % L, nb
−1 σ, nb Ec.m., GeV Ncorr ε, % L, nb
−1 σ, nb
1.150 - 1.175 < 1 (90% C.L.) 1.36 1439.2 < 0.05 (90% C.L.) 1.875 - 1.900 86 ± 12 6.17 2430.7 0.575 ± 0.081
1.175 - 1.20 < 1 (90% C.L.) 2.12 1468.3 < 0.03 (90% C.L.) 1.900 - 1.925 136 ± 14 6.19 2468.7 0.888 ± 0.092
1.20 - 1.225 9 ± 3 2.77 1498.0 0.231 ± 0.083 1.925 - 1.950 113 ± 13 6.18 2506.9 0.728 ± 0.086
1.225 - 1.250 2 ± 2 3.33 1528.0 0.058 ± 0.052 1.950 - 1.975 115 ± 13 6.15 2545.2 0.736 ± 0.085
1.250 - 1.275 13 ± 4 3.79 1558.6 0.228 ± 0.081 1.975 - 2.00 102 ± 12 6.08 2583.7 0.648 ± 0.081
1.275 - 1.300 38 ± 7 4.18 1589.6 0.583 ± 0.112 2.00 - 2.05 138 ± 12 4.14 5283.5 0.632 ± 0.057
1.300 - 1.325 32 ± 7 4.51 1621.1 0.444 ± 0.103 2.05 - 2.10 122 ± 11 4.14 5439.3 0.544 ± 0.050
1.325 - 1.350 72 ± 10 4.77 1652.9 0.914 ± 0.134 2.10 - 2.15 78 ± 9 4.14 5596.4 0.337 ± 0.039
1.350 - 1.375 107 ± 12 4.98 1685.1 1.280 ± 0.154 2.15 - 2.20 76 ± 9 4.14 5754.7 0.317 ± 0.038
1.375 - 1.40 144 ± 15 5.15 1717.7 1.628 ± 0.170 2.20 - 2.25 58 ± 8 4.14 5914.1 0.236 ± 0.033
1.400 - 1.425 195 ± 17 5.28 1750.7 2.103 ± 0.189 2.25 - 2.30 52 ± 7 4.14 6074.8 0.209 ± 0.031
1.425 - 1.450 281 ± 20 5.38 1784.0 2.920 ± 0.216 2.30 - 2.35 82 ± 9 4.14 6236.7 0.317 ± 0.036
1.450 - 1.475 357 ± 23 5.46 1817.6 3.582 ± 0.235 2.35 - 2.40 74 ± 9 4.14 6399.7 0.281 ± 0.033
1.475 - 1.500 380 ± 24 5.53 1851.6 3.699 ± 0.237 2.40 - 2.45 60 ± 8 4.14 6564.1 0.223 ± 0.030
1.500 - 1.525 419 ± 25 5.57 1885.9 3.970 ± 0.241 2.45 - 2.50 80 ± 9 4.14 6729.8 0.287 ± 0.032
1.525 - 1.550 436 ± 26 5.61 1920.5 4.035 ± 0.240 2.50 - 2.55 49 ± 7 4.14 6897.0 0.173 ± 0.026
1.550 - 1.575 424 ± 25 5.65 1955.3 3.826 ± 0.231 2.55 - 2.60 28 ± 5 4.14 7065.5 0.096 ± 0.019
1.575 - 1.600 394 ± 24 5.68 1990.5 3.476 ± 0.218 2.60 - 2.65 44 ± 7 4.14 7235.7 0.147 ± 0.023
1.600 - 1.625 355 ± 23 5.71 2025.9 3.065 ± 0.203 2.65 - 2.70 29 ± 5 4.14 7407.5 0.095 ± 0.018
1.625 - 1.650 324 ± 22 5.74 2061.6 2.732 ± 0.189 2.70 - 2.75 30 ± 5 4.14 7581.0 0.097 ± 0.018
1.650 - 1.675 307 ± 21 5.78 2097.5 2.528 ± 0.179 2.75 - 2.80 28 ± 5 4.14 7756.4 0.088 ± 0.017
1.675 - 1.700 269 ± 20 5.82 2133.7 2.161 ± 0.166 2.80 - 2.85 33 ± 6 4.14 7933.8 0.101 ± 0.018
1.700 - 1.725 285 ± 21 5.86 2170.1 2.233 ± 0.164 2.85 - 2.90 26 ± 5 4.14 8113.3 0.079 ± 0.015
1.725 - 1.750 278 ± 20 5.91 2206.7 2.130 ± 0.159 2.90 - 2.95 15 ± 4 4.14 8294.9 0.044 ± 0.012
1.750 - 1.775 280 ± 20 5.96 2243.6 2.091 ± 0.155 2.95 - 3.00 22 ± 5 4.14 8478.9 0.063 ± 0.014
1.775 - 1.800 270 ± 20 6.01 2280.6 1.965 ± 0.149 3.00 - 3.05 20 ± 5 4.14 8665.4 0.058 ± 0.014
1.800 - 1.825 282 ± 20 6.06 2317.9 2.005 ± 0.146 3.15 - 3.20 11 ± 4 4.14 9241.0 0.030 ± 0.010
1.825 - 1.850 182 ± 17 6.11 2355.3 1.262 ± 0.118 3.20 - 3.30 26 ± 5 4.14 19077 0.033 ± 0.007
1.850 - 1.875 145 ± 15 6.15 2392.9 0.987 ± 0.101 3.30 - 3.40 14 ± 4 4.14 19893 0.017 ± 0.005
1.875 - 1.900 86 ± 12 6.17 2430.7 0.575 ± 0.081 3.40 - 3.50 7 ± 3 4.14 20737 0.008 ± 0.003
the loosened and standard selection criteria. We do not
observe any significant changes in data-MC simulation
ratios due to variation of selection criteria and do not
apply any corrections. The sum of the statistical uncer-
tainties on the corrections for different selection criteria
added in quadrature (2.5%) is taken as an estimate of
the systematic uncertainty associated with the selection
criteria.
To estimate the uncertainty related to the description
of the nonpeaking background in the fit to the mγγ spec-
trum, we repeat the fits using a quadratic background.
The main source of peaking background is the process
e+e− → pi+pi−pi0η. Its contribution is calculated using
the Jetset qq¯ simulation normalized as described in
Sec. III. In the normalization we assume that Jetset re-
produces correctly the fraction of pi+pi−pi0η events in the
full sample of qq¯ events satisfying our selection criteria.
To estimate the systematic uncertainty associated with
this assumption, we vary the fraction of pi+pi−pi0η events
by 50%. The obtained uncertainties associated with the
nonpeaking and peaking backgrounds added in quadra-
ture are listed in the section “Background subtraction”
of Table II.
We also study the quality of the simulation of the first-
level trigger and background filters used in the primary
event selection. The overlap of the samples of events
passing different filters and trigger selections is used to
estimate the filter and trigger efficiency. The latter is
found to be reproduced by simulation, with accuracy bet-
ter than 5 · 10−3. The correction due to data-MC simu-
lation difference in the filter inefficiency is determined to
be (−1.5± 1.6)%.
To determine the efficiency correction for the data-MC
simulation difference in η candidate reconstruction, we
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FIG. 6: The two-photon invariant mass spectrum for data
events (points with error bars) from the three mpi+pi−η inter-
vals: 1.300−1.325 GeV/c2 (a), 1.500−1.525 GeV/c2 (b), and
3.4 − 3.5 GeV/c2 (c). The solid curve is the result of the fit
described in the text. The dashed curve represents the fitted
background.
use the results of the study of the pi0 reconstruction effi-
ciency as a function of momentum described in Ref. [28].
We assume that the η → γγ efficiency is approximately
equal to the pi0 → γγ efficiency at the same energy, and
obtain the correction averaged over the η momentum
spectrum δη = (−2 ± 1)%. The correction is indepen-
dent of the pi+pi−η mass.
TABLE II: Summary of the efficiency corrections and system-
atic uncertainties on the measured cross section.
Source Correction, % Systematic
uncertainty, %
Selection criteria 2.5
Background subtraction
mpi+pi−η < 1.35 9
1.35 < mpi+pi−η < 1.80 2
1.80 < mpi+pi−η < 2.50 5
2.50 < mpi+pi−η < 3.10 10.5
3.10 < mpi+pi−η < 3.50 11
Trigger and filters -1.5 1.6
η reconstruction -2.0 1.0
ISR photon efficiency -1.1 1.0
Track reconstruction -1.1 1.0
Radiative correction 1.0
Luminosity 1.0
Total
mpi+pi−η < 1.35 -5.7 10
1.35 < mpi+pi−η < 1.80 -5.7 4.5
1.80 < mpi+pi−η < 2.50 -5.7 6.5
2.50 < mpi+pi−η < 3.10 -5.7 11
3.10 < mpi+pi−η < 3.50 -5.7 12
The ISR photon and charged-particle track reconstruc-
tion efficiencies are studied in Ref. [29]. The efficiency
corrections and systematic uncertainties discussed in this
section are summarized in Table II.
VI. THE e+e− → pi+pi−η CROSS SECTION
From the measured pi+pi−η mass spectrum, we calcu-
late the Born cross section
σ(m) =
(dN/dm)corr
dL/dm · ε(m) · R , (2)
where m ≡ Ec.m./c2 is the invariant mass of the pi+pi−η
system, (dN/dm)corr is the pi
+pi−η mass spectrum after
correction for the detector mass resolution (unfolding),
dL/dm is the so-called ISR differential luminosity [27],
ε(m) is the detection efficiency, and R is the radiative
correction factor accounting for the Born pi+pi−η mass
spectrum distortion due to emission of several photons
by the initial electron and positron. In our case the value
of R is close to unity, and the theoretical uncertainty of
R does not exceed 1% [1]. The uncertainty of the to-
tal integrated luminosity collected by BABAR is less than
1% [15].
The number of events in each bin i (Ni) of the mea-
sured pi+pi−η mass spectrum shown in Fig. 7 is re-
lated to the “true” number of events (Ncorr,i) as Ni =∑
AijNcorr,j , where Aij is a migration matrix describ-
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FIG. 7: The measured pi+pi−η invariant mass spectrum (solid circles). The open circles show the same distribution for the
peaking background obtained using MC simulation.
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2. The curve is the
result of the fit described in the text.
ing the probability for an event with “true” mass in the
bin j to contribute to bin i. The matrix Aij is deter-
mined from the signal MC simulation. For the 25 MeV
bin width, diagonal elements of Aij are about 0.83, and
next-to-diagonal elements are about 0.08. The inverse of
the migration matrix is applied to the measured spec-
trum. The obtained (dN/dm)corr spectrum is used to
calculate the cross section. Since the cross section does
not contain narrow structures, the unfolded mass spec-
trum is close to the measured spectrum. The differences
between their bin contents are found to be less than half
the statistical uncertainty. But the correction leads to
an increase in the errors (by 4-15%) and to correlations
between the corrected numbers Ncorr,i. The neighbour
to diagonal elements of the correlation matrix are about
-20% and the elements after next about 2%.
The obtained e+e− → pi+pi−η cross section is listed in
Table I and shown in Fig. 11 in comparison with the most
precise previous measurements. The BABAR(2007) results
used a different η decay mode, and are independent. The
energy region near the J/ψ resonance (3.05–3.15 GeV) is
excluded from the data listed in Table I and is discussed
below. The nonresonant cross section at Ec.m. = mJ/ψ
will be obtained in Sec. IX.
Our cross section results are in agreement with previ-
ous measurements, have comparable accuracy below 1.6
GeV and better accuracy above. In the energy range
3.0–3.5 GeV the cross sections are measured for the first
time.
VII. FIT TO THE e+e− → pi+pi−η CROSS
SECTION
In the framework of the VMD model the e+e− →
pi+pi−η cross section can be described by a coherent sum
12
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of contributions from isovector states V that decay into
ρ(770)η [4]:
σ(s) =
4α2
3
1
s
√
s
|F (s)|2G(s), G(s) =
∫ (√s−mη)2
4m2pi
dq2
√
q2Γρ(q
2)p3η(s, q
2)
(q2 −m2ρ)2 + (
√
q2Γρ(q2))2
, (3)
p2η =
(s−m2η − q2)2 − 4m2ηq2
4s
, Γρ(q
2) = Γρ(m
2
ρ)
m2ρ
q2
(
p2π(q
2)
p2π(m
2
ρ)
) 3
2
, p2π(q
2) = q2/4−m2π, (4)
where
√
s = Ec.m., q is the pi
+pi− invariant mass, mη and
mπ are the η meson and charged pion masses, mρ and
Γρ(m
2
ρ) are the ρ(770) mass and width, and
F (s) =
∑
V
m2V gV e
iφV
s−m2V + i
√
sΓV (s)
, (5)
where the sum is over all ρ resonances and the complex
parameter gV e
iφV is the combination gV ρη/gV γ of the
coupling constants describing the transitions V → ρη
and V → γ⋆, respectively.
The VMD model [Eq.(3)] is used to fit our cross section
data. The free fit parameters are gV , and the masses
and widths of the excited ρ-like states. The ρ(770) mass
and width are fixed at their Particle Data Group (PDG)
values [35]. The phase φρ(770) is set to zero. The coupling
constants gV ρη and gV γ are not expected to have sizable
imaginary parts [11]. Therefore, we assume that φV for
the excited states are 0 or pi.
The models with one, two, and three excited states are
tested. In Model 1, the cross section data are fitted in the
energy rangeEc.m. = 1.2−1.70 GeV with two resonances,
ρ(770) and ρ(1450). The model with φρ(1450) = 0 fails
to describe the data. The fit result with φρ(1450) = pi is
shown in Fig. 12 by the long-dashed curve. The obtained
fit parameters are listed in Table III. It is seen that Model
1 cannot reproduce the structure in the cross section near
1.8 GeV.
In Models 2 and 3 we include an additional contribu-
tion from the ρ(1700) resonance with phases φρ(1700) = pi
and 0, respectively. The fits are done in the rangeEc.m. =
1.2–1.90 GeV. The fit results are shown in Fig. 12 and
listed in Table III. Both models describe the data be-
low 1.90 GeV reasonably well. Model 3 has better χ2
(P (χ2) = 0.58 instead of 0.03 for Model 2). Above 1.90
GeV the fit curves for both the models lie below the data.
Model 4 is Model 3 with a fourth resonance ρ′′′ added.
The phase φρ′′′ is set to zero. The fitted energy range
is extended up to 2.2 GeV. The fit result is shown in
Fig. 12. The fitted resonance mass mρ′′′ = 2.01 ± 0.04
GeV is between the masses of the ρ(1900) and ρ(2150)
states listed in the PDG table [35]. The fitted value
gρ = 1.7±0.3 GeV−1 agrees with the VMD estimation of
1.57± 0.07 GeV−1 from the partial width ρ(770)→ ηγ.
It is seen that the model successfully describes the cross
section data up to 2.3 GeV. Above Ec.m. = 2.3 GeV
Model 4 lies below the data, which could be explained
by another resonance. Alternatively, the change of the
cross section slope near 1.9 GeV may be interpreted with-
out inclusion of a fourth resonance, as a threshold effect
13
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FIG. 11: (color online) The e+e− → pi+pi−η cross section measured in this work (BABAR) in comparison with most precise
previous measurements: CMD-2 [9], the independent BABAR(2007) [12], SND [11]) at Ec.m. < 2.15 GeV (a) and Ec.m. > 1.9
GeV (b).
TABLE III: The coupling constants and resonance parameters obtained in the fits to the e+e− → pi+pi−η cross section data.
Parameter Model 1 Model 2 Model 3 Model 4
gρ(770), GeV
−1 1.1± 0.3 2.3± 0.3 1.8 ± 0.3 1.7± 0.3
gρ(1450), GeV
−1 0.49 ± 0.02 0.36± 0.05 0.44 ± 0.02 0.46 ± 0.03
gρ(1700), GeV
−1 – 0.044 ± 0.019 0.080 ± 0.012 0.016 ± 0.007
gρ′′′ , GeV
−1 – – – 0.09 ± 0.02
mρ(1450), GeV/c
2 1.487 ± 0.016 1.54± 0.01 1.50 ± 0.01 1.49 ± 0.01
mρ(1700), GeV/c
2 – 1.76± 0.01 1.83 ± 0.01 1.83 ± 0.01
mρ′′′ , GeV/c
2 – – – 2.01 ± 0.04
Γρ(1450), GeV 0.33 ± 0.02 0.31± 0.03 0.28 ± 0.02 0.29 ± 0.02
Γρ(1700), GeV – 0.16± 0.04 0.17 ± 0.02 0.08 ± 0.02
Γρ′′′ , GeV – – – 0.42 ± 0.09
φ770,1450;... 0; pi 0; pi; pi 0; pi; 0 0; pi; 0; 0
χ2 per d.o.f. 14/16 35/21 19/21 28/26
due to the opening of the nucleon-antinucleon production
channel. Structures near the nucleon-antinucleon thresh-
old are observed in the e+e− → 3(pi+pi−) and 2(pi+pi−pi0)
cross sections [31, 32] as well as in the η′pi+pi− mass spec-
trum in the decay J/ψ → γη′pi+pi− [33]. A slope change
near 1.9 GeV is seen in the e+e− → pi+pi−pi+pi− cross
section [34].
The fit is also performed with another parametrization.
The parameters gV are replaced by the products
Γ(V → e+e−)B(V → ηpi+pi−) = α
2
9pi
|gV |2mV
ΓV
G(m2V ).
(6)
From the fit in Model 3 we obtain:
Γ(ρ(1450)→ e+e−)B(ρ(1450)→ ηpi+pi−) =
(210± 24stat ± 10syst) eV
Γ(ρ(1700)→ e+e−)B(ρ(1700)→ ηpi+pi−) =
(84± 26stat ± 4syst) eV (7)
The model uncertainties of these parameters estimated
from the difference of fit results for Model 2, 3, and 4,
are large, 20% for ρ(1450) and 80% for ρ(1700).
VIII. TEST OF CVC
The CVC hypothesis and isospin symmetry allow the
prediction of the pi−pi0η mass spectrum and the branch-
ing fraction for the τ− → pi−pi0ηντ decay from data for
the e+e− → pi+pi−η cross section [30]. The branching
fraction can be calculated as:
B(τ− → pi−pi0ηντ )
B(τ− → e−ν¯eντ ) =
∫ m2τ
(2mpi+mη)2
dq2
σI=1e+e−→π+π−η(q
2)
3|Vud|2SEW
2piα2
q2
m2τ
(1 − q
2
m2τ
)2(1 + 2
q2
m2τ
),
(8)
where q2 is the squared 4-momentum of the pi±pi0η sys-
tem, |Vud| is the Cabibbo-Kobayashi-Maskawa matrix el-
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FIG. 12: (color online) The measured e+e− → pi+pi−η cross section fitted with the four models described in the text.
ement, and SEW = 1.0194 is a factor taking into account
electroweak radiative corrections, and B(τ− → e−ν¯eντ )
= 17.83 ± 0.04% [35].
We integrate Eq.(8) using the fit function for the cross
section of model #4 from the previous section and obtain
B(τ− → pi−pi0ηντ ) = (0.1616± 0.0026stat±
0.0080syst ± 0.0011model)% = (0.162± 0.009)%,
(9)
where the first error is statistical, the second is systematic
(see Table II), and the third is model uncertainty.
The latter is estimated from the difference between the
branching fraction values obtained with the cross section
parametrization in Model 2 and Model 3 discussed in the
previous section. The calculation based on the previ-
ous BABAR measurement of the pi+pi−η → pi+pi−pi+pi−pi0
final state [12] gives B(τ± → pi±pi0ηντ ) = (0.1695 ±
0.0085stat ± 0.0136syst)%, compatible with the new re-
sult (9). The systematic uncertanties on the luminosity,
radiative corrections, photon and track efficiencies are
the same for the new and previous BABAR measurements.
Combining the two BABAR values we obtain
B(τ− → pi−pi0ηντ ) = (0.163± 0.008)%, (10)
which is in good agreement with, but more precise than,
the estimate based on the SND e+e− → pi+pi−η mea-
surement (0.156± 0.011)% [11].
The PDG value of this branching fraction is B(τ− →
pi−pi0ηντ )exp = (0.139± 0.010)% [35]. The difference be-
tween the experimental result and our CVC-based calcu-
lation is 1.8σ. The difference, about 15% of the branch-
ing fraction, is too large to be explained by isospin-
breaking corrections. The quoted PDG value is based
on the three measurements: (0.135± 0.003± 0.007)% by
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FIG. 13: (a) The fit to the pi+pi−η mass spectrum for data events from the J/ψ region. (b) The mpi+pi− invariant mass
distribution for data events with 3.05 < mpi+pi−η < 3.15 GeV/c
2 (points with error bars) and simulated signal events generated
using the model with the ρ(770)η intermediate state (histogram).
Belle [36], (0.18 ± 0.04 ± 0.02)% by ALEPH [37], and
(0.17 ± 0.02 ± 0.02)% by CLEO [38]. Its error includes
a scale factor of 1.4. The difference between our CVC
prediction and the most precise measurement by Belle is
2.4σ.
IX. THE J/ψ → pi+pi−η DECAY
The pi+pi−η mass spectrum for selected data events
in the region near the J/ψ is shown in Fig. 13(a). The
spectrum is fitted by a sum of a function describing the
J/ψ line shape and a linear background function. The
J/ψ line shape is obtained using MC simulation. The fit
yields 49± 9 events of the decay J/ψ → pi+pi−η.
From the fitted number of J/ψ events we calculate the
product [1]
Γ(J/ψ → e+e−)B(J/ψ → pi+pi−η) =
NJ/ψm
2
J/ψ
6pi2dL/dm(mJ/ψ)ε(mJ/ψ)
=
(2.34± 0.43stat ± 0.16syst) eV.
(11)
Using the nominal value of the J/ψ electron width (5.55±
0.14) eV [35] we obtain the branching fraction
B(J/ψ → pi+pi−η) = (4.2± 0.8)× 10−4, (12)
which has better precision than the current PDG value
(4.0± 1.7)× 10−4 [35].
Figure 13(b) shows the mπ+π− invariant mass dis-
tributions for data events from the J/ψ peak (3.05 <
mπ+π−η < 3.15 GeV/c
2) and simulated events. The sim-
ulation uses the model with the ρ(770)η intermediate
state. The difference between the mπ+π− distributions
for data and simulation is explained by the contribution
of the isoscalar ωη intermediate state and its interfer-
ence with the isovector amplitudes, where ρ(770)η gives
the main contribution [39, 40].
The G-parity of pi+pi−η is +1, whereas G(J/ψ) = -1.
Therefore, this final state cannot be reached in strong-
interaction (“direct”) decays. An allowed way for the
decay is electromagnetic, J/ψ → γ∗ → pi+pi−η. If this is
the only way, the branching fraction has to fulfill:
B(J/ψ → pi+pi−η)/B(J/ψ → µ+µ−) =
σc(e
+e− → pi+pi−η)/σc(e+e− → µ+µ−),
(13)
where σc is the continuum cross section at
√
s = mJ/ψ
and σc(e
+e− → µ+µ−) = 4πα2
3m2
J/ψ
.
We obtain the continuum cross section for pi+pi−η pro-
duction by linear interpolation between four points near
mJ/ψ, where two lie below 3.05 GeV/c
2 and two above
3.15 GeV/c2:
σc(e
+e− → pi+pi−η) = (47± 8stat ± 5syst)pb. (14)
Inserting this result into Eq.(13) leads to
B(J/ψ → pi+pi−η) =
3m2J/ψ
4piα2
B(J/ψ → µ+µ−)
×σc(e+e− → pi+pi−η) = (3.1± 0.6)× 10−4.
(15)
This is smaller than the result in Eq.(12) by (1.1 ±
1.0) × 10−4. A second way to violate G-parity is the
direct decay J/ψ → ωη followed by the G-violating decay
ω → pi+pi−. Our result confirms that there could be a
sizeable contribution of the ωη intermediate state to the
decay J/ψ → pi+pi−η.
X. SUMMARY
In this paper we have studied the process e+e− →
pi+pi−ηγ, in which the photon is emitted from the initial
state. Using the ISR technique we have measured the
e+e− → pi+pi−η cross section in the c.m. energy range
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from 1.15 up to 3.5 GeV. Our results are in agreement
with previous measurements, including our own previous
result in the independent η → pi+pi−pi0 channel, and have
comparable precision below 1.6 GeV and better precision
above. In the energy range below 2.2 GeV the measured
cross section is well described by the VMD model with
four ρ-like resonances. Parameters of these resonances
have been obtained.
Using the measured cross section and the CVC hypoth-
esis, the branching fraction of the decay τ− → ηpi−pi0ντ
is determined to be B(τ− → pi−pi0ηντ ) = (0.162± 0.009)
%.
From the measured number of e+e− → J/ψγ →
pi+pi−ηγ events we have determined the product
ΓJ/Ψ→e−e+BJ/ψ→π+π−η = 2.34 ± 0.46 eV, and the
branching fraction B(J/ψ → pi+pi−η) = (0.042±0.008)%.
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