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a b s t r a c t
We provide a deterministic algorithm that constructs small point
sets exhibiting a low star discrepancy. The algorithm is based
on recent results on randomized roundings respecting hard
constraints and their derandomization. It is structurally much
simpler than a previous algorithm presented for this problem in
[B. Doerr, M. Gnewuch, A. Srivastav, Bounds and constructions
for the star discrepancy via δ-covers, J. Complexity, 21 (2005)
691–709]. Besides leading to better theoretical running time
bounds, our approach also can be implemented with reasonable
effort. We implemented this algorithm and performed numerical
comparisons with other known low-discrepancy constructions.
The experiments take place in dimensions ranging from 5 to 21
and indicate that our algorithm leads to superior results if the
dimension is relatively high and the number of points that have
to be constructed is rather small.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The L∞-star discrepancy or, for short, star discrepancy of an n-point set T in the d-dimensional unit
cube [0, 1]d is given by
d∗∞(T ) := sup
x∈[0,1]d
∣∣∣∣1n |T ∩ [0, x[| − vol([0, x[)
∣∣∣∣ ,
∗ Corresponding author at: Department of Computer Science, Columbia University, 1214 Amsterdam Avenue, New York, NY
10027, USA.
E-mail address: gnewuch@cs.columbia.edu (M. Gnewuch).
0885-064X/$ – see front matter© 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.jco.2010.03.004
B. Doerr et al. / Journal of Complexity 26 (2010) 490–507 491
where [0, x[ is the d-dimensional anchored half-open box [0, x1[× · · · × [0, xd[. Here, as in the whole
article, the cardinality of a finite set S is denoted by |S| and the ith component of a vector x by xi. The
smallest possible discrepancy of any n-point configuration in [0, 1]d is
d∗∞(n, d) := inf
T⊂[0,1]d;|T |=n
d∗∞(T ).
The inverse of the star discrepancy is given by
n∗∞(ε, d) := min{n ∈ N | d∗∞(n, d) ≤ ε}.
The star discrepancy is related to the error of multivariate numerical integration by the
Koksma–Hlawka inequality (see, e.g., [11,20,23]). The inequality shows that points with small star
discrepancy induce quasi-Monte Carlo algorithms with small worst case errors. Since the number
of sample points is roughly proportional to the costs of those algorithms, it is of interest to find
n-point configurations with small discrepancy and n not too large. In particular, n should not depend
exponentially on d.
For fixed dimension d the asymptotically best upper bounds for d∗∞(n, d) that have been proved so
far are of the form
d∗∞(n, d) ≤ Cd ln(n)d−1n−1, n ≥ 2. (1)
These bounds give us no helpful information for moderate values of n, since ln(n)d−1n−1 is an
increasing function forn ≤ ed−1. Additionally, point configurations satisfying (1)will in general lead to
constants Cd that depend critically on d. (Actually, it is known for some constructions that the constant
C ′d in the representation
d∗∞(n, d) ≤
(
C ′d ln(n)
d−1 + o(ln(n)d−1)) n−1
of (1) tends to zero as d approaches infinity; see, e.g., [23,24,1]. But to the best of our knowledge,
no good bounds have been published for the implicit constant of the o-notation or, respectively, the
‘‘whole’’ constant Cd in (1).)
A bound more suitable for high-dimensional integration was established by Heinrich, Novak,
Wasilkowski and Woźniakowski [19], who proved
d∗∞(n, d) ≤ cd1/2n−1/2 and n∗∞(d, ε) ≤ dc2dε−2e, (2)
where c does not depend on d, n or ε. Here the dependence of the inverse of the star discrepancy on d
is optimal. This was also established in [19] by means of a lower bound for n∗∞(d, ε), which was later
improved by Hinrichs [21] to n∗∞(d, ε) ≥ c0dε−1 for 0 < ε < ε0, where c0, ε0 > 0 are constants. The
proof of (2) is not constructive but probabilistic, and the proof approach does not provide an estimate
for the value of c .
In the same paper the authors proved a slightly weaker bound with an explicitly known small
constant k:
d∗∞(n, d) ≤ kd1/2n−1/2
(
ln(d)+ ln(n))1/2. (3)
The proof is again probabilistic and uses Hoeffding’s large deviation bound. In [8] the first two authors
and Srivastav improved (3) to
d∗∞(n, d) ≤ k′d1/2n−1/2 ln(n)1/2, (4)
where k′ is smaller than k. (A slightly better bound for the star discrepancy and a corresponding
bound for the so-called extreme discrepancy can be found in [15].) Of course the estimate (4) is
asymptotically not as good as (2). But the constant k′ is small—essentially we have k′ = √2. A further
advantage of this approach is that it can be derandomized. This was done by Srivastav and the first
two authors who provided in [8] a deterministic algorithm constructing point sets satisfying (4). The
algorithm is based on a quite general derandomization approach of Srivastav and Stangier [29], and is
essentially a point-by-point construction using the method of conditional probabilities and so-called
pessimistic estimators.
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In the proceedings paper [6] the first two authors used a novel approach to randomized rounding
presented in [5]. In contrast to the classical one, it allows one to generate randomized roundings that
respect certain hard constraints. This leads to a construction that needs significantly fewer random
variables, which in turn speeds up the randomized construction.
A second speed-up and considerable simplification from the implementational point of view stems
from the fact that the general approach in [5] may be derandomized via the more restricted approach
of Raghavan [26]. This runs in time O(mn), where n is the number of (random) variables and m the
number of constraints.
It thus avoids the general, but more costly solution by Srivastav and Stangier [29], which, from the
practical point of view, suffers from a higher running time of O(mn2 log(mn)) and its extremely high
technical demands.
For a given n ∈ N the algorithm from [6] computes an n-point set T with discrepancy
d∗∞(T ) ≤ (4+
√
3)
√
n−1
(
1
2
d ln(σn)+ ln 2
)
+ 2−d ln(dn)−1n−1 (5)
in time O(d(σn)d log(dn)). Here σ = σ(d) is less than 1, and converges to zero as d tends to
infinity. In [8] the running time for constructing an n-point set with the same discrepancy order was
O(Cdnd+2 log(d)d/ log(n)d−1), C some constant.
A different approach was presented by Kritzer, Pillichshammer and the first two authors in [7],
where a component-by-component (CBC) approach is proposed. This algorithm exhibits a somewhat
lower running time than the previously mentioned algorithms (which is nevertheless exponential in
d), but provides only a weaker discrepancy guarantee of
d∗∞(T ) ≤ O(d3/2n−1/2 ln(1+ n/d)1/2)
for an output set T of size n in dimension d. This algorithm has recently been implemented in [9].
That the running times of these deterministic algorithms are exponential in d may not be too
surprising. The problem of constructing n-point sets of such order of discrepancy is related to the
problem of approximating the discrepancy of given point sets: Instead of constructing an n-point set
deterministically, we may generate n random points, calculate their discrepancy and accept them if
a bound of the form (5) is satisfied. Otherwise we proceed by generating anew n random points. The
concentration ofmeasure phenomenon guarantees thatwith high probabilityweonly have to perform
a few random trials to end up with a low-discrepancy n-point set. This approach sounds simple, but
overlooks the difficulty of calculating (or approximating) high-dimensional star discrepancies. Indeed,
it has been shown in [17] that the decision problem as regards whether an arbitrary point set has
discrepancy smaller than ε is NP-hard, and recently this was improved to showing that under certain
complexity theoretical assumptions, the running time must essentially scale as nΘ(d) [13]. Also, all
deterministic algorithms known so far that approximate the L∞-star discrepancy of arbitrary given
n-point sets have a running time exponential in d (see, e.g., [30], the literaturementioned therein, and
the discussion in [15]).
Our results
This paper is an improved and extended version of the conference paper [6], which was purely
theoretical without providing an implementation. In contrast to [6], this work mainly uses the recent
derandomization of the first and the third author from [10] of Srinivasan’s randomized rounding
approach [28]. Compared to Doerr’s derandomization approach used in [6], it leads to the slightly
better (theoretical) discrepancy bound
d∗∞(T ) ≤
(
(e− 1)+√3
)√
n−1
(
1
2
d ln(σ ′n)+ ln 2
)
, (6)
where σ ′ differs only insignificantly from σ in (5). In practice it leads to a better running time and
lower rounding errors. Furthermore, it has the advantage that it is technically simpler (in particular,
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the step of reducing the binary length of the variables to be rounded falls away completely). This leads
to a more concise and lucid presentation of the underlying ideas and the actual algorithm.
We implement both versions of the algorithm based on the derandomizations of Doerr’s and
Srinivasan’s approaches to generate randomized roundings [5,10] and compare them on several
test instances. Afterwards we compare the quality of the points generated with the help of the
derandomization of Srinivasan’s approach to the discrepancy of other constructions, including the
recent CBC algorithm proposed in [7] and implemented in [9].
2. Randomized construction
We start by introducing some useful notation: For arbitrary n ∈ N put [n] := {1, . . . , n}. If
x, y ∈ [0, 1]d, we write x ≤ y if xi ≤ yi holds for all i ∈ [d]. We write [x, y] = ∏i∈[d][xi, yi] and
use corresponding notation for open and half-open intervals. For a point x ∈ [0, 1]d we denote by
Vx :=∏i∈[d] xi the volume of the box [0, x]. Similarly, we denote the volume of a Lebesguemeasurable
subset S of [0, 1]d by VS .
2.1. Grids and covers
Let 0 = q0 < q1 < · · · < qk = 1 and
G := {qi | 1 ≤ i ≤ k}d. (7)
G is an isotropic (not necessarily equidistant) grid in the d-dimensional unit cube [0, 1]d. (By a grid, we
shall alwaysmean a finite point setG′ in [0, 1]d that can bewritten asG′ = (G′0)d for someG′0 ⊂ [0, 1].)
For each α = (α1, . . . , αd) ∈ {0, 1, . . . , k}d let qα := (qα1 , . . . , qαd), and denote (α1 − 1, . . . , αd − 1)
simply by α − 1. Let δ = δ(G) be the smallest real number such that for all y ∈ [0, 1]d there are
x, z ∈ G ∪ {0}with y ∈ [x, z] and Vz − Vx ≤ δ, i.e.,
δ(G) = max
α∈[k]d
(Vqα − Vqα−1). (8)
In the language of [8] δ is minimal such that G is a δ-cover. Let us restate the definition from [8]:
A finite set Γ ⊂ [0, 1]d is a δ-cover of [0, 1]d if for every y ∈ [0, 1]d there exist x, z ∈ Γ ∪ {0}with
Vz − Vx ≤ δ and x ≤ y ≤ z.
The helpfulness of δ-covers lies in the fact that one can use them to discretize the discrepancy
while controlling the discretization error:
Lemma 1. Let Γ be a δ-cover of [0, 1]d. Then for all n-point sets T ⊂ [0, 1]d,
d∗∞(T ) ≤ d∗Γ (T )+ δ, where d∗Γ (T ) := maxx∈Γ
∣∣∣∣1n |T ∩ [0, x[| − Vx
∣∣∣∣ . (9)
The proof is straightforward and can, e.g., be found in [8].
Let now
I := {[qi−1, qi[| 1 ≤ i ≤ k}
and
B :=
{
d∏
i=1
Ii | I1, . . . , Id ∈ I
}
. (10)
Note thatB is a partition of [0, 1[d into axis-parallel boxes with upper right corners in G. Let
C0 := {[0, g[| g ∈ G}. (11)
494 B. Doerr et al. / Journal of Complexity 26 (2010) 490–507
C0 is a subset of the set C of all axis-parallel boxes that are anchored in 0 (these boxes are sometimes
called corners). If C ∈ C0, then denote byB(C) the set of all B ∈ B with B ⊆ C .
For B ∈ B, let xB := nVB be the fair number of points to lie in B. We now randomly round (xB)
to integers (yB) and then choose our point set in such a way that it has exactly yB points in each box
B. This rounding is done via a recent extension of the classical randomized rounding method due to
Raghavan [26]. We briefly review the basics.
2.2. Randomized rounding
For a number r we write brc = max{z ∈ Z | z ≤ r}, dre = min{z ∈ Z | z ≥ r} and {r} = r − brc.
Let ξ ∈ R. An integer-valued random variable y is called a randomized rounding of ξ if it obeys the
probability distribution
Pr(y = bξc + 1) = {ξ},
Pr(y = bξc) = 1− {ξ}.
Since only the fractional part of ξ is relevant, we often may ignore the integer part and then have
ξ ∈ [0, 1]. In this case, a randomized rounding y of ξ satisfies
Pr(y = 1) = ξ,
Pr(y = 0) = 1− ξ .
For ξ ∈ Rn, we call y = (y1, . . . , yn) a randomized rounding of ξ if yj is a randomized rounding of ξj
for all j ∈ [n]. We call y an independent randomized rounding of ξ if the yi are mutually independent
random variables.
Independent randomized rounding was introduced by Raghavan [26] and since then has found
numerous applications. It takes its strength from the fact that sums of independent random variables
are strongly concentrated around their mean. This allows one to bound the deviation of a weighted
sum of the ξi from the corresponding sum of the yi (this is done via so-called Chernoff bounds).
Independent randomized rounding can be derandomized. That is, one can transform the above
sketched approach into a deterministic rounding algorithm (at the price of a slightly higher running
time) that guarantees large deviation bounds comparable to those that randomized rounding satisfies
with high probability.
For our purposes, independent randomized rounding is not fully satisfactory since we would like
to construct exactly n points. In other words, we prefer to have∑
B∈B
yB =
∑
B∈B
xB = n (12)
without any deviation. Fortunately, this can be achieved relatively easy with two recent extensions of
randomized rounding.
The historically first way of generating such non-independent randomized roundings is due to
Srinivasan [28] (see [12] for the journal version). In contrast to classical randomized rounding, a
derandomization of these randomized roundings was not provided by the authors of [12,28].
This was overcome in [5], where the first author gave a different way of generating randomized
roundings satisfying hard constraints like (12). This approach is structurally simpler, because
it reduces the problem to the independent case. In consequence, one can use Raghavan’s
derandomization. The prices for this are slightly higher rounding errors in the derandomized version
(compared to Raghavan’s derandomization for the setting without hard constraints) and a slightly
larger running time (both compared to Raghavan’s derandomization and Raghavan’s and Srinivasan’s
randomized version).
In [10], the first and third author finally gave a derandomization also of Srinivasan’s dependent
randomized roundings. It satisfies the same error guarantees as Raghavan’s derandomization. In
experiments [10], we observed rounding errors that typically were slightly better, with a high
dependence on what the problem instances actually look like. Since for the rounding problems
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occurring in this paper the derandomization given in [10] mostly produces better errors and leads
to better running times, we focus in the following on this one.
Since it greatly eases the presentation, we start by describing Srinivasan’s randomized
roundings [28] and then build on this to explain the derandomization of [10].
Theorem 2 ([28]). Let ξ ∈ [0, 1]N be such that∑Ni=1 ξi ∈ N. Then in time O(N) a randomized rounding
y of ξ can be generated such that Pr(
∑N
i=1 yi =
∑N
i=1 ξi) = 1 and for all a ∈ [0, 1]N , Y :=
∑N
i=1 aiyi,
µ := E(Y ) =∑Ni=1 aiξi and all δ ∈ [0, 1],
Pr(Y > (1+ δ)µ) < exp
(
−1
3
µδ2
)
,
Pr(Y < (1− δ)µ) < exp
(
−1
2
µδ2
)
.
Such roundings can in fact be generated relatively easy. We start by setting yi := ξi. We repeat the
following pair-rounding step until all yi are integral (that is, in {0, 1}).
Pair-rounding: Find i, j ∈ [N] such that yi and yj are not integral. Choose δ ∈ [0, 1] minimal such
that at least one of yi+δ and yj−δ becomes integral. Likewise, choose ε ∈ [0, 1]minimal such that at
least one of yi−ε and yj+ε becomes integral.With probability ε/(δ+ε), set (yi, yj) := (yi+δ, yj−δ);
otherwise set (yi, yj) := (yi − ε, yj + ε).
By definition, each pair-rounding iteration does not change the sum of the yi. Also, the expected
value of somevariable after one pair-rounding is equal to its original value. Hence these twoproperties
also hold for the whole rounding process, showing that we satisfy the hard constraint
∑
i yi =
∑
i ξi
and actually do randomized rounding, that is, have E(yi) = ξi for all i. Note that the latter is an
equivalent definition for randomized rounding if yi only takes the values bξic and dξie.
It is slightly more involved (see [28]) to show that the yi fulfill certain negative correlation
properties. By a result of Panconesi and Srinivasan [25], this implies the usual Chernoff bounds that
are known for independent random variables.
Since our roundings do not change the sum of all variables, Theorem 2 easily implies the following
bound, which in our setting is more convenient.
Lemma 3. Assume the setting of Theorem 2, but allow the ξi to be arbitrary non-negative numbers. Let
n :=∑Ni=1 ξi. Then for all λ ≥ 0, we have
Pr(|Y − µ| > λ) < 2 exp
(
−1
3
λ2/n
)
.
Proof. Wemay assume λ ≤ n, as Y never exceeds n due to the fact that∑Ni=1 yi = n by construction
and ai ∈ [0, 1] for all i ∈ [N]. Let us first assume that ξ ∈ [0, 1]N .
LetN ′ = N+dn−µe. For i = N+1, . . . ,N ′ let ξi = 1 and ai = (n−µ)/(N ′−N). Let y1, . . . , yN ′ be
a randomized rounding of ξ1, . . . , ξN ′ as in Theorem 2. Note that since ξN+1 = · · · = ξN ′ = 1, we have
yN+1 = · · · = yN ′ = 1 with probability 1. In particular, there is a natural one–one correspondence
between the randomized roundings of ξ1, . . . , ξN ′ and those of ξ1, . . . , ξN . This allows us to not really
distinguish between them.
Let Y ′ = ∑N ′i=1 aiξi and µ′ = E(Y ′). Note that µ′ = n by construction. Hence with δ = λ/n, the
first bound of Theorem 2 yields
Pr(Y − µ > λ) = Pr(Y ′ − µ′ > λ)
= Pr(Y ′ > (1+ δ)µ′)
< exp
(
−1
3
nδ2
)
= exp
(
−1
3
λ2/n
)
.
The second bound of Theorem 2 analogously yields Pr(Y − µ < −λ) < exp(− 12λ2/n). Both
estimates give this lemma (still assuming ξ ∈ [0, 1]N ).
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For arbitrary ξ ∈ RN≥0, define ξ˜ ∈ [0, 1]N by ξ˜i = {ξi} = ξi−bξic for all i ∈ [N]. Let y˜ be a random-
ized rounding of ξ˜ as in Theorem 2. Define y through yi = y˜i+bξic. Then y is a randomized rounding of
ξ and satisfies
∑N
i=1 yi =
∑N
i=1 ξiwith probability one. By construction, Y−µ =
∑N
i=1 aiy˜i−
∑N
i=1 aiξ˜i,
so we may apply the claim for the [0, 1]N case. This yields an error bound of 2 exp(− 13λ2/n˜) with
n˜ =∑Ni=1 ξ˜i, which immediately implies the bound of the lemma since n˜ ≤ n. 
2.3. Construction of the point set
Let G, δ = δ(G),B, and C0 be as defined in (7), (8), (10) and (11), respectively. We use Theorem 2
to generate random variables (yB) as randomized roundings of (xB). Since by definition the xB, B ∈ B,
are non-negative, the yB, B ∈ B, are non-negative integers. Let T be an n-point set in the unit cube
such that for all B ∈ B the intersection T ∩ B contains exactly yB points. (At the moment we do not
care about the actual placement of the yB points inside B, since this does not affect our analysis. Later
we will assume that the points of our set T are placed independently and uniformly randomly in B.)
Lemma 4. Let C ∈ C0. Then for all non-negative λ we have
Pr
(||C ∩ T | − nVC | > λ) < 2 exp(−λ23n
)
.
Proof. By construction, we have |C ∩ T | =∑B∈B(C) yB and nVC =∑B∈B(C) xB. Hence,
||C ∩ T | − nVC | =
∣∣∣∣∣ ∑
B∈B(C)
(yB − xB)
∣∣∣∣∣ .
Since the xB are non-negative and n =∑B∈B xB, we get from Lemma 3
Pr
(∣∣∣∣∣ ∑
B∈B(C)
(yB − xB)
∣∣∣∣∣ > λ
)
< 2 exp
(
−λ
2
3n
)
. 
Theorem 5. For all p ∈ (0, 1], the point set T satisfies
Pr
(
d∗∞(T ) >
√
3n−1 ln(2p−1|B|)+ δ
)
< p. (13)
Proof. By Lemma 1, we have d∗∞(T ) ≤ d∗G(T ) + δ. If λ =
√
3n ln(2p−1|B|), then we obtain from
Lemma 4
Pr(||C ∩ T | − nVC | > λ) < p|B|−1 for all C ∈ C0.
Hence, since |C0| = |B|,
Pr(d∗G(T ) > λ/n) ≤
∑
C∈C0
Pr
(||C ∩ T | − nVC | > λ) < p. 
2.3.1. Choice of parameters
Note that inequality (13) depends on the parameters p and δ (in particular, |B| depends on δ). For
our derandomization procedure we may choose p = 1. In the following we make a reasonable choice
for δ to get a version of inequality (13) that only depends on d and n.
Let d ≥ 2. In [8, Thm. 2.3] a δ-cover in the form of a non-equidistant grid G = {q1, . . . , qk}d was
constructed satisfying
k = k(δ, d) =
⌈
d
d− 1
ln(1− (1− δ)1/d)− ln δ
ln(1− δ)
⌉
+ 1 ≤
⌈
d
d− 1
ln d
δ
⌉
+ 1. (14)
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The explicit construction goes as follows: Put r0 := 1 and r1 := (1 − δ)1/d. If ri > δ, then define
ri+1 := (ri− δ)r1−d1 . If ri+1 ≤ δ, then put κ(δ, d) := i+ 1; otherwise proceed by calculating ri+2. Then
k = κ(δ, d)+ 1 and qk−i = ri.
For this grid G and δ ≤ 1/2 we get
ln |B| = ln |G| = d ln k ≤ d(ln δ−1 + ln ln d+ ln 4). (15)
Choosing
δ = (3n−1(d(ln ln d+ ln 8)+ ln 2))1/2 (16)
leads to
ln |B| ≤ d
2
ln(σn), where σ = σ(d) := 16(ln d)
2
3(d(ln ln d+ ln 8)+ ln 2) . (17)
An elementary analysis shows that σ takes its maximum in d = 6 and therefore maxd≥2 σ(d) <
1.0272.
Let us assume that for a given dimension d ≥ 2 the number of points n is large enough to imply
δ ≤ 1/2. Then, for p = 1,√
3n−1 ln(2p−1|B|)+ δ ≤ 2
√
3n−1
(
d
2
ln(σn)+ ln 2
)
.
Our choices of G, δ, and p result in the following corollary.
Corollary 6. Let δ be as in (16), and let G be the corresponding δ-cover from [8, Thm. 2.3]. Furthermore,
let σ = σ(d) be as in (17). Then
Pr
(
d∗∞(T ) > 2
√
3n−1
(
1
2
d ln(σn)+ ln 2
))
< 1. (18)
Remark 1. Note that we are using the non-equidistant grid G from [8, Thm. 2.3] as the δ-cover. In
[8,15,16], δ-covers were also constructed that had no grid structure. These δ-covers are superior in
the sense that they need fewer points. For the approach that we use in this paper, however, they
cannot be applied. The reason is that in Lemma 4, we heavily rely on the fact that corners (elements
from C0) are the union of all boxes (elements from B) that they have a non-trivial intersection
with.
Remark 2. Since for comparison we will also use the randomized roundings of [5] and their
derandomization, let us briefly outline the differences. This is based on the observation that
randomized rounding with a cardinality constraint is simple if all numbers to be rounded are zero
or 1/2. In this case, we just choose a random set of half of the 1/2-numbers, and round exactly these
up to 1. This can be extended to (almost) arbitrary numbers via their binary expansion. That is, if all
numbers x1, . . . , xn to be rounded have a finite binary expansion xj = ∑`k=1 akj2−i, akj ∈ {0, 1}, of
length at most `, we may use the {0, 1/2} solution to round the vector x˜ = (a`1/2, . . . , a`n/2) in a
randomized rounding fashion to some y˜ ∈ {0, 1}n, and update x := x − 2`−1(x˜ − y˜). This has binary
length `−1. Iterating this defines a rounding scheme. Apart from the running time increase by a factor
of `, it satisfies the same properties as the method of Srinivasan.
3. Derandomized construction
The randomized roundings of Theorem 2 and hence the whole construction of the n-point set
T described in Section 2.3 can be derandomized using the method of pessimistic estimators of
Raghavan [26], as shown in [10]. We will here give an outline of the resulting deterministic rounding
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algorithm. For our purpose it is sufficient to consider the case of matrices with entries from {0, 1}. We
also restrict ourselves to one concrete definition of the pessimistic estimators (see below), rather than
the general form shown in [26].
Let A ∈ {0, 1}m×n and ξ ∈ Rn≥0 be such that
∑n
i=1 ξi ∈ Z. We will compute a rounding y of ξ such
that
∑n
i=1 yi =
∑n
i=1 ξi, where for each i ∈ [m], we have
|(Aξ)i − (Ay)i| < δi(Aξ)i (19)
where δi are error tolerances fixed in the algorithm. To achieve this, we define pessimistic estimators
P+i , P
−
i following Raghavan [26]. Let pi = {ξi} and µi =
∑n
j=1 Aijpj. The pessimistic estimators are
defined according to
P+i = (1+ δi)−(1+δi)µi
∏
j:Aij=1
(
1+ δipj
)
P−i = (1+ δi)(1−δi)µi
∏
j:Aij=1
(
1+
(
1
1+ δi − 1
)
pj
)
.
We shall need only a simple observation. Let q ∈ {0, 1}n, and let Q+i , Q−i be the values of P+i and P−i ,
respectively, calculated for values qj instead of pj, with µi unchanged. Then Q+i ≥ 1 if and only if∑
j Aijqj ≥ (1+ δi)µi, and Q−i ≥ 1 if and only if
∑
j Aijqj ≤ (1− δi)µi.
By updating the pessimistic estimators for some adjustment pj ← x, we shall mean the operation
of replacing the factor (1+ δipj) in P+i by (1+ δix), and analogously for P−i , for each i ∈ [m] such that
Aij = 1. Again, µi is unchanged.
The rounding algorithm proceeds as follows.
(i) Initialize pj = {ξj}.
(ii) Set the error tolerances δi such that for each i ∈ [m], P+i , P−i < 1/(2m). Let U =
∑m
i=1(P
+
i + P−i ).
(iii) Let J = {j ∈ [n] : pj 6∈ {0, 1}}. While |J| ≥ 2:
(a) Pick j, j′ ∈ J .
(b) Let (p(i)j , p
(i)
j′ ), i = 1, 2, be the two possible outcomes of the pair-rounding step described in
Section 2.2 with respect to the pair of variables (pj, pj′). Let Ui, i = 1, 2, be the sum of the
pessimistic estimators updated according to the corresponding outcome.
(c) Pick i ∈ {1, 2} to minimize Ui. Let pj ← p(i)j , pj′ ← p(i)j′ and update J , the pessimistic
estimators, and U .
(iv) Let yj = bξjc + pj.
Note that in step (ii) the error tolerance δi can be chosen independently for each i and that we clearly
have U < 1. Furthermore, it was shown in [10, Sect. 3.1] that theminimum Ui of {U1,U2} appearing in
step (iii.c) satisfies Ui ≤ U . After the loop, since∑j ξj ∈ Z, J = ∅ holds and pj ∈ {0, 1} for each j ∈ [n].
By our previous observation, (Ap)i ≥ (1 + δi)µi if and only if P+i ≥ 1, and analogously for the lower
bound. Since U < 1 is maintained throughout the algorithm and since the pessimistic estimators
are non-negative, this cannot occur. The process thus produces a rounding satisfying Eq. (19).
Also note that as in the randomized rounding, the value of
∑
i pi is kept constant throughout the
process.
Finally, though the order in which variables are picked in step (iii.a) is not important for the
theoretical bound, it was found in [10] that in practice, this can have a big effect on the size of the
rounding error for certain instances (in particular, for the kind of instances created in this paper;
see [10] for details). The best order was found to be one such that the tree formed by the pairings
is a balanced binary tree (so that each probability pj is adjusted only O(log n) times).
Using the bounds on δi derived by Raghavan [26], we get the following theorem.
Theorem 7. Let A ∈ {0, 1}m×n. Let ξ ∈ Rn≥0 be such that
∑n
i=1 ξi ∈ Z. Then a rounding y of ξ such that∑n
i=1 yi =
∑n
i=1 ξi and
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∀ i ∈ [m] : |(Aξ)i − (Ay)i| ≤ (e− 1)
√
max{(Aξ)i, ln(2m)} ln(2m)
can be computed in time O(mn).
The rounding errors that we are interested in are all of the kind
∑
B∈B(C)(xB− yB) for some C ∈ C0.
Hence the matrix encoding all these errors is an |C0| × |B|matrix having entries 0 and 1 only. More
precisely, we consider the matrix A = (aC,B)C∈C0,B∈B , where aC,B = 1 if B ⊆ C and aC,B = 0 else. For
each C ∈ C0 we have
(Ax)C =
∑
B∈B(C)
xB ≤
∑
B∈B
xB = n.
Thus, if n ≥ ln(2|C0|), we get from Theorem 7 the bound
|(Ax)C − (Ay)C | ≤ (e− 1)
√
n ln(2|C0|).
If n ≤ ln(2|C0|), this bound holds trivially, since always |(Ax)C − (Ay)C | ≤ n. Hence we obtain
d∗G(T ) = maxC∈C0
1
n
|(Ax)C − (Ay)C | ≤ (e− 1)
√
n−1 ln(2|C0|). (20)
Altogether we get the following theorem.
Theorem 8. Let n ∈ N be given. Let G be an isotropic grid of the form (7), and let δ = δ(G),B , and C0 be
as in (8), (10), and (11), respectively. Then there is a deterministic algorithm that
(i) computes a point set T ⊆ [0, 1]d that has exactly n points;
(ii) has d∗∞(T ) ≤ (e− 1)
√
n−1 ln(2|C0|)+ δ;
(iii) has running time O(|B||C0|).
We get the following corollary.
Corollary 9. Let n ∈ N be given. Let δ be as in (16), and let G be the corresponding δ-cover from [8,
Thm. 2.3]. Furthermore, let σ be as defined in (17). There is a deterministic algorithm that
(i) computes a point set T ⊆ [0, 1]d that has exactly n points;
(ii) has d∗∞(T ) ≤ ((e− 1)+
√
3)
√
n−1
( d
2 ln(σ n)+ ln 2
)
;
(iii) has running time O(d ln(d n)(σ n)d).
Remark 3. As mentioned above, the randomized roundings of [5] can also be derandomized. The
corresponding analogues of Theorems 7 and 8 and Corollary 9 can be found in [6]. With the default
values that we will use in our experiments, the derandomized algorithm guarantees the discrepancy
bound (5).
4. Numerical experiments
In this section, we present the results of our numerical experiments, comparing the quality of our
point sets to that of those produced by previous methods.
Figs. 1 and 2 illustrate our approach in dimension d = 2. The grid shown has the lowest value of
δ possible with our approach for k = 10, with δ = 0.1359; as previously described, the number of
points inside each grid box is decided by the rounding procedure, and the actual placement of the
points within the box is done uniformly at random.
As the time required for the derandomized procedure grows as k2d = |B||C0| for grid size k and
d dimensions, we are limited in our choice of k for the interesting values of d — see Table 1 for the
running times required for some settings. The time is determined by the values of d and k; the table
also includes the corresponding range of n under the default grid setting (i.e. with d = 9 and n ≤ 120,
the default grid size is k = 2).
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Fig. 1. Example point set and grid, 100 points.
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Fig. 2. Example point set and grid, 500 points.
Table 1
Times required for point set creation (default settings).
d k n range Randomized, time Derandomized, time
9 2 0–120 <0.01 s 0.1 s
9 3 130–200 0.05 s 36 s
15 2 0–180 0.1 s 37 s
20 2 0–240 1 s 10.5 h
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Table 2
Comparison of parameter settings. Exact discrepancy values, showing lowest, median, and highest results of eleven runs.
d n k Method Lowest value Median Highest value
7 145–155 3 Srinivasan, derandomized 0.119 0.139 0.163
7 145–155 4 Srinivasan, derandomized 0.118 0.134 0.155
7 145–155 3 Srinivasan, randomized 0.141 0.155 0.173
7 145–155 4 Srinivasan, randomized 0.137 0.157 0.216
7 145–155 3 Doerr, derandomized 0.124 0.135 0.157
7 145–155 4 Doerr, derandomized 0.124 0.133 0.164
7 145–155 3 Doerr, randomized 0.136 0.157 0.191
7 145–155 4 Doerr, randomized 0.136 0.156 0.208
9 85–95 2 Srinivasan, derandomized 0.214 0.221 0.291
9 85–95 3 Srinivasan, derandomized 0.193 0.212 0.258
9 85–95 2 Srinivasan, randomized 0.204 0.233 0.313
9 85–95 3 Srinivasan, randomized 0.216 0.233 0.282
9 85–95 2 Doerr, derandomized 0.188 0.220 0.253
9 85–95 3 Doerr, derandomized 0.187 0.207 0.254
9 85–95 2 Doerr, randomized 0.211 0.226 0.244
9 85–95 3 Doerr, randomized 0.199 0.232 0.292
Table 3
Comparison of parameter settings. Rounding error components only, showing lowest, median, and highest results of eleven
runs.
d n k Method Lowest value Median Highest value
7 145–155 3 Srinivasan, derandomized 0.023 0.026 0.030
7 145–155 4 Srinivasan, derandomized 0.033 0.036 0.040
7 145–155 3 Srinivasan, randomized 0.049 0.058 0.096
7 145–155 4 Srinivasan, randomized 0.068 0.091 0.163
7 145–155 3 Doerr, derandomized 0.025 0.030 0.040
7 145–155 4 Doerr, derandomized 0.038 0.041 0.056
7 145–155 3 Doerr, randomized 0.055 0.069 0.090
7 145–155 4 Doerr, randomized 0.065 0.084 0.119
9 85–95 2 Srinivasan, derandomized 0.016 0.025 0.036
9 85–95 3 Srinivasan, derandomized 0.048 0.056 0.064
9 85–95 2 Srinivasan, randomized 0.043 0.051 0.096
9 85–95 3 Srinivasan, randomized 0.100 0.119 0.187
9 85–95 2 Doerr, derandomized 0.026 0.032 0.050
9 85–95 3 Doerr, derandomized 0.057 0.071 0.093
9 85–95 2 Doerr, randomized 0.044 0.060 0.070
9 85–95 3 Doerr, randomized 0.073 0.130 0.189
4.1. Parameter tuning
Before we compare our new point sets against those created by other methods, we first
examine the effects of using different parameter settings in our algorithm. The ‘parameters’ that we
consider are the method to use for the rounding step — the randomized method of Srinivasan [28],
the derandomization of this method by the first and third authors [10], or the randomized or
derandomized version of the method of the first author [5] — and the size to use for the grid. In the
latter case, while the running time is frequently a limiting factor for the derandomizedmethods, using
a size which is one step higher than the default can still be feasible.
Table 2 shows the range of discrepancies encountered for these settings. For each row of the table,
one point set was created for each value of n in the range indicated. Table 3 shows the discrepancy
introduced by the rounding step alone, i.e., the largest discrepancy found among boxes whose upper
right corners are lying on the grid.We see that the derandomizedmethods have a clear advantage over
the randomized methods in general, and that the derandomized methods, but not the randomized
ones, provide better point sets with a higher value of k. For the rounding error part, we also find that
the derandomization of Srinivasan’smethod behaves better than the derandomized version of Doerr’s
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Fig. 3. Observed combinations of rounding error and discrepancy for d = 9, k = 3, 85 ≤ n ≤ 95.
method, in line with the results of [10, Fig. 3], where the same type of experiment was performed.
However, this difference is not so visible after the noise of the random point placement has been
added. In fact, it even seems that the difference in the final discrepancy between derandomized and
randomized methods is smaller than the difference in the rounding error component.
To examine the connection more closely, we plotted our data for d = 9, k = 3 (as this is the
case with the biggest differences in rounding error) in Fig. 3. Every point in the figure represents one
instance. Some correlation between rounding error and discrepancy is visible, but the connection is
not absolute.
In the sequel, the derandomized method that we use will be the derandomization of Srinivasan’s
method, as this is faster than Doerr’s method, produces smaller rounding errors, and produces no
visible negative effects in terms of discrepancy. For the derandomization of Srinivasan’s approach the
choice of k has some impact; we investigate this further in the next paragraph. For the randomized
method, there does not seem to be a big difference, but we will use Srinivasan’s method, with the
same value of k as in the derandomized method.
4.1.1. Values of k
The choice for the size kd of the grid G = {qi | 1 ≤ k}d is based on a balancing of the theoretical
bounds for the rounding error and the placement error. As these bounds are purely theoretical, they
can be expected to be overly pessimistic compared to the errors occurring in practice, at least with
respect to the constants involved. If it should be the case that one of these estimates ismore pessimistic
than the other, then the prescribed choice of kwould not be the best possible value.
We already saw some suggestion of this, as picking a value of k one point higher than the prescribed
choice led to improved point sets for the derandomized methods in the experiments above. To test
the issue in more detail, we ran experiments varying the value of k. To be able to handle the number
of resulting variables kd for reasonable values of k, and to calculate the exact discrepancy, we need d
and n not to be too high, but at the same time we want a d high enough that the results are relevant
for higher values of d. We chose d = 5 and 95 ≤ n ≤ 105 (with a range for n to introduce some
variation in the deterministic but irregular result of the rounding procedure), and varied k from 2
to 8, calculating the rounding error and the exact discrepancy for each combination of parameters.
The results are plotted in Fig. 4; the actual values are plotted as crosses, and their median value as a
line. Letting k be induced by the value of δ from (16) for this range of parameters leads to k = 3. As
the plot shows, even using k = 8 for these settings shows no signs of being higher than the optimal
choice.
Thus, when feasible, we will use a higher setting for k than the default setting. Wewill indicate the
value of k in the tables.
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4.2. Discrepancy tests
We will now show the outcomes of the experiments, but first we explain the experimental setup.
Our own point sets are generated as described in the previous section, using randomized and
derandomized versions of the rounding procedure. The point sets that we compare our points against
are generated by five methods. The first is a randomized variant of the method proposed in [7] to
generate points in a component-by-component (CBC) fashion, rather than the all-at-once generation
used in this paper, resulting in somewhatworse bounds on the discrepancy, but a better running time.
The randomized variant that we use here is described in detail in [9, Sect. 3.4]; we refer to its output
points as CBC points. The other point sets are pure Monte Carlo (i.e. points placed independently and
uniformly at random), Halton–Hammersley points (HH points) [18], Sobol points [27], and Faure nets
shuffled through a Gray code (Gray–Faure points), where we take the first n points after shuffling.
The Halton–Hammersley points are also called Hammersley point sets; see [23]. For the Sobol points,
we use an implementation and parameters from [22]; the Gray–Faure points are produced by an
implementation by Thiémard [31]. The Gray–Faure points are created with an integer parameter skip,
controlling the shuffling. As we observed that a skip parameter of 0 or 1 tends to generate point sets
with higher discrepancy, we use a random setting ranging from 2 to the maximum value. To even
out irregularities in the outcomes of the deterministic parts of the algorithms, we throughout create
eleven point sets for each line in the tables, with the number of points ranging from n − 5 to n + 5,
for a target number n of points, and report the median observed.
Because of the difficulty of determining or even usefully approximating the star discrepancy of a
high-dimensional point set (see, e.g., [15,17,13]) we are quite limited in our choice of dimension and
number of points for our experiments. Since theory suggests that our method gains advantage over
the classical methods with increasing dimension, we still wish to evaluate our point sets for higher
dimensions, and so we are forced to use gradually less precise methods as d and n increase. We use
three different methods for this:
• For exact calculation of the discrepancy, we use a speed-up of the basic nd-time enumeration
algorithm [2,3]; though the speed-up over the naïvemethod is significant (by a factor large enough
to be difficult to measure), we are still only able to use it for d < 10.
• For nearly exact calculation of the discrepancy, we implemented a variant of an algorithm by
Dobkin, Eppstein, and Mitchell [4]. To gain speed, our version does not calculate the discrepancy
exactly, but allows for an imprecision of order d/n. We refer to values calculated with this method
as approximated discrepancy (though note that the use of this term is not precise in the sense of
approximation algorithms).
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Table 4
Comparison of methods, exact discrepancy values. Lowest, median, and highest results of eleven runs.
d n Method Lowest value Median Highest value
7 65–75 Gray–Faure 0.150 0.172 0.224
7 65–75 Sobol 0.164 0.180 0.189
7 65–75 Derandomized (k = 4) 0.169 0.197 0.223
7 65–75 HH 0.212 0.223 0.240
7 65–75 Randomized (k = 4) 0.182 0.232 0.313
7 65–75 Monte Carlo 0.215 0.232 0.316
7 65–75 CBC 0.201 0.247 0.299
7 145–155 Sobol 0.098 0.102 0.114
7 145–155 Gray–Faure 0.099 0.112 0.205
7 145–155 HH 0.115 0.119 0.123
7 145–155 Derandomized (k = 4) 0.118 0.134 0.155
7 145–155 Randomized (k = 4) 0.141 0.155 0.173
7 145–155 Monte Carlo 0.160 0.182 0.212
7 145–155 CBC 0.165 0.195 0.236
9 85–95 Sobol 0.170 0.173 0.178
9 85–95 Gray–Faure 0.173 0.193 0.217
9 85–95 Derandomized (k = 3) 0.193 0.212 0.258
9 85–95 Randomized (k = 3) 0.216 0.233 0.282
9 85–95 CBC 0.213 0.238 0.283
9 85–95 Monte Carlo 0.218 0.244 0.274
9 85–95 HH 0.233 0.245 0.259
• The final method that we use is a combination of Thiémard’s bracketing cover method [30] for
upper bounds, and a random experiment for better lower bounds; the random experiment is a
modification by C. Winzen and the second author [14,33] of the method of Winker and Fang [32].
We refer to these bounds as estimated discrepancy. Thiémard’s method uses an error parameter 
such that the upper bound given is guaranteed to be at most  higher than the lower bound, which
the method also produces (although the lower bound from the random experiment is superior).
However, the dependency of the running time on  is quite bad for higher dimension.
We will present the outcomes of the experiments when calculated using these three methods in
turn. We will let d vary from 7 to 21, presenting data with around 150 points as well as some cases
with fewer points. In the latter cases, in the exact and approximated discrepancy values, the number of
points is largely determined bywhat the respectivemethod for bounding the discrepancy can handle.
Table 4 contains the range of discrepancy values that we encountered for the various methods and
settings where the exact method could be used. In the cases d = 7, 145 ≤ n ≤ 155 and d = 9,
85 ≤ n ≤ 95, the data for our method is repeated from Table 2.
Pushing to higher values of d, we show in Table 5 the outcomes of experiments using the nearly
exact variant of the method of Dobkin et al. The columns of the table show the lower and upper
bounds provided by the algorithm, aswell as the highest discrepancy foundby the randomexperiment
(which is also a lower bound, and sometimes of better quality, but quite irregular); every entry is the
median over the eleven runs, taken independently (i.e. the value in the ‘‘lower bound’’ column does
not necessarily come from the same point set as the value in the ‘‘upper bound’’ column for any line
of the table).
Our last set of experiments is shown in Tables 6 and7, giving estimateddiscrepancy values for those
sizes where only the third method applies. The entries are again medians taken independently. The
upper bounds come from Thiémard’s algorithm, with error parameter  = 0.25 for d = 12,  = 0.35
for d = 15,  = 0.4 for d = 18, and  = 0.45 for d ≥ 20. This was chosen as a trade-off between the
tightness of the bound and the running time. With these settings, the time for the algorithm varies
from about half an hour to about four hours per point set; because of the fast growth of the running
time, significantly better bounds were not reasonably attainable.
Looking at the tables overall, the tendencies are perhaps easiest seen when using Monte Carlo
as a baseline for comparison. Thus we see a general trend that settings of high dimension and
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Table 5
Comparison of methods, approximated discrepancy. The values are the medians over eleven experiments, using the Dobkin
et al. method [4] for lower and upper bounds columns, and the random experiment [33] for the ‘‘random’’ column.
d n Method Lower bound Random test Upper bound
9 145–155 Sobol 0.119 0.123 0.151
9 145–155 Gray–Faure 0.130 0.139 0.167
9 145–155 Derandomized (k = 3) 0.163 0.163 0.184
9 145–155 HH 0.171 0.172 0.197
9 145–155 Randomized (k = 3) 0.170 0.173 0.199
9 145–155 CBC 0.170 0.186 0.203
9 145–155 Monte Carlo 0.194 0.199 0.228
12 65–75 Derandomized (k = 2) 0.276 0.278 0.333
12 65–75 Gray–Faure 0.290 0.287 0.338
12 65–75 Randomized (k = 2) 0.280 0.291 0.343
12 65–75 Sobol 0.292 0.294 0.328
12 65–75 CBC 0.294 0.307 0.350
12 65–75 Monte Carlo 0.332 0.344 0.390
12 65–75 HH 0.394 0.387 0.431
Table 6
Comparison of methods, estimated discrepancy. The values are the medians over eleven experiments, using [30] for upper
bounds, and [33] for lower bounds. The parameter  for the upper bound was set to  = 0.25 for d = 12 and  = 0.35 for
d = 15.
d n Method Random test Upper bound
12 145–155 Gray–Faure 0.156 0.356
12 145–155 Sobol 0.169 0.366
12 145–155 Derandomized (k = 2) 0.199 0.391
12 145–155 Randomized (k = 2) 0.208 0.404
12 145–155 CBC 0.225 0.402
12 145–155 Monte Carlo 0.221 0.420
12 145–155 HH 0.279 0.447
15 65–75 Derandomized (k = 2) 0.322 0.568
15 65–75 CBC 0.332 0.570
15 65–75 Sobol 0.336 0.568
15 65–75 Randomized (k = 2) 0.333 0.572
15 65–75 Monte Carlo 0.370 0.596
15 65–75 Gray–Faure 0.369 0.618
15 65–75 HH 0.572 0.778
15 95–105 Sobol 0.258 0.514
15 95–105 Derandomized (k = 2) 0.265 0.523
15 95–105 Randomized (k = 2) 0.283 0.536
15 95–105 CBC 0.305 0.552
15 95–105 Gray–Faure 0.308 0.563
15 95–105 Monte Carlo 0.315 0.561
15 95–105 HH 0.436 0.682
15 145–155 Sobol 0.198 0.473
15 145–155 Randomized (k = 2) 0.215 0.487
15 145–155 Derandomized (k = 2) 0.227 0.501
15 145–155 Gray–Faure 0.238 0.503
15 145–155 CBC 0.240 0.502
15 145–155 Monte Carlo 0.247 0.520
15 145–155 HH 0.360 0.620
relatively few points are advantageous to our current method, while the opposite is true for the
Halton–Hammersley and Gray–Faure points. This is as suggested by the theoretical discrepancy
bounds. The Halton–Hammersley points in particular cannot be recommended for d ≥ 9, but the
Gray–Faure points also lose their advantage against the Monte Carlo points for d ≥ 15. This tendency
cannot be observed for Sobol points, which always performed better than the Monte Carlo points.
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Table 7
Comparison of methods, estimated discrepancy. The values are the medians over eleven experiments, using [30] for upper
bounds, and [33] for lower bounds. The parameter  for the upper boundwas set to  = 0.4 for d = 18 and  = 0.45 for d = 20
and d = 21.
d n Method Random test Upper bound
18 95–105 Sobol 0.293 0.569
18 95–105 Derandomized (k = 2) 0.300 0.578
18 95–105 Randomized (k = 2) 0.312 0.600
18 95–105 CBC 0.324 0.605
18 95–105 Monte Carlo 0.322 0.626
18 95–105 Gray–Faure 0.336 0.630
18 95–105 HH 0.535 0.790
18 145–155 Sobol 0.230 0.524
18 145–155 Derandomized (k = 2) 0.233 0.541
18 145–155 Randomized (k = 2) 0.252 0.562
18 145–155 CBC 0.268 0.568
18 145–155 Monte Carlo 0.269 0.580
18 145–155 Gray–Faure 0.276 0.577
18 145–155 HH 0.454 0.699
20 145–155 Sobol 0.239 0.578
20 145–155 Derandomized (k = 2) 0.254 0.596
20 145–155 Randomized (k = 2) 0.264 0.600
20 145–155 CBC 0.278 0.624
20 145–155 Monte Carlo 0.279 0.631
20 145–155 Gray–Faure 0.279 0.648
20 145–155 HH 0.459 0.736
21 95–105 Derandomized (k = 2) 0.299 0.630
21 95–105 Sobol 0.315 0.627
21 95–105 CBC 0.335 0.648
21 95–105 Randomized (k = 2) 0.335 0.661
21 95–105 Gray–Faure 0.342 0.660
21 95–105 Monte Carlo 0.342 0.664
21 95–105 HH 0.628 0.823
Nevertheless, if the ratio n/d is relatively small, as is the case for d = 12 and 15, 65 ≤ n ≤ 75,
and d = 21, 95 ≤ n ≤ 105, then the bounds on the discrepancies indicate that our current method
performs better even than the Sobol points.
Regarding the CBC points, it seems that the gain that we get in speed is really paid for by a higher
discrepancy, but we must also mention that the results of [9] indicated that the theoretical analysis
which led to the choice of grid in [7] was overly pessimistic, and so the exact grid used is perhaps not
optimal in practice.
We have no explanation for the seeming inversion in quality between the randomized and
derandomized methods for d = 15, 145 ≤ n ≤ 155, where the bounds for the points created by
the randomized method are suddenly better than those for the ones created by the derandomized
method. The errors introduced in the rounding step are roughly twice as big for the randomized as
for the derandomized methods (of size roughly 0.1 for the former, 0.05 for the latter). Thus if for the
latter the resulting discrepancies are really higher, then this has to be due to someworse local random
placement of the points. Unfortunately, the coarseness of our discrepancy bounds prevents us from
making definite conclusions.
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