Long short-term memory networks (LSTM) achieve great success in temporal dependency modeling for chain-structured data, such as texts and speeches. An extension toward more complex data structures as encountered in 2D graphic languages is proposed in this work. Specifically, we address the problem of handwritten mathematical expression recognition, using a tree-based BLSTM architecture allowing the direct labeling of nodes (symbol) and edges (relationship) from a graph modeling the input strokes. One major difference with the traditional approaches is that there is no explicit segmentation, recognition and layout extraction steps but a unique trainable system that produces directly a stroke label graph describing a mathematical expression. The proposed system, considering no grammar, achieves competitive results in online math expression recognition domain.
Introduction
A visual language is defined as any form of communication that relies on two-or three-dimensional graphics rather than simply (relatively) linear text [1] . Mathematical expressions ( Fig. 1 ), plans and musical notations are commonly used cases of visual languages [2] . As an intuitive and easily (relatively) comprehensible knowledge representation model, mathematical expressions could help the dissemination of knowledge in some related domains and therefore are essential in scientific documents. Currently, common ways to input mathematical expressions into electronic devices include typesetting systems such as LaTeX and mathematical editors such as the one embedded in MS Word. But these ways require that users could hold a large number of codes and syntactic rules or handle troublesome manipulations with keyboards and mouses as interface. As another option, being able to input mathematical expressions by hand with a pen tablet, as we write them on paper, is a more efficient and direct mean to help the writing of scientific documents.
Handwritten mathematical expression recognition is an appealing topic in pattern recognition field since it exhibits a big research challenge and underpins many practical applications. Difficulties are related to the large set of symbols (more than 100) with many overlapping classes and because of the 2-dimensional (2-D) structures between pairs of symbols (superscript, subscript, fraction etc.). With regard to the application, it offers an easy and direct way to input MEs into computers and therefore improves productivity for scientific writers. We usually divide handwritten MEs into online and offline domains. In the offline domain, data is available as an image, while in the online domain it is a sequence of strokes, which are themselves sequences of points recorded along the pen trajectory. Compared to the offline ME, time information is available in online form. This paper will be focused on online handwritten ME recognition.
Generally, three tasks are involved in ME recognition [3, 4] : (1) symbol segmentation, which consists in grouping strokes that belong to the same symbol; (2) symbol recognition, the task of labeling the symbols to assign each of them a symbol class; (3) identify spatial relations between symbols and with the help of a grammar to produce a mathematical interpretation. The state-of-the-art solutions are mainly grammardriven solutions: a set of symbol hypotheses may be generated and a structural analysis algorithm (grammar parsing usually) may select the best hypotheses while building the structure. However, these classical grammar-driven solutions require not only a large amount of manual work for defining grammars, but also a high computational complexity for the grammar parsing process. Using a grammar is not mandatory; it can help finding a correct solution when working in a controlled environment. But the problem of fixing a grammar is context dependent and less general than enabling the system to generate independently its own language model. As an alternative approach, we propose to explore a non-grammar-driven solution for recognizing math expressions. This is the main goal of this work; we would like to propose new architectures for mathematical expression recognition with the idea of taking advantage of the recent advances in recurrent neural networks. Advanced recurrent neural network-long short-term memory (LSTM)-achieved great success in temporal dependency modeling for chain-structured data, such as texts and speeches [5] [6] [7] . This success is due to LSTM's representational power and effectiveness at capturing longterm dependency in a sequence. Recently, research on LSTM has been pushed beyond sequential structures. It was extended to tree structures in [8, 9] and DAG (directed acyclic graph) structures in [10] . In this work, we put efforts on a similar task, generalizing the classical LSTM architecture to a tree network topology named tree-based BLSTM. Thereby, the new topology could handle treestructured data as well as sequence-structured data.
In this work, we have been exploring online handwritten ME recognition from a new perspective, treating it as a problem of deriving a graph from the raw input, and then, extracting several trees which are embedded in the graph and recognized them with a tree-based BLSTM. As known, it is possible to describe a ME using a Stroke Label Graph (SLG, refer to Sect. 2.2.2) in which nodes represent strokes whereas labels on the edges encode either segmentation or layout information. In [11, 12] , the solution of building a graph by merging multiple 1D sequences of labels produced by a sequence labeller was proposed and explored.
We extend these preliminary works by integrating multiple trees labeled by a tree labeller to recognize MEs.
In Sect. 2, the related works will be reviewed, including the state of the art of ME recognition and representation, and an overview of LSTM. Tree-based BLSTM, as the base of our recognition system, is described in detail in Sect. 3 . Afterward, we introduce our tree-based BLSTM recognition system in Sect. 4 step by step, which is the main part of our study. At last, experiments and conclusion are covered in Sects. 5 and 6, respectively.
Related works

Mathematical expression recognition
Research on the recognition of math notation began in the 1960s [13] , and several research publications are available in the following thirty years [14] [15] [16] . Since the 1990s, with the large developments of touch screen devices, this field has started to be active, producing amounts of research outcomes and gaining considerable attention from the research community. A number of surveys [3, 4, [17] [18] [19] summarize the proposed techniques for math notation recognition. This research domain has been boosted by the competition on recognition of handwritten mathematical expressions (CROHME) [4] , which began as part of the International Conference on Document Analysis and Recognition (ICDAR) in 2011. It provides a platform for researchers to test their methods and compare them and then facilitate the progress in this field. In this paper, the provided data and evaluation tools from CROHME will be used and results will be compared to participants.
As described already in Sect. 1, ME recognition involves three interdependent tasks [3] : (1) symbol segmentation; (2) symbol recognition; (3) structural analysis. These three tasks can be solved sequentially or jointly. The proposed solutions can be roughly divided into sequential solutions and integrated solutions. In addition, with recent advances in deep learning, several end-to-end deep learning-based systems were proposed for ME recognition. In the coming paragraphs, we introduce shortly these three types of proposed solutions for ME recognition.
Sequential solutions In the early stages of the study, most of the proposed solutions [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] are sequential ones which treat the recognition problem as a two-step pipeline process; first symbol segmentation and classification, and then structural analysis. The task of structural analysis is performed on the basis of the symbol segmentation and classification result. Considerable works are done dedicated to each step. For segmentation, the proposed methods include minimum spanning tree (MST)-based method [24] , Bayesian framework [30] , graph-based method [23, 27] and so on. The symbol classifiers used consist of nearest neighbor, hidden Markov model, multilayer perceptron, support vector machine, recurrent neural networks and so on. For spatial relationship classification, the proposed features include symbol bounding box [13] , relative size and position [31] , and so on. The main drawback of these sequential methods is that the errors from symbol segmentation and classification will be propagated to structural analysis. In other words, symbol recognition and structural analysis are assumed as independent tasks in the sequential solutions. However, this assumption conflicts with the real case in which these three tasks are highly interdependent by nature. For instance, human beings recognize symbols with the help of structure, and vice versa.
Integrated solutions Considering the natural mutual relationship between the three tasks, researchers mainly focus on integrated solutions recently, which performs the task of segmentation at the same time build the expression structure: a set of symbol hypotheses maybe generated and a structural analysis algorithm may select the best hypotheses while building the structure.
The integrated solutions use contextual information (syntactic knowledge) to guide segmentation or recognition, preventing from producing invalid expressions like ½a þ bÞ. These approaches take into account contextual information generally with grammar (string grammar [32] [33] [34] [35] [36] and graph grammar [37, 38] ) parsing techniques, producing expressions conforming to the rules of a manually defined grammar. Either string or graph grammar parsing, both have a high time complexity. Instead of using grammar parsing technique, the new architectures proposed in this paper include contextual information with bidirectional long short-term memory which can access the content from both the future and the past in an unlimited range.
End-to-end neural network based solutions Inspired by recent advances in image caption generation, some end-toend deep learning-based systems were proposed for ME recognition [39, 40] . These systems were developed from the attention-based encoder-decoder model which is now widely used for machine translation. They decompile an image directly into presentational markup language such as LaTeX. However, considering we are given trace information in the online case, despite the final LaTeX string, it is interesting to decide a label for each stroke. This information is not available now in end-to-end systems.
Mathematical expression representation
Structures can be depicted at three different levels: symbolic, object and primitive [41] . In the case of handwritten ME, the corresponding levels are expression, symbol and stroke.
In this section, we will first focus on symbol relation tree (SRT), one of the representation models for math expression at the symbol level. From the SRT, when going down to the stroke level, a stroke label graph (SLG) could be derived, which is the current official format to represent the ground truth of handwritten math expressions and also for the recognition outputs in Competitions CROHME.
Symbol level: symbol relation (layout) tree
When only a syntactic representation of a ME is required, operator trees based on symbol operators are adequate tools to describe the ME, but if layout is concerned, symbol relation (or layout) trees are more appropriate. Symbol layout tree represents the placement of symbols on baselines (writing lines) and the spatial arrangement of the baselines [3] . In SRT, nodes represent symbols, while labels on the edges indicate the relationships between symbols. For example, in Fig. 2a , the first symbol '-' on the base line is the root of the tree; the symbol 'a' is Above '-' and the symbol 'c' is Below '-'. In Fig. 2b , the symbol 'a' is the root; the symbol '?' is on the Right of 'a'.
101 classes of symbols are present in CROHME data set, including digits, alphabets, operators and so on. Six spatial relationships are defined in the CROHME competition; they are: Right, Above, Below, Inside (for square root), Superscript, Subscript.
Stroke level: stroke label graph
SRT represents math expression at the symbol level. If we go down at the stroke level, a stroke label graph (SLG) can be derived from the SRT. In SLG, nodes represent strokes, while labels on the edges encode either segmentation information or symbol relationships. Relationships are defined at the level of symbols, implying that all strokes (nodes) belonging to one symbol have the same input and output edges. Consider the simple expression 2 þ 2 written using four strokes (two strokes for '?') in Fig. 3a . The corresponding SRT and SLG are shown in Fig. 3b and Fig. 3c respectively. As Fig. 3c illustrates, nodes of SLG are labeled with the class of the corresponding symbol to which the stroke belongs. A dashed edge refers to segmentation information; it indicates that a pair of strokes belongs to the same symbol. In this case, the edge label is the same as the common symbol label. On the other hand, the non-dashed edges define spatial relationships between nodes and are labeled with one of the six different possible relationships between symbols. As a consequence, all strokes belonging to the same symbol are fully connected, nodes and edges sharing the same symbol label; when two symbols are in relation, all strokes from the source symbol are connected to all strokes from the target symbol by edges sharing the same relationship label.
Since CROHME 2013, SLG has been used to represent mathematical expressions [4] . As the official format to represent the ground truth of handwritten math expressions and also for the recognition outputs, it allows detailed error analyses on stroke, symbol and expression levels. The recognition system that we propose works directly with the raw stroke inputs. It will produce a SLG directly comparable to the ground truth SLG. To that end, a label will be assigned to each stroke and to each pair of strokes involved in a symbol relation.
Long short-term memory networks
Recurrent neural networks (RNNs) RNNs can access contextual information and therefore are suitable for sequence labeling tasks [42] . We show an unfolded single-directional recurrent network in Fig. 4 , where each node at a single time step represents a layer of network units. The network output at step t i depends on both the current input at step t i and the hidden state of t iÀ1 . The same weights (w1, w2, w3) are reused at every time step.
LSTM Unfortunately, with standard RNN architectures, the range of context that can be accessed is quite limited due to the vanishing gradient problem [43] . Long shortterm memory (LSTM) [44] could address this problem by introducing a memory block which has the ability to preserve the state over long period of time. An LSTM network is similar to a standard RNN, except that the summation units in the hidden layer are replaced by memory blocks. Each block contains one or more self-connected memory cells and three multiplicative units (the input, output and forget gates). The three gates collect activation from inside and outside the block and control the activation of the cell BLSTM LSTM network processes the input sequence from past to future while Bidirectional LSTM [45] , consisting of 2 separated LSTM layers, models the sequence from two opposite directions (past to future and future to past) in parallel. Both of 2 LSTM layers are connected to the same output layer. With this setup, complete long-term past and future context is available at each time step for the output layer.
Deep BLSTM DBLSTM [46] can be created by stacking multiple BLSTM layers on top of each other in order to get higher level representation of the input data. The outputs of 2 opposite hidden layer at one level are concatenated and used as the input to the next level.
Non-chain-structured LSTM A limitation of the classical LSTM network topology is that they only allow for sequential information propagation since the cell contains a single recurrent connection (modulated by a single forget gate) to its own previous value. Recently, research on LSTM has been beyond sequential structure. The one-dimensional LSTM was extended to n dimensions by introducing n recurrent connections (one for each of the cell's previous states along n dimensions) with n forget gates such that the new model could take into account the context from n sources. It is named Multidimensional LSTM (MDLSTM) dedicated to the graph structure of an n-dimensional grid such as images [42] . MDLSTM model exhibits great performances on offline handwriting recognition tasks where the input is an image [47] [48] [49] [50] [51] .
In [8] , the basic LSTM architecture was extend to tree structures for improving semantic representations. Two extensions, the Child-sum Tree-LSTM and the N-ary Tree-LSTM, were proposed to allow for richer network topology where each unit is able to incorporate information from multiple child units. The Child-sum Tree-LSTM unit conditions its components on the sum of child hidden states. It is well-suited for trees with high branching factor or whose children are unordered. The N-ary Tree-LSTM can be used on tree structures where the branching factor is at most N and where children are ordered. In parallel to the work in [8, 9] explored the similar idea and proposed S-LSTM model which provides a principled way of considering long-distance interaction over hierarchies, e.g., language or image parse structures. Furthermore, the DAGstructured LSTM was proposed for semantic compositionality in [10] , possessing the ability to incorporate external semantics including non-compositional or holistically learned semantics. Similar to the above-mentioned works, we will extend the chain-structured BLSTM to tree-based BLSTM, and apply this new network model for online math expression recognition.
Connectionist temporal classification (CTC) With memory capability, RNNs are suitable for the sequence labeling tasks where the context is quite important. However, to apply this recurrent network for sequence labeling, there is a troublesome problem to be solved, being that at least a loss function should be defined for the training process. When using the typical frame-wise training method, the ground truth label of each time step is required to calculate the loss function, which implies that the training data should be segmented beforehand. The network is trained to make correct label prediction at each point. However, either the pre-segmentation or making label prediction at each point, both are large burdens to users or networks.
The technique of CTC was proposed to release these two burdens. It is specifically designed for sequence labeling problems where the alignment between the inputs and the target labels is unknown. By introducing an additional 'blank' class, CTC allows the network to make label predictions at some points instead of each point in the input sequence, so long as the overall sequence of character labels is correct. As described, CTC outputs directly sequences of labels, providing no information regarding the alignment between the inputs and the target labels.
Our proposal, building the SLG from the input handwritten ME, requires a label decision for each stroke and each stroke pair used in a symbol relation. To achieve this, we extend CTC to local CTC to relatively constrain the outputs and at the same time benefit from introducing an additional 'blank' class.
The proposed tree-based BLSTM
This section will be focused on Tree-based BLSTM. Different with the tree structures depicted in [8, 9] , we devote it to the kind of structures presented in Fig. 5 where most nodes have only one next node. In fact, this kind of structure could be regarded as several chains with shared or overlapped segments. Traditional BLSTM processes a sequence both from left to right and from right to left in order to access information coming from two directions. In our case, the tree will be processed from root to leaves and from leaves to root in order to visit all the surround context.
From root to leaves There are 2 special nodes (red) having more than one next node in Fig. 5 . We name them Mul-next node. The hidden states of Mul-next node will be propagated to its next nodes equally. The forward propagation of a Mul-next node is the same as for a chain LSTM node; with regard to the error propagation, the errors coming from all the next nodes will be summed up and propagated to Mul-next node.
From leaves to root Suppose all the arrows in Fig. 5 are reversed, we have the new structure which is actually beyond a tree in Fig. 6 . The 2 red nodes are still special cases because they have more than one previous nodes. We call them Mul-previous nodes. The information from all the previous nodes will be summed up and propagated to the Mul-previous node; the error propagation is processed like for a typical LSTM node.
We give the specific formulas below regarding to the forward propagation of Mul-previous node and the error backpropagation of Mul-next node. The same notations as in [42] are used here. The network input to unit i at node n is denoted a n i and the activation of unit i at node n is b n i . w ij is the weight of the connection from unit i to unit j. Considering a network with I input units, K output units and H hidden units, let the subscripts 1, /, x refer to the input, forget and output gate. The subscript c refers to one of the C cells. Thus, the peephole weights from cell c to the input, forget, output gates can be denoted as w c1 , w c/ , w cx . s n c is the state of cell c at node n. f is the activation function of the gates, and g and h are respectively the cell input and output activation functions. L is the loss function used for training.
We only give the equations for a single memory block. For multiple blocks the calculations are simply repeated for each block. Let PrðnÞ denote the set of previous nodes of node n and NeðnÞ denote the set of next nodes. We highlight the different parts with box compared to the classical LSTM formulas.
The forward propagation of Mul-previous node
Input gate
The input gate collects the activations from the current input 
Forget gate
The forget gate works in the say way as the input gate.
The input to the cell includes the current input x n i , the hidden unit activation of PrðnÞ. g is the cell input activation function. The input gate controls the input of the cell via multiplication. Similarly, the forget gate decides on to which extent the cell could access the cell state s 
Output gate
The output gate receives the activations from the current input x n i , the hidden unit activation of PrðnÞ and the current cell state s n c .
Cell output
The output gate controls the output of the cell via multiplication. 
The tree-BLSTM-based recognition system
In this section, we elaborate orderly each stage involved in the proposed system. The input data are available as a sequence of strokes S from which we would like to obtain the correct SLG graph describing unambiguously the ME. Let S ¼ ðs 0 ; :::; s nÀ1 Þ, where we assume s i has been written before s j for i\j. Algorithm 1 presents the framework of the recognition system in an algorithm procedure format for clarity. 
Derivation of an intermediate graph G
In a first step, we will derive from S an intermediate graph G where each node represents a stroke and edges are added according to several defined criteria. We provide several definitions related to the graph building first. Definition 1 A stroke s i is considered visible from stroke s j if the straight line between their closest points does not intersect any other stroke s k of the ink. For example, s 1 and s 3 can see each other because the straight line between their closest points does not intersect any other stroke of the ink, here s 2 or s 4 as shown in Fig. 7 . This definition is the same as the one used in [52] .
Definition 2 For each stroke s i , we define 5 regions (R1, R2, R3, R4, R5 shown in Fig. 8 ) based on it. The center of the bounding box of stroke s i is taken as the reference point (0, 0).
The purpose of defining these 5 regions is to look for the potential Right, Inside, Above, Below, Supscript and Subscript relationships between strokes. If the center of bounding box of s j is located in one of the five regions of stroke s i , for example R1 region, we say s j is in the R1 direction of s i . A wider searching range is defined for both R3 and R4 regions. That is because in some expressions like aþbþc dþeþf , a larger searching range means more possibilities to catch the Above relationship from '-' to 'a' and the Below relationship from '-' to 'd'.
Definition 3 Let G be a directed graph in which each node corresponds to a stroke and edges are added according to the following criteria in succession.
We defined for each stroke s i (i from 0 to n À 2):
• the set of strokes S int ðiÞ ¼ fs int1 ; s int2 ; :::g, each element is from fs iþ1 ; :::; s nÀ1 g, and intersects s i
For stroke s i (i from 0 to n À 1):
• the set S vis ðiÞ of the visible leftmost (considering the center of bounding box only) strokes in five directions respectively.
Edges from s i to the S int ðiÞ S S vis ðiÞwill be added to G. Then, we check if the edge from s i to s iþ1 ( i from 0 to n À 2) exists in G. If not, this edge is added to G to ensure that the path covering the sequence of strokes in the time order is included in G. Each edge is tagged depending on the specific criterion we used to find it before. Consequently, we have at most 7 types of edges (Intersection, R1, R2, R3, R4, R5 and Time) in the graph. For those edges from s i to the S int ðiÞ \ S vis ðiÞ, the type Intersection is assigned. Figure 9 illustrates the process of deriving graph from raw input step by step using the example of (Fig. 9a) , we create 10 nodes, one for each stroke; for each stroke, look for its intersecting strokes and add the corresponding edges labeled with Intersection between nodes (Fig. 9b) ; proceeding to next step, for each stroke, look for its the visible rightmost strokes in five directions respectively and add the corresponding edges labeled as one of R1, R2, R3, R4, R5 between nodes if the edges do not exist in the graph (Fig. 9c) ; finally, check if the edge from s i to s iþ1 ( i from 0 to n À 2) exists in G and if not, add this edge to G labeled as Time to ensure that the path covering the sequence of strokes in the time order is included in G (Fig. 9d ).
Derivation of trees from G
As described before in Sect. 4.1, we derive a graph from the raw input considering the temporal and spatial information. Then we will try to label nodes and edges of G correctly in order to build a SLG finally. The solution proposed in this work is to derive multiple trees from G, then recognize the trees using the tree-based BLSTM model. 
Þ
There exist different strategies to derive trees from G. In any of the cases, a start node should be selected first. We take the leftmost (considering the leftmost point in a stroke) stroke as the starter. From the starting node, we traverse the graph with the Depth-First Search algorithm. Each node should be visited only once. When there are more than one edge outputting from one node, the visiting order will follow the sequence of (Intersection, R1, R3, R4, R2, R5, Time). With this strategy, a tree is derived to which we give the name Tree-Left-R1. It is dedicated to catch R1 relationship. Figure 10 illustrates the derived Tree-Left-R1 for the ME f a ¼ b f written with 10 strokes. The Intersection edge is on the top of list, and it is because we assume that a pair of intersecting strokes belongs to a single symbol. In Fig. 10 , Tree-Left-R1 is depicted in red with the root in s2. Note that in this case, all the nodes are accessible from the start node s2. However, as G is a directed graph, some nodes are not reachable from one starter in some cases. Therefore, we consider deriving trees from different starters. Besides the leftmost stroke, it is interesting to derive trees from the first input stroke s0 since sometimes users start writing an expression from its root. Note that in some cases, the leftmost stroke and stroke s0 could be the same one. We replace the left-most stroke with stroke s0 and keep the same strategy to derive the tree. The new tree is named as Tree-0-R1.
Finally, if s0 is taken as the starting point and time order is considered first, a special tree is obtained which we call Tree-Time. Tree-Time is proposed with the aim of having a good cover of segmentation edges since users usually write a multi-stroke symbol continuously. As a matter of fact, it is a chain structure. Tree-Time is defined by s0 ! s1 ! s2 ! s3. . . ! s9 for the expression in Fig. 10 . Table 1 offers a clear summary of the 3 derived trees from the graph. The experiment results presented in Sect. 5.2.2 prove the effectiveness of the method for deriving trees. Nodes of the tree represent visible strokes and edges denote the relationships between pairs of strokes. We would like to label each node and edge correctly with the Tree-based BLSTM model, aiming to build a complete SLG finally. To realize this, the first step is to feed the derived tree into the Tree-based BLSTM model.
The solution is to go from the previous trees defined at the stroke level down to a tree at the point level, points being the raw information that are recorded along the pen trajectory in the online signal. To be independent from the different writing speeds, an additional re-sampling process should be carried out with a fixed spatial step. In the considered trees, nodes, which represent strokes, are resampled with a fixed spatial step, and the same holds for edges by considering the straight lines in the air between the last point and the first point of a pair of strokes that are connected in the tree. This is illustrated in Fig. 11 , where the re-sampled points are displayed inside the nodes (onpaper points for node) and above the edges (in-air points for edge). Since this tree will be processed by the BLSTM network, we need for the training stage to assign it a corresponding ground truth. We derive it from the SLG by using the corresponding symbol label of the strokes (nodes) for the on-paper points and the corresponding symbol or relationship label for the in-air points (edges) when this edge exists in the SLG. When an edge of the tree does not exist in the SLG, the label NoRelation noted ' ' will be used. In this way, an edge in the graph which was originally denoted with a I, Ri ði ¼ 1:::5Þ or T relation will be assigned with one of the 7 labels: (Right; Above; Below;Inside; Superscript; Subscript; ) or a symbol label when the two strokes are belonging to the same symbol. Totally, for the ground truth, we have 108 classes(101 symbol classes ? 6 relationships ? NoRelation).
The number of re-sampling points depends on the scale of the strokes with regard to the full expression scale. For each node or edge, we re-sample with 10 Â l=d points. Here, l refers to the length of a visible stroke or a straight line connecting 2 strokes and d refers to the average diagonal of the bounding boxes of all the strokes in an expression. Subsequently, for every point p(x, y) we compute 5 features [sinh, cosh, sin/, cos/, PenUD]. The full description of the features can be found in [12] . Figure 12 illustrates a tree-based BLSTM network with one hidden level. To provide a clear view, we only draw the full network on a short sequence (red) instead of a whole tree. Globally, the data structure we are dealing with is a tree; locally, it consists of several short sequences. For example, the tree presented in Fig. 12 has 6 short sequences one of which is highlighted with red color. The system processes each node or edge (which is a short sequence in fact) separately but following the order with which the correct propagation of activation or errors could be ensured.
Training process
The training process of a short sequence (the red one in Fig. 12 for example) is similar to the classical BLSTM model except that some information from adjacent short sequences should be taken into account. In the classical BLSTM case, the incoming activation or error of a short sequence is initialized as 0.
Forward pass Here, when proceeding with the forward pass from the input layer to the output layer, for the hidden layer (from root to leaves), we need to consider the coming information from the root direction and for the hidden layer (from leaves to root), we need to consider the coming information from the leaves direction. Obviously, no matter which kind of order for processing sequence we are following, it is not possible to have the information from both directions in one run. Thus another stage which we call pre-computation is required. The pre-computation stage has two runs: (1) From the input layer to the hidden layer (from root to leaves), we process the short sequence consisting of the root point first and then the next sequences. In this run, each sequence in the tree stores the activation from the root direction. (2) From the input layer to the hidden layer (from leaves to root), we process the short sequences consisting of the leaf point first and then the next sequences. In this run, each sequence in the tree sums and stores the activation from the leaf direction. After pre-computation stage, the information from both directions are available to each sequence thus the forward pass from input to output is straightforward. Error propagation The backward pass of tree-based BLSTM network has 2 parallel propagation paths: (1) one is from the output layer to hidden layer (from root to leaves), then to the input layer; (2) the other one is from the output layer to hidden layer (from leaves to root), then to the input layer. As these 2 propagation are independent, no pre-computation stage is needed here. For propagation (1), we process the short sequences consisting of the leaf point first and then the next sequences. For propagation (2), we process the short sequence consisting of the root point first and then the next sequences. Note that when there are several hidden levels in the network, a pre-computation stage is required also for error propagation.
Loss function It is known that BLSTM and CTC stage have better performance when a 'blank' label is introduced during the training process [53] , so that decision can be made only at some point in the input sequence. One of the characteristics of CTC is that it does not provide the alignment between the input and output, just the overall sequence of labels. As we need to assign each stroke a label to build a SLG, a relatively precise alignment between the input and output is preferred. Thus, a local CTC algorithm is used in this work aiming to limit the label into the corresponding stroke.
Inside each short sequence, or we can say each node or edge, a local CTC loss function is easy to be computed from the output probabilities related to this short sequence. The total CTC loss function of a tree is defined as the sum of all local CTC loss functions regarding to all the short sequences in this tree.
Since each short sequence has one label, the possible labels of the points in one short sequence are shown in Fig. 13 . For example, suppose character c is written with one stroke and 3 points are re-sampled from the stroke. The possible labels of these points can be ccc, cc-, c--, --c, -cc and -c-('-' denotes 'blank'). More generally, the number of possible label sequences is n Ã ðn þ 1Þ=2 (n is the number of points), which is actually 6 with the proposed example.
Given the tree input represented as X consisting of N short sequences, each short sequence could be denoted as The forward variable a i ðt; uÞ denotes the summed probability of all length t paths that are mapped by F onto the length u/2 prefix of l i , where u is from 1 to 3 and t is from 1 to T i . The mapping function F is defined as first removing the repeated labels and then the blanks (-) from the paths. For example considering an short sequence of length 6, two possible paths could be À À aaaÀ; À À ÀaaÀ. The mapping function works like:
Similarly, the backward variable b i ðt; uÞ denotes the summed probabilities of all paths starting at t þ 1 that complete l i when appended to any path contributing to a i ðt; uÞ. Figure 14 demonstrates the CTC forward-backward algorithm limited in one stroke.
With the CTC forward-backward algorithm (referring to [42] for details), we can compute the a i ðt; uÞ and b i ðt; uÞ for each point t and each allowed positions u at point t. The local CTC loss function LðX i ; l i Þ is defined as the negative log probability of correctly labeling the short sequence X i :
According to Equation (7.26) in [42] , we can rewrite LðX i ; l i Þ as:
Then the errors will be back propagated to the output layer, then the hidden layer, finally to the entire network. The weights in the network will be updated after each entire tree structure is processed. The CTC loss function of a entire tree structure is defined as the sum of the errors with regards to all the short sequences in this tree:
This formula is used for evaluating the performance of the network, and therefore could be as the metric to decide the training process stops or not.
Recognition process
As mentioned, the system treats each node or edge as a short sequence. A simple decoding method is adopted here. We choose for each node or edge the label which has the highest cumulative probability over the short sequence. Suppose that y j i is the probability of outputting the i label at the j point. The probability of outputting the i label can be computed as
, where s is the number of points in a short sequence. The label with the highest probability is assigned to this short sequence.
Post-process
Several trees regarding to one expression will be merged to build a SLG after labeling. Besides the merging strategy, in this section, we consider several structural constraints when building the SLG. Generally, 5 steps are included in post-process:
Merge trees Each node or edge belongs at least to one tree, but possibly to several trees. Hence, several recognition results can be available for a single node or edge. We take an intuitive and simple way to deal with the problem of multiple results, choosing the one with the highest probability. (2) Symbol segmentation We look for the symbols using connected component analysis: a connected component where nodes and edges have the same label is a symbol. (3) Relationships We solve two possible kinds of conflicts in this step. (a) Perhaps between two symbols, there exists edges in both directions. Then, in each direction, we choose the label having the maximum probability. If the labels in two direction are both one of (Right, Above, Below, Inside, Superscript, Subscript) as illustrated in Fig. 15a , we also choose the one having the larger probability. (b) Another type of conflict could be the case illustrated in Fig. 15b where one symbol has two (or Fig. 13 The possible labels of points in one short sequence Fig. 14 CTC forward-backward algorithm in one stroke X i . Black circle represents label l i and white circle represents blank. Arrows signify allowed transitions. Forward variables are updated in the direction of the arrows, and backward variables are updated in the reverse direction more) input relationships (one of 6 relationships). As introduced in Sect. 2.2.1, there is at most one input relationship for each node (symbol) in SRT. Therefore, when one symbol has two (or more) input relationships, we choose for it the one having the maximum probability. (4) Make connected SRT As SRT is a connected tree (this is a structural constraint, not a language specific constraint), there should be one root node and one or multiple leaf nodes. Each node has only one input edge, except the root node. After performing the first three steps, we still have the possibility to output a SRT containing several root nodes, in other words, being a forest instead of a tree. To address this type of error, we take a hard decision but quite simple: for each root r (except the one inputted earliest), add a Right edge to r from the leaf being the one nearest to r considering input time. We choose Right since it appears most in math expressions based on the statistics. (5) Add edges According to the rule that all strokes in a symbol have the same input and output edges and that double-direction edges represent the segments, some missing edges can be completed automatically.
Time complexity
In this section, we analyze the time complexity of our tree-BLSTM-based recognition system and compare it with other grammar-driven solutions. As explained before, the proposed system consists of several sequential steps for each of which we will list the time complexity individually. First of all, the time complexity of the algorithm for building an intermediate graph is Oðn 2 Þ. Then to derive trees, the Depth-First Search algorithm requires Oðn þ eÞ time where e ¼ 7n as there are at most 7n edges in the intermediate graph. For activating the BLSTM, it requires O(n) for nodes and O(n) for edges (we are in a tree). The same time complexity holds for the recognition process. Finally, different operations in post-process take linear time also. Therefore, the time complexity of our system is Oðn 2 Þ in fact. Now, we consider the grammar-driven solutions. The time complexity of grammar parsing algorithm is Oðn 3 jpjÞ at least where |p| denotes the number of production rules. For example, it is Oðn 3 logðnÞjpjÞ for the system proposed in [35] . Thus, we have a lower time complexity, Oðn 2 Þ VS Oðn 3 jpjÞ (at least).
Experiments
Data sets The complete data set from CROHME 2014 is used, 8834 expressions for training and 983 expressions for test. We extract randomly 10% of the 8834 expressions of the training set as a validation set. To get more recent comparison with the state of the art, we have also use the last CROHME 2016 data set to evaluate the best configuration. The training data set remains the same as CROHME 2014. However, 1147 new expressions are included in CROHME 2016 test data set. Setup We developed the tree-based BLSTM recognition system with the RNNLIB library.
1 Several types of configurations are included in this paper: Network (1), (2), (3), (4) . The first one consists of one bidirectional hidden level (two opposite LSTM layers of 100 cells). This configuration has obtained good results in both handwritten text recognition [5] and handwritten math symbol classification [6, 54] . Network (2) is a deep structure with two bidirectional hidden levels, each containing two opposite LSTM layers of 100 cells. Network (3) and Network (4) have 3 bidirectional hidden levels and 4 respectively. The setup about the input layer and output layer remains the same. The size of the input layer is 5 (5 features); the size of the output layer is 109 (101 symbol classes ? 6 relationships ? NoRelation ? blank).
With the Label Graph Evaluation library (LgEval) [55] , the recognition results can be evaluated on symbol level and on expression level. We introduce several evaluation criteria: symbol segmentation (Segments), refers to a symbol that is correctly segmented whatever the label is; symbol segmentation and recognition (Seg ? Class), refers to a symbol that is segmented and classified correctly; spatial relationship classification (Tree Rels.), a correct spatial relationship between two symbols requires that both symbols are correctly segmented and with the correct relationship label.
Experiment 1
Due to the deep structure, DBLSTM could generate higher level representation of the input data. In this experiment, we would like to see the effects of the depth of the network on the recognition results. And then according to the results, we choose the proper network configurations for the task. For each expression, the chain structure Tree-Time is derived to train the classifier. The evaluation results on symbol level and global expression level are presented in Tables 2 and 3 respectively. From the tables, we can conclude that as the network turns to be deeper, the recognition rate first increases and then stays at a relatively stable level. There is a large increase from Network (1) to Network (2), a slight increase from Network (2) to Network (3) and no improvement from Network (3) to Network (4). These results show that 3 bidirectional hidden levels in the network is a proper option for the task in this work. Network with depth larger than 3 bring no improvement but higher computational complexity. Thus, for the coming experiments we will not take into account Network (4) any more.
Experiment 2
In this section, we carry out experiments merging several trees to improve the coverage of the graph. As a first try, we derive only 3 trees, Tree-Time, Tree-Left-R1 and Tree-0-R1 for each expression to train the classifiers separately. With regards to each tree, we consider 3 network configurations, being Network (1), Network (2), Network (3). Thus, we have 9 classifiers totally in this section. After training, we use these 9 classifiers to label the relevant trees and finally merge them to build a valid SLG. We merge the 3 trees labeled by the corresponding 3 classifiers which have the same network configuration to obtain the systems (1, Merge3), (2, Merge3), (3, Merge3). Then we merge the 3 trees labeled by all these 9 classifiers to obtain the system Merge 9.
Intermediate graph evaluation
In Sect. 4.1, we described the method for deriving an intermediate graph from a sequence of strokes. This method should be evaluated to show its effectiveness. In [56] , Hu evaluates the graph representation model by comparing the edges of the graph with ground truth edges at the stroke level where the recall and precision rates are considered both. We would like to take a similar but more intuitive method, detecting the missing and unnecessary relationships in the graph, which is at the symbol level. In order to evaluate if the selected trees will allow to recognize the symbol, we skip the recognition step in the process and label nodes and edges using the ground truth. The obtained graphs are then evaluated, with the standard with CROHME tool LgEval [55] . The symbols correctly recognized are those which could be recognized in the case of a perfect classification of each node and edge. Unrecognized symbol are due to missing edges. Obviously, a complete graph always leads to a perfect recognition. Table 4 present the evaluation results of the intermediate graph on CROHME 2014 test set at the symbol level. As shown, the recall rate and the precision rate of segmentation task are almost 100%, telling that the intermediate graph catches almost all the segmentation edges in the ground truth SLG. With regard to relationship recognition task, the graph catches 93.99% spatial relationships in expressions, missing around 6%. Furthermore, as shown by the precision rate of the tree relations, there are in the graph more than half of the spatial relationships which are unnecessary. These unnecessary edges are expected to be labeled as NoRelation by the classifiers later.
Derived trees evaluation
As mentioned in the beginning of Sect. 5.2, we derive 3 trees, Tree-Time, Tree-Left-R1 and Tree-0-R1 for each Table 5 , we provide the evaluation results of the derived trees (individuals and combination) on CROHME 2014 test set at the symbol level. Tree-Time catch 75.54% ground truth spatial relationships and 23.16% ( false positive/targets) unnecessary ones. The evaluation results of Tree-Left-R1 is very close to Tree-0-R1 since the first input stoke is the leftmost stroke for many cases. They capture around 68% ground truth spatial relationships and around 70% unnecessary ones. When we combine these 3 trees, a better ground truth relationships coverage, 92.17%, is achieved with the unnecessary ones of 60.50%. Compared to the intermediate graph, the combination of these 3 derived trees catches slightly less ground truth relationships but greatly less unnecessary relationships which verify the effectiveness of the method for deriving trees.
Classifiers evaluation
In this section we now label the nodes and edges of derived trees with the BLSTM classifier. The evaluation results on symbol level and global expression level are presented in Tables 6 and 7 respectively. We give both the individual tree recognition results and the merging results (bold in Tables 6 and 7) in each table. Tree-Time covers all the strokes of the input expression but can miss some relational edges between strokes; Tree-Left-R1 and Tree-0-R1 could catch some additional edges which are not covered by Tree-Time. The experiment results also verified this tendency. Compared to (3, Tree-Time), the symbol segmentation and classification results of (3, Merge3) stay at almost the same level while the recall rate of relationship classification is greatly improved (about 12%). The different recognition results of network (2) are systematically increased when compared to (1) as the deep structure could get higher level representations of the input data. The performance of network (3) is moderately improved when compared to (2), just as same as the case in Experiment 1. When we consider merging all these 9 classifiers, we also get a slight improvement as shown by Merge 9.
We compare the results of Merge 9 to the systems in CROHME 2014. With regard to the symbol classification and recognition rates, our system performs better than the second-ranked system in CROHME 2014. For relationship classification rate, our system reaches the level between the second-ranked and the third-ranked systems in CROHME 2014. The global expression recognition rate is 29.91%, ranking third in all the participated systems. When we compute the recognition rate with 3 errors, our result is 50.15%, very close to the second-ranked system (50.20%).
The top ranked system MyScript is built on the principle that segmentation, recognition and interpretation have to be handled concurrently and at the same level in order to result in the best candidate. They use a much larger training data set which is not available to the public. System València parses expressions using two-dimensional stochastic context-free grammars. It is an advanced model Neural Computing and Applications evolution of the system presented in [34] . System Nantes simultaneously optimizes expression segmentation, symbol recognition, and 2-D structure recognition under the restriction of an expression grammar [33] . The approach transforms the recognition problem into a search for the best possible interpretation of a sequence of input strokes. Furthermore, all the top 4 systems in the CROHME 2014 competition are grammar-driven solutions which need a large amount of manual work and a high computational complexity. There is no grammar considered in our system. We also evaluate the system of Merge 9 on CROHME 2016 test data set (Tables 8, 9 ). As can be seen in Table 8 , compared to other participated systems in CROHME 2016, our system is still competitive on symbol segmentation and classification task. For relationship recognition task, there is room for improvement. The results at expression level are presented in Table 9 . The global expression recognition rate is 27.03%.
Error analysis
In this section, we make a deep error analysis of the recognition result of (Merge 9) to better understand the system and to explore the directions for improving recognition rate in future. The Label Graph Evaluation library (LgEval) [55] evaluates the recognition system by comparing the output SLG of each expression with its ground truth SLG. Thus, node label confusion matrix and edge label confusion matrix are available. Based on the two confusion matrices, we analyze the errors specifically below.
Node label In table 10, we list the types of SLG node label error which have a high frequency on CROHME 2014 test set recognized by (Merge 9) system. The first column gives the outputted node labels by the classifier; the second column provide the ground truth node labels, along with the number of nodes with each label; the last column records the corresponding number of occurrences, also the percentages. As can be seen from the table, the most frequent error (x ! X, 46) belongs to the type of the lowercase-uppercase errors. Moreover, (p ! P, 24), (c ! C, 16), (X ! x, 16) and (y ! Y, 14) also belong to the same type of lowercase-uppercase errors. Another type of error which happens quite often in our experiment is the similarlook error, such as (x ! Â, 26), (Â ! x, 10), (z ! 2, 10), (q ! 9, 10) and so on. With more training samples, we can expect a better discrimination of these similar classes. Another improvement would be to integrate explicitly a language model to promote frequent symbols. Edge label Table 11 provides the edge (SLG) label errors of CROHME 2014 test set using (Merge 9). As can be seen, a large amount of errors come from the last row which represents the missing edges. 1858 edges with label Right are missed in our system, along with 929 segmentation edges. In addition, we can see the errors of high frequency in the sixth row which represents that five relationship (exclude Right) edges or segmentation edges or NoRelation ( ) edges are mis-classified as Right edges. Among them, 1600 NoRelation ( ) edges are recognized as Right. The post-process step of Make connected SRT is one of the reasons since we take a hard decision (add Right edges) in this step. Another possible reason is that, as Right relationship is the most frequent relation in math expressions, the classifiers may answer too often this frequent class.
We explore deeper the problem of the missing edges which appear in the last row of Table 11 . In fact, there exist three sources which result in the missing edges: (1) the edges are missed at the graph representation stage. We evaluated the graph model in Sect. 5.2.1 where around 6% relationships were missed. One of the future works could be searching for a better graph representation model to catch the 6% missing relationships. (2) Some edges in the derived graph are recognized by the system as NoRelation ( ), which actually have a ground truth label of one of 6 relationship or symbol (segmentation edge). (3) Even if we derive multiple trees from the graph G, they do not well cover the graph completely. Thus, a better strategy for deriving trees from the graph will be explored in future works.
We illustrate one test sample ( 9 9þ ffiffi 9 p ) from CROHME 2014 test set recognized by system (Merge9). We provide the handwritten input, along with the built SLG for this test sample (Fig. 16 ). For this expression, the structure of it was correctly recognized, only one error being the first symbol '9' of the denominator was recognized as '!'. This error belongs to the type of the similar-look error we have explained in error analysis section. Enlarging the training data set could be a solution to solve it. Also, it could be eased by introducing a language model since 9 !þ ffiffi 9 p is not a valid expression from this point of view.
Conclusion
In this work, we developed a tree-BLSTM-based recognition system for online handwritten mathematical expression. To be able to process 2-D languages, we extend the We only list the cases that occur at least 10 times The first column represents the output labels; the first row offers the ground truth labels, as well as the number of edges with each label; other cells in this table provide the corresponding no. of occurrences. '*' represents segmentation edges, grouping two nodes into a symbol. The label of segmentation edge is a symbol (For convenient representation, we do not give the specific symbol types, but an overall label '*') chain-structured BLSTM to tree-based BLSTM which could model the dependencies in a tree structure, and extend CTC to local CTC to relatively constrain the outputs and at the same time benefit from introducing an additional 'blank' class. One major difference with the traditional approaches is that there is no explicit segmentation, recognition and layout extraction steps but a unique trainable system that produces directly a SLG describing a mathematical expression. The proposed system, without using any grammar, achieves competitive results in online math expression recognition domain. Based on the current method and error analysis, we summarize several possible directions for future work. Some work should be done with regards to improve the existing method, like improving the graph model, proposing a better strategy for deriving trees and developing a stronger post-process stage. Some efforts could be put into introducing language model into the graph. For example, as known an n-gram model is widely used in 1-D language processing like text and speech, how to take into account the statistical properties of n-grams in math expression recognition task is an interesting direction to explore in future. Another interesting work could be to extend BLSTM model to a DAG structure which will better cover the derived graph and therefore be able to handle more contextual information compared to the tree structure BLSTM. The current recognition system achieves competitive results without using any grammar knowledge. In future, we could apply graph grammar to improve the current recognition rate. In this paper, we extend the chainstructured BLSTM to a tree topology to let it model the dependency directly in a tree structure. Furthermore, we extend the CTC training technique to local CTC to constrain the output position relatively at the same time improve the system training efficiency compared to framewise training. These proposed algorithms are generic ones and could be apply in other research fields such as diagram or flowchart recognition.
