I DENTIFYING gaps in the competency of anesthesia residents in time for intervention is critical to patient safety and an effective learning system, yet comprehensive, reliable assessment approaches remain elusive. Currently available instruments are useful for testing specific procedural and teamwork skills. 1-7 However, the majority of direct observation assessment tools in medicine have not been subjected to proper validation studies, 8 and fewer than one third of 609 simulation studies in a recent meta-analysis offered any evidence to support validity of the performance measures. 9 In addition, few available instruments relate to complex behavioral performance or provide descriptors (rather than rankordered ratings) that could inform subsequent feedback, individualized teaching, remediation, and curriculum revision. These unmet needs may hinder Accreditation Council
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Simulation-based Performance Assessment
A behaviorally anchored simulation assessment tool designed to measure critical performance characteristics of first-year anesthesia residents in realistic patient care situations can, if properly validated, inform tailored learning and, ultimately, improve patient safety by ensuring that no resident graduates without demonstrating essential clinical skills.
In the current study, our aim was to design and test the use of a behaviorally anchored scale, as part of a multiscenario, simulation-based assessment system, to elucidate characteristics of high-and low-performing first-year Clinical Anesthesia year one [CA-1] anesthesia residents with regard to domains of greatest concern to expert anesthesiology faculty. We hypothesized that, based on various psychometric criteria, the assessment would yield scores that would be sufficiently precise and accurate for the identification of strengths and weaknesses in a resident's ability to provide safe and effective patient care.
Materials and Methods

Study Design
We designed tools and conducted a prospective observational study to systematically gather evidence for the validity of scores from a simulation-based assessment intended to identify critical gaps in first-year anesthesia resident performance. We addressed the first three of five validation arguments: [13] [14] [15] 1. Construct representation: Do the tasks (scenarios) elicit performances that reflect the intended constructs (provision of safe anesthesia care)? 2. Scoring: Are the scores (ratings) dependable (reliable and meaningful) measures of the intended constructs? 3. Generalization: Do the tasks adequately sample the constructs that are set out as important (i.e., does the number and selection of tasks/scenarios provide for an adequate sampling of the measured constructs [safe care])? 4. Extrapolation: Are the constructs sampled representative of competence in the wider subject domain (i.e., can simulation performance be linked to performance with real patients)? 5. Decision-making: Is guidance in place so that stakeholders know what scores mean and how the outcomes should be used? 15 Assessments were confidential; no results were provided to training programs. The study was approved by the Institutional Review Boards of Boston Children's Hospital, Beth Israel Deaconess Medical Center, and Partners Healthcare, Boston, Massachusetts.
Participants
Twenty-two first-year (CA-1) residents (7 females and 15 males) from one Accreditation Council for Graduate Medical Education-accredited anesthesia residency program and eight pediatric fellows (F) (three females and five males) from an anesthesia fellowship program at a second institution (comparison group) were invited to participate based on clinical rotation schedules; all provided written informed consent. Given the exploratory nature of this pilot investigation, sample size was limited to the number of participants who could be accommodated feasibly in the study period (March to June 2009). Thirteen board-certified, practicing anesthesiologists were recruited and trained as either raters (five females and five males) or scenario facilitators (two females and one male). To protect confidentiality and minimize bias, these faculty members came from two academic medical centers different from the two institutions of the residents and fellows. Simulation sessions were conducted at the Center for Medical Simulation, then located in Cambridge, Massachusetts.
Scenario Design, Instrument Development, and Scoring Rubric
We addressed construct representation through the expertbased iterative design of the scenarios, assessment instruments, and scoring rubric. Data from participant surveys and analyses of relationships among dimension scores helped support the construct validity argument.
A panel of seven board-certified anesthesiologists with 5 yr or more of clinical experience and significant participation in resident education (e.g., program director, clinical competency committee) were asked to describe critical skill deficits observed in anesthesia resident performance. Individual panel members wrote responses to the question, "What traits characterize residents who, upon graduation, have not achieved a minimum level of competency?" Through two rounds of a modified Delphi process, 27 original responses were reduced to five key behaviors that are lacking in underperforming senior residents: (1) Synthesizes information to formulate a clear anesthetic plan; (2) Implements a plan based on changing conditions; (3) Demonstrates effective interpersonal and communication skills with patients and staff; (4) Identifies ways to improve performance; and (5) Recognizes own limits.
Seven scenarios appropriate to the CA-1 training level were designed based on these five behavioral domains. We incorporated related material by using American Board of Anesthesiology examination content outlines 16 and Accreditation Council for Graduate Medical Education core competencies 17 in design of the scenarios. Scenarios featured anesthesia care in the following situations: (1) preoperative assessment of a patient scheduled for urgent exploratory laparotomy; (2) operative management of a patient with perforated ulcer and hemorrhage; (3) monitored anesthesia care for a patient with discomfort during basal cell carcinoma surgery; (4) postanesthesia care for a patient with aspiration after basal cell carcinoma surgery; (5) management of anaphylaxis in a patient with transurethral resection of the prostate and bladder biopsy; (6) care for a patient with Blum et al.
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delayed awakening in the operating room after transurethral resection of the prostate; and (7) identification and management of mainstem intubation secondary to coughing in a patient undergoing total thyroidectomy. The seven scenarios spanned pre-to-postoperative care. For six of the seven scenarios, the same patient was managed in two related scenarios (e.g., holding area, operating room) to engage the trainee for sustained periods and reduce unnecessary logistical complexity. Scenario design included specific scripts, cues, timing, and events to elicit complex behaviors. For example, in scenario 3 (appendix 2), the participant might rapidly gather and synthesize information from multiple sources and articulate a basic plan that takes into account the patient's request to be awake and her history of postoperative nausea and vomiting (domain 1). As the patient becomes anxious with conscious sedation, the participant is expected to demonstrate an alternative plan under changing conditions, considering such factors as maintaining the surgical field if an airway problem arises (domain 2). Communication with the patient and team members (confederates) is needed to manage the situation effectively (domain 3). The participant may identify ways to improve performance (domain 4) in response to the dynamic situation in the scenario (e.g., by reflecting and acknowledging to team mates that a particular action is not working and stating an improved plan rather than denying or perseverating) or in postscenario questions or both. The participant's recognition of his or her own limits (domain 5) can be assessed, for example, by actions such as calling the pharmacy to get needed information about an unfamiliar drug or by incorrectly proceeding with general anesthesia without an attending physician present. Facilitators and staff rehearsed in pilot sessions with nonparticipating residents until scenarios were refined to maximize realism, performances clearly could be scored in all five domains, and scenarios could be delivered in a repeatable way as planned. By standardizing scenarios with respect to confederates, mannequins, equipment, and scenario flow, we aimed to maximize scoring accuracy and fairness of the assessment. We used a SimMan ® 3G (Laerdal, Wappingers Falls, NY) mannequin. Scenarios were video recorded for viewing by raters using SimCapture ® web-based software (B-Line Medical, LLC, Washington, DC) with three camera views, including one of the physiological monitors.
Each trainee's session lasted approximately 3 h and began with an introduction, obtaining informed consent, 15-min structured orientation, and a 3-min hands-on introduction to the simulation environment and equipment including the opportunity to ask questions, all led by the facilitator. A majority of residents and fellows had been exposed to one previous high-fidelity simulation session as a first-year requirement in both programs. Seven 15-min scenarios were then conducted, with a brief, scripted introduction to each case. After each scenario, the facilitator asked the trainee three questions in an adjacent room: (1) "I noticed that… [clinically significant occurrence, e.g., "the patient had oxygen desaturation during the procedure"]; I'm wondering what your differential diagnosis and your management plan were;" (2) "There was a lot going on in this case. Could you tell me about any times that you felt challenged either in being able to think things through or to get things done?" (3) "If you were presented with this case again, is there anything that you would do differently?" Postscenario questions and responses were video recorded to enable raters to understand the behaviors from the trainee's perspective. At the end of the session, the facilitator held a 15-min educational debriefing with the trainee, and both completed a survey.
A behaviorally anchored rating scale (appendix 3) was developed to contribute to scoring dependability through its clarity in support of rater scoring decisions; to provide ratings that would be helpful for diagnostic feedback; and to enable faculty to tailor educational interventions. A 7-point scale was chosen to maximize reliability, validity, and discriminating power. 18 Consistent with validity-establishing practices for educational tests and scale development, 19, 20 we reviewed literature and assessment tools in medicine, psychology, education, and business to gain conceptual coherence regarding the five constructs identified by our expert panel as worrisome gaps. We then interviewed anesthesiologists who were asked to describe an actual resident performance in each domain that was outstanding, inadequate, and typical. In addition, we observed residents from anesthesia and other subspecialties. Many interviewee verbatim phrases were retained. Descriptors were again refined based on feedback from the 10 raters before completion of their training.
Rater Training and Scoring
Raters participated in a 3-h group training and calibration session. Raters were blinded to participant training level (CA-1, F) and institutional affiliation. Each scenario, including postscenario questions, was scored independently by each of two raters who viewed recordings via a secure Internet server. No two raters were paired for more than one scenario. Each rater typically scored two scenarios on the five domains. Finally, raters completed a survey evaluating the simulation-based assessment.
For each of the seven scenarios, domain scores were averaged overall, and then over raters, to produce a total scenario score. This average total score, which weights each domain equally, was used as a measure of overall ability in managing each of the simulated patient's conditions. The total score for each candidate was calculated by averaging scenario scores. Survey response frequencies were calculated by group (trainee, facilitator, and rater). Scenarios that were not recorded due to logistical problems and "not applicable" ratings were treated as missing data and not included in the calculations.
Statistical Analysis
Descriptive statistics (means, SDs) were calculated for individual scenarios, performance domains, by candidate, and Blum et al.
Simulation-based Performance Assessment by provider type (CA-1, F). To assess the magnitude of associations between individual domain and scenario scores, Pearson correlations were computed. The ability of individual scenarios to discriminate between low-and high-ability candidates was assessed by calculating discrimination indices (correlation between individual scenario scores and overall score-D statistic). Survey data were summarized by frequency counts and means.
To gather further evidence to support the construct representation of the assessment scores, performance of fellows was compared with that of first-year residents. A repeated measures ANOVA was conducted to test the hypothesis that there was no difference in scores based on experience. The independent variables were trainee level (CA-1, F) and scenario (repeated measure). The dependent variable was the summary scenario score.
To estimate scoring reliability and generalizability, a Generalizability (G) study of the assessment scores was conducted. 21, 22 Variance components were estimated based on a Person (P) by Rater (R) nested in Task (T) design. That is, each of the trainees (Person, n = 30) was rated by two independent raters who were assigned to specific scenarios (Task, n = 7). All statistical tests were performed by using the software SAS version 9.1 (SAS Institute, Cary, NC).
Results
Descriptive Statistics and Correlations
Descriptive statistics (total score, average of domain scores), by scenario, are presented in table 1. Minimum and maximum scores show that performances varied across the range of the 7-point behavioral scales. On the basis of the average performance for all participants, scenario 5 (transurethral resection of the prostate, anaphylaxis) (mean = 4.2, SD = 1.2) was the most difficult and scenario 6 (transurethral resection of the prostate, delayed awakening in the operating room) was the easiest (mean = 5.4, SD = 1.4).
Intercorrelations among individual scenario scores (total) are provided in table 2. Although some associations were statistically significant (e.g., scenario 2 to 5; r = 0.66; P < 0.01), the magnitude of most associations was only moderate (i.e., <20% variance shared between scenario total scores). All scenario scores were highly correlated with the total score (D ≥ 0.55) indicating that the scenarios are able to discriminate between low-and highability practitioners.
Scoring Reliability
The estimated variance components for the G study are presented in table 3. The Person (resident/fellow) variance component is an estimate of variance across trainees in trainee-level mean scores. Ideally most of the variance should be here, indicating that individual abilities account for differences in observed scores. In this nested design (raters were only allowed to rate specific cases), the other "main effect" variance component is Task (scenario). The Task component is the estimated variance of scenario mean scores. Because the estimate is greater than zero, we know the seven tasks vary somewhat in average difficulty (table 1). The Rater nested in Task (Rater:Task) variance component is an estimate of variance of rater scores for each task. The relatively small magnitude of this component suggests that, for a given scenario, raters have similar mean scores. The large interaction variance component, Person × Task, suggests that there are considerably different rank orderings of trainee mean scores for each of the simulation scenarios. The final variance component, Error, is the residual variance that includes the P×R:T interaction and all other unexplained sources of variation.
On the basis of the G study (P×R:T), the variance components were used to estimate the reliability of trainee scores for various measurement designs. This process, known as a Decision (D) study, allows one to design the most efficient measurement procedures for future operations. For the simulation assessment, we want to generalize the trainees' scores to the universe that includes many other tasks (scenarios) and many other raters (trained to score specific scenarios). For a situation in which each trainee is rated in each of the seven scenarios (tasks; n t = 7) and each of the tasks is rated by two independent raters (n r = 2), sample sizes for the D study are the same as those for the G study. On the basis of the estimated variance components for n t = 7 and n r = 2, the Generalizability coefficient (ρ 2 ) is 0.81. The Dependability 
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(D) coefficient, which takes into account rater stringency and scenario difficulty as potential sources of error in estimation of trainee ability, was φ = 0.79. The Generalizability and Dependability coefficients for a design that incorporates n t = 7 tasks (scenarios) and only a single (n r = 1) rater are estimated to be ρ 2 = 0.75 and φ = 0.79, respectively. The final column in table 3 provides the estimated variance components for a hypothetical design involving 14 tasks (scenarios) and a single rater. On the basis of these variance component estimates, ρ 2 = 0.89 and φ = 0.88. Although reliability of the trainee scores is most dependent on the number of scenarios, it is still important to quantify the association between scores provided by the two independent raters (i.e., interrater reliability). Correlations between scores of rater pairs, by scenario, were moderately high, ranging from r = 0.48 to r = 0.79.
Generalizability
Overall domain scores were calculated as the mean of the seven scenario scores, averaged over the two raters (table 4). On the basis of the magnitude of correlations among domain scores, the five performance domains are moderately related. Overall, domain 4 (identifies ways to improve performance) was the least related to the other domains (<35% of the variance in domain 4 ratings could be explained by any of the other domain scores). All summary domain scores were highly correlated with the total score. This indicates that the domains are related and that participants with problems in one area were likely to have problems in others.
On the basis of the repeated measures ANOVA, there is a significant group (CA-1, F) × scenario interaction (F 1,6 = 2.91; P < 0.05). This indicates that average performance, by group level, was not the same for some scenarios. Across all scenarios, with the exception of scenarios 1 and 4, fellows, on average, outperformed first-year residents. There was also a significant main effect attributable to scenario (F 1,6 = 4.6; P < 0.01), indicating that, averaged over trainee experience levels, the scenarios were not of equivalent difficulty. Based on a post hoc analysis of individuals' scenario scores, there was a statistically significant difference between CA-1 and fellow performance on scenario 6 (F 1,25 = 5.2; P < 0.05; table 1).
Survey Results
Twenty-nine of 30 trainees (97%), 3 facilitators for 29 of 30 sessions (97%), and 10 of 10 raters (100%) completed surveys. Trainees reported that simulation scenarios demanded skills that practitioners at their level would be expected to have attained (100% agree/strongly agree); simulation experiences were sufficiently realistic to allow them to act as if they were in actual patient care situations (27 of 29, 93%); the experience was useful for resident training and a valuable use of educational time (28 of 29, 96%); and they received sufficient and useful feedback (28 of 29, 96%). Facilitators reported that they administered scenarios as intended in 24 of 29 sessions (83%); logistical problems or equipment failures accounted for disruptions in an individual scenario within several sessions. They reported that scenarios were realistic and accurately represented resident responses seen in actual clinical cases (22 of 29, 76%). Facilitators found the system useful for assessing the participant's performance in most sessions (27 of 29, 93%) . Similarly, all raters agreed or strongly agreed that resident/fellow performances were realistic and were representative of performance of residents the raters had observed in actual clinical situations. All reported that the scoring system domains and descriptors represent behaviors that are critical to patient safety as well as to advancement, successful completion of residency training, and safe independent clinical practice. All found the system to be a unique and useful in addition to currently available assessment tools, and one that makes it possible to tailor feedback and educational interventions.
Discussion
This pilot study provides initial evidence to support the validity of a simulation-based assessment system for identifying critical gaps in safe anesthesia resident performance early in training. In addition, based on the Generalizability study, reasonably precise measures of overall ability can be procured with seven simulation encounters (ρ 2 = 0.81). The study addresses the current "paucity of evidence to guide best practices of remediation in medical education at all levels." 11 In the high-risk field of anesthesiology, rigorous validation studies to support appropriate interpretation and use of training assessments are urgently needed to accelerate learning and patient safety efforts.
In this study, we addressed construct representation first through an iterative design process synthesizing expert opinions and literature review, assuring that the scenarios and scoring methods captured behaviors that reflect essential aspects of the five targeted constructs. This is consistent with previous work 23, 24 and corroborated by participant, facilitator, and rater survey results indicating that the scenarios and rubrics are realistic, representative, and critical to safe independent practice. The scenarios elicited performances that were scored over the full range of behavioral descriptors. The assessment system was not intended to provide a single, all-inclusive assessment of attainment of overall training goals, teamwork, procedural skills, or areas covered by other assessment modalities such as the MiniCEX, 25 Anaesthetists' Non-Technical Skills, 26 and Mayo High Performance Teamwork Scale. 7 Rather, our focus was on critical gaps in safe resident performance determined by experienced anesthesiologists at local university-affiliated institutions. Others might choose to use similar methods to target other clinical tasks or domains. 27 This approach with the use of a behaviorally anchored rating scale complements task-based rubrics (e.g., checklists) and reflects recent competency-based medical education recommendations to improve measures by "rethinking the structure of the tools we are using, to ensure that the instruments authentically represent the way in which faculty functionally conceptualize their residents' clinical competence on a day-to-day basis" 28 in an integrative rather than reductionist way. 29 Raters scored the performances after viewing videos of the scenarios and postscenario questions. This strategy was used to allow raters to make better judgments concerning performance in some of the domains (e.g., identifies ways to improve performance) and to enable constructive formative feedback. Further studies will be needed comparing scores with and without postscenario questions to determine the unique, independent contributions and possible interaction effects in scoring of each of the interrelated performance domains. It should be noted that the total scenario score, used for many of the analyses, was based on an average of the domain scores. Although this is practical, it ignores the fact that the domains may be related hierarchically and, as a measure of overall ability, it allows residents to compensate for poor performance in one domain with better performance in another. Future studies, incorporating larger samples, are needed to determine the specific structure of domain scores, whether they should be differentially weighted, and how this might vary by scenario. Results of scoring generalizability and decision analyses demonstrate that critical anesthesia resident skills can be measured reliably using the assessment system. The generalizability coefficient of 0.81 meets or exceeds that reported in comparable simulation-based assessment studies and high-stakes certification examinations (range, 0.56 to 0.80). 5, [30] [31] [32] [33] [34] [35] Similar to previous investigations, 5, 30, 35 our results indicate that additional measurement precision could best be achieved by increasing the number of scenarios, and not the number of raters per scenario. The system design, based on multiple inputs regarding behaviors that are critical to safe performance, combined with the iterative development of detailed and anchored scoring rubrics, attention to scenario standardization, and methodical rater training, was effective in minimizing measurement errors.
Scenario-level differences between CA-1 and fellow performances provide some, although moderate, evidence to support validity of the scores. On five of seven scenarios, fellows (on average) outperformed first-year residents. Although only one of these scenario-level comparisons was statistically significant, our findings were based on a relatively small group of participants.
More importantly, we observed wide and overlapping variability of scores by scenario of all participants, regardless of training level. As such, the scores may reflect accurate measurement of skills that are not effectively taught and learned currently in residency programs. Previous simulation-based anesthesia studies also have documented widespread variability in performance both within and across practitioners with different levels of experience. 5, 30, 33, 36, 37 Others have demonstrated that learning curves differ among individuals, and that experience alone does not reliably lead to expertise without accompanying motivation, excellent teaching and feedback associated with practice, and focused environmental resources. [38] [39] [40] [41] Although individual performance may be influenced by many factors, including motivation and realism of the simulated environment, large differences in performance within both resident and fellow groups, especially among individuals in the same or similar training programs, suggest the need for improved educational programs. 42 An intensive use of resources was required to carry out resident assessments. Further study is needed to streamline the process without compromising validity. For example, our analyses show that the assessment system is sufficiently robust that the number of raters could reasonably be cut in half with little impact on scoring reliability. Given an estimated annual cost of $130,000 to train one resident, 43 an investment in ensuring safety and salvaging underperforming residents early through evidence-based remediation may be warranted and consonant with anesthesia's historic leadership in patient safety.
This study has two important limitations. First, performance data were obtained from a relatively small group of trainees at two institutions. Therefore, our findings may not be generalizable to other programs. Multiinstitutional studies, with larger participant cohorts, are certainly needed. Second, in addition to the validation evidence for construct representation, scoring, and generalization presented here, two further areas of validation remain. As in any simulationbased assessment, continuing studies are needed to address extrapolation of simulation-based scores to performance in "real-world" clinical settings, 44 and to establish scoring guidelines to support decision-making about interpretation and use of scores. 45 In summary, our study provides evidence to support the validity of scores gathered via a simulation-based anesthesia resident performance assessment system. Adequate assessment instruments, ones that yield valid and reliable scores, are necessary for identifying skill deficiencies, providing meaningful individual feedback, establishing remediation programs, and ultimately, ensuring fully competent independent practitioners. 9,46,47 Development of psychometrically defensible instruments is recognized as a high-priority need in the field. [48] [49] [50] The ability to identify and remediate poorly performing residents early in training is a necessary step in improving the quality and safety of patient care.
