Abstract. Computational simulations or experiments in engineering applications are often time and resource consuming. This is especially so when performing optimization, robustness or reliability analyses, because they need hundreds or even thousands of design evaluations. A common solution for this are surrogate models, which are mathematical approximations of the existent data. Nevertheless, these surrogate models also need some design evaluations as a base to train them and are usually obtained by performing a design of experiments with an intelligent design plan to reduce the number of needed points.
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Moving least squares is a very simple but powerful surrogate model method. It performs a least squares regression with a subset of the data in the local area of the point to be approximated. This allows the method to approximate complex functions with a low order polynomial base (first or second order). This basically works with the help of a weighting function, which gives a high weight to points near the target point and decreasing weights to points with an increasing distance to this point. Therefore, in the standard moving least squares method, a free model parameter has to be estimated. This parameter describes the influence radius, in which points are considered to approximate the target point. In this standard formulation, the weights depend on the distances of all variables. So, variables with a minor or even non-influence, contribute to these weights and so to the accuracy of the approximation.
The proposed method works anisotropically and is similar to methods like the anisotropic Kriging, so that the free model parameters need to be defined for each variable individually and the possibility of suppressing unimportant variables and thus increasing the prognosis quality of the standard moving least squares method is given.
This work presents the mathematical description of this method and demonstrates its performance for different analytical test functions compared to the standard moving least squares method. 
NOMENCLATURE

INTRODUCTION
In engineering applications, a lot of time and resource consuming simulations (e.g. CFD / FSI -calculations) or experiments take place. Therefore, in most cases, optimization or robustness evaluations are too expensive in terms of time and resources. One outcome of this is the usage of surrogate models. These are functions based on given training data points to approximate new unknown function evaluations within the initial training data range.
Especially in the field of aerodynamic optimization, surrogate models are used, because of the high calculation time. In [26] used for example a simulated annealing optimization algorithm to optimize the shape of a three-finned, stepped labyrinth seal. This optimization took about 830 design evaluations with a calculation time of 25 minutes per design. Hence, the whole optimization took more than 14 days. Therefore, others like [25] and [22] showed optimizations of turbo machinery parts by using surrogate models trained on a specific number of CFD-calculations. Also in other fields, surrogate models are used for optimization such as aircraft design ( [11] ), engine cycle design ( [3] ) or structural reliability analysis ( [18] ). A general overview of surrogate based optimization is also given in [9] .
A wide range of different methods to create such surrogate models exist. Some of the most sophisticated are radial basis functions, Kriging (also known as the Gaussian process), support vector regression, neural networks and moving least squares. Because of this variety of methods, a lot of benchmarks for these different methods also exist, as described in [6] , [10] , [15] and [4] . In most of these comparisons Kriging ( [14] ) was identified as one of the most accurate methods and it has been shown that this method works well for a whole range of problems. However, in some cases other methods, such as moving least squares (MLS), ([16] , [17] ) can be more sophisticated then Kriging, as [1] shows for non-convex functions. Especially in arbitrarily spaced data ( [7] ) or in 3D surface reconstruction presented in [27] , [2] and [8] , MLS showed good performance.
MLS regression has the advantage compared to methods like Kriging, that it does not experience difficulties when there are a large number of design points to train on, because of numerical instabilities. Also, if the design points show different local behaviour, such as clusters, MLS performs well. The main obstacle for local regression methods like MLS is to determine the points to consider for the local approximation, especially if the points have a large variance in a defined window around the prediction point.
Another point is the dimensionality of the problem to be approximated. A lot of surrogate methods experience problems with high dimensional data. In the standard isotropic MLS all dimensions have an influence on the variance of the data points used for the approximation. Therefore, with increasing dimensionality the approximation accuracy reduces. Two possible methods exist for working with high dimensional problems. The first method is to reduce the variables to only the most important parameters through the use of a sensitivity analysis such as the variance based sensitivity analysis from [12] . An example of the successful utilization of this type of procedure is presented in [21] or in [5] . In many engineering applications, the number of most important parameters for an individual output is up to 20 input variables. Therefore, these methods work very well for finding these few important parameters and thus dramatically increase the performance of the surrogate model used. The other possible method of working with high dimensional data is anisotropy. In a similar way to anisotropic Kriging, the surrogate method provides the opportunity to consider the different importance influence of the input variables in the prediction. In Kriging, different correlation lengths will be defined for each input parameter, leading to higher accuracy of the Kriging surrogate model, especially if the variance is different for each input parameter. [24] showed this for the MLS method. Also, an anisotropy was introduced through the definition of different bandwidths for each input parameter. Then, only the points which fall in the intersection of the different bandwidths which define the prediction window, are used for the prediction. As will be shown in section 4, different bandwidths for each input parameter will be defined, but a different method of calculating the overall weights for each prediction point will be used.
In this paper, the concept of anisotropy is used and applied to the moving least squares method different to [24] , which in most cases leads to higher prognosis quality. First, the standard MLS is described, followed by the extension to anisotropy. Subsequently, examples of different analytical test functions are shown to compare both methods.
DESIGN SAMPLING
To create the training data for the surrogate models, some simulation or experiments have to be evaluated as base information for different designs. These designs should be part of a sampling plan which covers the range of interest for the specific problem. There are many possible methods for creating such a design plan, such as full factorial, D-optimal or orthogonal arrays. Latin hypercube sampling is commonly used (LHS) ( [20] ), which creates n hypercubes for each variable. Within each of these hypercubes, a point is chosen randomly, or in the case of mid-point LHS the point is always set in the center of this hypercube. Optimized LHS also exist, with optimized distance between the points and minimal unwanted correlations as [13] shows. For the test problems shown here, an optimized LHS will be used.
REVIEW OF THE MLS APPROXIMATION METHOD
The basis for the anisotropic moving least squares (AMLS) approximation is the standard MLS. The formulation to approximate the value y of the prediction point x is:
The prediction point x consists of the n input variables of the problem to approximate (e.g. a simulation model, mathematical function or experiment):
The vector p(x) T contains the basis polynomial for the approximation depending on x. For example a second order polynomial with cross terms:
The vector a(X, x) contains the approximation coefficients and is calculated through:
with the matrix P T (X) containing the basis polynomials for the N × n training points matrix X of n samples:
. . . . . . . . . 
The matrix W(X, x) is the N × N weighting diagonal matrix for the prediction point x and the main mathematical difference to normal polynomial regression. W(X, x) contains the weights for each element of X regarding their distance to x:
To estimate these weights, different types of weighting functions exist. Some of them can even force the MLS to interpolate through the training points ( [19] ). In this investigation a Gaussian weighting function is used like proposed in [17] :
with the constant:
In this formulation the x − X stands for the Euclidean distance calculated over all variable dimensions between the prediction point x and the trainings points X. There is one free model parameter r, which represent the influence radius around the prediction point x, in which the training points X are considered to approximate x. As shown in Fig. 1 the weights tend to 0 if the training points lie outside of r. The last part to estimate a(X, x) is the output vector y(X), which contains the output values of the training points X.
To estimate the free model parameter r different kinds of possibilities exist. A straightforward solution is to use an optimizer in combination with a stratified k-fold cross validation (CV). k-fold CV involves splitting the training points in k equal sized packages. Then the model is trained with k − 1 packages and the remaining package is used as prediction points (test points). After each package has been evaluated the corresponding prognosis quality can be estimated with:
The objective of the optimization would be to maximize the prognosis quality R 
EXTENSION TO ANISOTROPY
Having explained the standard MLS method, this section describes the extension of the method to the anisotropy. The key point of the MLS method is the weighting of training points, so that each prediction point is locally approximated. In the standard formulation, the Euclidean distance is calculated over all variable dimensions, as shown in 8. To give each variable an individual influence on the weights for the training points used, the anisotropic version calculates the weights for each variable separately. This leads to n weighting vectors w N,n (v n , x n , r n ) (the diagonal of the weighting matrix W(X, x)) with n elements and vector v n describing the training data of the n-th variable:
To combine these weighting vectors to one global and so to a corresponding weighting diagonal matrix W(X, x), the geometric mean over all n weighting vectors w N,n (v n , x n , r n ) is calculated:
Compared to the standard MLS, one r n per variable exists now. Because the geometric mean is used to combine the weighting vectors w N,n (v n , x n , r n ), variables with a minor or no influence on the output y(X), their r n will tend to:
because r n → ∞ gives w N,n (v n , x n , ∞) = 1, meaning that all training points are considered with a weight of 1 regarding the non-important variables (see Fig. 1 with r = 10). Whereas variable with high influence will tend to:
and so the weights are = 0 for training points in the local area of the prediction point x. This means that only the r n of the important variables have a significant influence on the final weighting matrix W(X, x). Even though with this anisotropic approach of the MLS method it is not necessary to scale the input parameters to equal ranges as is necessary for the isotropic MLS, but it is recommended that this scaling is done for numerical stability.
To estimate the free model parameters r n the Powell optimization algorithm is used ( [23] ). This algorithm is especially suitable for this kind of optimization problem, because it iterates in a double loop over each optimization variable separately. The inner loop iterates over each free parameter and changes it individually until no further improvement is archived. If each free parameter has been optimized once, a new iteration begins (the outer loop). Furthermore, this algorithm does not need any gradients, just a start vector.
Additional as mentioned in 1, it is suggested that a sensitivity analysis should be used in applications with very high dimensions, to further increase the accuracy of the model and to decrease the optimization effort. So overall, it is recommended that this anisotropic MLS method is used in combination with a variance based sensitivity analysis ( [12] ) to receive the most accurate surrogate model.
EXAMPLES
In the following section, examples of comparing the standard MLS method to the anisotropic version are shown. For the comparison, the same Powell optimization algorithm is used for the isotropic MLS as for the anisotropic MLS. The optimization criterion is the already introduced R 2 pred (11) evaluated with k-fold CV. To train the surrogate model, 50 uniformly distributed samples were created, with optimized latin hypercube sampling as mentioned in 2. For these examples, no scaling was used, because all parameters are in the same value range. Further, each test function was approximated with a first order and second order polynomial base and the best result was taken. The k-fold CV was done with k = 5, with the same packages structure (same designs in each package) for both methods. For the comparisons 4 test functions assist in demonstrating how the AMLS works and how the free parameters r n behave. They are defined as:
y(x) = 0.5x
In Eq. 16 all variables have the same influence on y(x) and should show equal results for the isotropic MLS and AMLS. Furthermore, all r n of the AMLS should be equal because all variables have equal influence on the output y(x). Eq. 17 includes decreasing influence from x 1 the highest and x 4 the lowest. Here it is intended, that the free parameter r n should also show a decreasing value for the corresponding input parameters. The variance of each variable is different and so the power of the anisotropic version should result in a higher R 2 pred value for the AMLS. Eq. 18 contains influence of cross terms with a high variance in one corner of the data range and Eq. 19 has one dominant variable x 3 and 4 'noise' terms. The test functions 16 to 19 are illustrated in Fig. 2a to Fig. 2d . Tab. 1 shows the results for the free parameters of the MLS r iso and for AMLS r 1−5 . Additional the prognosis quality R The results for the second test function show the first difference between the MLS and the AMLS method regarding the prognosis quality R 2 pred of 5%. The free model parameters r n of the AMLS are very low for the most important parameters x 1 , x 2 , x 3 and are very high for the unimportant parameters x 4 , x 5 so that their weighting does not influence the overall weighting in the geometric mean described in 13 . The values of the important parameters suggest that the approximation works locally. Additionally, there is a ranking of the parameters x 1 , x 2 , x 3 corresponding to the real ranking in the test function. The third test function 18 shows the highest difference of R 2 pred with 72% for all test functions. Here the AMLS seems to use all parameters, but with a focus on the first two parameters x 1 , x 2 as important parameters for the overall weighting, corresponding to the test function part with x In Fig. 3 and 4 the 1D view of the surrogate models for the most important parameters of test function 18 and 19 is presented. For both pictures, it can be seen, that the trend is captured much better by the AMLS corresponding to the higher R 2 pred , especially for x 3 of test function 19, where it captured the sin() term compared to the MLS, which seems to average through the data points.
CONCLUSION
The anisotropic moving least squares (AMLS) surrogate model method presented here uses, in contrast to the standard isotropic moving least squares (MLS), a free model parameter r n for each input parameter and further the geometric mean to calculate the overall weighting (see 4) . The AMLS method is more accurate than the MLS method for the examples with input parameters of differing strong influence as demonstrated with the test functions Eq. 17 to Eq. 19. Large differences could be seen in the example with high multivariate dependencies. This is accomplished by setting the free model parameter r n corresponding to the influence of the input parameter. Input parameters with a high influence result in lower values for r n and vise versa. To find the right value for r n , the Powel optimization algorithm was used. A possible start solution vector for this optimizer can be obtained by previously performing a sensitivity analysis. Otherwise, it is recommended that the mean value of the input parameter bounds for each r n are used as a starting point. Additionally, if the input parameters are of different magnitudes it is recommended that they are rescaled. If no sensitivity analysis has been performed, the AMLS optimization can also work as a simple kind of sensitivity analysis. Unimportant parameters can be identified through high values for the r n parameters (similar to high correlation lengths in the anisotropic Kriging method). For all other parameters, the optimization also delivers a ranking of importance with the smallest r n value correspond to the most important parameter etc.
Further improvements might be archived by testing different weighting functions. For example an interpolating weighting function or a function which avoids the high numerical numbers in the optimization for unimportant parameters by normalizing the maximum r n with the maximum 1D distance for each specific input variable.
