Regulation of gene expression involves sequence elements in nucleic acids. In promoters, multiple sequence elements cooperate as functional modules, which in combination determine overall promoter activity. We previously developed computational tools based on this hierarchical structure for in silico promoter analysis. Here we address the functional organization of post-transcriptional control elements, using the HIV-1 genome as a model. Numerous mutagenesis studies demonstrate that expression of HIV structural proteins is restricted by inhibitory sequences (INS) in HIV mRNAs in the absence of the HIV-1 Rev protein. However, previous attempts to detect conserved sequence patterns of HIV-1 INS have failed. We de®ned four distinct sequence patterns for inhibitory motifs (weight matrices), which identi®ed 22 out of the 25 known INS as well as several new candidate INS regions contained in numerous HIV-1 strains. The conservation of INS motifs within the HIV genome was not due to overall sequence conservation. The functionality of two candidate INS regions was analyzed with a new assay that measures the effect of non-coding mRNA sequences on production of red¯uorescent reporter protein. Both new INS regions showed inhibitory activity in sense but not in antisense orientation. Inhibitory activity increased by combining both INS regions in the same mRNA. Inhibitory activity of known and new INS regions was overcome by co-expression of the HIV-1 Rev protein.
INTRODUCTION
Eukaryotic gene expression is a complex mechanism that can be regulated on the transcriptional, post-transcriptional, translational and post-translational levels. It is well known from the analysis of promoters and enhancers that several distinct elements [e.g. distinct transcription factor (TF)-binding sites] cooperate to achieve a common goal or function (e.g. regulation of transcription initiation) by speci®c interaction with proteins (1±3). Similarly, cooperative interactions of elements in nucleic acids are also involved in restricting expression of cellular genes on the post-transcriptional level. Such inhibitory sequences (INS) are active within mRNAs and thus show a preference for the coding strand of the DNA.
Well known examples for such INS are found in cellular mRNAs like c-fos, c-myc and granulocyte macrophage colony-stimulating factor (GM-CSF) in which multiple iterations of the AUUUA pentamer sequence, mainly within the 3¢-untranslated region (3¢-UTR), are responsible for the observed inhibitory effects (4±6). Binding of cellular RNAbinding proteins, like AU-A, HuR and HuA, counteracts the inhibitory effect of these elements (7±10).
INS are also contained in the mRNAs of various viruses, including hepatitis B virus (HBV), human papilloma virus type 1 (HPV1), bovine papilloma virus (Bovine HP1), and retroviruses such as human immunode®ciency virus type 1 (HIV-1), simian retrovirus (SRV1) and Mason-P®zer monkey virus (MPMV). These viruses use various rescue mechanisms to overcome the inherent inhibitory effects on their transcripts, involving cellular proteins and in some cases also viral factors, as described below (11±16). We dissected HIV-1 INS into several components, INS region, INS element and INS motif, de®nitions of which are given in Materials and Methods.
The importance of INS activity in HIV replication is well established (17) , although mechanistic details of cellular and viral INS functions remain obscure. INS restrict the expression of HIV structural proteins, which are encoded by unspliced and singly spliced mRNAs. The inhibitory activity of INS is overcome by the viral regulatory factor Rev, which is encoded by multiply spliced mRNAs species. Rev binds to an RNA element in the env gene called the Rev response element (RRE) and mediates nuclear export and ef®cient expression of its target RNA. Inhibition of gene expression by INS has been proposed to involve increased splicing ef®ciency, prevention of nuclear export of unspliced transcripts and degradation of INS-containing mRNAs or a combination thereof (18±21).
*To whom correspondence should be addressed. Tel: +49 89 3187 4060; Fax: +49 89 3187 4400; Email: schneide@gsf. de Proteins shown to bind HIV-1 INS include poly A-binding protein (22) and hnRNPA1 (23) , but the roles of these proteins in overall inhibition of gene expression are not clear.
In an effort to characterize the sequence hallmarks of HIV-1 INS, the effects of mutagenesis of various sections of the HIV genome on gene expression were studied. INS-containing regions were identi®ed by loss of repressive activity and loss of Rev dependence after mutation and were de®ned in the HIV gag, pol and env genes (24±27) (gag, INS1 and INS2; pol, INS3 and CRS; env, RRE; see Fig. 1 ). A total of 25 INS elements (each 20±40 nt long) were determined as the smallest functional units of the INS regions. The inhibitory effect of HIV-1 INS elements could be transferred to heterologous mRNAs (27±30). Each of these short elements was able to inhibit viral gene expression individually. However, the maximal inhibitory effect of the INS regions (i.e. INS1, INS2, INS3, CRS) (25, 27) required the cooperative interaction of multiple INS elements, re¯ecting the organization in the HIV-1 genome. Presence of additional but poorly characterized INS elements within the pol and env genes was also suggested (27) .
Despite the unquestionable function of these elements, all efforts to de®ne HIV-1 INS on the sequence level have failed so far, which may in part be due to the fact that there may be more than one distinct INS sequence pattern. The development and application of a new strategy for the analysis of sequences containing several different functional sites enabled us for the ®rst time to identify and separate four subsets of sequences, each containing one conserved INS motif shared by several INS elements. The resulting descriptions were not only able to detect the well characterized HIV-1 INS elements but also identi®ed new candidate INS elements within the pol and env genes of HIV-1. We subsequently veri®ed the functionality and cooperativity of two candidate INS regions by quantitative analysis of their inhibitory effect on the expression of¯uorescent reporter proteins in transfection experiments. The counteraction of this inhibitory activity by Rev was also demonstrated.
MATERIALS AND METHODS

Terminology
Since, in the literature, similar terms have been used so far to describe stretches of nucleic acids that differ in size and 
Sequence training sets
The positive training set for the generation of the matrices consisted of sequences from the HIV-1 full-length proviral sequence of HXB2R. Only those regions of the HXB2R`wildtype' sequence were used which corresponded to the 25 areas analyzed by mutagenesis (indicated by gray shading in Fig. 1 ) (27) .
Default parameters were used for the initial analysis in all programs. We used the complete sequence of the HIV-1 fulllength proviral sequence of HXB2R (accession number K03455) as the primary test sequence for the pre-evaluation and optimization of the matrices. The detailed secondary analysis and evaluation was performed with the larger positive test set consisting of 26 HIV-1 full-length proviral sequences (Hiv3202a12-U34603, Hiv3202a21-U34604, Hivant70-L20587, Hivbcsg3c-L02317, Hivcam1-D10112, Hivd31-U43096, Hiveli-K03454, Hivhan-U43141, Hivhxb2r-K03455, Hivibng-L39106, Hivjrcsf-M38429, Hivjr¯-M74978-M75007-U63632, Hivlai-K02013, Hivlw123-U12055, Hivmal-K03456, Hivmanc-U23487, Hivmn-M17449, Hivmvp5180-L20571, Hivndk-M27323, Hivny5cg-M3843, Hivoyi-M26727, Hivrf-M17451, Hivth475a-L31963, Hivu455-M62320, Hivweau160-U21135, Hivz2z6-M22639) from GenBank.
As a negative control we used the sequence of the Revindependent virus carrying mutations within the INS1, INS2, INS3, CRS and some additional mutations within the pol gene sequence between INS2 and INS3 and between INS3 and CRS ( Fig. 1) (27) .
The AUUUA matrix was generated from the previously described and experimentally veri®ed AUUUA inhibitory elements from the chicken c-fos proto-oncogene (M37000), the Xenopus laevis c-myc (M14455), the human (V01512) and the rat c-fos (X06769) cellular oncogenes, and from the GM-CSF genes from human (M10663) and mouse (X03019) (6,31±34).
The program CoreSearch was used with default parameters, starting with 7-tuples [for a detailed explanation of the parameters, see Wolferstetter et al. (35) ].
The elements were taken from the 3¢-UTR sequences of the chicken c-fos proto-oncogene (three elements), the Xenopus laevis c-myc mRNA (®ve elements), the human cellular oncogene c-fos (one element) and the rat c-fos oncogene (one element), and from the GM-CSF mRNAs of human (seven elements) and mouse (10 elements).
This matrix was created from sequences of 25 nt in length, with the AUUUA penta-nucleotide in the center and 10 nt of anking sequences on either side.
Tools for computational analysis
Sequence alignments were performed with the tools of the GCG-sequence analysis software package of the Genetics Computer Group, Inc. (GCG; Madison, WI) (36) . From our own developments we used the program CoreSearch and ConsInd (37) . CoreSearch delivers a description of a conserved sequence element in the form of a weight matrix from a set of seven or more sequences. The matrix can then be used for the analysis of large data sets (i.e. GenBank) with the ConsInspector program (37±40). ConsInd utilizes a re®ned anchored alignment to generate similar matrices. CoreSearch requires sequences of at least 100±120 nt in length. Therefore, we selected the sequences (INS elements) covered by the mutagenic oligonucleotide and added~30 nt of the surrounding wild-type sequence at each end, which resulted in an overall length ranging from 102 to 148 nt. We will refer to these areas by name, which consists of the letter M (for mutant), followed by a number [indicating the relative position within the open reading frame (ORF)] and the name of the reading frame it is located in. As shown in Figure 1 , the INS elements were numbered successively from the 5¢ end to the 3¢ end of each ORF starting at 1 in the gag-ORF and at 0 in the pol-ORF.
The program MatInd (41) generated the matrix description derived from the HIV-1 INS elements (INS motifs), which were used by the MatInspector program (41) to identify and score matches to the matrix in multiple sequence data sets. As input data, the program uses sequences contained in GenBank as well as user-de®ned data sets.
The SeqEd sequence editor of the GCG software package was used to superimpose the results obtained from the INS motif analysis onto the genomic organization of HIV-1. The computational analysis was performed primarily on DEC workstations and additional analyses were performed on Apple-Macintosh computers.
Cell lines and transfections
HeLa cells are a human cervical adenocarcinoma cell line with epithelial morphology and HLtat cells are HeLa cells stably transfected with pL3tat HIV-1 tat expression plasmid (42, 43) . Cells were kept under standard cell culture conditions using Dulbecco's modi®ed Eagle medium with 10% FCS and 2 mM Glutamax I (Life Technologies, Karlsruhe, Germany). For microscopy and imaging purposes, cells were cultured in medium without phenol red as described (44) . Cells were transfected with plasmid DNA using the calcium phosphate co-precipitation technique as described (45) (CellPhect kit; Pharmacia, Erlangen, Germany). Transfection mixtures typically contained~1 mg of DNA of the plasmid harboring the sequence region of interest (adjusted to ensure equimolar amounts of INS-containing plasmids in each experiment), 100 ng of pFRED143, 100 ng of pCsRevsg143 and suf®cient carrier plasmid (Bluescript-derivative pBSPL) to obtain 17 mg of total DNA. Transfection ef®ciencies were determined by FACS analysis of green¯uorescent protein (GFP)-expressing cells and ranged between 10 and 40% transfected cells. The same transfection protocol was used for the Rev-rescue experiments, except that the Fugene6 (F. Hoffmann-La Roche AG, Basel, Switzerland) system was used according to the manufacturers protocol. Cell¯uorescence was analyzed bȳ ow cytometry and/or epi¯uorescence microscopy 24 h after transfection.
Constructs for transfection assays
INS reporter plasmids are depicted in Figure 5 . Plasmid pLRedR was constructed by replacing the gag-coding region of p37R (27) with the ORF for the red¯uorescent protein (RFP) of Discosoma sp. (46), ampli®ed from pDsRed1-N1 (BD Biosciences, Clontech, Heidelberg, Germany). All DsRed-expressing constructs contain two translational STOP codons immediately downstream of the DsRed ORF to ensure ef®cient termination of translation. A ClaI restriction site between the DsRed ORF and the RRE was used to insert various INS regions from the HIV-1 genome (27) . Plasmid pLRed(p17/p24INS)R contains most of the p37 gag (p17gag+p24gag; including INS1+2) sequence without the ATG start codon (bases 379±1424 of HXB2 genome) taken from p37R (27) , whereas pLRed(p17INS)R and pLRed(p24INS)R contain most of the DNA sequence for p17gag (bases 379±729, including INS1) or p24gag (bases 730±1424, including INS2), respectively.
Two predicted INS region candidates (INS5 and INS6) were ampli®ed by PCR from plasmid HXB2-(frameshift BamHI) either separately or as a combination of both (47), using speci®c 5¢ and 3¢ primers that carried a unique ClaI restriction site. Cloning of the ampli®ed INS regions into the ClaIlinearized pLRedR vector resulted in various INS reporter plasmids carrying single or double insertions of the ampli®ed INS sequences, either in sense or in antisense orientation (Fig. 5 ). Constructs were selected and veri®ed by restriction analysis and DNA sequencing (Sequiserve: Dr Willi Metzger, Vaterstetten, Germany). The GFP expression construct pFRED143 was used for transfection control (48, 49) . Plasmid pCsRevsg143 (50) was used for expression of Rev-GFP and was used as transfection control in Rev-rescue experiments.
FACS analysis
For¯ow cytometry, cells were trypsinized, washed, resuspended in PBS and kept on ice. Flow cytometry was performed using a BD-FACSCalibur cell sorter (BDSystems, Heidelberg, Germany) and FACScan software CellQuest (BD Immunocytometry Systems, San Jose, CA). On average, between 20 000 and 50 000 cells were analyzed using the FL-1 (530/30) to detect green¯uorescence (transfection control) and FL3 (650LP) for red¯uorescence (reporter protein). The population of dual-¯uorescent (red and green) cells was identi®ed.
To assess inhibitory activities of INS regions, FACS analysis was carried out with cells cotransfected with INS reporter plasmids and pFRED143. Median intensities of green and red¯uorescence were calculated from histogram-data. The ratio of green to red¯uorescence was calculated as a measure for the relative reporter protein expression. Statistical analysis was carried out by the Mann±Whitney test for nonparametric independent two-group comparisons (PrismGraph, GraphPad Software, San Diego, CA). Two-tailed P-values were calculated to assess the signi®cance of the differences between sense and antisense results of all constructs.
To assess Rev-dependent rescue of INS activity, parallel cell cultures were transfected with the INS reporter plasmids and either pCsRevsg143 for expression of Rev-GFP (Rev-positive) or pFRED143 for expression of unfused GFP (Rev-negative). The percentage of dual-¯uorescent cells (red and green) in the transfected cell population (green) was determined. This data was used to calculate Rev-mediated induction of reporter protein expression.
Digital¯uorescence microscopy
Epi¯uorescence microscopy was performed using a computercontrolled inverted research microscope (Zeiss Axiovert 200M; Carl Zeiss, Oberkochem, Germany) with AxioVision 3.1 software (Carl Zeiss Vision GmbH, Hallbergmoos, Germany), an AxioCam HRm CCD camera (Carl Zeiss) and a 10Q/0.30 Plan Neo¯uar Objective (Carl Zeiss). Images for green and red¯uorescence were taken with the appropriate ®lters: EGFP (Ex, BP 475/40, FT 500; Em, BP 530/50) and DsRed (Ex, BP 545/25, FT 570; Em, BP 605/70). Images were processed and arranged for presentation with standard graphics software (Adobe Illustrator; Adobe Systems, San Jose, CA).
RESULTS
The goal of our study was to develop a methodology for the recognition of multiple distinct motifs contributing to a common regulatory function from a single set of sequences containing the motifs in unde®ned subsets. As an example, we chose the INS regions of HIV-1 ( Fig. 1) and combined computational and functional analyses to characterize and verify the sequence features of INS activity.
Detailed experimental mutational analysis of INS elements within the HXB2R sequence provided us with the data necessary for a computational approach aimed at the identi®cation of conserved sequence features of INS elements. To this end, we took advantage of several software tools previously developed by us for the detection of conserved core sequences (cores) within sequences of low overall similarity (35, 37, 41) .
Strategy for development of matrix descriptions
Step I: assembly of initial training sets. The ®rst step in this analysis (see Fig. 2 for an overview of the whole strategy) was to identify conserved core sequences in all or at least in a subset of the sequences by using the CoreSearch program. Subsequently, we discriminated between core sequences with veri®ed functions and potentially non-functional ones, taking advantage of published data from mutation analysis (27) . This allowed separation of training set(s) of sequences, each of which contained only one conserved core sequence. This approach provided an excellent positive training set of functional sequences and an equally well de®ned negative training set of non-functional sequences.
Step II: initial matrix development. Since more than one conserved core sequence was found, individual matrices were developed for each conserved core sequence by appropriate programs (ConsInd and MatInd). Both programs are able to generate matrices directly from a training set of sequences.
Step III: development of consistent matrices. A good matrix should be able to detect all sequences used for the generation of the matrix (training data set) as a minimal requirement. However, this can almost always be achieved by lowering the thresholds for matrix similarity. Therefore, our goal was to develop matrices capable of recognizing their complete training set with the same threshold settings that will be used for the analysis of new sequence data (test data). A matrix ful®lling this condition will be called a consistent matrix from here on.
First, the training set of sequences was analyzed with the default matrix thresholds used by the programs MatInspector and ConsInspector. If individual sequences were not recognized, either the thresholds were reduced or the sequences were removed from the training set and a new matrix was compiled from the reduced training set. This ®nally resulted in matrices that recognized all sequences within their training set.
These matrices were then analyzed with the test sequence (HIV-1 HXB2 genomic sequence,~10 kb). The matrices and thresholds were adjusted to retain the maximum number of matches to the training set while minimizing the total amount of false positive matches in the test sequence. At this point all matches outside known INS elements were regarded as false positives.
Finally, the training set was reanalyzed with the adjusted thresholds. If sequences were not recognized, a reduced training set was de®ned and another cycle of analysis was started [with (step I)].
Matrices that passed through the whole cycle without changes in their training set were consistent and used in further steps. Matrices retaining less than ®ve training sequences (in the case of MatInd matrices) or seven sequences (in the case of ConsInd matrices) were discarded.
Step IV: optimization of matrices. The consistent matrices were ®nally veri®ed with the initial positive and negative training sets. Thresholds were optimized to yield the minimum amount of false positive matches while retaining the true positive matches. Consistency of the matrices was rechecked after threshold optimization.
Application of strategy to HIV-1 INS elements
The ®rst step (step I) of the initial analysis was started with a positive training set of 25 functionally veri®ed INS elements (M1gag±M10gag and M0pol±M12pol) of the HIV-1 HXB2R genomic sequence (initial training data set, Fig. 1 ). These regions covered the INS1, INS2, INS3, CRS (INS regions) as well as the region between INS3 and CRS, as indicated in Figure 1 . CoreSearch analysis revealed six different conserved core sequences AAACA, TTATA, ATAGA, TAGAT, AAAAG or ATAAA. Only the core sequences AAAAG and ATAAA were present in enough training sequences to allow initial de®nition of weight matrices. Based on the two different cores the input sequences were split into two separate sequence sets (SET A and SET B), which were used in the following steps.
Development of weight matrices from the training sets
The initial matrix development (step II) was carried out with the programs MatInd and MatInspector. The MatInd program generated two matrices (de®ned length of 15 nt) from these data sets. The resulting matrix A consisted of 21 sequences sharing the AAAAG core sequence and can be summarized by the IUPAC string AANAAAAAGNAMNN. Matrix B, summarized by the IUPAC string RNNAAATAAAANAYA, was generated from 11 sequences sharing the ATAAA core sequence.
For the development of consistent matrices (step III) we used the complete sequence of the HIV-1 HXB2R full-length provirus as the test sequence. Several consecutively re®ned sequence data sets were required to reach the consistency criteria described above. The best training data set for matrix A consisted of six sequences from ®ve different INS elements [M3gag, M4gag (2Q), M10gag, M7pol and M8.2pol] in gag and pol. The resulting consistent matrix was able to identify 32 matches within the HIV-1 HXB2R test sequence, using the MatInspector default threshold settings (core similarity 0.8, matrix similarity 0.85) of which 31 were located on the coding strand (also known as sense or plus strand). Optimization for higher speci®city was continued, using matrix similarity as the ®lter until the number of false positive matches (i.e. matches in regions with no INS function) was minimized without loss of any of the experimentally veri®ed true positive matches. This was achieved at a matrix similarity of 0.90. Under these conditions we found 15 matches to matrix A located exclusively on the coding strand of the HIV-1 HXB2R sequence, including all known and several new candidates for INS elements. This ®nding coincided with the expected prevalence of INS elements on the coding-DNA strand.
Matrix B was less speci®c and recognized only ®ve of the 11 sequences used for the generation of the matrix and it was therefore inconsistent with the training data. MatInd cannot select sequences during matrix generation. Therefore, matrix quality depends greatly on the manual selection of sequences in the training set. In contrast to MatInd, the ConsInd program is able to reject sequences from the training data set. ConsInd requires longer sequences than MatInd, which were available for our sequence sets. Therefore, we repeated steps I±III with the ConsInd program.
Re®ned matrix analysis of training data sets
Steps II, III and IV. To generate more speci®c weight matrices we used the initial training data sets A and B and left sequence selection to the ConsInd program. Therefore, no manual selection was required. The resulting matrix is always consistent with the training data and can be used directly for further analyses.
SET-B (ATAAA core) resulted in a ®rst stable weight matrix termed INS-B (INS motif), which was evaluated using the ConsInspector program on the HIV-1 HXB2R test sequence. The effects of each step of the consistency analysis on the speci®city of the developing matrix are shown in Figure 1 . During INS-B matrix development more than 300 matches were initially found in the HXB2R test sequence using the default settings of the ConsInspector program. Gradual optimization of the parameters and subsequent re®nements of the sequence training sets reduced the total number of matches dramatically from over 300 to 17 until the ®nal optimized matrix INS-B was reached (SET B5 in Fig. 1 ). This also included optimization of the parameters on the experimentally veri®ed positive and negative training sets (step IV).
Weight matrix INS-B recognized all training sequences M3gag, M8gag, M0pol, M2pol, M2Apol, M6pol and M8-2pol (ful®lling the criterion for consistency). Additional matches corresponding to M1gag and M1pol were identi®ed. Another six matches represented candidates for new INS elements, since they are located in regions that might include potential functional INS (indicated as dashed-line boxes in Figs 1b  and 3) .
Matrix INS-A (INS motif, AAAAG core) was developed from the 21 sequences of SET A in exactly the same manner as described for INS-B. The ®nal sequence set of the optimized matrix INS-A included seven sequences, one each from M3gag, M7gag, M10gag, M3pol and M8pol, and two from M4gag. A total of 17 matches could be identi®ed in the HIV-1 HXB2R test sequence with the ®nal parameters. Therefore, INS-A identi®ed 10 additional matches in the test sequence besides its own training set. The matrices INS-A and INS-B generally recognize separate elements (Fig. 3) . Even in the single case in which INS-A and INS-B are contained in the same element (M3gag), they recognize two separate and distinguishable core sequences.
Re-evaluation of sequences not detected by INS-A and INS-B
Generation of the INS-MC matrix motif. Experimental data indicated that sequences beyond the 14 INS elements recognized by the two matrices INS-A and INS-B (for details see Fig. 3 ) show strong inhibitory activities within the HIV-1 HXB2R sequence. Therefore, the remaining sequences that contribute to the INS effect were analyzed further to identify additional matrices.
A consistent matrix termed INS-MC was developed by MatInd analysis from a sequence training data set containing ®ve sequences (M1gag, M6gag, M1Apol, M5pol and M7pol) that were not included in the other two matrices. In addition to the training data set, two further matches could be identi®ed in the HXB2R test sequence by the MatInspector program, starting at nucleotide positions 6038 and 7234, respectively. Both matches are located within gp120 of the env-coding region (Fig. 4) . The combined results of the analysis in the gag/pol region of the HIV-1 HXB2R test sequence with the matrix INS-MC, INS-A and INS-B are shown in Figure 3 . Using these three matrices, 18 of the 26 sequences (70%) that are believed to contribute to INS-dependent down-regulation were recognized. INS elements for which experimental data are available and yielded 18 additional matches predominantly in areas known or expected to contain further INS elements.
Generation of a matrix recognizing the CRS-INS (motif INS-MD). INS-A, INS-B and INS-MC
Generation of the AUUUA matrix. HIV-1 mRNAs also contain several AUUUA penta-nucleotide elements shown to function as inhibitory elements in several cellular mRNAs. Therefore, we investigated occurrence of these AUUUA sequences in HIV-1 mRNAs, although no experimental data regarding their role in inhibiting HIV-1 expression is available.
From 32 experimentally veri®ed AUUUA sequences derived from the 3¢-UTR of six different mRNAs, 27 were suitable for the generation of the consistent AUUUA matrix that can be summarized by the IUPAC string  WWWNTTATNTATTTATTTATTTANN (6,51,52 ). In contrast, no matches were detected with the same sequence set used as negative control during experimental analysis (6,31±34) .
The analysis of the HXB2R test sequence revealed that, in contrast to the INS matrices, more AUUUA matrix matches were found on the non-coding antisense strand (15 matches) than on the coding sense strand (nine matches). All nine sense strand matches coincided with eight of the other INS elements of HIV-1 HXB2R [M6gag, M7gag, M4pol, M5pol, M6Pol, M7pol (two matches), M8pol and M10pol] (Fig. 4) .
Conservation analysis of INS motifs in 26 HIV-1 full-length proviral sequences. If the INS motifs were predicted correctly, they should also be conserved in other HIV-1 genomes. A multiple alignment of 26 HIV-1 full-length proviral sequences was carried out using the tools included in the GCG sequence analysis software package of the University of Wisconsin Genetics Computer Group (36) . This multiple sequence alignment was necessary to counteract the heterogeneous 5¢ ends of the sequences, which prevent direct comparison of the match positions of the matrices in individual sequences. The results from all the INS motif analyses were then superimposed onto the genomic organization of HIV-1 (Fig. 4) . Matrix analyses of the 26 full-length proviral sequences were performed using the optimized parameters for each matrix and resulted in the identi®cation of 1219 matches in the full-length proviral sequence. Again, it was striking that 1148 (~94%) of these matches corresponded to matches on the sense strand and only 71 (~6%) to matches on the antisense strand, which we considered to be false positive matches, since this strand does not encode viral proteins. For better differentiation, matrix matches are indicated with different shapes and colors in Figure 4 as described in the ®gure legend.
In the majority of HIV genomic sequences, we observed that the plus-strand matches to the INS motifs are located in similar genomic regions in different HIV-1 isolates from different clades (as indicated in Fig. 4 ). In about 43 locations, INS motifs matching the same matrix were conserved in at least 10 or more HIV genomic sequences. Nineteen of these were con®ned to the well characterized INS regions (INS1, INS2, INS3, CRS and RRE). In a few cases, matches conserved in only a few HIV genomic sequences could be detected. Some of them seemed to be in close proximity to functionally conserved INS regions, which they might be complementing, while the others were scattered single matches. Matches to all four INS motifs were observed in all the clades analyzed and no apparent clade-speci®c differences in the INS motif match distribution was observed, except for the lack of INS motif matches within the gag region of the most distant O-clade.
In addition to known INS regions, several new candidate INS regions were identi®ed. The composition of two regions indicated as INS5 and INS6 appeared most similar to known functional INS regions (Fig. 4) . Therefore, these regions were selected for experimental veri®cation.
Veri®cation of INS function of in silico predicted candidate INS regions INS5 and INS6. The two INS regions, INS5 and INS6, were cloned into plasmid pLRedR containing a gene for the RFP and the RRE (Fig. 5) . Candidate INS regions were inserted downstream of multiple translational STOP codons terminating the reading frame of the RFP to ensure that the INS region candidates were not contained within the translated region (see Materials and Methods; Fig. 5 ). Constructs were transfected into HLtat cells together with a construct for expression of the GFP as transfection control. Cells were evaluated for red and green¯uorescence by FACS analysis, resulting in the distribution of cell populations shown in Figure 6 . The ratio of green to red¯uorescence was calculated (detailed in Materials and Methods). For each INS-bearing construct, this ratio was normalized to the value of pLRedR (no INS region, Fig. 5 ), which was set to 1. Constructs bearing the INS region candidates in sense orientation were compared with identical constructs bearing the INS region candidates in antisense orientation. (Fig. 4) were inserted in sense and antisense orientation into the unique ClaI restriction site of the basic reporter plasmid pLRedR.
The graph in Figure 7 shows a comparison of the inhibitory effects of the original, functionally determined INS regions INS1 and INS2 in gag, which have previously been shown to work only in sense orientation (25, 27) , and the newly predicted candidate INS regions INS5 and INS6 in pol. The graph illustrates the results of a representative experiment from the series of independent experiments shown in the table (Fig. 7) . The inhibitory activities of INS1, INS2 as well as the combined INS1 and INS2 (INS1+INS2), were con®rmed in this assay (25, 27, 28) . All inhibitory effects were statistically highly signi®cant using a non-parametric test (P < 0.01). In addition, this assay allowed for the ®rst time a direct comparison of individual activities of INS1 and INS2. The inhibitory effect of the combined INS1 and INS2 (INS1+2) was more pronounced than that of the individual elements (Fig. 7) .
Both candidate INS regions (INS5 and INS6) also showed inhibitory activity when tested individually. A synergistic effect was observed for the combined INS5+6 INS region, corresponding to the arrangement of these regions in the HIV-1 genome. As shown for the other INS regions, the inhibitory effects of INS5 and INS6 and of the combined INS5+6 region were observed only in sense, not in antisense orientation, further con®rming their functionality as INS regions.
Co-expression of the HIV-1 Rev protein with the INScontaining constructs increased the number of reporter protein positive cells for all constructs that contained the INS regions in sense orientation (Fig. 8) . The relative number of reporter protein positive cells bearing the antisense INS constructs remained almost unaffected by the co-expression of Rev, as would be expected (Fig. 8) . This demonstrates that the inhibitory function of the candidate INS is overcome by the HIV-1 Rev protein, as shown previously for known INS regions (27) .
DISCUSSION
Previous attempts to generate a sequence consensus for INS elements failed, because they were based on the assumption that all INS elements conform to a single motif. Here we demonstrate that the INS elements as well as INS regions are actually composed of at least four distinct sequence patterns (INS motifs). The strategy described here allowed an a priori separation of the sequences of INS elements into four subsets and subsequent de®nition of the four subset-speci®c INS motifs (matrices INS-A, INS-B, INS-MC and INS-MD).
The basic strategy followed in this study is not limited to analysis of HIV-1 INS elements and can be used for the development of motif descriptions from other sets of nucleotide sequences with common functions (like transport or protein binding). The consistency criterion we introduced in this study prevents generation of spurious matrices, as these would be eliminated by consecutive reduction of the training set. Consistency requires no more than an initial training set of sequences and at least one test sequence (which might be any sequence of suf®cient length) to provide an estimation of the number of additional matches. Availability of well characterized test sequences as in this study is an advantage, but not a prerequisite. The results also demonstrate that the sequence conservation of RNA sequence elements can be described by the methodology developed for DNA elements (e.g. TF-binding sites).
An important feature of our approach was the incorporation of data characterizing the effect of de®ned mutations on INS function. The inclusion of this data signi®cantly improved the speci®city of the ®nal matrices describing INS motifs. Without this functional data, we would have had to carry out the consistency analysis for many more matrices (most of which would have been eliminated during this process) and ®nal optimization would have been impossible.
The matrix de®nition by CoreSearch used in this study typically requires 7±20 sequences to de®ne a matrix with high con®dence (seven independent sequences, more if there is overall similarity between some of the sequences). CoreSearch relies on the uneven distribution of mismatches in real binding sites in order to select the best candidates excluding all sequences with no recognizable core (35) (because core length is used as a parameter).
However, matrix scores are not directly correlated with biological activity. Empirically or statistically determined thresholds allow discrimination between candidates likely to be functional and spurious matches. However, there is no way to predict relative strengths of the biological effects solely from in silico ratings.
Threshold settings can be very important for this kind of approach. Rather than relying on some prede®ned standards we varied thresholds systematically and used constraints to determine the optimal values. Matrices were required to recognize the whole training set at optimized thresholds as well as produce the best ratio of matches in known INS regions versus additional matches in the control HIV-1 genome. Since these constraints work against each other, the danger of over-®tting is greatly reduced.
Analyses of HIV sequences from different clades revealed that most of the INS motifs are phylogenetically conserved and cluster to form INS regions (Fig. 4) . Two of these previously unknown clusters were de®ned as independent candidate INS regions and the INS function of these regions was subsequently veri®ed. These experiments also con®rmed that the new candidates showed features expected of INS regions: they function only in sense orientation and do not require the context of a reading frame, indicating that they act at the RNA level in a translation-independent manner (25, 27, 29) . The HIV-1 sense strand is more A-rich than the antisense strand. However, the strand bias is not likely to be a mere consequence of the different A content of both strands as shuf¯ing of the sequence within 10 bp windows (preserving even the AT pro®le over the whole sequence) resulted in a clear decrease of strand bias of the INS matrix matches while the strand distribution of the AUUUA matrix remained unaffected (data not shown). The physical overlap of INS elements and reading frames within the HIV genome is similar to the sequence structure of retroviral long terminal repeats (LTRs) (53) . Here, regions responsible for transcriptional initiation (enhancer and promoter) overlap physically with the region governing transcriptional termination (polyadenylation) but they are functionally independent. We also show a dose-dependent effect (combination exerts a stronger The sites detected by our matrices within the INS elements also bear several hallmarks characteristic of other regulatory sequence elements and regions (e.g. TF-binding sites in promoters): (i) they are conserved among different HIV-1 genomes at similar locations (hallmark criterion 1); (ii) they occur in clusters (hallmark criterion 2); (iii) their conservation is independent of the conservation of the genomic nucleotide sequences they are embedded in (data not shown; hallmark criterion 3).
Our analysis also provided some insight into the internal structure of the HIV-1 INS regions that show clear preferences among the four de®ned INS motifs (see Fig. 3 ). The fact that the CRS is composed quite differently (three matches to INS-MD) might indicate that the CRS-INS functions differently than the INS1, INS2, INS3 and the RRE and that the order and combination of individual INS motifs is important as well.
Although the function of the INS elements has been studied in great detail, not much is known about the factors involved in the inhibitory effect. It appears that INS function is mediated by cellular factors since it does not require HIV infection and is even functional in non-primate cells (54) . So far, only two cellular INS-binding factors have been identi®ed (22, 55, 56) . However, the presence of distinct, cooperative motifs that comprise the HIV-1 INS regions remind us of cooperating TF-binding sites in promoters, where multiple distinct binding sites and factor interactions account for the function (1) . The organization and synergistic activity of the INS regions is reminiscent of promoter modules (1), although it is unclear whether INS motifs are also organized with similar stringency with respect to order and distance.
We demonstrate in this study that it is now possible to identify and de®ne several distinct elements from a set of (mixed) sequences following the strategy outlined here, provided that experimental evidence is available. In our example, new candidate INS regions (INS5 and INS6) of the HIV genome were predicted and veri®ed in functional assays. The strategy developed here is not dependent on biological features speci®c to HIV-1. The key features required for applicability of this strategy are relatively short sequence stretches, which are moderately conserved on the sequence level. This is typically the case in DNA as well as in RNA when sequence-speci®c nucleic acid binding proteins are involved. In all such cases our approach is generally applicable for de®ning the sequence characteristics of functionally conserved nucleotide sequences of viral or cellular origin, and extends the range of available pattern detection methods to the RNA world.
