When evaluating the performance of a computer-based visual tracking system one often wishes to compare results with a standard human observer. It is a natural assumption that humans fully understand the relatively simple scenes we subject our computers to and because of this, two human observers would draw the same conclusions about object positions, tracks, size and even simple behaviour patterns. But is that actually the case? This paper will provide a baseline for how computerbased tracking results can be compared to a standard human observer.
Introduction
Automated visual surveillance and tracking systems are being developed and deployed in several countries, and many universities have research groups working on improving them, in terms of performance and efficiency. The performance is usually compared to a standard human observer, in the form of evaluation training sets which have been pre-analysed and annotated by hand by a human observer. Whole conferences and workshops (e.g. the PETS series) are held where participants show their results of this comparison, and often results are compared between research groups by assuming that the human observer is equal and infallible. But this is clearly not the case and human variability needs to be taken into account when comparing results to the ground truth. For example, if the sizes of the bounding boxes provided by two human observers vary by 500, then a difference of 500 between a tracker result and the 'ground truth' is probably meaningless.
With the emergence of standard tools for creating such annotation, or 'ground truth', it has become easier to produce and share these annotations. However, having standard tools also provides the means to test the socalled standard human observer assumption, by having more than one person use the same tool to annotate the same video sequences. This paper evaluates consistency in the ground truth video sequence labelling produced by the CAVIAR project, to give an example of expected level of variation in video sequence annotation.
The CAVIAR project has produced 90 hand-labelled video sequences (for a total of about 90K frames) of people interacting in an office lobby and a shopping centre. The labelling covers bounding boxes of the moving individuals and also a semantic description of their behaviour.
A summary of the first third of these data sets is found at [4] . The ground truth labelling was produced by a interactive JAVA-based tool for drawing bounding boxes around people and buttons for setting symbolic descriptions. This tool is similar to the ViPER tool [6, 3] .
One sequence of 958 frames was labelled by three different people, and reviewed for correctness by a fourth person. We use this sequence as the basis for the evaluation presented in this paper.
The three sets of ground truth were produced by two PhD and one graduating undergraduate students. They were instructed to mark all moving people, according to written and oral instructions. The ground truth was checked automatically for semantic correctness and all three labellings were reviewed by one supervisor to improve consistency. All three people had some computer vision background. The sequence labelled was the "Fight_One_ManDown" sequence. See this setting at http://homepages.inf.ed.ac.uk/rbf/CAVIARDATAI/. The main activities observed are several people standing around idly or walking, plus a simulated fight between two researchers. The sequence also includes some difficult cases, such as people barely moving, people in ambiguous situations and small targets in dark regions at the rear of the scene. In doing the labelling, observers knew about various scene furniture, such as information points, desks, couches, etc.
Data Model
Each individual person is described by a bounding box (id, centre coordinates, width, height, orientation of main axis of individual). Individuals are only labelled once they start moving; otherwise they are effectively background.
The symbolic labelling of the people is based on a behaviour model proposed by Crowley et al [2] . In this model, a situation is a short term activity, such as stopping to look in a shop window. Each individual has a role in the current situation, i.e. a window-shopper.
The overall context describes a network of situations that the individuals may pass through in the course of a longer term activity, for example a window-shopping expedition.
Based on this semantics of the activity interpretation, each individual is labelled with a role (e.g. fighter, browser, left victim, leaving group, walker, left object), is a participant in a situation (e.g. browsing, moving, inactive), which is a component of a context (e.g. Walking, Idleness, Browse, Collapse, Leaving object, Meeting, Fighting).
Each individual is labelled in each frame with one member of each of the above sets of labels. The semantics of activity labelling is constrained by a finitestate model of the allowable behaviours, which define the allowable sequences of situations in a given context. An example graph for a loitering context is: As well as the role, the ground truth labelling for the box has a qualitative assessment of the activity level of the individual or group, i.e. whether they are running, walking, stationary but active (e.g. moving arms), or inactive.
Each video frame contains zero or more labelled individual or group boxes. The boxes are labelled with an identifier, which persists as long as the individual is visible. If a person disappears and then later reappears, then the individual obtains a new identity. If the person is obscured/occluded for only a few frames, then the same identity is maintained.
The ground truth is encoded in CVML, an XML specialization for computer vision applications [5] .
Statistics Computed
In this paper we report on the statistical variation in the hand labelling. This variation is at 3 levels:
1. Geometric description of the moving individuals:
the bounding box positions and sizes and the main elongation axis of the person.
2. Differences in the choice of activity, role, situation and context labels. 3. Differences in the frame times at which a given activity, role, situation and context starts and ends.
Previous work on Evaluating Consistency in Ground Truth Labelling
We are not aware of any consistency studies concentrating explicitly on video sequence analysis, but know of studies on tissue boundary tracing in MRI [1] and single image region segmentation [7] . Crawford-Hines [1] presents a method for learning boundary models from demonstration labellings by experts, rather than by a priori assumed image boundary properties. As part of this study, the same expert twice traced the boundary around the same structure. The main statistic measured was the average distance between the two curves, along with a cumulative distribution of distances (e.g. less than 1 pixel 86% of the time).
Martin [7] looked at the semantic region segmentation of everyday images (e.g. people, animals, cars, buildings, etc) as part of a study on grouping and segmentation. In this case, the main effect was the different choices in details to be segmented by the humans. He concluded that a good model for explaining the observed differences was to assume that there was an underlying tree of segmentations, perhaps down to the individual pixel, and different people pruned the branches of that tree at different levels. On the basis of his refinement-based model, he defined measures that tested to what extent two segmentations were consistent, as a function of region overlap.
Martin et al [8] also exploited human variability in a learning-based colour, brightness and texture region segmentation algorithm. Their algorithm learns from a large set of human segmentations and the various segmenters are compared to a nominal top performance derived from the range of human segmentations.
Some of the issues raised are also relevant to sequence semantic labelling (independence of sampling rates, robustness to slight variations at segmentation boundaries, underlying implicit model of behaviour).
Thus, although there are not actual studies on sequence labelling, the methods of cumulative difference distributions and containment within an underlying implicit model are relevant here.
Spatial Tracking
The geometric descriptions of tracked individuals and groups are annotated by the human observers using a 2D axis aligned bounding box that fully surrounds the object or group of objects. When comparing the output from a tracker with the ground truth measurements such as true, false and missed detections are computed, as well as accuracy in position and size.
We compared the performance of our three human observers by vetting Observers 2 and 3 against Observer 1. In this section we found symmetrical results when reversing the comparisons (1 and 3 against 2, etc.).
Object Detection
We first measure how well Observers 2 and 3 agreed with Observer overall on object detection. In Figure 2 we show true detections versus overlap requirement of Observers 2 and 3 as compared with Observer 1. The overlap percentage is the ratio of bounding box intersection to the box of Observer 1. We see that when only requiring the bounding boxes to overlap 60% or less Observer 2 detects -98% of all boxes, whereas Observer 3 detects -950. We conclude that detection is accurate at about the 9500 level.
Observer 3 overall missed a few boxes as there are some people in the scene whose activity level is subjective and hence may be treated as stationary or nondetectable. When requiring a 9000 or better precision in detection, we see that Observers 2 and 3 both agree very poorly with Observer 1. This is explained by the lack of accuracy of the bounding boxes; both in position (see Figure 6 ) and in size (see Figure 8 ). These two effects combined often push the overlap below 9000. In Figure 6 we see the discrepancies of individual objects' centre of box positions, measured in pixels, for Observers 2 and 3. Figure 7 shows the same for group boxes and here we see a much larger difference where Observer 2 is 9 pixels off Observer l's estimates when not requiring much overlap. This is because Observer 2 sometimes has smaller boxes for groups (see Figure 9 ), but does agree on one of the corners, thereby causing an offset of the centre of box position. For higher overlap requirements all observers agree very well indeed, within 1 to 3 pixels. This suggests that human marking is quite accurate with regards to position. For group boxes the sizes are slightly more different and here we see that Observer 2's boxes are generally a bit too small and Observer 3's generally a bit too large, but again all within a reasonable agreement.
To conclude, for spatial tracking the three observers often disagree on which marginally active objects to track, both for individual objects and for groups of objects, with up to 8000 additional detections in some cases. For the individual objects, both position and size are in good agreement, usually within 1-2 pixels for position and within 3003for size. One must conclude that this is the case for group positions and sizes as well, where these numbers rise to only 2-3 pixels for positions (for reasonable overlap requirements) and 4-8% for sizes, in spite of groups being a somewhat more subjective entity.
Temporal tracking
When considering the temporal aspects of tracking we investigate the discrepancy between when the observers first noticed the object entering the scene, when the observers last saw the object exiting the scene and how frequently the object track was lost in between.
Individual Timelag Entry/Exit vs Overlap In Figure 10 we now see four graphs, the average timelags in entering and exiting the scene for both Observer 2 and 3, as compared with Observer 1. We see that for most overlap requirements there is a very good agreement between the three observers (within 2 frames 2/25th of a second). All track 10 targets.
For tracking the object until it exits the scene they all agree perfectly to within 1 frame, which must be said to be a very good result indeed.
For groups in Figure 11 the results show slightly higher timelags. This measures the point in time when the observers determine that two or more individuals now participate in a group activity. Here agreeing within 5 frames (1/5th of a second) is actually a very decent result. 
Human behaviour labelling
In addition to the geometric description of tracked individuals and groups, for each target a behaviour hypothesis is assigned which consists of four labels: movement, role, situation and context. These labels describe, respectively, the basic activity level of a target, its role in the situation, the specific situation it is in, and its general behaviour (context). Individual and group targets have different labels, since group behaviours are more general and a group behaviour can be decomposed in different individual behaviours.
The purpose here is to evaluate the agreement of humans in labelling the behaviour of individual and group targets.
The comparisons done
To evaluate the agreement between people when they assign labels for the targets, 6 comparisons between 3 observers were done and averaged. In these comparisons an intersection of 70% between boxes was used.
For each pair, for example Observer 1 and Observer 2, comparisons of 1 with 2 and 2 with 1 were done. The reason for both directions is that, although the absolute number of instances of one label which agree or disagree for both observers are the same, the percentage of instances which agree on the label will be different, since the total number of instances is different for each observer.
As an example, when comparing the movement for individual targets, for the label "inactive", Observer 2 has 100.00% agreement with Observer 1, but Observer 1 has only 68.03% agreement with Observer 2 (see Table 1 ). This is because all 100 instances of the label for Observer 2 agree with Observer 1, but only 100 of the 147 instances for Observer 1 agree with Observer 2.
Averaging the 6 comparisons gives a result unbiased by the direction of comparison.
Instances in agreement Percentage of agreement Note that in the results shown here, only the targets from the first observer, whose boxes overlap more than 7000 with the second observer, are used. This is done to avoid mixing the issue of consistency in target selection, seen in the previous section, with the issue of consistency in behaviour labelling. Table 2 shows the average of the comparison of labels for the movement of individual targets. Most labels agree -80%, but there is not complete agreement by the observers about the movement labels. The main difference is between labels "active" and "walk". Table 4 . Situation labels comparison for individual boxes Table 4 shows the comparison between situations. The differences here are much like the movement and role comparisons. In fact, they are derived from them since if an observer uses "inactive" or "walking" for the movement it will use correspondingly "inactive" or "moving" for the situation. Similar reasoning is true for "browsing" and "inactive". The same is true for the context (shown in Table 5 ). Here the differences are mostly due to the mislabelling of browsing. All targets 'Some labels were removedfrom Tables 3, 4, 5 and 7for layout reasons and because they were not used. Table 5 . Context labels comparisonfor individual boxes
Comparison for individual targets
The differences between the labels for individual boxes show that observers are biased by their own interpretations of what is happening in the scene, and that in some cases those definitions are very different or ambiguous. When unambiguous, the results agree more than 80% and in some cases close to 100%.
Comparison for group targets
Group behaviours are more consistent than individual behaviours since they are in some sense an average of these, and hence more robust. Nevertheless, some of the same problems that appeared for individual targets appear again here. Table 6 shows the ambiguity between ''active" and "movement". Table 7 . Situation labels comparison for group boxes Table 7 shows that observers may have doubts regarding when some situations begin or end. This is the reason for the differences for the "leaving victim" label.
The tables for roles and context for groups were suppressed because they agree 100% on the role ("fighters") and the context ("fighting"), despite the fact that individual behaviour has lots of disagreement. This may be due to the fact that it may be difficult for a observer to decide if the target is moving or not, but they can identify with great certainty the purpose of the targets as a group.
Semantic consistency measurements
In an approach inspired by Martin [7] , we also define a consistency measure for the semantic labellings.
However, there are some differences between image region segmentation and video behaviour labelling that affect the definition of the consistency measure. While there probably is a notion of 'underlying truth' to the segmentation, which individual labellers approximate, there is probably not a hierarchical 'level-of-detail' in the labelling here (in the sense used by Martin), at least not with the currently defined labelling grammar.
Hence, the notion that two segmentations might be differently refined views of the same underlying structure is not the case here.
A second difference is that here each temporal segment has type labels and we require that the types match. We examine consistency for each category in {movement, role, situation, context}.
A third difference is that tracks start and end at unpredictable frame numbers, and frames where no tracking is present should not count towards the consistency measure. This is unlike image segmentation where every pixel belongs to a segment.
Based on these differences, we define a consistency Using this consistency measure on the three ground truth datasets, we report these consistencies. Here 0 means perfect consistency and 1.0 means completely different labelling. Table 8 shows the raw consistency.
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--- This shows that labelling consistency is much better than the initial figures suggest. What is reflected in Table  9 is now mainly a difference in interpretation, rather than a difference in target appearance or timing.
If we now consider issues of semantic ambiguity 
Conclusion
We have investigated how well three human observers agree on spatial, temporal and behavioural observations in a standard video sequence. We found that the observers disagree significantly on which objects and groups of objects to track (participants) and which to leave out (non-participants), with up to 80% extra objects in one case. When considering the accuracy with regards to object and group positions and sizes the three observers agree very well, within 1-2 pixels on object positions, 1-3 pixels on group positions, 300 on object sizes and 4-8% on group sizes.
For the temporal tracking results, we investigated how quickly the observers noticed the objects and groups after their initial appearance, how well they agreed on the time of exit, and how often during the track they lost track of the objects and groups. We found that for object appearance the observers agreed within 2 frames (2/25th of a second) and for groups within 5 frames (1/5th of a second). For exiting they agreed within 1 frame on both individual objects and groups. The lost targets were less than 300 for individuals and a solid 00/ for groups.
When considering the semantic labelling, there is much more difference between the observers, but this is explained by four factors: changes. There seems to be a standard deviation of 0.65 second about a zero mean for detecting changes. 4 . There may be some targets that an observer chooses to not mark, because the target hardly moves, or the target is small, distant and in a low contrast area (i.e. the marker may not have observed the target).
Allowing these ambiguities gives consistency at the 11% level. This seems to set a limit on the quality of semantic ground truth for video sequence data. Therefore, an automatic interpretation program that allows these ambiguities will achieve a better performance, but is unlikely to achieve less than 11% semantic error as humans do not always even agree, particularly on movement levels.
Our consistency evaluation has several problems that are hard to fix:
1. The sample size is small: 3 labellings of the same sequence is not enough to give reliable statistics. 2. The three observers were PhD or undergraduate students in our laboratory and thus were biased by the discussions of the sorts of recognition approaches we were considering, and by having shared supervision. On the other hand, the video sequence used was one of the first that we labelled, and so some of the confusions the researchers were working through are similar to the issues that arise in the labelling by new people. Thus the results are not totally unrealistic.
We believe that this is the first attempt to assess video sequence ground truth labelling from both a detection and behaviour analysis perspective. Hence, the results presented here are usable as a baseline until a larger experiment is done.
