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Abstract— This paper presents a novel approach to handle the 
challenges of face recognition. In this work thermal face images are 
considered, which minimizes the affect of illumination changes and 
occlusion due to moustache, beards, adornments etc. The proposed 
approach registers the training and testing thermal face images in 
polar coordinate, which is capable to handle complicacies introduced 
by scaling and rotation. Polar images are projected into eigenspace 
and finally classified using a multi-layer perceptron. In the 
experiments we have used Object Tracking and Classification 
Beyond Visible Spectrum (OTCBVS) database benchmark thermal 
face images. Experimental results show that the proposed approach 
significantly improves the verification and identification performance 
and the success rate is 97.05%. 
Keywords- Thermal infrared images, Polar conversion, 
Eigenspace projection, Multilayer Perceptron, Backpropagation 
learning, Face recognition, Classification. 
 
I. INTRODUCTION 
Face recognition has been an active research area for the last 
20 years in the field of pattern recognition and computer 
vision, owing to its wide range of applications in commerce 
and law enforcement. It has many practical applications, such 
as bankcard identification, access control, mug shots 
searching, security monitoring, and surveillance systems [1] 
[2] [3]. Face recognition is used to identify one or more 
persons from still image or a video image sequence of a 
scene by comparing input images with faces stored in a 
database. Face recognition  has the benefit of being a passive, 
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non-intrusive system, which can verify personal identity 
without the consent of the concerned person or individual. 
Even though humans can detect and identify faces in a scene 
with little or no effort, building an automated system that 
accomplishes such objectives is very challenging. The 
challenges are even more profound when one considers the 
large variations in the visual stimulus due to illumination 
conditions, viewing directions or poses, facial 
expressions, aging, and disguises such as facial hair, glasses, 
or cosmetics. To address these issues several attempts have 
been made to increase the performance of face recognition. 
Recognition performed by the human being can be 
simultaneously seen as a holistic and a feature analysis 
approach [4]. Automatic face recognition often favors only 
one of these aspects. Features used for description of faces are 
either biometric features of the face, like distances between 
parts of the face like nose and mouth, or more abstract 
features, like filter responses on a grid [5]. Template-based 
methods that attempt to match well- defined portions of the 
face (eye, mouth) belong to the analysis category [6], [7]. The 
Principal Component Approach (PCA) [8] [9] [10] describes 
images in terms of linear combinations of basis images, and 
thus represents a global holistic approach[11]. But results 
shows that PCA based approaches are poor in handling 
variations in scale, rotation, illumination and facial hair like 
beard and moustache. The main objective of this work is to 
improve the performance of the face recognition system 
subject to following variations: 
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Scale invariance: The same face can be presented to the 
system at different scales. This may happen due to the varying 
distance between the face and the camera. As this distance 
gets closer, the face image gets bigger. 
Pose invariance: The same face can be presented to the 
system at different perspectives and orientations. For instance, 
pose of the face images of the same person may appear 
different due to rotation and tilting.  
Illumination invariance: Face images of the same person can 
be taken under different illumination conditions because the 
position and the strength of the light source may change. 
Emotional expression and detail invariance: Face images of 
the same person can differ when smiling or laughing and with 
some details such as dark glasses; beards or moustaches can be 
present. 
 
Recently, researchers have investigated the use of thermal 
infrared face images for person identification to tackle 
illumination variation, facial hair, hairstyle etc. [12] [13] [14] 
[15] [16]. Log-polar transform [17] [18] [19] is applied to 
achieve rotation and scaling invariant images. In this paper, 
we present a novel approach to the problem of face 
recognition that realizes the full potential of the thermal IR 
band. In this work at first polar domain conversion of thermal 
images is done, after that using these transformed images 
eigenfaces are computed and finally those eigenfaces thus 
found are classified using a multilayer perceptron. 
The organization of the rest of this paper is as follows. In 
section II, the overview of the system is discussed, in section 
III experimental results and discussions are given. Finally, 
section IV concludes this work. 
 
                          II. THE SYSTEM OVERVIEW 
 
Here we present a technique for human face 
recognition. In this work we have used Object Tracking 
and Classification Beyond Visible Spectrum (OTCBVS) 
database benchmark thermal face images. Every face image is 
first converted into polar domain. These transformed images 
are separated into two groups namely training set and testing 
set. The eigenspace is computed using training images. All the 
training images and testing images are projected into the 
created eigenspace and named as polar thermal eigenfaces. 
Once these conversions are done the next task is to use a 
classifier to classify them. A multilayer perceptron is used for 
this purpose. The block diagram of the system is given in 
figure 1. In this figure dotted line indicates feedback from 
different steps to their previous steps to improve the efficiency 
of the system. 
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Figure 1. Block diagram of the system presented here. 
 
A. Thermal Infrared Face Images 
Thermal infrared face images are formed as a map of the major 
blood vessels present in the face. Therefore, a face recognition 
system designed based on thermal infrared face images 
cannot be evaded or fooled by forgery, or disguise, as can 
occur using the visible spectrum for facial recognition. 
Compared to visual face-recognition systems this recognition 
system will be less vulnerable to varying conditions, such as 
head angle, expression, or lighting. 
B. Log-polar transformation 
The log-polar transformation is used to get rid of the problems 
of rotation and scaling. This transformation maps thermal 
faces of size M x N into a new log-polar thermal face 
image of size Zq x Zq, Z and q will be explained 
subsequently.  Figure 2 shows that the rotation of faces in 
different angles appears just column shifted in polar domain. 
Scaling has got no effect if we use a fixed size for all the 
images in the polar domain, which can be easily understood 
from figure 3. The Log-polar transformation algorithm is 
described subsequently.  
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 Figure 2: The Log-polar transformation for sample face image 
in rotation angles 0, +15, -15, +30, -30, +45, -45 degrees. 
  
           (a)                      (b) 
Figure 3: The Log-polar transformation of sample face image 
(first image of the figure 2.) in the scale of twice (a) and  (b). 
 
Algorithm 1: Log-polar transformation  
 
Input: An image of size M × N in Cartesian coordinate space. 
Output: An image of size Zq × Zq in Log-polar coordinate 
space. 
Step 1: For given input image of size M × N, find the center 
(m, n) and radius (R) ensuring that the maximum number of 
pixels is included within the reference circle of the conversion. 
Center of the circle can be given as  
    m = ⎣ M/2 ⎦ , n = ⎣ N/2 ⎦             (1) 
Step 2: Compute polar images 
 The pixel in the input image (xi, yi) will be the pixel 
at (r, θ ) position in the polar image, where 
 
r = 22 )()( nymx −+−      0 ≤ r ≤ R             (2) 
 
θ  = tan-1 ⎟⎠
⎞⎜⎝
⎛
−
−
mx
ny
0 ≤ θ  ≤ 3600                                      (3) 
 
Step 3: Log-polar transform 
Log-polar transform can be given as (p, θ ),          
where p = log re . 
 
Step 4: Resize the image obtained in step 3 into a square 
image of size Zq × Zq, where q = ⎡log RZ ⎤. 
 
During resizing we have used nearest neighbor interpolation as 
sharp boundaries are not very much useful feature in case of 
face recognition. Application of this algorithm in a thermal 
face image is shown in figure 4. 
 
 
 
 
 
                                      
    
   Figure 4.  Example of conversion of thermal face in Cartesian 
space to log-polar coordinate space. 
 
C. Eigenfaces for Recognition 
In the language of information theory, we want to extract the 
relevant information in a face image, encode it as efficiently as 
possible, and compare one face coding with a database models 
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encoded similarly. A simple approach is to extract the 
information contained in a face images, independent of any 
judgment of features, and use this information to encode and 
compare individual face images. In mathematical terms, we 
wish to find principal components [8] [9] [10] of the 
distribution of faces, or the eigenvectors of the covariance 
matrix of the set of face images. These eigenvectors can be 
thought of as set of features which together characterize the 
variations between face images. Each image location 
contributes more or less to each eigenvector, so that we can 
display the eigenvector as sort of ghostly face which we call 
an eigenface. Each face image in the training set can be 
presented exactly in terms of a linear combination of the 
eigenfaces. The number of a possible eigenfaces is equal to the 
number of face images in the training set. However the faces 
can also be approximated using only the "best" eigenfaces-
those that have the largest eigenvalues, and which therefore 
account for the most variance within the set face images. The 
best U eigenfaces constitute a U-dimensional subspace, which 
may be called as "face space" of all possible images. 
Identifying images through eigenspace projection takes three 
basic steps. First the eigenspace must be created using training 
images. After that all those training images are projected into 
the eigenspace and call them eigenfaces. Train a classifier 
using these eigenfaces. Finally, the test images are identified 
by projecting them into the eigenspace and classifying them 
by the trained classifier. 
D.  ANN using backpropagation with momentum: 
Neural networks, with their remarkable ability to derive 
meaning from complicated or imprecise data, can be used to 
extract patterns and detect trends that are too complex to be 
noticed by either humans or other computer techniques. A 
trained neural network can be thought of as an "expert" in the 
category of information it has been given to analyze. The Back 
propagation learning algorithm is one of the most historical 
developments in Neural Networks. It has reawakened the 
scientific and engineering community to the modeling and 
processing of many quantitative phenomena using neural 
networks. This learning algorithm is applied to multilayer 
feed forward networks consisting of processing elements with 
continuous differentiable activation functions. Such 
networks associated with the back propagation learning 
algorithm are also called back propagation networks. 
 
III: EXPERIMENT RESULTS AND DISCUSSIONS 
This work has been simulated using MATLAB 7. For 
comparison of results experiments are conducted for 
thermal. A thorough system performance investigation, 
which covers all conditions of human face recognition, has 
been conducted. They are face recognition under                     
i) variations in size, ii) variations in lighting conditions,         
iii) variations in facial expressions, iv) variations in pose. 
We first analyze the performance of our algorithm using 
OTCBVS database which is a standard benchmark thermal 
and visual face images for face recognition technologies. 
A. OTCBVS database 
Our experiments were perform on the face database which is 
Object Tracking and Classification Beyond Visible spectrum 
(OTCBVS) benchmark database contains a set of thermal and 
visual face images. There are 2000 images of visual and 
2000 thermal images of 16 different persons. For some 
subject, the images were taken at different times which 
contain quite a high degree of variability in lighting, facial 
expression (open / closed eyes, smiling /non smiling etc.), 
pose (Up right, frontal position etc.) and facial details 
(Glasses/ no Glasses). All the images were taken against a 
dark homogeneous background with the subjects in and 
upright, fontal position, with tolerance for some tilting and 
rotation of up to 20 degree. The variation in scale is up to 
about 10% all the images in the database. 
 
B. Classification of polar thermal eigenfaces using 
multilayer perceptron 
Out of total 2000 thermal images 1120 IMAGES are used as 
training set and rest 880 images are taken as testing images. 
All these thermal images are first transformed into polar 
domain.   In this  work  a multilayer neural network with 
back propagation has been used. The learning algorithm error 
back propagation with momentum is used here. 
Momentum allows the network to respond not only to the 
local gradient, but also to recent trends in the error surface. 
We have used momentum to back propagation learning by 
making weight changes equal to the sum of a fraction of the 
last weight change and the new change suggested by the 
back propagation rule. The magnitude of the effect that the 
last weight change is allowed to have is mediated by a 
momentum constant, mc, which can be any number between 0 
and 1. When the momentum constant is 0, a weight change is 
based solely on the gradient. When the momentum constant is 
1, the new weight change is set to equal the last weight 
change and the gradient is simply ignored. The gradient is 
computed by summing the gradients calculated at each 
training example, and the weights and biases are only updated 
after all training examples have been presented. 
The design of a neural network is not very easy. There are 
two major approaches to finalize the number of hidden layers 
and number of nodes in each of the hidden layers of a 
network [25]. The first method is called as pruning algorithm 
where the training process starts with a larger network so that 
an acceptable solution is found. After that, some hidden units 
are removed without degrading the performance of the 
network. The second method is called constructive approach, 
which starts with a small network and then grows with 
additional hidden nodes and layers to find acceptable solution. 
Constructive algorithm is straightforward and also finds a 
smaller network in comparison to pruning. In case of 
pruning it is difficult to find the initial network, which can 
classify the given inputs successfully. Therefore, it is better to 
use constructive approach. Moreover, in this work we have 
taken constructive approach [25], [26], keeping following two 
contradictory requirements: 
(i)  faster convergence of network 
2008 IEEE Region 10 Colloquium and the Third ICIIS, Kharagpur, INDIA December 8-10. 
PI-382 
 
978-1-4244-2806-9/08/$25.00© 2008 IEEE 
 
5
(ii)  better classification performance 
The Multi-layer perceptron network used here consists of five 
different layers. These are input, output and three hidden-layers 
viz. hidden layer-1, hidden layer-2 and hidden layer-3.  
Initially, experiments were conducted without any hidden 
layer, but the network did not converge. Therefore, hidden 
layers were introduced with an assumption that the given 
feature vectors are linearly non-separable. To decide about the 
number of neurons in hidden layer, several training 
experiments were conducted.  
In this network we have used transig function which is a 
transfer function that produced output between 1 and -1. 
Learning rate and momentum constant used in this work are 
0.02 and 0.9 respectively. 
0 16 32 48 64 80 96 112 128 144 160
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
R
ec
og
ni
tio
n 
ra
te
Testing Images(using 880 different images of 16 classes)
 Thermal
 Polar Thermal
When the system is trained by 160 images(10 images per class)
                                                
Figure 5. Comparative study of recognition rate of thermal    
and thermal polar face images. 
In order to assess the effectiveness of thermal infrared images 
and polar transform, we compare face images from thermal 
spectra and their transforms in polar coordinate. Results 
obtained after applying the same procedure for thermal and 
thermal polar image are shown in figure 5. Here, experiments 
are conducted for different number of images during testing. 
Trend of false rejection error for different test images is 
depicted in figure 6. 
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Figure 6. Comparative study of false rejection rate of 
thermal and thermal polar face images. 
 
Comparison of recognition rates for the present method and 
other commonly referred methods are shown in Table 1 for a 
quick comparison. Although they use different face databases, 
i.e. other than OTCBVS face database, the present method can 
be compared favorably against other three recent face 
recognition methods.  
Table 1. Comparison of recognition rate with other Methods 
 
           Method Recognition 
rate 
     Present Method  97.05% 
 InfoGabor-GDA[21] 95% 
 PCA [21] 83.4% 
Fusion of Thermal and 
Visual [15] 
90% 
SQI [24] 92% 
Segmented Infrared Images 
via Bessel forms[13] 
 
90% 
PCA for Visual indoor 
Probes[14] 
81.54% 
 Wavelet + RBF[22] 96.3% 
Wavelet Subband + Kernel 
associative Memory with 
XM2VTS database [23] 
 
 
84% 
 
IV: CONCLUSION 
In this paper we have presented thermal face recognition 
results in varying lighting, facial expression, pose, and facial 
details. The scheme described here performs face recognition 
by combining the techniques of polar transformation, 
eigenspace projection, and classification using  multilayer 
perceptron. Eigenspace projection has been advocated by the 
pattern recognition community for a long time for a broad 
range of applications. The efficiency of our scheme has been 
demonstrated on Object Tracking and Classification Beyond 
Visible spectrum (OTCBVS) benchmark database and 
recognition rate obtained is 97.05%. This scheme may be used 
for other type of pattern recognition and computer vision 
applications. 
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