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1 Introduction
Let us consider the following ergodic type Belhnan equation of risk-sensitive control:
(1.1) $\chi=\frac{1}{2}\Delta v+\frac{\theta}{2}|\nabla v|^{2}+\inf_{z\in R^{N}}\{z^{*}\nabla v+z^{*}Ax+\frac{1}{2}|z|^{2}\}+V(x)$ ,





where $W_{t}$ is an $N-$ dimensional standard Brownian motion process on afiltered proba-
bility space and $z_{t}$ is acontrol process taking its value on $R^{N}$ . Note that (1.1) is rewritten
as
(1.2) $\chi=\frac{1}{2}\Delta v-Ax$ $\cdot$ $\nabla v-\frac{1-\theta}{2}|\nabla v|^{2}+V(x)$ $- \frac{1}{2}x^{*}A^{*}Ax$
and in asimilar way to [15] we can see that there exists asolution of (1.1) such that
$(1- \theta)v+\frac{1}{2}x^{*}Axarrow\infty$ , $|x|$ $arrow\infty$ , if $A$ is symmetric and
(1.3) $V \sim:=\frac{1}{2}|Ax|^{2}-(\theta-1)(V-\frac{1}{2}x^{*}A^{2}x)-\frac{1}{2}\mathrm{t}\mathrm{r}Aarrow\infty$, $|x|$ $arrow\infty$ .







where $\psi$ is the principal eigenfunction of the Schrodinger operator $- \frac{1}{2}\Delta+(\overline{V}-\min\overline{V})$
and $\lambda_{1}$ the corresponding eigenvalue :
$- \frac{1}{2}\Delta\psi+(\tilde{V}-\min\tilde{V})\psi=\lambda_{1}\psi$
The infimum in (1.1) is attained by
$z=-Ax-\nabla v(x)$
so, taking asolution of
(1.4) $d\hat{X}_{t}=(-A\hat{X}_{t}-\nabla v(\hat{X}_{t}))dt+dW_{t}$ , $X_{0}=x$
and defining acontrol $\hat{z}_{t}$ by
$\hat{z}_{t}=-A\hat{X}_{t}-\nabla v(\hat{X}_{t})$ ,
then we have
$v( \hat{X}_{t})-v(x)=\int_{0}^{t}\{(-A\hat{X}_{t}-\nabla v(\hat{X}_{t}))\cdot\nabla v(\hat{X}_{t})+\frac{1}{2}\Delta v(\hat{X}_{t})\}dt+\int_{0}^{t}\nabla v(\hat{X}_{t})dW_{f}.\cdot$
Therefore, we see that
$e^{\theta\int_{0}^{T}\{V(\hat{X}.)+_{\mathrm{F}}^{1}|\hat{z}.|^{2}+\hat{z}A\hat{X}.\}\ }=e^{\theta\chi T+\theta v(x)-\theta v(\hat{X}_{T})+\theta\int_{0}^{T}\nabla v(\hat{X}.)dW.-\frac{l^{2}}{2}\int_{0}^{T}|\nabla v|^{2}(\hat{X}.)ds}$ .




$J_{0}^{T}$ $\nabla v$ $(X^{\wedge}$. $)dW$.– $\frac{\theta}{2}$ $\int_{\mathrm{O}}^{T}$ $|\nabla v|2$ $(\hat{X}.$ $)ds$
we see that
$E_{x}[e^{\theta\int_{0}^{T}\langle V(X)+_{l}^{1}|\hat{z}.|^{2}+\hat{z}AX.\}d\Leftrightarrow 1=e^{\chi\theta T+\theta v(x)}\hat{E}_{x}[e^{-\theta v(\hat{X}_{T})}]}$ .
By using anew Brownian motion $\hat{W}_{t}$ under $\hat{P}$ , we can rewrite (1.4) as
$d\hat{X}_{t}$ $=$ $(-A\hat{X}_{\mathrm{t}}-(1-\theta)\nabla v(\hat{X}_{t}))dt+d\hat{W}_{t}$
$=\nabla\log\psi(\hat{X}_{t})dt+d\hat{W}_{t}$ .
Note that $(\hat{X}_{t},\hat{P}_{x})$ ia an ergodic diffusion process with an invariant measure $\psi(x)^{2}dx$ . If
(1.5) $\hat{E}_{x}[e^{-\theta v(\hat{X}_{T})}]arrow\int e^{-\theta v(xx)}\psi(x)^{2}dx<\infty$
as $Tarrow \mathrm{o}\mathrm{o}$ then
$\frac{1}{\theta T}\log E_{xx}[e^{\theta\int_{0}^{T}\langle V(\hat{X})+_{l}^{1}|\hat{z}.|^{2}+\hat{z}AX.\}ds}]arrow\chi$ ,
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which indicates that $\hat{z}_{t}$ is an optimal strategy. However it is not always the case. Indeed












(1.5)’ $\int e^{-\frac{\theta}{2(1-\theta)}(g-A)x^{2}}e^{-gx^{2}}dx<\infty$ .
Thus, we need check whether $\frac{-\theta}{2(1-\theta)}(g-A)-g<0$ holds or not. As aresult we see that,
if i) $1<\theta\leq 4$ , $A<0$ or $\mathrm{i}\mathrm{i}$) $4<\theta$ , $A<0$ , $\frac{\theta(\theta-4)}{(\theta-2)^{2}}A^{2}\leq c<\frac{\theta}{\theta-1}A^{2}$ , then (1.5)’ is
violated. Otherwise it holds under (1.6).
Such asituation occurs in discussing ergodic control problems with criteria of exponen-
tial type and it is Fleming and Sheu that has noticed first by taking up one dimensional
problems concerning risk-sensitive portofolio optimizaion (cf. Fleming and Sheu [10]).
Related problems have been discussed extensively in $[4],[5],[11],[12],[18],[21]$ .
In the present paper, by taking up risk-sensitive portfolio optimization problems for
general factor models, we shall consider constructing optimal strategies for the problems
on infinite time horizon by using the solutions of corresponding ergodic type Belman
equations. We shall show that the solutions define optimal strategies under some condi-
tion which suggest an integrabihty condition such as (1.5) by the invariant measures of
underlying ergodic diffusion processes. The ergodic diffusion processes are the optimal
ones of some other classical ergodic control problems with the same Bellman equations of
ergodic type, which correspond to the diffusion process $(\hat{X}_{t},\hat{P}_{x})$ in the case of the above
example.
2Finite time horizon case
We consider amarket with $m+1\geq 2$ securities and $n\geq 1$ factors. We assume that the set
of securities includes one bond, whose price is defined by ordinary differential equation:
(2.1) $dS^{0}(t)=r(X_{t})S^{\mathrm{O}}(t)dt$ , $S^{0}(0)=s^{0}$ ,
where $r(x)$ is anonnegative bounded function. The other secutity prices $S\dot{i}$ , $i=1,2$ , $\ldots$ , $m$
and factors $X_{t}$ are assumed to satsfy the folowing stochastic differential equations:
$dS^{*}.(t)=S^{*}.(t) \{g^{:}(X_{t})dt+\sum_{k=1}^{n+m}\sigma_{\dot{k}}.(X_{t})dW_{t}^{k}\}$ ,
(2.1)





where $W_{t}=(W_{t}^{k})_{k=1,..,(n+m)}$ is a $m+n$ dimensional standard Brownian motion process
defined on afiltered probability space $(\Omega, \mathcal{F}, P,\mathcal{F}_{t})$ . Here $\sigma$ and Aare respectively
$m\cross(m+n),n\cross(m+n)$ matrix valued functions. We assume that
$g$ , $\sigma$, $b$ , Aare locally Lipshitz




where $P$ stands for the transposed matrix of $\sigma$ .
Let us denote investment strategy to $i$-th security $\dot{\mathit{9}}(t)$ by $h^{:}(t)$ , $i=0,1$ , $\ldots$ , $m$ and set
$S(t)=(S^{1}(t), S^{2}(t)$ , $\ldots$ , $S^{m}(t))^{*}$ ,
$h(t)=(h^{1}(t), h^{2}(t)$ , $\ldots$ , ’ $h^{m}(t))^{*}$
and
$\mathcal{G}_{t}=\sigma(S(u), X(u);u\leq t)$ .
Here $S^{*}$ stands for transposed matrix of $S$.
Definition 2.1 $(h^{0}(t), h(t)^{*})_{0\leq t\leq T}$ is said an invetment strategy $|.f$ the following conditions
are satisfied




The set of $\mathrm{a}1$ investment strategies $\mathrm{w}\mathrm{i}\mathrm{U}$ be denoted by $\mathcal{H}(T)$ . When $(h^{\mathrm{O}}(t), h(t)^{*})0\leq t\leq T\in$
$H(T)$ we will often write $h\in H(T)$ for simplicity since $h^{0}$ is determined by (2.5).
For given $h\in \mathcal{H}(T)$ the process $V_{t}=V_{t}(h)$ representing the investor’s capital at time
$t$ is determined by the stochastic differential equation:








where $1=$ $($1, 1, $\ldots$ , $1)^{*}$ .
We first consider the folowing problem. For agiven constant $\theta>-2$ , $\theta\neq 0$ maximize
the following risk-sensitized expected growth rate up to time horizon $T$:
(2.7) $J(v,x;h;T)=- \frac{2}{\theta}\log E[e^{-\frac{\theta}{2}\log V_{T}(h)}]$ ,
where $h$ ranges over the set $A(T)$ of all admissible strategies defined later. Then we
consider the problem of maximizing the risk-sensitized expected growth rate per unit
time
(2.8) $J(v, x;h)= \lim_{Tarrow}\sup_{\infty}(\frac{-2}{\theta T})\log E[e^{-\frac{\theta}{2}\log V_{T}(h)}]$ ,
where $h$ ranges over the set of all investment straregies such that $h\in A(T)$ for each $T$ .
Since $V_{t}$ satisfies (2.6) we have




If agiven investment strategy $h$ satisfies
(2.9) $E[e^{-_{T}^{\theta}\int^{T}h(s)^{*}\sigma(X_{*})dW-^{\theta^{2}}}\mathrm{o}.*\tau^{-\int_{0}^{T}h(s)\sigma\sigma^{*}(X.)h(s)ds}.]=1$ ,
then we can introduce aprobability measure $P^{h}$ given by
$P^{h}(A)=E[e^{-\frac{\theta}{2}\int_{0}^{T}h^{*}(s)\sigma(X_{*})dW_{*}-\frac{\theta^{2}}{8}\int_{0}^{T}h(s)\sigma\sigma^{*}(X_{*})h(s\}ds}.;A]$
for $A\in \mathcal{F}_{T}$ , $T>0$ . By the probability measure $P^{h}$ our criterion $J(v, x;h;T)$ and
$J(v, x;h)$ can be written as follows:
(2.7)’ $J(v, x;h,T)= \log v-\frac{2}{\theta}\log E^{h}[e^{\frac{\theta}{2}\int_{0}^{T}\eta(X_{*},h(s))ds}]$
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(2.8)’ $J(v,$ x; $h)= \lim_{Tarrow}\inf_{\infty}-\frac{2}{\theta T}\log E^{h}[e^{\frac{\theta}{2}\int_{0}^{T}\eta(X.h(s))d\epsilon}’]$.
On the other hand, under the probability measure,
$W_{t}^{h}$ $=$ $W_{t}- \langle W., -\frac{\theta}{2}\int_{0}.h^{*}(s)\sigma(X_{s})dW_{s}\rangle_{t}$
$=$ $W_{t}+ \frac{\theta}{2}\int_{0}^{t}\sigma^{*}(X_{s})h(s)ds$
is astandard Brownian motion process, and therefore, the factor process $X_{t}$ satisfies the
folowing stochastic differential equation
(2.10) $dX_{s}=(b(X_{s})- \frac{\theta}{2}\lambda\sigma^{*}(X_{s})h(s))ds+\lambda(X_{s})dW_{s}^{h}$.
We regard (2.10) as astochastic differential equation controlled by $h$ and the criterion
function is written by $P^{h}$ as follows:
(2.11) $J(v, x;h;T-t)$ $= \log v-\frac{2}{\theta}\log E^{h}[e^{\frac{}{2}\int_{0}^{T-t}\eta(X.h(s))ds}.’]$
and the value function
(2.12) $u(t, x)= \sup_{h\in \mathcal{H}(T-t)}J(v, x;h;T-t)$ , $0\leq t\leq T$.
Then, according to Bellman’s dynamic programming principle, it should satisfy the fol-
lowing Bellman equation
$\frac{\theta u}{\partial t}+\sup_{h\in R^{m}}L^{h}u=0$,
(2.13)
$u(T,x)=\log v$ ,
where $L^{h}$ is defined by
$L^{h}u(t,x)= \frac{1}{2}\mathrm{t}\mathrm{r}(\lambda\lambda^{*}(x)D^{2}u)+(b(x)-\frac{\theta}{2}\lambda\sigma^{*}(x)h)^{*}Du-\frac{\theta}{4}(Du)’\lambda\lambda^{*}(x)Du-\eta(x, h)$.




Therefore our Bellman equation (2.13) is written as follows:







As for (2.14) we note that if $\theta>0$ , then
$\frac{\theta}{2(\theta+2)}I\leq N^{-1}\leq\frac{\theta}{4}I$
and therefore we have
$- \frac{\theta}{4}\lambda\lambda^{*}\leq-\lambda N^{-1}\lambda^{*}\leq-\frac{\theta}{2(\theta+2)}\lambda\lambda^{*}$.
Such kinds of equations have been studied in Nagai [20], or Bensoussan, Frehse and Nagai
[3]. Here we can obtain the folowing result along the line of [3], Theorem 5.1 with
refinement on estimate (2.17).
Theorem 2.1 i) If, in addition to (2.4), $\theta>0$ and
(2.16) $\nu_{r}|\xi|^{2}\leq\xi^{*}\lambda\lambda^{*}(x)\xi\leq\mu_{f}|\xi|^{2}$, $r=|x|$ , $\nu_{f}$ , $\mu$ $>0$ ,
then we have a solution of (2.14) such that
$u$ , $\frac{\partial u}{\theta t}$ , $D_{k}u$ , $D_{kj}u\in L^{\mathrm{p}}(0,T;L_{lo\mathrm{c}}^{p}(R^{n}))$, $1<\forall p<\infty$
$\frac{\partial^{2}u}{\partial t^{2}}$ , $\frac{\partial D_{k}u}{\partial t}$ , $\frac{\partial D_{k\mathrm{j}}u}{\partial t}$ , $Dkju\in L^{\mathrm{p}}(0, T;L_{loc}^{\mathrm{p}}(R^{n}))$ , $1<\forall p<\infty$
$u\geq\log v$ , $\frac{\partial u}{\partial t}\leq 0$ .
Furthermore we have the estimate
$| \nabla u|^{2}(t, x)-\frac{c_{0}}{\nu_{f}}\frac{\partial u}{\partial t}(t, x)\leq c_{r}(|\nabla Q|_{2\mathrm{r}}^{2}+|Q|_{2r}^{2}+|\nabla(\lambda\lambda^{*})|_{2\tau}^{2}$
(2.17)
$+|\nabla B|2\mathrm{r}+|B|_{k}^{2}+|U|_{2\tau}+|\nabla U|_{2\mathrm{r}}^{2}+1)$ , $x\in B_{f}$ , $t\in[0,T)$
where
$Q=\lambda N^{-1}\lambda^{*}$ , $c_{0}= \frac{4(1+c)(\theta+2)}{\theta}$ , $c>0$
$|\cdot|_{2\mathrm{r}}=||\cdot||_{L^{\infty}(B_{2\tau})}$
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and $c_{r}$ is a positive constant depending on $n$, $r$ , $\nu_{f}$ , $\mu_{r}$ and $c$ .
$\dot{\iota}i)$ If, in addition to the above conditions,
$\inf U(x)arrow\infty$ , as $rarrow\infty$ ,
$|x|\geq \mathrm{r}$
then the above solution $u$ satisfies
inf $u(x,t)$ $arrow\infty$ , as $rarrow\infty$ .
$|x|\geq r,t\in(0,T)$
Moreover, there exists at most one such solution in $L^{\infty}(0, T;W_{lo\acute{c}}^{1\infty}(R^{n}))$
Remark. If
(2.21) $\frac{1}{\nu_{f}},$ $\mu$ $\leq M(1+r^{m})$ , $\exists m>0$ ,
then we have
$c_{r}\leq M’(1+r^{m’})$ , $\exists m’$
in estimete (2.17). In particular, if $m=0$, then $c_{r}$ can be taken independent of $r$ .
Let us define aclass of admissible investment strategy $A_{T}$ as the set of investment
strategies satisfying (2.9). Then, thanks to the above theorem and remark we have the
folowing proposition.
Proposition 2.1 $i$) We assume the assumptions in the above theorem and let $u$ be $a$
solution of (2. 14). Define
$\hat{h}_{t}=\hat{h}(t, X_{t})$
$\hat{h}(t,x)=\frac{2}{\theta+2}(\sigma\sigma^{*})^{-1}(g-r1 -\frac{\theta}{2}\sigma\lambda^{*}Du)(t,x)$ ,
where $X_{t}$ is the solution of (2.3), then, under the assumption that
(2.22) $E[e^{-\int_{0}^{T}(2N^{-1}\lambda Du+\theta K)(x.)dW.-\frac{1}{2}\int_{0}^{T}(2N^{-1}\lambda Du+\theta K)(2N^{-1}\lambda Du+\theta K)(x.)ds}.....1=1$,
where
$K= \frac{1}{\theta+2}\sigma^{*}(\sigma\sigma^{*})^{-1}(g-r1)$ ,
$\hat{h}_{t}\in A_{T}$ is an optimal strategy for the portfolio optimization problem of maimizing the
criterion (2. 7).
$|.\dot{l})\dot{\iota}f$
$c_{1}|\xi|^{2}\leq\xi^{*}\lambda\lambda^{*}(x)\xi\leq c_{2}|\xi|^{2}$ , $c_{1},c_{2}>0$
(2.23)
$g$ , $b$ , $\lambda$ , $\sigma$ are globally Lipshitz,
then (2.22) is valid
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To disccuss the problem on infinite time horizon we introduce another stochastic con-
trol problem on afinite time horizon with the same Bellman equation as (2.14) and then
consider its ergodic counter part. For that let us set
$G=b-\lambda\sigma^{*}(\sigma\sigma^{*})^{-1}(g-r1)$
and rewrite equation (2.14) as
$\frac{\partial u}{\partial t}+\frac{1}{2}\mathrm{t}\mathrm{r}(\lambda\lambda^{*}(x)D^{2}u)+G(x)^{*}Du$
(2.24) $-(- \lambda^{*}Du+NK)^{*}N^{-1}(-\lambda^{*}Du+NK)(x)+\frac{\theta+2}{2}K^{*}NK(x)=0$,
$u(T, x)=\log v$ .
Since
$-(- \lambda^{*}Du+NK)^{*}N^{-1}(-\lambda^{*}Du+NK)=\inf_{z\in R^{n+m}}\{z^{*}Nz+2z^{*}NK-2(\lambda z)^{*}Du\}$ ,
we can regard (2.21) as the Bellman equation of the following stochastic control peoblem.
Set
(2.25) $u(t, x)= \inf_{Z}$
.
$E_{x}[ \int_{0}^{T-t}\{Z_{s}^{*}N(\mathrm{Y}_{s})Z_{s}+2Z_{s}^{*}NK(\mathrm{Y}_{s})+\frac{\theta+2}{2}K^{*}NK(\mathrm{Y}_{s})\}ds+\log v]$ ,
where $\mathrm{Y}_{t}$ is acontrolled process governed by the stochastic differential equatinion
(2.26) $d\mathrm{Y}_{t}=\lambda(\mathrm{Y}_{t})dW_{t}+(G(\mathrm{Y}_{t})-2\lambda(\mathrm{Y}_{t})Z_{t})dt$,
and $Z_{t}$ is acontrol taking its value on $R^{n+m}$ . We define the set of admissible controls $Z_{t}$
as all progressively measurable processes satisfying
$E_{x}[ \int_{0}^{T}|Z_{s}|^{2q}ds]<\infty$ , $\forall q\underline{>}1$ .











whose original one is
(2.29) $\chi=\frac{1}{2}\mathrm{t}\mathrm{r}(\lambda\lambda^{*}(x)D^{2}w)+B(x)^{*}Dw-(Dw)^{*}\lambda N^{-1}\lambda^{*}(x)Dw+U(x)=0$ ,
namely,
$\chi=\frac{1}{2}\mathrm{t}\mathrm{r}(\lambda\lambda^{*}(x)D^{2}w)+(b-\frac{\theta}{\theta+2}\lambda\sigma^{*}(\sigma\sigma^{*})^{-1}(g-r1))^{*}Dw$
$- \frac{\theta}{4}(Dw)^{*}\lambda(I-\frac{\theta}{\theta+2}F(\sigma\sigma^{*})^{-1}\sigma)\lambda^{*}Dw+\frac{1}{\theta+2}(g-r1)^{*}(\sigma d)^{-1}(g-r1)$ .
In the folowing section we shall analyze the Belman equation of ergodic type (2.28).
Indeed we shall deduce equation (2.28), accordingly (2.29), as the limit of parabolic type
equation (2.24) as $Tarrow\infty$ under suitable conditions.
Remark. To regard our Bellman equation as (2.24) has ameaning from financial view
points. Indeed, under the minimal martingale measure $\tilde{P}$ (cf. [7] Proposition 1.8.2 as for
minimal martingale measures), which is defined by
$\frac{d\tilde{P}}{dP}|_{\mathcal{F}_{T}}=e^{-J_{0^{\zeta(X.)dW.-\pi J_{0}^{T}|\zeta(X.)|^{2}d\iota}}^{\tau.1}}$ ,
$\zeta(x)=\sigma^{*}(\sigma\sigma^{*})^{-1}(x)(g(x)-r(x)1)$ factor process $X_{t}$ is the diffusion process with the
genarator
$L= \frac{1}{2}\mathrm{t}\mathrm{r}(\lambda\lambda^{*}(x)D^{2})+G(x)^{*}D$ ,
namely, it is governed by the SDE
$dX_{t}=\lambda(X_{t})d\tilde{W}_{t}+G(X_{t})dt$
Here $\overline{W}_{t}=W_{t}+\int_{0}^{t}\zeta(X_{s})ds$ and it is abrownian motion under the probability measure
$\overline{P}$ .
3Ergodic type Bellman equation
In what folows we assume that
(3.1) $\frac{1}{2}\mathrm{t}\mathrm{r}(\lambda\lambda^{*}(x))+x^{*}G(x)+\frac{\kappa}{2}\frac{x^{*}\lambda\lambda^{*}(x)x}{\sqrt{1+|x|^{2}}}\leq 0$ , $|x|\geq\exists \mathrm{r}>0$ , $\kappa>0$
and set
$L= \frac{1}{2}\mathrm{t}\mathrm{r}(\lambda\lambda^{*}(x)D^{2})+G^{*}(x)D$ .
Proposition 3.1 We assume (24), (3.1) and (2.16) $with$
(3.2) $\nu,$ $\geq e^{-\tilde{-}\overline{\tau}^{e}}’$ , $r$ $>>1$ , $c>0$ ,
then $L$ diffusion process $(\overline{P}_{x}, X_{t})$ is ergodic and satisfies
(3.3) $\tilde{E}_{x}[e^{\kappa\sqrt{1+|X_{l}|^{2}}}]\leq e^{\kappa\sqrt{1+|x|^{2}}}$
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$|Q|$ , $|\nabla Q|$ , $|B|$ , $|\nabla B|$ , $U$, $|\nabla U|$ , $|\nabla(\lambda\lambda^{*})|\leq K(1+|x|^{m})$ ,
then, as $Tarrow\infty$ ,
$u(0,x;T)-u(0,0;T)arrow w(x)$ ,
$\frac{1}{T}u(0,x;T)arrow\chi$ ,
uniformly on each compact set, where $(w, \chi)\dot{w}$ the solution of (2.28) such that $w\in$
$C^{2}(R^{n})$ .
Our Bellman equation of ergodic type (2.28) is rewritten as
$\chi=\frac{1}{2}\mathrm{t}\mathrm{r}(\lambda\lambda^{*}(x)D^{2}w)+G(x)^{*}Dw$
(3.10)
$\inf_{z\in R^{n+m}}\{z^{*}Nz+2z^{*}NK-2(\lambda z)^{*}Dw\}+\frac{\theta+2}{2}K^{*}NK(x)$ ,
and the infimum is attained by
$\hat{z}(x)=N^{-1}\lambda^{*}(x)Dw(x)-K(x)$ ,
which define the following elliptic operator considered as the generator of the optimal
diffusion for (2.27)
$\hat{L}=\frac{1}{2}\mathrm{t}\mathrm{r}(\lambda\lambda^{*}(x)D^{2})+G^{*}(x)D-2(\lambda N^{-1}\lambda^{*}(x)Dw(x)-\lambda K(x))^{*}D$ .
Then we have the following proposition.
Proposition 3.2 Unde the assumption of Theorem 3.1 $\hat{L}$ diffusion process $\dot{u}$ ergodic.
4Optimal strategy for portfolio optimization on in-
finite time horizon





where $X_{t}$ is the solution of SDE (2.3), then we have the following theorem
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Theorem 4.1 In addition to the assumptions of Theorem 3.1 we assume (2.23) and that
(4.1) $\frac{4}{\theta^{2}}(g-r1)^{*}(\sigma\sigma)^{-1}(g-r1)-(Dw)^{*}\lambda\sigma^{*}(\sigma\sigma^{*})^{-1}\sigma\lambda^{*}Dwarrow\infty$, $|x|arrow\infty$ ,
then $\hat{H}_{t}$ is an optimal strategy for portfolio optimizatio$n$ maximizing long $nm$ criterion
(2.8)
$J(v, x; \hat{H})=\sup_{h\in A}J(v,x;h)$ .
Remark. Under the probability measure $\hat{P}_{x}$ the factor process is an ergodic diffusion
process with the generator $\hat{L}$ . In fact, by calculation, we can see that
$\frac{1}{2}\mathrm{t}\mathrm{r}(\lambda\lambda^{*}D^{2})+(b-\frac{\theta}{2}\lambda\sigma^{*}\hat{H}-\frac{\theta}{2}\lambda\lambda^{*}Dw)^{*}D$
$= \frac{1}{2}\mathrm{t}\mathrm{r}(\lambda\lambda^{*}(x)D^{2})+G^{*}(x)D-2(\lambda N^{-1}\lambda^{*}(x)Dw(x)-\lambda K(x))^{*}D$ .
Then, under assumption (4.1), $\hat{L}$ diffusion process $(\hat{P}_{x},X_{t})$ satisfies
$\hat{E}_{x}[e\pi^{w(X_{T})}.]arrow\int e^{\pi^{w(x)}}.\mu(dx)<\infty$ , as $Tarrow\infty$
where $\mu$ is the invariant measure of $(P_{x}, X_{t})$ .
5Example
Example (Linear Gaussian case)
Let us consider the case where
$g(x)=a+Ax$, $\sigma(x)=\Sigma$ ,
$b(x)=b+Bx$ , $\lambda(x)=\Lambda$ ,
$r(x)=’$,
where $A$ , $B$ , $\Sigma$ , Aare $\mathrm{a}\mathbb{I}$ constant matrices and $a$ and $b$ are constant vectors. Such acase
has been considered by Bielecki and Pliska [4], $[5],\mathrm{F}\mathrm{l}\mathrm{e}\mathrm{m}\mathrm{i}\mathrm{n}\mathrm{g}$ and Sheu [11],[12] and Kuroda
and Nagai [18].
In this case the solution $u(t,x)$ of (2.14) has the following explicit form
$u(t,x)= \frac{1}{2}x^{*}P(t)x+q(t)^{*}x+k(t)$







The term $q(t)$ is asolution of linear differential equation:
$\dot{q}(t)+(K_{1}^{*}-P(t)K_{0})q(t)+P(t)b+(\frac{2}{\theta+2}A^{*}-\frac{\theta}{\theta+2}P(t)\Lambda\Sigma^{*})(\Sigma\Sigma^{*})^{-1}(a-r1)=0$
$q(T)=0$





$G\equiv B-\Lambda\Sigma^{*}(\Sigma\Sigma^{*})^{-1}A$ is stable,
then
i) $P(0)=P(0;T)$ converges, as $Tarrow\infty$ , to anonnegative definite matrix $\overline{P}$ , which is a
solution of algebraic Riccati equation:
$K_{1}^{*} \tilde{P}+\tilde{P}K_{1}-\tilde{P}K_{0}\overline{P}+\frac{2}{\theta+2}A^{*}(\Sigma\Sigma^{*})^{-1}A=0$ .
Moreover $\overline{P}$ satisfies the estimate
(5.2) $0 \leq\tilde{P}\leq\frac{2}{\theta}\int_{0}^{\infty}e^{sG^{*}}A^{*}(\Sigma\Sigma^{*})^{-1}Ae^{sG}ds$.
$\mathrm{i}\mathrm{i})q(0)=q(0;T)$ converges, as $Tarrow\infty$ , to aconstant vector $\tilde{q}$ , which satisfies
$(K_{1}^{*}- \tilde{P}K_{0})\tilde{q}+\tilde{P}b+(\frac{2}{\theta+2}A^{*}-\frac{\theta}{\theta+2}\tilde{P}\Lambda\Sigma^{*})(\Sigma\Sigma^{*})^{-1}(a-r1)=0$




(5.3) $(B^{*}, A^{*}(\Sigma\Sigma^{*})^{-1}\Sigma)$ is controlable,
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iv) the solution $\tilde{P}$ of the above algebraic Riccati equation is strictly positive definite.
Finally, if, in addition to the above conditions,
(5.4) $(B,\Lambda)$ is controllable,
then
v) the investment strategy $\tilde{h}_{t}$ defined by
$\tilde{h}_{t}=\frac{2}{\theta+2}(\Sigma\Sigma^{*})^{-1}[a-r1-\frac{\theta}{2}\Sigma\Lambda^{*}\tilde{q}+(A-\frac{\theta}{2}\Sigma\Lambda^{*}\overline{P})X_{t}]$
is optimal for the portofolio optimization on infinite time horizon maximizing the criterion
(2.8):
$\sup_{h\in A}J(v,x;h)=J(v,x;\overline{h}.)=\rho(\theta)$
if and only if
(5.5) $\hat{P}\Lambda\Sigma^{*}(\Sigma\Sigma^{*})^{-1}\Sigma\Lambda^{*}\hat{P}<A^{*}(\Sigma\Sigma^{*})^{-1}A$,
where $\hat{P}=\frac{\theta}{2}\overline{P}$ (cf. [18]).
Set
$w(x)= \frac{1}{2}x^{*}\tilde{P}x+\tilde{q}^{*}x$ ,
then $w(x)$ satisfies (2.28) and (5.5) is equivalent to
$\int e\pi^{w(x)}.\mu(dx)<\infty$
under the assumptions (5.3) and (5.4), where $\mu(dx)$ is the invariant measure of $\hat{L}$ diffusion
process. We consider the case where $n=m=1$. Then $\Sigma\Sigma^{*}$ , Al’, $A$ , $B$ are all scalars
and (5.5) is written as
$(5.5’)$ $\frac{\theta^{2}}{4}\tilde{P}^{2}(\Lambda\Sigma^{*})^{2}<A^{2}$
We can find sufficient condition for (5.5’) by using estimate (5.2). Indeed, If
(5.6) $A^{2}( \Lambda\Sigma^{*})^{2}(\Sigma\Sigma^{*})^{-2}(\int_{0}^{\infty}e^{2sG}ds)^{2}<1$
then (5.5’) holds. (5.6) is equivalent to
$(2B(\Sigma\Sigma^{*})-3(\Lambda\Sigma^{*})A)(2B(\Sigma\Sigma^{*})-(\Lambda\Sigma^{*})A)>0$,
from which we see that
(5.7) $B< \frac{1}{2}\Lambda\Sigma^{*}(\Sigma\Sigma^{*})^{-1}A$ if $\Lambda\Sigma^{*}A>0$
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(5.8) B $< \frac{3}{2}\Lambda\Sigma^{*}(\Sigma\Sigma^{*})^{-1}A$ if $\Lambda\Sigma^{*}A<0$
since $G=B-\Lambda\Sigma^{*}(\Sigma\Sigma^{*})^{-1}A<0$ by the stability assumption.
We illustrate an example where (5.5’) is violated as follows. Set $\theta=4$ and $B=$
$\frac{2}{3}\Lambda\Sigma^{*}(\Sigma\Sigma^{*})^{-1}A$ , then we have
$\tilde{P}^{2}(6\Lambda\Lambda^{*}-4(\Lambda\Sigma^{*})^{2})=A^{2}$




Set $\mathrm{A}=(1, \lambda)$ , $\Sigma=(1, \sigma)$ , then (5.9) is equivalent to
$\{\lambda\sigma+1+\sqrt{3}(\lambda-\sigma)\}\{\lambda\sigma+1-\sqrt{3}(\lambda-\sigma)\}\geq 0$ .
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