We prove a global Lorentz estimate of the Hessian of strong solutions to the Cauchy-Dirichlet problem for a class of fully nonlinear parabolic equations with asymptotically regular nonlinearity over a bounded C 1,1 domain. Here, we mainly assume that the associated regular nonlinearity satisfies uniformly parabolicity and the (δ, R)-vanishing condition, and the approach of constructing a regular problem by an appropriate transformation is employed.
Introduction
Let Ω T = Ω × [0, T ] ⊂ R n+1 be a parabolic cylinder with a bounded C 1,1 smooth domain Ω ⊂ R n for n ≥ 1 and 0 < T < ∞. Throughout the paper, we denote a typical point by z = (x, t) = (x 1 , x 2 , · · · , x n , t) ∈ R n+1 . The aim of this paper is to prove a global Lorentz estimate of the Hessian of strong solutions to the following zero initial-boundary problem for fully nonlinear parabolic equations:
where ∂Ω T = (∂Ω × [0, T ]) ∪ (Ω × {t = 0}) and the nonlinearity F(D 2 u, x, t) : S(n) × Ω × [0, T ] → R is asymptotically regular nonlinearity (see Definition 2.2 below), and S(n) denotes the set of n × n symmetric matrices. As we know, the study of second order parabolic equations plays a fundamental role in rather wide fields of partial differential equations, and it is deeply related to the development of several fields in applied and pure mathematics, such as differential geometry, functional and harmonic analysis, mechanics and so on. In this paper, we are mainly interested in the Cauchy-Dirichlet problem of fully nonlinear parabolic equations with asymptotically regular nonlinearity. At this point, Krylov and Safonov's works [17, 18] on linear nondivergence elliptic equations set the beginning of the study of the regularity theory for fully nonlinear elliptic and parabolic equations. Since then there arises a large of literature on the Calderón-Zygmund theory of nondivergence equations. It is worth noting that Caffarelli [7] first gave an interior W 2,p a priori estimate for the viscosity solution of F(D 2 u, x) = f (x), in B 1 = B 1 (0) under a small oscillation of F in the variable x and the C 1,1 estimates for the homogeneous equations with constant coefficients F(D 2 w, x 0 ) = 0, by using the Aleksandrov-Bakel'man-Pucci a priori estimate, a covering argument and the Harnack inequality from Krylov-Safonov, also see [8] . Recently, Winter [23] proved a boundary W 2,p estimates for the associated elliptic boundary-value problem
and demonstrated a global W 2,p estimate when the boundary of the domain is additionally smooth enough.
As for the parabolic settings, Wang in [22] extended Caffarelli's interior estimate result to that of fully nonlinear parabolic equations by a rather geometrical technique in [7, 23] . Recently, Krylov used in [15] a different but simpler and faster method to investigate Bellman's equations with VMO "coefficients". After that, Dong-Krylov-Li [13] studied a generalized fully nonlinear parabolic equations
with VMO "coefficients"
under the assumption that F(D 2 u, x, t) is convex with respect to D 2 u, and established a global W
2,1
p for p > n+1 estimate in a bounded C 1,1 smooth domain. Furthermore, the convexity assumption on F(D 2 u, x, t) can be replaced by some relaxed convexity assumptions, for details see Krylov's work [16] . Additionally, we also proved in [25] an interior Lorentz estimate of the Hessian of strong solutions to fully nonlinear parabolic equations u t + F(D 2 u, x, t) = f (x, t) by way of the large-M-inequality principle introduced by AcerbiMingione [1] , under the main assumption that the associated nonlinearities satisfy uniformly parabolic condition and the (δ, R)-vanishing conditions. For more information on this topic of fully nonlinear problems, see [4, 9, 10, 12] .
Note that the concept of asymptotically regular was originated in Chipot-Evans's work [11] . Since then there are many works on this asymptotically regular topic regarding elliptic and parabolic problems. For example, Scheven-Schmidt [20] established a local Calderón-Zygmund estimate for asymptotically regular elliptic problems of p−Laplacian type for 1 < p < ∞. Scheven et al [21, 14] further proved a local and a global partial Lipschitz regularities of minimizers, respectively. Later, Kuusi and Mingione [19] extended the results in [21, 14] to parabolic systems via a new perturbation argument. Very recently, Byun-Oh-Wang [5] studied the global Calderón-Zygmund estimates for nonhomogeneous asymptotically regular elliptic and parabolic problems of divergence form in the Reifenberg flat domain, see also [3] . In [5] , they introduced an approach of converting the given asymptotically regular problems to suitable regular ones. Adapting this approach, we in [24] further considered an interior Lorentz estimate for nonlinear parabolic obstacle problems of divergence type with asymptotically regular nonlinearities due to Baroni's work on regular obstacle parabolic problems [2] . Byun et al [6] also proved a global W 2,p estimates for viscosity solutions to both asymptotically fully nonlinear elliptic equations in a bounded C 1,1 domain.
Inspired by [5, 25] , we will discuss a global Lorentz estimate of strong solutions to the initial-boundary problem for fully nonlinear parabolic equations over a C 1,1 bounded domain. In particular, we want to show that the gradient with respect to time variable and the Hessian are as Lorentz integrable as the nonhomogeneous term when the associated nonlinearity is asymptotically regular, which shows that it has a more general kind of parabolic behavior near infinity. Our key point in this paper is the construction of a new regular nonlinearity by an appropriate transformation.
The rest of the paper is organized as follows. In section 2, we introduce the definition of asymptotically regular operators and state the main result. In section 3, we first give a proof of global Lorentz estimates for regular fully nonlinear parabolic problem. Then we discuss an appropriate transformation of a given asymptotically regular problem to a regular one, and prove our main conclusion based on the above global result for regular problem.
Basic hypotheses and main result
We mainly focus on the case that F(M, x, t) is asymptotically regular while considering the initial-boundary problem (1.1). To state our main result, we need recall some basic assumptions. Our consideration is the case that it is getting closer to some real-valued function G(M, x, t) as M goes to infinity, where G(M, x, t) satisfies the following assumptions:
where we write N ≥ 0 whenever N is a nonnegative definite symmetric matrix.
• H2. G(M, x, t) is convex and positive homogeneous of degree one in M.
•
where (ii) The uniformly parabolic assumption H1 implies that G(M, x, t) is monotone increasing and Lipschitz in M ∈ S(n) with constant independent of x, t. As such, for each (x, t) ∈ Ω T , it is differentiable almost everywhere with respect to D 2 u, and since it is positive homogeneous of degree one in D 2 u, at any point D 2 u where it is differentiable we have
With the basic assumptions H1-H3 above in hand, we are now in a position to introduce the concept of the asymptotically regular condition on F(M, x, t).
Definition 2.2 (asymptotically regular) Let G(M, x, t) satisfy the assumptions H1-H3. Then we say that F(M, x, t) is asymptotically regular to G(M, x, t) if there exists a uniformly bounded nonnegative function
for almost every (x, t) ∈ Ω T and all M ∈ S(n).
Remark 2.3 (i)
By direct computation, we conclude that
namely, for any sufficiently small δ > 0, F(M, x, t) is in a regular range as M is near infinity.
(ii) The asymptotically regular operator may be not satisfying the uniformly parabolicity. For example, consider the following Bellman operator
where A is any set, f α (x, t) is a real function in Ω T for each α ∈ A, and a α i j (x, t)
has eigenvalues in [λ, Λ] for each z = (x, t) ∈ Ω T and α ∈ A. It is easy to see that this operator is uniformly parabolic. Now let
Then F(M, x, t) is asymptotically regular, but it is not uniformly parabolic.
Next, let us recall some basic concepts and facts concerning Lorentz spaces. The Lorentz space L γ,q (Ω T ) with parameters 1 ≤ γ < ∞ and 0 < q < ∞ is the set of measurable functions g defined on Ω T such that
The local variant of Lorentz spaces is defined in the usual way. It is pointed out that by Fubini's theorem we have
Given a positive integer k, we define the parabolic Sobolev space W k,1
In particular, if Ω T is a bounded set we notice that L p (Ω T ) for 1 < p < ∞ is continuously embedded in L 1 (Ω T ), for details see [26] . Further, the Lorentz Sobolev space W 2,1 L γ,q (Ω T ) is defined by the set of
, and its norm is naturally given by
Finally let us now summarize our main result as follows.
Theorem 2.4 For γ > n + 1 and 0 < q ≤ ∞, let u ∈ W 2,1 n+1 be a strong solution to the Cauchy-Dirichlet problem (1.1) with f ∈ L γ,q (Ω T ) and ∂Ω ∈ C 1,1 . Then there exists a small positive constant δ = δ(n, λ, Λ, γ, q) such that if F(D 2 u, x, t) is asymptotically regular with G(D 2 u, x, t) satisfying the assumptions H1-H3, we
where C = C(n, λ, Λ, γ, q, Ω T ) (except in the case t = ∞, where C depends only on n, λ, Λ, γ, Ω T ).
Proof of the main theorem
In this section, we are devoted to proving our main result based on the following interior Lorentz estimate for fully nonlinear parabolic equations with nonlinearity G(M, x, t) satisfying the regular assumptions H1-H3.
n+1 (Ω T ) be a strong solution of fully nonlinear parabolic equations
with f ∈ L γ,q (Ω T ). Then there exists a small positive constant δ = δ(n, λ, Λ, γ, q) such that if G(D 2 u, x, t) satisfies assumptions H1-H3, we have
where C = C(n, λ, Λ, γ, q). In the case q = ∞, the constants C, δ, R 0 above depend only on n, λ, Λ, γ.
Next, we give a local boundary estimates in Lorentz space by using the idea of odd/even extensions over the flat boundary. Fix a point x 0 ∈ ∂Ω, we suppose ∂Ω is flat near x 0 , lying in the plane {x 1 = 0}.
Then we may assume there exists an open cylinder Q 2R (z 0 ) with center z 0 = (x 0 , t 0 ) and radius 2R such that
We also set Γ 2R = Q 2R (z 0 ) ∩ {x 1 = 0}. (Ω T ) be any strong solution of local initialboundary value problem
with f ∈ L γ,q (Ω T ). Then there exist small positive constants δ and R 0 depending only on n, λ, Λ, γ, q such that if G(D 2 u, x, t) satisfies assumptions H1-H3, we have
4)
for each half cylinder Q + 2R with 0 < R ≤ R 0 , where C = C(n, λ, Λ, γ, q). In the case q = ∞, the constants C, δ, R 0 above depend only on n, λ, Λ, γ.
Proof. As pointed in Remark 2.3 (ii), the assumptions H1 and H2 imply that
We now defineû in Q 2R (z 0 ) with x 0 on flat boundary bŷ
and extend a i j (x, t) = a i j (x 1 , x , t) from {x 1 ≥ 0} to {x 1 < 0} by even or odd reflection, depending on the indices i and j. Specifically, when x 1 ≥ 0,â i j (x, t) = a i j (x, t); when x 1 < 0,
Also setâ 1 j =â j1 . We see that the nonlinearity G(D 2û , x, t) satisfy the assumptions H1-H3. Letf be the odd extension of f with respect to x 1 , then it is easy to see thatf ∈ L γ,q (Q 2R (z 0 )). Lemma 3.1 implies that the extendedû is a strong solution ofû t + G(D 2û , x, t) =f in Q 2R (z 0 ) with the local Lorentz estimates (3.2). Therefore, we can obtain the desired estimates (3.4) by restrictingû from Q 2R (z 0 ) to Q + 2R .
Based on the above interior and flat boundary Lorentz estimates, we can derive a global result via the standard flattening and covering arguments as usual way. 
5)
satisfying assumptions H1-H3 for some small positive constant δ = δ(n, λ, Λ, γ, q) and f ∈ L γ,q (Ω T ), ∂Ω ∈ C 1,1 . Then there exist positive constant C = C(n, λ, Λ, γ, q,
While q = ∞, the constants C, δ depend only on n, λ, Λ, γ, Ω T .
Proof. (1). First we claim that
which will be strictly proved in the step 3. For fixed any point x 0 ∈ ∂Ω, we now flatten the boundary near x 0 in order to apply the flat boundary estimates (3.4). Thanks to the assumption ∂Ω ∈ C 1,1 , there exists a neighborhood N 0 x 0 and a C We write y = Φ(x), x ∈ N 0 ∩ Ω, and define Ψ = Φ −1 , then x = Ψ(y). Defineũ(y, t) = u(Ψ(y), t) = u(x, t) for y ∈ B + 2R . Then it is readily checked thatũ ∈ W 2,1 n+1 (Q + 2R ) is a strong solution of the following flat initialboundary problems
Note that F is convex in D 2ũ and F(0, y, t) = 0, we readily see that β F (y, t, y 0 , t 0 ) ≤ C(Φ)β F (Ψ(y), t, Ψ(y 0 ), t 0 ) for any (y, t), (y 0 , t 0 ) ∈ Q + 2R ; and F satisfies the assumptions H1-H3 with different positive constants. Therefore, all hypotheses of Lemma 3.2 are satisfied, and it yields
. Converting back to the original x-variables, we conclude
where
Since ∂Ω is compact, there exist finitely many points x 1 , x 2 , · · · , x N ∈ ∂Ω, and open neighborhoods N i defined as N 0 above such that
be a partition of unity associated with Ω = ∪ N+1 i=1 N i . Write u = N+1 i=1 ζ i u i , then utilizing the boundary Lorentz estimates (3.8) (with u i in place of u) and the interior Lorentz estimate (3.2), we obtain
for some positive constant C depending on n, λ, Λ, γ, q, Ω T , which implies
(2). We next show that there exists a positive constant C such that
We do it by contradiction. Indeed, if (3.11) is not true, then there exists a sequence {u k } ∞ k=1 and { f k } ∞ k=1 such that u k is a strong solution of the following problem:
Without loss of generality, we may suppose that
Then it follows from (3.12) that
Since {u k } ∞ k=1 is uniformly bounded in W 2,1 L γ,q (Ω T ), there exists a subsequence, which be still denoted by {u k } ∞ k=1 , and a function
It is easy to check that u 0 is a strong solution of
Accordingly, u 0 = 0 due to the uniqueness of strong solutions to zero initial-boundary problem (3.16), so it follows from (3.14) and (3.
Moreover, letting the measure ν := dxdt, we see that
Since Du k L γ,q (Ω T ) is uniformly bounded due to (3.13), by Lebesgue Dominated Convergence Theorem we get
Combining (3.10) (3.13) (3.17) (3.18) and (3.19), it yields
which is a contradiction. So (3.11) is proved. (3) . Finally, we focus on proving the claim (3.7) by using the uniqueness property of strong solutions to problem (3.5) . Choosing a sequence 20) we observe that for each k ∈ N there exists a unique strong solution u k of
Obviously, these strong solutions u k belong to W 2,1 L γ,q (Ω T ). Since (3.11) and (3.20) , there exists a positive constant C, independent of k, such that
This shows that {u k } ∞ k=1 is uniformly bounded in W 2,1 L γ,q (Ω T ), and so there exists a subsequence, which is still denoted by {u k } ∞ k=1 , and a function
We can also check that v is a strong solution to the initial-boundary problem (3.5), then u = v due to the uniqueness of strong solutions of problem (3.5), which implies (3.7). This completes the proof of Theorem 3.
3.
In what follows, the key technique to prove Theorem 2.4 is to use an appropriate transformation to construct a regular problem whose nonlinearity satisfies the assumptions H1-H3. More precisely, we define a real-valued function H(M, x, t) :
Then (2.4) implies that for any sufficiently small δ > 0, there exists a positive constant K = K(δ) such that
For any fixed point (x, t) ∈ Ω T , we define a new real-valued function H(M, x, t) by
Then H(M, x, t) is also convex in M and positive homogeneous of degree one in M, and that for any M ∈ S(n) there holds
uniformly in (x, t) ∈ Ω T . Now, we combine (3.23) with (3.25) to derive that for any M 0,
where χ {M∈S(n): M <K} is the characteristic function on the set {M ∈ S(n) : M < K}. On the other hand, we define M H(M, x, t)| M=0 := F(0, x, t) − G(0, x, t), then the equation (3.27) holds for all M ∈ S(n).
Here, we introduce a new nonlinearity F(M, x, t), which is regular and transferred from an asymptotically regular one. For a given strong solution u of the initial-boundary problem (1.1), we define
Then by (3.27) and (3.28), we have
<K} denotes the characteristic function of the set {(x, t) ∈ Ω T : D 2 u(x, t) < K}. Thus (1.1) implies that u is a strong solution of
We are now in a position to prove the following lemma, which play an important role to verify the main assumptions for the operator F(M, x, t). 
for almost every (x, t) ∈ Ω T and all M, N ∈ S(n), whereλ = 
Observe from (3.26) that
uniformly with respect to (x, t) ∈ Ω T . We note that the following triangle inequality
Hence, by assumption H1 we find that
and
(ii) Let 0 < r ≤ R and (x 0 , t 0 ) ∈ Ω T . Then for any (x, t) ∈ Q r (x 0 , t 0 ) ∩ Ω T , M ∈ S(n)\{0} and any δ > 0, it follows from (3.28) and (3.26) that
So we derive that
Therefore, by (3.32), assumption H3 and the Minkowski inequality, we have
namely, F(M, x, t) satisfies the (5δ, R)-vanishing condition. So (ii) is proved.
With global Lorentz estimates regarding the initial-boundary problem of regular Eq.(3.1) in hand, we are now devoted to focusing on our main proof. The proof of Theorem 2.4. From (3.29) we know that for any given small constant 0 < δ < min{ 
By Definition 2.2 we have
where we use K ≥ 1 in the last inequality. Subsequently, we derive
with positive constant C = C(n, δ, γ, q, θ, |Ω T |). Considering
for all M ∈ S(n) and (x, t) ∈ Ω T , we have H(M, x, t) ≥ 0 for all (x, t) ∈ Ω T due to (3.25) . This shows that H(D 2 u, x, t) ≥ 0 for all (x, t) ∈ Ω T . On the other hand, we know G(M, x, t) and M are convex in M, therefore F(M, x, t) = G(M, x, t) + M H(D 2 u, x, t) is also convex with respect to M. Recalling Lemma 3.4 and using (3.34) and (3.36), we employ Theorem 3.3 with G(M, x, t) replaced by F(M, x, t) and f replaced by g, respectively, to obtain the desired estimate (2.5).
Finally, let us consider the Cauchy-Dirichlet problem with non-zero initial-boundary data as follows:
where the nonlinearity F(M, x, t) is asymptotically regular with G(M, x, t) satisfying the assumptions H1-H3. Similar to Theorem 2.4, we can also establish the global Lorentz estimates of strong solutions for the initial-boundary problem (3.37).
Theorem 3.5 For γ > n + 1 and 0 < q ≤ ∞, let u ∈ W 2,1 n+1 (Ω T ) be any strong solution to the non-zero initial-boundary problem (3.37) with f ∈ L γ,q (Ω T ), ϕ ∈ W 2,1 L γ,q (Ω T ) and ∂Ω ∈ C 1,1 . Then there exists a small constant δ = δ(n, λ, Λ, γ, q, Ω T ) such that if F(D 2 u, x, t) is asymptotically regular with G(D 2 u, x, t) satisfying the assumptions H1-H3, we have u t , D 2 u ∈ L γ,q (Ω T ) with the estimate
for some constant C = C(n, λ, Λ, γ, q, Ω T ). While t = ∞, the constants δ, C depend only on n, λ, Λ, γ, Ω T .
Proof. From the proof of Theorem 2.4, we know u is a strong solution of 
with positive constant C = C(n, δ, γ, q, θ, |Ω T |). Hence we apply Theorem 3.3 toĝ ∈ L γ,q (Ω T ) and F(M, x, t) to discover w t , D 2 w ∈ L γ,q (Ω T ) and
Then using u = w + ϕ and (3.36), we arrive at the conclusion (3.38).
