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Summary 
 
Microbes regularly face environmental stressors in their natural habitat. These stressors cause 
damage to cellular components, inhibit the function of macromolecules, and can lead to cell 
death. Microbes have evolved stress response mechanisms that allow them to survive and 
proliferate in such stressful environments. Their stress responses can be of two types, 
physiological short-term stress responses, and evolutionary adaptations to stress. A short term 
stress response allows microbes to tolerate stressors that persist for a short period of time, and 
usually involves transient changes in cellular processes. Longer-term evolutionary adaptation to 
stress often requires genetic and epigenetic changes that allow microbes to permanently live in a 
stressful environment. In microbes, short term stress responses are widely studied, whereas 
evolutionary adaptation to stressors is poorly understood. In my thesis, I combine laboratory 
evolution in microbes with genomic analysis to uncover the molecular changes associated with 
long term adaptation to environmental stressors. 
 
Salt in high concentrations is an environmental stressor that has important implications in 
industrial processes and agriculture. To understand the molecular basis of long term adaptation to 
salt stress, I examined the genomic changes in three salt-adapted experimental yeast populations 
using different high-throughput genomic techniques. I observed modest changes in the 
expression of several genes, widespread changes in ploidy in all populations, and a non-
synonymous fitness-increasing mutation in one yeast population. Several important conclusions 
emerged from this study. First, long term adaptation to salt stress is polygenic in nature – we 
observed modest changes in the expression of multiple genes rather than high expression 
changes of a few genes. Second, evolutionary changes in gene expression are more important for 
adaptation to salt stress than mutational changes in protein coding genes in our yeast populations.   
 
Multiple environmental stressors can often occur together or alternate in a cyclic manner. Thus, 
some microbes have evolved mechanisms such as stress cross-protection and anticipatory 
regulation that provide significant benefits in such environments. Although these mechanisms 
are known to exist in microbes, it is unknown how easily they can evolve. To ask whether they 
can evolve in the laboratory, I analyzed gene expression changes in yeast populations that had 
adapted to a regular cycle of salt stress and oxidative stress. I demonstrated that stress-cross 
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protection and anticipatory regulation in these yeast populations can evolve within only 300 
generations.  
 
Gene duplications are one kind of genetic change that can help microbes adapt to novel and 
stressful environments. Such adaptations can occur via several mechanisms, such as an increase 
in gene dosage, neo-functionalization, and sub-functionalization. In all these mechanisms, 
mutational changes in coding regions, changes in gene expression or a combination of both drive 
adaptation. Their relative importance in retaining duplicate genes is unclear. Further, we do not 
know whether the environment can influence this importance. To address this knowledge gap, I 
performed an experimental evolution study using duplicate TEM-1 genes in E. coli in a variety 
of selection conditions. I observed an increase in gene dosage in all selection conditions, 
highlighting the importance of gene expression changes in the initial stages of adaptation.  
 
Taken together, my thesis work characterizes genomic changes associated with long term 
adaptation to environmental stressors in yeast populations. It also shows that complex 
mechanisms of adaptation can evolve within a relatively short period of time. Furthermore, it 
indicates the importance of increased gene dosage caused by gene duplication in the adaptation 
to novel environments.  
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Zusammenfassung 
 
Mikroorganismen sind in ihrer natürlichen Umwelt fortwährend verschiedenen Stressfaktoren 
ausgesetzt. Diese Stressfaktoren schädigen zelluläre Komponenten, stören die Funktion von 
Makromolekülen und können zum Zelltod führen. Mikroorganismen haben verschiedene 
Mechanismen entwickelt, welche ihnen das Überleben angesichts solcher Stressfaktoren 
ermöglichen. Diese Mechanismen sind grundsätzlich von zweierlei Art, kurzfristige 
physiologische Massnahmen und evolutionäre Anpassung an Stressfaktoren. Kurzfristige 
physiologische Massnahmen erlauben es Mikroorganismen, über kurze Zeit bestehende 
Störungen in der Umwelt zu überdauern. Solche Massnahmen erfordern in der Regel nur 
vorübergehende Änderungen in zellulären Prozessen. Evolutionäre Anpassungen erfordern oft 
genetische und epigenetische Änderungen, welche es den Mikroorganismen erlauben, dauerhaft 
in einer Umgebung mit Stressfaktoren zu überleben und sich dort zu vermehren. Kurzfristige 
physiologische Massnahmen von Mikroorganismen wurden bereits intensiv studiert, aber 
evolutionäre Anpassungen an permanente Stressfaktoren wurden noch nicht umfassend erforscht. 
In meiner Dissertation wende ich Methoden zur Analyse von Genomen auf im Labor sich über 
einen längeren Zeitraum entwickelnde Mikroorganismen an, um molekulare Veränderungen zur 
dauerhaften Anpassung an Stressfaktoren aufzudecken. 
 
Salz in hohen Konzentrationen ist ein Stressfaktor von grosser Bedeutung in industriellen 
Prozessen und in der Landwirtschaft. Um molekulare Veränderungen zur dauerhaften Anpassung 
an Salz in hohen Konzentrationen zu finden, untersuchte ich Veränderungen im Genom von drei 
im Labor an hohe Salzkonzentrationen adaptierte Hefepopulationen mit Hilfe von 
Hochdurchsatztechnologien. Ich fand Veränderungen mässigen Ausmaßes in der Expression 
mehrerer Gene, umfassende Änderungen in der Ploidie in allen Populationen, und eine nicht-
synonyme, die Fitness erhöhende Mutation in einer Hefepopulation. Verschiedene wichtige 
Schlüsse lassen sich aus dieser Studie ziehen. Erstens ist die dauerhafte Anpassung an erhöhte 
Salzkonzentrationen von polygenischer Natur, denn ich beobachtete nur mässig grosse 
Änderungen in der Expression mehrerer Gene statt grosse Änderungen in der Expression 
weniger Gene. Zweitens sind evolutionäre Anpassungen in der Genexpression wichtiger für die 
Anpassung an dauerhaft erhöhte Salzkonzentrationen als durch Mutation bedingte 
Veränderungen in den protein-kodierenden Genen unserer Hefepopulationen. 
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 Verschiedene Stressfaktoren treten in der Umwelt oft gemeinsam auf oder wechseln sich zyklisch 
ab. Einige Mikroorganismen haben deshalb Mechanismen zum Überleben in solchen Situationen 
entwickelt, beispielsweise Kreuzprotektion („cross-protection“) gegen mehrere Stressfaktoren 
gleichzeitig oder Mechanismen zur vorausschauenden Regulation zellulärer Prozesse. Obwohl 
solche Mechanismen bekannt sind, ist noch nicht bekannt, wie einfach oder schwierig ihre 
Evolution in Mikroorganismen ist. Um diese Frage zu beantworten, untersuchte ich Änderungen 
in der Genexpression von Hefepopulationen, welche sich an einen regelmässigen Zyklus von 
abwechselnd durch hohe Salzkonzentrationen verursachten Stress und oxidativen Stress 
angepasst hatten. Ich zeigte, dass Kreuzprotektion und vorausschauende Regulation im Labor 
innerhalb von nur 300 Generationen auftauchen können. 
 
Genduplikationen gehören zu den genetischen Veränderungen, welche es Mikroorganismen 
erlauben, sich an neue und stressreiche Umgebungen anzupassen. Diese Anpassungen durch 
Genduplikation erfolgen über verschiedene Mechanismen, beispielsweise durch eine Erhöhung 
der Gendosierung, durch eine Neufunktionalisierung oder durch eine Subfunktionalisierung. Bei 
all diesen Mechanismen wird die evolutionäre Anpassung angetrieben durch mutationsbedingte 
Veränderungen in protein-kodierenden Regionen des Genoms, durch Änderungen in der 
Genexpression, oder durch beides zugleich. Es ist noch unklar, welcher dieser beiden Faktoren 
wichtiger ist für die Erhaltung von duplizierten Genen. Zudem ist unbekannt, ob die Umwelt die 
Gewichtung der beiden Faktoren beeinflusst. Um diese offene Frage zu beantworten, führte ich 
im Labor eine Evolutionsstudie mit duplizierten TEM-1 Genen in Escherichia coli unter 
verschiedenen, selektiven Umweltbedingungen durch. Ich beobachtete eine Erhöhung der 
Gendosierung unter sämtlichen Umweltbedingungen, was die Bedeutung von Änderungen in der 
Gendosierung am Anfang von evolutionären Anpassungen unterstreicht. 
 
Insgesamt beschreibt meine Dissertation die Änderungen am Genom, welche mit der dauerhaften 
Anpassung von Hefepopulationen an Stressfaktoren einhergehen. Meine Arbeit zeigt weiter, dass 
auch komplexe Mechanismen innerhalb relativ kurzer Zeit evoluieren können. Zudem weist sie 
auf die Bedeutung einer erhöhten Gendosierung durch Genduplikation bei der Anpassung an 
neue Umweltbedingungen hin. 
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Chapter 1 
 
Introduction 
 
1.1 Environmental stressors 
Microbial cells and their macromolecules require specific environmental conditions for 
functioning optimally, including temperature, pH and ionic concentrations (Quinn, 1988; Somero, 
1995; Alexov 2004; Dubyak, 2004; Talley and Alexov, 2010).  These optimal conditions can 
vary between organisms and molecules. Organisms live in different environments and thus, the 
biological molecules inside them have gradually adapted for optimal function in their native 
environment over evolutionary time (Robb and Clark, 1999; Stetter, 1999; Rothschild and 
Mancinelli, 2001; Greaves and Warwicker, 2007; Garcia-Moreno, 2009; Tadeo et al., 2009; 
Ortega et al., 2011). However, even in cases of very stable environments organisms need to 
withstand some environmental changes such as those associated with seasons. Dramatic changes 
in the environmental condition can result in non-optimal functioning of the biological molecules 
and in certain cases, can completely inhibit their functions. In consequence, such changes could 
reduce the growth of the organisms and in extreme cases, result in cell death or death of the 
organism (Weiser and Hargiss, 1946; Domingo, 1994; Allakhverdiev et al., 2000; Vermeulen et 
al., 2008; Fulda et al., 2010; Cramer et al., 2011; Skirycz et al., 2011). Environmental conditions 
that detrimentally affect organisms are generally referred to as stressors. Stressors can be 
classified into two main categories – natural stressors – stressors that occur naturally in the 
environment and man-made stressors – stressors that are produced artificially due to human 
activity.  
 
1.1.1 Natural stressors 
Natural stressors occur naturally in the environment. Some of these stressors are of non-
biological origin (referred to as abiotic stressors) whereas others are due to biological organisms 
(referred to as biotic stressors).  
 
1.1.1.1 Abiotic stressors 
Abiotic stressors include heat stress, cold stress, osmotic stress, salt stress, oxidative stress, pH 
stress and radiation stress. Heat stress is caused by higher than normal temperatures; whereas 
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cold stress is caused by lower than normal temperatures. High temperatures inhibit proper 
folding of protein molecules and thereby inhibit the functioning of enzymes and protein 
complexes (Ahern and Klibanov, 1988; Jaenicke, 1991; Somero, 1995). Conversely, low 
temperatures inhibit cell growth via various mechanisms. They inhibit membrane transport, 
lower the stability of RNA and proteins, and cause non-optimal functioning of enzymes (Willing 
and Leopold, 1983; Privalov, 1990; Drobnis et al., 1993; Phadtare, 2004). Extremely low 
temperatures cause cellular water to freeze and cause freezing damage to cells (Mazur, 1970; 
Meryman, 1974; Burke, 1976; Gao and Critser, 2000). 
 
Osmotic stress is caused by an imbalance between extracellular and intracellular solute 
concentrations. When extracellular solute concentrations are higher than the intracellular solute 
concentrations, intracellular water flows out of cells by osmosis. This results in higher than 
normal ionic concentrations inside cells which inhibit normal functioning of enzymes and 
cellular components (Hsiao, 1973; Brown, 1976; Binzel et al., 1988; Wood, 1999; Hohmann, 
2002; Munns, 2002). Such environmental stress is referred to as hyperosmotic stress. 
Hyperosmotic stress can be caused by high extracellular concentrations of sugars or salts (Wood, 
1999; Hohmann, 2002). In the opposite scenario, when intracellular solute concentrations are 
higher than the extracellular solute concentrations, extracellular water flows into the cell. This 
results in lower than optimal ionic concentrations inside cells, and leads to increased turgor 
pressure on the cellular membrane. In extreme cases, this increase pressure can cause bursting of 
cells (Wood, 1999; Hohmann, 2002).  
 
Salt stress is caused by the presence of high salt (sodium chloride) in the extracellular medium. 
In addition to imposing hyperosmotic stress on cells, high salt causes hyperionic stress due to 
presence of high intracellular ionic concentrations that are toxic for cells (Binzel et al., 1988; 
Apse et al., 1999; Maathuis and Amtmann, 1999; Serrano et al., 1999; Hohmann, 2002).  
 
pH stress is caused by a departure from a normal pH in the extracellular environment. Such 
changes in pH change in the polarity of amino acid side chains and can thus interfere with the 
proper functioning of enzymes and protein complexes (Kawai et al., 2005; Re et al., 2008; Chan 
and Warwicker, 2009; Talley and Alexov, 2010).  
10
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 Oxygen is essential for the survival of aerobic organisms. Oxygen participates in metabolic 
pathways in the cell. In the process, it generates several reactive oxygen species (ROS). 
Exposure to ROS can lead to oxidative damage of DNA, proteins and lipid molecules in the cell 
and can thus inhibit cell growth. Aerobic organisms have cellular antioxidants that tightly control 
the generation of ROS in the cells. However, changes in the environment such as the presence of 
hydrogen peroxide or menadione can lead to high concentrations of ROS inside cells (Cadenas, 
1989; Halliwell and Gutteridge, 1999; Toledano et al., 2003). This environmental condition is 
referred to as oxidative stress. Oxidative stress causes a reduction in cell growth and, in extreme 
cases, cell death, through oxidative damage due to excess ROS (Halliwell and Gutteridge, 1984; 
Cadenas, 1989; Jamieson, 1992; Berlett and Stadtman ER, 1997; Cadet et al., 2003; Toledano et 
al., 2003). Conversely, a lack of oxygen can inhibit functioning of cells of aerobic organisms, a 
condition referred to as hypoxic stress (Voesenek et al., 2006; Majmundar et al., 2010).  
 
Metal stress is caused by excess amounts of metals in the environment. High metal concentration 
can be toxic for cells not only due to their non-specific binding and inhibition of cellular 
molecules and complexes, but also due to generation of reactive oxygen species (Dietz et al., 
1999; Ercal et al., 2001; Hall, 2002). 
 
UV radiation from the sun is another stressor that occurs in the natural environment. Prolonged 
exposure to UV causes dimerization of thymine molecules in DNA (Setlow, 1966; Tyrrell, 1973) 
as well as DNA damage through oxidative damage to bases and DNA strand breaks (Wang and 
Smith, 1986; Kvam and Tyrrell, 1997; Slieman and Nicholson, 2000; Cadet et al., 2005; Rastogi 
et al., 2010). Such damage to DNA can inhibit DNA replication and transcription (Protic-Sabljic 
and Kraemer, 1986; Mitchell et al., 1989; Donahue et al., 1994). This eventually leads to non-
optimal amount of proteins and enzymes in a cell and results in inhibition of cell growth and, in 
extreme cases, cell death. Other kinds of high energy radiations such as radioactivity could also 
cause DNA damage (Löbrich et al., 1996; Newman et al., 1997; Trainor et al., 2012).  
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1.1.1.2 Biotic stressors 
Biotic stressors are of biological origin and can be of several types, the first of which comprises 
antimicrobial compounds and microbial toxins. Antimicrobial compounds encompass a vast 
range of molecules that inhibit the growth of microbes and include antibiotics. Naturally 
occurring antibiotics are compounds produced by some groups of bacteria that inhibit the growth 
of other groups of microbes (Fleming, 1929; Walsh, 2003; Clardy, 2006). Antibiotics can inhibit 
growth in many ways. Some antibiotics interfere with the formation of the cell wall, whereas 
others inhibit the functioning of ribosomes (Wise and Park, 1965; Tomasz, 1979; Misumi and 
Tanaka, 1980; Chopra and Roberts, 2001). Similar compounds are synthesized by higher plants 
that inhibit the growth of fungi on a plant surface. These compounds are generally known as 
anti-fungal compounds (Grayer and Harborne, 1994; Grayer and Kokubun, 2001). Toxins are 
usually produced by microbes that inhibit the growth of other microbes but can also have 
detrimental effects on higher animals (Middlebrook and Dorland, 1984; Lubran, 1988; 
Montecucco et al., 1996).  
 
Biotic stressors can also occur in the form of infection of an organism by microbes. One such 
example is infection of bacteria by bacteriophages. In the lytic cycle, bacteriophages use the 
resources of the host bacterium cell for its own replication and eventually cause cell death 
(Bertani, 1953; Rolfe and Campbell, 1977; Young, 1992). Similar examples are found in the 
infection of plants and animals by viruses, bacteria and fungi (Goens and Perdue, 2004; Waites 
and Talkington, 2004; Kämper et al., 2006; Butler et al., 2009; Dorer et al., 2009; Fisher et al., 
2009; Heitman, 2011).  
 
1.1.2 Man-made stressors 
Apart from naturally occurring stressors, biological organisms face stressors that are generated 
by human activity. Several of these stressors are compounds generated as by-products of 
industrial production, whereas others are specifically designed to cause stress. Processes such as 
mining, chemical industries and petroleum industries generate several inorganic and organic 
compounds that are released into the water and the environment (Nriagu and Pacyna, 1988; 
Lewis et al., 2011). These compounds can reduce the growth of the biological organisms due to 
toxic effects on cells and can interfere with biological processes such as development and 
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reproduction (Casini et al., 1985; Domingo, 1994; Dodson and Hanazato, 1995; McCord, 1996; 
Giller et al., 1998; Lamhamdi et al., 2011). Compounds that are specifically designed and 
synthesized to kill organisms that infect plants, animals, and humans include herbicides, 
pesticides and antimicrobial drugs (Duke, 1990; Dresser and Rybak, 1998; Russell, 2002; Casida, 
2009; González-Lamothe et al., 2009; Malmström et al., 2009). 
  
Antimicrobial drugs inhibit the growth of microbes by interfering with essential biochemical and 
cellular reactions (Wood and Austrian, 1942; Brown, 1962; De Clercq, 1998; Krauth-Siegel and 
Coombs, 1999; Opperdoes and Michels, 2001; Bermingham and Derrick, 2002; Hawser et al., 
2006). Reverse transcriptase inhibitors are one example of antimicrobial drugs that are used for 
treatment of HIV/AIDS (De Clercq, 1998; Gallant et al., 2003; Waters et al., 2007). The human 
immuno-deficiency virus (HIV) contains a reverse transcriptase enzyme that converts its RNA 
genome into cDNA which then infects human cells (Katz and Skalka, 1994; Sarafianos et al., 
2009). The reverse transcriptase inhibitors inhibit the reverse transcription reaction and can thus 
stop viral infection (De Clercq, 1998; Gallant et al., 2003; Waters et al., 2007). Another example 
of antimicrobial drugs is the inhibitors of the folate biosynthesis pathways. Tetrahydrofolic acid 
is an essential cellular cofactor required for synthesis of purines and amino acids (Woods, 1964; 
Wagner, 1995). Biosynthesis of tetrahydrofolic acid in bacterial cell involves several enzymes, 
two of which are dihydrofolate reductase and dihyropterate synthase (Griffin and Brown, 1964; 
Reynolds and Brown, 1964; Burg and Brown, 1966; Richey and Brown, 1969; Mathis and 
Brown, 1970; Suzuki and Brown, 1974). Several antimicrobial drugs inhibit functioning of these 
enzymes, which causes a reduction in the cellular concentration of tetrahydrofolic acid, and 
ultimately inhibits cell growth (Wood and Austrian, 1942; Brown, 1962; Brown, 1967; 
McCullough and Maren, 1973; Lever et al., 1986; Bermingham and Derrick, 2002; Hawser et al., 
2006; Hevener et al., 2010). 
 
1.2 The stress response  
Organisms have evolved mechanisms that enable them to withstand the stressors that occur in 
their environment. These mechanisms are generally known as the stress response. In both 
unicellular and multicellular organisms, it is individual cells that ultimately respond to stressors. 
This is known as the cellular stress response. In multicellular organisms, in addition to the 
13
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cellular stress response, there are higher order mechanisms that can help combat environmental 
stressors. These responses at the organismal level can comprise coordinated stress responses of 
multiple cells. I will discuss these responses in more detail in the following sections.  
 
1.2.1 The cellular stress response 
All environmental stressors cause some sort of damage to molecules and components inside cells. 
The cellular response is a mechanism that protects cells against such damage and aids in 
repairing damaged components. The cellular stress response can differ from one stressor to 
another and may depend on the duration of exposure to the stressor. I will discuss these kinds of 
responses separately below.  
 
1.2.1.1 The short term stress response 
The short term cellular stress response plays the most important role in the survival and 
protection of the cells. It usually happens in multiple stages. First, changes in cellular conditions 
trigger defense mechanisms that protect the cell from further damage. Second, cells become 
adapted, repair damaged cellular components and can survive and reproduce even under the 
stressful condition. Throughout these stages, cells monitor changes in the stressful environmental 
condition through cellular sensors and adjust the cellular response mechanisms accordingly 
(Wood, 1999; Hohmann, 2002; Hohmann and Mager, 2003). I will discuss an example of these 
phases in the hyperosmotic stress response and the oxidative stress response in yeast. Similar 
phases are also observed in response to other environmental stressors.  
 
Hyperosmotic stress causes rapid loss of water from cells resulting in high intracellular 
concentrations of ions that inhibit cellular reactions. In addition, loss of water leads to a 
reduction in turgor pressure, to shrinking of cells, and to collapse of cytoskeletal structures 
(Hohmann, 2002). In response, cells first arrest growth. Further, cells activate the HOG MAP 
kinase pathway which induces expression of downstream genes that synthesize osmoprotectant 
molecules such as glycerol or trehalose (Yancey et al., 1982; Van Wuytswinkel et al., 2000; 
Hohmann, 2002; O'Rourke and Herskowitz, 2004). These osmoprotectant molecules accumulate 
inside the cell and slowly restore osmotic balance between the intracellular and extracellular 
medium. Finally, with restoration of osmotic balance, the damaged cytoskeleton is repaired and 
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the cells grow and proliferate (Hohmann, 2002). Throughout these phases, two osmo-sensors 
Sln1p and Sho1p monitor environmental conditions (Maeda et al., 1994; Posas and Saito, 1997; 
Ostrander and Gorman, 1999; Hohmann, 2002). These osmo-sensors sense changes in the 
extracellular osmotic conditions and control expression of genes required for osmo-adaptation 
via MAP kinase signaling pathways (Van Wuytswinkel et al., 2000; Hohmann, 2002; O'Rourke 
and Herskowitz, 2004).  
 
Oxidative stress is harmful to cells due to oxidative damage to proteins, lipids and DNA 
molecules by excess ROS (Halliwell and Gutteridge, 1984; Cadenas, 1989; Jamieson, 1992; 
Berlett and Stadtman ER, 1997; Cadet et al., 2003; Toledano et al., 2003). Upon exposure to 
oxidative stress, yeast cells activate antioxidant enzymes such as superoxide dismutases, catalase 
and peroxidases, which remove the harmful affects of ROS molecules via chemical 
modifications (Autor, 1982; Cohen et al., 1985; van Loon et al., 1986; Grant et al., 1998; 
Luikenhuis et al., 1998; Culotta, 2000; Grant, 2001; Sturtz et al., 2001; Toledano et al., 2003; 
Lushchak and Gospodaryov, 2005). In this process, Yap1p act as a sensor of oxidant 
concentrations inside yeast cells and regulate expression of antioxidant enzymes (Stephen et al., 
1995; Delaunay et al., 2000; Ikner and Shiozaki, 2005; Temple et al., 2005; Okazaki et al., 2007).   
 
1.2.1.2 Long term adaptation to stressors 
The short term stress response usually involves changes in the regulation of genes that are 
essential for adaptation to an environmental stressor. Such changes are usually mediated by 
changes in gene expression and are usually transient (Gasch et al., 2000; Causton et al., 2001; 
Petersohn et al., 2001; Price et al., 2001). In contrast, long exposure to an environmental stressor, 
ranging from hundreds to thousands of generations, result in heritable changes in cells that allow 
permanent adaptation to a persistently stressful environment. These heritable changes can be 
genetic or epigenetic and result in cellular and physiological adaptations for better survival in an 
altered environment.  
 
Extremophiles are good examples of long term adaptation to environmental stressors (Macelroy, 
1974; Madigan and Marrs, 1997; Rothschild and Mancinelli, 2001). “Extremophile” generally 
refers to an organism that lives in natural environments with extreme temperatures, pH, salinity, 
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radiation or pressure (Macelroy, 1974; Madigan and Marrs, 1997; Rothschild and Mancinelli, 
2001). These organisms have evolved mechanisms that allow them to survive in such extreme 
environments. Hyperthermophiles are one such group of extremophiles. They live and proliferate 
at high temperatures often exceeding 80°C (Stetter, 1999; Rothschild and Mancinelli, 2001). At 
such temperatures, DNA double strands become unstable and are spontaneously denaturated. 
However, in hyperthermophiles, an enzyme called reverse gyrase stabilizes genomic DNA by 
introducing positive superhelical turns (Kikuchi and Asai, 1984; Rodríguez and Stock, 2002). 
This enzyme is unique to hyperthermophiles and is only active at high temperatures (Kikuchi 
and Asai, 1984; Bouthier de la Tour et al., 1990). Similar examples are found in the evolutionary 
adaptation of proteins to high temperatures (Hensel et al., 1992; Klump et al., 1992; Robb and 
Clark, 1999).  
 
Resistance to antibiotics and antimicrobial compounds is another example of long term 
adaptation to environmental stressors through genetic changes. Microbes are often exposed to 
antimicrobial compounds and they have evolved several mechanisms to survive such stressors. 
Some microbes have antibiotic resistance genes that remove the harmful effects of antibiotic 
molecules by modifying them chemically (Sutcliffe, 1978; Miyamura et al., 1977; Gray and 
Fitch, 1983; Speer et al., 1992; Davies, 1994; Damblon et al., 1996; Schnappinger and Hillen, 
1996; Briggs and Fratamico, 1999). Some microbes have evolved drug efflux systems that 
transport antimicrobial compounds out of the cell, thereby removing their toxic effects (Nilsen et 
al., 1996; Sutcliffe et al., 1996; Marshall and Piddock, 1997; Zgurskaya and Nikaido, 2000; 
Poole, 2001; Webber and Piddock, 2003). Several antimicrobial compounds inhibit the growth of 
microbes by binding and inhibiting functions of macromolecules involved in essential cellular 
processes. Resistance to antimicrobials can also occur through genetic changes that alter these 
macromolecules in such a way that the antimicrobial compounds can not bind and inhibit their 
functions (Weisblum, 1995; Triglia et al., 1997; Sköld, 2000; Tait-Kamradt et al., 2000; Lee et 
al., 2001; Farrell et al., 2003; Meka et al., 2004; Wolter et al., 2005).  
 
Long term adaptation to new environments can also occur through epigenetic changes and 
through cellular “memory” that remodel expression of genes required for evolutionary adaptation 
(Turner, 1998; Turner, 2002; Ringrose and Paro, 2004; Casadesús and Low, 2006; 
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Zacharioudakis et al., 2007). These changes are passed on across generations and can aid in 
survival of the offspring in a stressful environment (Adam et al., 2008; Chinnusamy and Zhu, 
2009; Seong et al., 2011; Crews et al., 2012).  
 
1.2.2 Organismal stress response 
In addition to the stress responses at the cellular level, multicellular organisms can adapt to 
environmental changes through responses at the level of the organism. In higher animals and 
plants, the short term stress response at the organismal level can be mediated by hormones 
(Vaadia, 1976; Charmandari et al., 2005; Achard et al., 2006; Achard et al., 2007; Wang et al., 
2007) and is often intertwined with components of the cellular stress response (Blake et al., 1991; 
Cvoro et al., 1998; Deane et al., 1999). In addition, long term adaptation to stressors at the 
organismal level can also occur through changes in body structure or behavior. Adaptations in 
the root structure of mangrove and wetland plants are one such example. These plants grow in 
soils that experience regular flooding, which results in low oxygen content in the soil. Thus, to 
survive in such anaerobic conditions, these plants have evolved aerial roots that allow direct 
uptake of oxygen from air, and aerenchyma tissues that increase internal oxygen transfer 
between tissues (Justin and Armstrong, 1987; Jackson and Armstrong, 1999; Pi et al., 2009). 
Another example of organismal adaptations to stressors is the mammalian immune system. 
Immune systems are formed by the highly coordinated action of multiple cell types that help 
their hosts to survive biotic stressors (Kawai and Akira, 2006; Pancer and Cooper, 2006; 
Medzhitov, 2007).  Other examples of organismal adaptations to stressors are migration and 
hibernation of animals in winter. In winter, birds from northern latitudes often migrate to 
temperate and warm climates (McNamara et al., 1998; Bairlein et al., 2012). Such migration 
helps them avoid cold stress and nutrient depletion in winter. Some groups of fish become 
dormant in winter, which helps them survive extreme cold and food depletion (Lyman et al., 
1982; Crawshaw, 1984; Gieser et al., 1996; Campbell et al., 2008).  
 
Unicellular organisms also have stress response mechanisms that resemble the organismal stress 
response in multicellular organisms, in that a group of cells participates in the stress response 
process. One such example is bacterial biofilms (Costerton et al., 1987; Hall-Stoodley et al., 
2004). Biofilms consist of multiple bacterial cells embedded in an extracellular matrix 
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(Sutherland, 2001; Flemming and Wingender, 2010). Biofilms often show increased resistance to 
environmental stressors, including antibiotics, in comparison to their individual counterparts 
(Cochran et al., 2000; Lewis, 2001; Stewart and Costerton, 2001; Kubota et al., 2009; Høiby et 
al., 2010; Bridier et al., 2011). Several mechanisms have been described that explain increased 
resistance, one of which is the non-permeability of antibiotics molecules through the 
extracellular matrix of biofilms (Brown et al., 1988; Evans et al., 1991; Hoyle et al., 1992; 
Anderl et al., 2000; Mah and O'Toole, 2001; Stewart, 2002).   
 
1.3 Applications of the cellular stress response  
Studying the stress response in general and the cellular stress response in particular has important 
implications for agriculture, industrial processes, and medicine. In agriculture, for example, 
abiotic stressors are one of the major factors that contribute to the loss of crops (Boyer, 1982; 
Moffat, 2002; Mittler, 2006). Thus, a detailed understanding of the stress response in plants 
might allow researchers to engineer plants and protect them from such stressors in the fields. 
Yeast is used for various industrial processes, such as baking bread, producing ethanol, and 
making wine. In these processes, yeast cells encounter a diverse set of stressors that inhibit their 
growth and cellular metabolism (Codón et al., 1998; Trainotti and Stambuk, 2001; Pérez-Torrado 
et al., 2005; Gibson et al., 2007). Thus, understanding the stress response in yeast cells could 
have a significant positive effect on the industry (Attfield, 1997; Zheng et al., 2011). Finally, the 
stress response is also associated with ageing, apoptosis, the immune response and cancer (Jolly 
and Morimoto, 2000; Herr and Debatin, 2001; Padgett and Glaser, 2003; Todd et al., 2008; Fulda 
et al., 2010; Kourtis and Tavernarakis, 2011). A better understanding of mechanisms behind the 
stress response might thus allow researchers to devise better therapeutic strategies (Tomida and 
Tsuruo, 1999; Brown and Bicknell, 2001; Herr and Debatin, 2001; Fulda, 2010).  
 
1.4 Yeast as a model system for studying cellular stress response  
For various reasons, yeast is widely used as a model organism for studying stress response in 
eukaryotes. First, the MAPK pathways that play important roles in the stress response in yeast 
are conserved in all eukaryotes, from fungi to higher animals and plants (Kosako et al., 1993; 
Neiman AM, 1993; Waskiewicz and Cooper, 1995). These pathways are also important for the 
stress response in all eukaryotes (Galcheva-Gargova et al., 1994; Han et al., 1994; Waskiewicz 
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and Cooper, 1995; Jonak et al., 1996; Kovtun et al., 2000; Kyriakis and Avruch, 2001; Teige et 
al, 2004). Second, several cellular components and proteins that play important roles in the stress 
response mechanisms are conserved in eukaryotes (DiRuggiero et al., 1999; Kültz D, 2003; 
Thompson et al., 2008). One such example is heat shock proteins that are central to the stress 
response in eukaryotes (Lindquist and Craig, 1988; Lindquist, 1992; Gething, 1997; Feder and 
Hofmann, 1999). Another example is the use of similar calcium-dependent mechanisms and ion 
detoxification mechanisms for salt stress response in yeast and plants (Mendoza et al., 1994; 
Bressan et al., 1998; Pardo et al., 1998; Lee et al., 1999; Gisbert et al., 2000; Quintero et al., 
2000; Yang et al., 2001; Quintero et al., 2002). Finally, yeast has been used for a long time as a 
model system for experimental studies. Thus, in addition to the known genome sequence and the 
well-understood functions of many genes, many molecular and genetic tools exist that can aid in 
detailed experimental analysis of the stress response in yeast (Oliver et al., 1998; Johnston M, 
2000; Forsburg, 2001; Kumar and Snyder, 2001).   
 
1.5 The short term stress response in yeast 
The short term stress response to environmental stressors in yeast has been studied for a long 
time through analysis of global changes in gene expression in response to stressors (Jelinsky and 
Samson, 1999; Gasch et al., 2000; Posas et al., 2000; Rep et al., 2000; Causton et al., 2001; Yale 
and Bohnert, 2001), as well as through studies on individual genes (Mendizabal et al., 1998; 
Higgins et al., 2002; Warringer et al., 2003; Outten et al., 2005; van Voorst et al., 2006; 
Yoshikawa et al., 2009).These studies have uncovered thousands of genes that change expression 
in response to various stressors and are essential for survival of yeast cells under these stressors. 
Approximately 66% of the genes in the yeast genome respond to one environmental stressor or 
another (Causton et al., 2001).  
 
1.5.1 General stress response 
Various environmental stressors can inhibit growth and pose a threat to the survival of yeast cells 
in various ways. However, approximately 10 to 15% of all the genes in yeast respond in the same 
way to multiple environmental stressors (Gasch et al., 2000; Causton et al., 2001). These 
observations suggest that various environmental stressors actually pose some common cellular 
threats to the yeast cells which elicit common stress response mechanisms. This is usually 
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referred to as a “general stress response” or a “common environmental response” or an 
“environmental stress response” (Hecker and Völker, 1990; Gasch et al., 2000; Causton et al., 
2001). Approximately 30 to 40% of the genes (depending on the study) involved in the general 
stress response are induced in response to multiple stressors in yeast, whereas about 60-70% of 
these genes are repressed (Gasch et al., 2000; Causton et al., 2001).  The genes induced in 
general stress response are involved in various cellular functions such as carbohydrate 
metabolism, protein folding, protection against reactive oxygen species and protein degradation 
(Gasch et al., 2000; Causton et al., 2001). Several of these genes contain stress response element 
(STRE) sequences in their promoter regions (Moskvina et al., 1998; Treger et al., 1998). 
Expression of these genes is induced by binding of two transcription factors Msn2p and Msn4p 
to these elements under stressful conditions (Martínez-Pastor et al., 1996; Schmitt and McEntee, 
1996).  The genes repressed in the general stress response include genes associated with 
translation & protein synthesis, nucleotide biosynthesis as well as tRNA synthesis (Gasch et al., 
2000; Causton et al., 2001). 
 
The general stress response reflects common threats to the survival of yeast cells imposed by 
diverse stressors which is uncovered by the molecular functions of the genes that participate in 
the general stress response. For example, multiple environmental stressors could cause 
misfolding of proteins important for cellular functions. Thus, higher expression of molecular 
chaperones that aid in proper folding of the proteins can allow the cells to maintain normal 
cellular functions (Lindquist, 1992; Becker and Craig, 1994; Feder and Hofmann, 1999). 
Similarly, induction of genes that are part of the protein degradation machinery can ensure swift 
and efficient degradation of misfolded proteins that could otherwise be toxic to the cells 
(Bucciantini et al., 2002; Geiler-Samerotte et al., 2011). Several environmental stressors cause 
damage to cellular components through reactive oxygen species (Cazalé et al., 1998; Dietz et al., 
1999; Ercal et al., 2001; Hall, 2002; Lin and Kao, 2002). Induction of genes associated with 
detoxification of reactive oxygen species can protect the cells against such oxidative damage. In 
contrast, the genes repressed in the general stress response are associated with cell growth and 
proliferation, and are non-essential for initial survival of cells under stressful conditions (Gasch 
et al., 2000; Causton et al., 2001).  
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1.5.2 Stressor-specific response 
In addition to posing common threats to cells, various environmental stressors affect particular 
aspects of cell growth and survival in yeast. Thus, yeast cells have evolved specific stress 
response mechanisms that are also reflected in patterns of changes in gene expression (Gasch et 
al., 2000; Causton et al., 2001). For example, salt stress and acid stress impose ionic stress on 
yeast cells due to changes in ions and ionic concentrations inside cells (Apse et al., 1999; 
Holyoak et al., 1999; Maathuis and Amtmann, 1999; Serrano et al., 1999; Hohmann, 2002). In 
these stressors, expression of the ENA1 gene is induced (Causton et al., 2001).This gene encodes 
for a protein that functions as the primary sodium extrusion pump in the yeast cells (Haro et al., 
1991; Wieland et al., 1995). High expression of this protein helps in restoration of cellular ionic 
concentration. Knocking out this gene in yeast reduces resistance to salt stress and tolerance to 
high metal concentration (Kinclova-Zimmermannova et al., 2006; Ye et al., 2008). Another 
example of stressor-specific response is induction of the gene LHS1 in the yeast cells in response 
to heat stress (Causton et al., 2001). Heat stress causes misfolding of protein molecules required 
for important cellular functions. This gene encodes for a molecular chaperone that helps in 
proper folding of proteins, thereby allowing them to perform their cellular roles even under heat 
stress (Baxter et al., 1995; Saris et al., 1997).  
 
1.6 Long term adaptation to stressors in yeast 
Long term adaptation of yeast to environmental stressors is a poorly studied topic compared to 
the short term stress response. There are few studies that exposed yeast cells continuously to 
environmental stressors in the lab for a few hundred generations, and subsequently investigated 
the genomic changes associated with such long term adaptation. These studies have uncovered 
nucleotide polymorphisms, changes in gene expression, gene amplifications, deletions and 
chromosomal rearrangements associated with adaptations to the stressful environments in the 
laboratory (Adams and Oeller, 1986; Adams et al., 1992; Ferea et al., 1999; Dunham et al., 2002; 
Gresham et al., 2008). Another approach of investigating adaptation to stressors has been to 
study the genomic changes in industrial strains of yeast that regularly face various environmental 
stressors during the industrial processes (Bidenne et al., 1992; Codón et al., 1998; Lucena et al., 
2007). These studies have also uncovered genetic changes associated with adaptation to 
environmental stressors. 
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 1.7 Mechanisms of evolutionary adaptation to changing environments 
In Nature, some environmental stressors occur in a regular cycle whereas others occur randomly. 
Moreover, some environmental stressors often occur together or in succession. For example, 
when microbes enter mammalian guts from their natural environment, they experience 
temperature stress caused by an increase in temperature and pH stress due to low pH in the gut. 
Similarly, temperature and light levels change along day–night cycles and soil properties change 
with seasons (Fierer et al., 2003; Bapiri et al., 2010; van der Linden et al., 2010; Evans and 
Wallenstein, 2012). For example, very high temperatures or heat stress can cause a loss of 
moisture from the soil resulting in drought stress on the soil microbes and plants (Craufurd and 
Peacock, 1993; Machado and Paulsen, 2001). Since such changes are common in the natural 
environment, biological organisms have evolved several evolutionary adaptation mechanisms of 
which three are well described. 
 
1.7.1 Stochastic switching 
Stochastic switching refers to variation in expression of genes among the individuals of a 
population (McAdams and Arkin, 1997; Raser and O'Shea, 2005; Raj and van Oudenaarden, 
2008). Stochasticity in gene expression occurs due to several cellular factors (Guptasarma, 1995; 
Swain et al., 2002; Raser and O'Shea; 2004). Such stochasticity can generate phenotypic 
heterogeneity even among isogenic individuals (McAdams and Arkin, 1997; Raser and O'Shea, 
2005; Raj and van Oudenaarden, 2008), and could be especially beneficial in stochastic 
environmental fluctuations (Thattai and van Oudenaarden, 2004; Kussell and Leibler, 2005; Acar 
et al., 2008; Donaldson-Matasci et al., 2008; Gaál et al., 2010). The phenotypic heterogeneity 
generated by stochastic gene expression can ensure that at least some of the individuals in a 
population would always express those genes that would aid them to survive in the presence of 
certain environmental stressors (Attfield et al., 2001; Booth, 2002; Sumner and Avery, 2002; 
Wolf et al., 2005; Blake et al., 2006; Bishop et al., 2007). Such a phenomenon is also known as 
“bet-hedging” (Montgomery, 1974; Philippi and Seger, 1989; de Jong et al., 2011). Stochastic 
phenotypic variations is a common feature of biological systems (Balaban et al., 2004; Maamar 
et al., 2007; Childs et al., 2010; Raj et al., 2010; Levy et al., 2012). For example, about 20% of 
the genes in the yeast Saccharomyces cerevisiae contain TATA box in the promoter region 
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(Basehoar et al., 2004), whose sequence can affect the stochastic variation in expression level of 
a gene (Raser and O'Shea, 2004; Blake et al., 2006). Stress induced genes in yeast are 
significantly enriched for TATA box containing promoters (Basehoar et al., 2004), suggesting 
that the stochastic variation in the expression of stress response genes could be beneficial for 
cells under fluctuating environments. Evolution of stochastic phenotype switching as a stable 
survival strategy has also been observed in an experimental population of Pseudomonas 
fluorescens that were grown in a fluctuating environment (Beaumont et al., 2009; Libby and 
Rainey, 2011; Rainey et al., 2011). Stochastic variation can also be advantageous for survival of 
bacterial populations facing a periodic appearance of antibiotics (Balaban et al., 2004; Keren et 
al., 2004). It can also make bacterial cells transiently competent that might allow uptake of 
beneficial DNA molecules (Maamar et al., 2007). Furthermore, stochastic variation in gene 
expression is also important for generating antigenic diversity in pathogenic organisms that can 
help them evade immune reactions (van Ham et al., 1993; Moxon et al., 1994). 
 
1.7.2 Stress cross-protection 
A second mechanism of adaptation to changing environments is stress cross-protection. Stress 
cross-protection is a phenomenon where exposure to mild doses of one stressor protects a cell or 
an organism against a subsequent lethal dose of the same or a different environmental stressor. 
There are numerous examples of stress cross-protection in phage, bacteria, yeast, plants and 
mammalian cell lines (Mitchel and Morrison, 1982, 1983; Coote et al., 1991; Völker et al., 1992; 
Humphrey et al., 1993; Leyer and Johnson, 1993; Lou and Yousef, 1997; Wang and Doyle, 1998; 
Maleck et al., 2000; Cullum et al., 2001; Pereira et al., 2001; Talalay and Fahey, 2001; 
Chinnusamy et al., 2004; Durrant and Dong, 2004; Kandror et al., 2004; Palhano et al., 2004; 
Charng et al., 2006; Greenacre and Brocklehurst, 2006; Berry and Gasch, 2008). However, such 
cross-protection among various stressors is not universal, and could be symmetric or asymmetric 
in nature. In symmetric cross-protection, exposure to stressor 1 would protect cells against 
subsequent occurrence of stressor 2, while exposure to stressor 2 would also protect cells against 
subsequent occurrence of stressor 1. Asymmetric cross-protection would work in only one of 
these directions. An example of symmetric stress cross-protection can be found in the yeast 
Saccharomyces cerevisiae. Exposure to mild salt stress has been shown to protect yeast cells 
against a subsequent severe dose of oxidative stress, while exposure to mild oxidative stress also 
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protected yeast cells against a subsequent salt stress (Berry and Gasch, 2008). Asymmetric stress 
cross-protection also exists in yeast. Hydrogen peroxide and menadione both cause oxidative 
stress in yeast (Jamieson, 1992; Toledano et al., 2003). Exposure to menadione protects yeast 
cells against exposure to hydrogen peroxide but not vice versa (Jamieson, 1992). Stress cross-
protection could occur by induction of common stress response proteins (such as heat shock 
proteins) that are required for adaptation to both environmental stressors (Lu et al., 1993; Scholz 
et al., 2005). On the other hand, cross-protection could also occur via distinct adaptation 
mechanisms that could be dependent on the first stressor (Berry et al., 2011). 
 
1.7.3 Anticipatory regulation  
Some microbes have evolved a predictive mechanism that allows them to anticipate future 
environmental changes based on past environmental changes. This mechanism of adaptation is 
akin to a mechanism of “learning” in higher animals (Pavlov, 1927; Pearce and Hall, 1980). We 
can understand it through one hypothetical example. Let us consider a scenario where stressor 1 
serves as an anticipatory signal for stressor 2. In anticipatory regulation, when cells are exposed 
to stressor 1, they change expression of not only those genes that allow them to adapt to stressor 
1 but also of some of the genes that are necessary for adaptation to the stressor 2. Thus, even 
though such changes in gene expression could be neutral or even maladaptive in stressor 1, 
anticipatory regulation could be beneficial for cells when environmental changes are periodic in 
nature, and where stressor 2 always occurs after stressor 1. A theoretical study has investigated 
the environmental scenarios where such predictive mechanism could be beneficial (Mitchell and 
Pilpel, 2011). Similar to stress cross-protection, anticipatory regulation can be symmetric or 
asymmetric in nature (Mitchell et al., 2009).  
 
Anticipatory regulation exists in Escherichia coli and yeast Saccharomyces cerevisiae. One of 
the environmental habitats of E. coli that shows a predictable environmental change is the 
mammalian gastrointestinal tract, where E. coli is first exposed to the sugar lactose followed by 
exposure to maltose (Savageau, 1998). Thus, anticipatory regulation, where lactose acts as an 
anticipatory signal for maltose would be beneficial for the cells. Indeed, exposure to lactose not 
only results in induction of genes required for utilization of lactose but also induces genes 
required for utilization of maltose (Mitchell et al., 2009). Passage of the E. coli cells from the 
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outside environment to the mammalian gastrointestinal tract is also accompanied by increased 
temperature and lowered oxygen concentration (Tagkopoulos et al., 2008). Anticipatory 
regulation could be beneficial for cells under such regular environmental changes, and the sets of 
genes that respond to temperature increase and to low oxygen intersect significantly 
(Tagkopoulos et al., 2008). Yet another example of predictable environmental change is the wine 
production process where yeast cells experience heat stress followed by ethanol stress which is 
then followed by oxidative stress (Mitchell et al., 2009). Here again, anticipatory regulation 
could be beneficial. Indeed, heat stress can be an anticipatory signal for oxidative stress in yeast 
(Mitchell et al., 2009).  Similar anticipatory mechanisms are present in Vibrio cholerae and 
Candida albicans (Schild et al., 2007; Rodaki et al., 2009).  
 
1.8 Gene duplication 
Long term adaptation to new environments often requires genetic changes. Gene duplication is 
one kind of genetic change that could help in such adaptations (Kondrashov, 2012). Gene 
duplication refers to duplication of genetic material in a genome. Duplication can occur at the 
whole genome level – a phenomenon called whole genome duplication (WGD). Duplication 
could also occur at the level of a single gene, or at the level of a segment of the genome. Gene 
duplication is a special case of gene amplification, where the copy number of a gene or a 
genomic segment can increase more than twofold.  
 
Gene duplication is one of the fundamental forces of evolution. It has been estimated that gene 
duplications occur as frequently as mutations (Lynch and Conery, 2000). Gene duplications are 
considered to have played an important role in the evolution of  many  organisms (Wolfe and 
Shields, 1997; Makalowski, 2001; Samonte and Eichler, 2002; Jaillon et al., 2004; Kellis et al., 
2004; Stankiewicz et al., 2004; Cheng et al., 2005; Dehal and Boore, 2005; Donoghue and 
Purnell, 2005; Zahn et al. 2005; Scannell et al., 2006; Wapinski et al., 2007; Marques-Bonet et 
al., 2009; Santini et al., 2009; Jiao et al., 2011).  Many researchers also consider gene duplication 
as an important step in speciation (Sidow, 1996; Spring, 1997; Lynch and Force, 2000a; Taylor 
et al., 2001). Furthermore, gene duplications have contributed to the evolution of gene networks 
and protein complexes (Teichmann and Babu, 2004; Hittinger and Carroll, 2007; Pereira-Leal et 
al., 2007; Szklarczyk et al., 2008).  
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 One of the most important contributions of gene duplication is its role in evolutionary 
innovations in biological organisms (Ohno, 1970; Orgel, 1977; Walsh, 1995; Long, 2001; 
Hughes, 2005). Such innovations can often help organisms survive in and adapt to new 
environments. In addition to creating new gene functions, there are several other mechanisms by 
which gene duplications could aid in adaptation to new environments. I will discuss all of them 
in detail in the following sections.  
 
1.8.1 Gene duplication as a mechanism of adaptation to new environments                    
1.8.1.1 Gene dosage increase 
Gene duplication can increase the concentration of an expressed gene product which can be 
beneficial for cells in a new environment (Kondrashov et al., 2002). The earliest example comes 
from an experimental population of Escherichia coli grown in a lactose limited medium over 
many generations in a chemostat. This gave rise to fitter strains that synthesized higher amount 
of ß-galactosidase, the enzyme essential for utilization of lactose. This increase in expression 
was due to amplification of the lacZ gene that encodes the ß-galactosidase enzyme (Horiuchi et 
al., 1962; Horiuchi et al., 1963). Since then, several studies have associated gene amplifications 
and duplications with adaptation of bacteria and yeast to nutrient-limited and novel environments 
(Straus, 1975; Sonti and Roth, 1989; Brown et al., 1998; Riehle et al., 2001; Dunham et al., 2002; 
Infante et al., 2003; Reams and Neidle, 2003). Gene amplifications have also been suggested to 
be involved in metal tolerance in bacteria, yeast, drosophila and plants (Fogel and Welch, 1982; 
Maroni et al., 1987; Kondratyeva et al., 1995; Tohoyama et al., 1996; van Hoof et al., 2001; 
Adamo et al., 2012).  Gene amplifications, through increased dosage, are also thought to be 
responsible for antibiotic resistance in bacteria (Rownd and Mickel, 1971; Clewell et al., 1975; 
Normark et al., 1977; Matthews and Stewart, 1988; Nichols and Guay, 1989; Ives and Bott, 1990; 
Musher et al., 2002; Nilsson et al., 2006; Sandegren and Andersson, 2009), insecticide resistance 
in insects (Tabashnik, 1990; Raymond et al., 1993), and drug resistance in human pathogens 
(Foote et al., 1989; Segovia et al., 1994; Nair et al., 2007).  
 
An example of adaptation to a novel environment through increased gene dosage can be found in 
the yeast, Saccharomyces cerevisiae. Conant and Wolfe (Conant and Wolfe 2007) observed that 
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several enzymes in the glycolytic pathway in yeast were retained in two copies since an ancient 
whole genome duplication (WGD). They proposed that duplicate metabolic genes could increase 
the glycolytic flux and ethanol production in yeast. They speculated that the increased glycolytic 
flux was selectively advantageous for yeast in a glucose rich environment. A recent experimental 
study investigated the fitness contributions of the duplicate metabolic genes in yeast using 
knock-out strains (DeLuna et al., 2008), and showed that the majority of the duplicate metabolic 
genes in yeast retains a significant functional overlap (DeLuna et al., 2008), suggesting that 
increased metabolic flux was indeed beneficial for yeast cells (Kuepfer et al. 2005, DeLuna et al., 
2008).  
 
1.8.1.2 Neo-functionalization 
In his book “Evolution by Gene Duplication” (Ohno, 1970), Susumu Ohno proposed that as the 
duplicate gene copy is redundant in function, it experiences relaxed selection and thus, can 
accumulate mutations and evolve new functions. These new functions can be beneficial when an 
organism adapts to a new environment. There are several known examples of such neo-
functionalization of duplicate genes (Chen et al., 1997; Zhang et al., 2002; Rodríguez-Trelles et 
al., 2003; Lynch, 2007). Two main models have been proposed to explain how duplicate genes 
could facilitate evolution of new functions, the Innovation-Amplification-Divergence (IAD) 
model (Bergthorsson et al., 2007; Näsvall et al., 2012), and the Escape from Adaptive Conflict 
(EAC) model (Des Marais and Rausher, 2008; Barkman and Zhang, 2009).  
 
Proteins, in addition to their primary functions, often can have secondary or minor functions 
(Copley, 2003; Khersonsky et al., 2006). Although these functions might not be useful in the 
native environment of an organism, they can become beneficial in a new environment. In such a 
new environment, gene amplification would increase the concentration of protein product, 
resulting in an increased activity of these beneficial minor functions. Subsequently, on 
evolutionary time scales, one of the duplicate copies can improve its minor function by 
accumulating mutations, which would then help in adaptation to the new environment. Indeed, 
amplification of genes with minor functions is beneficial for bacteria under stressful 
environmental conditions (Soo et al., 2011). A recent study in Salmonella typhimurium has 
experimentally demonstrated how such minor activity could be beneficial in a nutrient-limited 
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environment (Näsvall et al., 2012). They also observed that, within 3000 generations, one of the 
duplicate copies improved its minor function which resulted in increased growth of the cells in 
this nutrient-limited environment (Näsvall et al., 2012).  
 
In the EAC model, a single gene with its primary and secondary functions is constrained from 
specializing on any of these functions because of conflicts arising due to pleiotropic effects - 
mutations that improve one function worsen other. Gene duplication can resolve this conflict by 
allowing each copy to specialize on one function or the other (Des Marais and Rausher, 2008; 
Barkman and Zhang, 2009). Such functional specialization can often aid in adaptation to new 
environments. One example of neo-functionalization consistent with the EAC model is the 
evolution of type III anti-freeze protein in Antarctic zoarcid fish from an old sialic acid synthase 
(SAS) gene (Deng et al., 2010). The ancestral SAS gene encodes an SAS enzyme present in 
microbes and vertebrates (Gunawan et al., 2005; Reaves et al., 2008). In contrast, the AFPIII 
gene is a secretory protein that causes freezing point depression through binding ice and 
interfering with ice crystal growth.  The ancestral SAS gene also has rudimentary ice-binding 
capability. After duplication, the N-terminal signal sequence in one of the daughter genes was 
replaced with a new signal sequence that allowed secretion of the protein product. Subsequently, 
the AFPII gene specialized for the anti-freeze function through accumulation of mutations, and is 
now essential for the survival of zoarcid fish in the cold Antarctic ocean (Deng et al., 2010).  
 
1.8.1.3 Sub-functionalization and Amplification-mutagenesis   
In 1999, Force et al. proposed that since duplicate genes are redundant, both the genes 
experience partially relaxed selection (Force et al., 1999). These genes can accumulate mutations 
such that each gene comes to perform only a part of the ancestral function, but together they 
maintain the original function (Force et al., 1999; Lynch and Force, 2000b). This model is 
referred to as the Duplication-Degenration-Complementation (DDC) model (Force et al., 1999). 
Although sub-functionalization can not directly contribute to adaptation to new environments, it 
can allow maintenance of duplicate genes for long period of time and could eventually allow 
evolution of new functions (He and Zhang, 2005; Rastogi and Liberles, 2005; MacCarthy and 
Bergman, 2007). Similarly, it has been suggested that gene duplications can accelerate evolution 
in new or stressful environments by providing more genetic material for mutation to work on. 
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This is referred to as the Amplification-Mutagnesis hypothesis (Hendrickson et al., 2002; Roth 
and Andersson, 2004). The role of this mechanism in adaptation to nutrient-limited and stressful 
environments has been demonstrated experimentally (Andersson et al., 1998; Hendrickson et al., 
2002).  
 
1.9 Experimental evolution  
The main objectives of the study of evolution are to explain the diversity of biological organisms 
on earth, to understand the relationships between genotypes and phenotypes and to investigate 
the roles of various factors, environmental and genetic, in the evolution of organisms. 
Evolutionary processes are primarily studied from the data on existing populations of biological 
organisms (Hardison et al., 1997; Batzoglou et al., 2000; Boffelli et al., 2003; Bowers et al., 2003; 
Cliften et al., 2003; Hardison, 2003; Kellis et al., 2003; Thomas et al., 2003; Edwards 2009). 
These populations are products of past evolution and were shaped by evolutionary forces of 
mutation, selection, and neutral drift as well as by past environmental conditions and population 
structure (Nei et al., 1975; Via and Lande, 1985; Griffiths et al., 2000; Elena et al., 2007; Hartl 
and Clark, 2007; Handel and Rozen, 2009). Thus, knowledge of past environment or population 
can sometimes be essential to correctly infer the evolutionary processes in the past. This can 
often be an obstacle because data on past environmental conditions and population structure are 
not always available.  
 
Experimental evolution provides an alternative approach for studying evolution that can 
overcome some of the limitations mentioned above. In experimental evolution, a laboratory 
population of an organism is grown under controlled environmental conditions (Garland and 
Rose, 2009, Kawecki, 2012). Such studies retain information about environmental condition and 
population structure, and they allow researchers to understand the evolutionary process in great 
detail in real time. One of the most notable studies of experimental evolution is the evolution of 
Escherichia coli for more than 50,000 generations in the laboratory (Lenski, 2011; Le Gac et al., 
2012). Experimental evolution studies have been performed on a diverse set of organisms 
ranging from viruses, bacteria, and yeast to insects, nematodes, fish and plants (Ebert et al., 2002; 
Velicer and Yu, 2003; Leu and Murray, 2006; Magalhães et al., 2007; Hollis et al., 2009; 
Koskella and Lively, 2009; Morran et al., 2009; Burke et al., 2010; Barrett et al., 2011; Roels and 
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Kelly, 2011; Meyer et al., 2012). These studies have allowed researchers to explore the roles of 
evolutionary processes and the environment, as well as to investigate the relationship between 
these factors (Bryant and Meffert, 1993; Travisano et al., 1995; Reboud and Bell, 1997; Rainey 
and Travisano, 1998; Whitlock et al., 2002; Rundle, 2003; Beaumont et al., 2009; Kolss et al., 
2009; Yeaman et al., 2010). In addition, they have allowed researchers to experimentally test 
several existing hypotheses on evolution as well as posit new ones (Dodd, 1989; Moya et al., 
1995; Burch and Chao, 1999; Kerr et al., 2006; Porcher et al., 2006; Woods et al., 2006; 
Kuzdzal-Fick et al., 2011; Manhes and Velicer, 2011; Morran et al., 2011). One such example is 
the evolution of Escherichia coli strains with different mutation rates in the laboratory (Visser et 
al., 1999). High mutation rates are often observed in pathogenic bacteria, and it has been 
suggested that such high mutation rates could be beneficial in adaptive evolution (LeClerc et al., 
1996; Matic et al., 1997; Taddei et al., 1997). However, by evolving E. coli strains with different 
mutation rates in the laboratory, the above-mentioned study established that high mutation rates 
could be beneficial only in limited circumstances (Visser et al., 1999). Another example of 
experimental evolution is a study of evolution of reproductive isolation in the fungus Neurospora 
(Dettman et al., 2008). According to the ecological speciation model, adaptation of a population 
to divergent environments can lead to reproductive isolation (Dobzhansky, 1937; Muller, 1942; 
Orr and Turelli, 2001; Schluter, 2001; Rundle and Nosil, 2005). This prediction was confirmed 
by an experimental evolution study in Neurospora, which observed lower reproductive fitness for 
mating of lineages adapted to divergent selection conditions, compared to lineages selected in the 
same environment (Dettman et al., 2008).  
 
1.10 Aim of the Thesis  
In this work, I used experimental evolution and genomic techniques to examine the mechanisms 
of adaptation in microbes to new laboratory environments. In Chapter 2 of the thesis, I describe 
my research on the investigation of the genomic changes associated with adaptation of yeast 
(Saccharomyces cerevisiae) populations to saline stress evolved in the laboratory for 300 
generations. I studied genomic changes in these populations through next generation sequencing, 
expression microarrays and pulsed field gel electrophoresis (PFGE). Although the stress 
response has been widely studied in many organisms, most of these studies focused on responses 
on very short time scales of the order of hours (Jelinsky and Samson, 1999; Gasch et al., 2000; 
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Posas et al., 2000; Rep et al., 2000; Causton et al., 2001; Yale and Bohnert, 2001). Very few 
studies have investigated long term adaptations where a stressor can persist for hundreds or 
thousands of generations (Adams et al., 1992; Ferea et al., 1999; Riehle et al., 2001; Dunham et 
al., 2002; Bennett and Lenski, 2007; Gresham et al., 2008; Rudolph et al., 2010). To my 
knowledge, this is the first study to investigate the mechanisms of long term adaptation to salt 
stress in an organism. In this work, I prepared samples for genome sequencing, carried out the 
PFGE experiments, and analyzed all data. In Chapter 3 of the thesis, I describe my research on 
the adaptation of yeast to a regular cycling environment. To this end, we evolved yeast in the 
laboratory for 300 generations in a changing environment and examined fitness changes and 
gene expression changes in these evolved populations. With this work, we asked whether yeast 
cells can evolve predictive mechanisms such as stress cross-protection and anticipatory 
regulation when exposed to a regular periodic environment. These predictive mechanisms exist 
in microbes but how easily they can evolve was not known before (Völker et al., 1992; 
Chinnusamy et al., 2004; Palhano et al., 2004; Berry and Gasch, 2008; Tagkopoulos et al., 2008; 
Mitchell et al., 2009). In this work, I carried out some of the fitness experiments and analyzed all 
data. In Chapter 4 of the thesis, I describe my work on the experimental evolution of duplicate 
genes in Escherichia coli. Duplicate genes are an important factor for evolution of new protein 
functions that could allow organisms to survive in new environments (Ohno, 1970; Walsh, 1995; 
Riehle et al., 2001; Dunham et al., 2002; Tohoyama et al., 1996; van Hoof et al., 2001; Adamo et 
al., 2012; Musher et al., 2002; Nilsson et al., 2006; Nair et al., 2007). Duplicate genes can 
facilitate adaptation to new environments through various mechanisms (Kondrashov et al., 2002; 
Bergthorsson et al., 2007; Des Marais and Rausher, 2008; Kondrashov, 2012), but their relative 
importance in this process is unclear. In this chapter, I test the role of these mechanisms by 
evolving duplicate genes in novel environments in the laboratory. I performed all the 
experiments except the construction of the mutator strain and analyzed all data. 
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 Chapter 2 
 
 
Adaptation of Saccharomyces cerevisiae to saline stress through laboratory 
evolution 
 
This chapter was published as “Dhar R, Sägesser R, Weikert C, Yuan J, Wagner A, 2011. 
Adaptation of Saccharomyces cerevisiae to saline stress through laboratory evolution. Journal of 
Evolutionary Biology 24:1135-1153.” 
 
 
Abstract 
Most laboratory evolution studies that characterize evolutionary adaptation genomically focus on 
genetically simple traits that can be altered by one or few mutations. Such traits are important, 
but they are few compared to complex, polygenic traits influenced by many genes. We know 
much less about complex traits, and about the changes that occur in the genome and in gene 
expression during their evolutionary adaptation. Salt stress tolerance is such a trait. It is 
especially attractive for evolutionary studies, because the physiological response to salt stress is 
well-characterized on the molecular and transcriptome level. This provides a unique opportunity 
to compare evolutionary adaptation and physiological adaptation to salt stress. The yeast 
Saccharomyces cerevisiae is a good model system to study salt stress tolerance, because it 
contains several highly conserved pathways that mediate the salt stress response. We evolved 
three replicate lines of yeast under continuous salt (NaCl) stress for 300 generations. All three 
lines evolved faster growth rate in high salt conditions than their ancestor. In these lines, we 
studied gene expression changes through microarray analysis, and genetic changes through next 
generation population sequencing. We found two principal kinds of gene expression changes, 
changes in basal expression (82 genes), and changes in regulation (62 genes). The genes that 
change their expression involve several well-known physiological stress response genes, 
including CTT1, MSN4, HLR1. Next generation sequencing revealed only one high frequency 
single nucleotide change, in the gene MOT2, that caused increased fitness when introduced into 
the ancestral strain. Analysis of DNA content per cell revealed ploidy increases in all the three 
lines. Our observations suggest that evolutionary adaptation of yeast to salt stress is associated 
with genome size increase and modest expression changes in several genes. 
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 Introduction 
The ability to characterize the changes that occur during evolutionary adaptation on a genome-
wide scale has been a boon for the field of laboratory evolution. Most published studies focus on 
traits with a simple basis, where changes of major effects in one or few changes can alter a trait 
during laboratory evolution experiments (Ferea et al., 1999; Blanc & Adams, 2003; Velicer et 
al., 2006; Stanek et al., 2009). Such traits are important, but they are in the minority. The vast 
majority of traits have a complex, polygenic basis (Benfey & Protopapas, 2005). We know much 
less about how genomic change and change in gene expression occurs in such polygenic traits. 
Our study is a step towards answering this question. We here focus on a prototypical polygenic 
trait, an organism’s response to high concentrations of salt in its environment. The physiological 
response of an organism to such salt stress is well-studied on the molecular and on the 
transcriptome levels (Posas et al., 2000; Rep et al., 2000; Causton et al., 2001; Yale & Bohnert, 
2001). This fact provides another important motivation to study the salt stress response in an 
evolutionary context. It allows us to ask whether evolutionary adaptation to salt stress is similar 
to physiological adaptation, using a genome-scale approach that relies on transcriptome changes 
in response to salt stress.  
 
Environmental fluctuations and stressors constantly challenge organisms in the wild. Organisms 
thus use cellular mechanisms to adapt to and to survive environmental fluctuations. 
Hyperosmotic stress is one prominent environmental stressor, where a cell experiences higher 
solute concentration outside the cell than inside. This causes water loss from the cell, resulting in 
a higher intracellular concentration of ions and metabolites, and eventual arrest of cellular 
activity. Hyperosmotic stress is caused by high concentrations of sugar or salt, e.g., sodium 
chloride (NaCl). High salt stress is a special case of hyperosmotic stress and has similar effects 
on a cell as high concentration of sugars (Gasch et al., 2000; Causton et al., 2001). In addition, it 
causes hyperionic stress due to high extracellular concentrations of Na+ and Cl- ions, which are 
imported into the cell and can disrupt cellular ionic equilibrium. Tolerance to Na+ stress thus 
needs additional ion transport and detoxification mechanisms along with those required for the 
hyperosmotic stress response (Serrano, 1996; Apse et al., 1999; Gaxiola et al., 1999; Maathuis & 
Amtmann, 1999; Serrano et al., 1999; Zhu, 2001). The hyperosmotic stress response in yeast is 
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 mediated by the high osmolarity glycerol (HOG) pathway, which is a MAPK pathway (Brewster 
et al.,1993; Dihazi et al., 2004, Saito & Tatebayashi, 2004; reviewed in Hohmann 2002).Two 
cell membrane-bound sensors Sho1p and Sln1p detect osmotic change, which results in 
activation of Hog pathway genes, which, in turn, leads to the activation of the  downstream 
genes associated with salt tolerance and adaptation (Martinez-Pastor et al., 1996; Schmitt & 
McEntee, 1996; Gorner et al., 1998; Ostrander & Gorman, 1999; Rep et al., 1999; Reiser et al., 
2000; Rep et al., 2000). Whole transcriptome studies by Gasch et al, Posas et al, Yale and 
Bonhart, Causton et al., and Rep et al. (Gasch et al., 2000; Posas et al., 2000; Rep et al., 2000; 
Causton et al., 2001; Yale & Bohnert, 2001) have identified hundreds of genes whose expression 
levels are affected by hyperosmotic stress. The genes induced during osmotic stress response 
include the genes involved in synthesis and regulation of the cellular osmolytes glycerol and 
trehalose. Another group of genes, specifically activated under saline stress, are associated with 
ion homeostasis. Some of the genes affected by osmotic stress show transient expression 
changes, whereas others show expression changes that are stable in time. In addition to genome 
wide approaches, many studies have characterized the roles of individual genes in the osmotic 
stress response of yeast (Haro et al., 1991; Garciadeblas et al., 1993; Mai & Breeden, 1997; 
Ganster et al., 1998; Mendizabal et al., 1998; Tsujimoto et al., 2000; Betz et al., 2002; Goossens 
et al., 2002; Hirata et al., 2003; Heath et al., 2004; ). 
 
Yeast is a good model system for studying osmo-adaptation in eukaryotes, since other fungi and 
plants share many of the stress response pathways and proteins involved in osmo-adaptation in 
yeast. First, the mitogen-activated protein kinase (MAP kinase) cascade, central to the stress 
response in yeast, is a conserved eukaryotic signal transduction pathway present from fungi to 
plants (Neiman, 1993; Kosako et al., 1993; Galcheva-Gargova et al., 1994; Han et al., 1994; 
Waskiewicz & Cooper, 1995; Jonak et al., 1999; Kyriakis & Avruch, 2001). Stress signaling in 
plants is also carried out by MAPK pathways, which are activated by cold, drought, salt, heat, 
and oxidative stress (Jonak et al., 1996; Kovtun et al., 2000; Teige et al., 2004). Second, yeast 
and plants have highly similar genes required for stress tolerance (Mendoza et al., 1994; Bressan 
et al., 1998; Pardo et al., 1998; Lee et al., 1999; Sanders, 2000; Hasegawa & Bressan, 2000; 
Quintero et al., 2002; Zhu, 2002). Third, yeast and plants have similar membrane ion transport 
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 and detoxification systems (Gaxiola et al., 1999; Quinteroa et al., 2000). For example, HAL 
family genes are important for ion homeostasis in yeast as well as in plants (Haro et al., 1991; 
Gaxiola at al., 1992; Ferrando et al., 1995; Murguía et al., 1996; Rios et al., 1997; Mulet et al., 
1999; Espinosa-Ruiz et al., 1999; Gisbert et al., 2000; Yang et al., 2001).  
 
With one exception (Samani & Bell, 2010), all previous studies of salt stress adaptation in yeast 
focused on physiological adaptation. Such adaptation occurs on time scales up to a few hours. 
The mechanisms of longer term evolutionary adaptation to salt stress are not known. Such 
adaptations occur on time scales of hundred generations or more. One aim of this study is to 
compare a population’s evolutionary response to salt stress with its physiological response on the 
transcriptome level. Does evolutionary adaptation mirror physiological adaptation? Does it affect 
largely the same genes as the physiological response? 
 
A second aim is to investigate the genetic basis of evolutionary adaptation of yeast to high saline 
stress, as far as this is possible for a complex trait. Does the adaptation come about through 
accumulation of identifiable beneficial point mutations? Does it involve chromosomal 
rearrangements, as observed in evolution of yeast in glucose-limited or phosphate-limited media? 
Or does it take place through genetic and epigenetic changes altering expression of genes that 
help cells adapt to high salt? These are some of the questions we ask.  
 
Understanding of evolutionary principles of salt tolerance could also be important for 
biotechnological applications. Firstly, yeast cells experience high salt concentration in many 
industrial fermentation processes, and improvement in performance of yeast in such conditions 
would benefit the industry immensely (Attfield, 1997; Trainotti & Stambuk, 2001; Zheng et al., 
2011). Secondly, the principles of salt tolerance in yeast might be useful for engineering fungi 
and crop plants for salt tolerance, as both classes of organisms share many components of their 
stress response systems.  
 
In this contribution, we exposed yeast to high salt concentrations for 300 generations in the 
laboratory in medium containing sodium chloride (NaCl). We compared the fitness and viability 
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 of the evolved lines with the starting yeast strain (ancestral strain), followed by characterization 
of gene expression changes and genetic changes such as mutations, copy number variations and 
chromosomal alterations.  
 
Results 
To test for evolutionary adaptation of yeast cells to osmotic stress, we carried out laboratory 
evolution experiments through 30 serial transfers in batch cultures, comprising approximately 
300 cell generations (see Methods). This number of generations is sufficient to show 
evolutionary adaptations in yeast (Adams & Oeller, 1986; Adams et al., 1992; Dunham et al., 
2002; Gresham et al., 2008). For our experiments, we used haploid populations to avoid any 
potential masking of adaptively significant alleles in the diploid stage (Zeyl et al., 2003). We 
carried out three parallel replicate evolution lines in which yeast cells grew and divided in yeast 
peptone medium supplemented with galactose as the sole carbon source, and with 0.5M NaCl 
(YPGN), which is a high salt medium that exposes cells to high osmolarity stress. We refer to 
these lines as S lines (S1, S2 and S3). As a control, we also carried out three replicates where the 
growth medium did not contain NaCl (lines C1,C2 and C3).  
 
Evolutionary adaptation to NaCl 
Before embarking on our experiments, we asked whether NaCl affects the fitness of our ancestral 
strain. Only in this case would we expect that NaCl exerts a selection pressure to which the strain 
can adapt. Fitness has two main components in our experiments. These are viability on the one 
hand, and growth or cell division rate on the other hand. We found that osmotic stress does not 
affect viability of the ancestral strain significantly (Figure 1a). Not surprisingly then, viability 
does not increase over the course of our experiment for lines evolved on NaCl (Figure 1b) and 
for lines evolved without NaCl (Figure 1c). 
 
In contrast to viability, population growth rate is affected by salt stress, as shown in 
supplementary figure 1. The figure indicates that the ancestral strain grows significantly more 
slowly in medium containing NaCl. Thus, the fitness of the ancestral strain is lower in salt 
compared to that of the ancestral strain in medium without any salt. Having established that NaCl 
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 does affect the fitness of the ancestral strain through its growth rate, we asked if the growth rate 
and thus, relative fitness w (see Methods) of three salt evolved lines increase after 300 
generations of evolution (figure 2a). Fitness increased significantly relative to the ancestral 
strain, such that the final evolved lines had a relative population mean fitness between w=1.11 
and w=1.17, which corresponds to a decrease in the average cell doubling time between 8.2% 
and 12.3% relative to the ancestral strain (see Methods). 
 
Figure 1: (a-c) Viability of the ancestral strain and the evolved lines in medium containing 
0.5M NaCl. Cells from the ancestral strain and the evolved lines from overnight cultures were 
transferred into YPG medium. Cell samples from these cultures were withdrawn after 16 hours 
(during exponential growth phase) as well as after 24 hours (stationary phase), and then diluted 
and plated. The plates were incubated at 30ºC for five days and the number of colonies was 
counted. The relative viability of both the ancestral strain and the evolved lines were estimated 
from the ratio of colonies formed on agar plates with YPGN medium to that of plates with YPG 
medium. Relative viabilities were measured for (a) the ancestral strain, (b) lines evolved in 
YPGN medium (S lines), and (c) lines evolved in YPG medium (C lines). From the figures, it is 
clear that NaCl does not affect the viability of the ancestral strain. The viabilities of the evolved 
lines S1, S2 and S3 do not increase during the course of adaptation. 
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Figure 2: Fitness Assay of the evolved yeast lines. Fitness assays were performed by 
inoculating equal numbers of cells from an evolved line and from the GFP-tagged reference 
yeast strain in the same vessel. The cells were grown for 24hrs, and the percentage of non-GFP-
tagged cells was counted using FACS. The ratio of the cell numbers of the evolved lines to that 
of the ancestral strain gives the relative fitness of the evolved lines. (a)  Relative fitness of the 
three replicate yeast lines evolved in medium with salt (S1,S2 and S3) in YPGN medium, and the 
three replicate yeast lines evolved without NaCl (C1,C2,C3) measured in YPGN medium. (b) 
Relative fitness of the lines S1, S2 and S3 in medium without NaCl. The lines evolved in salt 
show an increase in growth rate by 8% to 12% in NaCl medium compared to the ancestral strain. 
These lines also show a growth rate increase in medium without NaCl. However, this increase in 
growth rate is consistently lower than the increase in NaCl medium. In addition, the lines 
evolved in medium without NaCl show lower fitness in NaCl medium. Taken together, it can be 
concluded that part of the adaptation in the salt evolved lines is specific to NaCl. 
 
Since our high salt medium is a complex medium, it is likely that part of the evolutionary 
response we observe also reflects adaptation to medium components different from NaCl. To ask 
whether this is the case, we also measured the relative fitness of the three S lines in the control 
medium (without NaCl). Not surprisingly, the fitness in this medium had also increased (figure 
2b) relative to the ancestral strain, which suggests that at least part of the evolutionary adaptation 
we see is not specific to NaCl as a stressor. However, two lines of evidence show that a 
substantial fraction of the fitness increase is specific to NaCl. The first is that the fitness increase, 
when measured in the absence of NaCl, appears substantially and significantly lower than when 
measured in the presence of NaCl (figures 2a and 2b; Mann-Whitney U test, p<0.0001 for S1, S2 
and S3). The second line of evidence is provided by our three control lines that had evolved 
without the addition of NaCl to the medium. Figure 2a shows that in every single line the fitness 
increase, when measured in medium with NaCl, is consistently and significantly lower than for 
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 the lines that had evolved in NaCl (Mann-Whitney U test, p<0.0001 for comparisons between S1 
& C1, S2 & C2 and S3 & C3). Specifically, the increase in relative fitness w was at least 54 
percent higher in the lines evolved in NaCl compared to the lines evolved without NaCl. In sum, 
a significant and substantial part of the evolutionary adaptation we observe is due to the selection 
pressure provided by NaCl. 
 
Gene Expression analysis of the evolved lines 
To compare the expression levels of genes in the evolved lines and in the ancestral strain, we 
performed whole gene transcriptome analysis using yeast microarrays (Affymetrix). Because 
previous experiments had shown that many yeast genes change expression in response to salt and 
to other stressors (Gasch et al., 2000; Posas et al., 2000; Rep et al., 2000; Causton et al., 2001; 
Yale & Bohnert, 2001), we expected that this would also hold for our lines. Thus, we first asked 
which genes respond to salt in a similar manner in the ancestral strain and in all evolved lines. 
We will refer to such genes for brevity as shared genes. For all the analyses presented below we 
used all the replicate lines, as well as replicate microarray experiments (see methods).  
 
In total, we observed 581 shared genes that were induced in salt and 580 shared genes that were 
repressed in salt with 2-fold expression change (|log2(fold change)|≥1, t-test, p<0.05, False 
Discovery Rate <10%). Figure 3a shows a “volcano plot” (-log10(p-value) vs log2(fold change)) 
for the expression of allyeast genes in response to NaCl in the S lines and the ancestral strain. 
Figure 3b shows the extent of expression change in the evolved lines (vertical axis) and in the 
ancestral strain (horizontal axis) for all genes with similar response to NaCl in the evolved lines 
and the ancestral strain (|log2(fold change)|≥1, t-test, p<0.05, False Discovery Rate <10%). The 
genes we labeled by name in the figure include some known stress response genes (e.g., GPD1, 
SIP18), some genes whose expression changed substantially (e.g., FMP48, NOG1), and genes in 
both categories (e.g., GRE1). Many of these shared genes are directly associated with saline 
stress, hyperosmotic stress, or the general stress response, and were shown to be affected by 
hyper-osmolarity and salt stress in previous studies of the physiological and osmotic stress 
response (Gasch et al., 2000; Posas et al., 2000; Rep et al., 2000; Causton et al., 2001; Yale & 
Bohnert, 2001). Among the 581 shared induced genes, 192 genes were shown to be affected by 
stress in previous studies; among the 580 shared repressed genes, 56 were affected by stress in 
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 previous studies.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: The genes showing similar (t-test, p-value<0.05, False Discovery Rate<10%) 
induction or repression by NaCl in the ancestral strain and in the evolved S lines (a) 
Volcano plot, showing the p-values on the Y axis, and the fold expression change for these genes 
on the X axis. The labeled genes include genes associated with the stress response (e.g., GPD1, 
SIP18), genes with high level of expression change (e.g., FMP48, NOG1), and genes in both 
categories (e.g., GRE1). (b) Scatter plot for the fold-change of the common genes in the ancestral 
strain (X-axis) and in the evolved S lines (Y-axis). Although most of the common genes change 
expression to a similar extent in the ancestral strain and the S lines, a small number of genes 
change expression to a different extent. 
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 Next, we classified shared genes using the Comprehensive Yeast Genome Database (CYGD) 
classification from the Munich Information Center for Protein Sequences (MIPS) (Güldener et 
al., 2005). A detailed analysis is given in the supplementary material (supplementary figure 2 
and supplementary text). Here, we only discuss two gene classes in more detail. First, genes 
associated with 'cell rescue, defense and virulence' contain many general stress response genes, 
as well as genes that respond specifically to saline stress. One would expect that such genes are 
induced in response to salt stress, and our data show that induced genes in this category are 
overrepresented, and repressed genes in this category are underrepresented (supplementary 
figure 2 and supplementary text). This group of genes was also found to be significantly 
overrepresented among genes whose deletion reduced the growth rate of yeast in salt (Warringer 
et al., 2003). A second class of genes are genes involved in protein synthesis. The physiological 
response to stress can cause repression of protein synthesis (Gasch et al., 2000). In support of 
this observation, our data show that significantly fewer genes associated with protein synthesis 
are induced, and significantly more genes than expected are repressed (supplementary figure 2 
and supplementary text). Again, this group of genes was significantly overrepresented among 
genes whose deletion increased salt-resistance (Warringer et al., 2003). 
 
 
Differentially Expressed Genes  
While an analysis of genes regulated similarly in ancestral and evolved strains is instructive, we 
were more interested in genes that are expressed differently. These are genes whose expression 
adapted evolutionarily to salt stress. They can be subdivided into two main categories. The first 
comprises genes whose regulation has changed in the evolved lines. Figure 4a and b show two 
hypothetical examples of genes in this category. The second category comprises genes whose 
basal level of expression changed in the evolved lines, even in the absence of salt stress (figure 
4c and d). This second category of genes may be especially important, because our selection 
conditions imposed continuous salt stress. It is thus conceivable that cells whose expression is 
ancestrally regulated in response to salt stress simply increase or decrease their basal expression 
to the level of regulated expression in the ancestral strain in the absence of salt. We note that 
these two categories have multiple subcategories, and there can be genes where both the basal 
expression and regulation can change. Supplementary figure 3 shows an overview of all 
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 possibilities. 
 
We distinguished genes in the main categories by calculating two different Z-scores for each 
gene, a Z-score for change in basal expression (Zb) and a Z-score for change in regulation (Zr) 
(see Methods) (Mukhopadhyay et al., 2006). In this analysis, we considered genes with |Z-
score|≥1.5 as differentially expressed.  
 
Figure 4: Schematic diagram for the type of expression change that can occur as a result of 
evolutionary adaptation in the evolved S lines compared to the ancestral strain. Each bar 
chart reflects the expression level of a hypothetical gene in the ancestral and evolved strain, in 
the absence and presence of salt. The scenarios that are depicted are as follows (a) No basal 
change, increased regulation (b) No basal change, increased repression (c) Basal increase in 
expression but no change in regulation (d) Basal decrease in expression but no change in 
regulation. 
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 Genes whose regulation changes 
In all, there are 62 genes whose regulation changes during our experiment (figure 5a). As we 
mentioned above, multiple types of such change are possible. Firstly, a gene’s induction in salt 
can increase. This will occur if the gene is induced more strongly in the evolved lines than the 
ancestral strain (supplementary figure 3b). Secondly, a gene’s induction in salt can become 
reduced (supplementary figure 3c). Thirdly, a gene’s repression in salt can be increased, i.e., the 
gene becomes repressed to a greater extent in the evolved lines (supplementary figure 3d). 
Fourth, a gene’s repression in salt can be reduced (supplementary figure 3e). Finally, a gene that 
was not regulated in the ancestral strain can become regulated in response to salt (supplementary 
figure 3f and g). Figure 5a plots the extent to which genes changed in their regulation against 
their Zr scores. Some of the genes with significant changes in the regulation are labeled. Figure 
6a and b show the five genes whose induction or repression changed most significantly (based on 
Zr). We next discuss some of these genes. 
 
There are only four genes in total which showed increased induction in the evolved lines. 
Among these four genes, two (PUT4 and PCL5) also showed a decrease in basal expression in 
the evolved lines. Four further genes showed new induction in the evolved lines. One of them, 
CUP1-1 (figure 5a), has previously been observed to be up-regulated in response to osmotic 
stress (Yale & Bohnert, 2001). Five genes showed reduced induction in our experiment. One of 
the genes, HSP30, encodes a stress-responsive protein that negatively regulates the H(+)-ATPase 
Pma1p. It is induced by heat shock, treatment with organic acid and ethanol, and glucose 
starvation (Panaretou & Piper, 1992; Piper et al., 1994; Piper et al., 1997).  
 
In contrast to the few genes which showed increased induction, a total of 37 genes showed 
increased repression. Out of these 37 genes, one gene (HLR1) is directly involved in the stress 
response. This gene encodes a protein involved in regulation of cell wall composition, as well as 
in the osmotic stress response (Alonso-Monge et al., 2001). 12 genes showed new repression in 
our experiment. Among these 12 genes, the genes GCV2 and GCV1 were previously found to be 
up-regulated in osmotic stress (Yale & Bohnert, 2001). We did not find any gene with reduced 
repression. 
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Figure 5: Genes with differential expression in the S lines compared to the ancestral strain 
(|Z-score|≥1.5). The plots show the level of expression change (vertical axis) and the Z-score 
(horizontal axis) for genes with (a) changed regulation, and (b) changed basal expression in the 
evolved lines. One should note that the basal change in expression is represented in terms of fold 
change, where the expression change is calculated as the ratio of the expressions in the evolved 
lines and the ancestral strain. The calculation of regulated expression change involves an 
additional subtraction of basal expression change and thus, can not be represented as fold 
change.  
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Figure 6: The five genes with the highest Z-score in each of four categories of expression 
change in the evolved lines. Categories are (a) change in the level of induction, (b) change in 
the level of repression, (c) increase in basal expression, and (d) decrease in basal expression. The 
columns show, from left to right, the systematic gene name, the extent of expression change, the 
Z-score, the gene’s common name, the type of expression change (in (a) and b) only), and a 
reference, if the gene had responded physiologically to hyperosmotic stress or saline stress in 
previous studies.  
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 We next classified genes whose regulation changed in any of these ways according to their 
functions, using the CYGD classification of yeast genes (Güldener et al., 2005) (supplementary 
figure 4), and compared their distribution among functional categories with the proportions of 
the yeast genome in each category. The distribution of the number of genes among different 
classes is non-random for genes whose repression changes (49 genes in total; Chi-square test, 
p<0.001, df=17), whereas the distribution is not significantly different from random for the genes 
whose induction changes (13 genes; p>0.1, df=17). We then asked whether genes whose 
regulation changes occur preferentially in specific functional categories. Interestingly, for genes 
with change in induction level, such genes are (marginally) enriched only in the functional class 
of cell rescue, defense and virulence (p=0.0444). Genes whose repression changes are enriched 
in the functional classes transcription (p=0.0006), protein synthesis (p=0.0008), and proteins 
with binding or catalytic function (p=0.0003). The classes protein fate (folding, modification, 
destination; p=0.0232), cellular transport (p=0.0048), cell cycle/DNA processing (p=0.0134) and 
cell rescue, defense and virulence (p=0.0230) contain fewer genes whose repression changes 
than expected by chance alone (all p-values based on an exact binomial test). 
 
Genes with basal level expression change 
Next we turn to genes that show a change in basal expression. There are 82 such genes. Thirty 
eight of them increased their basal expression, whereas 44 genes reduced their basal expression. 
Figure 5b plots the extent of change in basal expression (log2-transformed) of all the genes 
against their corresponding Zb values. Some of the genes with significant changes in the basal 
expression level are labeled. Figure 6c and d lists the top five genes (based on Zb) with increased 
and decreased basal expression, respectively. The distribution of genes among different 
functional classes (supplementary figure 4) is significantly different from what would be 
expected by chance alone for the genes with increase in basal expression (p<0.05,df=17, Chi-
square test), and also for the genes with a decrease in basal expression (p<0.001,df=17). For 
genes with an increase in basal expression, the class ‘cell rescue and defense’ (stress response) 
shows significantly more genes than expected (p=0.0059, exact binomial test), and the class 
protein fate (p=0.0409) shows significantly fewer genes than expected by chance alone. For 
genes with a decrease in basal expression, the class ‘cell type differentiation’ (cell wall, 
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 sporulation, spore wall etc.) (p=0.0165) shows more genes than expected, and the classes 
‘transcription’ (p=0.0125) as well as ‘protein fate’ (folding, modification, destination) 
(p=0.0014) contain fewer genes than expected. 
 
Two well-established stress response genes showed an increase in basal expression in the 
evolved lines. One of them is CTT1, whose basal expression increased by ~1.6 fold compared to 
the ancestral strain. This gene was found to be induced in four previous genome-wide studies of 
physiological stress adaptation in yeast (Gasch et al., 2000; Rep et al., 2000; Causton et al., 
2001; Yale & Bonhert, 2001). The second known stress response gene is the transcription factor 
MSN4, whose expression was increased by approximately 1.5 fold. A more detailed analysis of 
individual genes can be found in the supplementary material (supplementary text). 
 
Whole Genome (Re)Sequencing Analysis 
Some laboratory evolution studies have identified few beneficial mutations of large fitness 
effects in evolving populations (Blanc & Adams, 2003; Velicer et al., 2006; Stanek et al., 2009). 
To find out if there are any such mutations in our study system, we subjected the ancestral strain 
and population samples from two of our evolved lines (S1 and S2) to deep sequencing at about 
10X coverage and the third line (S3) to ~50X coverage, using the Roche 454 Genome 
Sequencer. In our analysis of this sequence data, we aimed to identify only changes that may 
have swept to high frequency or fixation and 10X coverage is sufficient for that purpose. We 
chose candidate SNPs based on the criteria for the changed (derived) nucleotide described in 
supplementary methods and our approach is deliberately conservative. We identified 56 
candidate SNPs and 7 deletions in total from all the three evolved (S) lines. 
 
We sequenced all 56 candidate SNPs and 7 candidate deletions, but only one of them turned out 
to be a true change. This change was a SNP unique to line S2, and occurred at a frequency 
exceeding 50 percent, based both on next generation sequencing data and PCR sequencing data. 
This SNP is a non-synonymous G to A mutation (amino acid change: G230D) in the MOT2 
(YER068W) gene. The gene MOT2 is a subunit of the CCR4-NOT complex which has roles in 
transcription regulation, mRNA degradation, and post-transcriptional modifications (Cade & 
Errede, 1994; Liu et al., 1998; Badarinarayana et al., 2000; Denis et al., 2001; Panasenko et al., 
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 2006; Mersman et al., 2009), with no known role in salt tolerance. 
 
 
Figure 7: Fitness analysis (using FACS) of the ancestral strain into which the mutant 
MOT2 gene of line S2 was introduced, and the corresponding wild-type MOT2 gene as a 
control. (a) Fitness in medium with NaCl (b) Fitness in medium without NaCl. The data show 
that the mutant MOT2 gene increases the fitness in salt medium as well as in medium without 
salt, and to similar extents. 
 
To test whether the MOT2 SNP alone provided any fitness benefit to yeast in salt, we replaced 
the wild-type variant of MOT2 in the genome of the ancestral strain with the mutant (see 
Methods). Three replicate competition assays using FACS (see Methods) showed a relative 
population fitness w=1.043±0.008 for the mutant MOT2 allele (figure 7a) in medium with NaCl, 
compared to w=0.999±0.014 for the wildtype MOT2 allele. However, the fitness increase of the 
mutant MOT2 could only explain 25.3 percent of the total amount of fitness increase in line S2, 
whose relative fitness was w=1.17, indicating that there are other factors that contribute to the 
fitness increase of the line S2. In addition, we note that the MOT2 mutation also conferred a 
substantial fitness increase in the absence of NaCl (figure 7b), indicating that this mutation is not 
specifically adaptive to salt stress. 
 
Duplication and PFGE 
We next turned to copy number variations as sources of evolutionary adaptation. Since large-
scale chromosomal rearrangements and aneuploidies are frequent in yeast laboratory evolution 
(Adams et al., 1992; Dunham et al., 2002; Rancati et al., 2008), and are also observed in yeast 
76
Chapter 2
 gene knock-out strains (Hughes et al., 2000), we first wanted to know whether such 
rearrangements were numerous in our evolved lines. To this end, we first performed pulsed field 
gel electrophoresis (PFGE) analysis of whole chromosomes for two clones of the ancestral strain, 
as well as for two clones from each of the evolved lines. This experiment revealed no changes in 
any of the lines, except for one additional band (at ~500kb) that occurred exclusively in line S3 
(figure 8a). PFGE for chromosomes digested with the NotI restriction enzyme also revealed a 
single novel band (~180kb), which was again unique to line S3 (figure 8b). Taken together, these 
observations suggest that high frequency copy number changes on a chromosomal scale are not 
rampant in our evolved lines, and the same arrangements do not occur across lines. All other 
distinguishable fragments in the gel, apart from the novel band of size ~180kb in line S3, were as 
predicted for a haploid yeast genome from a computational restriction digest of the genome with 
NotI. Additionally, chromosome-wide read coverage data from next generation sequencing (see 
below) supports the notion that there are no copy number changes involving large chromosome 
fragments (supplementary figure 5).  However, a change in ploidy in the evolved lines that 
would affect entire chromosomes is not detectable by any of these two methods. 
 
Gene Amplifications and Deletions from Next Generation Sequencing data 
We next turned to smaller scale copy number changes that we could detect in our next generation 
sequencing data. To detect gene duplication and deletions, a segmentation algorithm (see 
supplementary methods) was used along with analysis of DNA breakpoints from the reads (see 
supplementary methods). The results of both analyses are described in detail in the 
supplementary text. 
 
We did not observe any large amplification or deletion in the genomes of any of the lines (and 
specifically in line S3) that could explain the appearance of novel bands in the pulsed field 
electrophoresis data from figure 8. This observation, together with read coverage data of 
individual chromosomes (supplementary figure 5) suggests that these novel bands were results of 
a non-duplicative translocation event in the line S3. However, for a haploid genome, a 
translocation event would displace one of the original bands in the PFGE, which we did not 
observe. Thus, such a translocation event is only consistent with the PFGE data if the affected 
chromosome occurs in more than one copy. In other words, it is consistent with a ploidy change 
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 in line S3.  
 
Figure 8: Pulsed field gel electrophoresis (PFGE) analysis of the three replicate salt evolved 
lines S1, S2 & S3 and the ancestral strain. Two clones from each of the lines S1,S2 and S3 
were subjected to PFGE analysis along with the ancestral strain. (a) The PFGE for the yeast 
chromosomes from the evolved lines S1, S2 and S3 and the ancestral strain. The chromosomes 
are shown on the left side. M represents the yeast chromosome PFG marker (NEB Catalog# 
N0345S). Only line S3 shows a new band (red arrow) of size approximately 500kb. (b) PFGE 
analysis of the NotI digested chromosomes from the lines S1, S2, S3 and the ancestral strain. M 
represents the Mid-range PFG marker I from NEB (Catalog# N3551S), whose fragments range 
between 15 kb and 291 kb. Again, only line S3 shows a new band (red arrow) in the gel, which 
has a size of approximately 180kb. 
 
Ploidy of the Evolved Yeast Lines 
Changes in ploidy of haploid yeast strains under salt stress have been observed before (Gerstein 
et al., 2006). Neither PFGE nor chromosome wide read coverage data would be able to detect 
such changes. To estimate the ploidy level of evolved lines in comparison to the ancestral strain, 
we grew ancestral strain and population samples of the evolved lines for twenty four hours at 
30oC and estimated the cell densities. We then isolated genomic DNA from a defined number of 
cells and quantified the DNA amount, which allowed us to calculate the DNA content per yeast 
cell for all the lines. We found that the DNA content per cell of lines S1 and S2 had increased by 
78.7 percent and 85.4 percent, respectively, from that of the ancestral strain. For the line S3, the 
DNA content per cell was more than double that of the ancestral strain (119.91 percent increase 
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 from the ancestral strain)(figure 9). These observations suggest that all the evolved lines have 
become massively aneuploid. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9: DNA content per yeast cell of the ancestral strain and the evolved lines. The 
ancestral strain and population samples of the evolved lines were grown for 24 hours at 30oC. 
For each of the cultures, the cell density was estimated. Genomic DNA was isolated from a 
defined number of cells and DNA quantification was carried out with a NanoDrop ND-1000 
spectrophotometer. The DNA content per cell was then calculated for each line. The figure 
suggests that all the evolved lines have become massively aneuploid. 
 
A consistent cell size increase during our experiment 
Increases in ploidy are often associated with cell size increases. Our lines are no exception, as 
exemplified by the histogram of figure 10a, which shows the distribution of cell diameters of the 
ancestral strain and the evolved line S2. This increase is also microscopically visible (figure 
10b). The mean cell diameter increased from 2.35μm (±0.70μm) to 6.73μm (±2.34μm). Along 
with a significant increase in the mean cell diameter (t-test, p-value <2.2x10-16), the coefficient 
of variation (Cv), as defined by the ratio of standard deviation and mean, also increased 
significantly (t-test for distributions of Cv for samples drawn from two distributions, p<10-6). In 
other words, not only did cells become larger during laboratory evolution, they also became 
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 more variable in size. Cell size changes in laboratory evolution experiments are not 
unprecedented. They have been observed in evolving E. coli populations (Lenski & Travisano, 
1994; Lenski & Mongold, 2000; Philippe et al., 2009), as well as in Staphylococcus aureus 
populations in NaCl medium (Vijaranakul et al., 1995). However, the effect of cell size on 
survival and fitness is generally poorly understood. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10: Cell size comparison between ancestral strain and one evolved line. (a) 
Histogram of cell diameters of the ancestral strain and the S2 line, showing that the salt evolved 
cells are bigger than the ancestral cells. (b) Microphotograph of cell samples from the ancestral 
strain and the salt evolved lines. 
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 Discussion 
 
To investigate evolutionary adaptation to long-term osmotic stress, we evolved yeast cells in the 
laboratory for 300 generations in high salt (NaCl) medium. We observed that salt reduces the 
growth rate of our ancestral strain by 11 percent. Consequently, the final cell density after 24 
hours of growth is approximately 3 times lower compared to cells grown in the same medium but 
without salt. Our three replicate evolved lines grow approximately 8 to 12 percent faster than the 
ancestral strain in high salt medium, and part of this increase reflects adaptation specific to salt. 
 
We analyzed the gene expression levels in all the evolved lines as well as in the ancestral strain. 
Although there were many shared genes between that respond to salt in similar manner in the 
evolved lines and in the ancestral strain , we also observed multiple differentially expressed 
genes in the evolved lines compared to the ancestral strain. These differentially expressed genes 
can be divided into two categories. The first category comprises genes with changes in their 
basal expression level in the evolved lines compared to the ancestor (i.e., even in the absence of 
salt). The second category comprises genes regulated differently in response to salt in the 
evolved lines. 
 
Multiple genes whose expression shows an evolutionary response in our experiments were also 
affected by hyperosmotic stress or salt stress in previous studies of the physiological stress 
response. Changed expression of many genes in the physiological stress response in general, and 
in the hyperosmotic stress response in particular is transient (Gasch et al., 2000; Causton et al., 
2001), and may depend on the time and conditions in which it is measured. It is thus to be 
expected that different studies show limited comparability with respect to the identity of these 
genes.  
 
Some of the genes whose expression evolved are known to be associated with the stress 
response. For example, two genes, CTT1 and GAC1, showed an increase in basal expression in 
the evolved lines compared with the ancestral strain. Both these genes were also up-regulated in 
response to salt in our ancestral strain. CTT1 encodes a cytosolic catalase and protects the cell 
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 from oxidative damage by reactive oxygen species (Jamieson, 1998; Lushchak & Gospodaryov, 
2005; Herrero et al., 2008). This gene has been shown to be up-regulated in four previous studies 
of physiological stress response and salt stress response (Gasch et al., 2000; Rep et al., 2000; 
Causton et al., 2001; Yale & Bohnert, 2001). The gene GAC1 is associated with glycogen 
synthesis (Wu et al., 2001) and is also induced during osmo-adaptation (Posas et al., 2000). Both 
these genes contain stress responsive elements (STRE) in their promoters (Schuller et al., 1994; 
Moskvina et al., 1998) and are known to be activated under various stress conditions. A third 
gene, CUP1-1, showed increased induction in the evolved lines and also was up-regulated in 
response to NaCl in our ancestral strain. This gene was also shown to be up-regulated in one 
previous study of physiological stress response (Yale & Bohnert, 2001). Yet another gene, 
HLR1, showed increased repression in the evolved lines, and was down-regulated in the ancestral 
strain in NaCl medium. This gene encodes a protein involved in maintaining cell wall 
composition and is also involved in response to osmotic stress (Alonso-Monge et al., 2001).  
 
There are three main physiological components of the salt stress response. They affect adaptation 
time to salt, growth rate in salt, and efficiency of growth in salt (Warringer et al., 2003). In our 
experiments, evolutionary adaptation to salt must affect one or more of these three components, 
because the viability itself of yeast cells does not change between the ancestral strain and the 
evolved lines. There are various ways in which these components could change during evolution. 
Firstly, some of the genes whose basal expression changes might be directly involved in the 
initial adaptation to salt. Increasing or decreasing the basal expression of those genes to the level 
needed for salt adaptation, might enable the cells respond to salt much more quickly as opposed 
to changing their expression state. For example, some ion transporter genes (e.g. FRE5) have an 
increased basal expression in the evolved lines in our experiment. Higher levels of these 
transporter proteins at the initial stages of the salt stress response would help cells achieve ion 
homeostasis much more quickly. Secondly, some of the differentially expressed genes might not 
be directly related to the salt stress response but encode transcription factors that control salt 
stress response genes. For example, the transcription factor MSN4, that controls many stress 
response genes, has increased basal expression levels in our evolved yeast lines. Higher levels of 
this transcription factor during the initial adaptation phase could ensure faster induction of the 
82
Chapter 2
 genes required for salt stress response. Thirdly, there are genes that show evolutionary change in 
regulation in the evolved lines. Higher level of induction or repression of these genes might 
increase the growth rate and/or efficiency of growth in salt medium.  
 
We found 16 genes that gained regulation (new induction and new repression) in the evolution 
experiment, suggesting that new ways of salt stress adaptation could also arise during evolution. 
However, we also observed loss of regulation, at least to some extent, for five genes (genes with 
reduced induction and reduced repression) in the evolved lines. Because we performed our 
evolution experiment under constant environmental stress, losing regulation might be 
advantageous for evolutionary adaptation to salt stress. If the affected genes are involved in 
adaptation to multiple stressors, losing regulation could actually be beneficial both under 
constant or fluctuating environmental stressors. However, if the affected genes are specific for a 
particular stress, a loss in regulation may also have a cost, because cells would become 
physiologically less flexible under fluctuating environmental stresses. Among the five genes with 
loss of regulation, one gene, HSP30, can be induced by several stressors (Piper et al., 1997). On 
the contrary, the mRNA level of this gene was shown to be diminished in NaCl medium by Rep 
et al (Rep et al., 2000).  
 
The hyperosmotic and salt stress responses are complex and influenced by many genes. It is an 
open question whether a small number of genetic changes with large effects could dramatically 
increase salt stress resistance, and thus explain the fitness increase in our evolved lines. To find 
out, we also sequenced the ancestral strain and population samples of the evolved lines using 
deep sequencing with genome coverages between 10- and 50-fold to identify whether any high 
frequency polymorphisms arose in the evolved lines during our evolution experiment. For two 
reasons, we chose deep population sequencing over clone sequencing. First, population 
sequencing gives a comprehensive view of polymorphisms in a population. Second, it can also 
permit estimation of polymorphism frequencies, although any such estimate would be more 
qualitative than quantitative at our sequence coverage. At the very least, population sequencing 
can detect high frequency polymorphisms. Such polymorphisms are of the greatest interest to us, 
because they would correspond to adaptive mutations with strong fitness effects that rose to high 
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 frequencies. We note that the effective population sizes in our experiment are so large (>2x106) 
that no neutral polymorphisms would be expected to rise to high frequencies during the 
experiment’s short duration except perhaps through hitchhiking with an advantageous mutation. 
(Clone sequencing can detect low frequency polymorphisms, but for a heterogeneous population, 
this method requires sequencing of many clones, and is thus currently prohibitively costly.)  
 
Only one of our evolved lines (S2) contained a high frequency single nucleotide polymorphism 
(SNP). This SNP occurs in more than 50 percent of the population, and causes an amino acid 
substitution in the protein encoded by the MOT2 gene. When introduced into the ancestral strain, 
this mutation causes a fitness increase that explains 25.3 percent of the increase in fitness w in 
the evolved strain. However, the mutation causes a fitness increase also in the absence of salt, 
which means that its effects do not reflect a specific adaptation to salt.  
 
Multiple genetic changes of low population frequency could be present in our evolved lines, and 
these changes might explain a part of the fitness increase we see. Such low frequency SNPs 
might be present for several reasons. First, individual mutations may confer only modest fitness 
benefits and thus increase in frequency slowly. Second, some mutations with very strong fitness 
effects may have occurred, but late in the experiment, and thus might simply not have had 
enough time to rise to high frequency. Third, the fitness effect of alleles might be determined by 
epistatic interactions with other mutations elsewhere in the genome (Elena & Lenski, 1997; 
Elena & Lenski, 2001; Morgan & Feldman, 2001). Eventually genotypes with such alleles might 
rise to high frequency, but at time scales much longer than those of our experiment, because 
multiple mutations might have to occur before any one epistatic combination with strong benefits 
arises. Finally, and perhaps most importantly, there could be clonal interference between 
multiple beneficial polymorphisms in the population and this might prevent any particular 
polymorphism from rising to high frequency in the population (Kao & Sherlock, 2008). 
 
Similar to our analysis on SNPs, our analysis on copy number variations, both based on PFGE 
and next generation sequencing, did not reveal any large scale copy number changes shared 
across strains. However, we observed ploidy increases in all the evolved lines, and this could be 
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 the reason behind the increase in cell size of these lines.  
 
Evidence from plants suggests that an increase in ploidy and the resultant increase in cell size 
can be advantageous under salt-stressed conditions. For example, within a species, plants with 
higher ploidy can cope with salt stress better than plants with lower ploidy (Saleh et al., 2008). 
Polyploid plants have higher water content and lower osmotic pressure than diploid plant 
(Noggle, 1946). Their increased water content is due to a decrease in the surface-to-volume ratio 
of cells (Stebbins, 1950). In addition, any water content decrease due to high salinity is smaller 
in polyploid plants than that in diploid plants (Tal & Gardi, 1976). Gerstein et al. observed that 
initially haploid yeast lines increased genome size significantly faster under salt stress than in 
unstressed conditions, suggesting an advantage for higher ploidy or increased cell size also in 
yeast (Gerstein et al., 2006). 
 
Changes in ploidy could help yeast cells adapt faster physiologically, for example by affecting 
expression of genes important for salt stress tolerance. Could all the changes in gene expression 
that we observed in our experiment be caused solely by ploidy changes or by the concomitant 
increase in cell size? To find out, we compared the set of genes that changed expression in our 
evolved lines with the set of genes that are known to change expression after cell size increases 
(Wu et al., 2010) and ploidy changes (Galitski et al., 1999). Remarkably, only three genes that 
evolve changed expression in our experiment (out of 144 differentially expressed genes in our 
dataset) are among the genes affected by cell size increase or ploidy changes. Two of these genes 
showed increased basal expression in our experiment. One of them, YIL169C, was also observed 
to be induced with increase in cell size (Wu et al., 2010). The other gene, COS8, was observed to 
change expression with a change in ploidy level (Galitski et al., 1999). The third gene, 
YLR042C, showed a basal decrease in expression in our evolved lines. It was also observed to be 
repressed in cells with increased size (Wu et al., 2010). 
 
Overall, the vast majority of changes that we observe in gene expression cannot be caused by 
changed ploidy or cell size. Because our whole genome sequencing analysis revealed no small 
genetic changes of strong phenotypic effects, the gene expression changes we observe could be 
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 caused by multiple genetic changes of modest individual effects. Some of these changes might 
affect a gene’s expression in cis, others in trans, for example through changes in the amino acid 
sequence of transcriptional regulators (Wittkopp et al., 2004; Emerson & Li, 2010). In addition, 
some expression changes may be caused by epigenetic change (e.g., changes in DNA 
methylation) or alterations in cellular memory (Turner, 2002; Ringrose & Paro, 2004; Zhang et 
al., 2005; Zacharioudakis et al., 2007). 
 
We found several genes with modest changes in expression level in our evolved lines, and no 
gene with very strong expression change. Our observations stand in contrast to the only 
laboratory evolution study we know of that investigated evolutionary adaptation to a stressor. 
The study asked how E. coli cells adapt to heat stress. It observed very high level of evolutionary 
expression change in two proteins, GroEL and GroES, that are known heat shock genes 
(Rudolph et al., 2010). The reason for this difference to our work is probably that adaptation to 
salt stress requires several molecular functions simultaneously, namely ionic detoxification to 
achieve ionic equilibrium, maintaining cellular water activity, and osmolyte synthesis. Each of 
the evolutionarily altered genes in our experiment may perform or control some of these 
functions and thus, may have only a modest individual fitness contribution when differentially 
expressed. In addition, gene interactions (Phillips 2008; He et al., 2010) could also contribute to 
a fitness increase. This scenario resembles recent observations in genome wide association 
studies (GWAS) for complex human traits and diseases, where researchers have observed many 
genetic variants with modest individual effects on a phenotype (Frayling, 2007; Barrett et al., 
2008; Cooper et al., 2008; Visscher, 2008; Zeggini et al., 2008; Hindorff et al., 2009; Manolio et 
al., 2009; Visscher & Montgomery, 2009; Park et al., 2010; Yang et al., 2010). 
 
In sum, adaptation to salt stress is associated with gene expression changes, and with a DNA 
content increase in all three evolved lines. It is also associated with one high frequency mutation 
in one of the evolved lines, and with one chromosomal rearrangement in another. Previous 
studies suggest that the DNA content increase we observe might facilitate evolutionary 
adaptation to high salt. However, it is not sufficient to explain the expression changes in 144 
genes that our evolved lines show. These expression changes may be caused by multiple genetic 
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 changes of low frequency (that might vary among subpopulations) or by epigenetic changes. 
Several of the genes that change expression through evolutionary adaptation are also involved in 
the physiological stress response, which supports a causal role for these genes in evolutionary 
adaptation to salt stress. Although the fine-tuning of several genes helps shape the complex, 
polygenic trait we study, some of their expression changes might also reflect cellular constraints 
on evolution. Future work will allow us to disentangle these two contributors to evolutionary 
adaptation in gene expression. 
 
Methods 
Strains and media 
All laboratory evolution experiments started from the same clone of haploid yeast strain 
BY4741, which is referred to as the ancestral strain. The 3 replicate yeast lines evolved in NaCl 
are referred to as lines S1, S2 and S3. The growth rates of the evolved lines as well as the 
ancestral strain were measured relative to a BY4741 strain in which the CWP2 gene was GFP-
tagged (termed as the reference strain). For serial transfers, cells were cultured in YP and 2% 
galactose (YPG) and YPG supplemented with 0.5 M NaCl (YPGN).  
 
Serial transfer 
Six parallel serial transfer experiments were started from one single clone of the ancestral strain. 
In each parallel experiment, 50 ml yeast culture was grown for at 30oC. Every 24 hours, 50μl of 
grown culture was transferred into fresh culture medium; 30 such transfer cycles were carried out 
for a total of approximately 300 generations (Each transfer cycle involved approximately 
log21000≈10 cell generations). In three of the parallel experiments, the culture medium was YPG 
, whereas in the other three parallel experiments, the medium was YPGN. 
 
Viability assays 
To estimate cell viabilities, cultures of growing yeast cells were sampled after 16 hours (during 
exponential growth phase), as well as after 24 hours (during stationary phase), diluted and plated. 
The plates were incubated at 30oC for 5 days and the number of colonies was counted. The 
relative viabilities of both the ancestral strain and the evolved lines were estimated from the ratio 
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 of colonies forming on agar plates containing YPG+ 0.5M NaCl to that of plates containing only 
YPG. All the measurements were carried out in three biological replicates. 
 
Competition assays 
To compare growth rates of the evolved lines with that of the ancestral strain, competition assays 
were carried out in triplicates using fluorescence activated cell sorting (FACS). Cells from frozen 
glycerol stocks were grown overnight in 4ml YPD medium (30oC, 220rpm) until late logarithmic 
phase (<1.5x108 cells/ml). For the competition assay, approximately equal cell numbers of the 
reference strain and of the competing strain were mixed and grown for 24 hours at 30oC. The 
relative cell numbers at the beginning and at the end of the competition experiment were 
determined using FACS (supplementary methods) and growth rate differences were estimated as 
described in supplementary methods. For calculation of fitness, it was taken into consideration 
that the cell numbers at the beginning of the assay may have differed between the reference 
strain and the competing strain. 
 
Whole genome transcriptome analysis  
The mRNA expression levels in the ancestral strain and in the evolved lines were analyzed using 
a GeneChip Yeast Genome 2.0 Array (Affymetrix). Equal number of cells from the ancestral 
strain and the evolved lines were grown in YPG medium for 16 hours. The cells were then either 
induced with 0.5M NaCl, or grown uninduced for 20 further minutes. The microarray analysis 
was carried out for two replicates each for the ancestral strain in YPG and YPGN (4 in total) and 
for 4 replicate population samples (One for S1, two for S2 and one for S3) each in YPG and 
YPGN for the S lines (8 in total). “Shared” genes, genes that respond to NaCl in a similar 
manner between the ancestral strain and the evolved lines, with significant up-regulation or 
down-regulation were identified using a t-test at p=0.05, False Discovery Rate (FDR)<10% and 
|log2(fold change)|≥1. 
                
Genes with changes in basal expression or change in regulation were identified based on two Z 
scores, Zr and Zb (see supplementary methods). Genes whose absolute Z-scores exceeded a value 
of 1.5 were considered to be differentially expressed. The differentially expressed genes were 
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 then grouped into different classes using the CYGD functional classification for yeast genes 
(Güldener et al., 2005).  
 
Whole Genome Sequencing and SNP identification 
The ancestral strain, as well as population samples of the NaCl evolved lines at generation 300 
were sequenced at approximately 10X coverage using next generation pyrosequencing 
(Margulies et al., 2005) (genome sequencer FLX LR system, Roche). The line S3 was further 
sequenced to a total of ~50X coverage. Candidate SNPs and indels were identified using blastn 
(Altschul et al., 1990) followed by MUSCLE (Edgar, 2004) based on the criteria described in 
supplementary methods. PCR sequencing was done to confirm candidate SNPs and indels. 
 
Pulsed-field gel electrophoresis (PFGE) 
To identify large scale chromosomal rearrangements, two clones from each of the evolved lines 
(S1, S2 and S3) and the ancestral strain were analyzed by PFGE. Agarose plugs were prepared 
with the CHEF Yeast Genomic DNA Plug Kit (Bio-Rad) according to the manufacturer’s 
protocol. For restriction enzyme digestion, agarose plugs were incubated with NotI restriction 
enzyme for 16hrs at 37oC mixture in an appropriate restriction buffer. The digested or undigested 
plugs were then loaded into the wells of 1% agarose gels. Electrophoresis was carried out in a 
CHEF-DRIII system (Bio-Rad). The gels were stained using ethidium bromide (EtBr) and 
photographed.  
 
Gene Amplification and Deletions from Next Generation Sequencing data 
In addition to identifying very short indels within individual reads, larger gene duplications and 
deletions in the evolved lines, compared to the ancestral strain, were identified using read 
coverage information from the sequencing data. Furthermore, DNA breakpoint analysis was 
performed to confirm those candidate copy number changes.  
 
Ploidy determination of the evolved lines 
To estimate the ploidy level of the evolved lines in comparison to the ancestral strain, the 
ancestral strain and population samples of the evolved lines were grown for 24 hours at 30oC. 
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 Genomic DNA was isolated from a defined number of cells following the protocol described in 
Sambrook & Russell, 2001(Chapter 6). 
 
Cell size measurement 
Population samples of ancestral and evolved cells were grown in YPG medium up to mid-log 
phase. The cell density was adjusted to be the same for all the samples (~1x107cells/ml). 20ul of 
cells were then loaded onto disposable counting chambers and the cell sizes, were measured 
using a Cellometer M10 (Nexcelom Biosciences), following the manufacturer's protocol. 
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Supplementary figures 
 
 
 
 
Supplementary Figure 1 - Effect of NaCl on the growth rate of the ancestral yeast strain. 
Equal number of ancestral strain cells were inoculated into YPG medium and YPGN medium 
(YPG supplemented with 0.5M NaCl), and grown for 24 hours. Cell numbers were counted 
manually after 24 hours. The experiment shows that NaCl reduces the growth rate of the 
ancestral strain, and after 24 hours the cell numbers in YPGN medium are almost three times 
lower than the cell numbers in YPG medium.  
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Supplementary figure 2 - Different functional gene classes [94] are enriched or 
impoverished for genes that respond similarly (t-test, |log2(fold change)|≥1, p-value<0.05, 
False Discovery Rate<10%) to NaCl in all the evolved yeast lines, and in the ancestral 
strain. The vertical axis shows the functional classes of genes we consider, and the horizontal 
axis shows the fraction of genes in each category listed on the bottom of the figure. Asterisks 
(‘*’) indicate classes where the number of genes differs significantly from that expected by 
chance alone, as indicated by a binomial test.   
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Supplementary figure 3 - Schematic diagram for the type of expression change that can 
occur as a result of evolutionary adaptation in the evolved S lines compared to the 
ancestral strain. Each bar chart reflects the expression level of a hypothetical gene in the 
ancestral and evolved strain, in the absence and presence of salt. The scenarios that are depicted 
on the following pages are as follows - (a) Basal change in expression but no change in 
regulation (b) Increased induction (c) Reduced induction (d) Increased repression (e) Reduced 
repression (f) New induction (g) New repression 
 
Supplementary figure 3a: No change in Regulation 
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Supplementary figure 3b: Increased induction 
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Supplementary figure 3c: Reduced Induction 
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Supplementary figure 3d: Increased Repression 
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Supplementary figure 3e: Reduced Repression 
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Supplementary figure 3f: New Induction 
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Supplementary figure 3g: New Repression 
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Supplementary figure 4 - Different functional gene classes (Güldener et al., 2005) are 
enriched or impoverished for genes that change expression in the salt evolved yeast lines (S 
lines), compared to the ancestral strain. The vertical axis shows the functional classes of genes 
we consider, and the horizontal axis shows the fraction of genes in each category listed on the 
bottom of the figure. Asterisks (‘*’) indicate classes where the number of genes differs 
significantly from that expected  by chance alone, as indicated by an exact binomial test.    
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Supplementary figure 5 - Chromosomal read coverage ratio for all the chromosomes 
between each salt evolved yeast lines and the ancestral strain. The X-axis represents the 
chromosome numbers. M stands for mitochondrion. The read coverage does not dramatically 
exceed that of the ancestral strain for any of the evolved lines, and for any of the chromosomes. 
This observation suggests that there are no chromosome-scale duplications or deletions in any of 
the evolved lines. The new bands that appear in the PFGE analysis for line S3 could be a non-
duplicative chromosomal translocation event.  
 
 
 
 
 
 
 
 
 
 
 
 
108
Appendix to Chapter 2
 
 
Supplementary figure 6 - Relationship between %G+C content and read coverage. The 
%G+C content was calculated for all possible reads of length 250bp in a genomic window of 
10kb and plotted against the average number of reads per base pair in that 10kb window. The 
blue lines indicate the least square fits of the average number of reads versus %G+C content. We 
can see that the %G+C content has no significant effect on the average read coverage in all the 
lines. The plots show %G+C content vs Average read coverage per base pair in (a) Ancestral line 
(b) S1 line (c) S2 line  and (d) S3 line.  
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Supplementary figure 7 - Length distribution of amplifications and deletions from the lines 
S1, S2, and S3 from the actual data (A) and the randomized data (R) (a) with false positive rate 
(FPR) <10% (b) without controlling FPR. 
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Supplementary figure 8 - Copy number distribution of amplifications and deletions from 
the lines S1, S2, and S3 from the actual data and the randomized data (a) with FPR<10% (b) 
without controlling for FPR. The X-axis represents the absolute change in copy number. For 
deletions, the copy number change actually represents the population frequency of the deletions. 
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Supplementary figure 9 - Effect of random sampling and the sensitivity of the segmentation 
algorithm (sensitivity) in detecting amplifications and deletions of various lengths and copy 
numbers. The X-axis represents the length of the amplified or deleted region (in basepairs), the 
Y-axis represents the Copy number of amplifications and deletions spiked into the data using 
random sampling and the Z-axis shows the sensitivity of the segmentation algorithm (see 
Methods). A sensitivity of 0.8 means that the algorithm could correctly detect an 
amplification/deletion of a particular size and copy number in 80% of the time.  
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Supplementary figure 10 - The steps of segmentation algorithm for calling amplifications 
and deletions based on coverage ratio (CR).  
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Supplementary text 
 
Functional classification (Güldener et al., 2005) of genes that respond similarly to salt stress 
between the ancestral strain and the evolved lines 
We observed 581 common genes that were induced in salt and 580 common genes that were 
repressed in salt with |log2(fold change)|≥1 (t-test, p-value<0.05, False Discovery Rate <10%). 
We classified genes with similar expression in ancestral and evolved strain using the 
Comprehensive Yeast Genome Database (CYGD) classification from the Munich Information 
Center for Protein Sequences (MIPS)(Güldener et al., 2005).  
 
The distribution of the number of genes in various classes is significantly different from what 
would be expected by chance alone, for both the up-regulated (Chi-square test, p<0.001, df=17) 
and down-regulated (p<0.001, df=17) genes. Also the numbers of genes in individual functional 
classes that are regulated in similar ways in the ancestral and evolved lines are significantly 
different from the number expected by chance alone, that is, from the number of genes in each 
class (exact binomial test). These classes can again be categorized into two groups - the classes 
that have more genes than expected and the classes that have fewer genes than expected by 
chance alone. For genes induced by salt, the classes associated with energy production (p-
value<0.01) and cell rescue/defense (p-value<0.01) are overrepresented, whereas the classes 
associated with cell cycle and DNA processing (p-value<0.01), transcription (p-value<0.01), 
protein synthesis (p-value<0.01), cellular transport (p-value<0.01), and biogenesis of cellular 
components (p-value=0.03) are underrepresented.  
 
For the genes repressed by salt, the classes transcription (p-value=0.01), protein synthesis (p-
value<0.01), protein with binding function or cofactor requirement (structural or catalytic) (p-
value<0.01), cell fate (p-value=0.02), biogenesis of cellular components (p-value=0.03), cell 
type differentiation (p-value=0.03), and development (systemic) (p-value=0.03) are 
overrepresented; the classes energy(p-value=0.01), cell cycle and DNA processing (p-
value=0.01), protein fate (folding, modification, destination) (p-value<0.01), cellular transport 
(p-value<0.01), cell rescue, defense and virulence (p-value=0.02) are underrepresented.  
 
Genes whose regulation changes in the evolved lines (S lines) 
There are only four genes in total which showed increased induction in the evolved lines. All 
four genes were up-regulated (log2(fold-change)≥1) in our ancestral strain in response to NaCl. 
Among these four genes, two of them (PUT4 and PCL5) also showed decrease in basal 
expression in the evolved lines. Four further genes showed new induction in the evolved lines. 
These genes were induced in the evolved lines in response to NaCl, whereas they did not show 
any expression change in the ancestral strain in NaCl. Among these four genes is CUP1-1 
(Figure 6a), a metallothionein gene that binds copper and is associated with resistance to high 
concentrations of copper and cadmium (Karin et al., 1984; Winge et al., 1985). CUP1-1 has also 
been observed to be up-regulated in response to osmotic stress in a previous study (Yale & 
Bohnert, 2001). Five genes showed reduced induction in our experiment. One of the genes, 
HSP30, encodes a stress-responsive protein that negatively regulates the H(+)-ATPase Pma1p. It 
is induced by heat shock, treatment with organic acid and ethanol, and glucose starvation 
(Panaretou & Piper, 1992; Piper et al., 1994; Piper et al., 1997). This gene was shown previously 
to be down-regulated in physiological adaptation to salt stress (Rep et al., 2000). However, this 
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gene was found to be up-regulated in our ancestral strain in NaCl medium. 
 
In contrast to the few genes which showed increased induction, a total of 37 genes showed 
increased repression. All 37 genes were also down-regulated (log2(fold-change)≤-1) in our 
ancestral strain in response to NaCl. Out of these 37 genes, one gene (HLR1) is directly involved 
in the stress response. This gene encodes a protein involved in regulation of cell wall 
composition, as well as in the osmotic stress response (Alonso-Monge et al., 2001). Four of these 
genes are shared with the down-regulated genes observed in the study by Rep et al (Rep et al., 
2000). These are MET6 (associated with Methionine biosynthesis) (Masselot & De Robichon-
Szulmajster, 1975), UTP4 (RNA binding and rRNA processing) (Dragon et al., 2002; Grandi et 
al., 2002; Gallagher et al., 2004), RPF2 (rRNA processing, ribosomal proteins, RNA binding) 
(Morita et al., 2002), and RPA34 (RNA polymerase I subunit A34.5) (Gadal et al., 1997). One of 
the genes, NCA3, was previously found to be up-regulated in response to osmotic stress (Yale & 
Bohnert, 2001). Two genes (YKR041W and PFK27) with increased repression also showed 
increase in basal expression in our experiment. 12 genes showed new repression in our 
experiment. Among these 12 genes, the genes GCV2 and GCV1 were previously found to be up-
regulated in osmotic stress (Yale & Bohnert, 2001). We did not find any gene with reduced 
repression. 
 
Genes with basal change in expression in the evolved lines (S lines) 
Two well-established stress response genes showed an increase in basal expression in the 
evolved lines. One of them is CTT1, whose basal expression increased by ~1.6 fold compared to 
the ancestral strain. We note that the level of induction of CTT1 in response to NaCl was more or 
less the same in the evolved lines and the ancestral strain (Figure 4b). This gene was found to be 
induced in four previous genome-wide studies of physiological stress adaptation in yeast (Gasch 
et al., 2000; Rep et al., 2000; Causton et al., 2001; Yale & Bohnert, 2001).The second known 
stress response genes is the transcription factor MSN4, whose expression was increased by 
approximately 1.5 fold. There are several other genes with increased basal expression that have 
previously been detected to increase expression in response to osmotic stress, including VID24 
(Yale & Bohnert, 2001), RTN2 (Rep et al., 2000; Yale & Bohnert, 2001), and SFK1 (Yale & 
Bohnert, 2001). 
 
Some of the genes with increase in basal expression such as HPF1, MIG2, PDR12, GAC1, 
PFK27 and PGU1 are involved in carbohydrate metabolism. Two of these genes have been 
associated with the stress response. For example, the gene PFK27 encodes the enzyme 6-
phosphofructo-2-kinase that catalyzes the synthesis of fructose-2,6-bisphosphate (Boles et al., 
1996). This gene is regulated by protein kinase A TPK1 (Kretschmer & Fraenkel, 1991), which 
regulates processes involved in osmotic tolerance (Norbeck & Blomberg, 2000). PFK27 is over-
expressed in response to hyperosmotic stress (Yale & Bohnert, 2001). Another gene, GAC1, 
associated with glycogen synthesis (Wu et al., 2001), is also induced during osmo-adaptation 
(Posas et al., 2000) This protein binds to the Hsf1p heat shock transcription factor and induces 
HSF-regulated genes under heat shock (Lin & Lis, 1999). The promoter of GAC1 contains a 
stress responsive element STRE sequence and the expression is controlled by protein kinase A 
(Ward et al., 1995). We note that a contradictory report suggests that over-expression of GAC1 
results in increased salt sensitivity in yeast (Wu et al., 2001).Three further genes FIT2, FIT3 and 
FRE5 that show increase in basal expression are associated with ion transport. The gene FIT2 
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showed the highest level of basal increase in expression (3.7-fold) in our experiment. This gene 
encodes a mannoprotein that is incorporated into the cell wall and is involved in iron uptake 
(Philpott et al., 2002). This gene is also induced in the hyperosmotic stress response (Yale & 
Bohnert, 2001). Another member of the same gene family, FIT3, also increased its basal 
expression (~2.2 fold). This gene is also associated with iron uptake in yeast cells (Philpott et al., 
2002). The third gene FRE5 encodes a putative ferric reductase and is predicted to be involved in 
iron uptake. It is also associated with homeostasis of ions (Na+,K+,Ca2+) in yeast (Yun et al., 
2001). There are several other genes, that show increase in basal expression, associated with 
cellular transport such as TPO1, TPO2 and TPO3 (amine/polyamine transport) (Tomitori et al. 
1999; Tomitori et al., 2001), AQR1 (Carbohydrate transport) (Tenreiro et al., 2002), and RSB1 
(fatty acid transport) (Kihara & Igarashi, 2002). Among the 44 genes whose basal expression 
level decreased, the gene TIR1 showed ~2.1 fold reduction in basal expression. TIR1 encodes for 
a cell wall mannoprotein whose expression is downregulated at acidic pH, and induced by cold 
shock and anaerobiosis (Marguet et al., 1988; Kowalski et al., 1995; Kitagaki et al., 1997; Cohen 
et al., 2001). Another gene, STE3 showed a ~2.7 fold decrease in expression level compared to 
the ancestral strain. This protein, a pheromone receptor (Hagen et al., 1986), interacts with MAP 
kinase cascade pathway proteins such as STE2, STE4, and STE20 (Jensen et al., 2009). 
 
We also note that some genes showed reduced basal expression during evolutionary adaptation 
experiment, whereas previous studies found them to be up-regulated during physiological 
adaptation. One of them is PUT4 (~1.75 fold decrease in expression), a proline permease 
required for high-affinity transport of proline (Andréasson et al., 2004). It was found to be up-
regulated in three previous experiments of physiological stress response (Posas et al., 2000; Rep 
et al., 2000; Yale & Bohnert, 2001). The other four genes are YLR042C (Rep et al., 2000; Yale 
& Bohnert, 2001), YLR031W (Rep et al., 2000), YHR022C (Rep et al., 2000), and YGR146C 
(Rep et al., 2000), whose functions are not known. 
 
Gene Amplifications and Deletions from Next Generation Sequencing Data 
We observed 325 putative copy number changes (119 amplifications and 206 deletions), 227 
changes (96 amplifications and 131 deletions), and 273 changes (166 amplifications and 107 
deletions) in lines S1, S2 and S3 respectively (False Positive Rate <10%). The median length of 
these changes was 1551bp, 1735bp and 1177bp for the lines S1, S2 and S3 respectively. 
Supplementary figure 7 shows histograms of the length distribution of these changes for all three 
lines. The amplification and deletions are usually small in size (<2000bp) and affect mostly a 
single gene or a part of a single gene and intergenic regions. Supplementary figure 8 shows 
analogous data for the apparent copy number distributions. We emphasize that the copy number 
change we see in our approach, would be affected by both copy number and allele frequency of a 
variant in the population. This is why we refer to apparent copy number here. 
 
The amplifications and deletions, when present in high frequency should be detectable from 
DNA breakpoints in the read data. For a deleted region, reads containing the junction between 
the adjoining regions of the deletion would be detectable, whereas for amplifications, the 
junction would vary depending on where the amplification is present in the chromosome. To 
analyze breakpoints, reads that map to two non-adjacent regions of the genome were taken. A 
breakpoint was considered to be present if at least two independent (non-duplicate) reads show 
the same breakpoint within 50bp of each other. We note that the yeast strain BY4741 genome 
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contains four known gene deletions. These are his3∆1 (chromosomeXV 721947-722609), 
leu2∆0 (chromosomeIII, 91324-92418), met15∆0 (chromosomeXII, 732544-733878), and 
ura3∆0 (chromosomeV,116167-116970). In addition, the mitochondrion being circular, there 
should be reads connecting the end of the mitochondrion and the beginning of the 
mitochondrion. To validate the quality of our sequence data and analysis method, we attempted 
to identify these sequence signatures. We were able to correctly identify the breakpoints 
corresponding to all fourdeletions as well as the junction in mitochondrial DNA in the ancestral 
strain as well as in all the evolved lines.  
 
When applying breakpoint analysis to our evolve lines, we obtained 16, 31 and 87 breakpoints 
for lines S1, S2 and S3 respectively. We compared all breakpoints from our DNA breakpoint 
analysis with the amplifications and deletions obtained from our segmentation algorithm, but 
found no overlap between the two sets of breakpoints. There are several factors that could be 
important for inability to detect those breakpoints through segmentation analysis. Firstly, the 
sequence coverage is modest, hence there may not be enough reads sampled from a given region 
with a breakpoint. For example, the deletion corresponding to met15∆0 in chromosomeXII, 
which is present in the whole population, is covered by only 3 reads with the corresponding 
breakpoint in the ancestral strain. Secondly, the frequency of an amplification or deletion would 
also affect the number of reads containing a breakpoint, and further reduce the number of reads 
that indicate a breakpoint.  
 
Deletions whose length is of the order of the length of yeast genes can be either full or partial 
deletions. Either of these changes can decrease gene expression. Full gene amplification may 
increase an affected gene’s expression, whereas the effects of partial gene amplification are more 
difficult to predict. For example, when occurring inside a gene, an amplification might lead to an 
altered function, but when occurring in a regulatory region, amplification might change the 
expression level of the gene. 
 
To investigate if there is any association between gene/regulatory region amplification or 
deletions with the changes in gene expression that we see from our microarray experiments, we 
mapped amplifications and deletions to the yeast genome. Out of 144 genes with differential 
expression, 18 genes also have amplifications or deletions associated with a gene or its 
regulatory region. Overall, however, a randomization assay (see Methods) suggests that the 
overlap between the amplifications and deletions from the sequencing data and the expression 
data can be observed by chance alone (p-value=0.50 from the empirical distribution). 
 
Validating indels genetically from our data is not straightforward for three reasons. First, the 
position of an amplification in the genome is unknown. Second, in heterogeneous populations 
like ours there might be variation between individuals in the population. The apparent copy 
number identified from the above analysis is dependent on the population frequency of an indel, 
as well on as its actual change in copy number in those individuals where it occurs. For example, 
an indel of very high actual copy number change and low frequency and an indel of high 
frequency but low copy number change might appear identical in our analysis. Third, to confirm 
deletions genetically, the positions of the breakpoints have to be estimated. Identification of 
breakpoints with reasonable accuracy is quite difficult in our case for the reasons mentioned in 
the DNA breakpoint analysis section above.  
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Supplementary tables 
 
Supplementary table 1 - Genes with changed induction in our experiment. The columns 
show, from left to right, systematic gene name, the level of expression change, the Z-score, the 
gene’s common name, the type of expression change, and a reference, if the gene had responded 
physiologically to hyperosmotic stress or saline stress in previous studies.  
 
Gene Log2 (Expression Change) Z-score 
Common 
Name Type of change 
Previous 
studies 
YOR348C 0.8821 2.088 PUT4 Increased induction 1,2,4 
YHR053C 0.7017 1.8401 CUP1-1 Increased induction 4 
YKL049C 0.554 1.8101 CSE4 New induction 4 
YAR010C 0.9355 1.7493 --- New induction 4 
YHR071W 0.5834 1.726 --- Increased induction 4 
YKL061W 0.5397 1.6606 --- New induction 4 
YJL107C 0.6874 1.563 --- Increased induction 4 
YBL086C 0.5343 1.5317 --- Increased induction 4 
YCR021C −1.1641 −2.8828 --- Reduced induction 4 
YHR021W-A −0.8585 −2.4177 --- Reduced induction 4 
YDR218C −0.734 −1.9778 --- Reduced induction 4 
YCR104W −0.6064 −1.8442 --- Reduced induction 4 
YOR394W −0.7475 −1.5461 --- Reduced induction 4 
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Supplementary table 2 - Genes with changed repression in our experiment. The columns 
show, from left to right, systematic gene name, the level of expression change, the Z-score, the 
gene’s common name, the type of expression change, and a reference, if the gene had responded 
physiologically to hyperosmotic stress or saline stress in previous studies.  
 
Gene Log2 
(Expression 
Change) 
Z-score Common 
Name 
Type of change Previous 
studies 
YMR189W −1.0952 −2.9498 GCV2 New repression 4 
YER091C −0.9458 −2.6921 MET6 Increased repression 2 
YNR053C −1.0932 −2.6838 NOG2 Increased repression --- 
YOR339C −0.8424 −2.613 UBC11 Increased repression --- 
YHR066W −0.9644 −2.4702 SSF1 Increased repression --- 
YDR449C −0.9666 −2.4321 UTP6 Increased repression --- 
YNL308C −0.707 −2.3274 KRI1 Increased repression --- 
YOL010W −0.7639 −2.3083 RCL1 Increased repression --- 
YLR401C −0.7603 −2.2784 DUS3 Increased repression --- 
YLR222C −0.6988 −2.1319 UTP13 Increased repression --- 
YPL058C −0.7239 −2.0957 PDR12 New repression --- 
YGL209W −1.2042 −2.0794 MIG2 New repression --- 
YKR041W −1.273 −2.0507 --- Increased repression --- 
YCL054W −0.6863 −2.0498 SPB1 Increased repression --- 
YJL157C −0.8386 −2.0116 FAR1 Increased repression --- 
YCR057C −0.9464 −1.975 PWP2 Increased repression --- 
YKR056W −0.7558 −1.9696 TRM2 Increased repression --- 
YDR324C −0.7305 −1.9689 UTP4 Increased repression 2 
YOL136C −0.7598 −1.9429 PFK27 Increased repression 4 
YJL069C −0.7755 −1.899 UTP18 Increased repression --- 
YPL093W −0.77 −1.884 NOG1 Increased repression --- 
YDR496C −0.6033 −1.8561 PUF6 Increased repression --- 
YOR359W −0.7522 −1.8506 VTS1 Increased repression --- 
YPL130W −1.5479 −1.8346 SPO19 New repression --- 
YPR145W −0.5736 −1.8201 ASN1 Increased repression --- 
YKR081C −0.6162 −1.8102 RPF2 Increased repression 2 
YJL116C −1.0038 −1.7928 NCA3 Increased repression 4 
122
Appendix to Chapter 2
YKR069W −0.5795 −1.7782 MET1 New repression --- 
YGR128C −0.716 −1.7692 UTP8 Increased repression --- 
YGL078C −0.7441 −1.7642 DBP3 Increased repression --- 
YIL091C −0.5854 −1.76 --- Increased repression --- 
YGR283C −0.6895 −1.7597 --- Increased repression --- 
YNL119W −0.5689 −1.746 NCS2 Increased repression --- 
YBL108C-
A 
−0.5368 −1.7208 PAU9 New repression --- 
YLR276C −0.7402 −1.7094 DBP9 Increased repression --- 
YGL184C −0.5572 −1.7079 STR3 Increased repression --- 
YBR298C-
A 
−0.8594 −1.7013 --- New repression --- 
YDL167C −0.6209 −1.6472 NRP1 Increased repression --- 
YER056C −0.607 −1.6453 FCY2 Increased repression --- 
YDR528W −0.7456 −1.6061 HLR1 Increased repression --- 
YJL148W −0.6971 −1.6036 RPA34 Increased repression 2 
YPL250C −0.5142 −1.5792 ICY2 Increased repression --- 
YDR398W −0.8879 −1.5762 UTP5 Increased repression --- 
YBL029W −0.6805 −1.5658 --- New repression --- 
YDR019C −0.9154 −1.5595 GCV1 New repression 4 
YLR009W −0.4854 −1.5402 RLP24 Increased repression --- 
YPR167C −0.4788 −1.5302 MET16 Increased repression --- 
YML018C −0.4979 −1.529 --- Increased repression --- 
YPR065W −0.4581 −1.5024 ROX1 New repression --- 
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Supplementary table 3 - Genes with increased basal expression in our experiment. The 
columns show, from left to right, systematic gene name, the level of expression change, the Z-
score, the gene’s common name, and a reference, if the gene had responded physiologically to 
hyperosmotic stress or saline stress in previous studies.  
 
Gene Log2 (Fold 
Change) 
Z-score Common Name Previous studies 
YNL034W 1.3572 4.2657 --- --- 
YOR384W 1.2084 3.8216 FRE5 --- 
YOR049C 1.4081 3.5885 RSB1 --- 
YGL192W 1.5698 3.3941 IME4 --- 
YOR382W 1.8809 3.3935 FIT2 4 
YIL169C 1.4536 2.75 --- --- 
YOL155C 1.3007 2.5886 HPF1 --- 
YGL209W 1.2428 2.5377 MIG2 --- 
YLR460C 0.8062 2.2763 --- --- 
YIR042C 0.7058 2.2012 --- --- 
YKR041W 1.0952 2.1158 --- --- 
YPL058C 0.7199 2.1019 PDR12 --- 
YBR105C 0.7067 2.0065 VID24 4 
YDL048C 0.726 1.9886 STP4 --- 
YOL136C 0.6849 1.9879 PFK27 4 
YGR088W 0.6911 1.9075 CTT1 2,3,4,5 
YGR138C 0.8664 1.9041 TPO2 2 
YGR109W-
B 
0.9663 1.8699 --- --- 
YDL204W 0.6419 1.868 RTN2 2,3 
YNL065W 0.9231 1.8404 AQR1 --- 
YHL048W 0.652 1.833 COS8 --- 
YPL130W 1.3476 1.8013 SPO19 --- 
YBL029W 0.7047 1.78 --- --- 
YOR376W-
A 
0.606 1.7793 --- --- 
YFR032C 1.3441 1.7731 --- --- 
YAL016C-
B 
0.6157 1.7623 --- --- 
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YGL258W-
A 
0.5373 1.7516 --- --- 
YOR383C 1.1259 1.7318 FIT3 --- 
YLL028W 0.8465 1.7185 TPO1 4 
YGL188C-
A 
0.7349 1.701 --- --- 
YMR013W-
A 
0.5637 1.6962 --- --- 
YJR153W 0.587 1.6759 PGU1 --- 
YKL051W 0.7722 1.6732 SFK1 4 
YOR178C 0.538 1.6618 GAC1 1 
YHL024W 0.5964 1.5922 RIM4 --- 
YKL062W 0.5898 1.5671 MSN4 --- 
YPR156C 1.0814 1.5463 TPO3 --- 
YOR107W 0.9521 1.5359 RGS2 --- 
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Supplementary table 4 - Genes with reduced basal expression in our experiment. he 
columns show, from left to right, systematic gene name, the level of expression change, the Z-
score, the gene’s common name, and a reference, if the gene had responded physiologically to 
hyperosmotic stress or saline stress in previous studies.  
 
Gene Log2 (Fold 
Change) 
Z-score Common Name Previous studies 
YKL178C −1.2774 −3.9263 STE3 --- 
YML058W-
A 
−1.2118 −3.7933 HUG1 --- 
YJR078W −1.2138 −3.5631 BNA2 --- 
YER011W −1.0741 −3.361 TIR1 --- 
YDR281C −1.0859 −2.789 PHM6 --- 
YGR032W −1.1234 −2.6625 GSC2 --- 
YLR042C −0.9415 −2.6593 --- 2,4 
YIR027C −0.7257 −2.3068 DAL1 --- 
YFL011W −0.8321 −2.265 HXT10 --- 
YFR023W −0.6752 −2.2328 PES4 --- 
YDR317W −0.7271 −2.2271 HIM1 --- 
YCL073C −0.6927 −2.2158 --- --- 
YJL038C −0.7085 −2.0857 LOH1 --- 
YAL063C-
A 
−0.6505 −2.0358 --- --- 
YHL012W −0.6736 −1.9643 --- --- 
YFR012W −0.6097 −1.9552 --- --- 
YLR031W −0.7318 −1.9047 --- 2 
YKL107W −0.6838 −1.8989 --- --- 
YOR348C −0.7881 −1.8902 PUT4 1,2,4 
YJL133C-A −0.701 −1.8566 --- --- 
YOL014W −0.624 −1.8389 --- --- 
YBR157C −0.6091 −1.8342 ICS2 --- 
YFL012W −0.5668 −1.7958 --- --- 
YLR231C −0.6046 −1.7803 BNA5 --- 
YGL263W −0.6434 −1.7662 COS12 --- 
YOR328W −0.5443 −1.7523 PDR10 --- 
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YLR307W −0.5494 −1.7491 CDA1 --- 
YNR064C −0.6117 −1.7477 --- --- 
YFR012W-
A 
−0.5421 −1.7243 --- --- 
YHR054C −0.5642 −1.711 --- 4 
YLR030W −0.542 −1.7033 --- --- 
YCR106W −0.5893 −1.6905 RDS1 --- 
YMR040W −0.5822 −1.6384 YET2 --- 
YLR152C −0.5575 −1.6332 --- --- 
YDR403W −0.5302 −1.604 DIT1 --- 
YCR005C −0.5163 −1.601 CIT2 --- 
YDL024C −0.4966 −1.5963 DIA3 --- 
YLR054C −0.5923 −1.5898 OSW2 --- 
YGR059W −0.5395 −1.5567 SPR3 --- 
YFL059W −0.4753 −1.5559 SNZ3 --- 
YHR071W −0.5104 −1.53 PCL5 --- 
YGR146C −0.4714 −1.5213 --- 2 
YHR022C −0.4976 −1.519 --- 2 
YBL098W −0.5021 −1.511 BNA4 --- 
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Supplementary methods 
 
Strains and media 
The haploid yeast strain BY4741 (MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0; American Type 
Culture Collection ATCC#201388) was used in this study. This strain is derived from the 
reference strain S288C (Brachmann et al., 1998; Goffeau et al., 1996). All laboratory evolution 
experiments started from the same clone of BY4741, which is referred to as the ancestral strain. 
Evolved lines refer to the strains derived from the ancestral strain through serial transfer cycles, 
as described below. The 3 replicate yeast lines evolved in NaCl are referred to as lines S1, S2 
and S3. The growth rates of the evolved lines as well as the ancestral strain were measured 
relative to a BY4741 strain in which the CWP2 gene was GFP-tagged. This GFP-tagged strain is 
referred to as the reference strain. Ancestral and reference strains were obtained from 
EUROSCARF (http://web.uni-frankfurt.de/fb15/mikro/euroscarf/yeast.html) and Invitrogen 
(www.invitrogen.com and http://yeastgfp.ucsf.edu) (Ghaemmaghami et al., 2003), respectively. 
Although the reference strain’s GFP-tag might affect fitness in some environments, such changes 
do not affect our measurements, because the fitness changes of both evolved and ancestral strains 
were calculated relative to the reference strain. 
 
The growth media in this study included YPD, which consists of 2% peptone, 1% yeast extract, 
adjusted to pH 5.8, and 2% glucose, supplied after sterilization. For serial transfers, we cultured 
cells in YP and 2% galactose (YPG) and YPG supplemented with 0.5 M NaCl (YPGN). Media 
for serial transfer were supplemented with 50 μg/ml ampicillin and 25 μg/ml tetracycline to 
minimize the risk of contamination.  
 
Serial transfer 
Six parallel serial transfer experiments were started with an overnight YPD culture derived from 
one single clone of the ancestral strain, from which 50μl were transferred into 50ml fresh 
medium. In each parallel experiment, 50 ml yeast culture was grown in an incubating shaker for 
24 hours at 220rpm and 30oC, after which cultures had reached stationary phase. Every 24 hours, 
50μl of grown culture was transferred into fresh culture medium; 30 such transfer cycles were 
carried out for a total of approximately 300 generations (Each transfer cycle involved 
approximately log21000≈10 cell generations). In three of the parallel experiments, the culture 
medium was YPG for each transfer, whereas in the other three parallel experiments, the medium 
was YPGN. Before each transfer, 1.5ml of culture were withdrawn, supplemented with 25% 
glycerol, and stored at -80oC for future analysis. Cultures were periodically examined for 
contamination by plating, as well as microscopically.  
 
Viability assays 
To investigate whether the ancestral strain and the evolved lines can survive high concentrations 
of NaCl, cell viabilities were estimated as follows. A sample of cells from an overnight culture 
was transferred into YPG medium.  Cells of this culture were sampled after 16 hours (during 
exponential growth phase), as well as after 24 hours (during stationary phase), diluted and plated. 
The plates were incubated at 30oC for 5 days and the number of colonies were counted. The 
relative viabilities of both the ancestral strain and the evolved lines were estimated from the ratio 
of colonies forming on agar plates containing YPG+ 0.5M NaCl to that of plates containing only 
YPG. All the measurements were carried out in three biological replicates. 
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Competition assays 
The reference strain, ancestral strain, and evolved lines have matching auxotrophies 
(Ghaemmaghami et al., 2003), which makes comparison of their growth rates unproblematic. To 
compare growth rates of the evolved lines with that of the ancestral strain, competition assays 
were carried out using fluorescence activated cell sorting (FACS), as described below. Cells 
from frozen glycerol stocks were grown overnight in 4ml YPD medium (30oC, 220rpm). The 
cultures were allowed to grow until late logarithmic phase (<1.5x108 cells/ml). Cell numbers 
were then counted manually with a Neubauer cytometer. In each culture, cell numbers were then 
adjusted to 2.5x107 cells/ml with YPD. These pre-culturing steps ensured that cells were in 
comparable physiological states with high viability before competition. For the competition 
assay, equal cell numbers (2.5×106) of the reference strain and of the competing strain were 
mixed in 10ml YPGN medium (5.0×105ml-1 final cell density). A 2.0ml aliquot of this culture 
was centrifuged, and the cells were resuspended in 1.0ml PBSE buffer (10mM Na2HPO4, 2mM 
KH2PO4, 137mM NaCl, 2.7mM KCl, 0.1mM EDTA, pH 7.4). These cells were stored overnight 
at 4oC. FACS was then used to measure the relative cell numbers Nr(0) of the reference strain, 
and Ne(0) of an evolved line (or Na(0) of the ancestral strain, depending on the experiment) at the 
beginning of the competition assay. Competition assays were carried out in three replicates. For 
each replicate, 2ml cell aliquots were taken and grown for 24 hours in an incubating shaker at 
220rpm and 30oC. The relative cell numbers Nr(1) and Ne(1) (or Na(1)) at the end of 24 hours 
were counted using FACS. 
 
Fluorescent activated cell sorting (FACS) analysis 
At the end of each competition assay, the cell densities were estimated visually. Then, 20μl, 50μl 
or 100μl of the suspended cells were added to 1.0ml PBSE for high, medium or low cell 
densities respectively. The cell ratios Nr(0)/Nx(0) and Nr(1)/Nx(1), where “x” stands for either 
“e” for an evolved line or “a” for the ancestral strain, were then determined with a Beckman 
Coulter Cytomics FC500 fluorescence activated cell sorter. An argon ion emitting light at 488nm 
was used as a light source for the GFP excitation, and an optical long-pass filter with a cut-off of 
500nm was used to discriminate against unspecific fluorescence and scattering light against GFP 
fluorescence at 520nm. Since our evolved lines consist of populations with heterogeneous cell 
sizes, the analysis was done in the ungated mode. The flow rate was adjusted to keep the total 
data rate below 3000 events per second. For each sample, 10000 cells were counted. The 
histogram of fluorescing and non-fluorescing cells provided the relative number of cells of the 
reference strain (GFP-tagged) and the competing strain (evolved line or ancestral strain). 
 
Estimating growth rate differences 
From the competition assays growth rate differences were determined as follows. If the reference 
strains R and some other strain E grow according to )0()( r
tr
r NetN r= and )0()( etre NetN e= , 
where rr and re are strain-specific growth rates, and where Ni(t) are population sizes of the 
respective strains at time t, then  
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Here, me is the Malthusian fitness of strain E and mr is the Malthusian fitness of strain R. If the 
population numbers were measured through FACS after t=1 day of competition (as done in our 
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experiment), me (dimension [d-1]) can be estimated as  
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The same calculation can be used to estimate ma. To compare the cell numbers of an evolved line 
to that of the ancestral strain, the dimensionless ratio N=Ne/Na was estimated. This ratio is 
equivalent to  
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Since, in our case, the growth of yeast cells is density dependent and is limited to a 1000 fold 
increase per culture transfer cycle, ma can be estimated as ma=mav=ln(1000)/(1d)=6.9078d-1. The 
selection coefficient s is defined as the difference in Darwinian fitness between an evolved line 
and the ancestral strain, i.e., s=(me-ma)/ma=w-1 (Lenski et al., 1991), where s>0 indicates that the 
evolved line has an advantage over the ancestral strain.10 1N − serves as a useful approximation, 
for estimating the increase in growth rate of the evolved lines. 
 
Whole genome transcriptome analysis  
The mRNA expression levels in the ancestral strain and in the evolved lines were analyzed using 
a GeneChip Yeast Genome 2.0 Array (Affymetrix). Equal number of cells from the ancestral 
strain and the  evolved lines were grown in YPG medium for 16 hours.  The cells were then 
either induced with 0.5M NaCl or grown uninduced for 20 further minutes. Total RNA was 
isolated using the RiboPure-Yeast RNA isolation Kit (Ambion). The quality of the isolated RNA 
was determined with a NanoDrop ND 1000 spectrophotometer (NanoDrop Technologies, 
Delaware, USA) and a Bioanalyzer 2100 (Agilent, Waldbronn, Germany). Only those samples 
were further processed whose absorption ratio at 260 nm and 280 nm was between 1.8–2.1, and 
whose a 28S/18S rDNA ratio was within 1.5-2. Total RNA samples (50 ng) were reverse-
transcribed into double-stranded cDNA, and then in vitro transcribed in the presence of biotin 
labeled nucleotides using the GeneChip® 3' IVT Express Kit (Affymetrix). The quality and 
quantity of the biotinylated cRNA was determined using the NanoDrop ND 1000 and 
Bioanalyzer 2100. Biotin-labeled cRNA samples (7.5 µg) were then fragmented randomly to 35-
200 bp at 94°C in  Fragmentation Buffer (Affymetrix) and were mixed in 100 µl of 
Hybridization Mix (Affymetrix) containing Hybridization Controls and Control Oligonucleotide 
B2 (Affymetrix Inc., P/N 900454). Samples were then hybridized to GeneChip® Yeast Genome 
2.0 Arrays for 16 h at 45°C. Subsequently, arrays were washed using the Affymetrix Fluidics 
Station 450 FS450_0003 protocol. An Affymetrix GeneChip Scanner 3000 (Affymetrix Inc.) 
was used to measure the fluorescent intensity emitted by the labeled target. Raw data processing 
was performed using the Affymetrix AGCC software. After hybridization and scanning, probe 
cell intensities were calculated and summarized for the respective probe sets by means of the 
MAS5 algorithm (Hubbell et al., 2002). To compare the expression values of the genes from 
chip to chip, global scaling was performed and a signed-rank call algorithm was applied (Liu et 
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al., 2002). The normalized signal intensities were then logarithmically (base 2) transformed. 
 
The microarray analysis was carried out for 2 replicates each for the ancestral strain in YPG and 
YPGN (4 in total) and for 4 replicate population samples (1 for S1,2 for S2 and 1 for S3) each in 
YPG and YPGN for the S lines (8 in total). For identifying “shared” genes, genes that respond to 
NaCl in a similar manner between the ancestral strain and the evolved lines, the average 
intensities were calculated for the replicates in YPG (for the ancestral strain and the evolved 
lines jointly) and for the replicates in YPGN (for the ancestral strain and for the evolved lines 
jointly). The genes with significant up-regulation or down-regulation were identified using a t-
test at p=0.05, False Discovery Rate (FDR)<10% and |log2(fold change)|≥1. 
 
 
To identify genes that whose basal expression or whose regulation changed (see Results), the 
average intensities were calculated for the ancestral strain in YPG and YPGN, and for the S lines 
in YPG and YPGN.  For each gene, the following two Z-scores were then calculated.  
( ) ( ) ( )
  Variance0.09+
No. of replicates
YPGN YPGN YPG YPG
r
S ANC S ANC
Z scoreforchangeinregulation Z =
− − −−
⎛ ⎞⎜ ⎟⎝ ⎠∑
 
and, 
( ) ( )
 Variance0.09+
No. of replicates
YPG YPG
b
S ANC
Z scoreforbasalexpressionchange Z =
−−
⎛ ⎞⎜ ⎟⎝ ⎠∑
 
 
where, SYPGN is the average log2-transformed expression level of the focal gene in the S lines in 
YPGN medium, ANCYPGN is the average log2-transformed expression level of the focal gene in 
the ancestral strain in YPGN medium, SYPG is the average log2-transformed expression level of 
the focal gene in the S lines in YPG medium, and ANCYPG is the average log2-transformed 
expression level of the focal gene in the ancestral strain in YPG medium. 
 
The Z-scores take into account the mean change in fold expression of a particular gene, and also 
the variation in expression of the gene among the replicates under different conditions 
(Mukhopadhyay et al., 2006). In both calculations, 0.09 is a pseudo-variance (Mukhopadhyay et 
al., 2006). The variance in the denominator of the expressions above is calculated for the 
expression level of a gene within replicate arrays in the ancestral strain and within replicate 
arrays in the evolved lines, in a particular medium. It is divided by the number of replicate arrays 
and summed over the different media in which the expression values were measured, as 
indicated by the summation sign in the formula (Mukhopadhyay et al., 2006). For calculation of 
Zr, the variances of the expression level of a gene are calculated within the replicate arrays in 
each of the following cases: in the ancestral strain in YPG, in the S lines in YPG, in the ancestral 
strain in YPGN and in the S lines in YPGN. For calculation of Zb, the variances of a gene are 
calculated within the replicate arrays in the ancestral strain in YPG and in the S lines in YPG. 
The formulae used here are modified from (Mukhopadhyay et al., 2006) for several reasons. 
First, even a small change in gene expression might have an important contribution towards salt 
tolerance. Hence, the pseudo-variance is set lower, so that genes with small expression changes 
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can be detected. Secondly, the variance is divided by the number of replicates for each condition, 
as the actual variance would be proportional to the sample variance and inversely proportional to 
the number of replicates. Finally, the aim of this analysis was to detect the changes in expression 
of genes that are common across all the salt evolved (S) lines. A gene might not change its 
expression level to the same extent in all evolved lines, thus generating variance in expression 
among the replicates. Hence, the Z-score threshold for identifying differentially expressed genes 
was set lower than the Z-score threshold used in (Mukhopadhyay et al., 2006).  
 
It should be noted that some genes with change in regulation could be miscategorized as follows. 
First, a gene could be mistakenly classified as having changed its regulation if it shows a change 
in its basal expression, and if its level of induction or repression is unchanged (Figure 5c and d). 
To remove such genes from the set of genes whose regulation changed, we subtracted the 
difference in basal expression (in the absence of NaCl) between ancestral and evolved lines from 
the expression change in response to NaCl, when calculating the Z-value Zr for a change in 
regulation. Second, a gene might have changed both its basal expression and be regulated 
differently (e.g., Supplementary figure 3 b,c,d and e). Subtracting the difference in basal 
expression change in calculating the Z-score Zr avoided this confounding factor as well. 
 
Genes whose absolute Z-scores exceeded a value of 1.5 were considered to be differentially 
expressed. The differentially expressed genes were then grouped into different classes using the 
CYGD functional classification for yeast genes (Güldener et al., 2005).  
 
The t-test to determine expression changes was not used here for two reasons. Firstly, the 
number of replicate arrays for the ancestral strain are small (2 replicates). And secondly, as 
mentioned above, a gene might be up-regulated or down-regulated to different levels in the 
different S lines, thus generating higher variance in expression level. A t-test would give high p-
values for such a gene, and would thus cause the gene to be discarded from subsequent analysis, 
even though it showed the same qualitative expression change in all replicate lines.  
 
Whole Genome Sequencing and SNP identification 
The ancestral strain, as well as population samples of the NaCl evolved lines at generation 300 
were sequenced at approximately 10X coverage using next generation pyrosequencing 
(Margulies et al., 2005) (genome sequencer FLX LR system, Roche). The line S3 was further 
sequenced to a total of ~50X coverage. To identify SNPs in these regions, the read sequences 
were mapped to the yeast reference genome, as obtained from the UCSC Genome Browser; 
http://genome.ucsc.edu/) using blastn (Altschul et al., 1990) with default parameters. The reads 
with less than 90% identity to the reference genome, or with a blast E-value greater than 10-4 or 
both were discarded. For further analysis, only the regions of the genome that were covered by at 
least three independent reads in both the ancestral strain and the evolved line were considered. 
These regions covered ~90% of the genome in all the S lines. The reads mapping to the same 
position of the genome were then aligned using the Multiple Sequence Alignment program 
MUSCLE with default parameters (Edgar, 2004) to identify single nucleotide polymorphisms 
(SNPs) and indels. To identify SNPs and insertion or deletions (indels) present in evolved lines 
but not in the ancestral strain, the sequence reads of evolved lines were aligned together with 
reads from the ancestral strain during multiple sequence alignment, preserving information about 
the origin of each read. Finally, multiple sequence alignments were checked manually to remove 
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any alignment artifacts. 
 
SNPs candidates were chosen based on the following main criteria for a changed nucleotide: (1) 
it does not occur in the ancestral strain, (2) at least 3 independent (non-duplicate) reads in an 
evolved line carry it, and (3) it is more than 5bp away from any homo-polymeric stretch longer 
than 4bp. The second criterion reduces the impact of sequencing error, whereas the third criterion 
deals with the sequencing and alignment problems associated with long homo-polymeric 
stretches (Lynch et al., 2008). In addition, for calling small indels, a fourth criterion was used, 
namely that a majority (>50%) of the reads show the insertion or deletion. This criterion aims to 
ensure a low error rate in calling small indels, because pyro-sequencing has a known high error 
rate associated with indels (Margulies et al., 2005). In addition to applying these criteria, two 
independent analyses were carried out, one for reads with base quality scores Q≥20, and one for 
Q>0 (Margulies et al., 2005). The higher base quality score ensures higher reliability in SNP 
calling, whereas a base quality score cutoff of Q>0 allows identification of all putative 
mutations. We note that increasing the base quality scores beyond Q=20 would not have revealed 
any new SNPs or indels. In addition, firstly, reads mapping to multiple regions of the yeast 
genome and secondly, duplicate reads, that is, reads with same start position were also 
considered for analysis, to ensure that no potential mutations were missed. For a read mapping to 
multiple regions of the genome and showing a particular SNP (or indel), the contribution of the 
read to the SNP (or indel) count was considered to be the inverse of the number of genomic 
regions that the read mapped to in the genome. The approximate frequency of a mutation was 
estimated as the ratio of the number of reads with the mutation to the sequence coverage of that 
particular base position in the focal evolved line. 
 
For a given candidate SNP, population samples of the evolved lines were sequenced by PCR if at 
least 50 percent of reads contained the mutation. For mutations that occurred in fewer than 50 
percent of reads, both population samples and individual clones were sequenced by PCR. The 
number of clones sequenced was greater than the inverse of the fraction of reads that carried the 
mutation. PCR sequencing was done in both directions using forward and reverse primers. For 
sequencing, the PCR sequencing signal chromatograms were used for identification of likely 
polymorphisms, and for a crude estimation of the frequency of the mutation in the population. 
 
Reconstruction of wildtype and mutant MOT2 gene in ancestral strain 
To reintroduce the MOT2 mutation into the ancestral yeast strain, a well established selection-
counter selection procedure was used (Scherer & Davis, 1979; Boeke et al.,1984; Widlund & 
Davis, 2005; Akada et al., 2006). Wildtype and mutant copies of the MOT2 gene were isolated 
by PCR from the clones of the line S2, and were confirmed by PCR sequencing. The PCR 
products were then treated with the restriction enzyme EcoRI to generate staggered ends, and 
ligated into the plasmid vector pRS306 (Sikorski & Hieter, 1989) that had been linearized with 
EcoRI. The ligation product was transformed into competent E. coli HB101 cells and selected on 
plates containing 50μg/ml ampicillin. Plasmids were isolated using the QIAGEN plasmid 
isolation kit, linearized with BglII, and transformed into competent ancestral yeast cells. The 
cells were then selected in plates lacking uracil, which selects for plasmid integration into the 
genome. The surviving clones were counter-selected in ura+ plates containing 5-fluoro-orotic 
acid (5-FOA) at a final concentration of 1mg/ml, to promote excision of vector sequences from 
the genome, such that only the MOT2 insert would be preserved. The correct insertion of 
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wildtype and mutant MOT2 sequences into the ancestral yeast genome was confirmed by PCR 
sequencing. The fitness of the reconstructed ancestral strains were then determined using FACS 
protocol as discussed before.  
 
Pulsed-field gel electrophoresis (PFGE) 
To identify large scale chromosomal rearrangements, two clones from each of the evolved lines 
(S1, S2 and S3) and the ancestral strain were analyzed by PFGE. Agarose plugs were prepared 
with the CHEF Yeast Genomic DNA Plug Kit (Bio-Rad) according to the manufacturer’s 
protocol. For restriction enzyme digestion, agarose plugs were incubated with NotI restriction 
enzyme for 16hrs at 37oC mixture in an appropriate restriction buffer. The digested or undigested 
plugs were then loaded into the wells of 1% agarose gels. Electrophoresis was carried out in a 
CHEF-DRIII system (Bio-Rad).  For separating NotI digested chromosomes, the gel was run at 
6 V/cm and at 15°C for 24 hours, where the switch times were ramped from 1-25 seconds with 
MidRange I PFG Marker (New England Biolabs Catalog# N3551S). For the undigested 
chromosomes, the gel was run with Yeast Chromosome PFG Marker ( New England Biolabs 
Catalog# N0345S) at 6 V/cm and at 15°C for 26 hours, where the switch time was 70 seconds for 
the first 15 hours and 120 seconds for the next 11 hours. The gels were stained using ethidium 
bromide (EtBr) and photographed.  
 
Gene Amplifications and Deletions from Next Generation Sequencing data 
To detect amplifications and deletions, we used a segmentation algorithm based on moving CR 
averages that we now describe. For each base of the genome, the CR was calculated based on the 
following formula – 
 
2 2
Coverage in the evolved line at that position Coverage in the ancestral strain at that positionlog log
Average read coverage in the evolved line Average read coverage in the ancestral strain
CR = ⎛ ⎞ ⎛−⎜ ⎟⎝ ⎠ ⎝
⎞⎜ ⎟⎠
 
The CR was set to zero for a region where either the coverage in the evolved line was zero or the 
coverage in the ancestral line was zero or both were equal to zero. For a genomic region with no 
copy number change, the CR is expected to be close to zero, whereas for a region with increased 
copy number in the evolved line, the CR would be above zero and for a deleted region in the 
evolved line, the CR would be negative. The whole genome was first partitioned into regions of 
positive CR and regions of negative CR (without using any threshold value). If a region’s CR 
stayed above or below zero for less than 250bp, the region was discarded from the analysis. The 
cutoff length was chosen as 250bp because the median length of the reads is ~250 bp for all our 
sequence data except a part of S3 (which has a median length of ~450bp that would increase the 
minimum threshold length). It would therefore be extremely difficult to detect duplications or 
deletions shorter than 250bp by this approach.  
 
The average read coverages per base were 9.69, 9.03, 8.57 and 46.59 for the ancestral strain, line 
S1, line S2 and line S3, respectively. For calculation of read coverage, duplicate reads were 
taken into account (Chiang et al., 2009). The repetitive regions in the yeast genome were 
discarded from this analysis, as these regions might show coverage variation caused by non-
unique alignments of reads to genomic regions. We are aware that this causes a limitation of our 
work, because the repetitive regions are prone to change their copy numbers and would not be 
detected.  
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In each of the remaining partitioned regions, the mean CR in a window of length X base pairs 
was calculated from the CR value of each base pair. More precisely, this window was slid from 
the starting position of the partitioned region through the end of the region in one base pair 
increments, and the mean CR was calculated for each of these sliding windows. The window 
length x was varied from 250 bp up to the length N of the region in one base pair increments. If 
the mean CR value for a window of length X, covering the genomic interval (A,A+X) exceeded 
the threshold values of ≥1.0 or ≤-1.0, the  region (A,A+X) was a candidate for a duplication and 
deletion, and stored for further analysis. If two regions, (A,A+X) and (A+X+Y,A+X+Y+Z) that 
had both either amplifications or deletions were separated by one or more segments in the region 
(A+X,A+X+Y) that did not have any amplification or deletion, these two regions were merged 
into a single segment (A,A+X+Y+Z), and the moving window procedure just described was 
performed for the merged region. Among all candidate indels, this approach identified the 
longest window of length X whose mean CR exceeded the threshold was retained as an indel. In 
case of multiple non-overlapping windows each with the CR mean exceeding the threshold, all 
of the windows were retained as separate copy number variants (supplementary figure 10). 
 
There are several factors in addition to indels that could cause variation in read coverage across 
the genome and between samples, and that could thus affect the CR ratio and bias our results. 
One major factor that has been described before to affect read coverage is the G+C content 
(%G+C) of genomic regions (Dohm et al., 2008; Chiang et al., 2009; Harismendy et al., 2009). 
However, in our case, no significant association between %G+C content and the read coverage 
was observed in the ancestral strain as well as in the evolved S lines (Supplementary figure 6). 
The correlation coefficients between the %G+C content and read coverages were -0.0207 (p-
value=0.4713), -0.0401 (p-value=0.1620), -0.0222 (p-value=0.4385) and 0.0066 (p-value=0.818) 
for the ancestral strain, line S1, line S2 and line S3, respectively.  
 
There are numerous other factors, such as sample preparations (e.g., nebulization, binding of 
adapter to the fragments), concentration of genomic fragments, emulsion PCR efficiency, pyro-
sequencing efficiency etc.,that could cause variation in coverage between our samples. If any of 
these factors are correlated with %G+C content, those would not influence our analysis, because 
%G+C content has no significant association with read coverage in any of the samples. In a 
systematic study of read coverage biases, Harismendy et al. (Harismendy et al., 2009) have 
investigated some of the factors that might be associated with variation in the read coverage. 
They showed that factors such as pooling of samples and amplicon bias could explain only a 
small part of the variation in the read coverage in 454 sequencing. Also, the pattern of non-
uniform sequence coverage was reproducible across four different samples sequenced with a 
single sequencing technology, but this pattern varied from one sequencing technology to other. 
The last observation suggests that many of these factors, whose effects can not be estimated 
directly, do not vary significantly across samples. Our analysis compares samples from the 
evolved lines and the ancestral strain, and if the observations from ref. Harismendy et al., 2009 
hold, these factors would not affect our analysis. Beyond these general observations, we note that 
read coverage biases are not well understood, and hence can not yet be estimated from the 454 
sequencing data. They are a potential limitation of our analysis. 
 
One of the major differences of our data from the analysis in ref. Harismendy et al., 2009 is the 
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average read coverage per base of the genome. The genomes in Harismendy et al., 2009 were 
sequenced to a saturating level of sequence coverage, whereas the sequence coverages in our 
samples are below the saturating coverage except for one sample (Line S3). Low sequencing 
coverage introduces random sampling effects which could cause variations between sequencing 
coverages of the different samples in our experiment. Random sampling can affect our analysis 
in two different ways. Firstly, it can give rise to falsely called amplifications and deletions due to 
fluctuations in read coverage. Secondly, it can hinder the detection of true copy number variants, 
especially the small ones, due to insufficient coverage. To address the first issue, randomization 
analyses were performed to estimate the chance of falsely calling amplification and deletions 
because of random fluctuations in read coverage (false positive rate or FPR). To analyze the 
effect of random sampling on detection of true variants, artificial amplifications and deletions 
were spiked into the simulated datasets. The sensitivity of our algorithm to detect such 
amplifications and deletions was estimated from these datasets. We next describe these analyses 
in greater detail.  
 
 
False Positive Indels 
To estimate the false positive rate due to random sampling, three randomizations were carried 
out for the three evolved S lines (one randomization per line), where fragments of length 250bp 
were sampled from all possible reads of length 250bp from the reference yeast genome with 
equal probability, until the average read coverage per base observed in the actual sequence data 
had been reached. For these three randomized or simulated next generation sequence data sets, 
putative amplifications and deletions of at least 250bp, were determined exactly as for the real 
data, using the segmentation algorithm we described above. This process of randomization and 
identification of amplifications/deletions was repeated 1,000 times for each evolved line to get an 
estimate of, first, the number of false positive copy number changes per sequence data set, 
second, the length distributions of falsely called amplifications or deletions and third, the 
distribution of actual changes in copy numbers of falsely called amplifications and deletions.  
 
Supplementary figure 7b shows the length distribution of falsely called amplifications and 
deletions (from the randomized data) and the same distribution for the amplifications and 
deletions from the real data. Supplementary figure 8b shows the copy number distribution of the 
falsely called amplifications and deletions (from the randomized data ), along with the copy 
number distribution of amplifications and deletions our algorithm detected from the real data.  
 
We call such copy number changes "apparent" for the following reason. For deletions, a change 
in copy number we detect actually signifies the population frequency of a deletion rather than the 
actual change in the copy number, because a region with a single copy in the genome can not be 
deleted more than once in a haploid genome. If a deletion is present in the population at a 
frequency 1, then there would not be any read seen in that region in the evolved line. Thus, if a 
deletion is present at a frequency of 0.5, the number of reads in these regions would be 
approximately half the number of reads in the ancestral strain. In general, if the copy number of a 
deleted region shows an apparent m fold decrease in the evolved line compared to the ancestral 
line, the population frequency of the deletion could be approximately estimated as (1-1/m). 
Similarly, the copy number change in duplications is also a combination of a duplication’s 
population frequency and the actual copy number change in it. 
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The estimates on the number of falsely called amplifications and deletions from the simulated 
datasets were used to determine a likelihood value (L) for each of the amplified or deleted 
regions in the real data. This likelihood value is based on the size of the actual 
amplification/deletion and its change in copy number. The likelihood value L describes the 
likelihood that an amplification or deletion from the real data is an artifact of random sampling. 
In the simulated datasets, the number of falsely called copy number variants itself represents the 
likelihood value, as none of these variants are true amplifications or deletions. To control the 
number of false positive amplifications and deletions in the real data, the following procedure 
was used. A threshold in the likelihood value was set (Lthr). The amplifications and deletions 
with L≥Lthr were considered false positives and discarded from our analysis. For a particular Lthr, 
the remaining number of actual amplifications and deletions from the real data (Nreal) and the 
remaining number of falsely called amplifications and deletions from the simulated data (Nsim) 
were calculated. Finally, Lthr was adjusted such that Nsim/Nreal<0.1, implying a false positive rate 
(FPR) of less than 10%.  
 
False Negative Indels 
As mentioned above, random sampling can also hinder the detection of true copy number 
variants. Hence, it becomes necessary to estimate, first, the impact of random sampling on the 
detection of true amplifications and deletions and, second, the sensitivity of our segmentation 
algorithm to detect those amplifications and deletions from such data. To this end, amplifications 
and deletions were spiked into our simulated sequencing data. To do so, the above randomization 
method was used, but with one important difference. The probability of choosing reads in some 
of genomic regions of defined length was made higher or lower to represent amplifications or 
deletions, respectively. This probability reflected increases or decreases in copy number. For 
example, to generate an amplified region in the evolved line with copy number m compared to a 
single copy in the ancestral strain, the probability of sampling the reads in the amplified region in 
the evolved line is m times the sampling probabilities of the reads in the non-amplified region, 
whereas the sampling probabilities of all the reads in the ancestral line was set to be equal. 
Similarly, for generating a deletion where the copy number was reduced by m fold in the evolved 
line, the probability of sampling the reads in the deleted region in the evolved line was set m 
times lower than the sampling probabilities of the reads in the non-deleted regions. (Our earlier 
point that copy number changes in deletions reflect population frequencies of a deletion applies 
here as well.) 
 
In this spiking approach, simulated sequence datasets were generated through randomization as 
above, with amplifications and deletions of different lengths and different copy numbers spiked 
into the evolved lines. For each evolved line, a single copy number variant of particular length 
and copy number change was introduced in the genome. The same segmentation algorithm was 
then applied to detect the copy number variant. This process was iterated 100 times for each of 
the amplifications and deletions of various lengths and changes in copy number. For a variant of 
particular length and a particular copy number, the sensitivity of the algorithm was defined as the 
number of times the algorithm was able to correctly identify the region of spiked-in amplification 
or deletion, and the type of change (amplification or deletion) out of these 100 iterations. 
 
Supplementary figure 9 shows the sensitivity of the segmentation algorithm as estimated by this 
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approach. The sensitivity for detecting amplification of the shortest lengths (250 bp) is very low 
(7% for a doubling of copy number in line S1), whereas detecting deletion of that length is 
moderate (70% for a deletion with frequency of ~0.5 in line S1). The sensitivity increases with 
an increase in the size of the amplified or deleted region, and also with increase in copy number 
(for amplifications) or frequency (for deletions). For example, in line S1, the algorithm correctlys 
detect amplifications of a 2.25kbp region that double the regions copy number 85 percent of the 
times, and 2.25kbp amplifications that triple copy number 100 percent of the times. 
 
Ploidy determination of the evolved lines 
To estimate the ploidy level of the evolved lines in comparison to the ancestral strain, the 
ancestral strain and population samples of the evolved lines were grown for 24 hours at 30oC. 
For each of the cultures, the cell density was estimated using Haemocytometer. Genomic DNA 
was isolated from a defined number of cells following the protocol described in (Sambrook & 
Russell, 2001, Chapter 6). DNA quantification was carried out with a NanoDrop ND-1000 
spectrophotometer, followed by a calculation of DNA content per cell.  
 
Cell size measurement 
Population samples of ancestral and evolved cells were grown in YPG medium up to mid-log 
phase. The cell density was adjusted to be the same for all the samples (~1x107cells/ml). 20ul of 
cells were then loaded onto disposable counting chambers and the cell sizes, were measured 
using a Cellometer M10 (Nexcelom Biosciences), following the manufacturer's protocol. 
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Abstract  
Organisms can protect themselves against future environmental change. An example is cross-
protection, where physiological adaptation against a present environmental stressor can protect 
an organism against a future stressor. Another is anticipation, where an organism uses 
information about its present environment to trigger gene expression and other physiological 
changes adaptive in future environments. ‘Predictive’ abilities like this exist in organisms that 
have been exposed to periodic changes in environments. It is unknown how readily they can 
evolve. To answer this question, we carried out laboratory evolution experiments in the yeast 
Saccharomyces cerevisiae. Specifically, we exposed three replicate populations of yeast to 
environments that varied cyclically between two stressors, salt stress and oxidative stress, every 
10 generations, for a total of 300 generations. We evolved six replicate control populations in 
only one of these stressors for the same amount of time. We analyzed fitness changes and 
genome-scale expression changes in all these evolved populations. Our populations evolved 
asymmetric cross protection, where oxidative stress protects against salt stress, but not vice 
versa. Gene expression data also suggests the evolution of anticipation, as well as basal gene 
expression changes that occur uniquely in cyclic environments. Our study shows that highly 
complex physiological states that are adaptive in future environments can evolve on very short 
evolutionary time scales.  
 
Introduction 
Organisms are continually challenged by changing environments. They thus have evolved 
physiological adaptations to cope with such change. These mechanisms include genome-scale 
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gene expression changes on short, physiological time scales. Such changes have been most 
thoroughly studied in stressful environments, such as environments characterized by osmotic 
stress, oxidative stress, or temperature stress (Jamieson 1998; Gasch et al. 2000; Posas et al. 
2000; Rep et al. 2000; Causton et al. 2001; Petersohn et al. 2001; Yale and Bohnert 2001; Zheng 
et al. 2001; Weber and Jung 2002; Toledano et al. 2003; Weber et al. 2005; Gasch 2007; Chen et 
al. 2008; Jozefczuk et al. 2010). Some genes respond to multiple stressors in a ‘general’ or 
‘common’ environmental stress response, whereas others respond to specific stressors (Gasch et 
al. 2000; Causton et al. 2001; Petersohn et al. 2001; Higgins et al. 2002; Warringer et al. 2003; 
Chinnusamy et al. 2004; Phadtare and Inouye 2004; Weber et al. 2005; Yoshikawa et al. 2009; 
Rutherford et al. 2010). 
 
Some environmental stressors may be extremely rare, whereas others may occur more 
frequently, and yet others may even recur on a regular basis, such as fluctuation in temperature 
and nutrient level in circadian cycles (Wijnen and Young 2006; van der Linden et al. 2010), or 
changes in soil properties over longer periods of time (Fierer et al. 2003; Bapiri et al. 2010; 
DeAngelis et al. 2010). Several physiological mechanisms can help organisms prepare for 
recurring stressors. First, rare and stochastic recurrences may require stochastic switching of 
gene expression (Thattai and van Oudenaarden 2004; Kussell and Leibler 2005; Blake et al. 2006; 
Beaumont et al. 2009; Salathé et al., 2009; Gaál et al. 2010, Rainey et al. 2011). This is a form of 
bet-hedging (Montgomery 1974; Philippi and Seger 1989; de Jong et al. 2011) where different, 
otherwise identical individuals of a population express different genes, which may protect their 
carriers against specific stressors (Attfield et al. 2001, Booth 2002; Meyers and Bull 2002; 
Sumner and Avery 2002). While most of a population would be vulnerable to the stressor, a 
small part of it would be protected.   
 
A second relevant mechanism is evolved cross-protection. In cross-protection, one 
environmental stressor protects cells against a second stressor (Völker et al. 1992; Cullum et al. 
2001; Greenacre and Brocklehurst 2006; Berry and Gasch 2008; Berry et al. 2011). For example, 
exposure of yeast cells to salt stress can improve their fitness in oxidative stress (Berry and 
Gasch 2008; Berry et al. 2011). Cross-protection is by no means universal among stressors. That 
is, not every stressor cross-protects against other stressors (Völker et al. 1992; Berry and Gasch 
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2008; Berry et al. 2011). We know little about whether and how cross-protection can change in 
evolution. 
 
A third mechanism is anticipation. Here, a present environment serves as a signal for future 
environmental change (Tagkopoulos et al. 2008; Wolf et al. 2008; Mitchell et al. 2009). Cells use 
this signal to pre-adapt to the future change. An example involves the environmental changes 
that E. coli typically experiences as it is ingested by a mammal. Specifically, ambient 
temperature increases rapidly immediately after ingestion, and then ambient oxygen levels 
decrease as cells enter the gastrointestinal tract. E. coli cells exposed to high temperatures 
express genes that may be adaptive for the subsequent drop in oxygen levels (Tagkopoulos et al. 
2008). Another example is exposure to lactose, which helps prepare E. coli cells for exposure to 
maltose. This anticipation reflects the temporal order in which these sugars appear in the 
mammalian digestive tract (Mitchell et al. 2009). Similarly, exposure of yeast cells to heat stress 
helps them prepare for oxidative stress. The two stressors may follow one another during the 
wine production process for which yeasts are indispensable (Mitchell et al. 2009). Analogous 
predictive mechanisms are present in Candida albicans and Vibrio cholerae (Schild et al. 2007; 
Rodaki et al. 2009). Theoretical work has studied the costs and benefits of such adaptive 
predictions (Mitchell and Pilpel 2011).  
 
In contrast to well-studied physiological adaptations to stressful environments, the process of 
evolutionary adaptations to such environments is less well studied (Völker et al. 1992; Jamieson 
1998; Gasch et al. 2000; Posas et al. 2000; Rep et al. 2000; Causton et al. 2001; Petersohn et al. 
2001; Yale and Bohnert 2001; Zheng et al. 2001; Weber and Jung 2002; Toledano et al. 2003; 
Weber et al. 2005; Greenacre and Brocklehurst 2006; Gasch 2007; Chen et al. 2008; Jozefczuk et 
al. 2010; Ferea et al. 1999; Cullum et al. 2001; Cooper et al. 2003; Alcántara-Díaz et al. 2004; 
Fong et al. 2005; Pelosi et al. 2006; Bennett and Lenski 2007; Hughes et al. 2007a, 2007b; 
Jasmin and Kassen 2007; Cooper and Lenski 2010; Rudolph et al. 2010; Samani and Bell 2010; 
Dhar et al. 2011; Goldman and Travisano 2011). We here use laboratory evolution to study 
evolutionary adaptation of yeast cells to changing stressful environments, an especially poorly 
studied subject. Among the small amount of relevant work is one study that asked how E. coli 
cells adapt evolutionarily to fluctuating acidity. It showed that environmental generalists emerge 
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which are better adapted to varying acidity than their ancestors (Hughes et al. 2007b), but left the 
mechanisms behind their adaptation open. Another study showed that anticipation can readily be 
reduced on short evolutionary time scales (Tagkopoulos et al. 2008), but left open the question 
whether anticipation can arise just as easily.  
  
In our experiment, we chose two cyclically varying environments that are characterized by 
different stressors. Specifically, the stressors we used are salt stress caused by sodium chloride, 
and oxidative stress caused by hydrogen peroxide. Sodium chloride (NaCl) causes hyperosmotic 
stress to yeast cells. In addition, it imposes hyperionic stress on cells due to the presence of high 
concentrations of Na+ and Cl- ions, and necessitates ion detoxification mechanisms (Apse et al. 
1999; Maathuis and Amtmann 1999; Serrano et al. 1999; Hohmann 2002). Hydrogen peroxide 
generates reactive oxygen species that are responsible for oxidative damage through the 
oxidation of metabolites, enzymes, and DNA, thus inhibiting metabolism and growth (Jamieson 
1998; Toledano et al. 2003). 
 
We evolved three yeast populations in parallel, in an environment characterized by cyclically 
varying stressors. In the first part of each environmental cycle, we exposed the cells to salt stress 
(0.5M sodium chloride) for 10 generations. In the second part, we exposed them to oxidative 
stress (1mM hydrogen peroxide) for another 10 generations. We alternated between these 
environments for a total of 300 generations, i.e., for 15 cycles, and called the yeast populations 
thus evolved SO populations (figure 1a). In control experiments, we evolved three yeast 
populations under continuous salt stress for 300 generations (S populations), and yet another 
three populations under continuous oxidative stress for 300 generations (O populations) (figure 
1a).  
 
To study the evolutionary adaptation of all nine populations to our stressors, we carried out 
competition assays to measure the fitness of evolved populations relative to the ancestral strain, 
using a yeast strain labeled with green fluorescent protein (see Materials and Methods). To 
understand functional genomic changes that may be associated with these fitness changes, we 
used gene expression microarrays to study transcriptome-wide gene expression changes in the 
evolved and ancestral populations.  
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Figure 1: Experimental design and hypothetical examples of gene expression changes (a) 
We evolved 9 yeast populations in parallel in the laboratory. Three of these populations (SO 
populations) were exposed to a fluctuating environment, where the cells were first exposed to 
salt stress for 10 generations and then to oxidative stress for the next 10 generations. We 
repeated this cycle 15 times for a total of 300 generations. We also evolved six other populations 
as controls. Three of these populations were continuously exposed to salt stress for 300 
generations (S populations), while the other three were exposed to continuous oxidative stress for 
300 generations (O populations).  Panels (b-d) show physiological expression changes of a 
hypothetical gene before (solid line) and after (dotted line) evolutionary adaptation. The x-axis 
shows time (on a physiological time scale) after the organism has been exposed to a stressor; the 
y-axis shows the expression level of the gene. (b) basal increase in expression of a gene even in 
the absence of a stressor. (c) increase in the induction of the gene in the stressor. (d) reduction in 
repression of the gene in the stressor after evolution. Other changes and combinations thereof are 
possible (figure S2). Expression changes are shown as linear, but need not be linear. 
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 With these experiments, we asked several questions. Does evolutionary adaptation to salt stress 
and oxidative stress reflect a general stress response, or a response specific to a given stressor? 
Are there tradeoffs between fitness in the two stressors? And most importantly, do abilities such 
as cross-protection or anticipation evolve? We found that within a mere 300 generations, our 
populations adapted evolutionarily to the fluctuating stressors. They evolved changes in fitness 
and gene expression that suggest several, non-exclusive mechanisms to cope with cyclical 
change, including cross-protection, anticipation, and a change in basal gene expression levels. 
 
Results 
Populations adapt evolutionarily in a partially stressor-specific manner 
Our study populations evolved increased fitness in both salt stress and oxidative stress (Figure 
2). Specifically, when exposed to salt stress, the salt-evolved (S-) populations increased their 
fitness relative to the ancestor (w=1.28±0.04; Figure 2a). Their fitness also increased when 
measured in an environment without salt stress, but to a significantly lesser extent (Mann-
Whitney U test, p=4x10-5; figure 2a and figure 2c; see also ref. Dhar et al. 2011). The peroxide-
evolved (O-) populations also increased their fitness in oxidative stress relative to the ancestor 
(w=1.13±0.02; p=0.004; one sample Wilcoxon signed rank test). Their fitness increased in the 
absence of oxidative stress as well, but to a significantly lesser extent (Mann-Whitney U test, 
p=0.004; figure 2a and figure 2c). And the same holds for the SO populations, which cycle 
between two environments (Figure 2; Mann Whitney U tests, p=0.004 in salt stress and in 
oxidative stress).  
 
A second supporting line of evidence comes from yeast populations evolved in growth medium 
without stressors, which are referred to as control (C) populations in Figure 2. These populations 
allowed us to completely rule out the possibility that the adaptations in the S, O and SO 
populations are solely due to adaptations to the general growth medium or due to the 
experimental evolution protocol. In salt stress, the S, O and SO populations had significantly 
higher fitness than the control populations, suggesting that the adaptations in the S, O and SO 
populations are partially specific to salt stress (w=1.18±0.01 for control populations; p=4.1×10-5 
for comparison between S and control populations; p=0.004 for comparison between O and 
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control populations; p=4.1×10-5 for comparison between SO and control populations; Figure 2a). 
In oxidative stress, the O and SO populations but not the S populations had significantly higher 
fitness than the control populations suggesting that the adaptations in O and SO populations are 
partially oxidative stress specific (w=1.05±0.02 for control populations; p=0.26 for comparison 
between S and control populations; p=4.1×10-5 for comparison between O and control 
populations; p=4.1×10-5 for comparison between SO and control populations; Figure 2b). Taken 
together, these observations show that evolutionary adaptation has occurred, and that part of that 
adaptation reflects the presence of a stressor in the environment.  
 
Previous studies on the physiological response of yeast and other organisms (e.g., E. coli, B. 
subtilis) have shown that organisms have a general stress response that is independent of the 
stressors that they are exposed to (Gasch et al. 2000; Causton et al. 2001; Petersohn et al. 2001; 
Weber et al. 2005;). Do perhaps all evolutionary adaptations that occurred in our populations 
affect only this general stress response? This possibility leads to two predictions, neither of 
which is born out by our data.  
 
First, we would expect that our S and O populations would not differ in fitness in any of the 
stressors. However, this is not the case. Specifically, consider the S populations which we 
evolved under salt stress. Their fitness increased significantly relative to the ancestor in salt 
stress (w=1.28±0.04; one sample Wilcoxon signed rank test, p=0.004; Figure 2a), an increase 
that is significantly higher than the fitness increase in O populations under salt stress (Mann 
Whitney U test, p=0.003). Analogously, O populations show a significant fitness increase in 
oxidative stress (one sample Wilcoxon signed rank test, p=0.004). This increase is also 
significantly higher than the fitness increase in S populations under oxidative stress (Mann 
Whitney U test, p=0.0005). Taken together, these observations suggest that evolutionary 
adaptation to these stressors does not just affect a general stress response.  
 
A second prediction is that SO populations should not differ at all in their fitness from S 
populations and from O populations. This prediction is also wrong. The cycling populations 
increased their fitness under both salt stress (w=1.24±0.05; Wilcoxon signed rank test, p=0.004) 
and oxidative stress (w=1.13±0.04, p=0.004) compared to the ancestor. Importantly, under 
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oxidative stress, the SO populations had a higher fitness than the S populations (w=1.04±0.05 for 
S populations; Mann-Whitney U test p=0.004). Under oxidative stress, their fitness was 
indistinguishable from that of the O populations, and under salt stress, they also had the same 
fitness as the S and O populations (Figure 2, Mann Whitney U tests, p>0.19). In sum, two 
different lines of evidence argue that part of the evolutionary adaptation we see is partially 
specific to the stressor applied, and does not just affect a general stress response.  
 
Cells exposed to oxidative stress evolve cross-protection against salt stress 
We next turned to analyzing the changes in gene expression that accompanied evolutionary 
adaptation. Although parallel populations in our experiment may well differ in how individual 
genes change their expression, we focused on common patterns rather than idiosyncratic changes 
in individual populations. For this reason we pooled expression data from our replicate 
populations for statistical analysis. 
 
To interpret our gene expression measurements, it is important to distinguish between two kinds 
of adaptation, physiological and evolutionary adaptation. Physiological adaptation refers to 
changes in gene expression within a short time after exposure to a stressor. In contrast, 
evolutionary adaptation reflects changes in gene expression that occur after long-term exposure 
to stressors, that is, over many generations. Changes caused by evolutionary adaptation can be 
further subdivided into basal expression changes and changes in regulation. Basal expression 
changes are changes that occur even in the absence of stressor in an evolved population relative 
to the ancestor, whereas regulatory changes arise through changed regulation of genes in 
response to stressors. Figure 1b through 1d show several hypothetical examples of the kinds of 
evolutionary expression changes that can occur in our evolutionary experiments. (Figure S2 
contains a more exhaustive list.) 
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Figure 2: Fitness analysis of the evolved 
populations in salt stress and in oxidative 
stress. The fitness of each evolved yeast 
population relative to the ancestral strain was 
measured with a competition assay against a 
GFP-tagged reference yeast strain using 
FACS. A relative fitness of one suggests that 
the evolved population is as fit as the 
ancestral strain. (a) Relative fitness of the 
evolved yeast populations under salt stress. 
All populations show increased salt-specific 
fitness in this medium, including O 
populations and control (C) populations that 
never experienced salt stress (w=1.28±0.04 
standard deviations for S populations, 
w=1.22±0.02 for O populations, w=1.24±0.05 
for SO populations, w=1.18±0.01 for C 
populations). We note that S, O and SO 
populations show a significantly higher 
fitness increase than the C populations, 
suggesting salt specific adaptations in these 
populations. (b) Relative fitness of the 
evolved yeast populations under oxidative 
stress. The O and the SO populations, but not 
the S populations, which never experienced 
oxidative stress during this experiment, show 
a stressor-specific fitness increase under 
oxidative stress (w=1.04±0.05 for S 
populations, w=1.13±0.02 for O populations, 
w=1.13±0.04 for SO populations and 
w=1.05±0.02 for C populations). Again, O 
and SO populations but not S populations 
show significantly higher fitness increase 
compared to the C populations, suggesting 
that at least part of the adaptations in these 
populations is due to adaptation to oxidative 
stress. (c) Relative fitness of the evolved 
yeast populations in medium without 
stressors - w=1.12±0.03 for S populations, 
w=1.09±0.03 for O populations, w=1.07±0.02 
for SO populations and w=1.10±0.01 for C 
populations. In each panel, the horizontal line 
inside a box corresponds to the mean fitness, the height of a box corresponds to the mean±1 
standard error (s.e.), and the whisker corresponds to the mean± 1 standard deviation (s.d.). An 
asterisk indicates a significant difference in a pairwise comparison of populations (Mann-
Whitney U test). 
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Berry and Gasch (Berry and Gasch 2008) showed that the exposure of yeast cells to a primary 
stressor can prepare them for future secondary stressors that could be different from the primary 
stressor. We wanted to investigate if this kind of cross-protection can evolve in our experiment, 
that is, whether long term exposure of yeast cells to one stressor can protect these cells against 
another stressor. We note that cross-protection could be symmetric or asymmetric in nature 
(figure 3a). In symmetric cross-protection, adaptation to stressor 1 would protect the cells against 
stressor 2 (1→2) and vice versa (2→1). In contrast, asymmetric cross-protection would work in 
only one direction, i.e., 1→2 or 2→1, but not both. In terms of our experiment, asymmetric 
cross-protection means that evolutionary adaptation to salt stress could protect cells against 
oxidative stress, whereas evolutionary adaptation to oxidative stress might not protect cells 
against salt stress, or vice versa. 
 
Two lines of evidence from our experiments point to evolution of asymmetric cross-protection, 
where long term adaptation to oxidative stress protects yeast cells against salt stress, but not vice 
versa. First, the O populations show a significant fitness increase in salt compared to the ancestor 
(w=1.22±0.02; p=0.004), although they were never exposed to salt stress during our evolution 
experiment (figure 2a). Their fitness in salt is also significantly higher than their fitness in 
medium without stressor (Mann Whitney U test, p=4×10-5). In contrast, although the S 
populations show a (small but significant) fitness increase under oxidative stress relative to the 
ancestor (w=1.04±0.05; p=0.008), their fitness in oxidative stress is lower than in medium 
without stressor (Mann Whitney U test, p=0.008; figure 2b and figure 2c).Thus, this fitness 
increase in the S populations does not reflect an adaptation to the oxidative stressor in the growth 
medium. These observations suggest that previous exposure to oxidative stress protects cells 
against salt stress, but not vice versa. The second line of evidence comes from fitness 
measurements that we carried out in two different cycles of exposure to stressors. Briefly, SO 
and O populations show higher fitness in the O→S cycle than in the S→O cycle, suggesting 
evolution of asymmetric cross-protection (results S1).  
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Figure 3: Symmetric and asymmetric cross-protection. (a) The types of stress cross-
protection that can occur in our experiments. Symmetric cross-protection means that adaptation 
to stressor 1 protects the cells against stressor 2 and vice versa. In contrast, in case of asymmetric 
cross-protection, adaptation to only one stressor protects against the other, but not vice versa. 
Asymmetric cross-protection could be of two different types, as shown in the figure. (b) Venn 
diagram showing overlap between genes with changed regulation in oxidative stress (upper three 
numbers) and in salt stress (lower three numbers). The middle three numbers, in the intersection 
of the ellipses, correspond to genes that change regulation both in oxidative stress and in salt 
stress. For example, in S populations, 13 and 61 genes show changes in regulation in oxidative 
stress and in salt stress respectively, with only one gene that is common between them. See text 
for details. The purple asterisks indicate significant difference in overlap between different 
populations. 
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Both the O and the SO populations had been exposed to oxidative stress for prolonged periods 
during the evolution experiment, one of them continuously, and the other multiple times. This 
raised the question whether such prolonged exposure is a requirement for the cross-protection we 
see. In other words, is the cross-protection we observed an evolutionary response to prolonged or 
repeated oxidative stress, or is it independent of such prolonged exposure? Our experiments 
allow us to distinguish between these possibilities, because the S populations were not exposed 
to oxidative stress during the evolution experiment. If cross-protection is an evolved feature, we 
would predict that it does not occur in S populations. Indeed, in these populations, there is no 
fitness difference between the O→S cycle (figure 4a, left-most data ) and the S→O cycle (figure 
4b; left-most data) (Mann Whitney U test, p=0.1043). That is, in populations not exposed to 
oxidative stress during the evolution experiment, pre-exposure to oxidative stress does not 
increase fitness. In sum, our observations suggest that our populations evolved asymmetric cross-
protection, where pre-exposure to oxidative stress can protect a population against salt stress. 
 
Evolved asymmetric cross-protection is reflected in shared genes that change regulation 
 
We next asked whether the evolved cross-protection we observed had also left an evolutionary 
signature in gene expression changes. To find out, we turned our attention to genes that changed 
their regulation during our evolution experiment (see Materials and Methods). The observations 
we made regard quantitative differences in the number of genes that change regulation in the S 
population, on the one hand, and in the O and SO populations, on the other hand. We first turn to 
the S populations, where 61 genes changed their regulation relative to the ancestral strain in the 
salt-evolved S populations – when the S populations are exposed to salt (figure 3b, left-most 
data). Many fewer genes (13 genes) changed their regulation in the S populations when these 
populations are exposed to oxidative stress. Importantly, the intersection of these two sets of 
genes is very small: only one gene (1.64 percent of 61 genes) changed regulation in response to 
both salt and oxidative stress (figure 3b, left-most data). We tested the null-hypothesis that this 
overlap could occur by chance alone, i.e., for sets of 61 and 13 genes drawn at random from the 
yeast genome (see methods S1). The answer is yes (randomization test p=0.131; methods S1).  
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Figure 4: Fitness analysis of the evolved populations in one S→O transition and in one 
O→S transition. (a) Relative fitness in the S→O transition. In these competition assays, we 
first let yeast cells grow for 24 hours under salt stress, then for another 24 hours under oxidative 
stress, and measured competitive fitness thereafter. (w=1.07±0.04 for S populations, 
w=1.12±0.01 for O populations and w=1.14±0.02 for SO populations) (b) Relative fitness in the 
O→S transition. As in (a), except that cells were first exposed to oxidative stress and then to 
salt stress. (w=1.09±0.05 for S populations, w=1.14±0.01 for O populations and w=1.15±0.02 for 
SO populations). For O populations and SO populations, the fitness increase is significantly 
higher in the O→S transition compared to the fitness in the S→O transition (p=2.37x10-8 for O 
populations and p=0.001 for SO populations). However, this does not hold for S populations 
(p=0.1043). The line in the box represents the mean fitness, the box represents mean± 1 standard 
error (s.e.) and the whisker represents mean± 1 standard deviation (s.d.). The asterisks indicate a 
significant difference in fitness (Mann-Whitney U test). 
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This overlap is much greater in O populations (figure 3b, right-most data). Analogously to what 
we observed in the S populations, more genes change their regulation when O populations are 
exposed to oxidative stress (348 genes) than when they are exposed to salt stress (132). 
However, now the overlap between these two sets of genes (35 genes or 10.06 percent of 348 
genes) is greater than expected by chance alone (randomization test p<10-7). In addition, the 
overlap is also significantly greater than in the salt-evolved populations (chi-square test 
p=0.0392, df=1, see methods S2).We note that this significant overlap does not just result from 
the greater number of genes that change their regulation in O than in S populations (figure 3b, 
right-most data and left-most data), because our tests account for this fact (see methods S1). 
Among these 35 genes, there are two genes that show a change in induction in salt as well as in 
peroxide. One gene, PUT4 was induced in response to osmotic stress in three previous 
physiological studies of the stress response (Posas et al. 2000; Rep et al. 2000; Yale and Bohnert 
2001). The second gene, YDL199C, encodes a putative transporter protein that has been shown 
to reduce oxidative stress resistance when knocked out (Higgins et al. 2002). In addition, O 
populations harbor 33 genes that show change in repression in salt as well as in peroxide (results 
S3). 
 
An analogous pattern holds in SO populations (figure 3b, middle data). Here, the overlap 
between the set of genes that changed regulation in salt and oxidative stress (40 genes) is greater 
than expected by chance alone (randomization test p<10-7). It is also significantly greater than 
the overlap in S populations (chi-square test p=0.0045 df=1). One of the affected genes, PUT4 is 
shared with O populations. A second gene, DDR48, was found to be upregulated in salt as well 
as in peroxide in previous studies of physiological stress adaptation (Gasch et al. 2000; Posas et 
al. 2000; Rep et al. 2000; Causton et al. 2001; Yale and Bohnert 2001). Yet another gene, 
YOR152C, is upregulated as part of the common environmental stress response (Gasch et al. 
2000) (results S3). 
 
We note parenthetically that in the SO populations, the number of genes that change in 
regulation is almost equal between salt stress (186 genes) and oxidative stress (180 genes). These 
two numbers are significantly more similar to each other than in the S and O populations (chi-
square test at df=1, p<0.0001 both for comparison between S and SO populations and between O 
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and SO populations; see methods S3), which is consistent with the fact that these populations 
have been evolved in both stressors for an equal amount of time.  
 
In sum, asymmetric cross-protection is associated with a significantly increased fraction of genes 
that change their expression in both salt and oxidative stress, when populations evolve under 
sustained (O populations) or repeated (SO populations) oxidative stress. 
 
In the supplementary material, we discuss in more detail the numbers of genes that change either 
basal expression or regulation in S, O, and SO populations, as well as the genes with expression 
changes that are shared between these populations (figure S3 and results S2).. Also in the 
supplementary material, we report another observation that is consistent with evolved 
asymmetric cross-protection. Specifically, genes changing their expression evolutionarily in O 
and SO populations are significantly more similar in their function to each other than to genes 
that change their expression in S populations (figure S4 and results S4). We also associate genes 
that change regulation in salt stress and in oxidative stress in these populations with phenotype 
data for null, reduction in function and over-expression mutants from Saccharomyces Genome 
Database (SGD) (figure S13) (phenotype_data.tab from http://www.yeastgenome.org/download-
data/curation/; Cherry et al. 2012). 
 
Evolved anticipation of stressors in SO populations  
 
We next asked whether asymmetric cross-protection could explain all of the fitness increase we 
observe in SO populations. If this was so, the fitness of O populations and SO populations would 
be identical under cycling conditions. However, this is not the case. Even though the fitness of O 
and SO populations does not differ significantly in salt stress (p=0.1903) or in oxidative stress 
(p=0.5457), fitness is higher in SO populations both in the O→S cycle (figure 4a, p=0.001) and 
in the S→O cycle (figure 4b, p=9x10-10). This higher fitness could have at least two non-
exclusive explanations.  
 
First, the SO populations may have evolved adaptations unique to them. In the supplementary 
material, we show that our gene expression data supports this possibility: In the SO populations, 
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but not in the S or O populations, a distinct group of genes has changed their basal expression in 
the course of the experiment (results S5 and figures S5 and S6). These include genes well-known 
to be involved in the physiological stress response, such as the gene FRT2, which can promote 
growth in conditions of high Na+ concentrations (Heath et al. 2004), and the genes FRE7 and 
HMX1. Knockout mutations in these genes can reduce oxidative stress resistance (Higgins et al. 
2002; Collinson et al. 2011). 
 
Second, the cycling (SO) populations may have acquired the ability to anticipate the next stressor 
in each cycle. Adapting physiologically to that stressor before it arises, for example through gene 
expression changes, might help explain the higher fitness we observe in the cycling populations. 
This possibility gives rise to several predictions about changes in gene regulation that we tested 
next.   
 
The SO population shows evolutionary adaptation in the regulation of two sets of genes, one 
upon exposure to stressor S (S-specific genes), and the other upon exposure to stressor O (O-
specific genes). In this population S-specific genes would change their expression after exposure 
to S, i.e., as a physiological adaptation to S. If the appearance of stressor S also served as an 
anticipatory signal for stressor O, one would expect that stressor S also triggers the expression of 
many O-specific genes. More specifically, in population SO the number of these O-specific 
genes should be greater than in a population that was only exposed to stressor S during its 
evolution. If so, one could conclude that the population has acquired the ability to ‘interpret’ 
stressor S as anticipating stressor O. Conversely, when population SO is exposed to stressor O, it 
would show changes in the expression of O-specific genes. If it also shows changes in the 
expression of many S-specific genes, one might conclude that stressor O can help the population 
anticipate stressor S. These simple considerations show that anticipation can be symmetric or 
asymmetric (figure 5a; Mitchell et al. 2009). Symmetric anticipation means that each stressor 
serves as a signal to anticipate the other stressor. Asymmetric anticipation means that only one of 
the stressor can help anticipate the other stressor.  
 
The scenario from the preceding paragraph leads to three specific predictions. First, in the SO 
populations, the sets of genes that evolved changed regulation in response to S and O should 
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show a statistically significant overlap and, more importantly, this overlap should be greater than 
in the S and O populations that were never exposed to the fluctuating environment – otherwise 
we could not conclude that the overlap is an evolved response to the fluctuating environment. 
We already discussed earlier that the sets of genes with regulatory changes in both salt stress and 
oxidative stress overlap to a significantly greater extent in SO populations than in S populations 
(figure 3b, chi-square test p=0.0045 df=1). The overlap is also significantly higher than in O 
populations (chi-square test p=0.0046, df=1), thus confirming the prediction.  
 
A second prediction is that the overlap of the sets of genes changing expression in physiological 
response to both salt and oxidative stress should be higher in the SO populations than in the 
ancestor. This is indeed the case (chi-square test, p <0.0001, df=1, figure S7). Also, the overlap 
of these sets of genes is significantly higher in the SO populations when compared to the S 
populations (chi-square test, p<0.0001, df=1), but not when compared to the O populations (chi-
square test, p=0.70, df=1) (figure S7). We discuss the latter observation further in the 
supplementary results (results S6).  
 
We note that these two predictions do not distinguish between symmetric or asymmetric 
anticipation. However, a third prediction does. It is illustrated by the schematic of figure 5b. Let 
us denote by A1 the fraction of genes that have changed regulation both after exposure to salt in 
SO populations and after exposure to oxidative stress in O populations. If salt has become an 
anticipatory signal for oxidative stress in SO populations, then A1 should be significantly greater 
than A2 (figure 5b), which denotes the fraction of genes that change regulation both after 
exposure to salt stress in S populations and to oxidative stress in O populations. This is indeed 
the case (chi-square test, p <0.0001 df=1). In terms of absolute numbers, there are 45 genes in set 
A1, i.e., genes that changed regulation in response to salt stress in SO populations, and that 
changed regulation in response to oxidative stress in O populations. There are, however, only 12 
genes in set A2, that is, genes with changed regulation in O populations in response to oxidative 
stress, and with changed regulation in S populations in response to salt stress.  
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Figure 5: Evolved symmetric and asymmetric anticipation and its detection in the SO 
populations. (a) The concepts of symmetric and asymmetric anticipation. Symmetric 
anticipation means that each stressor serves as a signal to anticipate the other stressor. 
Asymmetric anticipation means that only one of the stressors can help anticipate the other 
stressor. (b) Criteria and data to detecting anticipation. A1 is the fraction of genes with changed 
regulation in salt stress in SO populations and in oxidative stress in O populations; A2 is the 
fraction of genes with changed regulation both in salt stress in S populations and in oxidative 
stress in O populations; A3 is the fraction of genes with changed regulation both in salt stress in S 
populations and to oxidative stress in SO populations. The criteria for evidence for no 
anticipation, symmetric anticipation and asymmetric anticipation are summarized below the 
Venn diagram. In our experiments, we found that the set A1 contains 45 genes and is 
significantly greater than set A2, which contains 12 genes. Set A3 contains 12 genes, a number 
that does not differ significantly from the size of set A2. The purple asterisk indicates a 
significant difference in the sizes of the sets A1 and A2.  
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Conversely, if oxidative stress has become a signal in SO populations to anticipate the salt stress 
response, then A3 (figure 5b) should be significantly greater than A2. That is, the fraction of 
genes that change their expression when exposed to oxidative stress in SO populations, and that 
also change their expression in response to salt stress in S populations, should be significantly 
greater than the fraction of genes that change regulation both after exposure to salt stress in S 
populations and to oxidative stress in O populations. This is not the case (chi-square test, p=0.05, 
df=1). The absence of evidence for oxidative stress as an anticipatory signal for salt stress could 
be due to the fact that one cannot completely disentangle the effects of cross-protection and 
anticipation (see Discussion).  
 
In sum, three lines of evidence based on gene expression changes in our evolved populations 
suggested that asymmetric anticipatory regulation evolved in our lines, where salt stress can help 
anticipate oxidative stress, but not vice versa. The genes most likely to be affected by this 
anticipatory regulation are genes that are contained in set A1 but not in set A2 (figure 5b). There 
are 33 such genes (table S1). Three of them have a known role in the stress response. 
Specifically, a null mutant of gene YGR035C shows decreased hyperosmotic stress resistance 
(Yoshikawa et al. 2009), and the genes SPS4 and HXT2, are associated with tolerance of and 
adaptation to salt in yeast (Warringer et al. 2003).  
 
Discussion 
 
All three kinds of populations (S, O, and SO) that we studied adapted evolutionarily to their 
respective stressors within a mere 300 generations, and experienced a fitness increase between 
10 and 30 percent relative to the ancestor. Fitness differences between the populations indicate 
that their evolutionary adaptation is not due to a common stress response, but at least partly 
specific to salt or oxidative stress. Our data also speak to the possibility of a trade-off in fitness, 
which would occur if the elevated fitness of S populations comes at the price of a reduced fitness 
under oxidative stress, and vice versa for O populations. However, no such trade-off is evident. 
 
We observed the evolution of asymmetric cross-protection (figure 2a and 2b), where exposure to 
oxidative stress protected the cells against salt stress, but not vice versa. This assessment is based 
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on fitness differences of populations exposed to oxidative stress, and is accompanied by changes 
in gene regulation in the evolved populations. Specifically, the sets of genes that changed their 
regulation in response to oxidative and salt stress share many more genes in populations where 
cross-protection arose than in the ancestor. We emphasize that cross-protection is an 
evolutionary adaptation that occurred during our experiment, and that depends on prolonged 
exposure to oxidative stress, because our S populations do not show it. We note that the cross-
protection evolved not only in the cycling SO populations, but also in the O populations.  
 
One question that remains unanswered is why long term adaptation to oxidative stress protects 
yeast cells against salt stress but not vice versa. We discuss two candidate explanations here. 
First, it is possible that our O populations took an evolutionary path for adaptation to oxidative 
stress that also partially overlaps with the evolutionary path of adaptation to salt stress. This idea 
is supported by the fact that similar functional gene classes are significantly enriched or 
impoverished for genes with regulation change in peroxide in O populations, and for genes with 
regulation change in salt in S populations (figure S6). A second possible explanation comes from 
the observation that many environmental stressors induce the generation or accumulation of 
reactive oxygen species inside cells, thereby causing oxidative stress. Studies from other yeast 
species and plants suggest that some oxidative stress response genes might also be associated 
with the osmotic stress response (Gossett et al. 1996; Cazalé et al. 1998; Lin and Kao 2002; 
Chao et al. 2009). Thus, long term adaptation to oxidative stress might partially alleviate the 
harmful effects of reactive oxygen species caused by other stressors. A related phenomenon has 
also been observed for bacterial antibiotic resistance, where many antibiotics work through 
generating reactive oxygen species in the cells (Albesa et al. 2004; Dwyer et al. 2007; Hassett 
and Imlay 2007; Kohanski et al. 2007). Thus, adaptations to oxidative stress or induction of 
oxidative stress response pathways through cellular signaling molecules help bacteria survive 
these antibiotics (Dwyer et al. 2009; Lee and Collins 2011; Poole 2012; Vega et al. 2012). 
 
Cross-protection alone cannot explain all of the fitness increase in the SO populations in our 
experiment, because the cycling populations have significantly higher fitness than the O 
populations under cycling conditions. We investigated two potential non-exclusive causes for 
this observation through their gene expression signatures. First, the SO populations may have 
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experienced adaptations unique to them, which may include unique changes in gene expression 
or regulation. We showed that candidate genes with such changes indeed exist. Specifically, 
many genes changed their basal expression specifically in SO populations (results S5 and figure 
S5 and S6). Second, the SO populations may have ’learned‘ about the periodic nature of the 
environmental change, and become able to anticipate it. Three lines of evidence for this 
possibility exist through the proportion of genes that change expression in the SO populations, 
compared to the S, O, and ancestral populations (figures 3b and 5b, figure S7, and results S6). 
More specifically, this evidence argues for asymmetric anticipation, where salt stress helps 
anticipate oxidative stress, but not vice versa, in SO populations. Figure 6 summarizes our 
observations schematically.  
 
The evolutionary adaptations we characterize are complex and involve many genes. It is thus not 
surprising that our observations leave open questions. First, we have not been able to disentangle 
the effects of cross-protection and anticipation on fitness in the cycling SO populations. Doing so 
may in general be very difficult, for the following reason. In cross-protection, a physiological 
state attained in one stressor protects against a second stressor. In comparison, in anticipation, 
exposure to the first stressor is necessary for triggering a second protective physiological state. 
To distinguish between cross-protection and anticipation, it is thus essential to know whether a 
cell’s physiological state when exposed to the second stressor is a result of physiological 
adaptation to the first stressor, or whether it is merely triggered by exposure to the first stressor 
but specifically protects against the second stressor. Because physiological states may change 
almost immediately after any environmental change (Gasch et al. 2000; Causton et al. 2001), it is 
difficult to make this distinction. 
 
While our experiments did not allow us to clearly separate cross-protection and anticipation, they 
revealed specific gene expression signatures that point towards anticipatory regulation in the 
cycling SO populations. The fitness changes we observed point in the same direction, because 
the SO populations have significantly higher fitness than the O populations both in the O→S and 
in the S→O transition. Using control populations is crucial in this regard, because in their 
absence, one might falsely attribute the adaptations we see in cycling populations solely to 
anticipation, instead of to a combination of cross-protection and anticipation.  
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Figure 6: Summary of observations for cycling populations. The rounded boxes correspond 
to the two different stressors between which the SO populations cycle (arrows). Fitness and gene 
expression data provided evidence for evolved cross-protection of oxidative stress against salt 
stress (light grey ellipse). Gene expression data also indicated asymmetric anticipation of 
oxidative stress by salt stress (dark grey ellipse), and basal expression changes in genes that were 
unique to cycling populations (white ellipse). Which of these three features affect fitness most 
strongly cannot be distinguished from our experiments.  
 
 
A second, related limitation is that we do not know whether cross-protection, anticipation, or 
basal expression changes increase fitness more strongly. The reason is again the inability to 
completely separate anticipation and cross-protections in cycling populations. However, the data 
hint that cross-protection has the greatest effect on fitness, because the cycling populations have 
higher fitness in the O→S transition than in the S→O transition (Figure 4a and 4b). A third open 
question is why cross-protection and anticipation are asymmetric, and why they occur in 
opposite directions.  
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Multiple genes that changed their regulation and expression in our experiments have been 
previously implicated in physiological adaptation to salt or oxidative stress (results S3 and S5). It 
may be tempting to search for single genes that may be causally responsible for the adaptations 
we see. However, two lines of evidence suggest that such a search may not be successful. Recent 
work has shown (Berry et al. 2011) that the genes required for physiological adaptation to a 
stressor do not only depend on the stressor, but also on other stressors that preceded it. Such 
interdependencies make the identification of single genes that are unconditionally responsive to a 
stressor difficult. Second, both the physiological stress response and evolutionary adaptations to 
stress involves many genes. For example, evolutionary adaptations to salt stress are complex, 
polygenic and do not involve measurable allele frequency increases in single adaptive alleles, at 
least on the time scale of a laboratory evolution experiment (Dhar et al. 2011).  
 
In sum, past work on physiological adaptation has demonstrated the existence of both cross-
protection and anticipation (Völker et al. 1992; Cullum et al. 2001; Greenacre and Brocklehurst 
2006; Schild et al. 2007; Berry and Gasch 2008; Tagkopoulos et al. 2008; Wolf et al. 2008; 
Mitchell et al. 2009; Rodaki et al. 2009; Berry et al. 2011). The present work shows that both 
phenomena, as well as relevant basal gene expression changes, can evolve within a mere 300 
generations of laboratory evolution. Future work may be needed to show which of these changes 
are more important in the adaptation of organisms to varying environments.  
 
Materials and Methods 
 
Strains and media 
We used the haploid yeast strain BY4741 (MATa his3Δ1 leu2Δ0 met15Δ0 ura3Δ0; 
ATCC#201388) in this study. We started all laboratory evolution experiments from the same 
clone of BY4741, which we refer to as the ancestral strain. We refer to populations derived from 
the ancestral strain through serial transfer cycles as evolved populations. We refer to the three 
replicate yeast populations evolved in salt as S populations, three replicate populations evolved 
in hydrogen peroxide stress as O populations, and three replicate populations evolved in 
periodically occurring salt stress and oxidative stress as SO populations. We also evolved three 
replicate control (C) populations in general growth medium without salt stress and oxidative 
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stress. We estimated the growth rates of the evolved populations as well as that of the ancestral 
strain relative to a BY4741 strain in which the CWP2 gene is tagged with green fluorescent 
protein (GFP). We refer to this GFP-tagged strain as the reference strain. We obtained ancestral 
and reference strains from EUROSCARF (http://web.uni-
frankfurt.de/fb15/mikro/euroscarf/yeast.html) and Invitrogen (www.invitrogen.com and    
http://yeastgfp.yeastgenome.org/) (Ghaemmaghami et al. 2003), respectively. For serial transfers, 
we cultured cells in YP (consisting of 2% peptone, 1% yeast extract) and 2% galactose (YPG), 
YPG supplemented with 0.5 M NaCl (YPGS) and YPG supplemented with 1mM H2O2 (YPGO). 
We supplemented all media for serial transfer with 50 μg/ml ampicillin and 25 μg/ml tetracycline 
to minimize the risk of contamination. We verified the stability of hydrogen peroxide in YPG 
medium using a Merckoquant peroxide test kit (Merck Catalogue No. 1100810001), which 
showed that after 24 hours at 30oC with shaking, the concentration of hydrogen peroxide in YPG 
medium still exceeded 80% of the initial hydrogen peroxide concentration. 
 
We chose the concentrations of salt and hydrogen peroxide based on growth rate and viability 
measurements of ancestral yeast strain in these stressors (figures S11 and S12). Briefly, we found 
that salt stress from 0.5M NaCl reduces the growth rate of yeast so that the final cell number 
after 24 hours of growth is approximately 1/3rd of the cell number without stressors but it does 
not affect the viability of yeast cells even after growth for 24 hours. In contrast, under oxidative 
stress from 1mM peroxide the final cell number after 24 hours of growth is about 87% of the cell 
number without stressor. However, oxidative stress at 1 mM peroxide leads to a loss in cell 
viability, and higher peroxide concentration causes a population size reduction greater than 90 
percent, when the stressor is applied only for three hours. 
 
Serial transfer 
We started nine parallel serial transfer experiments with an overnight culture derived from one 
single clone of the ancestral strain. In each parallel experiment, we grew 50 ml of yeast culture in 
an incubating shaker for 24 hours at 220rpm and 30oC, after which cultures had reached 
stationary phase. Every 24 hours, we transferred 50μl of stationary culture into 50 ml of fresh 
culture medium. We carried out 30 such transfer cycles for a total of approximately 300 
generations (Each transfer cycle involved approximately log21000≈10 cell generations). In three 
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of the parallel experiments, we used YPGS medium for each transfer, in three other parallel 
experiments, we used YPGO medium and in another three experiments, we used YPGS and 
YPGO medium alternatively. Before each transfer, we froze 1.5ml of culture supplemented with 
25% glycerol, and stored this cell suspension at -80oC for future analysis. We examined cultures 
periodically for contamination by microscope and through plating. 
 
Competition assays 
To compare growth rates of the evolved populations with that of the ancestral strain, we 
performed competition assays using fluorescence activated cell sorting (FACS), as described 
below. We grew cells overnight from frozen glycerol stocks in 4ml YPD medium (30oC, 
220rpm) until they had reached late logarithmic phase (<1.5x108 cells/ml). To estimate cell 
counts, we used a Neubauer cytometer. In each culture, we then adjusted the cell numbers to 
2.5x107 cells/ml with YPD. These pre-culturing steps ensured that cells were in comparable 
physiological states with high viability before competition. For the competition assay, we mixed 
equal cell numbers (2.5×106) of the reference strain and of the competing strain in 10ml YPGS 
or YPGO medium (5.0×105ml-1 final cell density). We collected a 2.0ml aliquot of this culture, 
centrifuged it, and resuspended the cells in 1.0ml PBSE buffer (10mM Na2HPO4, 2mM 
KH2PO4,137mM NaCl, 2.7mM KCl, 0.1mM EDTA, pH 7.4). We stored these cells overnight at 
4oC. We used FACS to measure the relative cell numbers Nr(0) of the reference strain, and Ne(0) 
of an evolved population (or Na(0) of the ancestral strain, depending on the experiment) at the 
beginning of the competition assay. We carried out all the competition assays in three replicates. 
For each replicate, we grew up 2ml cell aliquots for 24 hours in an incubating shaker at 220rpm 
and 30oC.  At the end of 24 hours we counted the relative cell numbers Nr(1) and Ne(1) (or 
Na(1)) using FACS with a Beckman Coulter Cytomics FC500 fluorescence activated cell sorter. 
The histogram of fluorescing and non-fluorescing cells provided the relative number of cells of 
the reference strain (GFP-tagged) and the competing strain (evolved population or ancestral 
strain). 
 
For measurement of fitness in a change from oxidative stress to salt stress (O→S), we first grew 
cells subject to oxidative stress, i.e., in YPGO medium following the same protocol as above (24 
hours, 220rpm, 30oC). We then diluted the cells 1000 times into fresh YPGS medium and grew 
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them for another 24 hours (220 rpm, 30oC). We then counted the relative cell numbers for the 
reference strain (Nr(2)) and the evolved (Ne(2)) or ancestral strain (Na(2)), depending on the 
experiment, using same FACS protocol as described above. Fitness measurement in the S→O 
transition proceeded exactly analogously, except that cells were first grown in YPGS for 24 
hours, and then in YPGO for another 24 hours.  
 
Estimating growth rate differences 
From the competition assays we determined the growth rate differences as follows. If the 
reference strains R and some other strain E grow according to ( ) (0)r
r t
r rN t e N=  and 
( ) (0)er te eN t e N= , where rr and re are strain-specific growth rates, and where Ni(t) are population 
sizes of the respective strains at time t, then  
 
 
Here, me is the Malthusian fitness of strain E and mr is the Malthusian fitness of strain R. Since 
we measured population numbers through FACS after t=1 day of competition, we estimated me 
(dimension [d-1]) as  
 
 
where FLe(0) represents the percentage of GFP-tagged reference cells in the medium at the 
beginning of the competition assay, and FLe(1) represents the percentage of these cells after 1 
day of competition. Similarly, 
 
 
 
To compare the cell numbers of an evolved population to that of the ancestral strain, we 
calculated the dimensionless ratio N=Ne/Na. This ratio is equivalent to  
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Therefore, 
( )1dimension .d −⎡ ⎤⎣ ⎦  
Since the growth of our yeast cells is density dependent and is limited to a 1000 fold increase per 
culture transfer cycle, we can estimate ma as ma=mav=ln(1000)/(1d)=6.9078d-1 (where mav is the 
average Malthusian fitness for the ancestral strain, as estimated from this1000-fold increase). We 
define the selection coefficient s as the difference in Darwinian fitness between an evolved 
population and the ancestral strain, i.e., s=(me-ma)/ma=w-1 (Lenski et al. 1991), where s>0 (or 
w>1) indicates that the evolved population has an advantage over the ancestral strain.  
 
For measurement of fitness in the O→S and S→O transitions, we have 
 
 
 
and 
                                                                 .                         
 
 
This yields 
 
Thus, following a similar derivation as that above, 
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As above, ma=mav*=ln(10002)/(2d)= 2*6.9078/2 d-1=6.9078 d-1,because there is a 106 fold 
increase in the number of cells over two cycles i.e., in two days. These considerations yield 
 
 
 
 
Whole genome transcriptome analysis 
 
We analyzed the mRNA expression levels in the ancestral strain and in the evolved populations 
using a GeneChip Yeast Genome 2.0 Array (Affymetrix). We grew up equal number of cells 
from the ancestral strain and the evolved populations in YPG medium for 16 hours. We then 
either induced the cells with 0.5M NaCl or with 1mM H2O2, or grew them uninduced for 20 
further minutes as a control. We isolated total RNA using the RiboPure-Yeast RNA isolation Kit 
(Ambion), and determined the quality of the isolated RNA with a NanoDrop ND 1000 
spectrophotometer (NanoDrop Technologies, Delaware, USA) and a Bioanalyzer 2100 (Agilent, 
Waldbronn, Germany). We only processed samples further if the absorption ratio at 260 nm and 
280 nm was between 1.8–2.1, and 28S -18S rDNA ratio was within 1.5-2 . We then reverse-
transcribed total RNA samples (50 ng) into double-stranded cDNA, and then in vitro transcribed 
the cDNA in the presence of biotin-labeled nucleotides using the GeneChip® 3' IVT Express Kit 
(Affymetrix). We determined the quality and quantity of the biotinylated cRNA using the 
NanoDrop ND 1000 and Bioanalyzer 2100. We then fragmented Biotin-labeled cRNA samples 
(7.5 µg) randomly to 35-200 bp at 94°C in Fragmentation Buffer (Affymetrix), and mixed in 100 
µl of Hybridization Mix (Affymetrix) containing Hybridization Controls and Control 
Oligonucleotide B2 (Affymetrix Inc., P/N 900454). We then hybridized samples to GeneChip® 
Yeast Genome 2.0 Arrays for 16 h at 45°C. Subsequently, we washed arrays using the 
Affymetrix Fluidics Station 450 FS450_0003 protocol. We used an Affymetrix GeneChip 
Scanner 3000 (Affymetrix Inc.) to measure the fluorescent intensity emitted by the labeled 
target. After hybridization and scanning, we calculated probe cell intensities and summarized for 
the respective probe sets by means of the MAS5 algorithm (Hubbell et al. 2002). To compare the 
expression values of the genes from chip to chip, we performed global scaling using a signed-
rank call algorithm (Liu et al. 2002). We then transformed the normalized signal intensities 
( )
(2) / (0)1 ln
2 (2) / (0)
s / 1
6.908
e e
a a
e a a
N N
N N
m m m w
⎛ ⎞⎜ ⎟⎝ ⎠= − = − =
167
Chapter 3
logarithmically (base 2). Genes with log 2 transformed values of greater than 4 in all of the 
arrays were considered present in our data.  
 
We carried out microarray analyses (i) for two replicates each for the ancestral strain in YPG, 
YPGS and YPGO (six in total); (ii) for four replicate population samples for the S populations in 
YPG, YPGS and YPGO, that is,12 analyses in total; (iii) for three replicate population samples 
for the O populations in YPG, YPGS and YPGO, that is, nine analyses in total; (iv) for three 
replicate population samples for the SO populations in YPG, YPGS and YPGO (nine analyses in 
total).  
 
To identify genes that show physiological expression change in stressor, we considered only 
those genes for which | | 1YPGX YPGE E− ≥ where EYPGX  represents the averaged log2-transformed 
expression level of a gene in the stressor YPGX over all the replicate measurements and EYPG 
represents the averaged log2-transformed expression of the same gene in YPG medium without 
any stressor averaged over all replicate measurements. 
 
To identify genes whose basal expression or whose regulation changed (see Results), we 
calculated the average expression levels for the ancestral strain and the evolved populations in 
YPG, YPGS and YPGO. For each gene, we then calculated the following two Z-scores.  
 
 
 
 
and,  
 
 
 
where EYPGX is the average log2-transformed expression level of the focal gene in the evolved 
populations in YPGX medium (YPGS or YPGO), ANCYPGX is the average log2-transformed 
expression level of the focal gene in the ancestral strain in YPGX medium, EYPG is the average 
log2-transformed expression level of the focal gene in the evolved populations in YPG medium, 
( ) ( )Z-score for change in regulation 
0.09
.  
YPGX YPGX YPG YPG
r
E ANC E ANCZ
Variance
No of replicates
− − −=
⎛ ⎞+ ⎜ ⎟⎝ ⎠∑
Z-score for basal expression change 
0.09
.  
YPG YPG
b
E ANCZ
Variance
No of replicates
−=
⎛ ⎞+ ⎜ ⎟⎝ ⎠∑
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and ANCYPG is the average log2-transformed expression level of the focal gene in the ancestral 
strain in YPG medium (Mukhopadhyay et al. 2006; Dhar et al. 2011).  
 
The Z-scores take into account the mean expression change of a particular gene, and also the 
variation in gene expression among the replicates under various conditions (Mukhopadhyay et al. 
2006). In both calculations, 0.09 is a pseudo-variance (Mukhopadhyay et al. 2006). We 
calculated the Variance term in the denominator of the above equations for the expression level 
of a gene within replicate arrays in the ancestral strain, and within replicate arrays in the evolved 
populations, always in a given medium. The Variance term is divided by the number of replicate 
arrays, and summed over the different media in which the expression values were measured, as 
indicated by the summation sign in the formula. For calculation of Zr, we calculated the 
variances of expression levels for the replicate arrays in each of the following cases: in the 
ancestral strain in YPG, in the evolved populations in YPG, in the ancestral strain in YPGS or 
YPGO and in the evolved populations in YPGS or YPGO. For calculation of Zb, we calculated 
the variances of a gene within the replicate arrays in the ancestral strain in YPG, and in the 
evolved populations in YPG. The formulae used here are modified from (Mukhopadhyay et al. 
2006) for several reasons. First, in our experiment we use expression data from three biological 
replicate populations for each kind of evolved populations (S,O or SO). Thus, the probability of 
finding the same genes being differentially expressed in three independent replicate populations 
by chance alone will be very low. Second, the aim of this analysis was to detect the genes with 
changed expression that are shared among replicate evolved populations. A gene might not 
change its expression level to the same extent in parallel evolved populations, thus generating 
variance in expression among the replicates. To compensate for this increased variance, we set 
the Z-score threshold for identifying differentially expressed genes lower than the Z-score 
threshold used in (Mukhopadhyay et al. 2006). Third, we divided the variance by the number of 
replicates for each condition, as the actual variance would be proportional to the sample variance 
and inversely proportional to the number of replicates. Overall, we considered genes whose 
absolute Z-scores exceeded a value of 1.5 to be differentially expressed. We then classified the 
genes into two main categories of change in regulation, namely change in induction and change 
in repression, based on the physiological response of these genes to the stressors in the ancestral 
strain. 
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 The choice of the Z-score threshold determines the minimal change in expression that we can 
detect, taking the variance among replicates into account. If the sum of the variances in the above 
equations was equal to zero, and the Z-score threshold was set as 1.5 (as we do here) then all 
genes with an absolute value of log2(fold change) greater than 0.45 would be identified as genes 
with evolutionary expression changes. If the variance among replicates is greater than zero, the 
absolute value of the log2(fold change) would also need to be higher to identify a gene to be 
differentially expressed. For example, if the sum of the variances among replicates was equal to 
1, then the absolute value of log2(fold change) would have to be greater than 1.57 to identify a 
gene as differentially expressed.  
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Appendix to Chapter 3 
 
 
 
 
 
Figure S1: Fitness of the ancestral strain relative to the reference strain. The two strains are 
from identical genetic backgrounds with the exception that the reference strain contains a GFP 
tag at the CWP2 gene. The fitness of the ancestral strain relative to the reference strain is as 
follows – in medium without stressors w=0.97±0.02, in salt stress w=0.93±0.04, and in oxidative 
stress w=1.03±0.07. Although the reference strain’s GFP tag might affect fitness in some 
environments, such changes do not affect our measurements, because the fitness changes of the 
evolved populations and ancestral strain were calculated relative to the reference strain. 
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Figure S2: Schematic diagrams showing hypothetical examples of several types of 
evolutionary gene expression changes. Panels (a-e) show physiological expression changes of 
a hypothetical gene before (solid line) and after (dotted line) evolutionary adaptation. The x-axis 
shows time (on a physiological time scale) after the organism has been exposed to a stressor; the 
y-axis shows the expression level of the gene. The types of evolutionary gene expression 
changes that are depicted here are as follows (a) Basal change in expression but no change in 
regulation (b) Change in induction, with and without basal change (c) Change in repression, with 
and without basal change (d) New induction, with and without basal change (e) New repression, 
with and without basal change. The gene expression change over time is assumed to be linear 
with time but it need not be linear. 
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Results S1: Fitness measurements in cycles of exposure to stressors 
 
We carried out fitness measurements in two different cycles of exposure to stressors. In the first 
cycle, we exposed evolved populations to oxidative stress for 24 hours (ca. 10 generations), 
followed by 24 hours of salt stress (O→S cycle, see Methods). In the second cycle, we exposed 
the populations first to salt stress and then to oxidative stress (S→O cycle, see Methods). If 
asymmetric stress protection exists, we would predict that the fitness of populations in the O→S 
cycle is higher than that of populations in the S→O cycle. This is indeed the case for two of our 
populations. That is, in the O populations, fitness was significantly higher in the O→S cycle 
compared to the fitness in the S→O cycle (Mann Whitney U test, p=2×10-8; figure 4a and 4b, 
right-most data), and the same holds for the SO populations (Mann Whitney U test, p=0.0001; 
figure 4a and 4b, middle data).  
 
 
Results S2: Genes that change either basal expression or regulation in S, O and SO 
populations 
 
The evolutionary changes that we observe in gene expression are of two kinds – basal changes 
and changes in regulation. Basal changes refer to the change in expression of genes even in the 
absence of any stressor in the medium.  
 
There are 81 genes in the S populations, 105 genes in the O populations, and 390 genes in the SO 
populations that show a basal expression change, including genes with a basal increase and a 
basal decrease in expression (figure S3a). Among all these genes, 50 genes are shared between 
all populations, 6 genes between S and O populations, 14 genes between S and SO populations, 
and 32 genes between O and SO populations.  
 
Among the genes that change their regulation under salt stress in the evolved populations, there 
are 61, 132 and 186 such genes in S, O and SO populations respectively (figure S3b). There are 
42 genes with changed regulation in salt stress that are shared between S, O and SO populations. 
In addition, 8 genes are shared between S and O populations, 4 genes between S and SO 
populations and 52 genes between O and SO populations.  
 
Finally, there are 13, 348 and 180 genes that show change in regulation in oxidative stress in S, 
O and SO populations respectively (figure S3c). Out of all these genes, 3 genes are shared by all 
populations, 7 genes between S and O populations, and 87 genes between O and SO populations, 
whereas S and SO population do not share any common gene.  
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Figure S3: Number of common genes with evolutionary expression changes between S, O 
and SO populations. Evolutionary gene expression changes can be of two types – basal change 
and regulation change. (a) There are 81 genes in the S populations, 105 genes in the O 
populations, and 390 genes in the SO populations that show a basal expression change. Among 
all these genes, 50 genes are shared between all populations, 6 genes between S and O 
populations, 14 genes between S and SO populations, and 32 genes between O and SO 
populations. (b) There are 61, 132 and 186 genes that change their regulation under salt stress in 
S, O and SO populations respectively. There are 42 genes with changed regulation in salt stress 
that are shared between S, O and SO populations. In addition, 8 genes are shared between S and 
O populations, 4 genes between S and SO populations and 52 genes between O and SO 
populations. (c) There are 13, 348 and 180 genes that show change in regulation in oxidative 
stress in S, O and SO populations respectively. Out of all these genes, 3 genes are shared by all 
populations, 7 genes between S and O populations, and 87 genes between O and SO populations, 
whereas S and SO population do not share any genes with regulation changes in oxidative stress. 
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Results S3: Genes that changed regulation in salt and oxidative stress in both O and SO 
populations 
 
In O populations, there are two genes, both belonging to the functional class 'Cellular transport, 
transport facilities and transport routes' (Güldener et al. 2005), that show a change in induction in 
salt as well as in peroxide. One gene, PUT4 is induced in response to osmotic stress in three 
physiological studies of the stress response (Posas et al. 2000; Rep et al. 2000; Yale and Bohnert 
2001). The second gene, YDL199C, encodes a putative transporter protein that has been shown 
to reduce oxidative stress resistance when knocked out (Higgins et al. 2002). In addition, O 
populations harbor 33 genes, belonging to ten different protein functional classes, that show 
change in repression in salt as well as in peroxide. Among these 33 genes, 18 genes (SPB1, 
UTP5, LCP5, DBP3, PXR1, IMP3, DBP8, TRM2, SRP40, DBP9, UTP14, ESF2, YOR287C, 
RRS1, ARX1, KRI1, NOC2, and YLR063W) are repressed as part of a common environmental 
stress response (Gasch et al. 2000).  
 
In SO populations, we observed 10 genes, from eight protein functional classes, with a change in 
induction in salt as well as in peroxide. One of these genes, PUT4 is shared with O populations. 
A second gene, DDR48, has been shown to be upregulated in salt as well as in peroxide in 
previous studies of physiological stress adaptation (Gasch et al. 2000; Posas et al. 2000; Rep et al. 
2000; Causton et al. 2001; Yale and Bohnert 2001). Yet another gene, YOR152C, is up-regulated 
as part of the common environmental stress response (Gasch et al. 2000).  
 
Also in SO populations, there are 30 genes, from 12 protein functional classes, that show a 
change in repression in salt as well as in peroxide medium. Among these 30 genes, 19 genes 
(MAK5, ENP1, ESF1, UTP5, LCP5, DBP3, UTP11, TRM2, SRP40, DBP9, DUS3, UTP14, 
RLP7, ARX1, KRI1, NOC2, YLR063W, YLR073C, and KRE33) have been shown to be 
repressed as part of a common environmental stress response during physiological adaptation 
(Gasch et al. 2000). Out of these 30 genes, 17 genes (ARX1, DBP9,YLR063W, SRP40, GFD2, 
YOR293C-A, UBC11, KRI1, DBP3, BAS1, YBL029W, TRM2, NOC2, YNL162W-A, UTP14, 
UTP5, and LCP5) also changed repression in salt and in peroxide in the O populations. 
 
Results S4: Genes that change their regulation in O and SO populations have more similar 
functions than genes that change their regulation in S populations 
 
We developed a measure of functional distance Df among sets of genes that indicates differences 
between known functional annotations of two sets of genes (see methods S4). Based on this 
measure, we compared functional distances among genes that change their regulation in O, S, 
and SO populations (see methods S4).  The mean value of Df  for these genes is significantly 
lower for O and SO populations than for the other two pairs of populations (Mann-Whitney U 
test, p=0.02 for comparison with Df between S and O populations; p=0.001 for comparison with 
Df between S and SO populations). The distribution of Df between O populations and SO 
populations has the lowest mean (S & O populations: Df = 0.0344±0.0396, O & SO populations: 
Df = 0.0221±0.0260, S & SO populations: Df = 0.0386±0.0444, figure S4). 
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Figure S4: Functional distances between evolved populations based on functional 
classification of genes with evolutionary expression change. We calculated a measure of the 
functional similarity of genes with changed expression between evolved populations using a 
distance measure Df  described in the methods S4. Genes in the evolved yeast populations can in 
principle show six types of gene expression changes. For each of these six expression change 
categories, we determined the fraction of genes that fall into these functional categories (see 
methods S4). From these set of fractions, we calculated the functional distance given by Df 
between S and O populations, between S and SO populations and between O and SO populations 
(see methods S4). The data suggests that the genes changing their expression in O and SO 
populations are significantly more similar to each other in function than they are to genes that 
change their expression in S populations. The line in the box represents the mean functional 
distance, the box represents mean± 1 standard error (s.e.) and the whisker represents mean± 1 
standard deviation (s.d.). The asterisk indicates a significant difference in fitness (Mann-Whitney 
U test). 
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Results S5: Gene expression changes specific to the SO populations.  
 
In this analysis we asked whether an evolutionary signature of gene expression or regulation 
change exists specifically for SO populations. If so, the affected genes may help explain why SO 
populations have higher fitness than O populations under salt stress. Specifically, we analyzed 
variation in gene expression in the S populations, O populations and SO populations using 
principal component analysis (PCA). We carried out this analysis separately for genes that 
changed their basal expression (figure S5a), their regulation under salt stress (figure S5b), and 
their regulation under oxidative stress (figure S5c) (see methods S5). Figure S5a shows that basal 
gene expression changes in SO populations (red dots) are well-separated from basal changes in S 
and O populations. This separation holds to a much lesser extent for regulatory changes in salt 
stress (figure S5b). It is absent for such changes in oxidative stress (figure S5c). Thus, based on 
this analysis, most of the evolved gene expression change that is specific to SO populations 
should affect basal expression. This is also born out by the numbers of genes that change basal 
expression (figure S3). In total, 130 genes change their basal expression, excluding genes where 
this change is specific to the SO populations; 294 genes change their basal expression only in the 
SO population (69.34 percent). This percentage is significantly greater than the 38.10 percent of 
genes that change their regulation only in SO populations in response to salt stress (chi-squared 
test, p<0.0001, df=1) It is also significantly greater than the 26.39 percent of genes that change 
their regulation in only SO populations in response to oxidative stress (chi-squared test, 
p<0.0001, df=1)   
 
We next studied the annotated functions of genes with changes in basal expression that are 
unique to SO populations. Based on Z-score calculation (see Methods), there are 393 genes that 
show basal expression change in SO populations, compared to 82 genes in S populations and 106 
genes in O populations. We classified the products of these genes into functional categories, 
using the CYGD classification (Güldener et al. 2005). For each of these functional classes, we 
asked whether genes in a given population and expression change category occur preferentially 
in this class. To this end, we used an exact binomial test and corrected for multiple hypothesis 
testing (p<0.05, FDR<10%) (see methods S6). The results are displayed in a color matrix in 
figure S6. This matrix indicates whether a functional class (matrix rows) is enriched (yellow) or 
impoverished (blue) for genes in a given population and expression change category (matrix 
columns) are. Several functional classes are enriched or impoverished for genes whose changes 
are unique to SO populations (right-most 6 columns of figure S6). For example, genes with a 
decrease in basal expression are enriched in the classes 'cellular communication /signal 
transduction mechanisms', 'interaction with environment' and 'development'. Fewer such genes 
than expected by chance alone are involved in ‘protein synthesis’. And fewer genes with change 
in repression in salt are involved in ‘development’ than expected by chance alone. More such 
genes are involved in the 'biogenesis of cellular components'. In sum, the functions of genes 
whose expression or regulation changes in SO populations fall into multiple classes, some of 
which are enriched with genes only in SO populations.  
 
Finally, we analyzed specific genes with basal expression changes unique to SO populations. 
Several of these genes have been implicated in the physiological stress response by previous 
studies. First, the gene FRT2 encodes a protein in the membrane of the endoplasmic reticulum. It 
is known to promote growth in conditions of high Na+ concentrations, under alkaline pH, or 
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under cell wall stress (Heath et al. 2004). FRT2 also showed increased induction to salt stress in 
SO populations. Second, the gene MSB2 encodes an osmosensor that acts in parallel to the SHO1 
mediated stress signaling pathway (O'Rourke and Herskowitz 2002). Third, the gene SSK22 
encodes the MAP kinase kinase kinase of the HOG1 signaling pathway (Posas and Saito 1998), 
which is the major signaling pathway of the osmotic stress response. Both MSB2 and SSK22, are 
members of the MAPK signaling pathway. Fourth, TRK2, encodes a component of Trk1p-Trk2p 
potassium transport system in yeast (Ko et al. 1990; Ko and Gaber 1991). Expression changes in 
this gene are likely biologically significant, because potassium transport systems are important 
for ion homeostasis under hyperionic stress (Maathuis and Amtmann 1999). Fifth, ARG82, 
causes increase in sensitivity to heat and decrease in ionic stress resistance when knocked out 
(Dubois and Messenguy 1994; Dubois et al. 2002). Sixths and sevenths, the genes FRE7 and 
HMX1, reduce oxidative stress resistance in yeast when knocked out individually (Higgins et al. 
2002; Collinson et al. 2011). Moreover, there are seven genes (MFA1, MFA2, SDP1, ASG7, 
AGA2, FUS1, and KIN82) that were affected by environmental stress or osmotic stress in 
previous studies of physiological stress adaptation. Another seven genes (SOK2, RHO5, FAR1, 
BAR1, VHS3, SIR1, and AXL1) reduce hyperosmotic stress response when knocked out 
individually (Yoshikawa et al. 2009). Except for STE3 and FUS1, all the genes described above 
show a decrease in basal expression that is restricted to SO populations.  
 
One intriguing observation is that there are 13 genes that encode pheromone receptors (STE2, 
STE3), are involved in pheromone signaling (STE5, STE12, STE18, SST2, GPA1, FUS3, STE4, 
PRM2, PRM5, and PRM6), or function as transcription factors for gene regulation in response to 
pheromones (KAR4).  
What could be the significance of a basal decrease in expression of these pheromone signaling 
genes? We do not have firm answers, but mention several possibilities. First, the changes in 
expression of these genes could merely be caused by changes in expression of other genes in SO 
populations. (There are 307 genes that show decreased basal expression in the SO populations 
and out of these 307 genes, 247 are unique to SO populations.) The second possibility is that 
genes associated with pheromone signaling might be associated with the stress response. This is 
not far-fetched. For example, expression of three genes, MFA1, MFA2 and FUS1, involved in 
pheromone signaling (Michaelis and Herskowitz 1988; Chen et al. 1997; Nelson et al. 2004), is 
affected in the physiological stress response (Yale and Bohnert 2001). Third, it is possible that 
there is cross talk between MAPK pathways for stress signaling, which might explain the 
changes in expression of these genes. Fourth, the genes responsible for stress adaptation might be 
controlled by several signaling pathways, including the pheromone signaling pathway. Thus, 
changes in the expression level of these genes might result in better regulation of downstream 
stress response genes.  
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Figure S5: Principal component analysis (PCA) of evolutionary changes in gene expression. 
To investigate the similarities and differences of evolutionary gene expression changes between 
S, O, and SO populations, we performed PCA based on all genes in the microarray data (see 
methods S5). The figure shows the results of PCA analysis for genes in the evolved populations 
that change their (a) basal expression (b) regulation in salt (c) regulation in peroxide. This 
analysis suggests that genes with basal expression changes in SO populations (red dots) are well-
separated from genes with basal changes in S and O populations. This separation holds to a much 
lesser extent for regulatory changes in salt stress and it is absent for such changes in oxidative 
stress. 
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Figure S6: Protein functional classes that are enriched or impoverished for genes with 
evolutionary expression change. We classified genes with evolutionary change in expression in 
S, O and SO populations according to the CYGD functional classification (Güldener et al. 2005). 
Each row in the matrix shown below represents a protein functional class that is indicated on the 
right side of the figure and each column represents a type of evolutionary gene expression 
change in a specific kind of evolved population (indicated on top). For each matrix entry we 
performed a statistical test to determine whether the number of genes in the corresponding 
functional class could occur by chance alone, given the total number of genes in the column (see 
methods S6). A square is black if the number of genes observed in that class is not significantly 
different from what would be expected by chance alone. A square is yellow (blue) if the number 
of genes in that functional class is significantly higher (lower) than expected by chance alone 
(exact binomial test, p<0.05 and FDR<10%).  
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Results S6: Genes that that respond physiologically to salt and oxidative stress in SO 
populations 
Consider the set of genes that change expression in a population in response to both salt and 
oxidative stress, and refer to this set of genes as shared or overlapping between the two stress 
responses. We found that this set of genes is not significantly greater in SO than in O populations 
(chi-square test, p=0.70, df=1) (methods S2, figure S7). To explain this observation, which 
apparently contradicts what one would predict for the evolution of anticipation, we note that 
overlaps between two sets of genes can be influenced by different adaptive processes. For 
example, since both O populations and SO populations evolved cross-protection, it is possible 
that the overlap in O populations (365 genes) could be caused by evolved cross-protection in 
these populations, whereas the overlap in SO population could be caused by a combination of 
evolved cross-protection and anticipation (figure S7). If so, one would predict be that the identity 
of shared genes would differ between O populations and SO populations. Indeed, we found that 
there are 77 shared genes (out of 365 genes) in O populations (figure S7), that are unique, i.e, 
they are neither involved in the salt stress response nor in the oxidative stress response in any of 
the other populations (S populations, O populations, and ancestral strain). Similarly, out of 355 
shared genes in SO populations (figure S7), 75 genes are unique to these populations. By 
comparison, S populations have only two such unique genes and the ancestral strain has five 
such unique genes. Thus, although the shared genes between SO and O populations do not differ 
in number, they differ in identity. This difference is consistent with the view that different 
adaptive processes – impossible to disentangle from our experiments – have contributed to the 
size and composition of the shared gene sets in O and SO populations.  
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Figure S7: Genes that respond physiologically to salt stress and oxidative stress. In the 
ancestral strain (black circles), there are 1117 genes that respond physiologically to salt stress 
and 143 genes that respond physiologically to oxidative stress. There are 59 genes in common 
between these two sets of genes. In S populations (green circles), there are 1258 genes that 
respond physiologically to salt stress and 224 genes that respond physiologically to oxidative 
stress. There are 94 genes that are in common between these two sets of genes. This number of 
common genes is significantly greater than in the ancestral strain (Large ‘<’ sign, asterisk; 
p=0.0104). In O populations (blue circles), there are 1302 genes that respond physiologically to 
salt stress and 629 genes that respond physiologically to oxidative stress. There are 365 genes in 
common between these two sets of genes. This overlap is also significantly greater than the 
overlap in the ancestral strain (p<10-16) and the overlap in S populations (p<10-16). In SO 
populations (red circles), there are 1368 genes that respond physiologically to salt stress and 538 
genes that respond physiologically to oxidative stress. There are 355 genes in common between 
these two sets of genes. Again, this overlap is significantly greater than the overlap in the 
ancestral strain (p<10-16) and in S populations (p<10-16). However, this overlap is similar to the 
overlap in O populations (p=0.70). 
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Figure S8: Comparing overlaps between two sets of genes using a chi-square test.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
191
Appendix to Chapter 3
 
 
 
 
 
 
192
Appendix to Chapter 3
Figure S9: Chi-square tests to compare the numbers of genes with changed regulation in 
salt stress and in oxidative stress between two populations.  
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Figure S10: Calculating functional similarity between two populations using the distance 
measure Df (methods S4).  
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Figure S11: Growth of ancestral yeast strain in salt stress and oxidative stress. Cell density 
(cells per ml) of the ancestral yeast strain after 24 hours of growth in (a) 0.5M NaCl and (b) 
1mM H2O2. Cell numbers after 24 hours of growth were determined manually with 
haemocytometer.  
 
(a) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(b) 
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Figure S12: Viability of the ancestral yeast strain. (a) Viability of ancestral yeast strain after 
16 hours and 24 hours of growth in medium supplemented with 0.5M NaCl (b) Viability of 
ancestral yeast strain after 3 hours of growth in medium supplemented with various 
concentrations of H2O2. Viability of the ancestral yeast strain was determined by plating at 30°C 
and is calculated relative to the viability of the ancestral strain in medium without stressors.  
 
(a) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(b) 
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Figure S13: Mutant phenotypes, associated with stress response, of genes that show change 
in regulation in our evolved populations. We used phenotype data for null, reduction in 
function and over-expression mutants from Saccharomyces Genome Database (SGD) 
(http://www.yeastgenome.org/download-data/curation/phenotype_data.tab; Cherry et al. 2012). 
The x-axis distinguishes the populations and the class of genes with regulatory changes under the 
indicated condition. For example, “S-oxidative stress” refers to genes that changed their 
regulation under oxidative stress in populations evolved under salt stress (S populations). The y-
axis shows the number of genes that can be associated with salt stress/osmotic stress response 
and oxidative stress response phenotype in the phenotype data from SGD for each category on 
the x-axis. For example, among the 13 genes that changed regulation in oxidative stress in the S 
populations, only one gene could be associated with the salt stress/osmotic stress response 
phenotype and one gene could be associated with the oxidative stress response phenotype from 
the phenotype data from SGD.  
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Figure S14: Localization of genes with increase in basal expression in the yeast 
chromosomes for (a) S populations (b) O populations and (c) SO populations.  In all the 
populations, chromosome 7 and chromosome 15 contain a higher percentage of genes in this 
category, compared to the other chromosomes.  
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Table S1: List of unique genes in set A1 that are not present in set A2 from figure 5a 
 
Gene name 
(Common name) 
Function (in CYGD (Güldener et al. 2005)) 
YOR145C (PNO1) Protein required for cell viability 
YOR287C Weak similarity to PITSLRE protein kinase isoforms 
YCR098C (GIT1) Glycerophosphoinositol transporter also able to mediate low-affinity 
phosphate transport 
YBR104W (YMC2) Member of the mitochondrial carrier (MCF) family - unknown 
function 
YNL227C (JJJ1) J-protein (Type III), similar to dnaJ-like proteins 
YGR035C Conserved hypothetical protein 
YKL172W (EBP2) Protein required for pre-rRNA processing and ribosomal subunit 
assembly 
YKR044W (UIP5) Ulp1 Interacting integral membrane protein 
YOR306C (MCH5) Transporter 
YNL162W-A Unknown function 
YML093W 
(UTP14) 
Nucleolar protein, component of the small subunit (SSU) processome 
containing the U3 snoRNA that is involved in processing of pre-18S 
rRNA 
YER127W (LCP5) Ngg1p interacting protein 
YFL065C Unknown function 
YDR101C (ARX1) Protein required for 60S pre-ribosome formation 
YHR148W (IMP3) Component of the U3 small nucleolar ribonucleoprotein 
YOR313C (SPS4) Sporulation-specific protein 
YLR063W Unknown function localised to cytoplasm 
YDR299W (BFR2) Protein involved in protein transport steps at the Brefeldin A blocks 
YKR092C (SRP40) Suppressor of mutant AC40 of RNA polymerase I and III 
YCL036W (GFD2) “Great for Full DEAD box protein activity”- unknown function, 
identified as a high-copy suppressor of a dbp5 mutation 
YOR315W (SFG1) putative transcription factor required for growth of superficial 
pseudohyphae 
YOR293C-A Hypothetical protein - identified by MS Proteomic Analyses 
YLR223C (IFH1) Pre-rRNA processing machinery control protein 
YNR054C (ESF2) Essential nucleolar protein involved in pre-18S rRNA processing 
YBR142W (MAK5) ATP-dependent RNA helicase 
YMR011W (HXT2) Glucose transporter 
YKR099W (BAS1) Myb-related transcription factor 
YBR247C (ENP1) Effects N-glycosylation, Protein associated with U3 and U14 
snoRNAs, required for pre-rRNA processing and 40S ribosomal 
subunit synthesis 
YOR004W (UTP23) Essential nucleolar protein that is a component of the SSU (small 
subunit) processome involved in 40S ribosomal subunit biogenesis 
YKL099C (UTP11) U3 snoRNP protein 
YOR206W (NOC2) Crucial for intranuclear movement of ribosomal precursor particles 
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YNL002C (RLP7) Nucleolar protein related to ribosomal protein L7 
YPL119C-A Hypothetical protein 
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Table S2: List of unique genes in set A3 that are not present in set A2 in figure 5a 
 
Gene name (Common 
name) 
Function (in CYGD (Güldener et al. 2005)) 
YLR401C (DUS3) Member of dihydrouridine synthase family 
YBL108C-A (PAU9) Unknown function 
YOL136C (PFK27) 6-phosphofructose-2-kinase, isoenzyme 2 
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Methods S1: Do two sets of genes overlap to a greater extent than expected by chance 
alone?  
 
Let us consider two sets of genes A and B that contain |A| and |B| genes, respectively, as well as a 
number of genes O=| |A B∩  shared (or overlapping) between both sets. We would like to know 
whether the number of shared genes O could be observed by chance alone, if the two sets of 
genes were to be drawn at random from the yeast genome. To find out, we used a randomization 
test. We created samples X and Y of |A| and |B| genes, respectively, at random from those genes 
in the yeast genome for which gene expression data was available from the microarray (5668 
genes in total). We then computed the number of genes Orand= | |X Y∩  in which X and Y 
overlap. We repeated this procedure n=107 times, thus obtaining 107 values for Orand. We then 
established the fraction p (of these values in which O≥Orand, which yields a p-value for this 
randomization test. We note that this test is limited in that the smallest obtainable p-value is 
determined by the sample size n. We call the number O of shared genes significant if p lies 
below some pre-defined cutoff value, such as p<0.05. 
 
Methods S2: Do two pairs of gene sets differ significantly in the genes they share? 
 
Some of our analyses required us to compare the extent to which two pairs of gene sets shared 
genes. Specifically, consider a population 1 with two sets of genes A and B, with |A| and |B| 
members, as well as the number of members in their intersection | |A B∩ . Next consider a 
population 2 with two sets of genes C and D, and the number of members in their 
intersection| |C D∩ . We wanted to know whether the first two sets of genes C and D overlap to 
a significantly greater extent than the second two sets of genes, A and B, or vice versa (figure 
S8). To this end, we carried out the following two-part chi-squared test.  
 
For population 1, the number of genes that is shared and not shared between the two sets is given 
by | |A B∩  and | | | |A B A B∪ − ∩ , respectively. The total number of genes is given by 
N1=| |A B∪  (see figure S8). Similarly, in population 2, the number of genes that is shared and 
not shared between the two sets is given by | |C D∩  and| | | |C D C D∪ − ∩ , respectively, and 
the total number of genes is N2=| |C D∪ (figure S8). In the first part of the test, we use the 
observations from population 1 as the expected values for population 2. Thus, the expected 
number of shared and non-shared genes would be 2
1
| |A BN
N
∩×  and 2
1
| | | |A B A BN
N
∪ − ∩×  
respectively. We calculate the value of 
2
1χ (1 degree of freedom, df) as follows 
 
 
2 2
2 2
1 12
1
2 2
1 1
| | (| | | |)| | (| | | |)
| | (| | | |)
N A B N A B A BC D C D C D
N N
N A B N A B A B
N N
χ
⎛ ⎞ ⎛ ⎞× ∩ × ∪ − ∩∩ − ∪ − ∩ −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠= +× ∩ × ∪ − ∩
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and obtain a p-value that we designate as p1. In the second part of the test, we use the 
observations from population 2 as the expected values for population 1. Thus, the expected 
number of shared and non-shared genes would be 1
2
| |C DN
N
∩×  and 1
2
| | | |C D C DN
N
∪ − ∩×  
respectively. We calculate the value of 
2
2χ (df=1) as follows 
 
 
and obtain a p-value that we designate as p2 (figure S8). We report an overall p-value p=max(p1, 
p2) as a summary result from both tests.  
 
Methods S3: Does the number of genes with altered regulation differ significantly between 
two populations? 
 
We also used a two-part chi-square test to ask whether the number of genes with changed 
regulation in salt stress, and the number of genes with changed regulation in oxidative stress 
differ significantly between two populations. For this analysis, we considered genes that show 
changed regulation only in one of the stressors, but not genes that show changed regulation in 
both salt stress and oxidative stress. For example, let us assume that in population 1, there are P 
genes that show changed regulation only under salt stress, and Q genes that show changed 
regulation only under oxidative stress (figure S9). Similarly, in population 2, there are R genes 
that show changed regulation only under salt stress, and S genes that show changed regulation 
only under oxidative stress. This data gives rise to the 2x2 table shown in figure S9. In this table, 
the row totals are given by N1=P+Q and N2=R+S. The first part of the test uses the observed 
numbers from population 1 as the expected numbers for population 2. Specifically, the expected 
number of genes in the two categories for population 2 are 2
1
PN
N
× and 2
1
QN
N
× . One can then 
calculate the value of
2
1χ as follows  
 
 
 
 
 
 
to obtain a p-value (p1) from the
2χ distribution with df=1.  
 
2 2
1 1
2 22
2
1 1
2 2
| | (| | | |)| | (| | | |)
| | (| | | |)
N C D N C D C DA B A B A B
N N
N C D N C D C D
N N
χ
⎛ ⎞ ⎛ ⎞× ∩ × ∪ − ∩∩ − ∪ − ∩ −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠= +× ∩ × ∪ − ∩
2 2
2 2
1 12
1
2 2
1 1
N P N QR S
N N
N P N Q
N N
χ
⎛ ⎞ ⎛ ⎞× ×− −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠= +× ×
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In the second part of the test, we use the observed numbers from population 2 as the expected 
numbers for population 1. Specifically, the expected number of genes in the two categories are 
1
2
RN
N
×  and 1
2
SN
N
× . The value of 22χ is given by  
 
 
 
 
 
 
 
It yields a p-value (p2) from the
2χ distribution with df=1. We report an overall p-value 
p=max(p1,p2) as a summary result from both tests. 
 
Methods S4: Calculation of functional similarity of genes with evolutionary expression 
change 
 
To estimate the functional similarity of genes with changed expression in different populations, 
we classified genes with evolutionary change in expression (either basal change or change in 
regulation) in the evolved yeast populations according to the function of their protein products, 
using the CYGD protein functional classification (Güldener et al. 2005) with 18 different 
functional categories of genes. The CYGD classification (Güldener et al. 2005) contains 27 
protein function categories, of which 9 categories do not contain any gene in yeast and were thus 
discarded from our analysis. Genes in the evolved yeast populations can in principle show six 
types of gene expression changes, namely a basal expression increase, a basal  expression 
decrease, changed induction in salt stress, changed repression in salt stress, changed induction in 
oxidative stress, and changed repression in oxidative stress. For each of these six expression 
change categories, we determined the fraction of genes that fall into the 18 functional categories 
given by
,
,
i j
i j
i
a
f
N
= , thus constructing a 6×18 table of these fractions (with 108 entries in total) 
(see figure S10). We note that
18
,
1
i j i
j
a N
=
=∑ , thus 18 ,
1
1i j
j
f
=
=∑ . In total we arrived in this way at three 
such tables, one for each of the S, O, and SO populations. From the table entries (figure S10), we 
calculated a pair-wise functional distance between two populations as 
( ) , ,( , ) | ( ) ( ) |f A B i j A i j BD i j f f− = −  for 1 6i≤ ≤ , 1 18j≤ ≤ . Means and standard deviations of the 
resulting distributions of distances (based on all 108 table entries) are shown in figure S4. We 
used a non-parametric Mann-Whitney U test to ask whether these functional distances differ 
significantly among pairs of populations.  
 
 
Methods S5: PCA analysis 
 
To identify similarities and differences in gene expression in evolved yeast populations, we 
performed principal component analysis (PCA) on all the genes in the microarray data. To this 
2 2
1 1
2 22
2
1 1
2 2
N R N SP Q
N N
N R N S
N N
χ
⎛ ⎞ ⎛ ⎞× ×− −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠= +× ×
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end, we represented the expression data of each population as a vector of gene expression in a 
space of N=5621 dimensions, as many as there are genes in our data set. Specifically, we used 
the following kinds of gene expression vectors in this analysis. The first is a vector (B)k of basal 
expression changes in replicate population k. The entries (Bi)k of this vector (corresponding to the 
basal expression change of gene i) are given by (Bi)k= , , _( )i YPG k i avg YPGE A− . Here, (Ei,YPG)k 
represents the log2-transformed expression level of gene i in population k and in medium without 
any stressor. Ai,avg_YPG represents the log2-transformed expression level of gene i in the ancestral 
strain averaged over the replicates and in medium without any stressor. Relatedly, we define the 
vector (RX)k that describes the change in regulation of gene i in population k under stressor X as 
(Ri,X)k= , , , _ , _( ) ( ) ( )i YPGX k i YPG k i avg YPGX i avg YPGE E A A− − − . Here, (Ei,YPGX )k represents the log2-
transformed expression level of gene i in population k and in medium with stressor X (X=S in salt 
stress and X=O in oxidative stress), and Ai,avg_YPGX represents the log2-transformed expression 
level of gene i in stressor X in the ancestral strain, averaged over the replicates. We performed 
PCA analysis using the perl module (de Hoon et al. 2004) of the cluster program in (Eisen et al. 
1998).  
 
 
Methods S6: Testing for significant enrichment of gene function categories for differently 
expressed genes 
 
We grouped differentially expressed genes into different classes using the Comprehensive Yeast 
Genome Database (CYGD) functional classification for yeast genes (Güldener et al. 2005). 
There are 18 functional categories in total, after discarding categories that do not contain any 
genes in yeast. First, we classified all the genes that are present in the microarray (in total 5621 
genes) into the CYGD functional categories, and calculated the expected fraction of genes in all 
the 18 functional classes. Let us assume that mk genes are classified into class k, and as kρ the 
expected fraction of genes in class k, i.e.,  =1  18kk
m for k to
N
ρ =  where
18
1
k
k
N m
=
=∑ . Now, let us 
assume that Yk genes with changed expression in a given experiment fall into class k, and define 
the quantity
18
1
k
k
A Y
=
= ∑ , i.e., the total number of genes with changed expression. To ask if a given 
functional class is enriched or impoverished for genes with a given type of expression change, 
we performed an exact binomial test for each functional class as follows. We define a random 
variable X that describes the number of genes in class i under the null hypothesis that X is 
binomially distributed with parameters A and kρ  (X~B(A,ρk)). If Yk<A×ρk , the array data 
contains fewer genes in functional class k than expected by chance under the null hypothesis. A 
p-value for a test of this null hypothesis calculates as 
 
 
 
If Yk>A×ρk , the functional class contains more genes than expected by chance, and the p-value is 
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We calculated p-values for all functional classes and for all different types of expression changes 
in our populations. We corrected for multiple hypothesis testing, with a False Discovery Rate 
(FDR) of less than 10 percent in all analyses using the Benjamini-Hochberg procedure 
(Benjamini and Hochberg  1995). 
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Chapter 4 
 
Increased gene dosage plays the most important role in the initial stages of 
evolution of duplicate TEM-1 beta lactamase genes 
 
 (To be submitted for publication) 
 
Abstract 
Gene duplication is important in evolution, because it provides new raw material for 
evolutionary adaptations. Several existing hypotheses differ in their emphasis on gene dosage, 
sub-functionalization, and neo-functionalization as prominent causes in duplicate retention and 
diversification. Little experimental data exists on the relative importance of gene expression 
changes and genetic changes in the evolution of duplicate genes. Furthermore, we do not know 
how strongly the environment could affect this importance.  To address these questions, we 
performed evolution experiments with the TEM-1 beta lactamase gene in E. coli to study the 
initial stages of duplicate gene evolution in the laboratory. We mimicked tandem duplication by 
inserting two copies of the TEM-1 gene on the same plasmid. We then subjected these copies to 
repeated cycles of mutagenesis and selection in various environments that contained antibiotics 
in different combinations and concentrations. Our experiments showed that gene dosage is the 
most important factor in the initial stages of duplicate gene evolution, and overshadows the 
importance of point mutations in the coding region.  
 
Introduction 
Gene duplication is one of the fundamental driving forces of molecular evolution. Although it 
had been studied for a long time (Kuwada, 1911; Serebrovsky, 1938; Bridges, 1936; Stephens, 
1951; Anderson and Roth, 1977; reviewed in Taylor and Raes, 2004), only the genomic era 
revealed its full extent, showing that about 20-60 percent of a genome’s genes can have 
duplicates (Himmelreich et al., 1996; Klenk et al., 1997; Tomb et al., 1997; Arabidopsis Genome 
Initiative, 2000; Rubin et al., 2000; Li et al., 2001; Kellis et al., 2004). Gene duplication, which 
occurs approximately as frequently as mutation (Lynch and Conery, 2000), is important for the 
evolution of new protein functions (Ohno, 1970; Hughes, 1994; Walsh, 1995), and may also 
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facilitate speciation (Sidow, 1996; Spring, 1997; Lynch and Force, 2000a; Bailey et al., 2002; 
Simillion et al., 2002; Bowers et al., 2003; Dehal and Boore, 2005; Marques-Bonet et al., 2009). 
Most duplicate gene copies are lost by deletion or become pseudogenes (Rouquier et al., 1998; 
Rouquier et al., 2000; Balakirev and Ayala, 2003), yet many duplicate genes have persisted in 
the genomes of organisms in all branches of life (Tekaia and Dujon, 1999; Zhang, 2003; Vavouri 
et al., 2008), further underscoring the high incidence of gene duplication.  
 
Three main classes of hypotheses exist to explain the retention of duplicate genes (reviewed in 
Hahn, 2009). The first hypothesis highlights the role of gene dosage. Because gene duplication 
increases the expression level of a gene, this increased expression can be beneficial and help 
retain both duplicates (Horiuchi et al., 1963; Kondrashov et al., 2002; Conant et al., 2007). 
Several biological examples highlight the role of increased dosage in the preservation of 
duplicate genes. Several duplicate genes in yeast metabolism may have been retained since an 
ancient genome duplication, because their higher dosage was beneficial in a glucose rich 
environment (Conant and Wolfe, 2007). Indeed, several ancient duplicate metabolic genes in 
yeast still show significant functional overlap (DeLuna et al., 2008), which is important, because 
it suggests a role of increased gene dosage in duplicate retention. Gene amplifications may also 
be beneficial in nutrient limited environments, for adaptation to stressors, and for resistance to 
antibiotics, presumably due to the increased gene dosage they cause (Straus, 1975; Otto et al., 
1986; Matthews and Stewart, 1988; Nichols and Guay, 1989; Sonti and Roth, 1989; Ives and 
Bott, 1990; Kondratyeva et al., 1995; Brown et al., 1998; Riehle et al., 2001; Dunham et al., 
2002; Reams and Neidle, 2003). 
 
The second hypothesis emphasizes the evolution of new functions – neo-functionalization (Ohno, 
1970; Hughes, 1994; Walsh, 1995; Zhang et al., 2002; Hooper and Berg, 2003; Hughes, 2005; 
Francino, 2005; Conant and Wolfe, 2008). Ohno first suggested that one copy of a duplicate gene 
pair experiences relaxed selection and can evolve a new function through accumulating 
mutations (Ohno, 1970). If this new function is beneficial for an organism, both original and new 
gene copies would be retained. Several models for neo-functionalization such as the Innovation-
Amplification-Divergence (IAD) model (Bergthorsson et al., 2007; Soo et al., 2011; Näsvall et 
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al., 2012), and the Escape from Adaptive Conflict (EAC) model (Des Marais and Rausher, 2008; 
Barkman and Zhang, 2009; Deng et al., 2010) have since been proposed.  
 
The third hypothesis suggests sub-functionalization as a possible mechanism. Force et al. (Force 
et al., 1999) proposed that two copies of a gene acquire mutations that change the genes' activity 
in such a way that the two copies become complementary to each other in function. In 
consequence, both copies are required to maintain the original function (Duplication-
Degeneration-Complementation or DDC model) (Force et al., 1999; Lynch and Force, 2000b; 
Lynch et al., 2001). Apart from these three main classes of hypotheses, theoretical studies have 
suggested diverse further scenarios for gene duplicate retention (Nowak et al., 1997; Wagner, 
2000; Wagner, 2002; Gu et al., 2003; Kafri et al., 2006; Kafri et al., 2008). 
 
Changes in gene dosage (gene expression) and in gene coding regions play a role in all three 
main hypotheses. Although comparative studies address the importance of gene dosage changes 
or sequence changes for the retention of duplicate genes (Kondrashov et al., 2002; Zhang et al., 
2002; Rodríguez-Trelles et al., 2003; Tocchini-Valentini et al., 2005; Conant et al., 2007; Lynch, 
2007; Tirosh and Barkai, 2007; Woolfe and Elgar, 2007; Des Marais and Rausher, 2008; 
Kleinjan et al., 2008; Deng et al., 2010), very little pertinent experimental evidence exist 
(Holloway et al., 2007; Näsvall et al., 2012). Moreover, we do not know how environmental 
conditions can influence the retention of duplicate genes via one mechanism or the other. 
Although some experimental work studied the evolution of duplicate genes (Holloway et al., 
2007; Näsvall et al., 2012), none of it examined the relative importance of these mechanisms in 
the retention process, nor did it study the role of environmental conditions in the evolutionary 
outcome. To address these questions, we constructed a tandem duplication of the TEM-1 beta 
lactamase gene on a plasmid. We subjected the two duplicates to repeated rounds of mutagenesis 
and selection on the native substrate ampicillin, on novel substrates, and on a combination of 
native and novel substrates, to ask what role the chemical environments play in the retention of 
duplicate genes. We were especially interested in the role that gene dosage (and the resulting 
changes in gene expression) or changes in coding regions play in the initial stages of duplicate 
gene evolution. Do environmental conditions influence this role? We found that gene dosage 
increases plays the most important role in retaining duplicate genes, regardless of the antibiotic 
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environment. They are affected by four molecular processes that could alter TEM-1 gene 
expression in our evolved populations.   
 
Results 
Duplication confers fitness advantage 
To study the evolution of duplicate genes in the laboratory, we created a tandem duplication of 
the TEM-1 gene on a plasmid, where both duplicates had the same transcriptional orientation. 
We transformed this plasmid into E. coli DH5α cells and refer to the resulting strain as the 
ancestral D strain (AncD). We also constructed a control strain with only one copy of the TEM-1 
gene on the plasmid (ancestral S or AncS) (figure 1, see Methods). We first wanted to know if 
the two strains differ in fitness. The answer is yes, using cell density after seven hours of growth 
in medium supplemented with antibiotics as a proxy for fitness (see Methods). Fitness decreased 
in both ancestral strains as we increased the ampicillin concentration in the medium. However, 
the AncD strain suffered a significantly smaller reduction than the AncS strain when exposed to 
ampicillin (figure 2a, p=0.03, ANOVA - see supplementary methods S1). This advantage of the 
double-copy strain was especially large at high concentration of ampicillin (>250µg/ml, figure 2a; 
supplementary table S1a). It is not surprising, because the AncD strain has a higher dosage of the 
gene encoding TEM-1 beta lactamase, and we would thus expect it to hydrolyze its native 
substrate ampicillin more efficiently. This difference should become more important at higher, 
more damaging concentrations of ampicillin, just as we observed.  
 
 
Figure 1: Ancestral strains of our experiments. Our starting strains AncS and AncD are 
derivatives of E. coli DH5α cells that contain one (AncS) or two (AncD) copies of the TEM-1 
gene on plasmid pUA66 (Zaslaver et al., 2006).  
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In a next step, we asked whether this difference also exists in a novel substrate such as 
cefotaxime. We used cefotaxime because it has previously been shown that the TEM-1 gene can 
acquire activity towards cefotaxime by accumulating mutations (Stemmer, 1994; Zaccolo and 
Gherardi, 1999; Barlow and Hall, 2002). We repeated the experiment described above, starting 
from very low concentrations. As on ampicillin, increasing cefotaxime concentrations led to a 
fitness decrease in both ancestral strains (figure 2b; supplementary table S1b). However, unlike 
in ampicillin, the double-copy AncD strain did not have a significant advantage over the single-
copy AncS strain (ANOVA, p=0.90). 
 
We then asked whether the two antibiotics interact in reducing fitness, and whether this 
interaction favors the duplicate strain. To this end, we measured growth of the ancestral strains in 
medium supplemented with various concentrations of ampicillin and cefotaxime (figure 2c and 
supplementary figure S1). In low concentrations of ampicillin (50 µg/ml and 100µg/ml) 
supplemented with cefotaxime, the double-copy strain performed like the single-copy strain 
(ANOVA; p=0.37 in 50µg/ml ampicillin supplement; p=0.08 in 100 µg/ml ampicillin 
supplement; supplementary figure S1; supplementary table S1c). However, at larger ampicillin 
concentration, the double copy strain had higher fitness than the single copy strain (ANOVA; 
p=0.0003 in 150µg/ml ampicillin supplement; p=0.0009 in 200 µg/ml ampicillin supplement; 
figure 2c and supplementary figure S1; supplementary table S1c). 
 
We note that the concentrations of ampicillin and cefotaxime required to reduce fitness to a 
given level is considerably lower when ampicillin and cefotaxime are both present in the medium 
than when only one of them is present. This observation suggests a synergistic effect of these 
two antibiotics (Gunnison et al., 1955; Moellering et al., 1971; Farrar and Newsome, 1973). In 
this case, higher gene dosage can be beneficial, because the AncD strain can hydrolyze 
ampicillin more efficiently and thus can withstand higher concentrations of cefotaxime. We 
made similar observations for imipenem, another novel substrate (supplementary figures S2 and 
S3; supplementary results S1). A different fitness measure, namely the rate at which cell density 
increases over time provides further evidence in support of our observations (supplementary 
figure S4; supplementary results S2). Taken together, the results show that two copies of the 
TEM-1 gene can cause benefits due to the higher gene dosage they provide.  
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Figure 2: Gene duplication confers a significant fitness advantage on some antibiotic 
concentrations (AncS and AncD). To measure fitness, we cultured cells from the ancestral 
strains for 7 hours in medium supplemented with antibiotics, and calculated the fold-change in 
cell density (y-axis) on different concentrations (x-axis) of (a) ampicillin, (b) cefotaxime, and (c) 
cefotaxime with a constant 200 µg/ml concentration of ampicillin.  The red curve shows the data 
for the AncD strain, and the blue curve shows the data for the AncS strain. Note a general 
decrease in fitness as antibiotic concentrations increase. On ampicillin (panel a) the AncS strain 
declined significantly more in fitness than the AncD strain (ANOVA, supplementary methods S1; 
p=0.03). No such advantage of the AncD strain existed on cefotaxime (ANOVA, p=0.90), but on 
cefotaxime supplemented with ampicillin (200 µg/ml), this advantage became more pronounced 
than on ampicillin alone (ANOVA; p=0.0009). Supplementary Figure S1 contains fitness data on 
further antibiotic concentrations. 
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Experimental evolution 
We next asked whether the inherent fitness difference we observed between the AncD and AncS 
strains is maintained in the long term. To do so, we subjected the ancestral strains to 12 cycles of 
mutagenesis and selection. Briefly, we mutagenized plasmids in a mutator E. coli strain (see 
Methods), selected mutant offspring on various antibiotic-containing media (see Methods, figure 
3), and iterated this procedure for twelve rounds of mutagenesis and selection. We refer to the 
evolved populations as EvoS (evolved from AncS) and EvoD (evolved from AncD). We 
performed each evolution experiment in 5 replicates for each of the two ancestral strains, and for 
each of seven selection conditions, creating a total of 70 replicate evolved populations (see 
Methods; supplementary figure S5). However, we will mainly discuss results from one selection 
condition, i.e., cefotaxime in combination with ampicillin, which gave rise to populations that we 
call CA lines (see Methods).  This selection condition is of major interest, because it has been 
suggested to accelerate divergence between duplicate copies, where one copy would maintain the 
original function while the second copy would evolve a new function (Ohno, 1970, Bergthorsson 
et al., 2007). We also used several other selection conditions, and did so for two reasons. First, 
we wanted to ensure that our inferences from the CA lines are not only due to an effect specific 
to a particular novel antibiotic, namely cefotaxime. Second, we wanted to study the effect of 
different environmental selection conditions, to find out whether duplicate gene copies diverge in 
function or sub-functionalize depending on the environmental condition.  
 
 
Evolved lines show increased fitness 
At the end of the evolution experiment, we measured the fitness of the evolved lines to see 
whether they had adapted to their respective selection conditions, and indeed they had. For the 
CA lines, which had evolved in cefotaxime and ampicillin, we measured fitness on several 
ampicillin and cefotaxime concentrations. Both the EvoS and EvoD lines showed a significant 
fitness increase in all combinations (table 1; figure 4 and supplementary figure S6a). These 
observations suggest that the evolved CA lines have adapted to ampicillin and cefotaxime during 
the course of the experiment. However, in none of these conditions did the EvoD lines show a 
higher fitness increase than the EvoS lines. To the contrary, in two conditions, the EvoS lines 
showed a significantly higher fitness increase than the EvoD lines (figure 4 and supplementary 
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figure S6a; Wilcoxon rank sum test; p=0.007 in 200 ug/ul ampicillin and 0.003 ug/ul cefotaxime; 
p=1.2×10-5 in 200 ug/ul ampicillin and 0.006 ug/ul cefotaxime). We discuss the reasons below. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: Experimental evolution design. Our evolution experiment had four steps (see 
Methods). Briefly, we transformed the plasmids containing single or double copy TEM-1 inserts 
into the mutator E. coli TB90 cells. We then isolated the mutagenized plasmids and transformed 
them into the E. coli DH5α strain. We then let these cells grow for 16 hours in LB medium 
supplemented with 25µg/ml of kanamycin. In the final step, we diluted the cells 10-fold into 
appropriate antibiotic selection medium, let them grow in the selection medium for 7 hours and 
subsequently isolated the plasmids. We repeated these four steps 12 times, thus subjecting the 
ancestral strains to 12 rounds of mutagenesis and selection. We refer to the populations thus 
evolved as the EvoS and EvoD lines. We emphasize that only the plasmids evolved in our 
experiment and not the cells, since we changed the host cells at each step of the experiment. 
 
 
Fitness measurements in the other evolved lines suggested that most of the lines had adapted to 
their respective selection conditions (supplementary table S2; supplementary results S3; 
supplementary figures S7 to S12). And again, not only did the EvoD lines not increase their 
fitness beyond that of the EvoS lines, in some antibiotics concentrations, the EvoS lines acquired 
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significantly higher fitness than the EvoD lines (supplementary results S3; supplementary table 
S2; supplementary figures S7 to S12). We note that even our ‘neutral lines’ – they were not 
exposed to antibiotic except for the kanamycin required to maintain the plasmid – also showed 
an increase in fitness in ampicillin. We discuss these phenomena in detail in the supplementary 
section (supplementary results S4). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4: Laboratory evolution significantly increases fitness. We measured the fitness of the 
CA lines (evolved on ampicillin and cefotaxime) relative to the AncD strain as a relative fold-
change in cell density after 7 hours of growth (see Methods). A relative fitness of 1 would mean 
that an evolved line and the ancestral strain have identical fitness. We measured fitness of the 
CA lines in 200 µg/ml ampicillin + 0.006 µg/ml cefotaxime. Both the EvoS-CA lines and EvoD-
CA lines show a significant fitness increase relative to the AncD strain (rf=5.12±1.05 for EvoS-
CA lines; rf=3.25±0.69 for EvoD-CA lines). Note that the fitness increase in the EvoS-CA lines 
was significantly higher than that in the EvoD-CA lines (p=1.2×10-5, Wilcoxon rank sum test). 
Bars show mean relative fitness values (averaged over measurements in triplicate for each of the 
replicate lines) whiskers show one standard deviation (s.d.), and asterisks indicate a significant 
fitness difference. 
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Plasmid copy number increase in the evolved lines 
We then turned our attention to investigate the changes at the molecular level that could lead to 
the increased fitness in these evolved lines, and might explain the difference in fitness between 
the EvoS and the EvoD lines. Because of recombinational instabilities associated with double-
copy inserts, we had chosen not to re-clone the inserts in each step of the experiment, but to 
subject the whole plasmid sequence to evolutionary change. This means that plasmid copy 
numbers could change in the evolved lines, and indeed they did. To estimate changes in plasmid 
copy number, we isolated plasmids from the evolved lines and the ancestral strains, and 
compared their concentrations in an agarose gel, while accounting for variation in cell number 
before plasmid isolation (see Methods). The ancestral plasmid contains the SC101 origin of 
replication and is present inside the bacterial cell in 5 to 10 copies (Hasunuma and Sekiguchi, 
1977; Armstrong et al., 1984). Plasmid copy numbers increased significantly in both the EvoS-
CA and EvoD-CA lines (figure 5; 6.29±2.08 (s.d.) fold in the EvoS-CA lines; 8.69±1.31 (s.d.) 
fold in the EvoD-CA lines, based on measurements from 5 replicate lines). The single-copy and 
double-copy lines did not differ significantly in their plasmid copy number increase (Wilcoxon 
rank sum test, p=0.09). We also observed plasmid copy number increases in all other evolved 
lines (supplementary figure S13; supplementary results S5; supplementary table S6). They 
suggest that the accompanying increase in gene dosage is likely to be beneficial for the cells 
under all conditions employed in our experiment. 
 
We note that the neutral lines also show increase in plasmid copy number. The likely explanation 
is that increase in copy number in these lines occurs due to selection unrelated to the selection on 
the TEM-1 gene. If some plasmids in our experiment have higher copy number, they would have 
higher chance of being transformed and propagated in E. coli cells in each round of experiment 
(supplementary results S5).  
 
We also observed high frequency SNPs in the origin of replication of plasmids in all the evolved 
lines where we sequenced the origin (supplementary results S5). These SNPs are likely to be 
responsible for the increased plasmid copy number. 
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Figure 5: In CA lines plasmid copy number increased several fold. We estimated the change 
in plasmid copy number in the evolved lines compared to the ancestral strain (see Methods). The 
horizontal axis shows the names of the evolved lines in which the changes were measured, and 
the vertical axis shows the estimated fold-change in plasmid copy number. We observed a 
6.29±2.08-fold increase in copy number in the EvoS-CA lines and a 8.69±1.31-fold increase in 
the EvoD-CA lines. The two lines showed no significant difference in the copy number increase 
(p=0.09). Columns represent means and whiskers indicate one standard deviation (s.d.). 
 
 Loss of one copy in the EvoD lines counter increase in gene dosage 
A second molecular change that we observed in our populations is a loss of one TEM-1 copy in 
many individuals of the double-copy (EvoD) lines. Thus, even though we had taken care to use 
recombination-deficient E.coli strains, and had avoided recombinogenic re-cloning of double-
copy constructs during each round, as well as recombinogenic PCR-based mutagenesis, gene loss 
had occurred at the end of the evolution experiment. To estimate its extent, we performed a 
simple PCR based screen (see Methods) to determine the fraction of individuals in the EvoD 
lines that still retained duplicate gene copies. It revealed that 7 to 25 % of the individuals in the 
five replicate EvoD-CA lines retained duplicate copies of the gene (figure 6). Gene loss also 
occurred in all other EvoD lines. Its incidence varied widely among replicates and conditions 
(supplementary figure S14; supplementary table S7).  
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Figure 6: Some initially double-copy individuals lose one copy of the TEM1 gene in EvoD-
CA lines. The vertical axis shows the percentage of individuals that still retained duplicate 
copies of the TEM-1 gene (see Methods), and the x-axis shows the biological replicate of the 
EvoD-CA lines for which we measured duplicate retention. The percentage of individuals with 
retained duplicates varied from 7% in the EvoD-CA2 replicate to 25% in EvoD-CA4 replicate. 
 
Gene loss would lead to reduced gene dosage in the EvoD lines, and its high incidence in the CA 
lines (>50% of individuals) could have two reasons. First, selection may favor individuals with a 
single TEM-1 copy. The single-copy individuals may have risen to high frequency during the 
evolution experiment for this reason. Second, the loss of one gene copy from individuals with 
duplicate genes may simply be very frequent, such that more and more individuals lose gene 
copies over the course of the evolution experiment.  In other words, gene copy loss could be 
driven by selection or by frequent recombination. 
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Figure 7: Fitness of the clones from the EvoD-CA lines. From the EvoD-CA lines we isolated 
clones that still contained duplicate genes (EvoD-CA-D) and clones that had lost one TEM-1 
copy (EvoD-CA-S). We then measured fitness of these clones in various combinations of 
ampicillin and cefotaxime concentrations, as indicated on the horizontal axis. We performed this 
analysis for 33 clones containing duplicate genes and 33 clones containing a single gene copy. In 
medium containing 100 µg/ml ampicillin and 0.009 µg/ml cefotaxime, and  in medium 
containing 200 µg/ml ampicillin and 0.009 µg/ml cefotaxime, the EvoD-CA-D and EvoCA-S 
clones showed a significant fitness increase relative to the ancestor, and this increase was 
significantly higher in the EvoD-CA-D clones compared to the EvoD-CA-S clones (p=0.012 and 
p=0.003 respectively). Columns represent means and whiskers indicate one standard deviation 
(s.d.). The red asterisk indicates a significant difference in fitness. 
 
 
The following observations argue for the second scenario of frequent copy loss. First, we noted 
that a substantial fraction of the immediate offspring of clones that contained double-copy 
plasmids themselves harbored single copy plasmids (supplementary figure S23). Second, we 
measured the fitness of EvoD-CA lines, and asked whether the clones that had retained duplicate 
gene copies (referred to as EvoD-CA-D lines) have higher fitness than the clones that had lost a 
copy (referred to as EvoD-CA-S lines). Although the rapid plasmid loss we observed 
complicates this analysis, it can still give us some indication of the fitness difference between 
these two different types of clones. We measured the fitness of 33 clones each for the EvoD-CA-
S and EvoD-CA-D lines in medium supplemented with ampicillin and cefotaxime (figure 7). The 
EvoD-CA-D lines showed significant higher fitness than the EvoD-CA-S lines in medium 
supplemented with 100µg/ml ampicillin and 0.009 µg/ml cefotaxime (p=0.01), as well as in 
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medium with 200µg/ml ampicillin and 0.009 µg/ml cefotaxime (p=0.003; figure 7; table 1). We 
note that this observation is consistent with the advantage that double copy TEM-1 genes provide 
over single copy TEM-1 genes in the ancestral strain (figure 2a, 2c and supplementary figure 1). 
A third, indirect line of evidence comes from the fact that duplicate copies were retained at all 
through the end of the 12-round evolution experiment. Loss of one TEM-1 copy creates plasmids 
of smaller size that can transform host cells at higher efficiency than the larger double-copy 
plasmids (Hanahan, 1983). Thus, if duplicate genes were not beneficial, it is likely that all of the 
duplicate copies would be lost in the EvoD lines during the evolution experiment. The mere fact 
that many individuals retained duplicate copies argues that they are beneficial.  
 
Taken together, all these observations suggest that the loss of one gene copy is caused by the 
high frequency of loss in the EvoD lines, rather than by the selective advantage of a single TEM-
1 gene copy in evolved lines. 
 
EvoD lines have a unique regulatory mutation 
 
Because we expected that point mutations in our TEM-1 genes might influence evolutionary 
adaptation, we sequenced the coding and near-upstream regions of TEM-1 genes in both single 
and double-copy inserts using 454 high-throughput sequencing (Margulies et al., 2005). We were 
especially interested in mutations that rise to high frequency during the evolution experiment 
(see Methods), because they indicate the action of positive selection. To identify them, we 
sequenced TEM-1 genes in the EvoS and EvoD lines after 1, 4, 8 and 12 rounds of mutagenesis 
and selection. For the EvoD lines, we only sequenced the individuals that had retained duplicate 
genes (see Methods). We observed several mutations at low population frequency (<5%) in all 
the evolved lines. However, we found only one high frequency mutation. It occurred only in the 
individuals with duplicate gene copies in the EvoD lines. This mutation was a T→ C transition 
and mapped to the upstream region of the gene copy on the left, as indicated by the red asterisk 
in figure 8a (T-53C at position -53 relative to +1 at the transcription start site). This mutation 
reached a frequency of almost 80% in two of the five replicate EvoD-CA lines (EvoD-CA1 and 
EvoD-CA2; figure 8a) as well as in several other EvoD lines (supplementary figure S15). Also, 
the frequency of this mutation was highest after round 8 in several EvoD lines and decreased 
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thereafter (figure 8a and supplementary figure S15). In addition, the mutation was present in one 
of the starting clones of the EvoD lines (AncD clone 9, that gave rise to EvoD-CA4; 
supplementary figure S19), but its frequency decreased in this population from 80 percent after 
round one to a very low frequency of less than 1 percent at the end of round 12 ( figure 8a). 
Similar trends existed in the other EvoD lines, except for the neutral lines, where this mutation 
persisted at high frequency  at round 12 (supplementary figure S15).  
 
The features of this mutation indicate how it affects fitness. First, its occurrence in the upstream 
region suggests a regulatory role. Second, it rose to high frequency only in the double-copy 
EvoD lines, which suggests that the single-copy EvoS lines do not tolerate it. Both features could 
be explained if the mutation caused a reduction in the expression of the TEM-1 copy next to it, a 
reduction that EvoD lines can tolerate, because they have a second, intact TEM-1 gene with high 
expression. Third, the frequency of this mutation decreased with increasing antibiotic 
concentration beyond round 8 of the evolution experiment. This again suggests a role in down-
regulation the expression of one of the copies. 
 
 
To test the fitness effect of this mutation, we reconstructed it in the AncS strain using site-
directed mutagenesis (see Methods). We also reconstructed a control with the ancestral sequence 
using the same method, to ensure that the process of reconstruction did not bias our results. We 
measured the fitness of the mutant and this ancestral control in medium supplemented with 0, 
100 and 200 µg/ml of ampicillin. As would be expected from a down-regulating mutation, we 
saw a significant fitness decrease in the mutant compared to the ancestral control at 100 and 200 
µg/ml of ampicillin (p=0.0001 in 100 µg/ml ampicillin and p=1.6×10-5 in 200 µg/ml ampicillin; 
figure 8b), thus suggesting that this regulatory mutation reduces gene expression of one of the 
TEM-1 copies in the EvoD lines. The observation that the mutation shows no fitness differences 
in the absence of ampicillin (figure 8b) further supports this assertion. We note that we measured 
fitness here at antibiotic concentrations that differed from original experimental conditions. 
However, this does not affect our inference of the general effect of the regulatory mutation on 
gene expression through fitness measurements in ampicillin. 
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Figure 8: (a) Change in 
frequency of the regulatory 
mutation T-53C. We 
sequenced plasmid inserts in 
the evolved lines to identify 
mutations, and observed only 
one high frequency mutation. 
It occurred only in the EvoD 
lines, and had high frequency 
only at some time points. It 
maps to the upstream region 
of the promoter of the left 
copy of the TEM-1 gene, as 
indicated by the asterisk to 
the left of the boxed region 
with the red P (promoter) and 
blue TEM-1 (coding region) 
lettering.  The graphs below 
show the mutation’s 
frequency (vertical axes) in 
the EvoD-CA lines at 
different rounds of the 
experiment (horizontal axes). 
The frequency of this 
mutation was highest at 
round 8 in the EvoD-CA1, 
EvoD-CA2 and EvoD-CA3 
lines (approximately 80%, 
60% and 20% respectively) 
and had decreased 
dramatically by round 12. 
The mutation was present in 
the starting clone for the EvoD-CA4 line, persists to high frequency after round one, and 
decreases in frequency thereafter (from >80% in round 1 to <1% in round 12). The mutation 
occurred only in low frequency (<5%) in the EvoD-CA5 line at rounds 1, 4 and 8. (b) Fitness of 
the reconstructed mutant. To test the effect of the mutation T-53C on the fitness of the EvoD 
lines, we reconstructed this mutant (“Mut”) in the ancestral strain (AncS) by site directed 
mutagenesis (see Methods). We also reconstructed a control with the ancestral sequence, using 
the same method to ensure that the method of reconstruction did not bias our results (“Anc”). We 
then measured the fitness of the reconstructed mutant and the control on 0, 100 and 200 µg/ml of 
ampicillin. Fitness was significantly lower in the mutant than in the ancestral reconstruction on 
100 and 200 µg/ml of ampicillin (p=0.0001 and p=1.6×10-5 respectively), but not in the absence 
of ampicillin. Columns represent means and whiskers indicate one standard deviation (s.d.).The 
red asterisk indicates a significant fitness difference in fitness.  
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Table 1: Relative fitness values of the EvoS-CA, EvoD-CA, EvoD-CA-S and EvoD-CA-D 
lines. The table shows the fitness of the evolved lines in medium supplemented with ampicillin 
and cefotaxime and relative to the fitness of the AncD strain (see Methods). A relative fitness 
significantly greater than 1 suggests a fitness increase in the evolved populations. We tested 
whether the relative fitness is significantly greater than 1 using a one-sample Wilcoxon signed 
rank test. The p-value resulting from this test is shown in the rightmost column.  
 
Line 
Antibiotic 
concentrations (µg/ml) 
Relative fitness (rf) 
mean±sd 
p-value (Wilcoxon 
signed rank test) 
EvoS-CA Amp 200+Cef 0.006 5.12±1.05 6.1×10-5 
EvoD-CA Amp 200+Cef 0.006 3.25±0.69 6.1×10-5 
 
EvoD-CA-S Amp100+Cef0.006 3.24±0.76 <2.2×10-16 
EvoD-CA-D Amp100+Cef0.006 3.28±0.76 <2.2×10-16 
EvoD-CA-S Amp100+Cef0.009 3.80±1.39 <2.2×10-16 
EvoD-CA-D Amp100+Cef0.009 4.62±2.15 <2.2×10-16 
EvoD-CA-S Amp200+Cef0.006 7.20±4.28 <2.2×10-16 
EvoD-CA-D Amp200+Cef0.006 7.60±4.12 <2.2×10-16 
EvoD-CA-S Amp200+Cef0.009 4.52±1.83 <2.2×10-16 
EvoD-CA-D Amp200+Cef0.009 5.76±2.85 <2.2×10-16 
 
Another possibility is that this regulatory mutation reduces plasmid stability or replicability, and 
thus reduces fitness. However, this is not the case. In the EvoD-N3, EvoD-N4 and EvoD-N5 
lines, this mutation was present at high frequency (>30%) and the copy numbers of the plasmids 
were also very high compared to the ancestor (~14 fold increase; supplementary figures S13 and 
S15; supplementary table S6).  
 
Loss of one copy along with low frequency mutations can explain the lower fitness of the 
EvoD lines 
 
We had expected the EvoD lines to evolve higher fitness than the EvoS lines, in accordance with 
existing hypotheses about duplicate gene evolution (Ohno, 1970; Bergthorsson, 2007). 
Surprisingly, the opposite had occurred in several lines (figure 4; supplementary figures S6). One 
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candidate explanation relates to the ability of duplicate genes to buffer the effects of otherwise 
deleterious mutations: Loss-of-function mutations in one gene copy should be neutral or 
tolerable as long as the other copy provides the needed function. (Ohno, 1970; Wagner, 2000; Gu 
et al., 2003; Kellis et al., 2004; Hughes, 2005). However, if one of the copies is lost after such 
mutations have occurred, the deleterious effects of these mutations would be exposed and would 
reduce fitness (figure 9). Over time, such gene deletions would disappear from the population 
except in the following circumstances. First, these deletions are created at a very high rate, as we 
observed in our experiment (figure 6). Second, in a heterogeneous population that contains fitter 
individuals which hydrolyze antibiotic at a higher rate than less fit individuals, selection can be 
weakened in the later stages of the selection experiment, because most of the antibiotic may have 
been hydrolyzed by that time. Such weaker selection may lead to a slower elimination of single-
copy individuals with deleterious mutations. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9: Loss of buffering in individuals with only one copy of the TEM-1 gene in the 
EvoD lines. Individuals with duplicate copies of the TEM-1 gene may be able to withstand some 
mutations that would otherwise be deleterious in a single copy of the gene. If one of the copies 
accumulates a deleterious mutation (indicated by the red asterisk) the second copy would be able 
to buffer its deleterious effects. However, this deleterious effect would be exposed when the 
second copy is lost.   
 
 
In other words, we postulate that the double-copy lines have lower fitness, because their frequent 
loss of gene copies exposes deleterious mutations that have occurred since the experiment’s 
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beginning. To test this hypothesis, it is necessary to show that deleterious mutations can be 
tolerated better in the EvoD lines. If double-copy lines can indeed buffer deleterious mutations 
better, then we would expect a significantly higher sequence diversity in EvoD than in EvoS 
lines, at least at some time points during the evolution experiment. This is indeed the case at 
round 8 in EvoD-CA and EvoS-CA (Wilcoxon rank sum test, p=0.03; supplementary figure 
S16f). We also determined ratios of non-synonymous to synonymous substitutions, but for 
several reasons (supplementary results S8) they are not suitable for inferring selection on the 
TEM-1 genes in our experiments.  
 
Finally, another line of evidence, which has been discussed earlier (figure 7), supports the notion 
that the frequent loss of gene copies is responsible for the lower fitness of EvoD lines. The 
EvoD-CA-D clones that have retained two TEM-1 copies have higher fitness than single-copy 
EvoD-CA-S, just as they had at the beginning of the experiment (figure 2 and supplementary 
figure S1).  
 
In sum, these observations suggest that the lowered fitness of EvoD lines is caused by a 
combination of deleterious mutations and frequent gene copy loss in these lines. 
 
Discussion 
To test for the relative importance of expression changes and genetic changes in the evolution of 
duplicate genes, we constructed a tandem duplication of the TEM-1 beta lactamase gene on a 
plasmid in E. coli. Initial fitness measurements suggested that cells with two copies of the gene 
(AncD strain) have greater fitness than cells with only one copy (AncS strain) in antibiotic-
containing media. These results indicate an advantage of increased TEM-1 gene dosage in the 
AncD strain.  
 
We then subjected the plasmids to 12 rounds of experimental evolution in the form of 
mutagenesis and selection. We used several antibiotic conditions to investigate the effect of the 
selection environment on the outcome of the evolution experiment, and observed a fitness 
increase in the evolved lines. In some conditions, the EvoS lines had higher fitness than the 
EvoD lines.  
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 While investigating the molecular mechanisms behind this fitness increase, we encountered four 
factors that could affect fitness by changing TEM-1 gene dosage and, as a result, gene expression. 
First, we observed that gene duplication can increase fitness because it increases gene dosage 
(figure 1). Second, during the evolution experiment we saw an average 6 to 8 fold beneficial 
increase in plasmid copy number (figure 5), which also increases gene dosage. We observed high 
frequency SNPs in the origin of replication of plasmids in the evolved lines. These SNPs are 
likely to explain the increased plasmid copy number in the evolved lines, although none of them 
match previously known copy number mutants for this origin of replication (Armstrong et al., 
1984). Third, we saw a frequent loss of one gene duplicate in the EvoD lines (figure 6), which 
reduced not only gene dosage but also fitness (figure 7). Finally, we found a high frequency, 
putative regulatory mutation in the EvoD lines that may have down-regulated expression of one 
TEM-1 gene copy (figure 8). It is also relevant here that no point mutations in coding regions 
(supplementary figures S16 and S17; supplementary results S6) rose to high frequency during 
the experiment, suggesting that their contributions to improving fitness were small. Taken 
together, these observations suggest that an increase in gene dosage through increased plasmid 
copy number was the most important factor behind the fitness increase in our evolved lines.  
 
We observed that the ‘neutral’ lines which did not experience any antibiotic selection, also 
showed an increased fitness in ampicillin, which was likely due to the increased plasmid copy 
number in these lines.  This increase can occur due to selection at the plasmid level that is 
unrelated to selection on the TEM-1 gene, where a plasmid with higher copy number can be 
preferably transformed and propagated (supplementary results S5). Was such selection at the 
plasmid level responsible for all the adaptations that we see in our evolved lines? The answer is 
no, because we observed several distinct changes in the lines selected in antibiotics compared to 
the neutral lines (see supplementary results S7 for details). First, plasmid copy number increases 
in the EvoD lines selected in novel antibiotics, and in combinations of native and novel 
antibiotics were different in extent to copy number increases in the neutral EvoD lines 
(supplementary figure S13). This could be due to detrimental effects of either high cost of TEM-
1 gene expression, or high metabolic cost associated with high plasmid copy numbers in the 
selection conditions. Second, apart from the EvoD-A↑ lines, in all other EvoD lines selected in 
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antibiotics,  one gene copy was lost at a higher rate than in the EvoD-N lines (supplementary 
figure S14), which may be caused by higher instability of double-copy inserts in antibiotic 
medium. Finally, in almost all the EvoD lines, the regulatory mutation T-53C rose to high 
frequency at round 8, and subsequently dropped to low frequency at round 12, except in the 
neutral lines (supplementary figure S15). We speculate that this regulatory mutation might 
down-regulate expression of one TEM-1 gene copy, and if so, it was beneficial until round 8 but 
became detrimental with increasing antibiotic concentration beyond round 12. In the neutral lines, 
this mutation was retained at high frequency. This mutation could be beneficial in the EvoD-N 
lines, which also show very high fold-increase in plasmid copy number, by reducing expression 
cost. 
 
Gene loss coupled with low frequency deleterious mutations could explain the lower fitness we 
observed in EvoD lines compared to EvoS lines in some conditions. Duplicate genes would be 
able to tolerate deleterious mutations in one copy if the other copy remains functional. Indeed, 
we observed higher sequence diversity in double copy lines at round 8, suggesting that the 
double copy lines could buffer deleterious mutations better. However, the deleterious effects of 
these mutations would be exposed if the functional copy is lost. These deleterious mutations, 
when present in one copy of the TEM-1 gene, would be removed from a population except in 
two cases. First, the mutations might be created at a high frequency, which was indeed the case 
in our experiment (figure 6). Second, these mutations might be created at a later stage of the 
experiment, when antibiotic concentration in the medium has become lower due to hydrolysis by 
fitter individuals of the population. Taken together, our observations suggest that high gene loss 
coupled with deleterious mutations brought down the overall fitness of the EvoD lines.  
 
How can factors that increase gene dosage, such as an increasing plasmid copy number, and 
factors that reduce gene dosage, such as gene loss and our putative regulatory mutation, exist 
simultaneously in our experiment? There are several possible answers. First, it is very likely that 
gene loss is just a by-product of tandem duplication, and that antibiotic selection does not 
increase the frequency of plasmids with single copy of the TEM-1 gene over the course of the 
evolution experiment. This idea is supported by the observation that close proximity of two 
regions of almost identical sequence can cause deletion of one copy even in recombinase 
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deficient strains (Lovett et al., 1993). It is further supported by our observation that gene loss 
occurs at very high rate in our experiment, and cell carrying duplicate genes have fitness 
advantage over single gene, even at the end of the experiment (figure 7).  
 
A second reason for co-existence of all these factors could be that an increase in gene dosage is 
beneficial up to a certain extent but detrimental beyond that, such that dosage level reduction can 
become beneficial. Two observations are consistent with this possibility. First, the putative 
regulatory mutation T-53C decreased in population frequency, as we increased the antibiotic 
concentration after round 8. The mutation may still have been beneficial for the cells at round 8, 
but became detrimental as we increased antibiotic concentrations after round 8. Second, we saw 
a very high copy number increase only in the EvoD lines without selection, and in  the lines 
selected in ampicillin (supplementary figure S13), but not on in EvoD lines selected in novel 
substrates or in combinations of native and novel substrates. Taken together, it is likely that all 
these factors coexist because they help in adjusting the dosage level to optimum in the EvoD 
lines.  
 
Clonal interference can be a reason behind the decrease in frequency of the T-53C mutation in 
several EvoD lines beyond round 8 (Miralles et al., 1999; Kao and Sherlock, 2008). We did not 
observe any high frequency mutation in TEM-1 genes, which would be required for such clonal 
interference, but note that such mutations could have occurred in the origin of replication or 
elsewhere in the plasmid which we did not sequence.   
We note that in our experiment, the duplicate gene was already fixed in the population and we 
were interested in its subsequent evolution. In comparison, in nature, gene duplicates often arise 
in a single or few cells and go to fixation in the population. Our study shows that duplicate genes 
can confer a significant fitness advantage in some environments over single copy gene. This 
advantage can help in fixation of the duplicate in the population. Indeed, it has been shown that 
the fixation of a duplicate gene can require positive selection (Clarke, 1994; Moore and 
Purugganan, 2003). 
 
In sum, our study shows that an increase in gene dosage is initially the most important factor in 
the evolution of duplicate TEM-1 beta lactamase genes under the influence of antibiotics. This 
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increase in gene dosage occurs through an increase in plasmid copy numbers, which creates a 
similar effect as gene amplification on a chromosome. However, in our case, the genes are 
present on different plasmids. This increase in gene dosage can provide an initial benefit to cells, 
and could pave the way for neo-functionalization under appropriate selection conditions through 
an accumulation of mutations (Andersson and Hughes, 2009; Näsvall et al., 2012).  
 
Methods 
Bacterial strains and medium 
We used the E. coli strain DH5α for initial fitness measurements, for our evolution experiment, 
and for the fitness measurements after the evolution experiment. Because the mutagenic 
polymerase chain reaction that is often used to introduce genetic variation into evolving genes is 
highly recombinogenic, we used instead a mutator E. coli strain (E. coli TB90) for mutagenesis. 
This mutator strain, which we constructed in the laboratory, has the genetic background 
∆recA::frt  PBAD-dinB (in E. coli MG1655). Mutagenesis can be induced with the addition of L-
(+) arabinose (Sigma) and the mutation rate can be controlled up to certain extent 
(supplementary methods S2; supplementary table S3). For all E.coli cultures, we used LB 
medium (Becton-Dickinson). All E. coli strains were grown at 37°C.  
 
Construction of duplicate copy 
We cloned the gene TEM-1 beta lactamase gene along with a promoter region from the pBR322 
plasmid (Sutcliffe, 1978) in the pUA66 plasmid (Zaslaver et al., 2006), using the recognition 
sites for restriction enzymes XhoI and BamHI (New England Biolabs). We transformed this 
plasmid into E. coli DH5α cells, referring to the resulting strain as the ancestral S (AncS) strain, 
where S stands for “single copy”. We then inserted a second, identical copy of the TEM-1 gene 
into the same plasmid using the BamHI restriction site, and transformed the resulting construct 
into E. coli DH5α cells. We refer to this strain as the ancestral D (AncD) strain (figure 1). We 
confirmed the sequences of the inserts using Sanger sequencing. We also performed initial 
fitness measurements on these lines. We then amplified the inserts of the AncS and AncD strains 
using PCR and recloned them into a modified plasmid pUA67 (supplementary figure S18) using 
the restriction sites for EcoRI and HindIII (New England Biolabs). We chose 10 clones for each 
of the two lines as starting populations for our evolution experiment (supplementary figure S19).  
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 Initial fitness measurements 
We measured the fitness of the ancestral strains (AncS and AncD) in several antibiotics and in 
several concentrations for each of the antibiotics. Briefly, we measured fitness in ampicillin 
(Sigma), the native substrate for the TEM-1 beta lactamase enzyme; in the novel substrates 
cefotaxime (Sigma) and imipenem (Sigma); and in combinations of native and novel substrates 
(ampicillin in combination with cefotaxime, and ampicillin in combination with imipenem). We 
used 25µg/ml kanamycin in each growth condition for the selection of the plasmid marker. For 
the fitness measurements, we cultured the ancestral strains overnight (for 16 hours) at 37°C in 
LB supplemented with 25µg/ml kanamycin, after which time the cultures reach stationary phase. 
We measured the optical density of the cells using a plate reader (Tecan infinite F200 pro) at 
600nm (OD(0) at time t=0). We then diluted the cultures 100-fold into medium with antibiotics 
(total volume of 2 ml) and let the cells grow for 7 further hours in a 96 well plate (Sarstedt, 
MegaBlock 96 well plate) in a plate shaker (VWR, Incubating Microplate Shaker) at 600rpm. 
After 7 hours, we again measured the optical density of the cells (OD(7) at t=7 hours). We 
estimated fitness (f) by calculating the fold-change in cell density given by 
(7)
( (0) /100)
ODf
OD
= .  
 
We used fold-change in cell density in 7 hours of growth as a proxy for fitness because this 
measure is influenced by three components of fitness. First, the fold-change in cell density is 
affected by a change in initial viability of cells in antibiotic medium. Second, fold-change in cell 
density is also influenced by differences in growth rate. Finally, this measure is also affected by a 
change in carrying capacity if the cells reach stationary phase within 7 hours. Thus, measurement 
of the cell density change gives us a far more complete picture of fitness compared to only one 
component of fitness that is widely used, namely cell viability. We here note that the growth 
phase of cells (exponential or stationary) at 7 hours is also influenced by the type of antibiotic 
and its concentration in the growth medium (see supplementary figure S4).  
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Evolution experiment 
Our evolution experiment had four steps (figure 3). In the first step, we transformed the plasmids 
containing single or double copy TEM-1 inserts into the mutator E. coli TB90 cells using a 
chemical transformation protocol (Hanahan, 1983; Swords, 2003). We let the mutator cells with 
the plasmids grow for 16 hours in LB medium supplemented with 50µg/ml of kanamycin (Sigma) 
without inducing mutagenesis. In the second step, we transferred 150µl of the cells from the 
previous culture into 2 ml LB medium supplemented with 50µg/ml of kanamycin and containing 
50µl of 10% (w/v) L-(+)-arabinose for mutagenesis. Under these mutagenic conditions, we 
allowed the cells to grow for 20 hours. We then isolated the plasmids using the alkaline-lysis 
method (Birnboim and Doly, 1979; Birnboim, 1983; Ehrt and Schnappinger, 2003) on a 96-well 
plate. In the third step, we transformed the mutagenized plasmids into the E. coli DH5α strain 
using a chemical transformation protocol and let the cells grow for 16 hours in LB medium 
supplemented with 25µg/ml of kanamycin. In the final step, we diluted the cells 10-fold into 
appropriate antibiotic selection medium. We let the cells grow in the selection medium for 7 
hours and subsequently isolated the plasmids using the alkaline lysis method. We repeated these 
four steps 12 times, thus subjecting the ancestral strains to 12 rounds of mutagenesis and 
selection. We refer to the populations thus evolved as the EvoS and EvoD lines. We transformed 
the plasmids isolated at the end of each round of selection into E. coli DH5α cells, let them grow 
for 16 hours and stored them at -80°C after the addition of 15% glycerol (Sigma) (final 
concentration, w/v) for future use. We emphasize that only the plasmids evolved in our 
experiment and not the cells, since we changed the host cells at each step of the experiment.  
 
Selection conditions 
We used several antibiotic conditions for our selection experiment (supplementary figure S5). 
For each condition, we evolved five replicate populations starting from the clones derived from 
the AncS strain and five replicate populations starting from clones derived from the AncD strain. 
In general, we refer to these evolved lines as EvoS and EvoD lines, but we additionally labeled 
them with the selection conditions in which they evolved. All selection media listed below also 
contained 25µg/ml of kanamycin to maintain the plasmid in the cell. In the first selection 
condition we subjected cells only to kanamycin without any selection for maintenance of the 
inserts. We call these evolved lines neutral lines, and label them EvoS-N and EvoD-N. We 
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propagated EvoS-A and EvoD-A lines in 100µg/ml of ampicillin, and EvoS-A↑ and EvoD-A↑ 
lines in increasing concentrations of ampicillin (supplementary figure S20a). We subjected lines 
EvoS-C and EvoD-C to selection on increasing concentrations of cefotaxime (supplementary 
figure S20b); lines EvoS-I and EvoD-I to increasing concentrations of imipenem (supplementary 
figure S20c); lines EvoS-CA and EvoD-CA to 100µg/ml of ampicillin and increasing 
concentration of cefotaxime (supplementary figure S20d); and lines EvoS-IA and EvoD-IA to 
100µg/ml of ampicillin and increasing concentration of imipenem (supplementary figure S20e). 
We denote the five replicate populations for each condition by the numbers 1-5 after a line’s 
name (e.g., EvoS-CA1, EvoD-CA1 etc.). We increased the antibiotics concentrations for the 
novel substrates for two reasons. First, we wanted to ensure that the cell growth in antibiotics 
does not occur just because of inoculum effect (Brook I, 1989; Thomson and Moland, 2001). 
Second, we put higher selection pressure for adaptation to the novel substrates to ensure that 
these lines adapt to the novel substrates and not just to the native substrate.  
 
Fitness measurement of the evolved lines 
We used the same experimental protocol as for the ancestral strain to measure the fitness of the 
evolved lines, except that we calculated the fitness of the evolved lines relative to the fitness of 
the AncD strain. We measured fitness relative to AncD strain for two reasons. First, we intended 
to compare fitness of EvoS and EvoD lines. Thus, it was necessary to have a single reference 
fitness value in the ancestral strain. Second, in certain antibiotic conditions, the AncD strain had 
higher fitness than the AncS strain. Thus, any fitness increase in the EvoD lines relative to the 
AncS strain would not necessarily indicate fitness increase relative to the AncD strain. 
Conversely, any fitness increase in the EvoS lines relative to the AncD strain would certainly 
indicate fitness increase relative to the AncS strain. For an evolved line ‘Evo’,  
 relative fitness (rf) = 
(7) (7)
( (0) /100) (0)
(7) (7)
( (0) /100) (0)
Evo Evo
Evo Evo
AncD AncD
AncD AncD
OD OD
OD OD
OD OD
OD OD
=  
where ODAncD(0) is the cell density of the AncD strain at t=0; ODAncD(7) is the cell density of the 
AncD strain after 7 hours; ODEvo(0) is the cell density of the evolved line at t=0; and ODEvo(7) is 
the cell density of the evolved line after 7 hours. A relative fitness value greater than 1 indicates 
that the evolved strain has a fitness advantage over the AncD strain.  
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 We note that the antibiotic concentrations used for fitness measurements were lower than the 
concentrations used for selection experiments. This is because in selection experiments, initial 
cell numbers at the beginning of the experiment were 10 times higher than initial number of cells 
used for fitness measurements. Thus, we used higher antibiotic concentrations in the selection 
experiments to avoid selecting cells that only survive due to an inoculum effect (Brook I, 1989; 
Thomson and Moland, 2001). 
 
Measurement of plasmid copy number change 
To estimate the change in plasmid copy number during the evolution experiment, we isolated 
plasmids from the ancestral strain and from the evolved lines. We cultured cells in 5ml LB 
medium supplemented with 25µg/ml of kanamycin for 16 hours. Before plasmid isolation, we 
estimated cell density by measuring optical density of the culture at 600nm using a plate reader.  
We then performed plasmid isolation using the ChargeSwitch-Pro plasmid miniprep kit 
(Invitorgen), separated plasmid DNA on a 0.8% agarose gel, and estimated its concentration with 
the Genetools software (Syngene), which estimates sample DNA concentrations relative to 
reference DNA concentrations in an agarose gel. We calculated the change in plasmid copy 
number in an evolved line ‘Evo’ relative to an ancestor as  ( )( )
[ ] /
[ ] /
Evo Evo
Anc Anc
plasmid OD
plasmid OD
 , where 
[plasmid]Evo is the concentration of plasmid DNA isolated from the evolved line; ODEvo is the 
optical density of the evolved line from which the plasmid isolation was performed; [plasmid]Anc 
is the concentration of the plasmid DNA isolated from the ancestral strain; and ODAnc is the 
optical density of the ancestral strain from which the plasmid isolation was performed.  
 
Quantification of gene loss 
To estimate the extent of gene loss in the EvoD lines, we employed a simple PCR based screen. 
Because of our plasmid design, individuals that contain duplicate copies of the TEM-1 gene have 
a unique sequence in the region where the two copies are joined. We designed a primer pair 
(supplementary table S4) where one primer bound only to this unique region. Together, the two 
primers can amplify a 1 kbp-long PCR product that occurs only in individuals with two TEM-1 
copies. To perform this screen, we streaked out evolved lines onto LB-agar plates to isolate 
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clones. We then performed colony PCR on these clones with this primer pair, and determined the 
number of clones with duplicate copies of the gene. We screened at least 20 clones in each EvoD 
line.  
 
High-throughput sequencing 
To study mutations in evolved lines, we sequenced all such lines after 1, 4, 8, and 12 rounds of 
mutagenesis and selection using high-throughput sequencing on the Roche 454 platform 
(Margulies et al., 2005). In addition, we sequenced the neutral lines (EvoS-N and EvoD-N) after 
2 and 3 rounds of mutagenesis and selection. The inserts in our experiment (~ 1 kbp and ~ 2 kbp 
for single-gene and duplicate-gene lines) are longer than the maximum length of amplicons (ca. 
400-500 bps) that can be reliably sequenced with current technology. We thus amplified the 
inserts in EvoS and EvoD lines in two and four separate amplicons, respectively. For the EvoD 
lines, we only sequenced individuals that had retained two copies of the TEM-1 gene. We also 
sequenced the AncS and AncD strains to estimate the PCR and sequencing error rates in our 
samples. We used Roche 454 barcodes (supplementary table S5) for sample multiplexing (see 
supplementary methods S3). 
 
Sequence data analysis 
We discarded reads that were less than 200 base pairs long. Also, we used only the first 450 
bases of reads for all data analyses, because we found that the sequencing error rate increases 
beyond that. Our sequence analysis consisted of several steps. First, based on the multiplexing 
barcodes, we assigned the reads from the sequencing data to different lines, and to different 
rounds of the evolution experiment. We then aligned the sequences using a progressive multiple 
sequence alignment based on dynamic programming (Lipman et al., 1989). Subsequently, we 
identified true-positive variants as those that (a) occurred in at least three reads, (b) persisted 
even after correcting for PCR and sequencing errors. (see supplementary methods S4). Finally, 
we mapped these variants to the TEM-1 gene(s).  
 
Analysis of low frequency mutations  
Sequencing errors could easily be mistaken as low frequency mutations and could bias our 
analysis. To avoid them, we sequenced known TEM-1 genes to estimate sequencing error rates. 
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We used these error rates to discard polymorphisms that occurred in our data due to PCR and 
sequencing errors (see supplementary methods S4). After error correction, we found several low 
frequency mutations in all the lines. We then calculated a measure of sequence diversity 
observed in an evolved line as  
Sequence diversity (d) = Number of different polymorphisms in a line
Read Coverage
. 
We note that in the numerator, we only counted polymorphisms without considering their 
frequency. We did not consider the frequency of these polymorphisms for two reasons. First, we 
were interested in the number of different types of polymorphisms these evolved lines 
accumulate rather than their frequencies of occurrence. Second, the EvoD lines had a regulatory 
mutation that rose to high frequency in the evolution experiment, whereas the EvoS lines did not 
have any high frequency mutation except those that were present in the starting clones. Thus, had 
we considered the frequency of this mutation while calculating sequence diversity, we would 
have observed higher diversity in most of the EvoD lines solely due to this mutation. We also 
note that a line (or gene segment) with greater read coverage would reveal more polymorphisms 
than a line with lower read coverage (supplementary figure S21). It is therefore essential to take 
the read coverage into account while calculating sequence diversity.  
 
Mutant reconstruction 
We reconstructed the T-53C mutation in the ancestral TEM-1 gene using site directed 
mutagenesis. Since this mutation was very close to the left primer binding region of our insert, 
we designed a long primer with this particular mutation present in the primer. We then amplified 
the TEM-1 gene from AncS strain using this primer pair and cloned the amplicon in the pUA67 
plasmid using EcoRI and HindIII restriction sites. In the same manner, we also reconstructed a 
wild type sequence to rule out any bias in our data due to the reconstruction procedure. We 
confirmed the sequence of the reconstructed inserts by Sanger sequencing.  
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Supplementary figures 
 
Figure S1: Fitness of the ancestral strains (AncS and AncD) in ampicillin + cefotaxime. We 
measured fitness of the ancestral strains in medium supplemented with (a) 50 µg/ml ampicillin + 
cefotaxime, (b) 100 µg/ml ampicillin + cefotaxime, (c) 150 µg/ml ampicillin + cefotaxime and 
(d) 200 µg/ml ampicillin + cefotaxime. The y-axis shows the fold increase in cell density after 7 
hours of growth and the x-axis shows the concentrations of cefotaxime in which we measured 
fitness. The red curve shows the data for the AncD line, and the blue curve shows the data for the 
AncS strain. We observed a decrease in cell density of the ancestral strains as we increased the 
concentration of cefotaxime in the medium. However, there was no significant difference in this 
decrease between the AncS and the AncD lines in (a) and (b) (ANOVA, supplementary methods 
S1; p=0.37 in 50 µg/ml ampicillin + cefotaxime; p=0.08 in 100 µg/ml ampicillin + cefotaxime). 
In contrast, a significant difference existed in the decrease in growth between these two lines in 
(c) and (d) (p=0.0003 for data in (c); p=0.0009 for data in (d)). For each data point, squares 
correspond to mean cell densities (averaged over 3 measurements), and whiskers to one standard 
deviation (s.d.). The figure S1d is reproduced here from the main text figure 2c for completeness. 
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Figure S2: Fitness of the ancestral strains in imipenem. We measured fitness of the ancestral 
strains in medium supplemented with imipenem. The y-axis shows the fold increase in cell 
density after 7 hours of growth and the x-axis shows the concentrations of imipenem in which we 
measured fitness. The red curve shows the data for the AncD strain and the blue curve shows the 
data for the AncS strain. We observed a decrease in growth of the ancestral strains as we 
increased the concentration of imipenem in the medium. However, there was no significant 
difference in this decrease between the AncS and the AncD lines (ANOVA, supplementary 
methods S1; p=0.16). For each data point, squares correspond to mean cell densities (averaged 
over 3 measurements), and whiskers to one standard deviation (s.d.). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
244
Appendix to Chapter 4
Figure S3: Initial fitness measurement of the ancestral strains (AncS and AncD) in 
ampicillin +imipenem. We measured fitness of the ancestral strains in medium supplemented 
with (a) 50 µg/ml ampicillin + imipenem, (b) 100 µg/ml ampicillin + imipenem, (c) 150 µg/ml 
ampicillin + imipenem and (d) 200 µg/ml ampicillin + imipenem. The y-axis shows the fold- 
increase in cell density after 7 hours of growth and the x-axis shows the concentrations of 
imipenem in which we measured fitness. The red curve shows the data for the AncD line, and the 
blue curve shows the data for the AncS strain. We observed a decrease in cell density of the 
ancestral strains as we increased the concentration of imipenem in the medium. However, there 
was no significant difference in this decrease between the AncS and the AncD lines in (a) and (b) 
(ANOVA, supplementary methods S1; p=0.99 for (a); p=0.09 for (b)). In contrast, a significant 
difference existed between these two lines in (c) and (d) (p=0.0002 for data in both (c) and (d)). 
For each data point, squares correspond to mean cell densities (averaged over 3 measurements), 
and whiskers to one standard deviation (s.d.). 
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Figure S4: Growth curves of the ancestral strains (AncS and AncD). We measured growth of 
the ancestral strains for 10 hours (see Methods S6) in medium supplemented with (a) 100 µg/ml 
ampicillin, (b) 300 µg/ml ampicillin, (c) 350 µg/ml ampicillin, (d) 0.105 µg/ml cefotaxime, (e) 
0.06 µg/ml imipenem, (f) 100 µg/ml ampicillin + 0.006 µg/ml cefotaxime, (g) 200 µg/ml 
ampicillin + 0.003 µg/ml cefotaxime, (h) 100 µg/ml ampicillin + 0.04 µg/ml imipenem and (i) 
200 µg/ml ampicillin + 0.03 µg/ml imipenem. In each panel, the x-axis shows the time in hours, 
and the y-axis shows the fold increase in cell density. The red curve indicates the data for the 
AncD strain and the blue curve for the AncS strain. We do not see any significant difference in 
growth curves between the AncS and AncD strains in (a) (repeated measures ANOVA, 
supplementary methods S1; p=0.23), (d) (p=0.50), (e) (p=0.52), (h) (p=0.07). In contrast, we 
observed a significant difference in (b) (p=7.1×10-7), (c) (p=1.5×10-7), (g) (p=6.2×10-13) and (i) 
(p=9.6×10-6), supporting our results from the fitness measurements of the ancestral strains. We 
saw differences between the growth curves of the AncS and the AncD lines in panel (f) with 100 
µg/ml ampicillin and 0.006 µg/ml cefotaxime (p=2.0×10-3). Where significant differences 
occurred, they generally favored the double-copy AncD strain. Each data point shows mean cell 
density ± one standard deviation (s.d.). 
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Figure S4 (continued) 
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Figure S5: Nomenclature of the evolved lines based on the selection condition.  
We used several antibiotic conditions for our selection experiment. For each condition, we 
evolved five replicate populations starting from the clones derived from the AncS strain and five 
replicate populations starting from clones derived from the AncD strain. In general, we refer to 
these evolved lines as EvoS and EvoD lines, but we additionally labeled them with the selection 
conditions in which they evolved. All selection media listed below also contained 25µg/ml of 
kanamycin to maintain the plasmid in the cell. In the first selection condition we subjected cells 
only to kanamycin without any selection for maintenance of the inserts. We call these evolved 
lines neutral lines, and label them EvoS-N and EvoD-N. We propagated EvoS-A and EvoD-A 
lines in 100µg/ml of ampicillin, andEvoS-A↑ and EvoD-A↑ lines in increasing concentrations of 
ampicillin (figure S31a). We subjected lines EvoS-C and EvoD-C to selection on increasing 
concentrations of cefotaxime (figure S31b); lines EvoS-I and EvoD-I to increasing 
concentrations of imipenem (figure S31c); lines EvoS-CA and EvoD-CA to 100µg/ml of 
ampicillin and increasing concentration of cefotaxime (figure S31d); and lines EvoS-IA and 
EvoD-IA to 100µg/ml of ampicillin and increasing concentration of imipenem (figure S31e). We 
denote the five replicate populations for each condition by the numbers 1-5 after a line’s name 
(e.g., EvoS-CA1, EvoD-CA1 etc.). “↑” indicates an increase in concentration of an antibiotic 
over the rounds of the experiment.  
 
 
 
EvoS EvoD  Line Antibiotic(s)
N1 N2 N3 N4 N5  N1 N2 N3 N4 N5 N Marker 
A1 A2 A3 A4 A5  A1 A2 A3 A4 A5 A Amp 100 
A↑1 A↑2 A↑3 A↑4 A↑5  A↑1 A↑2 A↑3 A↑4 A↑5 A↑ Amp 175↑ 
C1 C2 C3 C4 C5  C1 C2 C3 C4 C5 C Cef 0.0105↑ 
I1 I2 I3 I4 I5  I1 I2 I3 I4 I5 I Imi 0.03↑ 
CA1 CA2 CA3 CA4 CA5  CA1 CA2 CA3 CA4 CA5 CA Amp 100+ Cef 0.003↑ 
IA1 IA2 IA3 IA4 IA5  IA1 IA2 IA3 IA4 IA5 IA Amp 100+ Imi 0.02↑ 
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Figure S6: Fitness of the evolved CA lines. To test for adaptation of the lines evolved in 
cefotaxime and ampicillin (CA lines), we measured their fitness in medium supplemented with 
(a) ampicillin and cefotaxime, (b) ampicillin alone, and (c) cefotaxime alone. The y-axis shows 
the relative fitness measured relative to the fitness of the AncD strain. A relative fitness of 
greater than 1 suggests a fitness increase in an evolved line. We measured fitness of the CA lines 
in 100 µg/ml amp + 0.003 µg/ml cef, 100µg/ml amp + 0.006 µg/ml cef, 100µg/ml amp + 0.009 
µg/ml cef, 200µg/ml amp + 0.003 µg/ml cef and 200µg/ml amp + 0.006 µg/ml cef. In all 
conditions, both EvoS-CA and EvoD-CA lines showed a significant fitness increase (table S1). 
In none of these conditions did the EvoD-CA lines show a higher fitness than the EvoS-CA lines. 
Surprisingly, in 200µg/ml amp + 0.003 µg/ml cef and 200µg/ml amp + 0.006 µg/ml cef, the 
EvoS-CA lines had higher fitness than the EvoD-CA lines (p=0.007 and p=1.2×10-5 respectively). 
To find out whether the CA lines had evolved increased activity on ampicillin, we also measured 
fitness of these lines in 100 µg/ml and 200 µg/ml ampicillin. No significant fitness increase had 
occurred in the CA lines in 100 µg/ml ampicillin, but both EvoS-CA and EvoD-CA lines showed 
increased fitness in 200 µg/ml ampicillin (see also table S1). To find out whether the CA lines 
evolved increased activity on the new substrate cefotaxime, we measured the fitness of these 
lines in 0.0105 µg/ml and 0.021 µg/ml cefotaxime. Both lines showed a significant fitness 
increase in cefotaxime (table S1). This increase was again higher in the EvoS-CA lines than in 
the EvoD-CA lines (p=3.5×10-6 and p=0.002 respectively). Bars indicate mean fitness, and 
whiskers show one standard deviation (s.d.). Asterisks indicate a significant difference in the 
fitness increase between lines. One of the panels in (a) is reproduced here from the main text 
figure 4 for completeness. 
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Figure S6 (continued) 
 
(a) 
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Figure S6 (continued) 
 
(b) 
 
 
(c) 
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Figure S7: Fitness of the evolved N lines. We measured fitness of the evolved N lines in 100 
and 200 µg/ml of ampicillin to check whether they show a fitness increase in ampicillin. We did 
not see any significant increase in fitness in 100 µg/ml ampicillin (supplementary table S2), but 
all the lines showed a significant increase in 200 µg/ml of ampicillin (p=5.3×10-3 for the EvoS-N 
lines, and p=6.1×10-4 for the EvoD-N lines; supplementary table S2). The lines showed an 
increase in plasmid copy number that can increase their fitness in ampicillin by increasing their 
gene dosage (see supplementary results S4). Bars indicate mean fitness, and whiskers indicate 
one standard deviation. 
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Figure S8: Fitness of the evolved A lines. We measured the fitness of A lines in 100 µg/ml and 
200 µg/ml of ampicillin to verify whether they had adapted to ampicillin. Both the EvoS-A and 
the EvoD-A lines showed a significant fitness increase in the two concentrations of ampicillin 
(table S1), but we did not observe any significant difference in the fitness increase between the 
lines (p=0.19 in 100 µg/ml of ampicillin; p=0.06 in 200 µg/ml of ampicillin). Bars indicate mean 
fitness, and whiskers show one standard deviation. 
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Figure S9: Fitness of the evolved A↑ lines. We measured the fitness of the A↑ lines in 400 
µg/ml of ampicillin because these lines were evolved in high (final) concentrations of ampicillin. 
Both lines showed a significant fitness increase in this medium (table S1), but we observed no 
difference in fitness between these lines (p=0.22). Bars indicate mean fitness, and whiskers show 
one standard deviation. 
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Figure S10: Fitness of the evolved C lines. We measured the fitness of C lines in 0.0105 µg/ml 
and 0.021 µg/ml of cefotaxime to verify whether these lines had adapted to cefotaxime. Only the 
EvoS-C lines showed a significant fitness increase in both these conditions, whereas the EvoD-C 
lines did not show any significant fitness increase (table S1). The fitness increase in the EvoS-C 
lines was significantly higher than that in the EvoD-C lines (p=3.4×10-5 in 0.0105 µg/ml 
cefotaxime and p=8.7×10-7 in 0.021 µg/ml cefotaxime). Bars indicate mean fitness, and whiskers 
show one standard deviation. Asterisks indicate a significant difference in fitness between lines. 
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Figure S11: Fitness of the evolved I lines. We measured fitness of the I lines in 0.02 µg/ml and 
0.04 µg/ml of imipenem to see whether these lines had adapted to imipenem. We did not observe 
any significant increase in any of the lines (table S1). This observation suggests that the I lines 
did not evolve increased activity towards the novel substrate imipenem. Bars indicate mean 
fitness, and whiskers show one standard deviation 
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Figure S12: Fitness of the evolved IA lines. To test for adaptation of the IA lines (evolved in 
imipenem and ampicillin), we measured their fitness in medium supplemented with (a) 
ampicillin + imipenem, (b) ampicillin and (c) imipenem. Specifically, we measured fitness of 
these lines in 100 µg/ml amp + 0.02 µg/ml imi, 100µg/ml amp + 0.04 µg/ml imi, 100µg/ml amp 
+ 0.06 µg/ml imi, 200µg/ml amp + 0.02 µg/ml imi, 200µg/ml amp + 0.04 µg/ml imi and 
200µg/ml amp + 0.06 µg/ml imi. In all the conditions except the first one, both EvoS-IA and 
EvoD-IA lines showed a significant fitness increase (panel (a); supplementary table S2). In the 
first condition (100 µg/ml amp + 0.02 µg/ml imi, upper left panel), only the EvoS lines showed a 
significant fitness increase. In none of the conditions did the EvoD-IA lines show a higher fitness 
than the EvoS-IA lines. In five of these six conditions the EvoS-IA lines had higher fitness than 
the EvoD-IA lines (p=0.003 (panel (a) top left), 1.2×10-5 (panel (a) top right), 4.4×10-5 (panel (a) 
middle left), 0.04 (panel (a) middle right), and 0.0001 (panel (a) bottom left) respectively). We 
measured fitness in 100 µg/ml and 200 µg/ml ampicillin, and found no significant increase in 
100 µg/ml ampicillin, but did observe a significant increase in 200 µg/ml ampicillin (panel (b); 
supplementary table S2). To find out whether the IA lines evolved increased activity towards the 
new substrate imipenem, we measured their fitness in 0.03 µg/ml and 0.06 µg/ml imipenem. 
Only the EvoS-IA lines showed a significant increase in 0.03 µg/ml imipenem, but did not show 
any fitness increase in 0.06 µg/ml imipenem (panel (c); supplementary table S2). The EvoD-IA 
lines did not show any fitness increase in imipenem (see also supplementary table S2). These 
observations suggest that most of the fitness increase in these lines is due to adaptation to a 
combination of the native substrate and the novel substrate. Bars indicate mean fitness, and 
whiskers show one standard deviation. Asterisks indicate a significant difference in fitness. 
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Figure S12 (continued) 
 
(a) 
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Figure S12 (continued) 
 
 
(b)  
 
 
 
(c) 
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Figure S13: Increase of plasmid copy number in the evolved lines. We observed an increase 
in plasmid copy numbers in all the evolved lines. This increase was significantly higher for 
double-copy than for single-copy populations in the case of for N lines (p=0.03), A lines 
(p=0.008) and A↑ lines (p=0.008).Bars indicate mean fold-increase, and whiskers show one 
standard deviation. The asterisks indicate significant differences in the copy number increase. 
The data for the CA lines are reproduced here from figure 5 for completeness. 
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Figure S14: Frequency of individuals retaining duplicate copies of the TEM-1 gene in the 
EvoD lines. We observed a loss of one copy of the TEM-1 gene in all EvoD lines. To identify 
the extent of gene loss in our evolved populations, we employed a simple PCR based screen to 
identify individuals that retained duplicate copies of the gene at the end of the experiment. We 
observed loss of one copy of the TEM-1 gene in all the EvoD lines in our experiment 
(supplementary table S7), resulting in plasmids with only one copy of the gene. In the EvoD-N 
lines, this percentage ranged from 10% in replicate 1 to 50% in replicate 3, 4 and 5. In EvoD-A 
lines, this percentage varied between 5% and 75%, in EvoD-A↑ lines between 15% and 80%, in 
EvoD-C lines between 5% and 35%, in EvoD-I lines between 2% and 15%, in EvoD-CA lines 
between 7% and 25%, and finally, in EvoD-IA lines between 2% and 50%. The data for the CA 
lines are reproduced from figure 6 for completeness. 
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Figure S15: Change in population frequency of the T-53C mutation in the evolved lines 
over the rounds of the experiment. We sequenced the coding and near-upstream regions of 
TEM-1 genes in both single and double-copy inserts using 454 high-throughput sequencing 
(Margulies et al., 2005). We sequenced TEM-1 genes in the EvoS and EvoD lines after 1, 4, 8 
and 12 rounds of mutagenesis and selection. For the EvoD lines, we only sequenced the 
individuals that had retained duplicate genes (see Methods). We found only one high frequency 
mutation. It occurred only in the individuals with duplicate gene copies in the EvoD lines. This 
mutation was a T→ C transition and mapped to the upstream region of the gene copy on the left, 
as indicated by the red asterisk (T-53C at position -53 relative to +1 at the transcription start site). 
This mutation reached a frequency of almost 80% in several EvoD lines. Also, the frequency of 
this mutation was highest after round 8 in several EvoD lines and decreased thereafter. In 
addition, the mutation was present in one of the starting clones of the EvoD lines (AncD clone 9, 
that gave rise to EvoD-A4, EvoD-C4 and EvoD-CA4 lines; supplementary figure S19), but its 
frequency decreased in this population from 80 percent after round one to a very low frequency 
of less than 1 percent at the end of round 12. Similar trends existed in the other EvoD lines, 
except for the neutral lines (EvoD-N3, EvoD-N4 and EvoD-N5 lines), where this mutation 
persisted at high frequency at round 12. The data for the CA lines are reproduced here from 
Figure 8a in the main text for completeness. Only replicates where the T-53C mutation occurred 
at high frequency are shown in the figure. 
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Figure S15 (continued) 
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Figure S15 (continued) 
 
 
 
 
 
 
 
 
264
Appendix to Chapter 4
Figure S16: Change in the sequence diversities of the evolved lines over the course of the 
experiment. We calculated the sequence diversities of the (a) N lines, (b) A lines, (c) A↑ lines, 
(d) C lines, (e) I lines, (f) CA lines and (g) IA lines separately for rounds 1,4,8, and 12 of the 
evolution experiment. The y-axis shows the sequence diversity and the x-axis shows the round of 
the evolution experiment for which we calculated diversity (see Methods in the main text). The 
red asterisk shows a significant difference between the diversities. For this calculation, we 
merged the data from the 5 biological replicates in each of the lines. For each data point, we 
show mean ± 1 standard deviation (s.d.). Asterisks indicate a significant difference in sequence 
diversity. 
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Figure S17: Change in the sequence diversities in replicate lines. Here we show the changes 
in sequence diversities for individual replicates in each of the evolved lines.   
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Figure S18: Plasmid pUA67. We modified plasmid pUA66 (Zaslaver et al., 2006) by inserting 
additional restriction sites between XhoI and BamHI through cloning short oligonucleotides into 
these sites (5’ GAATTCTAGAGGTACCCGGGAAGCTT 3’). The restriction sites are marked 
as a multiple cloning site (MCS) in the figure. We refer to this modified plasmid as pUA67.  
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Figure S19: Clones derived from AncS and AncD strains that were used in our experiment. 
We constructed 10 clones each from AncS strain and AncD strain in the pUA67 plasmid. The 
numbers (1-10) in the table represent the clone number. Some of the clones contained mutations 
that were identified by sequencing. All the evolved lines can be mapped back to these starting 
clones by comparing position of the clone numbers in this table with the position of the evolved 
lines in table S5. For example, the clone 8 of AncS strain gave rise to EvoS-A3, EvoS-C3 and 
EvoS-CA3 lines. 
 
 
 
AncS - clone   AncD - clone  Line Antibiotic(s) 
1 2 3 4 5  1 2 3 4 5  N Marker (Kan) 
6 7 8 9 10  6 7 8 9 10  A Amp 100 
1 2 3 4 5  1 2 3 4 5  A↑ Amp 175↑ 
6 7 8 9 10  6 7 8 9 10  C Cef 0.0105↑ 
1 2 3 4 5  1 2 3 4 5  I Imi 0.03↑ 
6 7 8 9 10  6 7 8 9 10  CA Amp 100 + Cef 0.003↑ 
1 2 3 4 5  1 2 3 4 5  IA Amp 100 + Imi 0.02↑ 
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Figure S20: Antibiotics concentrations used for selection experiments. We gradually 
changed the concentration of antibiotics in the medium in the course of the evolution experiment. 
The purpose of this change was two-fold. First, we wanted to avoid selecting cells that survived 
solely due to the well-known inoculum effect (Brook I, 1989; Thomson and Moland, 2001). 
Second, for evolution experiments involving the new antibiotics cefotaxime and imipenem, we 
wanted to ensure that cells can adapt to the novel antibiotics and not just to the native ampicillin. 
The horizontal axis below shows the time in rounds of an evolution experiment, and the vertical 
axis shows the concentration of the antibiotic. (a) For the A↑ lines, we increased the ampicillin 
concentration to test for the role of gene dosage in the maintenance of duplicate genes. (b) We 
increased the concentration of (b) cefotaxime in C lines; and (c) imipenem in I-lines. (d) In CA 
lines, we kept the ampicillin concentration fixed at 100 µg/ml and increased the cefotaxime 
concentration. (e) In IA lines, we also kept the ampicillin concentration fixed at 100 µg/ml and 
increased the imipenem concentration in the medium. 
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Figure S21: Correlation between the read coverage and the number of polymorphisms 
detected. It is possible that one would observe more polymorphisms in a line that has greater 
read coverage than others. To test this hypothesis, we calculated the correlation between the 
number of true polymorphisms (after error correction) that we detected from our analysis of the 
sequencing data and the minimum number of reads (or read coverage) required to detect that 
many polymorphisms. We note that we only count kinds of polymorphisms at all positions 
without considering their frequency. Indeed, a significant correlation exists between read 
coverage and the number of polymorphisms detected (Pearson’s correlation coefficient r=0.83, 
p=0.0003). Thus, it is essential to take the read coverage into account while calculating sequence 
diversity. 
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Figure S22: Change in frequency of the mutations that were present in the starting lines 
over the rounds of the experiment. We observed some high frequency sequence variants in the 
EvoS and EvoD lines after round 1 of our evolution experiment. These variants were present in 
our starting clones and were confirmed by sequencing. Specifically, they are the nucleotide 
changes (amino acid changes) G56A (V10I), A132G (D35G), A177G (D50G), A182G (N52D), 
T259C (C77C), C594G (T189R), and A866G (I282V). All coordinates are relative to the 
transcription start site +1. The individual panels show the changes in frequency (in %) of these 
mutations in the replicate lines over the rounds of the evolution experiment. The frequency of 
most of these mutations decreased over time and most of them had a frequency lower than 1% at 
round 12. These observations suggest that most of the mutations were purged from through 
strong selection in our experiment. It is also possible that the regulatory mutation (T-53C) that 
rose to high frequency in several EvoD lines or other mutations in the plasmid could drive some 
of these mutations to extinction. However, it is unlikely to be true in our experiment. If these 
mutations had no effect on fitness, the regulatory mutation (T-53C) in the EvoD line or other 
mutations in the plasmid would occur together in at least some of the evolved lines.  
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Figure S22 (continued) 
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Figure S22 (continued)  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
273
Appendix to Chapter 4
Figure S23: Analysis of the inserts in the plasmids isolated from the clones of the EvoD-
CA1 line. To analyze the extent of gene loss, we used a simple PCR based screening to identify 
individuals that still retained duplicate copies of the TEM-1 gene. In addition, we isolated 
plasmids from clones derived from these individuals for further verification. Briefly, we isolated 
plasmids from these clones and digested them with EcoRI and HindIII enzyme which cut out the 
inserts. We then separated the digested products on an agarose gel to identify the inserts based on 
their size. We found that some clones, in addition to containing plasmids with duplicate copies of 
the gene, also contained some plasmids with only one copy of the gene. To ensure that this was 
not due to contamination of clones, we repeated the procedure, streaking out some of these 
clones on an LB-agar plate, isolating further more clones, and analyzing their plasmid content. 
Some clones still contained plasmids with only a single TEM-1 copy, and the same held when 
we repeated this procedure one more time. Panel (a) shows the digested products from the clones 
after two rounds of streaking, and panel (b) shows the digested products of double-copy clones 
after three rounds of streaking. The identifiers on the top of the gel indicate clone numbers as 
well as the expected inserts of their plasmids (single copy or double copy). There are two 
possibilities that could explain these observations. First, it is possible that the loss of one copy of 
the gene occurs at high frequency in these populations. This could lead to generation of plasmids 
with only one copy of the gene during a very short period of time. Second, it could be possible 
that some individuals could be transformed with both kinds of plasmids and could pass these 
plasmids on to their daughter cells. Unfortunately, our experiments do not allow us to distinguish 
between these two scenarios.   
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Figure S24: Barcodes in the amplicons for 454 sequencing (not to scale). The white region 
represents an amplicon, the green region a line-specific barcode, the blue region a universal 
sequence (forward and reverse), the red region a round specific-barcode, and the grey region 454 
sequencing adapters (forward and reverse). Each amplicon was sequenced from the forward 
adapter region (left to right) to ensure that the barcodes were always sequenced.  
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Figure S25: Amplicons used for 454 sequencing and how they map to TEM-1 regions (not 
to scale). (a) Single-copy lines were sequenced with two amplicons, Single 1 and Single 2. 
These amplicons map to between -103 and +724, and between +522 and +1287 respectively, 
relative to the transcription start site (+1). The coding sequence ranges from +35 to +895. (b) 
Double-copy lines were sequenced with four amplicons, Duplicate 1, Duplicate 2, Duplicate 3 
and Duplicate 4. These amplicons map, in this order, to the two gene copies as follows -103 to 
+724, +1590 to +2335, +522 to +1336 and +967 to +1773. All coordinates are relative to the 
transcription start (+1) site of the left copy. The coding sequences range from +35 to +895 and 
from +1103 to +1963. Although the amplicons are approximately 800bp in size, we considered 
only the first 450 bps in our analysis, because we had found in preliminary sequence analysis 
that base calling errors increase beyond 450 bps.  
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Figure S26: Error rates in the amplicons from the next generation sequencing data.  We 
sequenced the ancestral strains, AncS and AncD to estimate error rates in PCR and 454 
sequencing, and estimated these rates separately for indels and SNPs. There are two amplicons 
for the AncS strain, numbered 1 and 2, and four amplicons for AncD, numbered 1, 2, 3, and 4. 
We used only the first 450 bases of each 454 read for error calculation. The x-axis shows each of 
the amplicons of the AncS strain and the AncD strain. The y-axis shows error rates per base pair. 
Note that error rates vary among amplicons. We calculated the probability of a SNP/indel in the 
evolved lines to be a false positive based on this error rates (supplementary methods S4). 
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Figure S27: Error rates in two sets of reads in the 454 sequencing data. We used reads from 
two sequencing runs from the 454 sequencing platform, and sequenced the ancestral TEM-1 in 
both sequencing runs, which allowed us to estimate the error rates in two runs independently.   
The y-axis shows the error rate per base pair. The x-axis shows the error rates for set 1 reads, for 
set 2 reads and for the combined data. We note that the error rates are higher in the set 1 reads 
compared to the set2 reads. The red bar shows the SNP error rate, the blue bar shows the indel 
error rate, and the grey bar shows the total error rate (indel+SNP error rates).  
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Figure S28: Ka/Ks ratio in the evolved lines. We studied the ratio Ka/Ks of non-synonymous 
divergence at non-synonymous sites (Ka) to the synonymous divergence of synonymous sites 
(Ks). Specifically, we counted number of non-synonymous and synonymous mutations in each 
read from the sequencing data for five replicates in each evolved line and calculated the Ka/Ks 
ratio from it (see supplementary methods S6). The figure shows the Ka/Ks ratio for each evolved 
line over the rounds of the experiment. We note that several factors may render this ratio 
unsuitable for inferring the role of selection on the TEM-1 gene in our experiment 
(supplementary results S8).  
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Figure S29: Average number of nucleotide differences between sequence reads in pair-wise 
comparisons. The data here represents the number of nucleotide differences in pair-wise 
comparisons between reads, averaged over all pair-wise comparisons in a replicate line, and 
subsequently averaged over five replicates for each evolved line. We note that this difference is 
extremely low (<1) for all the evolved lines.  
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Supplementary results 
 
Results S1: Initial fitness measurement of the ancestral strains. 
We wanted to know if there are inherent fitness differences between the AncD and AncS strain 
beyond what we had found on ampicillin and cefotaxime (main text, figure 2). We observed a 
reduction in growth of the ancestral strains as we increased the imipenem concentration in the 
medium (supplementary figure S2; supplementary table S1d), but this decrease was not 
significantly different between AncS and AncD(ANOVA, p=0.16). In low concentrations of 
ampicillin (50 µg/ml and 100µg/ml) supplemented with imipenem, there was also no significant 
difference in the reduction in growth between the AncS and AncD (ANOVA; p=0.99 in 50µg/ml 
ampicillin supplement; p=0.08 in 100 µg/ml ampicillin supplement; supplementary figure S3; 
supplementary table S1e). However, as we increased the supplemented ampicillin concentration, 
the AncD strain showed a significantly smaller fitness reduction than the AncS strain (ANOVA; 
p=0.0001 in 150µg/ml ampicillin supplement; p=0.0002 in 200 µg/ml ampicillin supplement; 
supplementary figure S3; supplementary table S1e). These results support our observations for 
the other novel antibiotic cefotaxime and suggest that these observations are not only specific to 
one novel antibiotic.  
 
Results S2: Analysis of growth curves of the ancestral strains 
To investigate the differences in growth between the ancestral strains in more detail, we 
measured their growth for 10 hours (supplementary methods S5) in medium supplemented with 
100 µg/ml ampicillin (supplementary figure S4a), 300 µg/ml ampicillin (supplementary figure 
S4b), 350 µg/ml ampicillin (supplementary figure S4c), 0.105 µg/ml cefotaxime (supplementary 
figure S4d), 0.06 µg/ml imipenem (supplementary figure S4e), 100 µg/ml ampicillin and 0.006 
µg/ml cefotaxime (supplementary figure S4f), 200 µg/ml ampicillin and 0.003 µg/ml cefotaxime 
(supplementary figure S4g), 100 µg/ml ampicillin and 0.04 µg/ml imipenem (supplementary 
figure S4h) and 200 µg/ml ampicillin and 0.03 µg/ml imipenem (supplementary figure S4i). The 
red lines indicate the fold-change in cell density for the AncD strain over time, and the blue lines 
show the same for the AncS strain. We did not see any significant difference in growth curves 
between the AncS and AncD strains in 100 µg/ml ampicillin (ANOVA, p=0.23), in 0.105 µg/ml 
cefotaxime (p=0.50), in 0.06 µg/ml imipenem (p=0.52), and in 100 µg/ml ampicillin and 0.04 
µg/ml imipenem (p=0.07). In contrast, we observed significant differences in 300 µg/ml 
ampicillin (p=7.1×10-7), in 350 µg/ml ampicillin (p=1.5×10-7), in 100 µg/ml ampicillin and 0.006 
µg/ml cefotaxime (p=2.0×10-3), in 200 µg/ml ampicillin and 0.003 µg/ml cefotaxime (p=6.2×10-
13) and in 200 µg/ml ampicillin and 0.03 µg/ml imipenem (p=9.6×10-6). Where significant 
differences occurred, they generally favored the double-copy AncD strain. These results support 
our observations from the cell-density based fitness measurement of the ancestral strains in the 
main text. 
 
Results S3: Fitness increase in the evolved lines 
We measured fitness of the evolved N lines in 100 and 200 µg/ml of ampicillin to check whether 
they show a fitness increase in ampicillin. We did not see any significant increase in fitness in 
100 µg/ml ampicillin (supplementary table S2; supplementary figure S7), but all the lines 
showed a significant increase in 200 µg/ml of ampicillin (p=5.3×10-3 for the EvoS-N lines, and 
p=6.1×10-4 for the EvoD-N lines; supplementary table S2; supplementary figure S7).  
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We also measured fitness of the A lines in 100 µg/ml and 200 µg/ml of ampicillin to check 
whether they had adapted to ampicillin. The EvoS-A as well as the EvoD-A lines showed a 
significant fitness increase under both concentrations of ampicillin (supplementary table S2; 
supplementary figure S8). We did not see any significant difference in fitness increase between 
these lines (p=0.19 in 100 µg/ml of ampicillin; p=0.06 in 200 µg/ml of ampicillin).  
 
Furthermore, we measured fitness of the A↑ lines in 400 µg/ml of ampicillin as these lines were 
evolved under high concentrations of ampicillin. Both lines showed significant fitness increase in 
this medium (supplementary table S2; supplementary figure S9), but no difference in fitness 
between the single-copy and double-copy lines (p=0.22). 
 
Next, we measured fitness of the C lines in 0.0105 and 0.021 µg/ml of cefotaxime to see whether 
these lines had adapted to cefotaxime. Only the EvoS-C lines showed a significant fitness 
increase in both these conditions, whereas the EvoD-C lines did not (supplementary table S2; 
supplementary figure S10). The fitness increase in the EvoS-C lines was significantly higher than 
that in the EvoD-C lines (p=3.4×10-5 in 0.0105 µg/ml cefotaxime, and p=8.7×10-7 in 0.021 µg/ml 
cefotaxime). 
 
Furthermore, we measured fitness of the I lines in 0.02 µg/ml and 0.04 µg/ml of imipenem to see 
whether these lines adapted to imipenem, but did not observe any significant fitness increase in 
any of these lines (supplementary table S2; supplementary figure S11).  
 
In addition to measuring the fitness of CA lines in 200 µg/ml ampicillin and 0.006 µg/ml 
cefotaxime, as described in the main text, we also measures their fitness in medium 
supplemented with 100 µg/ml ampicillin and 0.003 µg/ml cefotaxime, 100µg/ml ampicillin and 
0.006 µg/ml cefotaxime, 100µg/ml ampicillin and 0.009 µg/ml cefotaxime, and 200µg/ml 
ampicillin and 0.003 µg/ml cefotaxime. In all conditions both the EvoS-CA and EvoD-CA lines 
showed a significant fitness increase (supplementary table S2; supplementary figure S6a). Again, 
in two conditions, the EvoD-CA lines showed higher fitness than the EvoS-CA lines (p=0.007 
and 1.2×10-5 respectively). 
 
Adaptation to ampicillin and cefotaxime could occur through adaptation to the native substrate 
ampicillin to the novel substrate cefotaxime, or to a combination of both. No significant fitness 
increase occurred in any of the evolved lines in 100 µg/ml ampicillin, but both single-copy and 
double-copy lines had evolved increased fitness in 200 µg/ml ampicillin (supplementary table S2; 
supplementary figure S6b). We also measured fitness of these populations on cefotaxime alone, 
and found a significant fitness increase (supplementary table S2; supplementary figure S6c), 
suggesting adaptation to the novel substrate. Again, the higher fitness increase occurred in the 
EvoS-CA lines compared to the EvoD-CA lines (p=3.5×10-6). These observations suggest that 
the adaptation in these lines is driven by adaptation to both the native substrate ampicillin and the 
novel substrate cefotaxime.  
 
We measured fitness of the IA lines in medium supplemented with 100 µg/ml amp + 0.02 µg/ml 
imi, 100µg/ml amp + 0.04 µg/ml imi, 100µg/ml amp + 0.06 µg/ml imi, 200µg/ml amp + 0.02 
µg/ml imi, 200µg/ml amp + 0.04 µg/ml imi and 200µg/ml amp + 0.06 µg/ml imi. In the first 
condition, only the EvoS lines showed a significant fitness increase, whereas in all other 
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conditions, both EvoS-IA and EvoD-IA lines showed a significant fitness increase 
(supplementary table S2; supplementary figure S12a). In none of these conditions did the EvoD-
IA lines show a higher fitness than the EvoS-IA lines. In contrast, in five of these six conditions 
the EvoS-IA lines showed higher fitness than the EvoD-IA lines (p=0.003, 1.2×10-5, 4.4×10-5, 
0.04, and 0.0001 respectively).  
 
Like for adaptation to cefotaxime and ampicillin, adaptation to imipenem and ampicillin could 
occur through adaptation to the native substrate ampicillin, to the novel substrate imipenem, or to 
a combination of both. As we observed before, neither single-copy nor dual-copy lines showed a 
significant increase in 100 µg/ml ampicillin, but both lines showed a significant fitness increase 
in 200 µg/ml ampicillin (supplementary table S2; supplementary figure S12b). To find out 
whether the IA lines evolved increased activity towards the new substrate imipenem, we 
measured the fitness of the IA lines in 0.03 µg/ml and 0.06 µg/ml imipenem. The EvoS-IA lines 
showed a significant fitness increase in 0.03 µg/ml imipenem, but not in 0.06 µg/ml imipenem 
(supplementary table S2; supplementary figure S12c). The EvoD-IA lines had not increased 
fitness in either medium. These observations suggest that most of the adaptation in these lines is 
likely driven by adaptation to the native substrate ampicillin.  
 
Taken together, we see poorer adaptation to imipenem than to cefotaxime, which may be caused 
by the larger difference in chemical structure between imipenem and ampicillin compared to that 
between cefotaxime and ampicillin.  
 
 
Results S4: Neutral lines show increased fitness and signs of selection on specific point 
mutations  
We measured the fitness of evolved N lines in 100 and 200 µg/ml of ampicillin to check whether 
they also show a fitness increase in ampicillin. While we did not see any significant fitness 
increase in 100 µg/ml ampicillin (supplementary table S2; supplementary figure S7), both single-
copy and double-copy lines increased fitness in 200 µg/ml ampicillin (p=5.3×10-3 for the EvoS-N 
lines and p=6.1×10-4 for the EvoD-N lines). The increase in fitness was not significantly 
different between single-copy and double-copy lines (p=0.81). The likely reason is the plasmid 
copy number increase we observe in these and other lines (figure S13), as discussed in the main 
text, which effectively leads to an increase in gene dosage. 
 
We also note that the fitness values of the EvoS-N and EvoD-N lines were significantly lower 
than those of the EvoS-A and EvoD-A lines, respectively, in 100 µg/ml ampicillin (p=0.01 for 
comparison between EvoS-N and EvoS-A lines; p=0.003 for comparison between EvoD-N and 
EvoD-A lines). In medium with 200 µg/ml ampicillin, the EvoS-N lines still had significantly 
lower fitness than the EvoS-A lines (p=0.02) whereas this was no longer true for the comparison 
between the EvoD-N and EvoD-A lines (p=0.71). To interpret these observations, it is important 
to be aware that many individuals in the EvoD lines lost a copy of the TEM-1 gene. Furthermore, 
we observed that the EvoD-A lines show a higher incidence of such loss than the EvoD-N lines 
(supplementary figure S14; supplementary table S7). The difference in the frequency of gene 
loss between the EvoD-N and EvoD-A lines might explain why fitness differences between these 
two lines disappear in 200 µg/ml ampicillin.  
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We also observed signs of selection acting on specific point mutations in the neutral lines. First, 
the regulatory mutation T-53C rose to high frequency in the EvoD-N lines (supplementary figure 
S15). Second, some of the neutral EvoS and EvoD lines contained mutations at high frequency 
after round 1 of our experiment (supplementary figure S22). Some of these nucleotide mutations 
(amino acid changes) are A177G (D50G) in the EvoS-N4 line, A182G (N52D) in the EvoS-N3 
line, and T259C (C77C) in the EvoS-N5 and EvoD-N1 lines. These alleles later decreased in 
frequency and were present at a frequency of less than 1% after round 12. Although it is possible 
that these frequency changes are caused by neutral genetic drift, it is unlikely that drift would 
cause similar frequency changes in all the neutral lines, as we observed (supplementary figure 
S22). Taken together, these observations suggest that specific point mutations were subject to 
frequency changes caused by selection. There are two possible explanations. First, in the neutral 
condition, especially high expression of the TEM-1 gene could be detrimental, because such 
expression does not provide a benefit in the absence of the antibiotic. Increased gene dosage in 
the EvoD-N lines associated with increased plasmid copy number could then be deleterious. 
Thus, the regulatory mutation T-53C that presumably reduces expression of one copy could be 
beneficial and rise to high frequency in these lines. Second, the neutral lines could face selection 
at the level of transcription, translation and protein folding. For example, if a mutation reduces 
stability of the beta lactamase protein, this might lead to protein aggregation which can be toxic 
for a cell. In such a scenario, this mutation would be selected against in the evolved lines. The 
detrimental effects of these mutations could also be pronounced in case of increased dosage 
associated with increased plasmid copy number. For example, with increased gene dosage a 
mutation that causes protein aggregation can be more harmful for cells due to toxic effects of 
aggregates than at lower gene dosage.  
 
Results S5: Plasmid copy number increase in the evolved lines 
We observed an increase in plasmid copy number in all evolved lines (supplementary figure S13; 
supplementary table S6). It is likely that the gene dosage increase associated with the increase in 
plasmid copy number is beneficial for the cells in all selection conditions. We also observed an 
increase in plasmid copy number in the neutral lines (N lines) which was selected only on the 
plasmid marker kanamycin during the course of the evolution experiment.  
 
The likely explanation is that plasmid copy number could also increase through selection 
unrelated to the TEM-1 gene. Specifically, if some plasmids have higher copy numbers than 
others, then we will preferentially transform such plasmids into E. coli cells during each round of 
our experiment. Any individual plasmid that has a high copy number would leave effectively 
more ‘offspring’ over time. While, it is possible that this process is solely responsible for the 
increase in plasmid copy number we see under the influence of antibiotics, we note that this is 
probably not the case (supplementary results S7). 
 
We did not see any significant difference in plasmid copy numbers between the EvoS and the 
EvoD populations for C lines (p=0.31), I lines (p=0.42), CA lines (p=0.1) and IA lines (p=1). 
However, this was not the case for N lines, A lines and A↑ lines. In these lines, the EvoD 
populations increased their plasmid copy numbers to a significantly greater extent than the EvoS 
populations (p=0.03 for N lines, p=0.008 for A lines, and p=0.008 for A↑ lines). One possible 
explanation is that this increase compensates for a reduction in fitness due to TEM-1 gene copy 
loss in these populations. We speculate that it may not have been observed in the other EvoD 
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populations, because an excessive increase in plasmid copy number may be detrimental in some 
selection conditions.  
 
We also sequenced the origin of replication of the ancestral plasmid and some of the evolved 
plasmids using Sanger sequencing, to identify candidate SNPs that could cause an increase in 
plasmid copy number (see supplementary methods S7). Specifically, we sequenced the origin of 
replication of the evolved plasmid populations in EvoS-CA3 and EvoD-CA3 lines. Because we 
sequenced plasmids from heterogeneous populations, we would be able to discover only those 
mutations that rose to high frequency (>50%) in these populations. We observed two such 
mutations in the EvoS-CA3 line. One of these mutations, G960A, was present at a frequency of 
approximately 50%. The second mutation G996A was fixed in this population. In the EvoD-CA3 
line, we observed only one mutation. This mutation is the G996A mutation that is also present in 
the EvoS-CA3 line. It rose to approximately 50% frequency in the EvoD-CA3 line. In addition, 
we sequenced the origin of replication of the evolved plasmids in the EvoD-N3 line. This is one 
of the many EvoD lines that had shown an especially high copy number increase and as such 
could have some unique mutations in the origin of replication. Indeed, we found 3 unique 
mutations in this line that were not observed in the EvoS-CA3 and the EvoD-CA3 lines. These 
three mutations were A981G, A997G, and A1066G, and all of them were present at 
approximately 50% frequency in the population.  
 
The actual role of each of these mutations in the plasmid copy number increase is not clear, 
because none of them are identical to previously described copy number mutants for this origin 
of replication (Armstrong et al., 1984). However, all of these mutations were present in the 
coding region of the gene encoding the repA protein, an observation consistent with previous 
work (Armstrong et al., 1984). They are thus likely to be responsible for the increase in copy 
number in our evolved lines. Another line of evidence comes from the fact that all these 
mutations rose to high frequency in our populations, suggesting a beneficial effect of these 
mutations. 
 
Results S6: Sequence diversities in the evolved lines 
We calculated the sequence diversities of all the evolved lines separately for rounds 1, 4, 8, and 
12 of the evolution experiment. To calculate diversity, we only counted polymorphisms without 
considering their frequency and normalized with the read coverage (see Methods in the main 
text). In the N lines, we observed significantly higher sequence diversity in the EvoD-N lines 
compared to the EvoS-N lines only at round 8 (p=0.008; supplementary figure S16a). These lines 
should not show any difference in diversity as they never experienced antibiotic selection. 
However, there could be selection on TEM-1 gene, unrelated to antibiotic selection, such as 
selection for gene expression level.  Thus, regulatory mutations might occur in these lines that 
could influence our diversity calculations. One example of such regulatory mutations is the T-
53C mutation that rose to high frequency in three of the five replicate EvoD-N lines. In the A 
lines, the EvoD-A lines showed higher sequence diversity than the EvoS-A lines at round 1 
(p=0.008; supplementary figure S16b). In thethe A↑ lines, the EvoD-A↑ lines showed higher 
sequence diversity than the EvoS-A↑ lines at round 1 (p=0.04), at round 4 (p=0.04) and at round 
8 (p=0.04; supplementary figure S16c). In the C lines, the EvoD-C lines showed higher sequence 
diversity than the EvoS-C lines at round 1 (p=0.008; supplementary figure S16d). We did not see 
any significant difference between diversities among the EvoD-I and EvoS-I lines in any round 
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of the evolution experiment (supplementary figure S16e). In the CA lines, the EvoD-CA lines 
showed higher sequence diversity than the EvoS-CA lines at round 8 (p=0.04; supplementary 
figure S16f). In the IA lines, the EvoD-IA lines showed higher sequence diversity than the EvoS-
IA lines at round 8 (p=0.02; supplementary figure S16), whereas the EvoS-IA lines showed 
higher diversity than the EvoD-IA lines at round 12 (p=0.02; supplementary figure S16g). 
Supplementary figure S17 shows the change in diversities in the replicate populations in more 
detail.  
 
 
Results S7: Evolved lines show signs of selection caused by antibiotics 
Experimental results suggest that the increased gene dosage due to an increase in plasmid copy 
number was the most important factor behind the fitness increase in our evolved lines. The 
neutral lines, which never experienced antibiotic selection, also showed a plasmid copy number 
increase that resulted in increased fitness of these lines in ampicillin. In supplementary results S5, 
we discussed a possible mode of selection at the plasmid level, unrelated to selection on the 
TEM-1 gene(s), which could cause this copy number increase in the neutral lines.  
 
One important question is whether this selection at the plasmid level could be solely responsible 
for the fitness increase and the molecular changes we observed in all the evolved lines. Several 
lines of evidence suggest that this is not the case. First, plasmid copy number could increase 
through selection at the plasmid level, selection for increased dosage of the TEM-1 gene, or 
through a combination of both. We might not always be able to distinguish the role of each of 
these two types of selection in changing plasmid copy numbers. However, if an increase in gene 
dosage (due to an increase in plasmid copy number) was not beneficial for cells in antibiotic 
selection condition, high copy number plasmids would be selected against. Such selection would 
be reflected in the plasmid copy number in the lines that were exposed to antibiotics. This is 
precisely what we see in the EvoD lines under selection in novel antibiotics or in novel 
antibiotics together with ampicillin (supplementary figure S13; supplementary table S6). The 
EvoD-N lines show, on average, a 14 fold increase in plasmid copy number. In comparison, the 
EvoD-C, EvoD-I, EvoD-CA and EvoD-IA lines show a lower fold-increase in copy number (on 
average a 6-fold increase in EvoD-C lines, p=0.03, one sided Wilcoxon rank sum test; a 7-fold 
increase in EvoD-I lines , p=0.02; a 9-fold increase in EvoD-CA lines, p= 0.08; and a 6-fold 
increase in EvoD-IA lines, p=0.008; supplementary figure S13; supplementary table S6), 
suggesting selection against very high copy number plasmids in these antibiotic conditions.  
 
Two reasons could be responsible. First, an increase in gene dosage due to increased plasmid 
copy number could be beneficial for cells, but only up to certain extent in our selection 
conditions. For example, a very high dosage could impose a very high expression cost, without 
providing enough benefit, on the cells under these conditions. Previous experimental work shows 
that optimal gene expression level is indeed dependent on the growth medium (Dekel and Alon, 
2005). Second, maintaining a very high copy number plasmids could impose a very high 
metabolic cost on cells in these conditions. This is supported by the results of a previous study on 
gene duplication using two different plasmids. This study observed loss of one plasmid when 
cefotaxime concentration in the medium was increased (Holloway et al., 2007), suggesting a 
high plasmid maintenance cost on the cells.   
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A second difference is observed in the frequency of regulatory mutation T-53C that was present 
at high frequency in several EvoD lines. This mutation rose to high frequency at round 8 and 
subsequently dropped to low frequency (<1%) in almost all the EvoD lines except the EvoD-N 
lines (supplementary figure S15). In three replicate EvoD-N lines, where this mutation was 
present, it remained at high frequency (>30% in EvoD-N3, and >40% in EvoD-N4 and EvoD-
N5). This mutation may down-regulate expression of one of the TEM-1 gene copies and thus, 
could be detrimental in the EvoD lines under selection in increasing antibiotic concentrations 
beyond round 8. In comparison, this mutation could be beneficial in the EvoD-N lines, which 
also show very high fold-increase in plasmid copy number, by reducing expression cost.  
 
Finally, we observed loss of one of the duplicate gene copies in all the EvoD lines 
(supplementary figure S14; supplementary table S7). However, this loss occurred to different 
extents in different EvoD lines. Except for EvoD-A↑ lines, all other EvoD lines that experienced 
antibiotic selection showed a lower frequency of retention of duplicate gene copies than the 
neutral lines. In three of the five replicate EvoD-N lines, more than 50% of the individuals 
retained duplicate genes. In comparison, we did not observe such a high frequency of duplicate 
gene retention in any of the replicate EvoD-C, EvoD-I and EvoD-CA lines. In the EvoD-C lines, 
the replicate line with highest frequency of retention had only ~35% of the individuals 
containing duplicate copies of the gene (EvoD-C4). In both EvoD-I and EvoD-CA lines, the 
highest frequency of duplicate retention was ~25% (in EvoD-I5 and EvoD-CA4 respectively). In 
only one of the replicate EvoD-IA lines did 50% of the individuals retain duplicate gene copies 
(EvoD-IA5), whereas in all other replicate lines, less than 25% of the individuals retained 
duplicate gene copies. We observed a similar pattern in EvoD-A lines, where only in one 
replicate line ~80% of the individuals retained duplicate copies (EvoD-A1), whereas in all other 
replicate lines, less than 30% individuals retained duplicate copies. Higher gene loss in the EvoD 
lines selected in antibiotics could be due to two reasons. First, plasmids with single copy genes 
were selected in the antibiotics medium due to their higher fitness. Second, tandem duplicates 
can have a lower stability of tandem on a plasmid. However, our experiments suggest that the 
first possibility is unlikely to be true, at least in the EvoD-CA lines where clones with duplicate 
genes showed higher fitness than the single genes. Thus, the higher gene loss in the antibiotic 
selected medium is likely to be caused by higher instability of tandem duplicates in antibiotics 
medium. In the EvoD-A↑ lines, retention of duplicate genes may have been favored due to the 
increased gene dosage that can be beneficial in high ampicillin concentrations.  
 
Results S8: Several factors can affect the Ka/Ks ratio in our experiment 
We calculated the Ka/Ks ratio for the evolved TEM-1 genes, which can indicate the type and the 
extent of selection operating on this gene in our experiment. There are several factors in our 
experiment that could affect the Ka/Ks ratio and thus, could prevent us from inferring the extent 
of selection on the TEM-1 gene. First and foremost, the number of mutations in our evolved lines 
is extremely small, which is reflected in very low average numbers of nucleotide differences 
between reads in pair-wise comparisons (supplementary figure S29). Such low diversity could 
introduce substantial sampling bias in our sequence data. Second, selection on the regulatory 
region of TEM-1 gene can also affect the Ka/Ks ratio. For example, the non-coding mutation T-
53C that rose to high frequency in several EvoD lines (supplementary figure S15) could 
influence the sequence changes we observe in coding regions due to hitchhiking. Third, the 
Ka/Ks ratio could also be affected by a mutational bias in the mutator E. coli strain used in our 
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experiment. Our mutator strain highly expresses the error prone DNA polymerase gene dinB that 
has been shown to have a high mutational bias (Wagner and Nohmi, 2000). More generally, such 
a mutational bias is common among mutator strains (Cox and Yanofsky, 1967; Schaaper RM, 
1988). Fourth, analysis of selection using the Ka/Ks ratio considers all non-synonymous 
mutations to be deleterious or beneficial and all synonymous mutations to be neutral, which 
might not be the case. For example, the high value of  Ka/Ks in EvoS-N lines (supplementary 
figure S28) (Round 1) is due to a single non-synonymous valine to isoleucine change (which are 
very similar amino acids whose substitution for each other is often neutral). Furthermore, in our 
experiment, selection may have acted not only on the TEM-1 gene but also on the KanR gene, as 
well as on plasmid stability. Such selection could also affect the Ka/Ks ratio in ways that could 
make its interpretation difficult. 
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Supplementary methods 
 
Methods S1: Analysis of variance (ANOVA) 
To find out whether there is any fitness difference between the AncS strain and the AncD strain, 
we used an analysis of variance (ANOVA) to compare growth data obtained at various 
concentrations of a particular antibiotic. Briefly, we performed a two-way ANOVA considering 
the antibiotic concentration and the strain as two independent variables and the growth as the 
dependent variable. We also considered the interaction term between the two independent 
variables. We used “repeated measures” ANOVA (Larson, 2008; Sullivan 2008) for comparison of 
growth curves, where we considered growth measurements at different time points as repeated 
measurements and the  ancestral strain as an independent variable.  
 
Methods S2: Construction of the mutator strain - E. coli TB90 
The genotype of the mutator E. coli strain is ∆recA::frt  PBAD-dinB (in an MG1655 background). 
We used a strain lacking the recA gene to reduce recombination and gene loss among the 
duplicate TEM-1 copies. The dinB gene encodes an error prone DNA polymerase in E. coli 
(DNA polymeras IV; Wagner et al., 1999). We replaced the promoter of the dinB gene with the 
promoter of the arabinose operon (Schleif, 2000) to induce mutagenesis with L-(+)-arabinose, 
which results in high expression of the dinB gene. Because DNA polymerase IV is error prone, it 
introduces mutations in the replicating DNA. We calculated the mutation rate in this E. coli 
strain using the rate at which rifampicin resistant cells remerge through mutation (Maisnier-Patin 
et al., 2005). By this criterion, the strain had a 600-fold higher mutation rate than wild type E. 
coli in the presence of 0.05% L-(+)-arabinose (supplementary table S3).  
 
Methods S3: Sample multiplexing for sequencing 
We used 4 regions of a picotiter plate for 454 sequencing (Margulies et al., 2005). For each 
round of the evolution experiment, we had 70 replicate lines of which 35 were EvoS lines and 35 
were EvoD lines. For EvoS lines, we sequenced these 35 lines in 4 separate regions, i.e., we 
sequenced 9, 9, 9 and 8 EvoS lines per region, and did the same for EvoD lines. We designed 18 
unique barcodes for each amplicon to distinguish the maximally 18 lines in a region of the plate. 
We added this barcode to the 5’ end of an amplicon along with a sequence that was identical for 
all the lines. In a next step, we used this universal sequence to introduce a round-specific barcode 
to distinguish between the same lines from different rounds of the evolution experiment 
(supplementary figure S24). We sequenced all amplicons from the same direction to ensure that 
the barcodes were always sequenced. Supplementary table S5 lists all the primers along with the 
barcodes used for this purpose.  
 
Methods S4: Error correction for sequencing data 
We sequenced the ancestral strains, AncS and AncD, to estimate error rates in PCR and 454 
sequencing. Because the inserts in our experiment are longer than the maximum length of 
amplicons that can be sequenced with current technology, we amplified the insert in the AncS 
strain in two separate amplicons numbered as 1 and 2. For the AncD strain, we amplified the 
insert in four amplicons numbered as 1, 2, 3, and 4 (supplementary figure S25). We sequenced 
all the EvoS lines with same two amplicons (i.e., in the same region of the constructs), and all the 
EvoD lines with the same four amplicons as in the ancestral strains. We used only the first 450 
bases of each read for error calculation, and calculated error rates for SNPs and indels separately 
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(supplementary figure S26). We performed several error corrections before calling true SNPs 
and indels.  
 
1. Test for two sets of sequencing data 
The sequencing data we have comes from two different sequencing runs, and we call the reads 
thus obtained “set1” reads and “set2” reads. Error rates could differ between these two different 
sets. Since we sequenced amplicons from the ancestral strains in both runs, we can calculate the 
error rates for each run. Our data confirmed that the error rate is different for these two sets of 
reads (supplementary figure S27). To avoid erroneous SNP/indel calls we used a statistical test 
of the hypothesis that a true SNP/indel should be observed in both sets of reads. Thus, a 
significant difference in the incidence of an SNP/indel between the two sets would suggest that 
the SNP/indel exists because of an error bias in one of the read sets.  
 
Specifically, assume that a variant M (SNP or indel) has a relative frequency f in a given evolved 
(“test”) amplicon. This frequency can be calculated from the total coverage N (with N1 reads 
from set 1 and N2 reads from set 2), and from the number of reads O1 that carry the variant M in  
N1 , as well as the number of reads O2 that carry M in  N2, as  
1 2
1 2
( )
( )
O Of
N N
+= + . We define f1 and f2 as 1 1 1/f O N=  and 2 2 2/f O N= . To ask whether the 
frequencies observed from two sets of reads differ significantly from each other, we performed 
an exact binomial test. (We also used this test whenever f1=0 or f2=0, the rationale being that  if a 
SNP occurs in both read sets, it is more likely to be a real mutation and less likely to be an 
artifact based on different error rates in two read sets.) To perform the test, we defined a random 
variable Z which denotes the number of occurrences of the sequence variant at a given position 
in the test amplicon due to errors. Z follows a binomial distribution B(N,r). We distinguish four 
cases to estimate its parameters. First, if f1< f2 and f1 is not equal to zero, then N=N2 and r= f1 .  In 
this case, we can estimate the probability p that we observe the variant at frequency f2 or greater, 
given its frequency f1 in set 1 as   
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Second, if f1< f2 and f1 =0, then N=N1 and r= f2, and we can calculate an analogous p-value as   
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Third, if f2< f1 and f2 is not equal to zero, then N=N1 and r= f2 and  
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Fourth, if  f2< f1 and f2 =0, then N=N2 and r= f1 and we calculate a p-value as  
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 If we observed a p of less than 0.05 for a variant, we concluded that the incidence of the variant 
showed a greater difference between the read sets than expected by chance alone, and we 
eliminated the variant from further analysis. 
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2. Correction for overall error rate 
In the next step, we performed a correction based on the overall error rates for SNPs and indels 
that we calculated from the ancestral sequences. Let us assume that a mutation (SNP or indel) 
occurs in the test sequence at a frequency given by a/N. To ask whether this mutation could 
occur just because of errors in the sequencing data, we defined a random variable Z which 
denotes the number of occurrences of the mutation at that position in the test sequence due to 
errors. Z follows a binomial distribution, B(N,r), where r is an amplicon-specific error rate for 
SNPs or indels. To estimate this error rate for each amplicon, we used the maximum of the two 
error rates from read set 1 and 2 that we observed in each of the ancestral sequences. We tested 
the null hypothesis that the number of mutations in the test sequence could be observed due to 
sequencing error alone, by calculating a p-value with the expression 
 
 
 
 
If p<0.05, we concluded that the variant did not occur just because of sequencing errors. We then 
subjected it to further filtering for position-specific errors in amplicons, as described next. 
 
3. Filtering for position-specific errors in amplicons 
Some errors may preferentially occur at certain positions of an amplicon in the ancestral 
sequence. If so, these errors might also preferentially occur at the same positions in the evolved 
sequences. To correct for this kind of error, we compiled a list of such repeated errors (base 
substitutions, indels) for each of the six amplicons from the ancestral strains, and for each 
position of the amplicon. We found four types of insertions, three types of deletions, and three 
types of substitutions that (erroneously) occurred at specific positions in the ancestral sequences. 
When we saw such changes in the evolved sequences, we eliminated them. By way of example, 
if we found that a C→G substitution occurred even once at position 154 in amplicon Single 1 in 
the ancestral sequences, we would discard this change from all our evolved sequences before 
analyzing them further.     
 
Methods S5: Growth curves (cell density increases over time) 
To analyze how cell densities increase in a growing culture over time, we cultured cells of the 
ancestral strains for 16 hours at 37°C in LB medium supplemented with 25 µg/ml kanamycin. 
We measured the cell density of these starter cultures by measuring optical density at 600 nm 
(OD(0)). We then diluted the cells 100 times in 2ml LB medium supplemented with appropriate 
antibiotics and allowed them to grow for 10 hours on a 96 deep-well plate. Every hour we 
withdrew 20µl of the culture and mixed it with 80 µl LB before measuring optical density at 
600nm (OD(t)). We then calculated the fold-change in cell density as ( )
( (0) /100)
OD t
OD
. We 
performed all such estimates in triplicate.  
 
Methods S6: Estimation of the Ka/Ks ratio 
Ka/Ks ratio for a protein coding gene is defined as the ratio of the number of non-synonymous 
mutations per non-synonymous site to number of synonymous mutations per synonymous site 
(Li, 1997; Kreitman M, 2000). The Ka/Ks ratio can indicate the type (purifying, neutral or 
positive) and the extent of selection operating on a gene. To estimate the Ka/Ks ratio, we counted 
( )!Pr( ) (1 )
!( )!
N
i N i
i a
Np Z a r r
i N i
−
=
= ≥ = −−∑
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the total number of non-synonymous and synonymous mutations in the sequence reads for five 
replicates in each evolved line.  
We then estimated the ratio as 
 
(Number of non synonymous mutations / Number of non-synonymous sites)
(Number of synonymous mutations / Number of synonymous sites)
(Number of non synonymous mutations / Number of synonymous mutations)
(Numbe
−
−=
r of non synonymous sites / Number of synonymous sites)
(Number of non synonymous mutations / Number of synonymous mutations)
3.19
−
−=
 
, since (Number of non synonymous sites / Number of synonymous sites)=3.19−  for the TEM-1 
gene.  
 
 
Methods S7: Sequencing origin of replication of ancestral and evolved plasmids 
 
The plasmid we used for our experiment contains the SC101 origin of replication (Zaslaver et al., 
2006). At the end of our evolution experiment, all the evolved lines showed an increase in 
plasmid copy numbers which is likely to happen through mutations in the origin of replication. 
To look for candidate mutations in the plasmids that could explain their increased copy number, 
we sequenced the origin of replication region (NCBI GenBank ID: K00042.1) of plasmids in the 
ancestral strains and in some of the evolved lines. We considered a SNP to be a true positive 
SNP if it was observed after sequencing from both directions. We numbered the SNP positions 
based on the numbering in the origin of replication sequence given in the NCBI GenBank entry 
with identifier K00042.1. We estimated SNP frequencies from chromatograms in the Sanger 
sequencing. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
292
Appendix to Chapter 4
Supplementary tables  
 
Table S1: Fitness measurements of the ancestral strains 
 
(a) in ampicillin 
 
Ampicillin concentration 
(µg/ml) 
Fold-increase in cell 
density in the AncS strain 
(mean±sd) 
Fold-increase in cell 
density in the AncD strain 
(mean±sd) 
0 117.91±4.89 112.04±1.95 
50 124.63±4.34 116.52±1.42 
100 124.82±3.94 116.96±1.43 
150 126.10±4.82 114.87±3.27 
200 127.82±5.49 117.46±2.80 
250 107.03±3.84 113.72±3.50 
300 88.91±2.75 112.68±1.66 
350 64.20±7.55 97.36±3.22 
400 52.60±12.32 78.02±4.66 
450 31.01±2.17 61.06±6.48 
500 24.85±1.48 44.36±5.37 
 
(b) in cefotaxime 
 
Cefotaxime concentration 
(µg/ml) 
Fold-increase in cell 
density in the AncS strain 
(mean±sd) 
Fold-increase in cell 
density in the AncD strain 
(mean±sd) 
0 129.58±7.40 128.36±9.11 
0.0015 139.15±1.02 131.29±4.53 
0.0030 135.52±9.03 132.33±5.79 
0.0045 134.63±2.79 123.69±2.16 
0.0060 112.11±3.01 113.40±4.97 
0.0075 106.64±5.03 104.64±4.08 
0.0090 72.00±4.51 78.19±1.86 
0.0105 40.63±5.98 45.81±4.07 
0.0120 27.88±3.13 31.95±1.16 
0.0135 19.61±0.35 20.92±0.72 
0.0150 13.57±0.50 15.11±1.06 
0.1650 12.55±0.48 13.11±0.96 
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(c) in ampicillin+cefotaxime 
 
Ampicillin 
concentration 
(µg/ml) 
Cefotaxime 
concentration 
(µg/ml) 
Fold-increase in cell 
density in the AncS 
strain (mean±sd) 
Fold-increase in cell 
density in the AncD 
strain (mean±sd) 
100 0 130.03±3.11 125.51±1.93 
100 0.0015 146.26±2.66 136.62±3.93 
100 0.0030 123.18±14.91 128.01±2.87 
100 0.0045 109.93±5.43 118.70±2.03 
100 0.0060 61.48±7.62 98.66±6.69 
100 0.0075 29.05±2.58 52.72±15.58 
100 0.0090 16.40±2.99 26.74±5.37 
150 0 130.73±5.40 127.09±0.50 
150 0.0015 120.52±4.89 122.91±1.94 
150 0.0030 103.57±5.43 116.46±5.43 
150 0.0045 47.21±7.07 95.75±5.03 
150 0.0060 38.31±0.57 65.26±7.17 
150 0.0075 21.18±1.93 34.43±2.99 
150 0.0090 16.88±1.56 20.06±1.40 
 
(d) in imipenem 
 
Imipenem concentration 
(µg/ml) 
Fold-increase in cell 
density in the AncS strain 
(mean±sd) 
Fold-increase in cell 
density in the AncD strain 
(mean±sd) 
0 123.15±1.26 126.58±4.64 
0.005 113.27±0.86 115.36±2.40 
0.010 114.99±1.90 109.95±1.85 
0.015 109.31±3.76 106.69±2.27 
0.020 106.39±2.70 106.57±1.64 
0.025 101.34±4.73 101.52±2.64 
0.030 97.71±3.48 99.64±3.49 
0.035 91.76±1.93 93.11±3.47 
0.040 84.31±1.40 86.61±1.87 
0.045 75.52±2.98 78.71±4.84 
0.050 65.70±3.85 69.42±4.41 
0.055 51.47±1.56 59.38±4.08 
0.060 43.14±3.53 50.19±4.17 
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(e) in ampicillin+imipenem 
 
Ampicillin 
concentration 
(µg/ml) 
Imipenem 
concentration 
(µg/ml) 
Fold-increase in cell 
density in the AncS 
strain (mean±sd) 
Fold-increase in cell 
density in the AncD 
strain (mean±sd) 
50 0 118.04±4.97 126.53±7.21 
50 0.01 112.94±5.58 102.82±1.74 
50 0.02 110.14±1.23 102.48±1.01 
50 0.03 96.37±2.35 94.96±0.44 
50 0.04 84.51±1.30 87.78±3.03 
50 0.05 59.86±4.18 66.90±4.42 
50 0.06 43.74±4.65 44.09±2.20 
100 0 133.97±2.17 120.38±10.30 
100 0.01 104.67±3.01 116.29±6.44 
100 0.02 102.97±1.44 108.25±3.13 
100 0.03 93.02±0.48 98.05±3.27 
100 0.04 74.62±6.70 83.80±5.36 
100 0.05 50.21±5.71 58.41±2.26 
100 0.06 38.38±3.55 42.49±3.47 
150 0 122.05±4.92 133.99±3.72 
150 0.01 106.00±3.44 110.07±1.51 
150 0.02 108.59±3.24 110.29±1.33 
150 0.03 86.30±4.33 94.26±7.54 
150 0.04 68.76±5.18 89.18±2.46 
150 0.05 45.76±5.60 66.33±3.67 
150 0.06 44.34±7.97 46.60±4.95 
200 0 125.60±3.98 125.22±1.93 
200 0.01 107.21±10.36 119.87±4.32 
200 0.02 89.31±2.66 110.18±2.95 
200 0.03 59.54±2.85 94.29±5.70 
200 0.04 54.18±3.66 74.08±0.97 
200 0.05 52.58±3.85 47.26±2.80 
200 0.06 42.89±4.21 38.27±1.54 
 
 
 
 
 
 
 
 
 
 
 
 
295
Appendix to Chapter 4
Table S2: Relative fitness values of the evolved lines 
 
Line Antibiotics 
concentrations (µg/ml)
Relative fitness 
mean±sd 
p-value 
EvoS-CA Amp100+Cef 0.003 1.65±0.34 6.1×10-5 
EvoS-CA Amp100+Cef 0.006 2.52±0.53 6.1×10-5 
EvoS-CA Amp100+Cef0.009 1.47±0.25 6.1×10-5 
EvoS-CA Amp 200+Cef 0.003 2.52±0.44 6.1×10-5 
EvoS-CA Amp 200+Cef 0.006 5.12±1.05 6.1×10-5 
EvoS-CA Cef 0.0105 1.66±0.31 6.1×10-5 
EvoS-CA Cef 0.021 1.60±0.26 6.1×10-5 
EvoS-CA Amp100 0.96±0.18 0.36 
EvoS-CA Amp200 1.10±0.08 4.3×10-4 
EvoD-CA Amp100+Cef 0.003 1.53±0.21 6.1×10-5 
EvoD-CA Amp100+Cef 0.006 2.22±0.44 6.1×10-5 
EvoD-CA Amp100+Cef0.009 1.40±0.20 6.1×10-5 
EvoD-CA Amp 200+Cef 0.003 2.14±0.22 6.1×10-5 
EvoD-CA Amp 200+Cef 0.006 3.25±0.69 6.1×10-5 
EvoD-CA Cef 0.0105 1.15±0.12 8.5×10-4 
EvoD-CA Cef 0.021 1.30±0.18 6.1×10-5 
EvoD-CA Amp100 0.87±0.10 3.1×10-4† 
EvoD-CA Amp200 1.05±0.06 5.4×10-4 
 
EvoS-IA Amp100+Imi 0.02 1.10±0.07 6.1×10-4 
EvoS-IA Amp100+ Imi 0.04 1.33±0.08 6.1×10-5 
EvoS-IA Amp100+Imi0.06 1.21±0.10 6.1×10-5 
EvoS-IA Amp 200+Imi 0.02 1.77±0.13 6.1×10-5 
EvoS-IA Amp 200+Imi 0.04 1.55±0.07 6.1×10-5 
EvoS-IA Amp200+Imi0.06 1.21±0.56 0.17 
EvoS-IA Imi 0.03 1.14±0.07 6.1×10-5 
EvoS-IA Imi 0.06 1.02±0.10 0.15 
EvoS-IA Amp100 1.04±0.08 0.11 
EvoS-IA Amp200 1.07±0.09 8.4×10-3 
EvoD-IA Amp100+Imi 0.02 1.02±0.05 0.25 
EvoD-IA Amp100+ Imi 0.04 1.16±0.08 6.1×10-5 
EvoD-IA Amp100+Imi0.06 1.00±0.12 0.98 
EvoD-IA Amp 200+Imi 0.02 1.67±0.11 6.1×10-5 
EvoD-IA Amp 200+Imi 0.04 1.37±0.12 6.1×10-5 
EvoD-IA Amp200+Imi0.06 1.12±0.37 0.25 
EvoD-IA Imi 0.03 1.03±0.11 0.49 
EvoD-IA Imi 0.06 0.95±0.12 0.10 
EvoD-IA Amp100 1.00±0.05 0.68 
EvoD-IA Amp200 1.04±0.08 0.04 
 
EvoS-N Amp100 1.04±0.11 0.25 
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EvoS-N Amp200 1.10±0.13 5.3×10-3 
EvoD-N Amp100 1.03±0.06 0.15 
EvoD-N Amp200 1.09±0.07 6.1×10-4 
 
EvoS-A Amp100 1.17±0.12 6.1×10-4 
EvoS-A Amp200 1.21±0.13 6.1×10-5 
EvoD-A Amp100 1.12±0.09 6.1×10-5 
EvoD-A Amp200 1.12±0.10 1.2×10-4 
 
EvoS-A↑ Amp400 1.69±0.15 6.1×10-5 
EvoD-A↑ Amp400 1.80±0.24 6.1×10-5 
 
EvoS-C Cef0.0105 1.58±0.19 6.1×10-5 
EvoS-C Cef0.021 1.37±0.12 6.1×10-5 
EvoD-C Cef0.0105 1.16±0.25 0.10 
EvoD-C Cef0.021 1.02±0.15 0.98 
 
EvoS-I Imi0.02 0.97±0.13 0.30 
EvoS-I Imi0.04 1.00±0.15 0.60 
EvoD-I Imi0.02 0.90±0.10 2.0×10-3 † 
EvoD-I Imi0.04 0.88±0.11 6.1×10-4† 
 
† Fitness values significantly lower than 1 
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Table S3: Average mutation rate in the mutator E. coli strain (TB90) 
 
% L-(+)-arabinose Average mutation rate (per base 
per generation) 
Relative Increase 
0 1.46×10-8 1 
0.003125 1.13×10-6 77 
0.0125 3.02×10-6 206 
0.05 8.64×10-6 590 
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Table S4: Primer pairs for screening of individuals containing duplicate genes in the EvoD 
lines 
 
Forward primer 5’ GGCGTATCACGAGGCCCTTTCG 3’ 
Reverse primer 5' GGGTTCCGCGCACATTTCGGA 3' 
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Table S5: Primers with barcodes for sample multiplexing in 454 sequencing.  
(a) Round-specific primers 
 
Forward primers 
Round 5’ Forward adapter – Barcode – Universal sequence (forward) 3’ 
1 CCATCTCATCCCTGCGTGTCTCCGACTCAG – ACGAGTGCGT –
GTCTGCACGCTCGACCTCTG 
2 CCATCTCATCCCTGCGTGTCTCCGACTCAG – ACGCTCGACA – 
GTCTGCACGCTCGACCTCTG 
3 CCATCTCATCCCTGCGTGTCTCCGACTCAG – AGACGCACTC –
GTCTGCACGCTCGACCTCTG 
4 CCATCTCATCCCTGCGTGTCTCCGACTCAG – AGCACTGTAG – 
GTCTGCACGCTCGACCTCTG 
8 CCATCTCATCCCTGCGTGTCTCCGACTCAG – CTCGCGTGTC –
GTCTGCACGCTCGACCTCTG 
12 CCATCTCATCCCTGCGTGTCTCCGACTCAG – CGAGAGATAC –
GTCTGCACGCTCGACCTCTG 
 
Reverse primer  
Round 5’ Reverse adapter – Universal sequence (reverse) 3’ 
All CCTATCCCCTGTGTGCCTTGGCAGTCTCAG – CGACAGCATGGGATCAGCACG 
 
(b) Line-specific primers 
 
Forward primers 
Amplicon & ID 5’ Universal sequence(forward) – Barcode – primer binding site 3’ 
Single1-ID1 GTCTGCACGCTCGACCTCTG – ATACGACGTA –
GAGGCCCTTTCGTCTTCACCTC 
Single1-ID2 GTCTGCACGCTCGACCTCTG – TCACGTACTA –
GAGGCCCTTTCGTCTTCACCTC 
Single1-ID3 GTCTGCACGCTCGACCTCTG – CGTCTAGTAC –
GAGGCCCTTTCGTCTTCACCTC 
Single1-ID4 GTCTGCACGCTCGACCTCTG – TCTACGTAGC – 
GAGGCCCTTTCGTCTTCACCTC 
Single1-ID5 GTCTGCACGCTCGACCTCTG – TGTACTACTC –
GAGGCCCTTTCGTCTTCACCTC 
Single1-ID6 GTCTGCACGCTCGACCTCTG – ACGACTACAG –
GAGGCCCTTTCGTCTTCACCTC 
Single1-ID7 GTCTGCACGCTCGACCTCTG – CGTAGACTAG –
GAGGCCCTTTCGTCTTCACCTC 
Single1-ID8 GTCTGCACGCTCGACCTCTG – TACGAGTATG –
GAGGCCCTTTCGTCTTCACCTC 
Single1-ID9 GTCTGCACGCTCGACCTCTG – TACTCTCGTG –
GAGGCCCTTTCGTCTTCACCTC 
  
Single2-ID1 GTCTGCACGCTCGACCTCTG – ATACGACGTA –
GGGAACCGGAGCTGAATGAAGC 
Single2-ID2 GTCTGCACGCTCGACCTCTG – TCACGTACTA – 
GGGAACCGGAGCTGAATGAAGC 
Single2-ID3 GTCTGCACGCTCGACCTCTG – CGTCTAGTAC –
GGGAACCGGAGCTGAATGAAGC 
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Single2-ID4 GTCTGCACGCTCGACCTCTG – TCTACGTAGC –
GGGAACCGGAGCTGAATGAAGC 
Single2-ID5 GTCTGCACGCTCGACCTCTG – TGTACTACTC –
GGGAACCGGAGCTGAATGAAGC 
Single2-ID6 GTCTGCACGCTCGACCTCTG – ACGACTACAG –
GGGAACCGGAGCTGAATGAAGC 
Single2-ID7 GTCTGCACGCTCGACCTCTG – CGTAGACTAG –
GGGAACCGGAGCTGAATGAAGC 
Single2-ID8 GTCTGCACGCTCGACCTCTG – TACGAGTATG –
GGGAACCGGAGCTGAATGAAGC 
Single2-ID9 GTCTGCACGCTCGACCTCTG – TACTCTCGTG –
GGGAACCGGAGCTGAATGAAGC 
 
Duplicate1-ID1 GTCTGCACGCTCGACCTCTG – TAGAGACGAG –
GAGGCCCTTTCGTCTTCACCTC 
Duplicate1-ID2 GTCTGCACGCTCGACCTCTG – TCGTCGCTCG –
GAGGCCCTTTCGTCTTCACCTC 
Duplicate1-ID3 GTCTGCACGCTCGACCTCTG – ACATACGCGT –
GAGGCCCTTTCGTCTTCACCTC 
Duplicate1-ID4 GTCTGCACGCTCGACCTCTG – ACGCGAGTAT –
GAGGCCCTTTCGTCTTCACCTC 
Duplicate1-ID5 GTCTGCACGCTCGACCTCTG – ACTACTATGT –
GAGGCCCTTTCGTCTTCACCTC 
Duplicate1-ID6 GTCTGCACGCTCGACCTCTG – ACTGTACAGT –
GAGGCCCTTTCGTCTTCACCTC 
Duplicate1-ID7 GTCTGCACGCTCGACCTCTG – AGACTATACT –
GAGGCCCTTTCGTCTTCACCTC 
Duplicate1-ID8 GTCTGCACGCTCGACCTCTG – AGCGTCGTCT –
GAGGCCCTTTCGTCTTCACCTC 
Duplicate1-ID9 GTCTGCACGCTCGACCTCTG – AGTACGCTAT –
GAGGCCCTTTCGTCTTCACCTC 
 
Duplicate2-ID1 GTCTGCACGCTCGACCTCTG – TAGAGACGAG –
GGGAACCGGAGCTGAATGAAGC 
Duplicate2-ID2 GTCTGCACGCTCGACCTCTG – TCGTCGCTCG –
GGGAACCGGAGCTGAATGAAGC 
Duplicate2-ID3 GTCTGCACGCTCGACCTCTG – ACATACGCGT –
GGGAACCGGAGCTGAATGAAGC 
Duplicate2-ID4 GTCTGCACGCTCGACCTCTG – ACGCGAGTAT –
GGGAACCGGAGCTGAATGAAGC 
Duplicate2-ID5 GTCTGCACGCTCGACCTCTG – ACTACTATGT –
GGGAACCGGAGCTGAATGAAGC 
Duplicate2-ID6 GTCTGCACGCTCGACCTCTG – ACTGTACAGT –
GGGAACCGGAGCTGAATGAAGC 
Duplicate2-ID7 GTCTGCACGCTCGACCTCTG – AGACTATACT –
GGGAACCGGAGCTGAATGAAGC 
Duplicate2-ID8 GTCTGCACGCTCGACCTCTG – AGCGTCGTCT –
GGGAACCGGAGCTGAATGAAGC 
Duplicate2-ID9 GTCTGCACGCTCGACCTCTG – AGTACGCTAT –
GGGAACCGGAGCTGAATGAAGC 
 
Duplicate3-ID1 GTCTGCACGCTCGACCTCTG – ATAGAGTACT –
GGGAACCGGAGCTGAATGAAGC 
Duplicate3-ID2 GTCTGCACGCTCGACCTCTG – CACGCTACGT –
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GGGAACCGGAGCTGAATGAAGC 
Duplicate3-ID3 GTCTGCACGCTCGACCTCTG – CAGTAGACGT – 
GGGAACCGGAGCTGAATGAAGC 
Duplicate3-ID4 GTCTGCACGCTCGACCTCTG – CGACGTGACT –
GGGAACCGGAGCTGAATGAAGC 
Duplicate3-ID5 GTCTGCACGCTCGACCTCTG – TACACACACT –
GGGAACCGGAGCTGAATGAAGC 
Duplicate3-ID6 GTCTGCACGCTCGACCTCTG – TACACGTGAT –
GGGAACCGGAGCTGAATGAAGC 
Duplicate3-ID7 GTCTGCACGCTCGACCTCTG – TACAGATCGT –
GGGAACCGGAGCTGAATGAAGC 
Duplicate3-ID8 GTCTGCACGCTCGACCTCTG – TACGCTGTCT –
GGGAACCGGAGCTGAATGAAGC 
Duplicate3-ID9 GTCTGCACGCTCGACCTCTG – TAGTGTAGAT –
GGGAACCGGAGCTGAATGAAGC 
 
Duplicate4-ID1 GTCTGCACGCTCGACCTCTG – ATACGACGTA –
GGTGAAGATCCTTTTTGGGATCCGAA 
Duplicate4-ID2 GTCTGCACGCTCGACCTCTG – TCACGTACTA –
GGTGAAGATCCTTTTTGGGATCCGAA 
Duplicate4-ID3 GTCTGCACGCTCGACCTCTG – CGTCTAGTAC –
GGTGAAGATCCTTTTTGGGATCCGAA 
Duplicate4-ID4 GTCTGCACGCTCGACCTCTG – TCTACGTAGC –
GGTGAAGATCCTTTTTGGGATCCGAA 
Duplicate4-ID5 GTCTGCACGCTCGACCTCTG – TGTACTACTC –
GGTGAAGATCCTTTTTGGGATCCGAA 
Duplicate4-ID6 GTCTGCACGCTCGACCTCTG – ACGACTACAG –
GGTGAAGATCCTTTTTGGGATCCGAA 
Duplicate4-ID7 GTCTGCACGCTCGACCTCTG – CGTAGACTAG –
GGTGAAGATCCTTTTTGGGATCCGAA 
Duplicate4-ID8 GTCTGCACGCTCGACCTCTG – TACGAGTATG –
GGTGAAGATCCTTTTTGGGATCCGAA 
Duplicate4-ID9 GTCTGCACGCTCGACCTCTG – TACTCTCGTG –
GGTGAAGATCCTTTTTGGGATCCGAA 
 
Reverse primers 
Amplicon & 
ID 
5’ Universal sequence(reverse) – primer binding site 3’ 
Single1 (all) CGACAGCATGGGATCAGCACG –
CAGCAATAAACCAGCCAGCCG 
Single2 (all) CGACAGCATGGGATCAGCACG –
CCTTCGGGCATGGCACTCTTG 
Duplicate1(all) CGACAGCATGGGATCAGCACG –  
CAGCAATAAACCAGCCAGCCG 
Duplicate2 (all) CGACAGCATGGGATCAGCACG –
CCTTCGGGCATGGCACTCTTG 
Duplicate3 (all) CGACAGCATGGGATCAGCACG –
TACCGCGCCACATAGCAGAAC 
Duplicate4 (all) CGACAGCATGGGATCAGCACG –
CAGCAATAAACCAGCCAGCCG 
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Table S6: Fold-increase in plasmid copy number in the evolved lines 
 
Line Fold-increase in plasmid copy number (mean±sd) Line 
Fold-increase in plasmid 
copy number (mean±sd) 
EvoS-N 6.75±1.58 EvoD-N 14.17±4.93 
EvoS-A 6.13±1.99 EvoD-A 19.28±4.17 
EvoS-A↑ 5.49±0.57 EvoD-A↑ 18.74±3.17 
EvoS-C 6.66±1.28 EvoD-C 6.07±1.93 
EvoS-I 6.07±1.93 EvoD-I 7.03±2.71 
EvoS-CA 6.29±2.08 EvoD-CA 8.69±1.31 
EvoS-IA 6.02±1.79 EvoD-IA 6.29±2.33 
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Table S7: Percentage of individuals that retained duplicate genes in the EvoD lines 
 
Line Replicate 1 Replicate 2 Replicate 3 Replicate 4 Replicate 5 
EvoD-N 9.5 28.6 52.4 52.4 52.4 
EvoD-A 76.2 4.8 23.8 9.5 19.1 
EvoD-A↑ 81.0 66.7 38.0 33.3 14.3 
EvoD-C 30.0 25.0 35.0 25.0 5.0 
EvoD-I 15.0 2.7 10.0 5.0 25.0 
EvoD-CA 11.1 7.4 15.0 25.0 15.6 
EvoD-IA 1.9 21.9 21.4 11.9 50.0 
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