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COUNTING SADDLE CONNECTIONS IN FLAT SURFACES WITH
POLES OF HIGHER ORDER
GUILLAUME TAHAR
Abstract. Flat surfaces that correspond to k-differentials on compact Riemann sur-
faces are of finite area provided there is no pole of order k or higher. We denote by
flat surfaces with poles of higher order those surfaces with flat structures defined by a
k-differential with at least one pole of order at least k. Flat surfaces with poles of higher
order have different geometrical and dynamical properties than usual flat surfaces of fi-
nite area. In particular, they can have a finite number of saddle connections. We give
lower and upper bounds for the number of saddle connections and related quantities. In
the case k = 1 or 2, we provide a combinatorial characterization of the strata for which
there can be an infinite number of saddle connections.
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1. Introduction
Translation surfaces correspond to nonzero holomorphic 1-forms (Abelian differentials)
on a compact Riemann surface. In [5], a translation surface with poles is defined by a
meromorphic 1-form on a compact Riemann Surface, where the poles correspond to the
punctured points. In this paper, we also consider k-differentials, that are differentials of
the form f(z)dzk. Nonzero k-differentials define flat metrics as well and their holonomy
can be nontrivial (rotations of angle
2mpi
k
).
Zeroes of arbitrary order and poles of order at most k − 1 of a meromorphic k-differential
are the conical singularities of the flat metric induced. Poles of order at least k are referred
to as poles of higher order. Every neighborhood of a pole of higher order is of infinite area
for the induced flat structure. In this paper, we mainly focus on saddle connections of flat
surfaces with poles of higher order. A saddle connection is a geodesic segment joining two
conical singularities and having no singularity inside it.
Although we are mainly interested in 1-forms (k = 1) and quadratic differentials (k = 2)
many of our constructions holds for arbitrary k-differentials.
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Translation surfaces (corresponding to holomorphic 1-forms) and half-translation surfaces
(corresponding to meromorphic quadratic differentials with at most simple poles) have
been deeply studied, both from a geometrical and a dynamical point of view, see [29].
They are flat surfaces of finite area.
Flat surfaces that correspond to meromorphic k-differentials have finite genus and their
interest is much more geometric than dynamic. They have been connected with at least
three different fields of study:
- wall-crossing structures in spaces of stability conditions on triangulated categories, see
[7, 15, 18].
- spectral families of linear differential operators, see [26].
- compactifications of strata of surfaces of finite area, see [1, 3, 8, 13, 14, 24], and invariant
submanifolds of these strata, see [10, 12].
In this paper, we initiate the study of the counting problem in the case of strata of k-
differentials with poles of higher order. Our objective is twofold. First, we try to solve the
problem as completely as possible for meromorphic 1-forms and meromorphic quadratic
differentials. As it turns out, many of our intermediate results equally hold for differentials
of higher order and may be used as foundational results for a further study.
2. Statement of main results
Let X be a compact Riemann Surface. K is the canonical line bundle on X. A mero-
morphic k-differential φ is a meromorphic section of K⊗k. When φ has at least one pole
of order at least k, then (X,φ) is called a flat surface with poles of higher order. When
there is no ambiguity, it will be referred to as X. Flat surfaces with poles of higher order
are infinite area surfaces with "finite complexity" [6, 16].
In the following, without further specification, we study differentials with at least one pole
of order at least k. If k = 1, we get translation surfaces with poles studied in [5].
Zeroes and poles of order at most k − 1 of the k-differential are conical singularities for
the induced flat metric [4, 27]. We denote by Hk(a1, . . . , an,−b1, . . . ,−bp) the stratum
in the moduli space of meromorphic k-differentials that correspond to differentials with
conical singularites of degrees a1, . . . , an ∈ {−k + 1, . . . ,−1} ∪ N∗ and poles of degrees
b1, . . . , bp ≥ k. Family a1, . . . , an,−b1, . . . ,−bp is the singularity pattern of the stratum.
The integer g such that
n∑
i=1
ai−
p∑
j=1
bj = k(2g−2) is the genus of the flat surface with poles
of higher order.
Unless otherwise indicated, we will assume that n > 0 and p > 0. Besides, if g = 0, we
will assume that n + p ≥ 3 because there are no saddle connections in surfaces with too
few singularities. In order to simplify our study, there are no marked points in the surfaces
we study.
2.1. Reducibility index and graph representations. A first investigation about dy-
namics of flat surfaces of infinite area shows that an infinite number of saddle connections
is equivalent to existence of a cylinder of finite area in the flat surface. These cylinders are
spanned by closed geodesics (we always assume cylinders are nondegenerate and have pos-
itive area). In the following, we provide a combinatorial characterization of strata whose
flat surfaces may contain such cylinders. Since closed geodesics may intersect themselves
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Figure 1. A graph representation of H1(22, 1,−13) and a flat realization.
The two zeroes of order two are A and C whereas the zero of order one is
B.
when k ≥ 3, we focus on the case k = 1 or 2.
On that assumption, cutting along a family of closed geodesics decomposes a surface into
especially nice components connected by cylinders according to a graph. Such a decom-
position defines what we denote by a graph representation, that is a graph where vertices
correspond to connected components and edges correspond to cylinders. Every singularity
of the singularity pattern a1, . . . , an,−b1, . . . ,−bp of a stratumHk(a1, . . . , an,−b1, . . . ,−bp)
is assigned to a vertex, see Figure 1. In the following, we define abstractly what a graph
representation is. Lemma 6.1 ensures that what we get by cutting along a family of closed
geodesics is indeed a graph representation.
Definition 2.1. Let Hk(a1, . . . , an,−b1, . . . ,−bp) be a stratum of k-differentials on a sur-
face of genus g such that k = 1 or 2 and s is a nonnegative integer. A graph representation
of level s of the stratum is defined by the following data (G, f0, . . . , fs, w0, . . . , ws). G
is a connected multigraph (there can be more than one edge between two vertices) with
s+ 1 vertices of valencies v0, . . . , vs and with t edges. Nonnegative integers w0, . . . , ws are
weights associated to each vertex (they correspond to the genus of each connected com-
ponent in the decomposition). Numbers a1, . . . , an,−b1, . . . ,−bp are split into a partition
f0, . . . , fs of families that correspond to the subsets of zeroes and poles assigned to each
connected component in the decomposition. They have to satisfy the following conditions:
(i) there is at least one number among (a1, . . . , an) in each family fi (there must be a
conical singularity in each component),
(ii) the sums σ(i) of the numbers in each family fi satisfy σ(i) = k.vi + 2k.wi − 2k,
(iii) only in the case k = 1, if cutting an edge splits the graph into two connected compo-
nents, then there is a number among (−b1, . . . ,−bp) in at least one family of each connected
component.
As a consequence of formula expressed in condition (ii), we have t = s+ g −
s∑
i=0
wi.
Besides, we have 0 ≤
s∑
i=0
wi ≤ g.
A graph representation is pure when weights w0, . . . , ws are identically zero. In this case,
σ
k
is the canonical divisor of graph G, see [2].
One can always transform a graph representation (G, f0, . . . , fs, w0, . . . , ws) into a pure
graph representation by attaching to every vertex a number of loops equal to its weight
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and reducing every weight to zero.
In the following, we distinguish strata for which there is a combinatorial obstruction to
existence of cylinders.
Definition 2.2. Strata of genus zero whose graph representations are all of level zero are
called irreducible strata. Any other stratum is a reducible stratum.
In particular, for strata of genus zero, a necessary and sufficient condition for being an
irreducible stratum is that we cannot split the singularity pattern into two families such
that the sum of the numbers in each family is −k.
In Theorem 2.3, we prove that the only obstruction is combinatorial. Every combinato-
rially possible graph representation is actually realized by some flat surface in the stratum.
Theorem 2.3. For every graph representation (G, f0, . . . , fs, w0, . . . , ws) of a stratum H,
there is a flat surface X and a family F of cylinders such that (X,F ) realizes the graph
representation (G, f0, . . . , fs, w0, . . . , ws) of the stratum H.
Besides, we can choose (X,F ) such that the closed geodesics of all cylinders of the family
F share the same direction.
Theorem 2.3 implies a complete characterization of strata where every surface has finitely
many saddle connections.
Corollary 2.4. Every flat surface in a stratum has finitely many saddle connections if and
only if the stratum is irreducible (in particular, g = 0).
It must be noted that in every stratum of meromorphic 1-forms or quadratic differen-
tial with poles of higher order, we can find flat surfaces which have finitely many saddle
connections (Proposition 7.1).
Theorem 2.3 is proved in section 6.
2.2. Core and chambers. Although flat surfaces with poles of higher order have infinite
area, most of their geometry is encompassed in a finitary structure. The core of a flat
surface with poles of higher order (X,φ) is the convex hull core(X) of the set of conical
singularities of the k-differential for the locally Euclidian metric, see Definition 4.1 for de-
tails. The concept of core has been introduce in [16] in the case of meromorphic quadratic
differentials.
Structural changes of the core define a walls-and-chambers structure on the strata, see
Definition 4.12. Every topological property of the core is invariant in chambers, see Propo-
sition 4.15.
In Theorem 2.5, we prove a dichotomy between chambers where some surfaces have
an infinite number of saddle connections and chambers where the number of saddle con-
nections is globally bounded. In particular, the following theorem forbids existence of a
chamber where every surface would have a finite number of saddle connections but where
this number could be arbitrarily large. Theorem 2.5 is only about strata of 1-forms. Since
closed geodesics are very different if k ≥ 3, a generalization of this theorem would require
deeper insights. Such a theorem would be easier in the case k = 2 but we would need
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better combinatorial information about the core in order to get a sharp bound.
We crucially use flat triangulations of the core (triangulations whose edges are saddle
connections). For a given flat surface (X,φ), the number t of ideal triangles in a flat
triangulation of core(X) is constant in the chamber (X,φ) belongs to, see Lemma 4.10.
Besides, the numbers t1, . . . , ts of ideal triangles in every connected component of the
interior of core(X) are also constant in the chamber. We have t =
s∑
i=1
ti.
Theorem 2.5. For every stratum H1(a1, . . . , an,−b1, . . . ,−bp) of flat surfaces of genus g
and for every chamber C, exactly one of these two statements is true:
- C is a chamber of bounded type : for every surface (X,φ) in chamber C, we have
|SC| ≤ 2g − 2 + n+ p+ t+ 1
2
s∑
i=1
ti(ti − 1).
- C is a chamber of unbounded type : there is a surface (X,φ) in chamber C such that
|SC| = +∞.
Since there are
d(d− 1)
2
geodesic segments in a convex flat d-gon, we can construct
translation surfaces with poles (in the case k = 1) whose core is a convex flat d-gon and
that realizes the case of equality of the bound, see Figure 8 for an example. Therefore, our
bound is sharp in a certain way.
Theorem 2.5 provides a bound on the number of saddle connections for translation
surfaces with poles (when k = 1) that belong to chambers where no surface has an infinite
number of saddle connections. In particular, for irreducible strata, it implies a bound that
holds in the whole stratum.
Corollary 2.6. Every chamber in a stratum H1 is of bounded type if and only if H is an
irreducible stratum. In this case, for every flat surface in H, we have:
|SC| ≤ 2g − 2 + n+ p+ (4g − 4 + 2n+ p)(4g + 2n+ p− 3)
2
.
Theorem 2.5 and Corollary 2.6 are proved in section 8.
The structure of the paper is the following:
- In Section 3, we recall the background about flat surfaces with poles of higher order: flat
metric, saddle connections, moduli space and their components.
- In Section 4, we introduce one of our main tools: the core of a flat surface with poles
and its associated wall-and-chambers structure. We also introduce the notion of maximal
geodesic arc system.
- In Section 5, we prove some preliminary dynamical results. Then, we describe the leaves
of the vertical foliation, obtaining a decomposition theorem for directions of saddle con-
nections. We characterize the accumulation points of directions of saddle connections as
directions of finite volume cylinders or minimal components. We end with a systematic
construction of surfaces with a degenerate core.
- In Section 6, we introduce the notion of reducibility index for strata of 1-forms and qua-
dratic differentials. We give bounds on the number of finite volume invariant components.
Then, we characterize the strata and chambers where some surfaces have an infinity of
saddle connections.
- In Section 7, we get lower and upper bounds on the maximal number of noncrossing
saddle connections.
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- In Section 8, we prove an upper bound on the number of saddle connections in chambers
and strata where there is no finite volume cylinder.
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3. Flat structures defined by meromorphic differentials
3.1. Flat structures. Let X be a compact Riemann surface and let φ be a meromorphic
k-differential, that is a differential of the kind f(z)dzk. Λ is the set of conical singularities
of φ. They are the poles of order strictly smaller than k and the zeroes of arbitrary order.
∆ is the set of poles of order at least k of φ. They will be referred to as poles of higher order.
Outside Λ and ∆, φ is locally the kth power of a holomorphic differential ω. Integration
of ω in a neighborhood of z0 gives local coordinates whose transition maps are of the type
z 7→ eiθz + c where θ ∈ {0, 2pi
k
. . . , (k − 1)2pi
k
}.
The pair (X,φ) seen as a smooth surface with such an atlas is called a flat surface with
poles of higher order.
In a neighborhood of a zero of order a > 0, the metric induced by φ admits a conical
singularity of angle (1 +
a
k
)2pi > 2pi. In a neighborhood of a pole of order 1 ≤ a ≤ k − 1,
the metric induced by φ admits a conical singularity of angle (1− a
k
)2pi < 2pi, see Strebel
in [27] for quadratic differentials and [4] for general k-differentials.
3.2. Local model for poles of higher order. In a neighborhood of a pole of order k,
the k-differential is of the form
r
zk
(dz)k where r is called the residue at the pole. The
neighborhood of a pole of order k is a semi-infinite cylinder with one end. The residue of
the differential is the kth power of the holonomy vector of the closed geodesics defined by
this cylinder, considered up to a rotation of angle
2pi
k
. This shows that the residue at a
pole of order k is always nonzero, see section 3 in [4]. Besides, it shows that the residue is
the only local invariant of the pole.
In a neighborhood of a pole of order b > k, the differential is of the form (z
b
k +
s
z
)k(dz)k
where sk is the residue at the pole. Once more the residue is the only local invariant of
the pole, see section 3 in [4] for details.
A flat cone is the flat surface of genus zero with one conical singularity of order a and
one pole of order b such that a− b = −2k. In the case a = 0, there is no conical singularity
but there is a unique pole of order 2k. This surface is the flat plane (the pole of order 2k
is the point at infinity).
The neighborhood of a pole of order b > k with trivial residue is obtained by taking
an infinite cone of angle (
b
k
− 1)2pi and removing a compact neighborhood of the conical
singularity.
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In order to get neighborhoods of poles of order b > k with non trivial residue, we fol-
low Boissy in [5]. We take a flat cone of angle (
b
k
− 1)2pi and remove an -neighborhood of
a semi-infinite line starting from the conical singularity and a neighborhood of the conical
singularity. Then, we identify the resulting boundaries of the neighborhood by an isometry.
Rotating and rescaling gives a pole of order k with the residue we want.
Lemma 3.1. Every pole of higher order has a basis of neighborhoods whose complement
is convex.
Proof. Neighborhoods of poles of order k are semi-infinite cylinders and thus are spanned
by a family of parallel closed geodesics. We can pick a converging family of these geodesics
as boundaries of neighborhoods of a basis.
We follow the classical construction of neighborhoods of poles of order b > k. We consider
a conical singularity of order 2k − b, draw a small disk V of this zero. After a change
of coordinates w = 1/z, the complement to V is a convex neighborhood of the pole as
required for the flat metric. The neighborhoods of poles having same degrees and same
residues are isometric so the lemma is proved in all cases.

3.3. Moduli space. If (X,φ) and (X ′, φ′) are flat surfaces such that there is a biholomor-
phism f from X to X ′ such that φ is the pullback of φ′, then f is an isometry for the flat
metrics defined by φ and φ′.
As in the case of Abelian differentials, we define the moduli space of meromorphic k-
differentials as the space of equivalence classes of flat surfaces with poles of higher order
(X,φ) up to biholomorphism preserving the differential.
We denote byHk(a1, . . . , an,−b1, . . . ,−bp) the stratum that corresponds to meromorphic
k-differentials with singularities degrees a1, . . . , an,−b1, . . . ,−bp. A necessary condition for
a stratum to be nonempty is that
n∑
i=1
ai −
p∑
j=1
bj = k(2g − 2) for some integer g ≥ 0. The
integer g is the genus of the underlying Riemann surface. For sake of simplicity we will use
the term of strata of genus g to designate strata of differentials that exist only in surfaces
of genus g.
3.4. Surgery tools. There is a surgery called adding a handle. We cut a small slit inside
a surface and paste the two ends of a cylinder along the two sides of the slit. Such a
surgery increases the genus of the surface by one. Besides, it is a local surgery that does
not change the geometry of the surface outside a compact subset.
In the case k = 1 or 2, there is another surgery called breaking up conical singularities
that starts from a flat surface with a conical singularity of order a+ b and provides a flat
surface with two conical singularities of orders a and b connected by a short geodesic, see
section 2.3 in [19].
In the case k = 2, when a + b, a or b are odd, the most common construction does not
always work. We proceed as follows. We denote by H the conical singularity of order
a+ b. We choose a direction θ that is the not the direction of a saddle connection. Then,
we consider a geodesic trajectory α starting from H and that follows direction θ. Since θ
is the not the direction of a saddle connection, trajectory α converges to a pole of higher
order (see Section 5 for details about types of trajectories). Next, we consider a geodesic
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trajectory β starting from H and whose angle at H with α is (a+ 1)pi. For the same rea-
sons, β converges to a pole. Besides, α and β follow the same direction θ so do not cross
each other. We cut along trajectories α and β and then paste an infinite strip of thick-
ness equal to  in such a way the angular sector of H is separated into two sectors of angle
(a+1)pi and (b+1)pi that are respectively above and below the strip. What we get is a sur-
face with two conical singularities of order a and b connected by a short geodesic of length
 that is a transverse segment of the strip. It is crucial to note that this surgery is not local.
3.5. Properties of strata. In the case k = 1, there is a complete characterization of
nonempty strata. In addition to the previous condition about genus, a given stratum
H1(a1, . . . , an,−b1, . . . ,−bp) is nonempty if and only if
p∑
j=1
bj > 1. If there are poles, there
should not be just one simple pole (because its residue would be zero and the width of the
cylinder would be zero either).
In the case k = 2, when there is no pole of higher order, a stratum is nonempty if and
only if
n∑
i=1
ai = 4g−4 for some integer g ≥ 0 and (a1, . . . , an) is not one of the two following
singularity patterns: (1,−1) and (1, 3), see [19].
There is no such empty stratum when there are poles of higher order. This result only
use the previously introduced surgery tools.
Proposition 3.2. For every singularity pattern (a1, . . . , an,−b1, . . . ,−bp) such that we
have:
(i)
n∑
i=1
ai −
p∑
j=1
bj = 4g − 4.
(ii) there is at least one pole of higher order (p ≥ 1).
Then stratum H2(a1, . . . , an,−b1, . . . ,−bp) is nonempty.
Proof. Set λ ∈ C? and z1, . . . , zn, w1, . . . , wp distinct elements of C. Quadratic differentials
of the form λ
n∏
i=1
(z−zi)ai
p∏
j=1
(z−wj)−bjdz2 provide examples in every stratum of genus zero.
Then, we consider the case of strata of genus g with exactly two poles of order two and
no poles of higher order. First, we can construct surfaces of strata H2(a,−22) by adding
handles on an infinite cylinder. Then, we break up the unique conical singularity to get
surfaces in any stratum H2(a1, . . . , an,−22) of genus g ≥ 1.
Next, we consider the case of strata with at least two poles of higher order and such that
p∑
j=1
bj ≥ 5. As we settled the case g = 0 when n+p ≥ 3, strataH2(−4+
p∑
j=1
bj ,−b1, . . . ,−bp)
is nonempty. Then adding handles and breaking up the unique conical singularity provides
surfaces for every stratum with g ≥ 1 and p ≥ 2 (other than those concerned by the pre-
vious case).
Finally, we consider the case p = 1 and g ≥ 1. We first look at strata H2(a,−a) with
a ≥ 2. Figure 2 provides an example of surface in H2(2,−2). Surfaces in strata H2(a,−a)
with a ≥ 3 are constructed by adding an handle in a flat cone with a pole of order a and
a zero of order a − 4. The case a = 4 corresponds to the flat plane. Therefore, strata
H2(a,−a) with a ≥ 2 are nonempty. Adding handles and breaking up the unique conical
8
Figure 2. A flat surface of H2(2,−2).
singularity provides surfaces for every stratum with p = 1 and g ≥ 1. This ends the proof.

Since the study of k-differentials for general k started recently, there is not yet a general
characterization of nonempty strata in the case k ≥ 3 and g ≥ 1. In the genus zero case,
every k-differential is of the form f(z)dzk where f is a meromorphic function on the Rie-
mann sphere so any singularity pattern can be represented by a k-differential. Therefore,
when the genus is zero, there is no empty stratum.
On each stratum of 1-forms or quadratic differentials, GL+(2,R) acts by composition
with coordinate functions [29]. As translation surfaces with poles have infinite area, we can-
not normalize the area of the surface and thus must consider the full action of GL+(2,R).
Since the action of GL+(2,R) does not preserve angles, there is no such action of GL+(2,R)
on strata of k-differentials when k ≥ 3. Indeed, directions are defined up to a rotation of
angle
2pi
k
.
3.6. Canonical k-cover. Every k-differential (outside the singularities) is locally the kth
power of a 1-form. The canonical k-cover assigns to every pair (X,φ) of a Riemann surface
and a k-differential a flat surface such that the differential is globally the kth power of a
1-form, see [4]. The cover is branched only over the set of singularities of the differential.
The canonical k-cover of (X,φ) is connected if and only if φ is a primitive differential form.
A primitive differential form is a differential form that is not a power of a differential form
of lower order. We denote by (X˜, ω) the canonical k-cover of (X,φ).
Differentials that are the global kth power of a 1-form belong to strata Hk(kc1, . . . , kcs)
where the order of all singularities is divisible by k. Their kth root belong to strata
H1(c1, . . . , cs).
The canonical k-cover (X˜, ω) of (X,φ) is cyclic of order k so there is a generator τ of
the cyclic deck group of the cover. Generator τ induces another periodic automorphism τ∗
on relative homology group H1(X \∆,Λ) where ∆ is the set of poles of higher order and
Λ is the set of conical singularities.
ThusH1(X\∆,Λ) decomposes into invariant subspacesHξi where the ξi are the kth roots of
the unity. φ belongs to an invariant subspaceHξ1 where where ξ1 is a primitive root. Strata
are complex-analytic orbifolds with local coordinates given by the period map of Hξ1 [5, 7].
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Figure 3. A flat surface of H4(11,−3,−44) with a self-intersecting saddle
connection. The zero of order 11 corresponds to A while the pole of order
3 (conical singulariy whose total angle is
pi
2
) corresponds to B. Saddle
connection p connects A with itself.
3.7. Saddle connections. When differentials have poles of higher order, the correspond-
ing surfaces may have a finite number of saddle connections.
Definition 3.3. A saddle connection is a geodesic segment joining two conical singularities
of the flat surface such that all interior points are not conical singularities.
It must be noted that when k ≥ 3, saddle connections may be self-intersecting, see
Figure 3.
Provided k = 1 or 2, the number of saddle connections of a flat surface with poles of
higher order is GL+(2,R)− invariant.
Proposition 3.4. The number |SC| of saddle connections of a flat surface with poles of
higher order (X,φ) changes lower semicontinuously in the moduli space (the number can
only decrease as we pass to the limit).
Proof. A saddle connection can only be broken if a conical singularity appears in the
interior of the geodesic segment over the deformation. So for every saddle connection γ
there is a neighborhood Uγ of the surface in the stratum for which the saddle connection γ
still persists. Let A be a finite set of saddle connections of X, then every surface in
⋂
γ∈A
Uγ
has a number of saddle connections higher than |A|. Therefore one cannot approach a
surface by a family of surfaces whose number of saddle connections would not approach it.

Graphs of noncrossing saddle connections (see maximal geodesic arc systems in Subsec-
tion 4.2) provide good combinatorial decompositions of flat surfaces. For this purpose, we
need to introduce the concept of ideal triangle.
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Definition 3.5. An ideal polygon is a finite area contractible domain of regular points
bounded by a finite number of distinct saddle connections whose vertices are not necessar-
ily distinct. An ideal triangle is an ideal polygon with three sides.
We can associate homology classes to saddle connections. If k ≥ 2, the way to do so
is quite subtle. We consider a flat surface with poles (X,φ) and its canonical k-cover
(X˜, ω) = pi−1(X, q).
H1(X˜\∆′,Λ′) is the first relative homology group of (X˜, ω) where ∆′ and Λ′ respectively
are the preimages by pi of the conical singularities and poles of higher order associated to
φ. A cyclic automorphism τ associated to the covering acts on H1(X˜ \∆′,Λ′).
We denote by γ1, . . . , γk the k preimages of an oriented saddle connection γ. Let ξ be
a kth roots of the unity. There is a sequence of integers l1, . . . , lk such that
∑k
i=1 ξ
li [γi] is
invariant by the action of τ . We define [γ] =
∑k
i=1 ξ
li [γi].
Two saddle connections are said to be parallel when their relative homology classes are
linearly dependant over R.
The holonomy vector of a saddle connection is essentially determined by the period of its
relative homology class. Its direction modulo
2pi
k
is the argument of the period and its
length is
1
k
of the modulus of the period.
The following lemma is proved as Theorem 1 in [24]. Using the canonical k-cover, its
proof generalizes without any difficulty in the case of meromorphic k-differentials with poles
of arbitrary order. Parallel saddle connections occur in the definition of the discriminant
of a stratum. Lemma 3.6 is used in particular in Proposition 7.7 for the computation of
a lower bound on the number of saddle connections in flat surfaces that lie outside the
discriminant.
Lemma 3.6. Let (X,φ) be a flat surface with (or without) poles of higher order. Two
saddle connections γ1 and γ2 are parallel if and only if they have no interior intersections
and one of the bounded connected components of X \ (γ1 ∪ γ2) has trivial linear holonomy.
3.8. Index of a loop. The topological index of a loop is particularly easy to handle in
flat geometry.
Definition 3.7. Let γ be a simple closed curve in a flat surface with (or without) poles
of higher order. γ is parametrized by arc-length and passes only through regular points.
We consider the lifting η of γ by the canonical covering. Then η′(t) = eiθ(t).
We have
1
2pi
∫ T
0 θ
′(t)dt ∈ 1
k
Z. This number is the topological index ind(γ) of γ. This
number may be fractional because the holonomy of the flat surface may be nontrivial.
In particular, the topological index of a counterclockwise simple loop around a singular-
ity of order m is m+ 1.
4. Core and related concepts
4.1. Core of a flat surface with poles of higher order. The core of a flat surface
with poles was introduced in [16]. It relies on a notion of convexity that is natural in this
context but whose consequences may seem counterintuitive.
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Figure 4. The core of the surface X ∈ H1(1,−13) as in the picture is an
ideal triangle.
Figure 5. The core of this surface from H1(2,−2) obtained from a plane
with a rectangular hole is a bouquet of two circles.
Definition 4.1. A subset E of a flat surface with poles of higher order is convex if and
only if every element of any geodesic segment between two points of E belongs to E.
The convex hull of a subset F of a flat surface with poles of higher order X is the smallest
closed convex subset of X containing F .
The core of a flat surface with poles of higher order X is the convex hull core(X) of the
conical singularities Λ of the k-differential.
IC(X) is the interior of core(X) in X and ∂C(X) = core(X) \ IC(X) is its boundary.
The core is said to be degenerate when IC(X) = ∅ that is when core(X) is just graph
∂C(X).
We give some examples to illustrate the situations that can occur.
Example 4.2. For mostX ∈ H1(1,−13), IC(X) 6= ∅, see Figure 4. We note that according
to this definition of convexity, a singleton may be non convex.
Example 4.3. For some X ∈ H1(2,−2), core(X) is degenerate, see Figure 5.
Proposition 4.4. For any flat surface with poles of higher order (X,φ), ∂C(X) is a finite
union of saddle connections.
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Proof. Every pole has a neighborhood whose complement is convex (Lemma 3.1). So,
core(X) belongs to a compact convex subset of X. By hypothesis, a regular point of ∂C(X)
is in the closure of a sequence of geodesic segments that belong to core(X). Therefore,
∂C(X) is locally isometric to a straight line around regular points. Since the core is compact
and the lengths of saddle connections are bounded below by a positive number, ∂C(X) is
a finite union of saddle connections. 
Lemma 4.5 shows that the complement of the core has as many connected components
as there are poles of higher order. We refer to these connected components as domains of
poles.
Lemma 4.5. Let X be a flat surface with p poles of higher order, then X \ core(X) has
p connected components. Each of them is a topological disk that contains a unique pole of
higher order.
Proof. We consider the homotopy class of simple loops around a pole of higher order. A
length minimizing representative is the piecewise geodesic boundary of the domain of this
pole. Therefore, every pole of higher order belongs to a connected component homeomor-
phic to a disk.
A connected component without a pole of higher order would be compact so there would be
trajectories passing through the core, going into that connected component of the comple-
ment of the core and getting back to the core. It is impossible because core(X) is convex.
So, there is exactly one pole of higher order in each connected component.

4.2. Maximal geodesic arc systems. In order to get bounds on the number of saddle
connections, we examine the maximal number of noncrossing saddle connections that is
more tractable. This information is included in the maximal geodesic arc system structure
[16].
Definition 4.6. A geodesic arc system on a flat surface is a collection of saddle connections
that intersect at most at conical singularities. A maximal geodesic arc system (MGAS) is
a geodesic arc system that cannot be completed with another saddle connection.
Remark 4.7. It is possible for k-differentials with k ≥ 3 to exhibit saddle connections that
intersect themselves, see Figure 3. Therefore, geodesic arc systems include only saddle
connections without self-intersection.
Lemma 4.8. A maximal geodesic arc system on a flat surface (X,φ) defines an ideal
triangulation of core(X) (2-cells of IC(X) are ideal triangles). Every conical singularity
is a vertex of this triangulation.
Proof. Since saddle connections of a geodesic arc system are non-intersecting geodesic
segments, they cut out core(X) into several flat surfaces with geodesic boundary. Besides,
there are no digons in flat surfaces. Therefore, proving the lemma amount to prove that
in any flat surface with geodesic boundary, there is a flat triangulation.
Every relative homology class may be represented by a non-intersecting broken line of
saddle connections. We want to cut out every connected component of IC(X) into ideal
triangles. If the genus of a connected component is nonzero, there is a broken line of saddle
connections that represents a nontrivial cycle so we can cut out along saddle connections in
order to get components whose genus is zero. Likewise, if there is a connected component
whose boundary is not connected, there is a broken line of saddle connections that linking
two components of the boundary. In this way, we construct a geodesic arc system such
that every 2-cell is a contractile domain whose boundary is a connected chain of saddle
connection. Such cells are plane polygons and it is well known that every plane polygon
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Figure 6. A surface in H1(12,−14) with a maximal geodesic arc system
including 8 saddle connections drawn on it
.
has a triangulation. It is the same for flat surfaces, see Figure 6.
Every conical singularity is a vertex of the triangulation because every conical singularity
can be connected to another zero through a broken line of saddle connections. Each of these
connections either belongs to the maximal geodesic arc system or intersects the interior of
some saddle connection of the MGAS. Therefore, for every couple of conical singularities,
there is a broken line of saddle connections of the MGAS joining them. 
Remark 4.9. The saddle connections of ∂C(X) belong to every MGAS.
We say that a maximal geodesic arc system defines a partial ideal triangulation of the
surface. The 2-dimensional cells are either domains of poles or ideal triangles belonging to
the interior of the core. We denote them by interior faces. There are p domains of poles
and we define t as the number of interior faces.
Lemma 4.10. We consider a flat surface with poles of higher order (X,φ) belonging to
Hk(a1, . . . , an,−b1, . . . ,−bp) and a maximal geodesic arc system with |A| edges and t inte-
rior faces of the core. Then we have:
|A| = 2g − 2 + n+ p+ t
Proof. Considering the Euler characteristic of the partial ideal triangulation defined by the
maximal geodesic arc system, we have:
n− |A|+ p+ t = 2− 2g
that is
|A| = 2g − 2 + p+ n+ t

4.3. Discriminant and walls-and-chambers structure. The following proposition is
crucial to justifiy the definition we give of the discriminant of a stratum, see Figure 5 for
an example of a domain of pole where interior angles are strictly greater than pi.
Proposition 4.11. Let θ1, . . . , θm be the interior angles of the boundary of the domain of
a pole of higher order. Then for every 1 ≤ i ≤ m, we have θi ≥ pi.
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Figure 7. Two saddle connections of the boundary of the core sharing an
angle of pi.
Proof. As ∂C(X) is a finite union of saddle connections, the boundary of the domain of a
pole is a finite union of saddle connections too. We suppose there is an interior angle with
a magnitude 0 ≤ θi < pi between two saddle connections u and v at a conical singularity
A. If we consider a sufficently small neighborhood of A we can choose two points B and
C on u and v such that there is a geodesic segment between B and C belonging to the
domain of the pole. This contradicts convexity of core(X). 
Changes of the core define a walls-and-chambers structure on the strata. It should be
recalled that two saddle connections are said to be parallel when their relative homology
classes are linearly dependent over R, see Lemma 3.6.
Definition 4.12. A flat surface with poles of higher order (X,φ) belongs to the discrim-
inant of the stratum if and only if two nonparallel consecutive saddle connections of the
boundary of the core share an angle of pi. Chambers are defined as the connected compo-
nents of the complement to the discriminant in the strata.
Example 4.13. Some flat surfaces (X,φ) ∈ H1(1,−13) belong to the discriminant Σ of
the stratum, see Figure 7.
Proposition 4.14. The discriminant is an hypersurface of real codimension one in the
stratum. If k = 1 or 2, then it is also invariant under the action of GL+(2,R).
Proof. Strata are orbifolds with local coordinates given by the period map. If two homology
classes are not parallel, their periods are independent. We interpret periods as vectors of
R2. Two vectors are collinear if and only if their determinant is zero. Therefore the locus
of real colinearity between the holonomy vectors of two non-parallel saddle connections is
of real codimension one. If two non-parallel consecutive saddle connections share an angle
of pi, then they are real colinear and the differential belongs to a locus of real codimension
one.
The action of GL+(2,R) preserves real colinearity. Therefore, if for a given flat surface
there is an angle of pi between two consecutive saddle connections of the boundary of a
domain of pole, then it will also be true for any flat surface in the GL+(2,R)-orbit. The
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action preserves the geometric condition satisfied by the surfaces of the discriminant.

Many interesting quantities that are constant along the chambers are derived from the
topological embedding of the boundary of the core.
Proposition 4.15. The topological structure on a flat surface with poles of higher order
(X,φ) defined by the embedded graph ∂C(X) is invariant along the chambers. The number
and the degrees of the conical singularities belonging to each connected component of IC(X)
are invariant too.
Proof. Any maximal geodesic arc system on a flat surface defines an ideal triangulation
of the core. If a continuous path in the stratum does not lead to degeneration of an
ideal triangle, then the topological type of the embedded graph ∂C(X) in X does not
change. Since no saddle connection can shring (otherwise, we would leave the stratum),
degeneration of an ideal triangle means an interior angle of pi.
If an ideal triangle whose edges do not belong to ∂C(X) degenerates, then we can find
another maximal geodesic arc system whose triangles are not degenerate. Therefore, the
topological type of the embedded graph ∂C(X) can only change in the case of degeneration
of a triangle one of which edge belongs to the boundary of the core. If the interior angle
equal to pi is not opposite to the edge that belongs to the boundary of the core, we can
find another maximal geodesic arc system again. Therefore, if a continuous path in the
stratum modifies the topological structure, it is because a conical singularity has crossed a
saddle connection in the boundary of some domain of pole. Equivalently, the path crosses
the discriminant.

The number of saddle connections is not invariant as we deform a surface inside the
chamber, see Figure 8. For these two surfaces, the topological structure of the core is the
same. It is an ideal pentagon. The five domains of poles are infinite cylinders glued along
the sides of the pentagon. We find that there are less saddle connections in the nonconvex
pentagon. It is worth noting that the core is always convex in the sense of the flat metric
without necessarily being convex as a plane polygon.
4.4. Meromorphic differentials with prescribed residues. If certain conditions are
respected, every configuration of residues can be realized by a surface in a given stratum
of 1-forms. This lemma is crucial in the proof of Theorem 2.3.
Lemma 4.16. Let H1(a1, . . . , an,−b1, . . . ,−bm,−1s) be a stratum of meromorphic differ-
entials with s ≥ 0 simple poles and m ≥ 0 poles of higher order on a topological surface of
genus g. Let (µ1, . . . , µm, ν1, . . . , νs) ∈ Cm × (C∗)s be a family of numbers such that:
(i)
m∑
i=1
µi +
s∑
j=1
νj = 0.
(ii) Either (µ1, . . . , µm, ν1, . . . , νs) generates C as a R-vector space or there are exactly two
nontrivial numbers among (µ1, . . . , µm, ν1, . . . , νs).
Then there is a meromorphic differential in the ambiant stratum such that the residues at
the simple poles are (ν1, . . . , νs) and the residues at the poles of higher order are (µ1, . . . , µm).
Proof. The case m + s = 1 (one unique pole) is trivial and true. The case m = 0 and
s = 2 (two simple poles and no poles of higher order) is also true because the correspond-
ing strata are nonempty [5] and the residues at simple poles are nontrivial. Rotating and
rescaling provide every prescribed configuration of residues. In what follows, we exclude
the previous cases. We first prove the lemma in the case n = 1 and g = 0.
We consider a stratumH(a,−b1, . . . ,−bm,−1s) of genus zero and a configuration of residues
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Figure 8. Two surfaces of H1(3,−15) : the first has 10 saddle connections
while the second has 9 saddle connections.
(µ1, . . . , µm, ν1, . . . , νs). We are going to construct piece by piece a translation surface with
poles with the adequate residues. We distinguish trivial and nontrivial residues.
In Subsection 3.2, we construct neighborhoods of poles with nontrivial residues by removing
the neighborhood of a semi-infinite line from an infinite cone. Thus, we get a translation
surface (of infinite area) with a boundary that is a unique closed saddle connection whose
holonomy corresponds to the residue at the pole. Analogously, we construct for every
simple pole a semi-infinite cylinder whose boundary is a unique saddle connection whose
holonomy corresponds to the residue at the pole. We call these surfaces nontrivial pieces.
For poles with trivial residues, we cut a slit starting from the conical singularity of the
infinite cone so as to get a translation surface whose boundary is the union of two closed
saddle connections whose holonomy are opposed to each other. These saddle connections
can have any nontrivial holonomy. We call these surfaces trivial pieces.
Then, we have to connect every piece with the others as in a linear graph. By hypothesis,
we have at least two nontrivial pieces. We chose one of them as one of the two termi-
nal vertices. Then, we connect to this nontrivial piece every trivial piece in succession
by pasting one of their boundary component with one of the boundary component of the
other piece. This is always possible because we can rotate and rescale every trivial piece.
In the end, we have a big translation surface with a boundary that is a unique saddle
connection and k nontrivial pieces remain. The boundary of each of these nontrivial pieces
is a unique saddle connection whose holonomy vector is the residue of the pole. If there
are exactly two nontrivial pieces, we are done. If there are at least three nontrivial pieces,
we paste these pieces along the sides of a k + 1-gon. In this way, the holonomy vectors of
the sides are the holonomy vectors of the poles that belong to each piece. However, there
are many different cyclic orders for the sides of this k + 1-gon. Some of them generate
a self-intersecting polygon. Among these cyclic orders, we choose the one defined by the
cyclic order of arguments of the holonomy vectors of each side. Such a choice always gen-
erates a convex polygon. As (µ1, . . . , µm, ν1, . . . , νs) generates C as a R-vector space, this
k + 1-gon is not degenerate. Therefore, we have a translation surface with poles in the
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stratum H1(a,−b1, . . . ,−bm,−1s) with the prescribed residues.
We then generalize the previous result for higher genus. Let H1(a,−b1, . . . ,−bm,−1s)
be a stratum of genus g with a unique conical singularity. For every configuration of residues
satisfying the conditions of the lemma, there is a surfaceX0 inH1(a−2g,−b1, . . . ,−bm,−1s)
that realizes it. As we excluded the cases where there is one unique pole or two simple
poles, we have a − 2g ≥ 1 and a sufficient number of singularities (n + p ≥ 3). Then we
start from the unique conical singularity in X0 and we cut along g slits. Then we paste
cylinders inside each of them. This surgery is local so does not change the residues at the
poles. Thus we get a surface of genus g in H1(a,−b1, . . . ,−bm,−1s) with the prescribed
residues. We have proved the lemma for every stratum with n = 1.
By now, we look for a surface with prescribed residues inH1(a1, . . . , an,−b1, . . . ,−bm,−1s).
The case already proved provides a surface X in H1(
n∑
i=1
ai,−b1, . . . ,−bm,−1s). We then
break up the unique conical singularity to get a surface in the wanted strata. Breaking up
is a local surgery that replaces one conical singarity by several conical singularities con-
nected by small saddle connections, see [5, 11]. This surgery does not modify the residues
at the poles. This ends the proof.

There are examples of configurations of residues that cannot be realized in a givn stra-
tum. They do not satisfy the hypothesis of Lemma 4.16.
Example 4.17. InH1(2,−22), every differential from the stratum is of the form λ z
2
(z − 1)2dz
where λ ∈ C∗. The residue of the differential at the double pole z = 1 is 2λ while the
residue at the double pole z =∞ is −2λ. Any configuration (u,−u) where u ∈ C∗ satisfies
the hypothesis. On the contrary, there is no meromorphic differential whose residues at
the poles are both trivial.
4.5. Quadratic differentials with prescribed periods. For further applications, we
give a systematic construction of flat surfaces such that the boundaries of domains of poles
have prescribed holonomy vectors. Lemma 4.18 is a variant of Lemma 4.16. Breaking
up conical singularities of quadratic differentials is not a local surgery. Therefore, it may
modify the holonomy vectors of boundary edges of domains of poles (see Subsection 3.4).
Consequently, the scope of Lemma 4.16 is narrower than its counterpart.
Lemma 4.18. We consider surfaces of stratum H2(a,−b1, . . . ,−bp) of genus g with labelled
poles P1, . . . , Pp. Let (µ1, . . . , µp) ∈ Cp with p ≥ 2 be a family of numbers such that:
(i)
p∑
i=1
µi = 0.
(ii) Either (µ1, . . . , µp) generates C as a R-vector space or there are exactly two nontrivial
numbers among (µ1, . . . , µp).
Then there is a meromorphic quadratic differential in H2(a,−b1, . . . ,−bp) such that for
every nonzero number µi, the boundary of the domain of pole Pi of order bi ≥ 3 is a unique
closed saddle connection whose length and direction (modulo pi) are that of µi. For poles
of order two, µi is instead the holonomy vector of the waist curves of the cylinder.
Proof. First, we prove the lemma in the case where g = 0. We follow the same strategy
as in the proof of Lemma 4.16. We consider a stratum H2(a,−b1, . . . ,−bm) of genus zero
and a configuration of numbers (µ1, . . . , µp). We are going to construct a flat surface with
the adequate saddle connections piece by piece.
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Just like in the proof of Lemma 4.16, nontrivial pieces are domains of poles whose bound-
ary is a unique closed saddle connection whose holonomy vector is µi 6= 0.
Likewise, trivial pieces are domains of poles whose boundary is the union of two saddle
connections with the same length and the same direction (modulo pi). This construction
is also permitted for poles of order two, see Figure 2.
Pieces are connected with the others in the same way as in the proof of Lemma 4.16.
Trivial pieces are connected as in a linear graph. By hypothesis, we have at least two
nontrivial pieces. We chose one of them as one of the two terminal vertices. Then, we
connect to this nontrivial piece every trivial piece in succession by pasting one of their
boundary components with one of the boundary components of the other piece. This is
always possible because we can rotate and rescale every trivial piece. In the end, we have a
big flat surface with a boundary that is a unique saddle connection and k nontrivial pieces
remain. If there are exactly two nontrivial pieces, we are done. If there are at least three
nontrivial pieces, we paste these pieces along the sides of a k + 1-gon. Just like in the
proof of Lemma 4.16, since (µ1, . . . , µp) generates C as a R-vector space, there is a cyclic
order of the sides such that the polygon is not degenerate nor self-intersecting.Therefore,
we have a flat surface with poles of higher order in the stratum H2(a,−b1, . . . ,−bm) with
the prescribed saddle connections.
We then generalize the previous result for higher genus. Let H2(a,−b1, . . . ,−bp) be a
stratum of genus g with a unique conical singularity. For now, we exclude the case p = 2
and b1 = b2 = 2. For every configuration of numbers (µ1, . . . , µp) satisfying the conditions
of the lemma, there is a surface X0 in H2(a− 4g,−b1, . . . ,−bp) that realizes it because the
lemma is proved in genus zero. Then we start from the unique conical singularity in X0
and we cut along g slits internal to the central polygon. Then we paste cylinders inside
each of them. This surgery is local so does not change the holonomy vectors of the saddle
connections of the boundaries. Thus we get a surface of genus g in H2(a,−b1, . . . ,−bp)
with the prescribed holonomy vectors. In order to get a surface with prescribed holonomy
vectors in stratum H2(a,−22) of genus g with g ≥ 1, we cut g slits with the same starting
point in an infinite cylinder and add handles in the slits. We choose the width of the
cylinder so as to realize every prescribed holonomy vector. This ends the proof.

Remark 4.19. Condition
p∑
i=1
µi = 0 is simply a technical hypothesis here to ensure the
existence of a flat polygon essential for carrying out the proof. It does not reflect a deeper
phenomenon. It is not a necessary condition.
5. Dynamics
5.1. Types of trajectories. Using the canonical k-cover, every result about the dynamics
of the vertical flow for simple meromorphic differentials can be transfered to meromorphic
k-differentials. Therefore, in this section, most results are about translation surfaces with
poles (corresponding to meromorphic 1-forms).
Dynamics of flat surfaces with poles of higher order are different from the usual case
because most trajectories go to infinity, that is to a pole. In the following, we essentially
follow the definitions Strebel gives in [27].
Definition 5.1. Depending on the direction, a trajectory starting from a regular point is
of one of the four following types:
- regular closed geodesic (the trajectory is periodic).
- critical trajectory (the trajectory reaches a conical singularity in finite time).
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- trajectory converging to a pole of higher order.
- recurrent trajectory (infinite trajectory nonconverging to a pole of higher order).
Proposition 5.2. Recurrent trajectories lie in the core and for any recurrent trajectory
there is a saddle connection in the same direction (up to a rotation of angle
2pi
k
).
Proof. Lemma 3.1 states that every pole of higher order has a basis of neighborhoods
whose complement is convex. So a trajectory that enters in one of these neighborhoods
never comes back. Therefore, if a pole of higher order is in the closure of trajectory, then
this trajectory finishes at this pole. So, every recurrent trajectory lies in a compact set.
Consequently, the convex hull of a recurrent trajectory is a convex compact whose boundary
has finite perimeter. As lengths of saddle connections are bounded below by a positive
number, the boundary is a finite union of saddle connections following the direction of the
recurrent trajectory. Therefore, it belongs to the core. 
Proposition 5.3. In translation surfaces with poles, regular closed geodesics follow saddle
connection directions.
Proof. A closed geodesic describes a cylinder bounded by either a simple pole and a chain of
colinear saddle connections or two chains of saddle connections. A cylinder is not bounded
by two simple poles because it would be a Riemann sphere without marked points and two
simple poles. Yet, we assumed that the set of conical singularities is nonempty. This is a
contradiction. 
Corollary 5.4. Lebesgue-almost every trajectory that passes through a given point x ∈ X
finishes at a pole.
Proof. Recurrent trajectories and closed geodesics follow directions of saddle connections
(Propositions 5.2 and 5.3). Directions of saddle connections are countable. Directions of
trajectories passing through x and finishing at a zero are countable too.

5.2. Decomposition into invariant components. For classical translation surfaces,
invariant components for the vertical flow are cylinders and minimal components [21].
Proposition 5.5 shows that the picture is a little more complicated for translation surfaces
with poles.
Proposition 5.5. Let (X,ω) be a translation surface with poles (ω is a meromorphic 1-
form). Cutting along all saddle connections sharing a given direction θ, we obtain finitely
many connected components called invariant components. There are four types of invariant
components:
- finite volume cylinders where the leaves are periodic with the same period,
- minimal components of finite volume where the foliation is minimal and whose dy-
namics are given by a nontrivial interval exchange map,
- infinite volume cylinders bounding a simple pole and where the leaves are periodic
with the same period,
- free components of infinite volume where generic leaves go from a pole to another or
return to the same pole.
Finite volume components belong to core(X).
The number of infinite volume cylinders is bounded by the number of simple poles.
The number of free components is bounded by the total number of poles.
Proof. There are finitely many saddle connections in a given direction so we get finitely
many connected components. Periodic geodesics describe cylinders bounded by either a
simple pole and a chain of colinear saddle connections or two chains of saddle connections.
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Figure 9. This surface is obtained by pasting two infinite cylinders along
a pair of slits following an irrational leaf of a flat torus
In a finite volume component different from a cylinder, the generic leaf is recurrent in two
directions. The closure of any recurrent leaf is bounded by vertical saddle connections.
Therefore, the foliation is minimal in any invariant component that contains a recurrent
leaf. Thus the remaining components have infinite volume, where leaves go from a pole to
another (or possibly return to the same pole) or to a zero for finitely many leaves.
There is at least one pole in each infinite volume component and there is a unique simple
pole at the end of each infinite volume cylinder. 
Example 5.6. In H1(12,−12), some surfaces have minimal components, see Figure 9.
Combinatorial considerations will give sharp bounds on the number of finite volume
components but for now, we finish up with dynamical preliminary results.
5.3. Distribution of directions.
Proposition 5.7. For any translation surface with poles (X,ω) and x ∈ X \∆, the set of
directions θ such that the trajectory beginning in x along the θ direction finishes in a given
pole pi is open (possibly empty).
Proof. A trajectory finishing at a pole stays at most a finite time if any in the core. Besides,
it cannot return back to the core after leaving it. So ∃ε > 0 such that there is no conical
singularity in a ε-tubular neighborhood of the trajectory. Therefore, we can slightly vary
the direction while conserving a trajectory finishing at the same pole. 
Corollary 5.8. The set of directions going to each pole is measurable so there is a function
that assigns to every regular point a probability measure on the set of poles corresponding
to the measure of the set of directions going to each pole.
Remark 5.9. For a point of a translation surface with poles, the set of directions defining
trajectories going to a given pole can be an infinite union of disjoints intervals, see Figure
10.
The set of directions of saddle connections can be deeply studied with the tools of
descriptive set theory, see [1]. We shall remain on the surface and merely look at the accu-
mulation points of this set in the unit circle. Proposition 5.10 shows that they correspond
to finite volume cylinders and minimal components.
Proposition 5.10. Let (X,φ) be a flat surface with poles of higher order. Then the
directions of the waist curves of finite volume cylinders and the directions of minimal
components of (X,φ) are exactly the accumulation points of directions of saddle connections
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Figure 10. In this surface in H1(1,−13), set of directions of trajectories
going from a particular point to a given pole is an infinite union of disjoints
intervals.
Figure 11. Vertical trajectories starting from points of a horizontal geo-
desic segment go to a pole.
of (X,φ) considered as points of the unit circle (up to a rotation of angle
2pi
k
). This holds
for any k-differential with k ≥ 1.
Proof. In a finite volume cylinder or in a minimal component along a given direction θ, one
can always find a sequence of saddle connections such that the sequence of their directions
converges to θ. So directions of finite volume cylinders and of minimal components are
accumulation points of directions of saddle connections considered as points of the unit
circle.
If there are no finite volume cylinders nor minimal components in a given direction, without
loss of generality, we suppose that the vertical direction is an accumulation direction of
saddle connections. So, there is a conical singularity x0 which is the origin of a family
of saddle connections whose directions approch the vertical one. If we consider a small
horizontal geodesic segment I passing through x0, every vertical trajectory starting from
a point of this segment is a critical trajectory or a trajectory finishing at a pole, see Figure
11.
There is a finite number of critical trajectories in this segment because there is a finite
number of zeroes and their opposite vertical trajectories leave the core after a finite time
(there is a finite number of saddle connections in a given direction). So we can shorten
our segment and get an open segment still containing x0 such that all vertical trajectories
starting from its points go to one and the same pole for points of the same side of the
segment (left or right to x0).
Following Proposition 5.7, there is an open interval of directions around the vertical one
such that trajectories go to this pole. So, a family of saddle connections approaching the
vertical cannot exist. 
Corollary 5.11. Let (X,ω) be a translation surface with poles. The set of directions of
saddle connections of (X,ω) in the unit circle is a closed proper subset.
22
Proof. Following Propositions 5.2 and 5.3, directions of minimal components and of the
waist curves of cylinders are directions of saddle connections. Therefore, the set of direc-
tions of saddle connections contains its accumulation points.

Using a theorem of Vorobets stated in [28], we are able to prove existence of a finite
volume cylinder inside every minimal component. This will be crucial to relate infinity of
the number of saddle connections and the combinatorics of the singularity pattern of the
strata. A similar result has been proved by Aulicino in Lemma 4.4 of [1] in the context of
slit translation surfaces with a quite different proof.
Lemma 5.12. Let X be a translation surface with or without poles. For a minimal compo-
nent U in the vertical direction, there is a family of regular periodic geodesics that describe
a finite volume cylinder inside U .
Proof. As the boundary of U is made of vertical saddle connections whose total holonomy
is zero, we can glue the boundary components on each other while adding marked points if
necessary or modifying the order of the conical singularities. We get a translation surface
Y without poles but with some marked vertical saddle connections (those that have been
glued on each other). The translation surface Y belongs to a stratum H.
Following Theorem 1.3 of Vorobets in [28], there are two constants A(H) and L(H) such
that in every surface M of H, there is a cylinder whose area is at least A(H) and whose
length of waist curves is at most L(H).
We apply the Teichmüller flow in the vertical direction to Y until the total length of the
marked vertical saddle connections is smaller than
A(H)
L(H) . We get a surface we denote
by Y 1. The total length of the marked vertical saddle connections in Y 1 is smaller than
A(H)
L(H) whereas there is a cylinder whose height is larger than
A(H)
L(H) . Therefore, a portion
of the waist curves of the cylinder does not cross the marked vertical saddle connections.
Existence of such a regular closed geodesic is an invariant property for the Teichmüller
flow so there is a finite volume cylinder in Y whose waist curves do not cross the marked
vertical saddle connections. As Y has been obtained from U by gluing the marked vertical
saddle connections, there is a finite volume cylinder inside U .

The previous lemma implies a simple characterization of surfaces with infinitely many
saddle connections.
Corollary 5.13. A flat surface with poles of higher order (X,φ) of a stratum H has
infinitely many saddle connections if and only if there is a finite volume cylinder in X.
Besides, the locus in the stratum H where |SC| = +∞ is an open set.
Proof. Following Lemma 5.12, if there is a minimal component in some direction, there is
a finite volume cylinder in the surface. Therefore, an infinite number of saddle connections
implies existence of a finite volume cylinder. As there is an infinite number of saddle
connections in every finite volume cylinder, the equivalence is proved.

5.4. Contraction flow. In the case k = 1 or 2, there is a construction of surfaces with
a degenerate core in the closure of every GL+(2,R)-orbit. Such a construction works es-
sentially because translation surfaces with poles have infinite area. It must be noted there
is no natural action of GL+(2,R) on strata of k-differentials for which k ≥ 3. Therefore,
such a construction does not generalize to k-differentials for arbitrary k.
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Figure 12. A surface in H1(2,−12) and the surface obtained through the
use of the contraction flow along a given direction
Definition 5.14. Let α and θ be two distinct directions. The contraction flow is the action
of the semigroup of matrices Ctα,θ conjugated to
(
e−t 0
0 1
)
such that α is the contracted
direction and θ is the preserved direction.
Lemma 5.15. Let (X,φ) be a flat surface with poles of higher order such that φ is a 1-form
or a quadratic differential. Then, there is a surface (X0, φ0) in the GL+(2,R)-orbit closure
of (X,φ) inside the ambiant stratum such that all saddle connections of (X0, φ0) share the
same direction and core(X0) is degenerate.
Proof. Let (X,ω) be a translation surface with poles. The set of directions of saddle con-
nections of (X,ω) in the unit circle (Corollary 5.11) is a closed proper set. Let θ be a
direction that is not a direction of saddle connection. As the lengths of saddle connec-
tions of (X,ω) are bounded below by a positive number, no saddle connection shrinks (we
excluded directions of saddle connections for this purpose) and the orbit of (X,ω) by a
contraction flow preserving the direction θ converges to a translation surface with poles
(X0, ω0) in the ambient stratum.
We consider geodesic foliation in direction θ. It is is not the direction of a saddle connection
(Proposition 5.2 and 5.3) so generic leaves go from a pole to another pole (or return to the
same poles). They form strips separated by critical leaves. This decomposition character-
izes the surface. We pass from a leaf to another following direction α. As direction α is
preserved by the contraction flow, the limit of the decomposition in strips in the orbit of
(X,ω) is another decomposition corresponding to a genuine translation surface with poles
(X0, ω0) in the ambient stratum.
As the contraction flow reduces the area of the core exponentially, core(X0) is degenerate
and every saddle connection belongs to direction α.
This construction is compatible with the canonical cover of half-translation surfaces by
translation surfaces. Therefore, the lemma also holds for meromorphic quadratic differen-
tials with poles of higher order.

Example 5.16. In H1(2,−12), pushing a surface through the contraction flow along a
generic direction, we get a surface with a degenerate core, see Figure 12.
6. Reducibility index and invariant components
Some complicated surfaces are constructed by connecting surfaces of genus zero with
each other through cylinders. Such a possibility depends on the singularity pattern of the
stratum, that is the set with multiplicities encoding degrees of zeroes and poles of a stra-
tum, see Figure 13.
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Figure 13. The two pure graph representations of H1(4, 2,−32).
Graph representations of the strata are the decomposition graphs allowed by the combi-
natorics of the singularity pattern, see Definition 2.1. In this section, we consider only the
case of 1-forms and quadratic differentials.
Lemma 6.1 proves that cutting along cylinders actually realize graph representations
that satisfy all the conditions.
Lemma 6.1. Let (X,φ) be a surface in a stratum H = H(a1, . . . , an,−b1, . . . ,−bp) and
F a family of finite volume cylinders of X whose interiors are disjoints. Cutting along a
waist curve in each cylinder of F defines a graph representation (G, f0, . . . , fs, w0, . . . , ws)
of the stratum H. Each vertex of graph G corresponds to a connected component. Family
fi is the set of singularities of X that belong to the connected component corresponding to
i and wi is its genus. Each edge of graph G is a cylinder of the family F . We say that
(X,F ) realizes the graph representation (G, f0, . . . , fs, w0, . . . , ws) of the stratum H.
Proof. We prove that cutting along waist curves of cylinders of a family F in a flat surface
(X,φ) from a stratum H, this defines a graph representation of H.
A finite volume cylinder is bounded at each end by a chain of saddle connections so there is
a conical singularity in every connected component. If family F is empty, we nevertheless
have n ≥ 1 so there is a positive number in the singularity pattern of every connected
component. Condition (i) is satisfied.
The flat structure of each connected component is that of a flat surface whose singularities
are those of the corresponding family, plus a pole of order k for every adjacent cylinder
that has been cut. Therefore, we have σ(i) − k.vi = k(2wi − 2) that is the formula of
condition (ii).
Condition (iii) is necessary only in the case k = 1. If cutting an edge of the graph G splits
G into two connected components, then cutting along a waist curve of the corresponding
cylinder splits X into two connected components. If every pole belonged to the same
connected component, the sum of the residues at the poles in this component would be
zero and the holonomy vectors of waist curves of the cylinder would be zero. Indeed,
holonomy vectors are given by periods of the differential. Therefore, condition (iii) is
satisfied. This defines a graph representation of the stratum.

For every combinatorially admissible graph representation of a stratum, Theorem 2.3
shows there is a surface realizing it. The combinatorial obstruction is the only one. We
split the proof in two parts depending if k equals 1 or 2.
Proof of Theorem 2.3 in the case k = 1. Let H = H1(a1, . . . , an,−b1, . . . ,−bp) be a stra-
tum of genus g and (G, f0, . . . , fs, w0, . . . , ws) be a graph representation of level s of the
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stratum H.
For every vertex, we want to construct a translation surface with the same singularities as
in family fi to which we add a number of simples poles equal to the valency vi. Indeed,
domains of simple poles are cylinders (like edges). The total order of the singularities of
the surface will be σ(i)− vi = 2wi − 2. Therefore, it will be a translation surface of genus
wi.
We must check that there is a sufficient number of singularities. In each family, there is
at least one conical singularity so the only case we have to study is when wi = 0. If the
valency is at least two, there are at least three singularities. If the valency is one, then the
sum of the degrees of the family is −1 and there is another pole. Finally, if the valency
is zero, then the sum of the degrees of the family is −2. Since by definition, the graph G
is connected, the original stratum corresponds to genus zero and there are at least three
singularities.
So, for every family fi of the graph representation, there is a genus wi stratum in which we
can pick the adequate component for our decomposition. We will see later how we can get
a surface with prescribed residues at the poles in the stratum corresponding to every vertex.
We construct the required surface by gluing cylinders along the boundaries of the do-
mains of the added simple poles that correspond to valency. If the residues of the poles
(the original poles and the additional simple poles) satisfy some mild conditions, Lemma
4.16 provides a systematic construction of each surface corresponding to a vertex.
We have to check that the residues of each pole of each vertex are compatible with each
other. There are two conditions:
- the sum of the residues at the two ends of each of the t cylinders corresponding to edges
is zero.
- the sum of the residues at the poles of the same vertex (including the simple poles cor-
responding to edges) sums to zero.
Thus, the problem is reduced to solving a linear system of t+ s+ 1 = 2t+ 1 +
s∑
i=0
wi − g
equations with real coefficients in 2t + p indeterminates. Here, t is the number of edges
and p is the number of poles.
We first study the specific case where g =
s∑
i=0
wi and p = 1. Then, we have t = s. The
genus of the graph is zero so cutting an edge splits the graph into two connected compo-
nents. As we have p = 1, the graph is the trivial one (one vertex and no edges). This
graph representation is realized by every surface in the stratum if we choose the family of
cylinders to be the empty one.
Outside this specific case, the system is underdetermined. We are going to show that a
solution with nonzero values for every t-variable is always permitted.
The solutions of the system form a linear subspace S of C2t+p. For a given variable, either
it is zero for every solution of S or is nonzero outside a strict subspace of S. Therefore, in
a generic solution of S, the only variables that have a null value are those that are zero
for every solution of S. For every t-variable, we will construct specific solutions where this
variable is nonzero in order to prove that all t-variables are nonzero for the generic solution.
We distinguish three kinds of t-variables:
(i) those associated to an edge connecting a vertex to itself (a loop)
(ii) those associated to an edge connecting two distinct vertices and whose cutting splits
the graph into two connected components
(iii) those associated to an edge connecting two distinct vertices and whose cutting does
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not split the graph into two connected components.
The value of a t-variable of the first kind has no impact on the total residue of its vertex
so we can always choose a nontrivial value.
For t-variables of the second kind, there is at least one pole in each component so a generic
choice of residues of poles gives a nonzero value for the t-variable.
In the third case, the edge associated to the t-variable belongs to a cycle. We can put to
zero all variables excepted those corresponding to edges of the cycle and then pick non-
trivial values for the latter.
In conclusion, for every graph representation of any stratum, t-variables are nonzero for a
generic solution of the equations defined by the graph.
We then show that we can always construct surfaces with prescribed residues for strata
corresponding to vertices.
There is a projection of vector space S of solutions to the space of p-variables and t-variables
of every vertex. For a given vertex, if the dimension of the image of the projection is at
least two, then a generic solution in S assigns to p-variables and t-variables of this vertex
values that generate C as a R-vector space. Therefore, we can use Lemma 4.16 in order to
get a surface with prescribed residues at the poles in the stratum.
Then, we study the case where the image of the projection is one-dimensional. Removing
the vertex splits the graph into l connected components. We have l = 1 because otherwise
there would have been two independent parameters to prescribe residues to the surface
corresponding to the vertex. t-variables corresponding to the connection of the vertex with
connected components satisfy a unique relation. Therefore, the vertex is connected to its
complement by a unique simple pole or a pair of simple poles whose residues are opposed
to each other (otherwise, there would be more than one parameter). In conclusion, there
are two cases:
- there is no p-variable that is generically nontrivial and the vertex is connected to its
complement by a pair of simple poles (t-variables) whose residue are opposed.
- there is a unique p-variable generically nontrivial and the vertex is connected to its com-
plement by a unique simple pole.
These two cases satisfy the hypothesis of Lemma 4.16.
In conclusion, for a generic solution in S, we can construct surfaces corresponding to
every vertex. Therefore, for every graph representation of any stratum we can construct a
flat surface that realizes it.
In order to get parallel cylinders, we choose a realization of the graph representation.
We pick a direction θ that is not the direction of a saddle connection and another direction
α. We apply the contraction flow contracting direction θ and preserving direction α to
every component of the surface (we exclude cylinders), see Definition 5.11 and Lemma 2.2.
For every component, we get a surface whose residues at the poles belong to direction α.
Then, we paste cylinders to connect components. Thus, we obtain a translation surface
with poles realizing the graph representation and cylinders corresponding to edges are
parallel (in the direction α). This ends the proof.

Example 6.2. The singularity pattern of H(14,−14) can be splitted into four families
that can be arranged to form a cyclic graph of length 4, see Figure 14.
Remark 6.3. Realization of graph representations associates a combinatorial object to a
translation surface with or without poles by cutting along waist curves of the distinguished
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Figure 14. A graph representation of a surface in H1(14,−14) and a flat realization.
family of finite volume cylinders. If we just pinch waist curves to nodal points, we get mero-
morphic 1-forms on stable curves whose dual graph is the graph we would have obtained
in the graph representation. Differentials on stable curves are a kind of half-way stage
between combinatorial and geometrical objects. See [30] for differentials on stable curves.
Proof of Theorem 2.3 in the case k = 2. First we simplify the problem by considering only
graph representations such that there is no edge cutting the graph into two connected com-
ponents. Indeed, if each of the two parts of the graph representation can be realized, we
can rescale and rotate one of the two surfaces in order to connect it with the other (waist
curves of the cylinder corresponding to the additional poles of order two must have the
same length and direction).
We carry out another simplification. We want to consider only graph representations
where there is a unique number ≥ −1 in each family. In a given representation graph,
we consider a family with several numbers a1, . . . , as ≥ −1 such that their total sum A is
nonzero. In the singularity pattern of the stratum and the families of the representation
graph, we replace the numbers a1, . . . , as by the unique number A. If this simplified rep-
resentation graph can be realized by a surface X, we can break up the conical singularity
corresponding to the number A in order to get a surface X0 in the initial stratum that
realizes the initial graph representation. Though breaking up singularities is not a local
surgery, if the surgery is small enough, cylinders of X corresponding to the edges of the
graph representation persist.
In the case of a family (a1, . . . , al,−b1, . . . ,−bt) with several numbers corresponding to
conical singularities and such that A =
l∑
i=1
ai = 0, we have to work differently. We have
l∑
i=1
ai −
t∑
j=1
bj = −4 + 4w + 2v where w and v are respectively the weight and the valency
of the vertex to which the family is assigned. Indeed, weight w corresponds to the genus
of the connected component and edges are accounted for poles of order two because their
geometry is that of a semi-infinite cylinder.
We excluded the case v = 1 (because the corresponding edge would cut out the graph into
two connected parts) and the case v = 0 is trivial. Thus we have v ≥ 2. Since A = 0, the
equation becomes −
t∑
j=1
bj = −4 + 4w + 2v. Therefore, we have w = 0, v = 2 and there
are no numbers below −1. The family is (a1, . . . , aq,−1r) with
q∑
i=1
ai = r. We replace this
family by (2,−2). We will carefully look at this pole of order two.
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If the new graph representation we get can be realized by a surface X, we can slightly de-
form the surface in such a way that the boundary of the pole of order two is a unique closed
saddle connection connected to the conical singularity of order two. Then we fill this pole
by replacing the boundary saddle connection by two half saddle connections connected by
a conical singularity of order −1. Thus, we get the realization of a graph representation
where the corresponding family is not (2,−2) but (1,−1) (as valency is nonzero it is not an
empty stratum). Next, we break up the conical singularity of order one as in the previous
paragraph.
Henceforth, we consider only graph representations where there is a unique number
larger than −1 (or equal) in every family and such that there is no edge splitting the graph
into two connected components.
Adding a number of poles of order two equal to the valency vi of the vertex to every family
fi gives the singularity pattern of a flat surface (with poles of higher order) of genus wi.
When there is at least a pole of higher order in the singularity pattern, the stratum is
nonempty (Proposition 3.2). We check that there is a sufficient number of singularities by
carrying out the same proof as in the case k = 1.
Consequently, for every family fi of the graph representation, there is a genus wi stratum
in which we can pick the adequate component. Following our construction in the proof of
Lemma 4.18, for every such singularity pattern, we can construct a surface such that each
domain of pole is unique closed saddle connection of prescribed length and direction. We
will see later how to match these components.
We construct the required surface by gluing cylinders along the boundaries of the do-
mains of the additional poles of order two that correspond to valency. We assume two
technical conditions:
- the sum of the holonomy vectors at the two ends of each of the t cylinders corresponding
to edges is zero.
- the sum of the holonomy vectors of the boundaries of domains of poles of the same vertex
(including the poles of order two corresponding to edges) sums to zero.
Thus, the problem is reduced to solving a linear system of t+ s+ 1 = 2t+ 1 +
s∑
i=0
wi − g
equations in 2t+ p indeterminates.
We excluded graphs where cutting some edge splits the graph into two connected com-
ponents. So we can exclude the case where g =
s∑
i=0
wi and p = 1 where the genus of the
graph is zero.
Outside this specific case, the system is underdetermined. Exactly in the same way as
in the proof of the case k = 1, we can prove that generic solutions have nonzero values for
every t-variable.
In the same way as in the case k = 1, we show that we can always construct surfaces
with prescribed holonomy vectors for strata corresponding to vertices. We distinguish two
cases depending on the projection of vector space S of solutions to the space of p-variables
and t-variables of every vertex. These two cases correspond to the two cases of Lemma
4.18.
In conclusion, for a generic solution in S, we can construct surfaces corresponding to every
vertex. Therefore, for every graph representation of any stratum we can construct the flat
surface that realizes it.
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Figure 15. A graph representation of a surface in H2(2, 13,−13,−23) and
a flat realization.
Using the same arguments as in the proof of the case k = 1 (applying the contraction
flow to the cylinders only), we can choose a realization of the graph representation where
the waist curves of the cylinders belong to the same direction. This ends the proof.

Example 6.4. The singularity pattern ofH2(2, 13,−13,−23) can be split into four families
(1,−1,−2), (1,−1,−2), (1,−1,−2) and (2) that can be arranged to form a star tree with
three leaves, see Figure 15.
We define for every stratum of 1-forms or quadratic differentials its reducibility index
κ. The number κ + 1 is an upper bound on the number of component the flat surface
can decompose into after cutting along family of cylinders. This bound is an obstruction
that depends only on the combinatorics of singularity pattern a1, . . . , an,−b1, . . . ,−bp of
stratum Hk(a1, . . . , an,−b1, . . . ,−bp).
Definition 6.5. The reducibility index κ of a stratum is the maximal number s such that
there exists a graph representation of level s of the stratum. It follows from that definition
that 0 ≤ κ ≤ n− 1.
Strata of genus zero where κ = 0 are called irreducible strata. Otherwise, they are reducible
strata.
The combinatorial constraint κ ≤ n− 1 is not the only one. In the case k = 1, there is
another one that forces κ to be small when both the genus and the number of poles are
small even if there are many conical singularities.
Proposition 6.6. Let H1(a1, . . . , an,−b1, . . . ,−bp) be a stratum of genus g. If g = 0 and
p = 1 then κ = 0. Otherwise, we have κ ≤ 2g + 2p− 3.
Proof. We consider a pure graph representation of level κ of stratum H. In any graph, the
valency sum formula states that the sum of the valency of each vertex is twice the number
of edges.
Set ci the number of vertices of valency equal to i. The valency sum formula states that∑
i≥0
ici = 2(g + κ).
Moreover, we have
∑
i≥0
ici ≥ 3
∑
i≥0
ci − 3c0 − 2c1 − c2 ≥ 3(κ+ 1)− 3c0 − 2c1 − c2.
Thus, κ ≤ 2g + 3c0 + (c1 + c2) + c1 − 3.
There is a positive number in every family corresponding to a vertex in the graph decom-
position so the valency of a vertex corresponding to a family without negative number is
at least three. Consequently we have c1 ≤ p and c1 + c2 ≤ p.
Then we have κ ≤ 2g + 2p+ 3c0 − 3.
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Except in the case where κ = 0 and g = 0 there is no vertex without edge so c0 = 0 when
g ≥ 1 or κ ≥ 1.
When g = 0 either κ = 0 or κ ≤ 2g+ 2p−3 so κ = 0 when p = 1. This ends the proof. 
Moreover, in genus zero, there are classical arithmetic obstructions. They show that the
bound based on Proposition 6.6 is very far from being sharp.
Proposition 6.7. Let H1(a1, . . . , an,−b1, . . . ,−bp) be a stratum of genus zero such that
gcd(a1, . . . , an, b1, . . . , bp) 6= 1. Then the stratum is irreducible (κ = 0).
Proof. In genus zero, a graph representation is a graph with no cycles. So there always
exists a vertex with valency 1. We cannot find a subfamily of a1, . . . , an,−b1, . . . ,−bp such
that the sum of the degrees is −1. Thus, κ = 0. 
The following proposition reduces the calculation of the reducibility index κ of the strata
of higher genus to those of genus zero.
Proposition 6.8. Let H = Hk(a1, . . . , an,−b1, . . . ,−bp) be a stratum of genus g. We have
κ(H) = κ(H′) where H′ = Hk(a1, . . . , an,−b1, . . . ,−bp,−k2g) is the stratum of genus zero
associated to H by adding a sufficient number of poles of order k to obtain genus zero.
Proof. We consider a graph representation of level κ(H) of stratum H of genus g. Without
loss of generality, we can choose a pure graph representation (see Definition 2.1). The
graph of the graph representation has g + κ edges. We remove g edges in such a way the
graph remains connected. We add to every vertex one pole of order k per adjacent edge
that has been removed.
In the case k = 2, we get a graph representation of level κ(H) of stratum H′. In the case
k = 1, we have to check another condition. In the new graph we get, if an edge becomes
such that cutting it splits the graph into two connected components, it is because an edge
connecting these two components has been cut. Therefore, in the case k = 1, there is
at least one simple pole in each of these connected components. Thus, we get a graph
representation of level κ(H) of stratum H′. Therefore, we have κ(H) ≤ κ(H′).
Next, we consider a graph representation of level κ(H′) of stratum H′ of genus zero. We
pick randomly g pairs of poles of order k among the families and remove them. For every
pair removed, we draw an edge between their vertices (not necessarily distinct). We have
constructed a graph representation of level κ(H′) of stratum H of genus g.
Therefore, we have κ(H) ≥ κ(H′). This ends the proof.

In some specific cases, we are able to provide the value of the reducibility index of a
stratum immediately.
Corollary 6.9. Let H1(a1, . . . , an,−1p) be a stratum of translation surfaces without poles
(when p = 0) or whose poles are all simple (when p ≥ 2). Then we have κ = n− 1.
Proof. It suffices to check the case of strata H1(a1, . . . , an,−1p) of genus zero (Proposition
6.8). In this case, we have p = 2 +
n∑
i=1
ai. The case n = 1 is trivial so we assume n ≥ 2.
We form the following families {a1,−11+a1}, {a2,−11+a2} and {ai,−1ai} for 3 ≤ i ≤ n.
We attribute to each family a vertex of a An graph (linear graph with n vertices) and thus
obtain a graph representation of level n− 1 of stratum H(a1, . . . , an,−1p).

Theorem 2 of [25] proves that for classical translation surfaces, the maximal number of
components invariant by the vertical flow is g+ n− 1. This bound is sharp. We are going
to prove a similar result for (half-)translation surfaces with poles. In this context, the
combinatorics of the strata are more complicated so we need the concept of reducibility
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Figure 16. A surface in H1(3,−13) with a cylinder in the vertical direction
index (see Definition 2.2) to quantify specific obstructions.
Theorem 6.10. Let (X,φ) be a flat surface in stratum Hk(a1, . . . , an,−b1, . . . ,−bp) of
genus g. Cutting along all saddle connections sharing a given direction θ, we obtain at
most g + κ finite volume components. The bound is sharp for every stratum.
Proof. Let us suppose the existence of a flat surface (X,φ) with at least g + κ + 1 finite
volume components. These finite volume components are either minimal components or
finite volume cylinders. Following Lemma 5.12, there is a finite volume cylinder inside every
minimal component. So there are at least g+κ+ 1 finite volume cylinders whose interiors
are disjoints in the surface X. Such a surface (X,φ) would realize a graph representation
of level κ+ 1 and would contradict the hypothesis.
For a stratum H = Hk(a1, . . . , an,−b1, . . . ,−bp) of genus g and of reducibility index κ,
there is a graph representation of level κ. According to Theorem 2.3, there is a surface
realizing this graph representation such that the g + κ edges are represented by parallel
cylinders so the bound is sharp. 
The reducibility index is crucial to characterize the strata where an infinity of saddle
connections can occur.
Proof of Corollary 2.4. Following Corollary 5.13, a surface has an infinite number of saddle
connections if and only if there is a finite volume cylinder of periodic geodesics in some
direction.
If g > 0 or κ > 0, there is a graph representation of the surface with at least one edge so
there is a surface with a cylinder in the stratum (Theorem 2.3).
Conversely, in an irreducible stratum, the bound in Theorem 6.10 shows that there is no
finite volume component so the number of saddle connections is always finite. 
We give some examples to illustrate the different phenomena that can occur.
Example 6.11. In H1(3,−13), we have g = 1 and some surfaces have a cylinder so have
an infinite number of saddle connections, see Figure 16.
Example 6.12. In H1(12,−14), we have κ = 1 and some surfaces have infinitely many
saddle connections, see Figure 17.
Example 6.13. In H1(1, 7,−52), we have κ = 0 and all surfaces have finitely many saddle
connections. An infinite number of saddle connections would imply existence of closed
geodesic that would split the surface into two connected components where the total order
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Figure 17. A surface in H1(12,−14) with a cylinder in the vertical direction
of the singularities would be −1.
7. Noncrossing saddle connections
The following proposition provides lower bounds both on the number |SC| of saddle
connections and the maximal number |A| of noncrossing saddle connections. In the case
k = 1 or 2, the contraction flow is crucial to prove the sharpness of our lower bound on
the number of saddle connections. In particular, this means that in the case k = 1 or 2,
there are flat surfaces with a finite number of saddle connections in every stratum.
Proposition 7.1. Let |A| be the number of edges of a maximal geodesic arc system for a flat
surface with poles of higher order (X,φ) of genus g belonging to Hk(a1, . . . , an,−b1, . . . ,−bp),
then:
|SC| ≥ |A| ≥ 2g − 2 + n+ p
|SC| = |A| = 2g − 2 + n + p if and only if core(X) is degenerate. Provided k = 1 or 2,
there are such surfaces with degenerate core in the closure of every chamber in the ambiant
stratum.
Proof. We have |A| = 2g − 2 + p + n + t where t is the number of ideal triangles in the
triangulation defined by a maximal geodesic arc system (Lemma 4.8). The contraction
flow gives examples of surfaces that have a degenerate core (Lemma 5.15).
When core(X) is degenerate, ∂C(X) = core(X) so all saddle connections belong to ∂C(X).
Therefore, |SC| = 2g − 2 + n+ p.

When k ≥ 3, there is no contraction flow so there is no general procedure to get exam-
ples of the equality case. Most importantly, in some strata, there is no flat surface whose
core is degenerate.
Proposition 7.2. For any flat surface (X,φ) of Hk(a1, . . . , an,−b1, . . . ,−bp) such that
k ≥ 3 and there is a pole whose order bj satisfies k
2
< bj < k, core(X) is not degenerate
and |SC| > 2g − 2 + n+ p.
Proof. Poles of order b < k are conical singularities of total angle equal to k−bk 2pi. Following
Proposition 4.11, interior angles of the boundary of a domain of pole are at least equal to
pi. Therefore, poles of order
k
2
< b < k do not belong to the boundary of any domain of
pole and the core cannot be degenerate. 
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Figure 18. A flat surface of H3(4,−22,−32)
Example 7.3. Every flat surface (X,φ) ∈ H3(4,−22,−32) is such that core(X) is not
degenerate, see Figure 18.
The following is a preparatory result to an upper bound depending on the combinatorics
of the stratum.
For a pole Pj of order bj ≥ k, we denote by dj the number of saddle connections of the
boundary of the domain Pj whose two sides belong to the domain and by ej the number of
saddle connections one side of which belongs to the domain of Pj and another side belongs
to another domain of pole or to the interior of the core. We define β = 2
p∑
j=1
dj +
p∑
j=1
ej as
the boundary number of the surface.
Lemma 7.4. Let (X,φ) be a flat surface of Hk(a1, . . . , an,−b1, . . . ,−bp). Set |A| the
number of edges of a maximal arc geodesic system and β the boundary number of the
surface. Then |A| = 6g − 6 + 3n+ 3p− β.
Besides, |A| is constant in each chamber.
Proof. We define φj as the sum of interior angles of the boundary of the domain of pole
Pj .
The degree of the Gauss map of a simple loop around a pole of order b is
b− k
k
. This loop
can be deformed in order to be as close as necessary to the boundary of the domain of the
pole. The boundary of the domain of the pole is a broken line of saddle connections and
therefore the sum of angular defects of the corners of the domain of the pole is 2pi
b− k
k
.
The dj saddle connections whose two sides belong to the domain of the pole should be
counted twice. Therefore, φj is given by the following formula:
φj = 2pidj + piej + 2pi
bj − k
k
Then, we get:
p∑
j=1
φj = 2pi
p∑
j=1
dj + pi
p∑
j=1
ej + 2pi
p∑
j=1
bj − k
k
Let t the number of ideal triangles in the triangulation of core(X) given by the maximal
geodesic arc system. The sum of the angles for IC(X) is pit.
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The total sum of angles of conical singularities is 2pi
n∑
i=1
ai + k
k
so we have:
pit = 2pi
n∑
i=1
ai + k
k
− 2pi
p∑
j=1
dj − pi
p∑
j=1
ej − 2pi
p∑
j=1
bj − k
k
Using
n∑
i=1
ai −
p∑
j=1
bj = k(2g − 2) and simplifying, we get:
t = 4g − 4 + 2n+ 2p− 2
p∑
j=1
dj −
p∑
j=1
ej
We have |A| = 2g − 2 + n+ p+ t (Lemma 4.10) so we get:
|A| = 6g − 6 + 3n+ 3p− 2
p∑
j=1
dj −
p∑
j=1
ej
The formula depends only on the shape of ∂C(X) so is an invariant of chambers.

As a corollary of Lemma 7.4, we finally get an upper bound on the number of edges of
maximal geodesic arc systems. It is quite remarkable that the bound does not depend on
the individual degrees of the zeroes and poles of the stratum.
Corollary 7.5. Let |A| be the number of edges of a maximal geodesic arc system for a flat
surface with poles of higher order (X,φ) of genus g that belongs toH(a1, . . . , an,−b1, . . . ,−bp),
then |A| ≤ 6g − 6 + 3n+ 2p.
Proof. Every domain of pole is bounded by at least one saddle connection so we have
β ≥ p. Using Lemma 7.4, we get:
|A| ≤ 6g − 6 + 3n+ 3p− β ≤ 6g − 6 + 3n+ 2p

The bound is not sharp. In many cases, it can be slightly improved. The following
proposition provides some examples.
Proposition 7.6. Let (X,ω) be a translation surface with poles of H1(a1, . . . , an,−b1, . . . ,−bp).
Let |A| be the number of edges of a maximal arc geodesic system. We have:
- |A| ≤ 6g + 3n− 5 if p = 1 and g ≥ 1.
- |A| ≤ 3n− 6 if p = 1, n ≥ 3 and g = 0.
- |A| ≤ 3n− 3 if p = 2, n ≥ 2 and the stratum is irreducible (in particular, g = 0).
Proof. In the specific case p = 1, |A| = 6g + 3n − 4 means β = 1 so the boundary of the
domain of the pole is a unique saddle connection. However, the residue at the pole is zero.
This is a contradiction so we can slightly enhance the bound (β ≥ 2).
In the cases where there is no cylinder in the stratum (especially when strata are irreducible,
see Definition 2.2), core(X) cannot have two saddle connections as a boundary. So we have
β ≥ 3.

Following Theorem 7.1, the lower bound for |A| and |SC| may be attained only on
very singular surfaces. Proposition 7.7 shows that staying away from the discriminant
Σ we may obtain different lower bounds for |A|. We consider the specific example of k-
differentials whose poles of higher order are all of order k, see Figure 19 for an example.
Generic differentials in such strata always display an optimal number of noncrossing saddle
connections.
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Figure 19. A surface in H1(3,−13) with a maximal geodesic arc system
including 9 saddle connections drawn on it
Figure 20. A flat surface of H2(2,−2).
Proposition 7.7. Let |A| be the number of edges of a maximal geodesic arc system for a
flat surface with poles of higher order (X,φ) of genus g belonging to Hk(a1, . . . , an,−kp)\Σ,
then:
- if k is odd, we have |A| = 6g − 6 + 3n+ 2p,
- if k is even and p ≥ 2, we have |A| = 6g − 6 + 3n+ 2p,
- if k is even and p = 1, we have |A| ≥ 6g + 3n− 5.
Proof. Domains of poles of order k are semi-infinite cylinders and two consecutive saddle
connections of the boundary share an angle of pi. Outside the discriminant, if there are
several saddle connections in the boundary of the domain of a pole of order k, then they are
parallel saddle connections. Otherwise, the boundary is a single closed saddle connection.
Following Lemma 3.6, two saddle connections of the boundary are parallel if and only if
they form the boundary of a surface with trivial holonomy. In this case, the geometry of
the surface is very constrained, see Figure 20. It comprises two parts:
- a unique domain of pole whose boundary is a pair of parallel saddle connections,
- the interior of the core that is a connected domain with trivial holonomy.
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Figure 21. A surface in H2(1,−13,−2) with a maximal geodesic arc sys-
tem including 8 saddle connections drawn on it. The zero of order one is A
while the three poles of order one are B, C and D.
Figure 22. A surface in H1(12,−22) with degenerate core. It is formed
by two flat planes with slits identified.
Since the two saddle connections of the boundary share an angle of pi, a rotation of angle
pi should be realizable by the holonomy of the flat surface. Therefore, such a flat surface
cannot exist when k is odd.
Outside the discriminant, when the domains of poles are bounded by a single closed saddle
connection, we have β = p and |A| = 6g − 6 + 3n+ 2p (Lemma 7.4), see Figure 21.
When p = 1, the boundary of the unique pole can be formed by one or two saddle connec-
tions so we have β ≤ 2. Indeed, if there were three saddle connections in the boundary of a
pole of order k for a differential that does not belong to the discriminant, any consecutive
pair of these saddle connections should be parallel. Following Lemma 3.6, these pairs of sad-
dle connections should be the boundary of a subsurface. Such an assumption cannot hold
for each pair of saddle connections. Thus we have, |A| = 6g−6+3n+3p−β ≥ 6g+3n−5. 
Remark 7.8. For an abelian differential, the number of edges of a maximal geodesic arc
system is 6g − 6 + 3n, see Proposition 2.1 in [28].
Now that we have lower and upper bound on the maximal number of noncrossing saddle
connections, it is natural to ask if every natural number in the interval is realized in the
stratum. Some examples show it is not always true.
Example 7.9. Let (X,ω) be a translation surface with poles of H1(12,−22) and |A| the
number of edges of a maximal geodesic arc system. There are two types of surfaces:
- |A| = 2, core(X) is degenerate and |SC| = 2, see Figure 22.
- |A| = 4, core(X) is a finite volume cylinder and |SC| = +∞, see Figure 23.
Proof. Proposition 7.1 and Corollary 7.5 imply that 2 ≤ |A| ≤ 4. |A| = 2 if and only if
core(X) is degenerate. In this case, |A| = |SC| = 2.
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Figure 23. A surface in H1(12,−22) whose core is a cylinder. The two
domains of poles are flat planes with slits identified with the boundary
components of the cylinder.
Lemma 7.4 gives restrictions on the maximal number of noncrossing saddle connections:
|A| = 6g − 6 + 3n+ 3p− 2
p∑
j=1
dj −
p∑
j=1
ej
If |A| = 4, then the boundary of each of the two domains of poles is a single closed saddle
connection and their holonomy vectors are opposed. Therefore, core(X) is not degenerate
and is an invariant component for the flow in this direction. So core(X) is a cylinder and
X has infinitely many saddle connections.
We show now that the case |A| = 3 is not possible in this stratum. Following the same
equation, core(X) would be an ideal triangle. One of its edges would be a closed saddle
connection joining conical singularity x1 to itself. This edge would be the whole boundary
of the domain of pole y1. Consequently, the domain of pole y2 would be bounded by the
two other sides of the ideal triangle. These sides would be saddle connections joining x1
to x2. The angle of x1 in the domain of pole y1 is 3pi (using the topological order of the
loop defined by the closed saddle connection). Conical singularity x1 also belongs to the
boundary of the domain of y2 and since the core is convex, the angle is at least pi (Propo-
sition 4.11). There is also a contribution of two interior angles of the triangles. Therefore,
the total angle of x1 is strictly bigger than 4pi. So |A| = 3 is not possible.

8. Dichotomy between chambers
The main theorem of this section is only about strata of 1-forms. Following Corollary
2.4, all surfaces have finitely many saddle connections in a few strata (when g = κ = 0).
On the contrary, in the other ones, some surfaces have infinitely many saddle connections.
The previous theorems about the dynamics in translation surfaces with poles give infor-
mation to distinguish the different families of strata.
The following examples show that different surfaces of the same stratum can have either
finite or infinite number of saddle connections.
Example 8.1. InH1(2,−2), some surfaces have a finite volume cylinder so have an infinite
number of saddle connections and some have a finite number of saddle connections, see
Figure 4 and Figure 16.
Previous results opened the way to a conditional upper bound on the number of saddle
connections of a flat surface with poles of higher order. Corollary 5.13 proves that a flat
surface where there is no finite volume cylinder has a finite number of saddle connections.
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Figure 24. A flat surface H1(2,−2) that belongs to the chambers where
the core is a cylinder.
Theorem 2.5 provides an explicit upper bound bound on the number of saddle connections
for surfaces in chambers where where no flat surface has a finite volume cylinder. Theorem
2.5 is only about strata of 1-forms.
In flat surfaces corresponding to quadratic differentials, the orientation of saddle connection
is not well defined so a saddle connection may cross another one in both directions. This
complicates the counting of saddle connections and prevents obtaining a similar bound
as in the case k = 1. When k ≥ 3, saddle connections and periodic geodesics may be
self-intersecting so the geometry of the cylinders is far more complicated. An analog result
would need specific tools.
Contrary to the case of strata where existence of surfaces with an infinite number of
saddle connections has a combinatorial characterization (see Section 6), there is no easy
characterization of chambers in terms of topological properties of the core. Existence of a
cylinder of finite area implies existence of a closed simple loop whose topological degree is
zero and whose homology class is nonzero. However, it is not proved that these conditions
are sufficient.
Proof of Theorem 2.5. Let (X,φ) be a flat surface in a chamber C of a stratum H. We
are going to show that a high number of saddle connections in X implies existence of a
cylinder for a surface in the same chamber as (X,φ).
We first suppose there is a simple closed loop α (without self-intersection) that satisfies
the following conditions:
- α passes only through regular points of IC(X),
- the topological index of α is equal to zero,
- α is the union of two subintervals of saddle connections and two turns (see Figure 25),
- the angular defect (deviation from pi) at the turns are strictly less than pi.
We replace curve α inside X by a flat ribbon whose boundary is formed by two curves
that are isometric to α. If the ribbon is thick enough (compared to the length of α), then
there is a periodic geodesic inside it, see Figure 25. This periodic geodesic is a waist curve
of a finite volume cylinder.
The surgery is inserting a wide ribbon inside the interior of the core. Therefore, it does
not change the structure of the core so the surface we get is still in chamber C. As there is
a finite volume cylinder, the new surface has infinitely many saddle connections (Corollary
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Figure 25. A thick ribbon whose boundary is a pair of isometric curves α
and α′. It contains a family of closed geodesics.
5.13).
Then, we prove an upper bound on the number of saddle connections of flat surfaces
where there is no such closed loop α.
We consider a maximal geodesic arc system on (X,φ). Following Lemma 4.8, we get
an ideal triangulation of core(X). We denote by t1, . . . , ts the numbers of ideal triangles
in every connected component of the interior of core(X). We have t =
s∑
i=1
ti. Following
Lemma 4.10, we have |A| = 2g − 2 + n+ p+ t.
Every saddle connection that does not belong to the chosen maximal geodesic arc system
go through a string of ideal triangles. There is no saddle connection that start and end
in the same ideal triangle. Such a saddle connection either starts and ends in the same
corner of the ideal triangle or intersect itself in the interior of the ideal triangle. Since the
direction of a saddle connection is unambiguous if k = 1, there is no such saddle connection.
We consider a pair of distinct ideal triangles r and r′ in the the same connected com-
ponent of IC(X). We suppose there are two distinct saddle connections γ and γ′ that
begin and end in these ideal triangles. Either the two saddle connections end in the same
corner of the ideal triangle or they intersect each other in the interior of the ideal triangle.
Following γ from r to r′ and γ′ from r′ to r defines a path. If γ and γ′ intersect in some
interior points, we consider only portions of these saddle connections such that we get a
simple closed loop α. The angular defect at the two turning points are strictly less than
pi. Therefore, the topological index of α is zero. We get a simple loop that have all the
needed properties.
If there is no surface with an infinite number of saddle connection in the chamber, then
for every couple distinct of ideal triangles in the same connected component of the core,
there are at most one saddle connection that begins and ends in the given ideal triangles.
Therefore, we have |SC| ≤ |A|+ 1
2
s∑
i=1
ti(ti − 1).

One can construct many surfaces by pasting boundaries of domains of poles on the sides
of a convex k-gon. As there are
k(k − 1)
2
segments in a convex k-gon, a quadratic exponent
is optimal.
Example 8.2. In H1(p − 2,−1p) with p ≥ 3, there are surfaces with p(p− 1)
2
saddle
connections, see Figure 7.
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Corollary 2.6 provides a characterization of strata where every chamber is of bounded
type. They are exactly irreducible strata. This result holds when k = 1.
Proof of Corollary 2.6. If H is an irreducible stratum, then every surface has finitely many
saddle connections (Corollary 2.4). If there were a chamber of unbounded type in H,
there would be a surface with infinitely many saddle connections (Theorem 2.5). So every
chamber is of bounded type.
If H is a reducible stratum, then there is a surface (X,ω) in H with infinitely many
saddle connections (Theorem 2.5). The locus in H where |SC| = +∞ is an open set
(Corollary 5.13). Besides, the discriminant has real codimension one (Proposition 4.14).
Therefore, there is a at least a chamber where there is a surface with infinitely many saddle
connections. This chamber is of unbounded type.
As the number of saddle connections changes lower continuously in the stratum and the
bound of Theorem 2.5 is satisfied in the chambers (in the case k = 1), the bound is satisfied
in discriminant as well. Therefore, the bound is satisfied in the whole stratum. Following
Corollary 7.7, we have t ≤ 4g − 4 + 2n+ p so we get the adequate bound from the bound
of Theorem 2.5. 
For some strata, having an infinite number of saddle connections is a generic property
and in particular is true for every chamber that is outside the discriminant.
Proposition 8.3. Let (X,ω) be a translation surface with poles of genus g ≥ 1 belonging
to H1(a1, . . . , an,−12) \ Σ. Then (X,φ) has an infinite number of saddle connections.
Proof. Since poles are simple, outside the discriminant, the boundary of each domain of a
pole is a unique closed saddle connection. Residues of the meromorphic differential at the
poles are opposed and nonzero. core(X) is not degenerate because otherwise, the surface
would be the pasting of two half-cylinders on each other, that is a surface of genus zero
with two poles and no conical singularities.
If we consider the flow in the direction of the residues, core(X) splits into a finite number
of finite volume cylinders or minimal components where there are infinitely many saddle
connections.

In very specific chambers, every surface has infinitely many saddle connections. Such a
proposition holds for 1-forms as well as for quadratic differentials.
Proposition 8.4. Let C be a chamber of a stratum Hk of 1-forms (k = 1) or quadratic
differentials (k = 2) such that the boundary of one connected component is a unique closed
saddle connection or a pair of parallel saddle connections. Then every surface (X,φ) in C
has infinitely many saddle connections. Chamber C is of unbounded type.
Proof. We consider a surface (X,φ) in C. The holonomy vectors of the two saddle con-
nections of the boundary of U are opposite to one another. Thus, if we consider the flow
in the direction of the holonomy vector of the saddle connections, trajectories of U are
either minimal or periodic because they cannot leave U (trajectories are parallel to the
boundary). Therefore, there are infinitely many saddle connections in X (Corollary 5.13).

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