Through these identities, any formula is eauivalent to one where all the negations are on variahles. Assuming that our formulas are so restructured. I huild a contact network that simulates the formula inductively. If the formula is a variable or its negation, then there is a single-edge contact network that is equivalent. For example, the formula i? is equivalent to the network with an edge from s to t with the label T.
In the general case, the formula is equal to either E v F or E A F, where E and F are sim~lerformulas. Assuming that G is the netkork for E and that H I s the one for F, the network for E v F is constructed by placing G and H in parallel (Fig. 3A) .
Clearlv, there is a connected oath from s to t provibed that there is either'a path from s to t through G or through H. The network for E A F is constructed hy placing thetn in series (Fie. 3B). In this case, there is a connected path from s to t provided there is one through both G and H.
It is quite simple to show how DNA experiments can be used to solve the SAT orohlem for anv contact network. Associate a test tube P, with each node v in the sink t is the "answer." Suppose that v + u is an edge with the lahel x (i?) and that P, is already constructed. Then, construct PU simply by doing the extraction E(P,, x, 1)
[E(P,, x, O)]. If several edges leave a vertex v, then use an amplif\~step to get multiple copies of the DNA in test tuhe P,. Also, if several edges enter a vertex v, then pour the resulting test tuhes together to form P,.
The main open question is, of course, if one can actually build DNA computers based on the tnethods described here. The key issue is errors. The operations are not perfect. I expect that in the near filture, experiments will be performed that will detertnine whether or not DNA-based computers are a practical means of solving hard problems. 3 ) Changes the state of the control (st E {I, 2, . . .lSi}).
The transition of the machine can be summarized by a function When the control reaches a special state, called the "halting state," the machine stops. The input-output map (or the function) computed by a Turing machine is defined by the pair of finite binary sequences on its tape before and after the computation, respectively. The finiteness of the input and output is a crucial requirement in computer science, assuring that the ability to compute depends purely on the inherent computational power of the model rather than on a larger amount of external information.
There are many variants of the basic model that yield the same power, such as adding tapes, access heads, and tape dimensions. Other variants may result in more powerful, though nonrealizable, models. Nonuniform Turing machines exemplify such models 18): The machines receive on , , their tape, in addition to the input, another sequence w, to assist in the computation.
For all possible inputs of the same length n, the machine receives the same advice sequence w,, but different advice is provided for input sequences of different lengths. We are focusing on the class of nonuniform machines that compute in polynomial time (and use a polynomial long advice), denoted by P/poly (8) . For example, a superTuring function that appears in P/poly is the "unary halting" function (5) Siegelmann and Sontag (9, 10) noticed that such nonuniform classes are indeed very natural for analog computation models. They introduced the first model of computation that is uniform but yet has nonuniform super-Turing capabilities; this model is the classical analog recurrent neural network (ARNN), which is popular in practice as a machine with automatic learning and adaptation capabilities (1 1); see T h e function u is the simplest possible "sigmoid," namely the saturated-linear function (but various other sigmoidal functions may substitute it). A subset of the N neurons is singled out to communicate the output of the network to the environment. I n~u t s and outputs are streams of letters, and computability is defined under the convention that is sometimes used in practical communication networks: There are two binary input channels, where one is used to carry the binary input signal and the other one indicates when the input is active. A similar convention is applied to the output.
The ARNN computes the super-Turing class P/poly in polynomial time and all binarv functions in exuonential time (9) .
his fact is connectedLtoclassical computability by the observation that when the real weights are constrained to be rational numbers, the network has Turing power only (10, 13). [Follow-up generalizations appear in (14-1 6) ]. Furthermore, deterministic and probabilistic ARNNs are computationally equivalent (16) .
Analogous to the Church-Turing thesis, the ARNN was offered as a basic analog computation model, with the conjecture that "any realizable analog computer will have no more power (up to polynomial time) than the analog recurrent networks" (9) . Here, I assert that although the Church-Turing thesis is indeed a fundamental observation for the large class of discrete computing devices, it may not provide the whole picture, and the analog computation thesis is thus required. T o support this assertion, I present a chaotic, realizable dynamical system that computationally is as strong as the analog modelthe "analog shift map."
In the literature of dynamical systems, chaos is commonly exemplified by the "shift map" [such as the Baker's map (17) or the horseshoe map (18) This table is a short description of the dynamical system, in which the next step depends on the first letter to the right of the dot and the one to its left. If these letters (that is, the DoD) are 0.0, then (according to the first row of the table) the left side of the dot is substituted by 5and the dot moves one place to the right. If the DoD is instead 0.1 (as in the second row of the table), the second letter to the right of the dot becomes 0 and there is a right shift, and so on.
The dynamic evolving from is as follows: here, the DoD is 1.1,hence (by the fourth row of the table) the letter to the right of the dot becomes 0 and the dot is shifted right:
Now. the DoD is 0.0:
..
18).
The computation associated with the analog shift systems is the evolution of the initial dotted sequence until a fixed point is reached, from which the system does not evolve anymore. T h e computation does not always end; when it does, the inputoutput map is defined as the transformation from the initial dotted sequence to the final subseauence to the right of the dot. (In the example above, a fixed point is reached in four steps, and the computation was from 000001.10110 to 00.) T o comply with the computational constraints of finite input-output, attention was constrained to systems that start with finite dotted sequences and that stop with either finite or left infinite dotted sequences only. Even under these constraints, the analog shift computes richer maps than the Turing machines.
Let AS(k) denote the class of functions computed by the analog shift (AS) map in time k, NN(k) the class of functions computed by the ARNN in time k, and poly(k) the class of polynomials in k; my theorem states that Theorem 1. Let F be a function so that F(n) r n. Then, AS(F(n)) C NN(poly(F(n))), and NN(F(n)) C AS(poly (F(n))).
[Although the result is mathematically profound, a detailed proof is not provided here. For rigorous mathematical proof, see (21 1.1 Sketch of proof. Assume, without loss of generality, that the finite alphabet E is binary; that is, E = {0, 11.
Given a dotted sequence a = . . .aL,aL,aLl . ala,a,. . ., it is mapped into the two sequences T h e analog shift map is redefined as where dl and dr are the left and right parts, respectively, of the DoD. The value of al, as well as a,, is encoded in a neuron, using a Cantor set representation (10). The next operation is decided by the first few bits of both neurons (DoD). The operation involves either substitution of the first finitely many bits (when G is finite to this side) or loading of the neuron with a new value (when G is infinite). These operations require constant time, resulting in an efficient simulation.
2) NN(F(n)) C AS(poly (F(n))):
For simulating a Turing machine with advice by an analog shift, its configuration is encoded in a dotted sequence using the fields T h e string starts with a n infinite sequence over E (which is mainly ignored), followed by the left-end marker ("01"). Next comes the part of the tape to the left of the read-write head (the pair "10" represents From this point, each step of the machine is simulated simply; the details are left to the reader. The appeal of the analog shift map is not only as an almost classical, chaotic dynamical system that is associated with analog computation models. It is also a mathematical formulation that seems to describe idealized physical phenomena. The ideiilization allows for model assumptions such as any convenient scale to describe the system, noise-free environment, and physics of continuous medium. Some of the physical models, previously used to simulate Turing machines, turn out to be exactly as powerful as the analog models (both to simulate and to be simulated by).
This assertion can be demonstrated, for example, with the system introduced by Moore (20) . This is a "tov model" describing cal dynamics rather than a smooth behavior.) A finite number of mirrors suffices to describe the full dynamics, one for each choice of the DoD. The (x,y) coordinates of the particle when passing through a fixed, imaginary plane simulate the dotted sequence x , y. T o define the computation, the particle starts in input location 0 .yo, where yo is the finite input string; the output is defined in finite terms as well. Although " Moore proved the Turing machine simulation bv such a svstem, the advice can also be encodkd in a uiiform manner by the characterizations of the mirrors. For e x a m~l e , the concatenation of all advice can be the characterization of the first mirror that is being hit, continuing with mirrors of finite characterizations, simulating the finite DOE.W h e n the halting state of the Turing machine is reached, the particle hits a mirror that throws it to a e articular observable x coordinate, where all points are fixed. T h e o u t~u t is defined as the Y coordinate when this observable x, is reached. Forcing the input and output to reside in observable areas (using, for example, Cantor set encoding) makes the system realizable. Another possible realization may be based on the recent optical realization of the Baker's map (22) .
Although it may have seemed that infinite precision was required to fully describe the associated computation, this is not the case, because linear precision suffices for analog computation models (9) . That is, if one is interested in computing up to time q, both the mirror system and the location of the particle bouncing there are not required to be described (or measured) with more than q bits. This property is in accordance with the sensitivity of chaotic systems to exponentiallv ~reciseinitial conditions (here, the mirror , .
. , system), which suggests that the analog shift map is indeed a natural model of chaotic (idealized) physical dynamics. D u r i n g the late middle to early upper Pleistocene in Africa, anatomically modern humans (Homo sapiens sapiens) replaced archaic Homo sapiens. Middle Stone Age (MSA) archaeological materials provide information on human behavior during this transition. In tropical Africa, MSA artifacts with associated fauna and chronometric ages are known from only a few well-excavated rock-shelter and stratified o~e n -a i r contexts (1, 2) . In this report, we describe the geological context and dating of three MSA sites with bone points in eastern Zaire.
T h e Semliki Valley (Fig. 1 ) runs northnortheast along the floor of the western (Albertine) branch of Africa's modern rift valley system, from Lake Rutanzige (formerly known as Lake Edward) to Lake Mutanzige (formerly Lake Albert) (3). Sites along the northern shore of Lake Rutanzige and the Upper Semliki Valley range from Pliocene to Holocene age (4).
The current savanna-woodland vegetation and fauna of the Upper Semliki Valley are a response to rain-shadow microclimatic effects of the western rift wall and to the porous, base-rich ash of early Holocene age that blankets the local landscape (5) .These factors may have been quite different during the Pliocene and Pleistocene. In contrast to the eastern (Gregory) rift, exposures of PlioPleistocene and Pleistocene sediments in the Semliki are verv limited. The chronology of the sequenck before this study was based largely on faunal comparisons and lithostratigraphy.
Early archaeological work (4, 6) focused primarily on the lake-shore site of Ishango, with its small barbed bone and ivory-points, fish and mammal bones, fragmentary human remains, quartz tools, and an engraved bone haft that may indicate an understanding of multiplication by 2's. Ishango and other archaeological and paleontological occurrences (7) attracted renewed multidisciplinary research in the Upper Semliki (8) (9) (10) (11) (12) between 1982 and 1990.
New materials (Table I ) , especially ostrich eggshell, were recovered for dating from the original Ishango site (Ishango 11) and from a comparable-age site 2 km downstream (Ishango 14) (13) . Together with a restudy of the original fauna by Peters (14) , these suggested that the niweau fossilif2re SCIENCE VOL. 268
