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In network Θ , there is a set of end-to-end flows T={τ 1 ,τ 2 ,...}. τ i releases one packet at the beginning of each period p i and R ij =j×p i is used to denote the release time of the jth packet of τ . The packet must be received by its destination node within its period, i.e. the relative deadline is equal to p i . The superframe of WIA-PA networks includes two sessions: request session and packet transmission session. We only focus on the second session, which is based on TDMA. The number of time slots requested by the cluster c i is denoted by z i . The spatial reuse of the channel is available [6] , i.e. if two transmissions do not interfere with each other, they can use the same time slot. The gateway allocates resources to clusters, but do not know the information about intra-cluster transmissions. So we use the cluster interference model: if transmissions in c i interfere with that in c j , c i and c j interfere with each other. c 0 includes all cluster heads, and then it interferes with all other c i . So the cluster interference model ignores c 0 . In our algorithms, the scheduling of c 0 is also different to other c i . The cluster interference model is characterized by G=<V,E>. V={c 1 ,c 2 ,...}, and E is the set of edges, each element e ij ∈E represent c i and c j interfere with each other.
To sum up, given G and T, our objective is to scheduling all inter-and intra-cluster transmissions under the real-time constraint and the interference-free constraint.
Scheduling and analysis
Our scheduling algorithm includes two stages. The first stage is intra-cluster transmission scheduling and the second is inter-cluster scheduling. The second stage starts at the end of the first stage and the time slots used by the first stage can be calculated according to Theorem 1. The two stages are managed by routers and the gateway, respectively. So our algorithm can quickly determine the transmission scheduling.
Intra-cluster Transmission. A mutual interference set u a ={c 1 ,c 2 ,…} is defined as a maximal set of mutual interference clusters, i.e. u satisfies the following two conditions: if each c i , cj∈u a , then e ij ∈ G; if c i ∉ u a , then ∃ c j ∈ u and e ij ∉ G. The relationship between mutual interference sets is characterized by H=<U,D>. U is the set of u i . D is the set of d ij . If ∃ d ij ∈D, then u i ∩ u j ≠ φ . Ht denotes a depth-first spanning tree of the graph H. We use notation u i → u j to indicate that u i is the ancestor of u j in Ht.
If a G includes cycles, we say that its Ht is cyclic; otherwise, its Ht is acyclic. The G with cycles represents that the interferences between each cluster are complex. In this case, avoiding these interferences needs more time slots, i.e. if there are cycles in the G, the schedulability will be decreased. So, when the network is placed, cycles should be avoided. In this paper, we focus on the acyclic Ht.
All clusters in the same mutual interference set interfere with each other, and then their transmissions are scheduled serially. So we use one one-dimensional coordinate system to describe the result of allocating resources in a mutual interference set, as shown in (1)
Proof: We set that the last time slot assigned to u i is denoted by δ i and
To prove Theorem 1, the following two parts must be proved: first, for each u i , δ i is not more than δ max , so the completion time is δ max ; second, if t k ≤ δ max , there must be S[max][k] ≠ 0, so δ max is equal to Equation (1). As illustrated in Fig. 3-(a) , we assume ui is the first in DFS sequence to have a bigger δ 1 than u max , i.e. if ∃ u i → u 1 , then δ i < δ 1 . Since
, there must exist an idle block B on u 1 -axis. A represents excess slots. We assume there exist C which is not the inherited slot from ancestors. But before allocating C, B should be allocated (lines 7-9). Therefore, all of allocated time slots in A are inherited from u 1 's ancestors, i.e. ∃ u 2 → u 1 and δ 2 ≥ δ 1 , which contradicts the assumption of u 1 . So u 1 does not exist, and the completion time is δ max .
As illustrated in Fig. 3-( ∑ , there must exist an idle block D in u 1 . If there is D, then E is inherited from u 1 's ancestors. According to the above processes, we can trace back to the root node u root with an idle block F. But u root is the first node to be dealt with, so the idle block F must not exist. Therefore, the assumption for B is wrong, and then δ max = max j j c u
Inter-cluster Transmission. For mesh networks, Saifullah et al. [2] proposed a heuristic real-time scheduling algorithm, which is the state of the art. In this paper, inter-cluster transmissions begin to be scheduled after intra-cluster transmissions scheduling completion. This case can be seen as all inter-cluster packets are released at the same time, which is a special case of [2] . So we use it as our inter-cluster scheduling algorithm. The time slots of intra-cluster transmissions have been analyzed. So the anticipated release time defined by [2] is represented as
Where PoS denotes the Period of Superframes and other notations are described in [2] .
Experimental Results
The mesh network is generated randomly, and each node in the mesh network is a cluster head. For each cluster head, 2~20 cluster members are jointed randomly. We compare our algorithm WSA to the algorithm in [2] . There are 1000 superframe sets solved at each measurement point. The performance metrics: the Scheduling ratio is the percentage of superframe sets for which an algorithm
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Computer and Information Technology is able to find a feasible solution; the Running time is the total time required to find a feasible schedule for a superframe set. Fig. 4 and Fig. 5 is scheduling ratio comparison and running time comparison, respectively. From figures, we can see that our algorithm greatly decreases the running time, which only introduces small scheduling ratio degradation. It is because that [2] is the state of the art, but it only focus on small-scale networks. Fig. 4 Scheduling ratio under different network sizes Fig. 5 Running time under different network sizes
Conclusions
The real-time performance of the WIA-PA network limits its usage in industrial control systems. To address this problem, we propose a fast real-time scheduling algorithm based on hybrid centralized and distributed network management. Experimental results show that, comparing with the state of the art, our algorithm WSA greatly reduces the running time, and only introduces small scheduling ratio degradation.
