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Abstract
We present a new e.cient and robust backward induction algorithm, which is weakly monotonic, working
on bounded subsets without holes of lattices. We prove all its properties, give examples of applications, and
illustrate its behavior, comparing it with the natural extension of the unidimensional algorithm presented in
Puterman (Markov Decision Processes: Discrete Stochastic Dynamic Programming, Wiley, New York, 1994),
in the sense of Topkis (Frontiers of Economic Research Series, Princeton University Press, Princeton, NJ,
1998) and White (Recent Developments in Markov Decision Processes, Academic Press, New York, 1980,
261) and showing, also experimentally, that it is much more e.cient.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
Sequential decision processes are an extremely general framework for the formulation and solution
of nonlinear discrete optimization problems. They allow for the explicit incorporation of either-or
decisions as well as of the e?ects of underlying uncertainty that may be present in the system being
modelled. Their principal drawback is the tendency for the underlying state space of the formulation
to grow explosively with respect to the size of the system. However, when the goal is to obtain
numerical solutions, structural properties can lead to great gains in computational e.ciency. Thus, in
order to enable the e.cient computation of optimal policies in Markov models of sequential decision
processes, one is often interested in (nding structured policies. Monotonic optimal policies constitute
one of the most well-known and useful such characterizations ([9, Chapter 8] or [14, Section 4.7.3]).
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Our approach for obtaining weak monotonicity is based on the monotonicity research of [17,16].
We formulate the problem in a dynamic programming setting, and we show that the optimal policy
follows a weak monotonic optimal control by establishing the supermodularity of the objective func-
tion. This is a new result, which extends the monotonicity theory and partial ordering programming
techniques to bounded subsets of vector lattices.
The main structural property making all these mathematical tools applicable is the presence of
partial orderings in the state and respectively action spaces. Partial orderings have been recognized
as being important in many (elds, and such structures have received an increasing interest and
spread out from mathematics to biology, economics and also physics. In economics, the partial
orderings, doubled by the lattice programming techniques of [16], encompass many applications
in many production planning models ([10,8] for discrete-time production planning with stochastic
demand, [2,3,12] for the analysis of several attributes of a (rm’s short-run innovative activity).
In physics, the presence of partial orderings stands in the same class as spatial symmetries and
Hamiltonian structures for the study of dynamical systems. These properties make them have speci(c
types of behavior; for example, spatial symmetries give rise to conservation laws and multiple
bifurcations. As pointed out in [11], the presence of partial orderings restrains signi(cantly the
behavior, yet it allows for interesting trajectories and even chaotic ones. However, due to special
consequences, the chaotic behavior is unstable and not present for most initial conditions when
physically observing the system in the long term. This makes partially ordered dynamical systems
interesting and rich of possibilities. Moreover, since these studies emphasize the passive aspect, that
is observing the system and predicting its behavior, now, with results such as the ones presented
here, the presence of partial orderings can also bene(t to the control of such systems.
Another important issue is the so-called robustness of the solutions, that is the fact that the optimal
solution changes nonchaotically upon changes of value for exogenous parameters. It is known that in
general dynamic programming problems often the solutions are extremely complicated and nonrobust.
We are however able to prove, in this paper, that our results exhibit this sought-after property of
robustness.
This paper is organized as follows. In Section 2, we give the main de(nitions and explain the
mathematical objects we are dealing with. Then, in Section 3, we give su.cient conditions for weakly
monotonic nondecreasing policies, and in Section 4, we present the weakly monotonic nondecreasing
backward induction algorithm and illustrate its behavior through some examples, presenting some of
its possible applications. We also compare it to a monotonic backward induction algorithm, which
would require a much larger action space, thus a very impractically high time to be run. In Section
5, we prove the robustness of the optimal solutions, and, in Section 6 we conclude with a discussion.
2. Main denitions
We deal here with systems which evolve in time, being in some state xt from a set of available
states X (t) at time t. These systems evolve stochastically, and can be inJuenced by what are called
actions, applied to the system at decision time points. The evolution of the system is rewarded
according to the states it visits, and the goal is to (nd the appropriate actions for each state,
leading to optimal rewards. We model the evolution and control of the system through discrete-time
nonstationary Markov decision processes with (nite horizon. Our results can be easily extended in the
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case of in(nite horizon, but due to the computational complexity, the interest of such a generalization
is reduced.
The decision time points: They are equidistant and the decision point t corresponds to the begin-
ning of the review period t + 1. Say t ∈{0; 1; : : : ; T − 1}.
The state space and the action space: X (t) ⊂ Zq+ and the action set A(xt) ⊂ Zq+ in any state
xt ∈X (t) for t ∈{0; : : : ; T − 1}:
The immediate rewards: For any (xt; at)∈X (t)×A(xt), the immediate reward is rt(xt; at) and the
(nal reward is rT (xT )).
The transition probabilities: The nonstationary transition probabilities depend only on the deci-
sion time point, the observed state and the chosen action and not on the history of the process:
pt(xt; at ; xt+1), for any (xt; at ; xt+1)∈X (t)× A(xt)× X (t + 1).
Denition 1. A nonstationary Markovian (deterministic) policy is a sequence of decision rules, i.e.
=(a0; : : : ; aT−1), where at(xt)∈A(xt) for any xt ∈X (t). A nonstationary Markovian (deterministic)
policy is said to be a monotonic nondecreasing policy if at(x˜t)¿Zq+ at(xt), for any xt6Zq+ x˜t . A
nonstationary Markovian (deterministic) policy is said to be a weakly monotonic nondecreasing
policy if for any xt6Zq+ x˜t either at(x˜t)¿Zq+ at(xt), or at(x˜t) and at(xt) are not comparable.
We recall now some well-known de(nitions concerning the partial ordered structures.
Denition 2. A set X endowed with a reJexive, antisymmetric and transitive binary relation “6X ”
on X is called a partially ordered set (poset). Let K ∈X , and x∈K . We say that x¿X K if for all
y∈K , we have x¿X y. A subset K ∈ X is called increasing if x ∈ K; x˜ ∈ X and x 6X x˜ imply
x˜ ∈ K .
Denition 3. A lattice is a partially ordered set (X;6X ) where for any pair of elements there is a
least upper bound and greatest lower bound. Then Bot(Y ) is the bottom of Y ⊆ X if any y∈Bot(Y )
is a minimal element of Y and any two elements of Bot(Y ) are not comparable. Likewise, by
reversing the order we de(ne that Top(Y ) is the top of Y ⊆ X .
Denition 4. In the vector–lattice (X1× · · · ×XN ;6X1 ; : : : ;6XN ) we have a natural extension of the
partial orderings de(ned on each Xi, for any i∈{1; : : : ; N}, and we say that x; y∈X1× · · · ×XN are
in the relation “x6y” if componentwise xi6Xi yi; ∀i∈{1; : : : ; N}.
Denition 5. Let X; Y be posets. A function g:X × Y → R is supermodular, or equivalently super-
additive, if it satis(es: g(x+; y+) + g(x−; y−)¿ g(x+; y−) + g(x−; y+) for any x+¿X x− in X , and
y+¿Y y− in Y [14].
3. Weakly-monotonic nondecreasing policies—su!cient conditions
The goal of this section is to give su.cient conditions for the existence of weakly optimal mono-
tonic policies, in the case of a nonstationary discrete-time Markov decision model with bounded par-
tially ordered state space, and action space in the partially ordered vector–lattice ZN+ (see
De(nition 4).
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Lemma 6 (Extension of Theorem 2.8.1 (Topkis [16]), and Lemma 4.7.1 (Puterman [14])). Let X;
Y :=
⋃
x∈X Yx be posets, and g a real valued supermodular/superadditive function on (x; y)∈X ×
Yx. If we have
(1) for each x∈X there exists maxy∈Y g(x; y),
(2) Yx ⊂ Yx˜ for any x6X x˜∈X , and Yx = Yx˜ for any x; x˜∈X not comparable (i.e. the family
{Yx|x∈X } is expanding),
(3) for any x6X x˜∈X ⊂ Zq+, and y6 y˜∈Yx ∪ Yx˜ we have that y∈Yx and y˜∈Yx˜ (i.e., the family
is ascending)
then for any x+¿X x− in X , and any y− ∈Top argmaxy∈Y g(x−; y) either there exists y+ ∈
Top argmaxy∈Y g(x+; y) such that y+¿Y y− in Y , or there is no element in Top argmaxy∈Y g(x+; y)
comparable with y−.
Proof. Let x+¿X x− in X , and choose y6Y yx− ∈Top argmaxy∈Y g(x−; y) and y∈Y . Then there
exists x∈X such that y∈Yx ⊂ Y .
By de(nition of argmaxy∈Y g(x−; y) we have g(x−; yx−)− g(x−; y)¿ 0.
Because y6Y yx− we have that y∈Yx− by using Hypothesis 3 with Yx ∪ Yx− if x¿ x−, or by
using Hypothesis 2 otherwise. Since Yx− ⊆ Yx+ (by Hypothesis 2) we have that both y; yx− ∈Yx+.
Now, since g is a superadditive function and all the pairs are in the de(nition domain, we also have:
g(x+; yx−) + g(x−; y)¿ g(x+; y) + g(x−; yx−).
Rewriting the second inequality as g(x+; yx−)¿ g(x+; y)+[g(x−; yx−)−g(x−; y)] and using after-
wards the (rst inequality we obtain that: g(x+; yx−)¿ g(x+; y) for all y6Y yx− ∈Top arg
maxy∈Y g(x−; y), which concludes the proof by maximizing after yx− and y simultaneously.
When X; Y are lattices, argmaxy∈Y g(x−; y) is a lattice too, and max argmaxy∈Y g(x−; y) contains
only one element as proved by Topkis in his well-known theorem on maximizing a superadditive
function on a lattice.
Denition 7. Let S ⊆ Rq and T ⊆ Rm, and let ∫S dFt(w) be the probability measure of S with
respect to the distribution function Ft(w) on Rq. Ft(w) is said to be stochastically increasing in t
on T if
∫
S dFt(w) is increasing in t on T for each increasing subset S in R
q.
Lemma 8 (From Topkis [16]): Let J a subset of Rm and {Fj(w) : j∈ J} a collection of distribution
functions on Rq. Fj(w) is stochastically increasing in j on J if and only if
∫
h(w) dFj(w) is
increasing in j on J for each increasing real-valued function h(w) on Rq.
Corollary 9 (Generalization of Lemma 4.7.2 (Puterman [14])). Let Y a 7nite subset in Zq+. Let
{zj}j∈Y ; {z˜j}j∈Y ; {vi}i∈Y be real-valued nonnegative numbers indexed after Y . Suppose that for any
increasing subset K of Y we have
∑
j∈K zj¿
∑
j∈K z˜j and
∑
j∈Zq+ zj,
∑
j∈Zq+ z˜j are 7nite. If for
any i; j∈ (Y;6Zq+) such that i¿Zq+ j we have vi¿ vj then
∑
j∈Y vjzj¿
∑
j∈Y vjz˜j.
Proof. If the distribution function Fj(w) on Rq is discrete, the expected value of the real-valued
function h(w) on Rq ;
∫
h(w) dFj(w), becomes
∑
h(w)P{Xj = w}. By taking J = {1; 2} Fj(w)
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is stochastically increasing in j on J is equivalent with F2(w) is stochastically larger
than F1(w).
Proposition 10 (From Topkis [16]). Consider a discrete-time nonstationary Markov decision pro-
cess with 7nite horizon T , and 7nite-space and action space. If we have for any t ∈{0; 1; : : : ; T−1}
(1) A(xt) ⊂ A(x˜t) for any t ∈{0; 1; : : : ; T − 1} and all states xt6Zq+ x˜t ∈X (t) ⊂ Z
q
+
(2) rt(·; at); rT (·):X (t)→ R are nondecreasing in xt , for any (xt; at)∈X (t)× A(xt)
(3) the distribution function for the state w in the period t+1 given the state x and the action a,
Fx;a; t(w), is stochastically increasing in t, for any (xt; at)∈X (t)× A(xt).
Then u∗t (·) :X (t) → R is nondecreasing (with respect to the partial order on Zq+) for any
t ∈{0; 1; : : : ; T} where u∗t (xt) = maxat∈A(xt){rt(xt; at) + 
∫
ft+1(w)Fx;a; t(w)}.
In the case of bounded subsets without holes of the in(nite vector–lattice Zq+ we can use as in
[14] the terminology superadditive instead of supermodular, nondecreasing instead of isotone, while
considering maximization instead of minimization problems. For proving the existence of weakly
monotonic optimal policies we can use less restrictive requirements instead of the more general
requirement from [17]: for any t ∈{0; 1; : : : ; T − 1}; X (t) × A(xt) is a lattice with respect to the
partial order on the product space Zq+ × Zq+.
Proposition 11. Consider a discrete-time nonstationary Markov decision process with 7nite horizon
T , and 7nite-space and action space. If we have for any t ∈{0; 1; : : : ; T − 1} and any increasing
subset K in X (t + 1)
(1) X (t); A(xt), for any xt ∈X (t) are bounded subsets without holes of the in7nite vector–lattice
Zq+
(2) A(xt) ⊂ A(x˜t) for any xt6Zq+ x˜t ∈X (t) ⊂ Z
q
+, and A(xt) = A(x˜t) for any xt; x˜t ∈X (t) not com-
parable (i.e., the family {A(xt) | xt ∈X (t)} is expanding)
(3) for any xt6Zq+ x˜t ∈X (t) ⊂ Z
q
+, and a6 a˜∈ (At(xt) × At(x˜t)) ∪ (At(x˜t) × At(xt)) we have that
a∈A(xt) and a˜∈A(x˜t) (i.e., the family is ascending)
(4) rt(·; ·) is superadditive in (xt; axt)∈X (t)× A(xt)
(5) rt(·; at); rT (·) :X (t)→ R are nondecreasing (with respect to the partial order on Zq+)
(6)
∑
xt+1∈K pt(xt; at ; xt+1) superadditive in (xt; at)∈X (t)× A(xt)
(7)
∑
xt+1∈K pt(xt; at ; xt+1) is nondecreasing in xt ∈X (t), for any at ∈A(xt)
(8) if (∃)xt = x˜t ∈X (t) such that A(xt) = A(x˜t) then
∑
xt+1∈X (t+1) pt(xt; at ; xt+1) is nondecreasing in
at ∈A(xt), for any xt ∈X (t).
Then there exists optimal decision policies which are weakly monotonic nondecreasing in xt ∈X (t),
for any t ∈{0; 1; : : : ; T − 1}.
Proof. If we prove wt(xt; at) := rt(xt; at) +
∑
xt+1∈X (t+1) pt(xt; at ; xt+1) · u∗(xt+1) is superadditive in
(xt; at)∈X (t)× A(xt) we can apply Lemma 6 since maxat∈A(xt) wt(xt; at) is attained for (nite action
space and state space.
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Thus, for any x˜t¿Zq+ xt ∈X (t), and any a∗xt ∈Top argmaxaxt∈A(xt) wt(xt; axt); A(xt) ⊂ A(x˜t) and there
exists a∗˜xt ∈Top argmaxax˜t∈A(x˜t) wt(x˜t ; ax˜t) such that a∗˜xt¿Zq+ a∗xt or a∗xt is not comparable with any
element in Top argmaxax˜t∈A(x˜t) g(x˜t ; ax˜t). This property ensures the existence of weakly monotonic
nondecreasing optimal policies.
Let x˜t ∈X (t) such that x˜t¿Zq+ xt , and ax˜t¿Zq+ axt .
We consider in Proposition 10 a distribution function Ft(w) on Rq which is discrete. Then the
expected value of the real-valued function h(w) on Rq,
∫
h(w) dFt(w), becomes
∑
h(w)P{Xt =w}.
Thus, from Proposition 10, u∗t+1(·) :X (t + 1) → R is nondecreasing (according to the partial order
on Zq+) for any t ∈{0; 1; : : : ; T − 1}.
Let K ∈X (t) an abitrary increasing set and at6Zq+ a˜t ∈ (At(xt)×At(x˜t))∪(At(x˜t)×At(xt)) arbitrary.
By hypothesis, for any xt6Zq+ x˜t ∈X (t) ⊂ Z
q
+, and at6Zq+ a˜t ∈A(xt)∪ A(x˜t) we have that at ∈A(xt)
and a˜t ∈A(x˜t).
Since, A(xt) ⊂ A(x˜t) for any xt6Zq+ x˜t ∈X (t) ⊂ Z
q
+ we also have that at ∈A(x˜t). If a˜t ∈A(xt)
then
∑
xt+1∈K [pt(x˜t ; a˜t ; xt+1)+pt(xt; at ; xt+1)]¿
∑
xt+1∈K [pt(xt; a˜t ; xt+1)+pt(x˜t ; at ; xt+1)] holds directly
because
∑
xt+1∈K pt(xt; at ; xt+1) is superadditive in (xt; at)∈X (t)× A(xt).
If a˜t ∈ A(xt) then
∑
xt+1∈K pt(xt; a˜t ; xt+1) = 0. But in this case at6Zq+ a˜t , at; a˜t ∈A(x˜t), and∑
xt+1∈K pt(xt; at ; xt+1) is nondecreasing in at ∈Axt . This implies that
∑
xt+1∈K [pt(x˜t ; a˜t ; xt+1) +
pt(xt; at ; xt+1)]¿
∑
xt+1∈K [pt(x˜t ; a˜t ; xt+1)]¿
∑
xt+1∈K [pt(x˜t ; at ; xt+1)].
For any j∈X (t+1) we denote by zj : =[pt(x˜t ; a˜t ; j)+pt(xt; at ; j)], z˜j := [pt(xt; a˜t ; j)+pt(x˜t ; at ; j)],
and vj : = u∗t+1(j), in order to apply for them Corollary 9, which hypotheses are ful(lled. Thus, we
have
∑
j∈K [pt(x˜t ; a˜t ; j)+pt(xt; at ; j)]u
∗
t+1(j)¿
∑
j∈K [pt(xt; a˜t ; j)+pt(x˜t ; at ; j)]u
∗
t+1(j), which implies
that
∑
xt+1∈X (t+1) pt(xt; at ; xt+1)u
∗
t+1(xt+1) is a superadditive function in (xt; axt)∈X (t)×A(xt), for any
t ∈{0; 1; : : : ; T − 1}.
We assumed that rt(·; ·) is superadditive too in (xt; axt)∈X (t)×A(xt), for any t ∈{0; 1; : : : ; T −1}.
Since the sum of superadditive functions de(ned on the same domain remains superadditive
wt(xt; at) is superadditive in (xt; at)∈X (t)× A(xt).
4. Weakly monotonic nondecreasing backward induction
As we have said at the beginning of Section 2, the goal is to (nd optimal actions for each state.
This can be done through a recursive computation, starting from the latest moments in time and
working towards the beginning of time, via a general backward induction algorithm. Even when
monotonic policies can be found, as in [14], a monotonic backwards induction algorithm can be
used only for very particular nonstationary Markov decision processes (that is, only the states and
the actions are not time-dependent) with X = {0; 1; : : : ; M} with M (nite and with A(x) = A for all
x∈X .
However, here, from the results presented in Section 3, we can construct a new algorithm from this
family, which works on very general partially-ordered state and respectively action spaces, speeding
up the whole processing by a signi(cant factor. We call this new algorithm a weakly monotonic
nondecreasing backward induction algorithm. One of its main characteristics is the ordered sweeping
of the state and action spaces when looking for the max and the argmax, namely allowed by Lemma
6 and Proposition 11. These results basically allow the algorithm to look for candidate actions for
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the argmax for a given state x in the action space from which we extract all the inferior cones of
the elements of the argmax of all states x′ which are smaller than x, instead of looking for it in the
whole available action space.
4.1. Applications
As we have said in the Introduction, partial orderings have attracted attention in many (elds, being
recognized as important elements in the analysis of systems. We shall present here some possible
applications for the new tools described in this paper, building upon research using partial orders in
various dynamical systems.
Many of the modern water games pools for the public possess special devices to also create
waves and whirlpools. In physical terms, the mode interaction in Juids near an instability needs to
be studied in order to better control these devices. One such process, of three modes simultaneously
becoming unstable, can be described by equations of the form
dz1
dt
= z2;
dz2
dt
= z3;
dz3
dt
=−!z1 − "z2 − #z3 + az31 ;
where z1, z2 and z3 denote the modal amplitudes and !, ", # and a are control parameters of the
system (see [11]). Now, provided that a¿ 0, !¡ 0 and "¡ 0, the system possesses a partial-ordering
structure. We can control such a system by varying the control parameters and rewarding the states
having the desired modal amplitudes. A particular modelling of the random factors provides the
way of computing/estimating the transition probabilities, the states being the values of the modal
amplitudes. In this case, the weakly monotonic nondecreasing algorithm can bene(t from the partial
orderings on both state and action spaces when computing optimal values for the control parameters.
Another possible application, in another (eld, consists in managing an engineering design team,
where the states are composed of the status of ongoing work for each task, and the actions are the
precise requirements to work more, for each task. Rewards are computed according to market payo?
functions for an end-of-project tasks snapshot, according to the levels the engineers have been able
to attain. A more formal discussion with detailed examples and also comparisons for the algorithm
can be found in the next subsection.
4.2. The algorithm, with illustrating examples and comments
for each x∈X (T ) do u∗x ← rx endfor
for t from T − 1to 0 do
Current State Antichain0 ← BottomX (t)
for each x∈Current State Antichain0 do initialize Current Action Bottom[x]
endfor; i ← 0
whileCurrent State Antichaini = ∅ do
for each x∈Current State Antichaini do
Aˆ← {a∈A(t)|a6TopA(t) and ∀c∈Current Action Bottom[x]; a c}
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(u∗x ; A∗x )←
(
max;Top
a∈A
argmax
){
rt(x; a) +
∑
y∈X (t+1)
pt(x; a; y) · u∗y
}
endfor
Current State Antichaini+1 ← Bot
⋃
x∈Current State Antichaini {y∈ succ(x)|y6TopX (t)}
for each x∈Current State Antichaini+1 do
Current Action Bottom[x]← Top ⋃
y∈Current State Antichaini ;with y∈pred(x)
A∗y
endfor; i ← i + 1
endwhile
endfor; end
Let us follow the algorithm through a simple example, modelling a real-life problem which is
a particular case of the one presented in [6] with all its assumptions supported by experimental
evidence. We consider a team of M = 2 engineers solving a number of N = 3 concurrent design
tasks available at time t = 0. For each design task we have di?erent levels of performance, giving
the quality of its execution. Each performance level consists of a list of planned activities (to
be sequentially performed [1]) with solving times random variables i.i.d. Exp(') distributed (see
for empirical evidence [13,15]). To attain a performance level, we assume that the engineer has
to sequentially execute the design task at all previous performance levels, which implies di?erent
stochastic durations for the solving time, depending on the level initially speci(ed (i.e., Sn(l) is the
solving time of the task n at the required level l). New activities arrive at each of the design tasks
in progress according to a Poisson process. They appear as a result of the incapacity of solving the
design task with its current description, so we model them to have pre-emptive resume priority over
the planned activities.
The designed product is rewarded with a multiplicative market payo? function as in [18] if the
product is fully functional at the deadline T=2 (i.e. the levels achieved will be greater than or equal
to the minimum levels lmin(n) (xed in advance for each task n∈{1; 2; 3}). The manager decides the
levels up to which the design tasks should be performed. He wants to be sure with the safety level
* = 0:85 that at the deadline the decided levels will be achieved. If we formulate the problem as
a Markov nonstationary decision problem (see [6]) we will have the following constraints for the
state and action spaces:
X (t) =

x(t)
∣∣∣∣∣∣∣∣
x(t) = (l(1; t); : : : ; l(N; t))∈ZN+ and
Pr
{
N∑
n=1
Sn(lmin(n))6M (T − t)
}
¿ *

 (1)
A(x(t)) =

a(t)
∣∣∣∣∣∣∣∣
a(t) = (a(1; t); : : : ; a(N; t))∈ZN+;
Pr
{
N∑
n=1
Sn(a(n; t))6M (T − t)
}
¿ *

 (2)
since the engineers have a (nite solving capacity. The action a(t) in the state x(t) decides how
many other levels above x(t) we want to perform for each of the design tasks. The level up to
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which the design task n may be performed after the action a(t) was taken is l(n; t) + a(n; t). The
probability constraint from (1) reJects the requirement of reaching from x(t) a fully functional, and
thus rewarded product, in the remaining (T − t) decision steps. The transition probabilities of the
Markov process can be calculated via numerical inversion of a two-dimensional Laplace transform
as in [6]. Let us consider an instance of this problem with the following characteristics for the tasks,
giving, for each one, triples with the number of levels, the number of activities per level (unit of
work), and the minimum level required: task #1 has (13; 80; 1), task #2 has (17; 90; 2) and task #3
has (14; 73; 0). The states and actions are:
X (0) = {(0; 0; 0)}
X (1) = {(0; 1; 0); (0; 1; 1); (0; 2; 0); (1; 0; 0); (1; 0; 1); (1; 1; 0); (2; 0; 0)}
X (2) = {(1; 2; 0); (1; 2; 1); (1; 3; 0); (2; 2; 0)}
A(0) = {a|(0; 0; 0)6 a6 b;with b∈B}; where
B= {(0; 0; 5); (0; 1; 3); (0; 2; 2); (0; 3; 1); (0; 4; 0); (1; 0; 4); (1; 1; 2); (1; 2; 1);
(1; 3; 0); (2; 0; 2); (2; 0; 3); (2; 1; 1); (2; 2; 0); (3; 0; 1); (3; 1; 0); (4; 0; 0)}
A(1) = {a|(0; 0; 0)6 a6 {(0; 0; 2); (0; 1; 1); (0; 2; 0); (1; 0; 1); (1; 1; 0); (2; 0; 0)}}
Now, if we want to solve this problem with a monotonic multi-dimensional algorithm in the sense of
[16,17], by naturally extending the unidimensional algorithm presented in [14], we have to complete
the action space up to a lattice. That is, for the values presented before, the action space contains
now all triples up to (4; 4; 5) for t=0 and up to (2; 2; 2) for t=1, which obviously adds many more
actions to test for. Moreover, this entails an increase of the state space, since the engineers were
supposed to work up to the required levels, and the only transitions with zero probability from a state
x(t) upon action a being those for states outside the interval [x(t); x(t) + a(t)]. Here, thus, there are
actions greater than in the setting of our algorithm, leading to a serious extension of the state space.
We have run simulations for several values of the above parameters, and compared the increase of
number of considered states and also of considered actions when computing the maximum, in both
cases, of our algorithm and of the natural extension of [14] in the sense of [16,17]. We give in
Table 1 these results for a comparison. Our algorithm has (nished in all cases, while the natural
extension has been able to (nish only for N = 3 (and T = 2; 5); for the other cases, we decided to
extend the initially decided period of simulation from several minutes to several days, and thus only
reported lower bounds.
Moreover, the weakly monotonic actions are more natural in a lot of practical situations like
this one, and the weakly monotonic backward induction algorithm preserves the robustness of the
algorithm that can be derived following the lines of [16], as it is proved in Corollary 13 and in
Proposition 12.
Let us now follow step by step the algorithm, for T = 2; N = 3. Let t = 1, then BottomX (1) is
{(0; 1; 0); (1; 0; 0)}, and so is set Current State Antichain0. The top of actions is TopA(1) = {(0; 0; 2);
(0; 1; 1); (0; 2; 0); (1; 0; 1); (1; 1; 0); (2; 0; 0)}, thus the search considers all actions between (0; 0; 0) and
this top, from the set Aˆ. Since the minimum levels are (1; 2; 0), the only action leading to re-
warded states is (1; 1; 0) for (0; 1; 0) and (0; 2; 0) for (1; 0; 0) forming their argmax. Now a new
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Table 1
Comparative results: our algorithm versus the natural extension of the unidimensional one from [14] in the sense of [16,17]
Parameters States Actions
T N Our algo. Nat. ext. Our algo. Nat. ext
2 3 12 6901 94 3956
2 5 21 ¿5000 2881 ¿27; 800
2 10 26 ¿6000 10,748 ¿69; 000
2 15 28 ¿12,000 19,457 ¿132; 000
5 3 66 21,902 498 18,580
5 5 146 ¿38,700 2996 ¿25; 700
5 10 168 ¿118,700 44,993 ¿756; 000
5 15 240 ¿155,000 204,734 ¿2; 640; 000
antichain has to be constructed, from their immediate successors. Thus Current State Antichain1 =
{(0; 1; 1); (0; 2; 0); (1; 1; 0); (1; 0; 1); (2; 0; 0)}, the (rst two having the bottom of actions set to (1; 1; 0)
being successors only of (0; 1; 0), the last two to (0; 2; 0) and (1; 1; 0) to both. The while loops, but
with a smaller set Aˆ. For instance, for the state (0; 2; 0), the actions (0; 1; 0), (1; 0; 0) and (0; 0; 0) are
eliminated thanks to the weak monotonicity, and among the others, (1; 0; 1) is computed as being
the best. This is the last antichain for t = 1, and then t goes to 0, and all this restarts, with one
state, (0; 0; 0). The optimal action for it is (1; 2; 1).
5. Robustness of the optimal weakly monotonic nondecreasing policies
Dynamic programming problems provide optimal policies, which are very often too complicated
to be used for deriving insights about the given problem (see a survey in [5]). By studying only the
weakly monotonic policies, we are able to describe how the optimal policies change in response to
some of the changes of the exogenous parameters.
Intuitively one might expect that the monotonicity of the decision rules would imply a stable
structure of the optimal paths (i.e., an increase in a exogenous parameter - will lead to a uniform
increase of the optimal path). While this statement is true in the unidimensional stationary case (see
[4] for a proof), this is not necessarily true in higher dimensions, since the optimal paths arising
from monotonic decision rules can be extremely complicated. In [7] a two-dimensional example of
a chaotic optimal path for a monotonic decision rule is given, as well as an analysis of connections
between monotonic policies and the optimal path when A(xt) are sublattices of Rm for any xt ∈X (t).
Our weakly monotonic policies have an even more complicated structure since the Top arg
maxaxt∈A(xt)wt(xt; axt) contains points that are unordered with respect to each other, and then it can
happen for some optimal decisions of the same review period to be unordered. If we strengthen the
assumptions on the action space and we require it to be a lattice instead of partially bounded subset
of Zq, for all these unordered actions there will exist a greater action (their max) in the vector order
that will be optimal. The problem is that the existence of such “max” actions implies in a lot of
real-life situations (i.e., economics, physics) a large increase of the action space, and implicitly of
the state space, as exempli(ed in Section 4.2. However, we are able to prove a non-chaotic behavior
even without the lattice requirement.
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Proposition 12 (Generalization of Corollary 1, Friedman and Johnson [7]). Let X; Y :=
⋃
x∈X Yx be
posets, /∈Rm a sublattice and g a real valued supermodular/superadditive function on (x; -; y)∈X×
/× Yx. If we have
(1) for each (x; -)∈X ×/ there exists maxy∈Y g(x; -; y)
(2) Yx;- ⊂ Yx˜; -˜ for any x6X x˜∈X , -6 -˜∈/, and Yx;- ⊂ Yx˜;- for any x; x˜∈X not comparable
(3) for any x6X x˜∈X ⊂ Zq+, -6 -˜∈/, and y6 y˜∈ (Yx˜; -˜∪Yx;-) we have that y∈Yx;- and y˜∈Yx˜; -˜
(i.e. the family is ascending)
then for any x+¿X x− in X , - −6 - + ∈/ and any y− ∈Top argmaxy∈Y g(x−; - −; y) there ex-
ists y+ ∈Top argmaxy∈Y g(x+; - +; y) such that y+¿Y y− in Y , or there is no element in Top arg
maxy∈Y g(x+; - +; y) comparable with y−.
Proof. Let x+¿X x− in X , and choose y6yx− ∈Top argmaxy∈Y g(x−; - −; y), for - −¡- + ∈/.
Then there exists x∈X such that y∈Yx ⊂ Y .
By de(nition of argmaxy∈Y g(x−; - −; y) we have g(x−; - −; yx−) − g(x−; - −; y)¿ 0. Because
y6yx− we have that y∈Yx;- −=Yx− ; - − , if x and x− are not comparable (Hypothesis 2; y∈Yx;- − ⊂
Yx− ; - − , for x6 x− (by Hypothesis 2); and y∈Yx− ; - − for x¿x− (by Hypothesis 3 with Yx;- − ∪
Yx− ; - −). Since Yx− ; - − ⊆ Yx+ ; - + (by Hypothesis 2) we have that both y; yx− ∈Yx+ ; - +.
Since g is a superadditive function we also have: g(x+; - +; yx−) + g(x−; - −; y)¿ g(x+; - +; y) +
g(x−; - −; yx−). Rewriting the second inequality as g(x+; - +; yx−)¿ g(x+; - +; y)+[g(x−; - −; yx−)−
g(x−; - −; y)] and using afterwards the (rst inequality we obtain that: g(x+; - +; yx−)¿ g(x+; - +; y)
for all y6Y yx− in Top argmaxy∈Y g(x−; - −; y). This concludes the proof.
A simpler behavior of the optimal sample paths occurs when in the parametrized Markov process
we have separable objectives, in the sense that wt(xt; at ; -) = g(xt; at) + h-(xt).
Corollary 13. Let X; Y ∈Rq be posets, g :X × Y → R a supermodular/superadditive function, and
h :X → R a nondecreasing function with respect to the partial order on X . If for each x∈X there
exists maxy∈Y g(x; y) then for any x+¿X x− in X , and any y− ∈{Top argmaxy∈Y g(x−; y)+h(x−)}
there exists y+ ∈{Top argmaxy∈Y g(x+; y)+h(x+)} such that y+¿Y y− in Y , or there is no action
in Top argmaxy∈Y g(x+; y) comparable with y−.
Proof. The function h :X → R is a constant function in y∈Y and then Top argmaxy∈Y [g(x−; y) +
h(x−)] = Top argmaxy∈Y g(x+; y).
6. Discussion
We have presented a new way of obtaining weakly monotonic policies for nonstationary Markov
decision processes in partially ordered spaces. We have thus extended the monotonicity theory and
partial ordering programming techniques to bounded subsets of vector lattices. We have proved the
needed properties by establishing the supermodularity of the objective function, after formulating the
problem in a dynamic programming setting. We are thus following the line of research of [17,16].
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We have also compared this new algorithm to the natural extension of the unidimensional algorithm
presented in [14], showing theoretically and experimentally that the latter considers much more
actions and states, having therefore an impractically high complexity, and that our algorithm also
preserves the robustness of the latter. We have also mentioned possible applications taking advantage
of the presence of partial orderings, in various domains such as physics and economy.
As open problems, we can think of improving the algorithm to obtain stronger monotonicity, and
to lower even more the search of action and state space complexities. Finally, another interesting
question is the possibility of further generalizing these techniques to arbitrary partially ordered sets.
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