The Hearing Impaired People (HIP) cannot distinguish the sound from a moving vehicle approaching from their behind. Since, it is difficult for hearing impaired to hear and judge sound information and they often encounter risky situations while they are in outdoor. If HIP's can successfully get sound information through some machine interface, dangerous situation will be avoided. Generally the profoundly deaf people do not use any hearing aid which does not provide any benefit. This paper presents, simple statistical features are used to classify the vehicle type and its distance based on sound signature recorded from the moving vehicles. An experimental protocol is designed to record the vehicle sound under different environment conditions and also at different speed of vehicles. Basic statistical features such as the standard deviation, Skewness, Kurtosis and frame energy have been used to extract the features. Probabilistic neural network (PNN) models are developed to classify the vehicle type and its distance. The effectiveness of the network is validated through stimulation.
Introduction
People with hearing impairment are exposed to many environmental hazards. One such danger is when they walk on roads and unaware of the vehicles approaching them from their behind. Sound Signature of a moving vehicle is mainly influenced by the engine vibration and the friction between the tires and the road. This research is mainly proposed to recognize the vehicle type and the distance type of a moving vehicle using acoustic sound recorded from the vehicles. Hearing impaired persons (HIPs) are estimated as 320,000 in 2001 by ministry of Health, Labour and Welfare in Japan, and it is forecasted that its actual number is possibly higher [1] . World Health Organization (WHO) estimates the disabilities of hearing in both the ears are approximately 278 million in 2005 [2] . According to the Social Welfare Department of Malaysia (SWDM), number of registered hearing impaired persons are estimated as 29,522 in 2006 [3] . Several studies have investigated that the variety of devices are introduced to provide acoustic information through senses of touch or vision for hearing impaired. Electro tactile sound detector for deaf has been proposed by Frank A. Saunders and his co researchers [4] in 1973, proposed two microphones to observe sound signal and it is converted into electric pulse. Frank A. Saunders et.al [5] developed a tactile aid for the profoundly hearing impaired children to help understand the speech. In 1986, Arthur Boothroyd et.al, [6] have developed a wearable tactile sensory aid which presents a vibratory signal representative of voice pitch and intonation patterns to the skin. An extensive literature on the state of the art vehicle classification analysis was done by Hanguang Xiao and his co researchers [7] .Usually same type of vehicle working in similar condition generate similar acoustic sound signal [8] . Amir Y.Nooralahiyan et.al, [9] proposed a vehicle classification method based on acoustic signature analysis using Linear Predictive Coding. Huadong Wu, Mel Segel et.al, [10] proposed eigenfaces method to recognize the vehicle sound signature based on the frequency vector principal component analysis (PCA). Kazuhide Okada, Gwan Kim et.al, [11] computed the direction of the vehicle by comparing the amplitude of the sound signals captured by two microphones. In recent years wavelet place a important role of identifying and classifying the vehicle type. Jose E.Lopez, Hung Han Chen, Jennifer Saulnier [12] proposed wavelet-based feature extraction for target identification. Amir Averbuch, Eyal Hulata et.al, [13] proposed wavelet packet algorithm for classification of vehicles. Amir Averbuch, Vlery A.zheludev et.al, [14] computed wavelet based algorithm is used for detection of moving vehicles. Studies have also been done for vehicle identification using noise or sound signature from the moving vehicle. Henryk Maciejewski et. al. [15] applied neural classifier to classify the moving vehicle based on sound produced by engines. A wide range of work has been done for the vehicle type classification only. Based on literature, it has been observed that most of the authors repeated classification of vehicle type only. Distance of a vehicle moving towards a hearing impaired is an important task to be considered for analysis. In this research, time domain statistical feature extraction method and neural network model has been used to identify the vehicle type and its distance based on sound signal from the moving vehicle.
Feature Extraction

Preprocessing
The sound signal is recorded at a sampling rate of 44100 kHz. The normal human auditory system responsive to the frequency ranges from 20 Hz to 20 kHz [16] . The signal is then down sampled to 22050 kHz for processing. The time taken by the vehicle to travel the distance of 100 meters is also calculated. The distance between A and B is divided into four zones namely zone1, zone 2, zone 3 and zone 4 respectively. The signal obtained from the last zone is not considered as it is very close to the target. The zone signals are then subdivided into five equal subzones. The signal corresponding to each subzone is further segmented into definite frames of size 1024 with an overlap of 50 percent. The number of frames corresponding to a particular zone varies as the speeds of the vehicles are not same. The number of frames in each subzone ranges between5 to 8.
Statistical time domain features:
Feature extraction algorithms are developed to extract statistical time domain features namely: Energy, Kurtosis, Skewness and Standard deviation from each frame. where kj x = th k frame energy,
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Skewness: Skewness is an attribute of a distribution. A distribution that is symmetric around its mean has skewness zero. Skewness of the frame is computed using the equation (1.6). In this research, in order to determine the optimal number of consecutive frames that will produce high classification accuracy, a simple analysis has been made in the statistical features extracted from the consecutive frames. In order to determine the type and the position of vehicle, statistical feature is extracted from the segmented frame signals. The time domain statistical features are extracted from the frames are then associated to the vehicle type and zone position and a database is created. Further, the features from two consecutive two frames are combined together and associated to the vehicle type and associated to the zone position and the second database is created. In a similar manner the statistical features obtained from 3, 4 and 5 consecutive frames are combined together and three more databases are created. Thus we have created five different features database by combining consecutive frame features. The features in the data sets are then normalized using binary normalization method so as to rescale the values into a definite range (0.1 -0.9). The samples in the data sets are further randomized and for each data set three different sets of training samples namely 60 %, 70 % and 80 % of the total samples are selected at random.
Probabilistic neural network (PNN)
An artificial neural network is an information processing system that has been developed as a generalization of the mathematical model for human cognition [17] . PNN is one of the supervised neural networks proposed by Donald F. Specht and it is a kind of radial basis network suitable for classification problems. The PNN is a direct continuation of the work based on Bayesian classification and classical estimators for probability density function. Spread factor/smoothing is the only factor need to select for training. The network structure of PNNs is similar to that of backpropagation the primary difference is that uses exponential activation function instead of sigmoidal activation function and also the training time is lesser compared to multilayer feed forward network trained by backpropagation algorithm. The probabilistic neural net consists of four types of units, namely, input units, pattern units, summation units, and an output unit.
While developing the Probabilistic network models, the number of input neuron various depending upon the feature data set. Using the guideline proposed in Master [18] , the number of hidden neurons are chosen. For all the network models, the number of output neurons are fixed as one. The network was tested using the testing data samples and its performance is validated by measuring the classification accuracy. The network model is trained for 25 times and considered as one trail.Five such trails are carried out and the average classification accuracy, for all the network models are shown in Table 2 . From Table 2 it can be observed that the features obtained from the consecutive frames gives better classification accuracy than other number of frame arrangements.
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Noise, Vibration and Comfort From table 2, it can be further observed that network models with four frames has the highest mean classification accuracy of 90.4%, 92.5% and 94.5% respectively for the 60%, 70% and 80% training data sets. From Table 3 it can be observed that the features obtained from the consecutive frames gives better classification accuracy than other number of frame arrangements. From table 3, it can be further observed that network models with four frames has the highest mean classification accuracy of 89.3%, 90.9% and 92.8% respectively for the 60%, 70% and 80% training data sets. 
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