Abstract-Passive expressions in Algol-like languages represent computations that read the state but do not modify it. The need for such read-only computations arises in programming logics as well as in concurrent programming. It is also a central facet in Reynolds's Syntactic Control of Interference. Despite its importance and essentially basic character, capturing the notion of passivity in semantic models has proved to be difficult. In this paper, we provide a new model of passive expressions using an automata-theoretic framework recently proposed by the author. The central idea is that the store of a program is viewed as an abstract form of an automaton, with a representation of its states as well as state transitions. The framework allows us to combine the strengths of conventional state-based models and the more recent event-based models to synthesize new "automatabased" models. Once this basic framework is set up, relational parametricity does the job of identifying passive computations.
I. INTRODUCTION
Denotational semantic models of programming languages are meant to provide a rigorous conceptual foundation for understanding the computations expressed in languages as well as for reasoning about them. In devising such models, one is faced with the challenge of how best to capture the intuitions the programmers possess in understanding computations and incorporate them in a rigorous theoretical framework.
The traditional models for imperative programming languages, dating back to those of Scott and Strachey, are statebased. These models envisage that programs operate on a store which goes through states. Commands are interpreted as functions from states to states, factoring out all the internal state manipulation details carried out by them. Thus, these models may be regarded as being extensional in their treatment of the store. Examples of such models include the original models due to Scott and Strachey [33] , the functor category models initiated by Reynolds [22, 30, 34] and their refinements using relational parametricity [18, 19] .
In more recent developments, an alternative event-based approach for modeling computations has come to the fore. These models eschew any notion of store or state. They view commands as processes that interact with the individual storage variables via interaction events. The process-based view of commands exposes all their internal state manipulation details and makes the models intensional. On balance, however, the data abstraction and information hiding aspects of storage variables are captured more directly in these models. They are also able to model the intensional aspects of the computations such as the idea of "irreversible state change," leading to strong full abstraction results. Examples of such event-based models include the process calculus models due to Milner and Hoare [11, 16] , the author's object-based models [15, 24, 25] and the games models [1, 2] .
In an effort to combine the advantages of state-based and event-based models, we recently initiated a new approach using an automata-theoretic view of th store [26, 27] . The store is viewed as an automaton with an explicit representation of the states as well as the state transitions. The use of states allows an extensional treatment of commands and the use of state transitions captures some aspects of the modelling available in event-based models. We showed that several program equivalences that could not be validated in the pure state-based models are valid in this setting.
In this paper, we take a further step in the development of the automata-theoretic model by modelling passive expressions. Passive expressions read the storage variables to compute values, but they do not alter the store. Typical programming languages allow side-effects in expressions for practical reasons, leaving it to the programmer to use them judiciously. 1 However, passive expressions form an integral part of program reasoning. For instance, in Hoare Logic [10] , expressions can be embedded in logical assertions, where any side effects can lead to an entirely incoherent formalism. In concurrent programming, passive expressions form an important tool for sharing resources across processes. Various program reasoning systems, ownership type systems etc. incorporate explicit annotation for "read-only" or "immutable" variables, which depend on notions of passive usage [14, 17] . In particular, the use of "fractional permissions" is an advanced mechanism to capture the passive use of storage, currently an active area of research [3, 4, 28] .
Modeling passivity in extensional models is a significant challenge because passivity appears to be an intensional phenomenon: what a computation does internally in order to produce its results. If we think of modelling expressions as extensional functions of type State → Value, we have no handle on what such a computation might do. It might internally calculate a new state (which means a state change in computational terms), and do further computations within the new state to deliver the result. The new state is eventually discarded, and the expression would have had a "temporary side effect." This kind of a phenomenon can be captured syntactically by a "snap back" combinator of the form: do C result E which means "execute the command C and return the value of expression E, discarding the effects of C." The presence of such a snap back combinator in the semantic models breaks intuitive program equivalences. For instance, consider the equivalence:
where f is a function procedure taking an expression argument. Since f is called only in the case where x is 0, giving it 0 as the argument instead of (deref x) should give equivalent results. However, in a semantic model that contains the snap back operator, there are functions f that break this reasoning, for example:
With this procedure f , the left hand side evaluates to 1 whereas the right hand side evaluates to 0. Virtually all extensional models in the literature, with the exception of the Tennent's model [34] , have such snap back combinators. We get around the difficulty by viewing the store as an automaton, which has an explicit representation of its states Q X as well as its allowed state transformations T X . The expression type may then be thought of as a type constructor parameterized by both the components of the automaton:
All computations are expected to be parametric [6, 19, 23, 32] , i.e., they are interpreted by parametrically polymorphic families of the form:
where F (Q X , T X ) represents the semantic type of the free identifiers. Since the result type EXP(Q X , T X ) is independent of the T X components, parametricity says that the family should behave the "same way," no matter what type T X is employed (subject to some constraints). In particular, it should produce the same results if a trivial collection of state transformations is employed, such as the one with just the identity transformation and its possibly diverging approximations. It then follows that the expression computation cannot cause any state changes, not even temporary ones. Thus passivity is captured in an intuitively satisfactory form.
The definition of this model builds on two technical innovations from our past work (joint with B. P. Dunphy). The first is the categorical axiomatization of relational parametricty presented in [6] . Since the overall structure is that of a categorytheoretic possible world model, as pioneered by Reynolds [30] , a categorical treatment of parametricity is needed to build 2 Imperative programming languages usually involve an implicit coercion that allows a storage variable to be treated as an expression that reads its contents. We represent this coercion as deref for clarity of exposition. the model we seek. O'Hearn and Tennent [19] initiated the building-in of relational parametricity into categories. However, their model does not have the requisite axioms, and snap back operators are present in their model. Our axiomatization is based on the notion of fibrations, well-studied in category theory [9, 13] , using which strong representation results were obtained in [6] . Its employment here gives further evidence of its power. The second innovation is the automata-theoretic modeling of the store presented in [26, 27] . In retrospect, this view of the store was already implicit in Reynolds's first functor category model [30] . However, the automatatheoretic intuitions behind his model were not recognized and subsequently ignored in all further work on functor category models. Our model seems to have been the first work that builds on Reynolds's ideas. The automata used in [26, 27] have components (Q X , T X ) with two elements of additional structure:
1) a monoid action of type α X : T X → Q X → Q X which represents a way of "running" a transformation on the states. 2) a state-reading operation of type read X : (Q X → T X ) → T X , which allows a state transformation to read the initial state and tailor its actions accordingly.
We called such structures "Reynolds transformation monoids," in honor of Reynolds's early insights. However, it was noticed that the monoid action component of the structure was nowhere used in the interpretation of the programming language. Therefore, we are led to drop this piece of structure, obtaining structures that we call "Reynolds monoids." This gives a more general setting. By requiring that relations only preserve the read operation, and not the monoid action, we obtain more relations, which gives a stronger parametricity criterion. This generalization is used in our intuitive argument above. In order to replace a state transformation component T X by a trivial one that allows no state changes, we need to allow for the possibility that the new transformations have a different effect on the state than the ones we are replacing. This generalization is crucial for modelling passivity. It might seem surprising at first that the relations between stores are not required to preserve the monoid action. The explanation is that, in imperative programming languages, the states are "abstract." There are no operations within the language which allow a program to examine the entire state. We can only obtain a "core dump" from the run-time environment outside the programming language. Programs can observe the state only by embedding such observations within other state transformations, which is provided for by the read operation.
In addition to this generalization, we also deal with the problem of how to capture the fact that passive computations at any type form a subset of all computations. This requires a class of monomorphisms in the category of stores which are preserved by all functors. In earlier work based on the Tennent's model [8, 21] , split monomorphisms, i.e., monomorphisms with left inverses, were employed. However, in our category of stores, the passivity monomorphisms do not have left inverses in general. We define a new class of monomorphisms, called cartesian monomorphisms, which exploit the fact that we are working in categories with relational parametricity structure. This class of monomorphisms seem to be new. It does not exist in traditional category theory.
Results
The main contribution of this paper is to provide a denotational model of Idealized Algol that satisfactorily models passivity. In particular, this means that passive expressions do not have side effects, not even temporary ones. In the main body of the paper, we do this for a language without divergence, for the sake of exposition, but treat it in such a way that it generalizes to divergence. The issues of divergence are then covered in Sec. V. The treatment without divergence is also novel in that it is the first model of passivity that is able to deal with a language without divergence. All the previous models, mentioned below, depend on the presence of divergence for modeling passivity. However, intuitively, passivity is independent of the issues of divergence. Our treatment is able to decouple the two issues.
To show that passive expressions do not have side effects, we prove results to the effect that functions of type A → P , when P is a passive type, only use the passive information of their arguments. The argument type can then be replaced by a "passified" version of A, denoted ℘A. Theorem 10 shows this property. In Section IV, we show the applications of the theory by discussing example program equivalences that are validated by the model.
Related work
The model of Specification Logic, due to Tennent [34] , was the first one to model passivity. The passivity aspects were further studied in [8, 21] . Tennent's model does not have relational parametricity, using morphisms instead of relations to capture the uniformity conditions. Passivity and other intensional properties are modelled through a form of "what if" modeling. Morphisms in the category of stores include, not only those needed for interpreting the programming language, but additional ones that are used in the logical analysis (including the left inverses of passivity monomorphisms). It is decided whether a computation is passive by asking the question of what would happen to it under a morphism that prohibits all state changes. If it remains the same, then it is regarded as passive. While intuitively appealing, this model has the unfortunate effect of becoming intensional (despite working in an extensional framework). Two program terms are equivalent only if they behave identically under all possible state change constraints. For example, the following intuitive equivalence is not valid in the model:
where gv(x) represents the condition that x is a "good variable" obtained by variable allocation. The reason for the failure is that left hand side of the equivalence would be undefined if state changes were constrained to those that preserve the even-ness of x, for example. As remarked earlier, event-based models are able to model passivity with relative ease. However, all such models are intensional and do not satisfy extensional equivalences like (2) . The "Passivity and Independence" model of the author [24] was historically the first one where the reflective subcategory structure of passive types was discovered. These ideas were later incorporated in the coherent space model [25] and the games model [2] . These models represent passivity by "fiat." Out of all possible events, certain event are designated as "passive," and the reflective subcategory structure is imposed via an axiom. In other words, these models state what is passive (rather correctly, it turns out), but do not explain what it means for a computation to be passive. The criticism that such a treatment lacks explanatory force, offered to the author by P. W. O'Hearn, P. Panangaden and others, formed the main driver for further investigation, culminating in the present results.
II. SEMANTIC FRAMEWORK
The semantic framework used in this paper is that of a category-theoretic possible worlds model, as advocated by Reynolds [30] . That means that the types of the programming language are interpreted as functors parameterized by stores (or "store shapes"). For example, EXP(X) represents the collection of expression meanings appropriate for stores of shape X, COMM(X) represents the collection of command meanings appropriate for stores of shape X etc. The store shapes must form a category where morphisms f : X → Y represent ways in which a store Y may be regarded as a "future world" of X (typically by allocating additional storage locations). It might in fact be helpful to think of such a morphism as a "function" going in the reverse direction, Y → X, capturing a way of "extracting" an X-typed store from a Y -typed one. The type functors, naturally, must map such morphisms to functions. For example, EXP(f : X → Y ) denotes the function that allows us to convert an expression on X-typed stores to one on Y -typed stores, which is possible because X-typed stores can be extracted from Y -typed stores.
In addition to morphisms, we consider abstract "relations" between stores, used for formulating the uniformity conditions of relational parametricity. For every pair of stores X and X , we have a notion of "relations" R : X ↔ X and a notion of morphisms preserving relations, which is written diagrammatically as a "square":
and textually as f R → S f . (The textual notation depends on the fact that all the structures we consider in this paper are relational, i.e., given f , f , R and S, there is at most one square of the above shape. Therefore R → S may be regarded as a normal set-theoretic relation between hom-sets X → Y and X → Y .) The type functors also map such "relations" between stores to relations between values, e.g., EXP(R) : EXP(X) ↔ EXP(X ), and "squares" to relationpreservation squares between functions.
Formally, the four components: store shapes, morphisms between store shapes, relations between store shapes and squares form a reflexive graph of categories. Further, they satisfy additional axioms laid out in [6] to form parametricity graphs. Formal definitions describing the structure may be found in the Appendix.
Reynolds monoids
We choose to model stores as an abstract form of automata similar to those studied in algebraic automata theory [7, 12] . Each such automaton has:
(containing the identity transformation, written as null X , and closed under sequential composition a · b), and • an operation read X : (Q X → T X ) → T X defined by read X p = λx. p x x. A structure of this form is called a Reynolds monoid.
The read X operation was proposed by Reynolds [30] , who called it "diagonalization." To see the motivation for it, consider interpreting a command of the form if p then c 1 else c 2 . This command reads the state to compute the boolean expression p and, depending on the result, executes either c 1 or c 2 , which are both expected to denote allowed transformations. The overall transformation must in turn be an allowed transformation. Since the command chooses one among several allowed transformations based on the current state, we expect that all such choices should be allowed transformations. The existence of the read X operation ensures this property. If a given automaton (Q X , T X ) does not have a read X operation, additional transformations can be added to T X to obtain a Reynolds monoid. We call it the "read-closure" of the original automaton.
As examples of Reynolds monoids, consider a store Z with
This store contains a single integer variable and allows it to be increased during computations (but not decreased). A passive store W has some state set, but only the do-nothing transformation T W = {null W }. For every store X, there is a corresponding passive store of X, denoted X 0 , which has the same state set as that of X and the trivial state transformations
Stores of this form arise as "abstract models of storage" [35] . They are not simply the stores arising in a plain execution of a program. Stores arising in execution will typically include all possible transformations [Q X → Q X ] as allowed transformations. The abstract stores are useful for program reasoning and for formulating the uniformity properties enjoyed by programs.
A relation of Reynolds monoids R : X ↔ X is a pair (R q , R t ) where
• R q : Q X ↔ Q X is a normal relation of sets, and • R t : T X ↔ T X is a monoid relation (compatible with identity transformation and composition), such that read X (R q → R t ) → R t read X . The identity relation of a Reynolds monoid X is I X = (∆ Q X , ∆ T X ) consisting of the diagonal relations on both the state sets and the transformations.
A morphism of Reynolds monoids
The condition on read can also be written using relational notation
The mutually opposite direction of the two functions f q and f t may be understood by thinking of morphisms f : X → Y as ways of extracting X-typed stores from Y -typed stores (or "simulating" Xtyped stores by Y -typed stores). This is best thought of as a morphism in the opposite category RM op :
The store Y is the more "concrete" store, closer to the physical memory locations, and the store X is the more "abstract" store, closer to the needs of the computational environment. To simulate X using Y , it should be possible to interpret all Ytyped states as X-typed states, which is done by the function f q . The transformations of the stores, on the other hand, are invoked by the computational environment in which the store is embedded. If the environment requests a transformation a on the X-typed store, the simulation must interpret it as a transformation f t (a) of the Y -typed store. This kind of bidirectional information flow is now well familiar from games semantics.
A square of Reynolds monoids is defined as a pair of relation-preservation squares (for sets and monoids, respectively):
Note that the squares on the right (in Set and Mon) have their standard meaning:
This data constitutes a reflexive graph category RM of Reynolds monoids.
Parametricity graphs
The so-called "parametricity graphs" are reflexive graphs of categories satisfying certain axioms, proposed in [6] for modelling relational parametricity. A parametricity graph is a reflexive graph that is:
• relational, i.e., there is at most one square of a given shape, • fibred with chosen cleavage, and • satisfies the identity condition, i.e., whenever f I A → I B g, we have f = g. The "relational" condition essentially simplifies the theory. The "identity condition" gives semantics to the identity relations. The "fibred" condition is a categorical treatment of inverse images of relations. A square: one can fill in a canonical (but not necessarily unique) relation R : A ↔ A that makes it a cartesian square. A "cleavage" is a particular choice of the canonical relations R for every f , f and S. When such a cleavage is given, we write the chosen relation R as f, f * S. This is just the standard notion of (Grothendieck) fibrations specialized to work with binary relations. In the notation of Appendix, it means that the functor G e ∂0,∂1
Dually, a reflexive graph is cofibred if it has cocartesian squares, which are obtained by filling in a canonical relation S : B ↔ B in the diagram:
For example, the reflexive graph Set is fibred and cofibred with a chosen cleavage. (Its objects are sets, morphisms functions, relations are set-theoretic relations and squares are relation-preservation squares.) The relation f, f * S is just the pre-image:
and the dual relation f, f ! R is the direct image:
The reflexive graph RM is a parametricity graph. It satisfies the identity condition because it is obtained by putting together Set and Mon, both of which satisfy the identity condition. It is fibred with chosen cleavage:
Diagrammatically:
It is not cofibred in general, but it does have some useful co-cartesian squares which will be useful in the next section.
Type functors
To interpret the types of Idealized Algol we use functors of appropriate kind from RM to Set, as shown in Fig. 1 . This formalizes the intuition mentioned in Introduction that types are interpreted as "type constructors" parameterized by the store automaton.
A reflexive graph-functor (RG-functor) F : G → H between reflexive graphs maps all four components of the reflexive graph (objects, morphisms, "relations" and squares) preserving their structure. A PG-functor is a reflexive graphfunctor that also preserves the cartesian squares and, in particular, the chosen cleavage:
We also insist that the functors used for interpreting Idealized Algol preserve all the co-cartesian squares that exist in RM.
The category of PG-functors of this kind is denoted C(RM).
The morphisms in C(RM) are transformations that preserve all morphisms (naturality) as well as all relations (parametricity). However, under the conditions of parametricity graphs, parametricity implies naturality [6] . So, we simply call them parametric transformations.
Theorem 1: If C is a parametricity graph, the category C(C) is cartesian closed. Products are given pointwise: (F × G)(X) = F (X) × G(X) and (F × G)(R) = F (R) × G(R). Exponents are given as in presheaf categories:
, where ∀ denotes the "parametric limit" (in Set) indexed by morphisms h originating from X [6] . Explicitly, the parametric limit consists of families of the form
that are parametric in the sense that
Since F and G are PG-functors, such families are automatically natural [6] . The relation ∀ S←R [F (S) → G(S)] relates two families t h h:X→Z and t h h :X →Z iff, for all relations S : Z ↔ Z and all h, h of appropriate types:
This result is a mild generalization of that in [6] . It establishes that the cartesian closed structure is present even for functors that preserve co-cartesian squares.
III. MODELING PASSIVITY
Intuitively, a computation is passive if it reads the state but carries out no state changes. Since our stores X = (Q X , T X ) have a state set component and a state transformation component, this means that passive computations should only depend on the Q X components and be independent of the T X components.
We use relational parametricity to formalize these concepts. Call a relation R : X ↔ X a transformer relation if its state set component is the diagonal relation: R q = ∆ Q X . There are no constraints on the transformation component of the relation (except those imposed by Reynolds monoids).
Definition 2: Given a PG-functor F in C(RM) and a store X, a value d ∈ F X is said to be passive if, for all transformer relations R : X ↔ X, d is related to itself by F R, i.e., d F R d. This accords with our intuition. Since transformer relations keep the state set components of worlds fixed but allow the transformation components to vary, if a value is related to itself under all such variations, it must be independent of the transformation components. It is easy to see that all values e ∈ EXP(X) are passive, as one would expect. On the other hand, in COMM(X), a value a is passive if and only if a R t a for all transformer relations R. This is only possible if a = null X , the do-nothing state transformation. (When we consider divergence, the passive command values include all approximations of null X .)
A PG-functor itself may be regarded as a passive functor if all its values are passive (for all stores X). We ensure this uniformly for all stores X.
Definition 3: A PG-functor F is said to be passive if, for all transformer relations R : X ↔ X, F R = ∆ F X . Note that EXP is a passive functor, and COMM is not. However, COMM has a passive subfunctor, denoted ℘COMM, which includes null X at every store shape X. We examine how to characterize the passive subfunctors.
Passivity monomorphism
Recall that, for every store X, there is a corresponding passive store X 0 , which has the same state set as X but has only trivial state transformations T X0 = {null X }. Since X 0 allows no state changes, we expect that all values d ∈ F X 0 are passive (for all PG-functors F ).
There is a passivity monomorphism p X : X 0 X given by the identity on state sets and the injection T X0 → T X . We will argue that this monomorphism is preserved by all PG-functors. It is easy to see that the passivity monomorphisms p X : X 0 X are cartesian. Hence, for all PG-functors F , F p X is a (cartesian) monomorphism. This means that F X 0 is always a subobject of F X. Under the assumption that F preserves co-cartesian squares in addition to cartesian squares, we can show that all passive values of F X are contained within the image of F X 0 .
Lemma 5: If F is a PG-functor that preserves co-cartesian squares, then a value d ∈ F X is passive if and only if there
The "only if" direction is based on the fact that every transformer relation R has the square:
Hence the image of F p X : F X 0 → F X contains only passive values. For the "if" direction, we use the co-cartesian square:
where X : X ↔ X is given by ( X ) q = ∆ Q X and ( X ) t = {(null X , null X )}. Since F preserves co-cartesian squares, this implies that all passive values of F X are contained within the image of F p X .
Passivity retractions
The passivity monomorphisms have retractions, i.e., morphisms r X : X → X 0 such that p X ; r X = id X . They are defined by (r X ) q = id Q X and (r X ) t = λa. null X . The reverse composite X = r X ; p X : X → X is then idempotent (a "split" idempotent). We can characterize passive values and passive functors in terms of the retractions as follows:
Lemma 6: An element d ∈ F X is passive if and only if
Lemma 7: A PG-functor F in C(RM) is passive if and only if F X = id F X .
While the split idempotents X lead to elegant theory, they do not generalize to divergence. So, we also consider a relational variant of X and state our results in terms of it. The relation ξ X : X ↔ X is given by (ξ X ) q = ∆ Q X and (ξ X ) t = { (a, null X ) | a ∈ T X }. This relation satisfies an important property:
Lemma 8: For any PG-function F in C(RM), the relation F ξ X : F X ↔ F X has as its domain the entire set F X and as its range the passive subset of F X.
Passive subfunctors
If F is a PG-functor in C(RM), there is a passive PGfunctor ℘F in C(RM) defined by
This definition is based on the following property.
Lemma 9: If F is a PG-functor in C(RM) and f : X → Y a morphism in RM then F f : F X → F Y sends passive values in F X to passive values in F Y .
Using Lemma 8, we can show the following result, establishing that passive functors form a reflective subcategory.
Theorem 10: If F and P are PG-functors in C(RM) where P is passive, there is a bijection between the parametric transformations F → P and parametric transformations ℘F → P .
Par(F, P ) ∼ = Par(℘F, P )
Proof: If t : F → P is a parametric transformation, the corresponding t 0 : ℘F → P has components (t 0 ) X that are just the restriction of components t X to passive values. We show that t 0 uniquely determines t. Since t preserves all relations, in particular the transformer relation ξ X : X ↔ X, we have a relation-preservation square (in Set):
Since ξ X is a transformer relation, P ξ X = ∆ P X . So, the above square means:
Since the range of F ξ X consists of only passive values (by Lemma 8) , this means that t X is uniquely determined by its action on passive values. Since, in the present case without divergence, the relations ξ X are just the graphs of the split idempotents X , we have
. So, the above result can be restated as a universal property:
Corollary 11: There is a parametric transformation pas F = F : F → ℘F such that the following universal property holds: every parametric transformation t : F → P to a passive PG-functor P uniquely factors through pas F .
The passive subfunctor operator ℘ is in turn a functor ℘ : C(RM) → C(RM). It enjoys the isomorphisms:
F ⇒ P ∼ = ℘F ⇒ P for passive functors P Proof: If t : F → G is a parametric transformation ℘t : ℘F → ℘G is just the restriction of t to passive values. The isomorphism, in fact, the equality ℘P = P is obvious because the passive subset of P X is the entire P X.
is in the image of (F × G)p X iff d is in the image of F p X and e is in the image of Gp X .
To be completed...
Passive subcategory
We may regard the passive functors in C(RM) as forming a full subcategory P(RM) and the functor ℘ as being of type C(RM) → P(RM) since it takes values in P(RM). The bijection of Theorem 10 can then be written as:
using an inclusion functor J : P(RM) → C(RM). It may be verified that the bijection is natural in F and P . This shows that P(RM) is a reflective subcategory of C(RM).
IV. APPLICATIONS
In this section, we examine the consequences of the theory developed in the previous sections.
Interpretation of Idealized Algol
Idealized Algol [30] is a simply typed lambda calculus (with call-by-name parameter passing) with basic types that support imperative computations.
The interpretation of types exp[δ], comm, var[δ], θ 1 × θ 2 and θ 1 → θ 2 is as PG-functors in C(RM), shown in Figure 1 . For readability, we have used notation such as EXP δ for
The interpretation of a term M with typing:
is a parametric transformation of type
This means that, for each store shape X,
such that all relations are preserved, i.e., for any relation R :
To the extent that Idealized Algol is a simply typed lambda calculus, this interpretation is standard [6, 19] .
The parameter u may be thought of as an "environment" that provides values for the free identifiers, specifically in the given world X. The meaning of a lambda abstraction
, which consists of families of the form t h h:Z←X . Here, we are using notation "Λh : Z ← X" borrowed from the polymorphic lambda calculus to express the parametrization by h. Note that the body of the abstraction λx : θ. M is interpreted in the future world Z and the environment u is "upgraded" to this world. We use the mnemonic short-hand notation a↑ In the interpretation of function application terms, we are again using the polymorphic lambda calculus notation to pass in the h argument, which is id X : X → X.
The imperative operations can be defined as a set of primitive constants, a sample of which are shown in Fig. 2 . Their interpretations should be mostly self-explanatory. We are using the notation p → v 1 ; v 2 to denote conditional expressions in semantic meta-language. Note that Reynolds's read operation is used in interpreting conditional commands as well as assignment, both of which use the current state information to construct a state transformation. Variable are represented as pairs of operations: an expression-typed operation that dereferences the variable and an "acceptor" that, given a value, stores it in the variable. The "newvar" primitive allocates a new variable in the context of a store X. It defines a new piece of store V with the state set [[δ] ] and all state-transformations on it, denoted T ([[δ]]). The "mkvar" construction provides the dereference-acceptor pair on this store. To add the store V to the existing store X, we use a tensor product on stores denoted
. The store X Y is defined as the Reynolds monoid:
This store has evident injections ι 1 : X → X Y and ι 2 : Y → X Y .
Examples
In the first place, let us note that the snap back combinator (do C result E) is ruled out. To interpret it we would need a parametric transformation of the form:
e(a(s))
We can see that it is not parametric. For example, the preservation of the relation ξ X : X ↔ X requires
which implies e(a(s)) = e(s) for all a ∈ COMM(X), e ∈ EXP(X) and states s ∈ Q X . It is clearly not the case because, if X has at least two states and a causes a state change, then e is not guaranteed to give the same results for both the states. Consider the equivalence stated in the Introduction:
This requires that, for all worlds X, values (e, a) ∈ VAR(X) and f ∈ (EXP ⇒ EXP)(X):
Consider a relation given by
Since e EXP(R) 0, we must have, for all states s such that e s = 0,
X (e, e 1 , e 2 ) = λs. e(s) → e 1 (s); e 2 (s) , a) , e) = read X λs. a(e(s)) Noting that ∆ Int is nothing but the equality relation, we have a proof of the equivalence. A more interesting variant of the above equivalence is:
where f : var → exp. The difference from the previous example is that we are passing the function procedure f the entire variable (x or y) rather than just an expression dereferencing it. So, one might wonder if there is a possibility of f changing the given variable. We argue abstractly, using the results of Theorem 12.
where, in the second last step, we used the fact that COMM has only one passive value at all worlds. The calculation shows that a function procedure that receives a variable argument only has the ability to use its deref operation.
V. HANDLING DIVERGENCE
To incorporate divergence, we define a parametricity graph of Reynolds monoids with divergence, denoted RM ⊥ , where the state transformations are partial functions Q X Q X . Such partial functions form a monoid in CPO ⊥ (a "complete ordered monoid"). An object X of RM ⊥ involves:
given by read X p = λx. p x x.. The state transformation components f t of morphisms are required to be strict and continuous, and the components R t of relations are required to be pointed and directed-complete. These properties are inherited from CPO ⊥ which is itself a parametricity graph [6] . Further details of the structure may be found in [26, 27] .
The passive store X 0 of a store X has the same state set as X but, as transformations, all approximations of the donothing transformation:
A complete ordered monoid must necessarily have ⊥ and null X . The other approximations are included by readclosure. The passivity monomorphism p X : X 0 X involves the obvious injection of the complete ordered monoid T X0 → T X .
However, unlike in RM, the monomorphism does not have a retraction. Note that the retraction must be strict: r X (⊥) = ⊥ and should preserve the monoid unit r X (null X ) = null X . So, r X (a) for any a ∈ T X should preserve the behaviour of a whenever a does nothing, but diverge if a attempts to change the state. The most likely choice for such a definition is to set r X (a) = a null X . However, this function does not give a monoid morphism. (Sequential composition -the monoid multiplication -is not preserved.)
One possible way out is to move to lax monoid morphisms satisfying the condition: f t (a · b) f t (a) · f t (b). This choice would lead to a model with a structure similar to that of Tennent's [34] , and it would fail to be extensional in the same way. In particular, equivalences such as (2) would fail. (Cf. Sec. I.)
However, we are able to retrieve the situation using relations. The relation ξ X : X ↔ X mentioned under Passivity retractions can be adapted to deal with divergence as follows:
(ξ X ) q = ∆ Q X (ξ X ) t = { (a, a ) | a null X a } It may be verified that (ξ X ) t is a monoid relation and ξ X itself is a Reynolds monoid relation. Lemma 8 and Theorem 10 continue to hold for this relation ξ X . Therefore, we do get the main result of this paper in the presence of divergence, viz., that passive computations do not have side effects, not even temporary ones.
However, Corollary 11 is lost. Since X fails to be a Reynolds monoid morphism, pas F is not definable. Consequently, we do not obtain a reflective subcategory of passive types. There may be more general ways of defining adjunctions using relations in place of morphisms. We leave this question to future work.
VI. CONCLUSION
We have defined a conceptually-based semantic model for imperative programs that captures the notion of "passivity". This is done using a recently developed automata-theoretic denotational framework, where stores are modelled as an abstract form of automata, with explicit representation of states as well as state transitions. Relational parametricity of the type and term interpretations then ensures that the properties of passive expressions are respected.
This approach contrasts with the intensional models such as the event-based and games models [2, 25] where passivity is modelled by "fiat," by designating certain events or moves as passive ones. While such models have strong definability and full abstraction properties, they however lack an explanation of what it means for a computation to be passive. In our extensional framework, on the other hand, a computation is passive if it is independent of the state transformations that might be possible in the store. We believe this gives a clear answer to the semantic question of what passivity means.
One might wonder if the model presented here is fully abstract. We have not investigated the question in detail and it will perhaps involve considerable work to settle the question because functor categories are quite extensive and not enough is not known about what is definable in them. However, we are able to calculate explicit representation results for simple first order types such as COMM ⇒ COMM and COMM ⇒ EXP, which are accurate. We leave a full exploration of the full abstraction question to future work.
Other questions that this work might enable is a semantic understanding of the various notions of passivity present in specification and verification frameworks, e.g., program specification systems [14] , ownership type systems [17] and fractional permission-based methods [4, 28] . Secondly, the successful modeling of passivity takes us one step closer to modeling program logics such as the Specification Logic [31, 34] and Separation Logic [29] . We envisage that the model presented here will be helpful to streamline the semantic treatment of such programming logics.
