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Abstract
The next generation of telescopes will acquire terabytes of image data on a
nightly basis. Collectively, these large images will contain billions of interesting
objects, which astronomers call sources. The astronomers’ task is to construct a
catalog detailing the coordinates and other properties of the sources. The source
catalog is the primary data product for most telescopes and is an important input
for testing new astrophysical theories, but to construct the catalog one must first
detect the sources. Existing algorithms for catalog creation are effective at detecting
sources, but do not have rigorous statistical error control. At the same time, there
are several multiple testing procedures that provide rigorous error control, but they
are not designed to detect sources that are aggregated over several pixels. In this
paper, we propose a technique that does both, by providing rigorous statistical error
control on the aggregate objects themselves rather than the pixels. We demonstrate
the effectiveness of this approach on data from the Chandra X-ray Observatory
Satellite. Our technique effectively controls the rate of false sources, yet still detects
almost all of the sources detected by procedures that do not have such rigorous
error control and have the advantage of additional data in the form of follow up
observations, which will not be available for upcoming large telescopes. In fact,
we even detect a new source that was missed by previous studies. The statistical
methods developed in this paper can be extended to problems beyond Astronomy,
as we will illustrate with an example from Neuroimaging.
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1 Introduction
The typical astronomical image records the intensity of light, over some range of frequen-
cies, across a section of sky that contains many celestial objects of various size, shape,
and luminosity. The image’s pixels correspond to an array of light-sensitive detectors in
the telescope, and each pixel essentially counts how many photons have struck the cor-
responding detector during the exposure. But the photons recorded in the image do not
come solely from the objects of interest, or sources ; thermal noise and background emis-
sions (collectively called background) corrupt the data and obscure the signature of the
objects. Moreover, diffraction and atmospheric effects blur the image, reducing resolution
and washing out the fainter signals. In the (astronomical) source detection problem, one
is given such an image and seeks to construct a catalog that gives the coordinates (and
often other properties) of sources in the image.
A source catalog is the basic data product of most astronomical surveys and the
basic input to the scientific process. This has been true for some time. Early catalogs
– from the data of ancient astronomers Shi Shen and Hipparchus, each cataloging about
1000 stars, to the compendium of deep-sky objects produced by William and Caroline
Herschel in the 1700s (Herschel, 1786) – were based on direct visual observations. Later
work, especially in the 20th century, used photographic plates, both improving resolution
and allowing the detection of much fainter objects. But either way, compiling a source
catalog would be a slow and painstaking affair, often requiring years to collect data on
only a handful of objects. Until recently, catalogs comprising a few hundred objects were
large, a few thousand were epic.
All this changed with the advent of new technologies – digital imaging, advanced
designs for telescope mirrors, and computer automation – and with increases in avail-
able computing power and storage. With relative suddenness, astronomers found that
they could observe wider, deeper, and faster than ever before. They could sweep the sky
searching automatically for objects of a certain type, they could collect data on many ob-
jects in parallel, and they could observe a multitude of faint objects that would previously
have gone undetected. The Sloan Digital Sky Survey (York et al., 2000) has measured
hundreds of millions of objects. The upcoming Large Synoptic Survey Telescope (LSST,
(Tyson and the LSST Collaboration, 2002)) will scan the entire sky every few days, col-
lecting several terabytes of data per night into a catalog comprising billions of objects.
Over the past two decades, astronomy has gone from data poor to data rich.
And therein lies both opportunity and challenge. The opportunity lies in the richness
and importance of the scientific questions that these massive data sets can answer. The
challenge lies in the sheer scale of the data analysis. While as a general rule in science,
more data is better, there is a reason that astronomers often describe the coming bounty
of data in quasi-biblical terms – a flood, a tsunami, an onslaught. The next generation of
astronomical catalogs, including the LSST, will be so large that even simple operations
– such as a basic query of the entire catalog – will be computationally prohibitive, and
yes that does account for Moore’s law.
This influx of data has motivated several statistical innovations in the field of Astron-
omy leading to the emergence of the sub-field, astrostatistics. New statistical innovations
have had a significant impact on several important and cutting edge Astronomy problems,
for a small sampling see van Dyk et al. (2009), Loredo (2007), Meinshausen and Rice (2006),
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Genovese et al. (2004), and Richards et al. (2009).
Besides the massive size of the data, another issue is controlling the rate of errors in
the catalog. In the past, where every object in the catalog was observed manually, sources
were often missed, located incorrectly, or created spuriously. Follow-up observations can
often be made for all or most of the sources, reducing false positive and false negative
identifications to a manageable level. But in the near future, the sheer number of objects
in the catalog will preclude comprehensive follow-up observations by human beings. Sci-
entific studies of the catalog will likely need to be based on samples or selections made by
automatic, statistical criteria. But no matter how carefully these criteria are constructed,
there will be objects that are misclassified. To use the resulting samples effectively for
scientific inference, it will be necessary for the method to provide tunable control of error
rates. Thus, new statistical and computational methods will be needed to construct and
analyze the next generation of astronomical source catalogs.
In this paper, we develop a multiple-testing-based method for the source detection
problem that has several advantages over existing techniques, especially for the analysis
of large-scale surveys like the LSST. Although we discuss our method in the context of as-
tronomical source detection, the method applies to a wide range of similar problems such
as neuroimaging (e.g. Buckner, 1998) and remote sensing (e.g. Richards and Jia, 1999),
and we give such an example in a later section.
We assume that the input image is an n×m array of pixels, with the value recorded at
pixel (i, j) denoted by Yij. The photons that contribute to Yij arise from two components:
sources, the emissions produced by the celestial objects of interest, and background, which
includes thermal noise, the emissions of unresolved objects, interfering radiation sources,
atmospheric emissions, and all other anomalies or artifacts. astronomical images essen-
tially measure photon counts for which a Poisson model is appropriate (Cash, 1979). So
for our base model, we assume that the Yij’s are independent with
Yij distributed as Poisson〈λ1,ij + λ0,ij〉, (1)
where λ1,ij ≥ 0, λ0,ij ≥ 0 denote the mean intensity of sources and background, respec-
tively and λ1,ij + λ0,ij > 0. The idea here is that the pixels are measuring the counts
in disjoint cells of a Poisson random field across the sky. This applies to good approxi-
mation for space-based observations like those reported in Section 2. For ground-based
observation, the image is in addition blurred by atmospheric turbulence, so the Yij’s are
no longer strictly independent. However, the Poisson model in Equation 1 still holds to
reasonable approximation. In data sets where the counts are high, the Poisson random
field can be further approximated by a Gaussian random field. In this paper, we utilize
a technique originally developed for the Gaussian model and generalize it so that we can
accommodate a wide variety of models.
The source detection problem is to identify which pixels contains sources and thus to
separate the sources from the background. If λ1,ij > 0, then we take pixel (i, j) to be
a source pixel; otherwise, it is a background pixel. So it is natural to consider this as a
multiple testing problem with the null hypothesis at each pixel being that λ1,ij = 0. At a
coarse level, we want to characterize the set S = {(i, j) : λ1,ij > 0} of source pixels, but
our more specific goal is to identify and locate the underlying sources, so that an accurate
catalog can be constructed. This requires a more stringent criterion for success because
the objects are coherent, localized aggregates. As Figure 1 shows, with the same number
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of pixel-wise type I and type II errors, it is possible to get widely varying accuracy in the
resulting catalog. Put another way, our loss function operates on the catalog, not the
pixels themselves.
Figure 1: The 45 pixels that have any overlap with the red circle are considered sources
and black pixels indicate sources detected via some detection algorithm. Each of the
three images have 6 Type I error pixels and 24 Type II error pixels. The detection in the
left image captures the center of the source but clearly misses the shape. The detections
in the center image show several different sources that have some overlap with the true
source. The detection in the right image captures the center of the true source and
has some spurious noise detections. While all these pictures have the same number of
pixel-wise Type I and Type II errors they lead to very different conclusions about the
number, shape and location of the sources in the image, thus a testing criteria based on
the aggregate sources, instead of pixels, is necessary.
In this paper, we extend the False Cluster Proportion (FCP) controlling procedures
introduced by Perone Pacifico et al. (2004) to make it effective for controlling the rate
of false sources detected in astronomical images. As we will show below, the original
FCP procedure does not perform well with the Poisson statistics common in the source
detection problem and even where the Gaussian assumption holds, does not yield suffi-
cient power to be viable for the astronomical source detection problem. We generalize
the technique so that it applies to a wider range of noise models. We also introduce a new
transform, which we call the Multi-scale Derivative, that enhances sources and signifi-
cantly improves power. Taken together, these extensions lead to a new procedure that we
call the Multi-scale False Cluster Proportion (MSFCP) procedure. This gives a powerful
source detection technique that provides rigorous control over the rate of false sources,
where techniques in current use provide control over the rate of false pixels, if they pro-
vide any control at all. We demonstrate both the excellent power and error control on
a very deep and high resolution telescope image from the Chandra X-Ray Observatory.
MSFCP has detection power competitive with the existing procedures, even detecting a
source that was overlooked in previous studies while at the same time maintaining rig-
orous control over the rate of false sources. Although the source detection problem is
ubiquitous in Astronomy it also occurs in other settings and we present an example of
how FCP concepts can be extended to detecting bands of neural activity in the brain.
Due to its prevalence and difficulty, there have been a variety of approaches to the
source detection problem, both in the statistical and astronomical literature. Given the
recent explosion in research on multiple testing, there is a plethora of available tech-
niques that can be applied directly to the pixel-wise hypothesis tests to reconstruct S,
including Benjamini and Hochberg (1995)[BH], Benjamini et al. (2006), Storey (2002),
Sun and Cai (2007), and Meinshausen and Rice (2006) . However, because these meth-
ods give error-rates in terms of the individual pixel-wise tests, it is not obvious how to
translate these error-rates to make inferences about the underlying sources. Multiple
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testing approaches that are less pixel-centered have been developed in the related prob-
lem of analyzing functional magnetic resonance imaging (fMRI) data. In this problem,
the sources are regions of neural activity that reveal themselves through a measurable
change in blood flow response. Worsley et al. (1996) and Worsley et al. (2002) use level
sets of a random field formed from test statistics to identify regions containing sources.
Heller et al. (2006) construct a test based on clusters instead of pixels in the fMRI set-
ting, but this technique takes advantage of a temporal dimension that is not available in
many general (e.g., astronomical) problems.
Source detection understandably garners much attention in the astronomical litera-
ture. Astronomers address source detection as one step in a data-processing pipeline – the
series of operations performed on the data from collection until catalog. These include,
but are not limited to, corrections for atmospheric effects, image registration, filtering
out unwanted signals, as well as source detection. These pipelines are typically planned
and developed well before the instrument is operational. During the planning stage,
simulations are run to test the pipeline including the source detection algorithm (e.g.,
Sehgal et al., 2007). Astronomers typically do not require their algorithms to satisfy any
formal performance criteria; rather, they apply an empirical criterion, using data simu-
lated to look like a real telescope image to calibrate the error rate for detected sources
that will be expected in practice. Of course, this depends on the simulated and real data
being both quantitatively and qualitatively similar. While great effort and ingenuity are
applied in constructing realistic simulations – sometimes years of computing time for a
single run – the simulations still rely on untested and unstated assumptions that may fail
when the instrument comes on line.
The source detection methods used by astronomers fall into three general classes: sim-
ple thresholding, peak-finding algorithms, and Bayesian algorithms. Simple thresholding
consists of choosing an intensity cutoff for pixel-wise statistics and classifying any pixel
above threshold as a source. It is popular because it simple and fast, easily computed
by the popular SExtractor software (Bertin and Arnouts, 1996). Before thresholding, fil-
ters are often applied to the raw data to suppress confounding background signals. In
Vikhlinin et al. (1995) and Melin et al. (2006), Matched Filters are used to isolate the
signal, and then thresholds are determined using simulated data to create catalogs in
X-ray and Radio telescope images respectively. Hopkins et al. (2002) also use simple
thresholding, choosing the threshold to control the False Discovery Rate via the method
of Benjamini and Hochberg (1995), but they use simulated telescope images to calibrate
between rate of false pixels and the rate of false sources.
Peak-finding algorithms search for local maxima in the denoised image and catalog
them as sources. Vale and White (2006) and Sehgal et al. (2007) use peak-finding algo-
rithms to look for large galaxy clusters in simulated radio telescope images. The wavelet-
based technique of Freeman et al. (2002) is commonly used to detect X-ray sources as in
Valtchanov et al. (2001) and Giacconi et al. (2002). Damiani et al. (1997) and Gonzalez-Nuevo et al. (2006)
provide a good overview of the popular Mexican Hat wavelet as a tool for source detec-
tion. Several implementations exist in software and most are specifically tailored for a
certain instrument or type of problem. Pixel-wise error rates for wavelet source detection
can sometimes be determined analytically but are more often approximated from simula-
tions. As with simple thresholding, simulations are often used to indirectly estimate the
rate of false sources, the error rate of interest, from the rate of false pixels.
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Bayesian techniques have become popular with astronomers and several have applied
Bayesian methods to source detection as in Savage and Oliver (2007), Strong (2003), and
Hobson and McLachlan (2003). Bayesian detection algorithms typically define models for
sources, often two-dimensional Gaussians, and attempt to distinguish them from back-
grounds via inference on a posterior distribution. Guglielmetti et al. (2009) use Bayesian
mixture models to separate sources from background, while Carvalho et al. (2009) pro-
pose ways to speed up Bayesian source detection, which can be computationally slow
for large problems. Bayesian algorithms typically require more assumptions to be made
a priori and can be more computationally expensive than thresholding or peak-finding
algorithms.
Our goal in source detection is to detect the relevant objects, not pixels, while con-
trolling the error rates. Statisticians have developed numerous methods for dealing with
error rates but have not been focused on detecting aggregate objects, while astronomers
have been thinking about detecting objects, but without a rigorous approach to control-
ling error rates. We propose a technique that does both: control the error rates and make
our inference about the sources themselves.
We demonstrate our techniques on an important data set from the Chandra X-ray
Observatory, one of the most powerful telescopes in existence. For the Chandra data, our
goal is to detect the X-ray sources with a bound on the error rate for sources. We describe
an approach due to Perone Pacifico et al. (2004) that gives us a probabilistic bound on
the error rate for sources, and apply it to the Chandra data. We find that while this
approach gives us the error control we want, it does not have good power when compared
to other techniques. We introduce a generalization of the technique that allows for us to
keep a probabilistic bound on the error rate for sources under more general conditions.
We then introduce a new Multi-scale technique that is designed to enhance sources and
thus increase power. We then integrate it with our generalized procedure to get the
MSFCP procedure which increases power while maintaining control over the error rate.
This improvement is evident when we revisit the Chandra data – we show that our power
using MSFCP is competitive to two algorithms commonly used by astronomers, but with
superior error control. Furthermore, using our procedure we detect a X-ray source which
had gone undetected in the original analysis of the data by astronomers. We then provide
a brief description of how these techniques can be used outside the realm of Astronomy
with an application to high-resolution neuroimaging data. We conclude with an overview
of our results and directions for further study.
2 The Data
We demonstrate our techniques on data from the Chandra X-ray observatory (Weisskopf et al., 2000),
one of the most powerful X-ray telescopes in the world. Chandra orbits Earth, at ap-
proximately one third the distance to the Moon. Being outside of the Earth’s atmosphere
allows for extended observing time without atmospheric disruption of the X-ray signals
themselves. X-rays are emitted when matter is heated to millions of degrees, such as in
the hot gas surrounding large galaxy clusters, during supernovae, or when matter circles
a black hole. Resolving discrete sources of X-rays in space has been an important prob-
lem in Astronomy for several decades. Because studying X-ray emissions from galaxy
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clusters can answer many of the fundamental questions in Astronomy and Cosmology,
several generations of instruments have been developed specifically for this task. From
X-ray data, astronomers can infer the evolution of galaxies, which informs us about the
evolution of the universe. For instance, recent X-ray observations of the Bullet Cluster
have provided the most compelling evidence of dark matter (Markevitch et al., 2004),
a mysterious form of matter that does not strongly interact with visible matter but is
postulated to account for approximately 22% of the mass of the universe.
The data used in this paper comprise part of the Chandra Deep Field South (CDFS),
a composite image of 11 Chandra observations of a small patch of sky with nearly one
million seconds of observing time. This is a long exposure which means we should be
able to resolve very distant and faint sources. This piece of sky was selected because it
had low interference from our own galaxy and no bright stars in its vicinity. The CDFS
has area approximately one half the angular size of the moon. It is also in a location
that can be observed by several complementary ground-based telescopes. The part of the
CDFS that we will analyze and discuss in this paper can be seen in Figure 2. The first
step in converting the raw image data into an actionable scientific dataset is cataloging
all the sources in the image. The sources in the CDFS are thought to be active galaxies
and quasars with massive black holes in their centers. We will provide a new analysis
of this dataset that not only detects these important X-ray sources, but also makes a
probabilistic guarantee on the rate of falsely detected sources.
Figure 2: A 512 pixel by 512 pixel patch of the Chandra Deep Field South. The im-
age was smoothed and then all pixels with count greater than 15 were set to 15. This
image is the log of that image plus one. The transformations were performed so that
the brightest sources do not wash out the fainter ones for display purposes. They
were not used in any of the analysis. The complete data set is publicly available from
http://cxc.cfa.harvard.edu/cda/
The original analysis of the CDFS was published in Giacconi et al. (2002) [GI]. Their
main catalog was created by combining the catalogs from two different source detection
algorithms: a modified version of the SExtractor algorithm (Bertin and Arnouts, 1996),
and the WAVDETECT algorithm (Freeman et al., 2002). The SExtractor algorithm es-
timates the background and catalogs as a source any region that is 2.4σ above the back-
ground that is also at least 5 pixels in area. These parameters are determined using
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images simulated to look like the real telescope images. They are selected to create a
large catalog which will likely include several false sources. Independently, the WAVDE-
TECT procedure was run using a wavelet transformation specifically tuned for this type
of image to detect sources. Again, parameters are calibrated using simulated images.
The two catalogs are merged and then refined using follow-up observations in an effort
to remove sources that may be false. In this step they are attempting to replicate the
detection with independent observations, thus if an object is in the catalog we are fairly
certain it is real since it has been observed multiple times, often with a completely dif-
ferent instrument. It is important to note that this detection strategy is designed for a
small patch of sky with the ability to follow-up all potential detections. In this scenario,
it makes sense to use a detection scheme that casts a wide net. Since we can go back
and verify or reject each potential detection we will tolerate a larger number of spurious
sources initially in exchange for the ability to detect some fainter sources. This strategy
will fail with newer telescopes that will be scanning large areas of sky and making so many
detections that it will be impractical to follow-up each and every detection. Instead we
want a strategy that will automatically detect real sources reliably while controlling the
rate of false ones in one pass through the data.
3 False Cluster Proportion Algorithm
A reasonable first approach for detection is to conduct a hypothesis test at each pixel
individually. We want to test whether a pixel is a background pixel (null) or a source
pixel (alternative). After conducting the appropriate pixel-wise test, a multiple testing
correction can be applied such as the BH method. A problem with the pixel-wise testing
approach is that the unit of inference are individual pixels. A pixel is an artificial unit
related to the resolution of instrument. What we are interested in are objects composed
of collections of adjacent pixels. Therefore, we want the unit of inference to be a cluster
as opposed to a pixel. An alternative to pixel-wise testing is the False Cluster Proportion
(FCP) procedure introduced by Perone Pacifico et al. (2004). The method is designed to
bound the rate of false regions of a random field. FCP treats the image as a realization
of an underlying random field and then derives a confidence superset for the location of
the true nulls (background regions). Denote the the unknown true nulls as the set S0 and
the confidence superset as U . U is a 1− α confidence superset for S0 if
P (U ⊇ S0) ≥ 1− α (2)
Let Lt denote the level set of all pixels that have intensity greater than t. Lt can be
decomposed into its connected components. Every pixel in Lt is grouped with all its
neighboring pixels that are also in Lt creating clusters of pixels with intensity greater
than t. This decomposition yields a set Ct of kt clusters Ct = {C1,t, C2,t, ...Ckt,t}. For any
cluster C the cluster is declared false if
λ(C ∩ S0)
λ(C)
≥ ǫ (3)
In a pixelized image one can use the counting measure and ǫ is a pre-specified tolerance
parameter. The goal is to come up with a threshold t that insures the proportion of
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detected objects that are false is sufficiently low. Define the true false cluster proportion,
Ξ(t):
Ξ(t) =
#{1 ≤ i ≤ kt :
λ(Cit∩S0)
λ(Cit)
≥ ǫ}
kt
(4)
This quantity can be bounded by calculating the false cluster proportion envelope
Ξ¯(t), where
Ξ¯(t) =
#{1 ≤ i ≤ kt :
λ(Cit∩U)
λ(Cit)
≥ ǫ}
kt
(5)
Then from Perone Pacifico et al. (2004)
P (Ξ(t) ≤ Ξ¯(t) ∀t) ≥ 1− α (6)
Suppose we have a confidence superset U , next we need to find the value tc such that
Ξ¯(tc) = c where c is the false cluster proportion value which we do not wish to exceed.
To do this one must perform a search over the possible values of t. Once tc has been
determined, take the ktc clusters from the level set Ltc as the detected objects. They have
the property that with probability 1−α the proportion of the detected objects which are
false detections are less than or equal to c.
To use FCP one needs a confidence superset U , which satisfies Equation 2. Perone Pacifico et al.
calculate U by looking for the smallest set A for which the null of the following test cannot
be rejected.
H0 : A ⊂ S0 versus H1 : A 6⊂ S0 (7)
In practice, the maximum pixel value in the set A is used as the test statistic. The p-value
is then
p(x,A) = P0(max(Yij ∈ A) ≥ x) (8)
U is calculated by starting with the entire image and then progressively removing the
pixels with the highest intensity (those least likely to be part of the background) until
the p-value of the remaining set passes α. The p-value in Equation 8 is calculated using
the Piterbarg approximation (Piterbarg, 1996). The Piterbarg approximation assumes
that the field is a locally stationary Gaussian random field with quadratic covariance. If
X(s) is a homogeneous Gaussian random field then X
σ
is locally stationary with quadratic
covariance if for some matrix B,
ρ(s) = 1− sTBs+ o(||s||2) (9)
This method yields a valid confidence superset U for the case of Gaussian Random
Fields that satisfy Equation 9, which can then be incorporated into FCP to find the ap-
propriate value for tc. The clusters detected using the cutoff tc will, with high probability,
have a false cluster rate less than the bound c. Henceforth we will refer to this approach
as the PP method; for full details see Perone Pacifico et al. (2004).
Once we have run FCP, astronomers can plug the value tc as an argument to the
SExtractor software and generate the catalog without having to learn any new software
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and at computational speed to which they are accustomed. Many astronomers use SEx-
tractor for source detection either using the default settings or by “playing with various
parameter combinations and inspecting the results by eye” (Shim et al., 2006). FCP
gives astronomers a more principled way to choose the parameters in the software they
are already using.
4 FCP Applied to CDFS
In the CDFS data, the objects we are looking for are active galaxies and quasars which
are emitting X-rays. We would like to detect as many of these objects as possible without
making spurious detections, that is classifying what is really just noise as an X-ray emit-
ting object. Each pixel records the number of photons that strike the detector and are
modeled as Poisson random variables. The mean background in these images is small,
approximately 0.3, which violates the assumption of the PP procedure which assumes a
Gaussian background. Our initial approach to dealing with the non-gaussianity is to filter
the data so that the Gaussianity assumption is more appropriate. Specifically, we first
smooth the data and then apply a pixel-wise transformation. Smoothing the data with a
Gaussian filter effectively aggregates counts so we preserve most of the structure of the
Poisson data even though they are no longer counts. There are also many more unique
values which makes it closer to high rate Poisson data than low rate Poisson data, which
is mostly zeros and ones. We then take the square root transformation which makes the
background approximately Normal. The square root transformation has been shown to
normalize high count Poisson data (Anscombe, 1948). Using simulations, we have tested
the effectiveness of our smooth-then-square-root procedure for low rate Poisson data and
found that for rates as low as 0.2, it yields approximately normal data. Examples for
different rate parameters is shown in Figure 3.
After the normalizing transformation, we perform a standard Z-test at each pixel,
assuming a constant background mean, and calculate the 95% confidence superset for
the background by applying the PP method to the test statistics. We then run FCP
on the test statistics as described in Section 2, bounding the rate of false sources to be
less than 10%. Because our U is very conservative (it contains every pixel from the null
with probability .95) we select ǫ = .99 to maximize our detection power. Nothing in our
procedure relies on information about the telescope or knowing the nature or distribution
of the sources themselves. We only assume that our normalizing transformation does
indeed give us a background that is approximately Gaussian, an assumption which can
easily be checked. FCP, using the PP method to calculate U , detects 17 sources, all of
which are in the previously published GI catalog as seen in Figure 4. Since this catalog has
been verified with follow up observations we believe all the detections are real. However,
this analysis is clearly missing many clusters that should be detectable – nine of the 26
clusters in the Main catalog of GI were missed using FCP with the PP method.
One way to boost the power is to run the data through an appropriate filter that will
enhance the sources and help separate them from the background. However, to do that
and maintain the desired control over the rate of false sources, we need to adapt FCP
so that it can handle more varied noise conditions. This means moving away from the
PP method to a more general procedure for calculating U . In the following section we
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Figure 3: Simulation of a 100x100 image of Poisson Background which is then smoothed
with a Gaussian, with standard deviation of 1 pixel. The square root is then taken at
each pixel. The histogram shows the pixels become approximately normal for values of
lambda above .2. The Quantile-Quantile plots show the data compared to a perfectly
normal distribution. The closer the points lie to the line y=x (green), the closer the data
is to a normal distribution
Figure 4: CDFS data after applying the False Cluster Proportion procedure using the
PP method to calculate U. Black indicates sources detected by FCP and the circles are
detections from both the Main Catalog and Secondary Catalogs from GI. There are 17
detections from FCP all of which are in the Catalog and 9 missed sources.
propose a procedure for calculating U under any noise distribution that we can simulate.
This will allow us to run FCP on filtered data and achieve higher power while maintaining
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control over the rate of false sources.
5 Generalizing FCP
The False Cluster Proportion Algorithm requires the derivation of a confidence superset
for the background of an image. What we have been referring to as the PP method,
which is based on the Piterbarg approximation, is limited to cases where test statistics
are or can be transformed to a Gaussian Random Field that satisfies Equation 9. But
in many situations the data are not Gaussian and finding an acceptable transformation
is infeasible. For example, filtering techniques commonly used to enhance sources will
usually not satisfy the assumptions of the PP method.
To broaden the scope of the technique, we have developed a simulation procedure that
produces an accurate 1− α confidence superset for any noise distribution from which we
can sample numerically. Assume our data are a rectangular image with N total pixels
and known noise distribution F. We simulate noise images and calculate the maxima of
subsets of the images. We build up empirical distributions for these maxima and use them
to calculate the p-values which, in the PP method, were calculated using the Piterbarg
approximation. We can then plug the p-values into the FCP procedure and get the False
Cluster Proportion guarantee (Equation 6), for a much wider variety of noise conditions
than the PP method.
Algorithm 1:
For each b ∈ {1, . . . , B}
1. Simulate an image, Y b, with the same dimensions as the data, with noise distribu-
tion F and no sources
2. Record the maximum value of the image, Y b(N)
3. For k = 1, 2, . . . a randomly remove k pixels and record the maximum remaining
pixel value Y b(N−k). N − a is the smallest number of pixels for which you want to
calculate the p-value, it needs to be more than the number of pixels that you believe
to be sources, but the number of computations increase with a
In this way, we build the distribution of the maximum for a given area under the null.
Then we can calculate the appropriate p-values
p(x,A) = P0(max(Yij ∈ A) ≥ x) (10)
which were previously approximated using Piterbarg’s formula and are now estimated
using the simulated data
p(x,A) ≈
#{1 ≤ i ≤ B : Y i
(Area(A))
≥ x}
B
(11)
Then we proceed as in Perone Pacifico et al. (2004) to calculate U .
For a Gaussian Random Field that satisfies Equation 9 we can compare the Piterbarg
formula to our simulated p-values. In Figure 5 we simulate the p-values for different sized
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areas A, as described above and also by replacing Step 3 with removing a square region of
area A from the image. We see that the p-value from Piterbarg, which accounts for size
but not shape, tends to fall in between these two but the differences are small and get
smaller as the area gets bigger. For astronomical source detection, the random sampling
approach is closest to the data we observe so we use it as our default. However, it is
worth noting that our simulation technique is easily adaptable to handle prior knowledge
about the shapes of the objects of interest. In addition, unlike Piterbarg, our simulation
procedure gives accurate p-values for any x, not just those in the tail. However, the
biggest benefit of simulating the p-values is we are not restricted to smooth Gaussian
Random Fields and instead can handle a wider range of noise conditions.
Figure 5: P-values for a Gaussian Random field that satisfies Equation 9 for different
sized regions. The dotted black line is the value from Piterbarg that does not consider
any shape information, the solid green line is calculated using a simulation that randomly
samples regions of area 1, the dotted red line is using the same simulation but the area
used is from a square region. Shape information appears to have a mild effect that gets
smaller as the area considered gets larger. Also Piterbarg exhibits strange behavior for
small areas. The simulation was run 10,000 times.
We can simplify the simulations further. We note that P (x,A) > P (x,A−k) ∀k > 0.
Since we are dealing with large images, where the source signal is sparse relative to the
background, the maximum over N pixels is not going to be substantially different than
the maximum over N-k pixels when N >> k. Thus if we use the following algorithm we
will get a comparable confidence superset directly and with less computation.
Algorithm 2:
1. For each b ∈ {1, . . . , B}, simulate an image, Y b, with the same dimensions as the
data, with noise distribution F and no sources, then record its maximum
2. Calculate r1−α, the 1− α percentile of the maxima
3. Using the original data image, calculate the level set U = (Lr1−α)
C
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Then U is a 1 − α confidence superset for the null. Using the second algorithm is faster
because we avoid the computation of the aB maxima at the cost of having a bigger
confidence superset U . However as long as N >> k, which will be the case for telescope
images where sources are relatively sparse on the sky, the size difference is negligible. The
second algorithm also allows us to calculate U directly without having to search over sets
or approximate any p-values.
These simulations are only meant to approximate a confidence superset for a given null
distribution – it is not meant to simulate the complex systems in the real data. Therefore
we do not need to use prior knowledge or make assumptions about the underlying As-
tronomy as in the simulations commonly used by astronomers for source detection. Our
simulated confidence superset U can be calculated for any noise condition from which
we can sample numerically. Furthermore we can also simulate what happens if we apply
filters to the data as is commonly performed in astronomy. Filters can often be used to
enhance sources and remove background contamination, making detection easier. For in-
stance if we know our data have a Poisson noise distribution, we can simulate the Poisson
noise image, apply the filter, and then calculate the maxima of the filtered image. We
then can calculate the confidence superset for filtered Poisson data. This combination of
filtering and false cluster proportion control will give us a very powerful tool for source
detection.
6 Using Multi-scale Derivatives to Enhance Detec-
tion Power
We have seen with the Chandra data that FCP, using a Z-test and the PP method, does
not achieve power comparable to the methods in Giacconi et al. (2002)[GI]. In the pre-
vious section, we outlined a simulation-based approach which replaces the PP method,
allowing for more general test statistics that do not necessarily have to be Gaussian. In
this section, we describe a new technique which directly address two problems contribut-
ing to the lack of power seen in Section 4. The first problem is that the Z-test assumes
a constant background mean. While this is often a reasonable assumption, there may be
locations in the image where this does not hold; for example at the edge of exposures
where certain pixels may have been exposed longer than others. In general, telescope
images can have non-constant backgrounds that vary spatially, in which case the con-
stant background mean is clearly violated. The second problem is that rules based on the
magnitude of a pixel, like the Z-test, are not necessarily the best at discriminating sources
from background. To address both of these problems we have developed a Multi-scale
Derivative approach which uses local information to identify regions that stand out from
the background as sources.
The idea behind Multi-scale Derivatives is to apply a Gaussian filter to the data using
a range of bandwidths and examine the derivative of the filtered image with respect to
the bandwidth. To get an idea of why this works, we examine a toy example as shown in
Figure 6. Suppose we are at a location with no signal. At small bandwidths, our smooth
estimate of the null location remains low, and this will stay roughly the same until we
reach a bandwidth that is big enough to hit a source, at which point our smoothed
estimate will jump up as the source gets smoothed into the null space. The bandwidth
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at which this jump occurs tells us how close we are to a source. Alternatively, if we are
at a source, we will have a high value for our smooth estimate if our bandwidth is small
and as we increase the bandwidth, our estimate will get lower and lower as null areas are
smoothed into the source.
Figure 6: Left:A toy source with a background and a source point highlighted. A: The
intensity of the background point after smoothing with different values of the smoothing
parameter h. The intensity stays constant around zero until the source begins to get
smoothed into the background, at which point we see a small increase in the intensity.
B: The intensity of a point in the source after smoothing with different values of the
smoothing parameter h. The intensity drops sharply for small amounts of smoothing and
continues to decline for larger values of h. Thus estimates of the derivative of the source
point with respect to h should give large negative values whereas the background point
will not.
If we compare the derivative of our smoother with respect to the bandwidth, sources
will stand out by their large negative derivatives. The smoothing operation can be cal-
culated quickly by performing the convolution in Fourier space, and we can use the same
trick to calculate the required derivative of the smoother. The derivative is calculated by
convolving the data with a filter of the form
Fh(u, v) ∝ (
d(u, v)2
h3
−
2
h
) ∗ φ(u, v|h) (12)
where d(u, v) is the distance between the origin and point (u, v). φ is a symmetric
Gaussian kernel with bandwidth h. We then choose a value for h and convolve the filter
with the image to get an image which estimates the derivative for each pixel at the scale h.
We do this for a few values of h which are selected to cover the range of source sizes. The
Multi-scale Derivative image, M , is then created at each pixel by selecting the minimum
derivative at that pixel over all the scales.
M(u, v) = min
h
Fh(u, v) (13)
As a result, we should see high negative values at the location of sources in M . The
Multi-scale Derivative imageM measures the peakedness in the data caused by sources in
cases where the background is smoothly varying and will enhance sources in images where
there is a flat background. As a demonstration, in Figure 7 we show a small dataset due to
Sehgal et al. (2007) simulated to look like data from the Atacama Cosmology Telescope
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Figure 7: Left: The galaxy clusters we want to detect. In practice these will be obscured
by confounding radio signals Middle: The Wiener filtered image which combines informa-
tion from three different frequencies in an attempt to pick out the signal from the galaxy
clusters while eliminating the confounding signals. This filter has introduced a non-
constant background to the image Right: The Multi-scale Derivative image calculated
from the Wiener filtered image recovers most of the sources we are trying to detect while
getting rid of most of the background variation. Data courtesy of Sehgal et al. (2007)
(Kosowsky, 2003), a ground-based radio telescope used to detect large galaxy clusters.
The clusters we wish to detect are visible as bright spots in the simulated image on the
left. In practice, we cannot observe these clusters directly because they are obscured by
several other stronger radio sources. To isolate the clusters, Sehgal et al. use a Wiener
filter, which combines data from three different radio frequencies, as seen in the middle
image. Our goal is to detect the galaxy clusters from the filtered image. The brightest
sources are visible in the Wiener filtered image, but the background is spatially varying
and is much brighter in certain areas than in others. Any detection algorithm based
on the magnitude of pixels will not perform well on this image. Instead we calculate
the Multi-scale Derivative image from the filtered image as seen in the right panel of
Figure 7. The Multi-scale Derivative image suppresses the background and highlights
the sources, which will make source detection much easier. In this example, the Multi-
scale Derivative is used as a filter which enhances sources in the image while suppressing
background. Alternatively, it can be viewed as a test-statistic which incorporates local
information to test for peaks in the data. Multi-scale Derivatives can be combined with
the simulation procedure described in Section 5 to create a catalog with False Cluster
Proportion control, the MSFCP procedure. We expect that the catalog created this way,
which is specifically designed to draw out sources, will give us more detection power than
using a simple Z-test statistic.
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7 MSFCP on Chandra Data
We expect that using the Multi-scale Derivative filter on the CDFS image will enhance
the clusters, making them stand out more from the background. After performing the
smooth-then-root transformation as described previously, we compute the Multi-scale
Derivative image. We then ran FCP on the Multi-scale Derivative image M , using a
confidence superset that was obtained using Algorithm 2 as outlined in Section 5. We
will refer to this procedure as the MSFCP procedure. Using MSFCP with the same
parameters as before we detect 24 of the 26 sources detected in the main catalog. We do
not make any detections outside of the catalog. Since the detections in the catalog have
been replicated in follow-up observations this suggests that we are not making any false
detections while still detecting almost all of the real objects.
Figure 8: CDFS data after applying MSFCP procedure. Black indicates sources detected
by FCP and the circles are detections in both the Main Catalog and the Secondary
Catalogs from GI
Without having to simulate images made to look like the telescope images, make any
assumptions about the underlying astronomy, and without conducting follow-up obser-
vations, we can still make the statement that with probability .95 less than 10% of our
detections will be false. The other algorithms cannot make such an explicit guarantee of
a pure sample.
The detection strategy used in Giacconi et al. (2002), which we refer to as GI, is
designed for a small patch of sky with the ability to follow-up all potential detections. In
this scenario, it makes sense to use a detection scheme that casts a wide net. Because we
can go back and verify or reject each potential detection we will tolerate a larger number
of spurious sources initially in exchange for the ability to detect some fainter sources.
This wide net strategy is unfair to our MSFCP approach which was run to keep the false
detection rate less than 10% without the benefit of additional data. To mimic this wide
net approach we can relax our parameters. If we allow for the proportion of false sources
to grow to 20% we detect 26 sources, two of which are new detections outside of the main
catalog. We do not have the resources to follow up both of these new detections, however
one of the new detections is close to two detections in the published catalog. This allows
us to look at the follow-up optical observation for that area to verify our new detection.
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Figure 9: Left: Raw photon counts from the telescope. Center: Black regions are the three
sources detected by MSFCP using a tolerance of 20%. The detection in the middle and
upper left are also detected and verified in GI. Left: The optical counterpart observation
for the source in the center from Giacconi et al. (2002). The contour lines indicate X-ray
activity at 3,5,10, and 20 σ above the local background. We can clearly see a source that
overlaps with our detection in the lower left, suggesting it is not a spurious detection.
In Figure 9, we show the original X-ray photon counts for the region. Visually we
see three candidates and using a False Cluster Proportion tolerance of 20% we detect all
three. In the final panel of Figure 9 we see the optical follow up which clearly shows an
object at the location of our new detection. Thus we are confident that this new detection
is in fact a real source that was missed by the analysis in GI. Our procedure has not only
captured almost all of the detections from the previous analysis but with rigorous error
control, it has also found a new source that was missed by the astronomers.
Comparison of Detection Procedures
Method False Cluster Proportion % of Main Catalog # of New Verified
Tolerance (c) in GI recovered Detections outside of GI
PP 10% 65.3% 0
MSFCP 10% 92.3% 0
MSFCP 20% 92.3% 1
We do not have corresponding optical data for our other detection so we are unable
to verify whether it is a real detection or not. If it is real we would have no spurious
detections while making two new detections. Even if it is not real we would still have an
error rate of 3.8% which is well under the 20% we are willing to accept. We expect the
proportion of false sources one is willing to tolerate to be a parameter that astronomers
will have to determine to suit the problem at hand. For instance, the “wide-net” approach
works adequately for small data sets, but newer telescopes, like LSST, will collect such
a large amount of data that following up each potential detection is impractical. In this
scenario having a detection procedure that controls for the proportion of false detection
automatically in one pass will be vitally important.
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8 Beyond Astronomy: An illustration for other types
of objects
To illustrate the reach of our method, we apply it to data from a fMRI experiment. We
do not aim here to provide a definitive analysis of these data, but rather to show how our
method can be adapted beyond astronomical images. We will report on a full analysis of
these data in another paper.
In a functional Magnetic Resonance Imaging experiment, a participant is placed in
the Magnetic Resonance scanner and asked to perform a carefully arranged sequence of
behavioral tasks while three-dimensional brain images are acquired at regular intervals.
Concentrated neural activity produced by performing the tasks induces detectable but
subtle changes in the images due to a blood-flow response in the brain. A common form
of analysis for fMRI data considers the time series of measurements at each location in the
image and computes a statistic for that location that is designed to detect task-related
changes in the signal. “Hot spots” in images of these statistics roughly correspond to
areas of activity in the brain. See Genovese (2000) for more detail on this process.
Here we consider a simple experiment in which the participant is asked to visually
fixate on a spot at the center of the visual field while two complementary sets of annu-
lar rings flash alternately at a fixed frequency. The images were acquired using a new
technique that provides much higher spatial resolution than is typical for fMRI studies
without sacrificing temporal resolution. The three-dimensional images are then projected
down to the two-dimensional surface of the brain. We thank Drs. David Heeger and Eli
Merriam at NYU for the use of these data.
At each location in the primary area responsible for visual processing (called V1),
the fMRI signal should vary roughly like a sinusoid, as the corresponding location in the
visual field turns on and off. Locations that respond to the first set of rings should have
sinusoidal signals 180◦ out of phase to locations that respond to the second set of rings.
Our goal is to identify the regions in V1 that activate in response to each set of stimuli.
This will appear as a series of bands across the visual cortex with alternating bands out
of phase with each other. As in the astronomical problems, we are interested in the active
regions themselves rather than the individual pixels, so we prefer an inferential method
that can give us control over regions as opposed to pixels.
To detect the periodicity at each location, we use a variant of Fisher’s F-test (Brockwell and Davis, 1998)
for each time series to determine if that location is responsive to the stimulus. For each
location, we also have the response phase which, for locations that respond to the stimu-
lus, we expect to cluster corresponding to the differing sets of rings. This leaves us with
three basic types of locations which we want to differentiate, null locations for which
there is no response to the stimulus, locations that respond to the first set of rings and
those that respond to the second set of rings. We run a simple classifier on the phases
to partition the locations into two phase classes which correspond to the two different
stimulus rings. We then want to conduct a test that will group locations into clusters
corresponding to the phases with a probabilistic guarantee on the rate of false clusters.
To do this we need to adapt our definition of a cluster to both deal with having multiple
classes of clusters and also to dealing with points in space as opposed to pixels on a
regular grid. For multiple classes of clusters we first have to classify each location into a
class and then we modify our definition of a cluster such that a cluster must be made up
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of locations all belonging to the same class.
To handle the points in space, we define a graph on the points. We call two locations
connected at level t if they are both of the same class, have p-values from the F-test less
that t and there is a path between the two locations in which each node is also of the
same class, has p-values less than t and no edge has euclidean distance greater than d.
Then the ith connected component at level t, Ci,t, is the largest set of locations that are
all connected.
We also need to derive a confidence superset U . Recall, U is a 1 − α confidence
superset for S0 if P (U ⊇ S0) ≥ 1 − α. Our null has already been determined by the
F-test and for each location we have the p-value of that test. A simple way to calculate
U is to find the (1− α)th percentile of the distribution of the maximum of the p-values,
which will have a uniform distribution under the null. All locations with p-value greater
than 1 − (1 − α)
1
n belong to the set U , where n is the total number of locations. This
will provide a conservative confidence superset and future work will use local information
to obtain a smaller confidence superset. Now we can proceed similar to the previous
cases. For different values of t we examine the connected components and if the fraction
of location in Ci,t that are also in U is greater than ǫ we declare the cluster Ci,t false. We
proceed analogous to the case of a pixelized image, searching for the value of t such that
the rate of false regions is bounded appropriately with high probability. Figure 10 shows
the result of an experiment in which we set our detection limit so that with probability .95
less than 10% of the clusters detected are false. We can clearly see the bands that we are
hoping to detect as well as some active areas along the edges which may be artifacts of the
projection from three dimensions to the surface of the brain. This is a demonstration that
False Cluster Proportion concepts can be extended to various situations where controlling
the rate of falsely detected regions is desirable to detect structure. Here we have shown
that we can get the same false cluster proportion control when there is more than one
class of objects and also when our data do not lie a regular grid.
Figure 10: Gray dots represent every location recorded while blue and red dots indicate
locations in clusters that were declared active. The two colors denote the two different
phases, one corresponding to the rings and the other to the anti-rings. We clearly see the
banded activation patterns expected in the data.
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9 Conclusion
We have extended the False Cluster Proportion Multiple Testing Procedure so it can
now be applied to a wide variety of problem in Astronomy as well as other fields. By
moving away from theoretical approximations, like Piterbarg’s approximation, we can
now calculate confidence supersets for a large variety of noise conditions. This allows us
to create source catalogs with a probabilistic guarantee that they are not overly polluted
with false detections without having to make any difficult to check assumptions about
the data or the science behind the data. The Multi-scale Derivative procedure enhances
the types of sources we typically see in a telescope image and we have shown that they
can also enhance the power of False Cluster Proportion source detection algorithms. This
is evidenced by our analysis of the CDFS data. The catalog published in GI uses two
different algorithms and then has to follow up each detection, whereas we run MSFCP
and can make the statement that with probability .95 less than 10% of our detections
are false, and still get virtually the same catalog. When we allow 20% of our detections
to be false we make two new detections, one of which we have verified is a real source
that was missed in the original analysis. Our procedure provides rigorous error control,
which is lacking in the current techniques used by astronomers. At the same time we
have demonstrated that the detection power is comparable and in fact we have detected
sources that they have missed. Controlling false detections without the need for expensive
follow up observations will be critical as the next generation of telescopes will provide a
deluge of data that will be impossible to process manually.
We have also shown that these ideas can be generalized to other types of problems
where we are dealing with points spread along a plane instead of a regular grid of pixels
in an image. We can further modify our definition of cluster to differentiate between
different types of objects. We can then control the proportion of false clusters, allowing
for different classes of clusters. In the future, we believe we can further extend our
framework so that we can apply False Cluster Proportion techniques on a wide variety of
statistical clustering problems, in which we are trying to detect clusters of data without
making false detections.
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