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Abstract
We introduce dropout compaction, a novel
method for training feed-forward neural networks
which realizes the performance gains of training
a large model with dropout regularization, yet
extracts a compact neural network for run-time
efficiency. In the proposed method, we introduce
a sparsity-inducing prior on the per unit dropout
retention probability so that the optimizer can ef-
fectively prune hidden units during training. By
changing the prior hyperparameters, we can con-
trol the size of the resulting network. We per-
formed a systematic comparison of dropout com-
paction and competing methods on several real-
world speech recognition tasks and found that
dropout compaction achieved comparable accu-
racy with fewer than 50% of the hidden units,
translating to a 2.5x speedup in run-time.
Index Terms: Neural networks, dropout, model com-
paction, speech recognition
1 Introduction
Dropout [1, 2] is a well-known regularization method that
has been used very successfully for feed-forward neural
networks. Training large models with strong regularization
from dropout provides state-of-the-art performance on nu-
merous tasks (e.g., [3, 4]). The method inserts a “dropout”
layer which stochastically zeroes individual activations in
the previous layer with probability 1 − p during training.
At test time, these stochastic layers are deterministically
approximated by rescaling the output of the previous layer
by p to account for the stochastic dropout during training.
Empirically, dropout is most effective when applied to large
models that would otherwise overfit [2]. Although training
large models is usually not an issue anymore with multi-
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GPU training (e.g., [5, 6]), model size must be restricted in
many applications to ensure efficient test time evaluation.
In this paper, we propose a novel form of dropout training
that provides the performance benefits of dropout training
on a large model while producing a compact model for de-
ployment. Our method is inspired by annealed dropout train-
ing [7], where the retention probability p is slowly annealed
to 1 over multiple epochs. For our method, we introduce an
independent retention probability parameter for each hidden
unit with a bimodal prior distribution sharply peaked at 0
and 1 to encourage the posterior retention probability to con-
verge to either 0 or 1. Similarly to annealed dropout, some
units will converge to never being dropped, however, unlike
annealed dropout, some units will converge to always being
dropped. These units can be removed from the network
without accuracy degradation. The annealing schedule and
compaction rate of the resulting network can be controlled
by changing the hyperparameters of the prior distribution.
In general, model compaction has been well investigated.
Conventionally, this problem is addressed by sparsifying
the weight matrices of the neural network. For example, [8]
introduced a pruning criterion based on the second-order
derivative of the objective function. L1 regularization is
also widely used to obtain sparse weight matrices. However,
these methods only achieve weight-level sparsity. Due to
the relative efficiency of dense matrix multiplication com-
pared to sparse matrix multiplication, these approaches do
not improve test time efficiency without degrading accu-
racy. In contrast, our proposed method directly reduces the
dimension of the weight matrices.
In another approach, singular value decomposition (SVD)
is used to obtain approximate low-rank representations of
the weight matrices [9]. SVD can directly reduce the dimen-
sionality of internal representations, however, it is typically
implemented as a linear bottleneck layer, which introduces
additional parameters. This inefficiency requires additional
compression, which degrades performance. For example, if
we are to compress the number of parameters by half, the
SVD compacted model would have to restrict the internal
dimensionality by 25%. Knowledge distillation can also be
used to transfer knowledge from larger models to a small
model [10]. However, this requires two separate optimiza-
tion steps that makes it difficult to directly apply to existing
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optimization configurations. [11] introduced additional mul-
tiplicative parameters to the output of the hidden layers and
regularize these parameters with an L1 penalty. This method
is conceptually similar to dropout compaction in that both
methods introduce regularization to reduce the dimension-
ality of internal representations. Dropout compaction can
be seen as an extension of this method by replacing L1
regularization with dropout-based regularization.
Similar to the SVD-based compaction technique, there are
several approaches for achieving faster evaluation of neu-
ral networks by assuming a certain structure in the weight
matrices. For example, [12] introduces Toeplitz weight ma-
trices as a building block of neural networks. [13] defines a
structured matrix via discrete cosine transform (DCT) for
enabling fast matrix multiplication via a fast Fourier trans-
form algorithm. These methods successfully reduce the
computational cost for neural network prediction; however,
since those methods restrict the parameter space prior to
training, these method may restrict the flexibility of neural
networks. Our proposed method attempts to jointly optimize
the structure of the neural network and its parameters. This
way, the optimization algorithm can determine an effective
low-dimensional representation of the hidden layers.
Several approaches for reducing numerical precision to
speed up training and evaluation have been proposed [14,
15, 16]. Most of these approaches are complemental with
our method since our proposed method only changes the
dimensionality of hidden layers, but the structure of the
network stays the same. In particular, we also apply a ba-
sic weight quantization technique in our experiments on
automatic speech recognition tasks.
The remainder of this paper is as follows: In Section 2, we
introduce a probabilistic formulation of dropout training and
cast it as an ensemble learning method. Then, we derive a
method for optimizing the dropout retention probabilities p
in Section 3. In Section 4, we present experimental results.
In Section 5, we conclude the paper and suggest future
extensions.
2 Conventional Dropout Training
In this section, we describe conventional dropout training
for feed-forward neural networks. Hereafter, we denote the
input vectors by X = {x1,x2, · · ·xT }, the target labels by
K = {k1, k2, · · · kT }, and the parameters of a neural net-
work by Θ def= {W(`) ∈ RD(`)×D(`−1) , b(`) ∈ RD(`) |` ∈
{1, .., L}} where L is the number of layers and D(`) is the
number of output units in the `-th layer.
2.1 Training
Dropout training can be viewed as the optimization of a
lower bound on the log-likelihood of a probabilistic model.
By introducing a set of random mask vectors M def=
{m(`) ∈ {0, 1}D(`) |` ∈ {0, .., L}} which defines a sub-
set of hidden units to be zeroed, the output of a dropout
neural network can be expressed as follows:
h(0)(xt; M) = m
(0)  xt ,
h(`)(xt; M) = m
(`)  a(`)
(
W(`)h(`−1)(xt; M) + b(`)
)
,
p(kt|xt,M) =
exp
(
h
(L)
kt
(xt; M)
)
∑
j exp
(
h
(L)
j (xt; M)
) ,
(1)
where denotes element-wise multiplication, a(`) is the ac-
tivation function (usually a sigmoid or rectifier function)
of the `-th layer, and h(L)j denotes the j-th element in
the vector function h(L). The mask vectors are indepen-
dent draws from a Bernoulli distribution (i.e., p(M|Π) =∏
`,u(pi
(`)
u )m
(`)
u (1−pi(`)u )1−m(`)u ) parameterized by retention
probability hyperparameters, Π def= {pi(`) ∈ [0, 1]D(`) |` ∈
{0, .., L}}. In conventional dropout training [1, 2], all reten-
tion probabilities belonging to the same layer are tied (i.e.,
pi
(`)
u = pi
(`)
u′ for all possible `, u and u
′).
Optimizing the conditional log-likelihood of the target labels
log p(K|X ,Θ,Π) is intractable. However, a tractable lower
bound can be used instead;
log p(K|X ,Θ,Π)
=
∑
t
log p(kt|xt,Θ,Π)
=
∑
t
log
∑
M∈M
p(kt|xt,M,Θ)p(M|Π)
≥
∑
t
∑
M∈M
p(M|Π) log p(kt|xt,M,Θ) ,
(2)
whereM is a set of all possible instances of M. A straight-
forward application of stochastic gradient descent (SGD)
applied to this lower bound leads to conventional dropout
training.
2.2 Prediction
At test time, it is not tractable to marginalize over all mask
vectors as in Eq. (2). Instead, a crude (but fast) approxi-
mation is applied. The average over all network outputs
with all possible mask vectors is replaced by the output of
the network with the average mask, i.e. the vectorm(`) in
Eq. (1) is replaced by the expectation vector pi(`):
h˜(0)(xt; Π) = pi
(0)  xt,
h˜(`)(xt; Π) = pi
(`)  a(`)
(
W(`)h˜(`−1)(xt; Π) + b(`)
)
.
(3)
Manuscript was submitted to AISTATS 2017
In this way, we obtain an approximation of the predictive dis-
tribution p(k|x,Π,Θ), which we denote by p˜(k|x,Π,Θ).
In practice, this approximation does not degrade prediction
accuracy [2].
3 Retention Probability Optimization
For leveraging the retention probabilities as a unit pruning
criterion, we propose to untie the retention probability pa-
rameters pi(`)u and put a bimodal prior on them. Then, we
seek to optimize the joint log-likelihood log p(K,Π|X ,Θ).
In the next subsection, we compute the parameter gradients.
In the second subsection, we describe the control variates
we used to reduce variance in the gradients. Next, we de-
scribe the prior we used to encourage the posterior retention
probabilities to converge to 0 or 1. Finally, we summarize
the algorithm.
3.1 Stochastic Gradient Estimation
The joint log-likelihood is given by
log p(K,Π|X ,Θ)
= log p(K|Π,X ,Θ) + log p(Π)
=
∑
t
log
∑
M∈M
p(kt|xt,M,Θ)p(M|Π) + log p(Π)
def
= L(Θ; Π) + log p(Π) ,
(4)
where p(Π) is the prior probability distribution of the re-
tention probability parameters. The objective function with
respect to the weight parameters Θ is unchanged (up to a
constant), so we can follow the conventional dropout param-
eter updates for Θ. The partial derivative of L with respect
to the retention probability of the u-th unit in the `-th layer
is:
∂L
∂pi
(`)
u
=
∑
t
∑
M∈M
p(M|Π)wt(M)
(
∂
∂pi
(`)
u
log p(M|Π)
)
=
∑
t
Ep(M|Π)
[
wt(M)
(
∂
∂pi
(`)
u
log p(M|Π)
)]
,
(5)
where the weight function w is:
wt(M) =
p(kt|xt,M,Θ)∑
M′∈M p(kt|xt,M′,Θ)p(M′|Π)
. (6)
Similarly to prediction in the conventional dropout method,
computing the denominator in the weight function is in-
tractable due to the summation over all binary mask vectors.
Therefore, we employ the same approximation, i.e. the de-
nominator in Eq. (6) is computed using Eq. (3). Hence, the
weight function is approximated as:
wt(M) ≈ p(kt|xt,M,Θ)
p˜(kt|xt,Π,Θ)
def
= w˜t(M) . (7)
The approximated weight function is computed by two feed
forward passes: One with a stochastic binary mask and one
with expectation scaling.
The partial derivatives of log p(M|Π) with respect to the
retention probability parameters can be expressed as follows:
∂
∂pi
(`)
u
log p(M|Π) = m
(`)
u
pi
(`)
u
− 1−m
(`)
u
1− pi(`)u
. (8)
3.2 Variance Reduction with Control Variates
The standard SGD approach uses an unbiased Monte Carlo
estimate of the true gradient vector. However, the gradients
of L(Θ; Π) with respect to the retention probability param-
eters exhibit high variance. We can reduce the estimator’s
variance using control variates, closely following [17, 18].
We exploit the fact that
Ep(M|Π)
[
∂
∂pi
(`)
u
log p(M|Π)
]
= 0 , (9)
cf. Eq. (8). This implies
∂L
∂pi
(`)
u
=
∑
t
Ep(M|Π)
[
(wt(M)− C) ∂
∂pi
(`)
u
log p(M|Π)
]
(10)
for any C that does not depend on M. Thus, an unbiased
estimator is given by:
∂L
∂pi
(`)
u
≈ T|R|
∑
r∈R
(wt(Mr)− C)
(
∂
∂pi
(`)
u
log p(Mr|Π)
)
,
(11)
where R is a random mini-batch of training data indices
and Mr is a set of mask vectors randomly drawn from
p(M|Π) for each element inR. As before, we approximate
wt(M) ≈ w˜t(M) to make the computation tractable.
The optimal C does not have a closed-form solution. How-
ever, a reasonable choice for C is
C = Ep(M|Π) [wt(M)] = 1 (12)
With this choice, we obtain an interpretable update rule:
A training example (x, k) only contributes to an update
of the retention probabilities Π if the predictive distribu-
tion changes by applying a random dropout mask, i.e. if
p(k|x,M,Θ) 6= p˜(k|x,Π,Θ).
3.3 Prior distribution of retention probability
In order to encourage the posterior to place mass on compact
models, a prior distribution that strongly prefers pi(`)u = 1 or
pi
(`)
u = 0 is required. We use a powered beta distribution as
the prior distribution
p(pi(`)u |α, β, γ) ∝
((
pi(`)u
)α−1 (
1− pi(`)u
)β−1)γ
.
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Algorithm 1: Single update of retention probability
Data: Training data (X ,K), neural net parameter Θ, initial
values Π, random mini-batchR
Data: Hyperparameters (α, β, γ), learning rate η, control
variate C
Result: Updated dropout probabilities Π
// Derivative wrt log p(Π)
for ` ∈ {0, .., L}, u ∈ {1, .., D(`)} do
δ
(`)
u ← ∂
∂pi
(`)
u
log p(pi
(`)
u )
// Approx. derivative of log p(kr|xr,Π)
for r ∈ R do
M← draw a mask from p(M|Π)
w˜ ← p(kr|xr,M,Θ)p˜(kr|xr,Π,Θ) // Eq. (7)
δ ← δ + (w˜ − C)∇Π [log p(M|Π)] // Eq. (8)
Π← Clip [Π + ηδ]
// Clip computes max{0,min{1, x}} for
each element x in the vector
Computing the partition function is intractable when γ(α−
1) ≤ 0 or γ(β − 1) ≤ 0. However, computing the partition
function is not necessary for SGD-based optimization.
By setting α < 1 and β < 1, the prior probability density
goes to infinity as pi(`)u approaches 0 and 1, respectively.
Thus, we can encourage the optimization result to converge
to either pi(`)u = 0 or pi
(`)
u = 1. The exponent γ is intro-
duced in order to control the relative importance of the prior
distribution. By setting γ sufficiently large, we can ensure
that the retention probabilities converge to either 0 or 1.
3.4 Algorithm
Finally, the stochastic updates of the retention probabili-
ties with control variates are summarized in Algorithm 1.
In our experiments, we alternate optimization of the neu-
ral network parameters Θ and the retention probabilities Π.
Specifically, updates computed with Algorithm 1 are applied
after each epoch of conventional dropout training. Algo-
rithm 2 shows the overall structure. After each epoch, we
can remove hidden units with retention probability smaller
than a threshold without degrading performance. Therefore,
we can already benefit from compaction during the training
phase.
4 Experiments
First, as a pilot study, we evaluated dropout compaction
on the MNIST handwritten digit classification task. These
experiments demonstrate the efficacy of our method on a
widely used and publicly available dataset. Next, we con-
Algorithm 2: Alternating updates of DNN parameters Θ
and retention probabilities Π
Data: Training data (X ,K), initial values Θ,Π
Result: Updated dropout probabilities Π and neural net
parameters Θ
while performance improves do
Optimize neural net parameters Θ (see [6] for detail)
forR in the set of random batches in X do
Π← Algorithm1(X ,K,Θ,Π,R)
Remove hidden units with zero retention probability
Table 1: Classification error rates and average test-set losses
on the MNIST dataset for small and large networks.
#Weights Err. rates [%] Avg. loss
Small
Baseline 42200 3.03± 0.167 0.156± 0.014
Dropout 42200 3.02± 0.181 0.164± 0.027
Annealing 42200 2.99± 0.119 0.157± 0.015
SVD 40400 3.25± 0.196 0.138± 0.011
82000 2.21± 0.161 0.123± 0.016
Compaction 46665.2 2.55± 0.188 0.101± 0.011
Large
Baseline 477600 1.52± 0.089 0.0850± 0.004
Dropout 477600 1.50± 0.084 0.0818± 0.006
Annealing 477600 1.60± 0.091 0.0900± 0.005
SVD 357600 1.54± 0.083 0.0858± 0.004
795200 1.50± 0.030 0.0771± 0.004
Compaction 481276.7 1.49± 0.039 0.0536± 0.003
ducted a systematic evaluation of dropout compaction on
three real-world speech recognition tasks.
In the experiments, we compared the proposed method
against the dropout annealing method and SVD-based com-
paction. Dropout annealing was chosen because the pro-
posed method also varies the dropout retention probabilities
while optimizing the DNN weights. The SVD-based com-
paction method was chosen since this technique is widely
used and applicable to many tasks.
4.1 MNIST
The MNIST dataset consists of 60 000 training and 10 000
test images (28×28 gray-scale pixels) of handwritten digits.
For simplicity, we focus on the permutation invariant version
of the task without data augmentation.
We used 2 layer neural networks with rectified linear units
(ReLUs). The parameters of the DNNs were initialized with
random values from a uniform distribution with adaptive
width computed with Glorot’s formula [19] 1.
1We also evaluated with the ReL variant of Glorot’s initializa-
tion [20]; however, the ReL variant did not outperform the original
Glorot initialization in our experiments.
Manuscript was submitted to AISTATS 2017
As is standard, we split the training data into 50 000 images
for training and 10 000 images for hyperparameter optimiza-
tion. Learning rates, momentum, and the prior parameters
were selected based on development set accuracy. The mini-
batch size for stochastic gradient descent was set to 128.
We evaluated networks with various numbers of the hid-
den units D(`) ∈ {25, 50, 100, 200, 400, 800, 1600}. For
dropout compaction training, we set β = α, to produce ap-
proximately 50% compression. The SVD compacted mod-
els were trained by applying SVD to the hidden-to-hidden
weight matrices in the best performing neural networks in
each configuration ofD(`). The sizes of the bottleneck layer
were set to dD(`)/8e to achieve 25% compression in terms
of the number of the parameters in the hidden-to-hidden ma-
trix. After the decomposition, the SVD-compacted networks
were again fine-tuned to compensate for the approximation
error.
Based on manual tuning over the the development set accu-
racies, the learning rate and momentum were set to 0.001
and 0.9 respectively. L2 regularization was found not to
be effective for the baseline system. The optimal L2 reg-
ularization constants were 10−6 for dropout and annealed
dropout and 10−4 for dropout compaction. For the dropout
annealing method, we increased the retention probability
from 0.5 to 1.0 over the first 4 epochs.
Figure 1 and Table 1 show the results of our proposed
method and the other methods in comparison. In the figure,
the plots in the first row show the differences in the average
cross-entropy loss computed on the test set, and the plots
in the second row show the differences in the classification
error rate. The green lines with “o” markers denote the pro-
posed method and the blue lines with “x” markers denote
the compared method, i.e. baseline feed forward net, con-
ventional dropout, dropout annealing, and SVD compacted
DNNs. The error bars in the plots represent two standard
deviations (±1σ) estimated from 10 trials with different
random initialization. The table shows the results for small
and large networks. The numbers of the weights in the table
are the average numbers of the trials.
In terms of test-set cross-entropy loss, dropout compaction
performs consistently better than the other methods in com-
parison. For the application to automatic speech recognition,
which is our main interest, the performance in terms of cross-
entropy loss is decisive, because the DNN is used as an
estimator for the label probability (rather than a classifier).
The behavior in terms of error rate differs. By increasing
the model size, the error rate eventually saturates at the
same point for all methods. However, with small networks,
dropout compaction also clearly outperforms the other meth-
ods in terms of error rate. The case of small networks is
the more relevant one, because our aim is to apply dropout
compaction for training small models. Here, "small" must
be understood relative to the complexity of the task. Neural
networks, which can be deployed in large-scale production
for difficult tasks like speech recognition, can typically be
considered as small.
4.2 Large-Vocabulary Continuous Speech
Recognition
As an example of a real-world application, which requires
large-scale deployment of neural networks, we applied
dropout compaction to large-vocabulary continuous speech
recognition (LVCSR). We performed experiments on three
tasks: VoiceSearchLarge, which contains 453h of voice
queries, and VoiceSearchSmall, which is a 46h subset of
VoiceSearchLarge. GenericFarField contains 115h of far-
field speech, where the signal is obtained by applying front-
end processing to the seven channels from from a micro-
phone array. We used VoiceSearchSmall for conducting
preliminary experiments for finding the optimal hyperpa-
rameters, and used these for the other tasks.
As input vectors to the DNNs, we extracted 32 dimensional
log Mel-filterbank energies over 25ms frames every 10ms.
The DNN acoustic model processed 8 preceding, a middle
frame, and 8 following frames as a stacked vector (i.e., 32×
17 = 544 dimensional input features for each target). Thus,
with our feature extraction, the number of training examples
is 16.5M (VoiceSearchSmall), 163M (VoiceSearchLarge),
and 41M (GenericFarField), respectively.
We used a random 10% of the training data as a validation
set, which was used for “Newbob”-performance based learn-
ing rate control [21]. Specifically, we halved the learning
rate when the improvement from the last epoch is less than
a threshold. As an analogy of cross validation-based model
selection, we used 10% of the validation set for optimizing
the retention probabilities.
The baseline model size was designed such that the total
ASR latency was below a certain threshold. The number of
hidden units for each layer was determined to be 1 536 and
the number of hidden layers was 4. The sigmoid activation
function was used for nonlinearity in the hidden layers. Fol-
lowing the standard DNN/HMM-hybrid modeling approach,
the output targets were clustered HMM-states obtained via
triphone clustering. We used 2 500, 2 506, and 2 464 clus-
tered states with the VoiceSearchSmall, VoiceSearchLarge,
and GenericFarField tasks, respectively. For fast evaluation,
we quantized the values in the weight matrices and used
integer operations for the feed-forward computations. These
networks are sufficiently small for achieving low latency in
a speech recognition service. Therefore, in the experiments,
we focus on two use cases: (a) Enabling the use of a larger
network within the given fixed budget, and (b) achieving
faster evaluation by compressing the current network.
All networks were trained with distributed parallel asyn-
chronous SGD on 8 GPUs [6]. In addition, all net-
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Figure 1: The averages test-set loss (top) the number of test-set errors (bottom) in the MNIST experiments as functions of
the numbers of weights. Each column shows the results of dropout compaction compared to a conventional feed-forward
network, conventional dropout, dropout annealing, and singular value decomposition, respectively. The green lines with o
marker and blue lines with x marker denote the results of proposed and the compared method, respectively. The error bars
show ±1σ.
Table 2: Word error rates [%] on evaluation sets of the speech recognition tasks; the development set error rates are shown in
parentheses.
Baseline Annealing SVD Compaction SVD Compaction
# Hid. unit 1536 1536 (3072, 384) 3072→ ~1536 (1536, 192) 1536→ ~768
VoiceSearchSmall XEnt 22.5 (22.6) 22.3 (21.7) 22.5 (22.3) 21.8 (21.2) 22.7 (21.6) 22.6 (21.7)
+ bMMI 21.2 (21.0) 20.0 (19.8) 21.5 (21.1) 19.9 (19.7) 20.8 (20.3) 20.4 (19.8)
VoiceSearchLarge XEnt 18.9 (18.2) 18.7 (18.2) 18.8 (18.2) 18.4 (18.0) 19.2 (18.8) 18.9 (18.5)
+ bMMI 17.9 (17.4) 17.2 (17.0) 17.7 (17.2) 16.9 (17.0) 17.3 (17.2) 17.3 (17.2)
GenericFarField XEnt 24.0 (21.9) 23.6 (21.7) 24.4 (22.5) 23.4 (21.3) 24.8 (22.8) 23.9 (22.1)
+ bMMI 21.4 (19.7) 20.6 (18.8) 21.3 (19.1) 20.8 (18.7) 20.8 (18.9) 21.0 (18.9)
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Figure 2: Evolution of histograms over retention probability
in the first 12 epochs on VoiceSearchSmall.
works were pretrained with the greedy layer-wise training
method [22]. For the dropout compaction and annealing
methods, retention probabilities were kept fixed to 0.5 dur-
ing pretraining. For annealed dropout, we use a schedule
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Figure 3: Frame error rates as a function of the number of
epochs on VoiceSearchSmall.
designed to increase the retention probabilities from 0.5 to
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1.0 in the first 18 epochs. As in the MNIST experiments,
we fixed the hyperparameters to obtain approximately 50%
compression 2 by setting α = β = 0.9, and γ = T ′ where
T ′ is the number of non-silence frames in the data set.
Because conventional dropout did not improve the perfor-
mance of the baseline system in the ASR experiments,
we only use annealed dropout as the reference system for
dropout-based training. This may be due to the small size
of the neural networks relative to our training corpus size.
Fig. 2 shows histograms of the retention probabilities as
functions of the numbers of epochs on the VoiceSearchS-
mall task. As designed, the retention probabilities (initial-
ized to 0.5) rapidly diffused from the initial value 0.5, and
converged to 0 or 1 in the first 11 epochs. We did not ob-
serve significant differences with regard to the pruning rate
and the convergence speed over different hidden layers. The
compression rates of hidden layers were around 50% in all
layers.
Fig. 3 shows the evolution of the frame error rate on the
VoiceSearchSmall task. We observed that annealed dropout
started overfitting in the later epochs, after the retention
probability was annealed to 1. On the other hand, the
dropout compaction methods exhibited the performance
gain after the probabilities were converged completely. This
suggests that, similar to SVD-based compaction, our pro-
posed method requires some fine-tuning after the structure
is fixed, even though the fine-tune and compaction processes
are smoothly connected in the proposed method. This might
be the reason why the optimal prior parameters for dropout
compaction, which were selected on the development set,
implied that the retention probabilities converge already in
only 11 epochs, whereas the optimal parameters for dropout
annealing yield a deterministic model after 18 epochs.
Table 2 shows the word error rates over the development
and evaluation sets. As is standard in ASR, all cross-
entropy models were fine-tuned according to a sequence-
discriminative criterion, in this case the boosted maximum
mutual information (bMMI) criterion [23, 24, 25]. Dropout
compaction has been applied in the cross-entropy phase of
the optimization, and the pruned structure was then used in
the bMMI training phase.
The results in Table 2 show that dropout compaction models
starting with a larger structure (use case (a)) yielded the
best error rates in all cases except for the bMMI result on
the GenericFarField task and they always performed better
than the baseline. The differences were especially large
in comparison to the cross-entropy trained models. The
reason for this might be that the dropout compaction method
determines the structure based on the cross-entropy-based
250% compression of hidden units yields roughly 25% com-
pression of hidden-to-hidden weight matrices and 50% compres-
sion of the input and output layer weight matrices. This leads to a
roughly 2.5x speedup in the feed-forward computation.
criterion.
Regarding use case (b), dropout compaction achieved better
results than the baseline network on all tasks. Further, most
of the gains by annealed dropout are retained, although the
dropout compaction models are roughly 2.5 times smaller.
Compared to SVD-based model compaction, the proposed
method performed better in almost all cases. Similar to the
comparison in use case (a), the relative advantage of dropout
compaction became smaller with the additional bMMI train-
ing step. Therefore, adapting the proposed method to be
compatible with sequence discriminative training such as
bMMI is a promising future research direction.
5 Conclusion
In this paper, we introduced dropout compaction, a novel
method for training neural networks, which converge to
a smaller network starting from a larger network. At At
the same time, the method retains most of the performance
gains of dropout regularization.
The method is based on the estimation of unit-wise dropout
probabilities with a sparsity-inducing prior. On real-world
speech recognition tasks, we demonstrated that dropout
compaction provides comparable accuracy even when the
final network has fewer than 40% of the original parame-
ters. Since computational costs scale proportionally to the
number of parameters in the neural network, this results in
a 2.5x speed up in evaluation.
In future work, we want to study whether the results by
dropout compaction can be further improved by using more
sophisticated methods for estimating the expectation over
the mask patterns. Further, the application of our proposed
method to convolutional and recurrent neural networks is a
promising direction.
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