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In this work, we consider the so-called Lur’e matrix equations that
arise e.g. inmodel reduction and linear-quadratic inﬁnite timehori-
zon optimal control.We characterize the set of solutions in terms of
deﬂating subspaces of evenmatrix pencils. In particular, it is shown
that there exist solutions which are extremal in terms of deﬁnite-
ness. It is shown how these special solutions can be constructed via
deﬂating subspaces of even matrix pencils.
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1. Introduction
For givenmatricesA, Q ∈ Cn,n withQ = Q∗ andB, C ∈ Cn,m, R ∈ Cm,m, we consider Lur’e equations
A∗X + XA + Q = K∗K,
XB + C = K∗L, (1)
R = L∗L,
that have to be solved for (X, K, L) ∈ Cn,n × Cp,n × Cp,m with X = X∗ and p as small as possible.
Equations of type (1) were ﬁrst introduced by Lur’e [1] in 1951 (see [2] for an historical overview) and
play a fundamental role in systems theory, e.g. since properties like dissipativity of linear systems can
be characterized via their solvability [3–6]. This type of equations moreover appears in the inﬁnite
time horizon linear-quadratic optimal control problem [7–11] as well as in balancing-related model
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reduction [12–16]. In the casewhereR is invertible, thematricesK and L can be eliminated by obtaining
the algebraic Riccati equation
A∗X + XA − (XB + C)R−1(XB + C)∗ + Q = 0. (2)
It is well-known [17,11] that solvability criteria and the construction of solutions can be constructed
via consideration of certain eigenspaces of the Hamiltonian matrix
AH =
[
A−BR−1C −BR−1B∗
C∗R−1C−Q −(A−BR−1C)∗
]
. (3)
Simple arithmetical considerations lead to the fact that X ∈ Cn,n solves (2) if and only if im[ In , X ]∗ is
an invariant subspace of AH . A well-known sufﬁcient (but not necessary) criterion for the solvability
of (2) is the absence of eigenvalues ofAH on the imaginary axis. Numerical and theoretical difﬁculties
appear in the characterization of solvability of (2) when AH has eigenvalues on the imaginary axis.
Roughly speaking, this corresponds to the case where (2) is “on the border to unsolvability”.
Another essential difﬁculty in the analysis of (1) is the possible non-invertibility of R. In this case,
neither the algebraic Riccati equation nor the Hamiltonian matrix AH can be formulated. Instead
utilizing AH , one may consider the matrix pencil
sE − A =
⎡⎣ 0 −sI + A BsI + A∗ Q C
B∗ C∗ R
⎤⎦ (4)
and characterize the solvability of (1) via deﬂating subspaces of (4), i.e., a generalization of the concept
of invariant subspaces tomatrix pencils [18]. Note that in the casewhere R is invertible, simple rowand
column transformations to sE − A lead to sI − AH . However, the non-invertibility of R causes some
additional problems, since then we are at least in one of the following situations:
(i) The pencil sE − A has eigenvalues at inﬁnity (see Section 2 for a deﬁnition).
(ii) The pencil sE − A is singular, i.e., det(sE − A) = 0 for all s ∈ C.
Besides presenting equivalent solvability criteria for Lur’e equations, the main contribution of this
work is the characterization of the set of solutions of (1) in terms of deﬂating subspaces of (4).
The beneﬁt of spectral characterization of the solutions of Lur’e equations is manifold: ﬁrst of
all, since nearly all numerical methods for solving algebraic Riccati equations, like e.g. the Newton–
Kleinman iteration [19,20],matrix sign function method [21,22], structure-preserving doubling algorithm
[23] or the Schur method [24], at least theoretically rely on spectral considerations, the results of this
papermay be a starter for the widely unexplored ﬁeld of numerical solution of Lur’e equations. On the
other hand, since Lur’e equations are mainly motivated by linear-quadratic optimal control problems
[6], their eigendecomposition based analysis gives rise to structural characterizations of the optimal
control like, e.g. assertions about uniqueness and distributional order of the optimal control [25].
Let us brieﬂy give an overview about the present state of research in the ﬁeld of Lur’e equations. One
of the ﬁrst works dealing with this problem are [26,6]. Under the assumption that (A, B) is controllable,
i.e., rank[ sI − A , B ] = n for all s ∈ C, the solvability of the Lur’e equations is shown to be equivalent
to the positive semi-deﬁniteness of the so-called spectral density function
Φ(iω) =
[
(iωI − A)−1B
Im
]∗ [
Q C
C∗ R
] [
(iωI − A)−1B
Im
]
(5)
for all ω ∈ R.
Theworks [27,28] give an iterative technique for the elimination of variables corresponding to ker R.
After a ﬁnite number of steps this leads to a Riccati equation. This also gives an equivalent solvability
criterion that is obtained by the feasibility of this iteration.
In [29,30], the matrix R is slightly perturbed by εIm for some ε > 0. Then by using the invertibility
of R + εI, the corresponding perturbed Lur’e equations are now equivalent to a Riccati equation. It is
shown that certain corresponding solutions Xε then converge to a solution of (1).
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Thematrix pencil approach to the solution of Lur’e equations is considered in [2,31–40]. The works
[39,40] give a complete characterization of the eigenstructure of so-called extendedHamiltonianmatrix
pencils, that can be obtained by simple row and column transformations to the matrix pencil in (4).
The connection is highlighted to equations of the form
A∗X + XA + Q = F∗RF,
XB + C = F∗R, (6)
that have to be solved for (X, F) ∈ Cn,n × Cm,n. This type can be considered as a special case of (1),
since every Lur’e equation that has a solution (X, K, L)with im L ⊂ im K can be expressed by a system
of type (6). However, this is by far not fulﬁlled by every Lur’e equation.
The works [35–38] consider the case where the matrix[
Q C
C∗ R
]
is positive semi-deﬁnite and its rank equals to m, the matrix pencil (4) is regular and the pair (A, B)
is controllable. It is shown that under these assumptions, a particular solution can be constructed via
the consideration of certain deﬂating subspaces of a matrix pencil closely related to (4).
Our approach to Lur’e equations is mostly related to [2,31–33]. In particular, the works [2,31,32]
consider the relation between deﬂating subspaces of associated matrix pencils and the solutions of a
slight generalization of (1) and some a posteriori conditions on deﬂating subspaces are given such that
a solution of the Lur’e equations can be constructed from these. We aim to give a priori conditions on
the deﬂating subspaces such that they lead to a solution of (1).
Theworks [34,33] consider the closely related problemof spectral factorization, that is, the construc-
tion of a rational function Ψ : iR → Cp,m such that the spectral density function fulﬁlls Φ(iω) =
Ψ ∗(iω)Ψ ∗(iω). As a byproduct, [33] gives equivalent criteria for the solvability of (1) under some
weak controllability conditions of (A, B). The construction of solutions from the pencil (4) consists
of an iterative elimination of the “critical” deﬂating subspaces. The works [34,41] consider spectral
factorization on the basis of minimal descriptor realizations Φ(iω) = B∗(iωE − A)−1B + R for
some squarematrix pencil sE − A fulﬁllingE = −E∗ andA∗ = A. Characterizations for thepositive
semi-deﬁniteness of the spectral density function in terms of the eigenstructure of the pencil[
sE − A B
B∗ R
]
. (7)
Though this work is not directly dealing with equations of the form (1), we can also gainfully use its
techniques for the analysis of Lur’e equations.
For the case of positive deﬁnite R, the work [42] shows that, under some slight extra conditions
on the controllability of (A, B), there exist some particular solutions X− and X+ of (2) which are, in
terms of deﬁniteness, below (resp. above) all Hermitian X solving the algebraic Riccati inequality, i.e.,
the expression on the left hand side of (2) is positive semi-deﬁnite. It is furthermore shown that there,
in terms of deﬁniteness, the set of solutions is between two extremal solutions. The extremal solutions
are shown to express optimal energies of certain linear-quadratic optimal control problems on the real
half axis [26]. If the HamiltonianmatrixAH has no eigenvalues on the imaginary axis, it is known from
[17,42] that these solutions correspond to the eigenspaces belonging to the eigenvalues in the positive
(resp. negative) complex half-plane. We also generalize these facts to Lur’e equations.
Weﬁnally remark that the pencil (4) has the special property being even, that is E is skew-Hermitian
andA is Hermitian. Matrix pencils of this type are intensively considered in [43–45], where especially
the eigenstructure is analyzed and even canonical forms of Jordan-type are introduced.
The paper is organized as follows. Section 2 introduces the notation and contains some required
control and matrix theoretic background, in particular a normal form for even matrix pencils is in-
troduced. In Section 3 we collect some criteria being equivalent to the solvability of Lur’e equations.
The solutions set of Lur’e equations is characterized in Section 4 by means of deﬂating subspaces of
the associated evenmatrix pencil. Section 5 deals with the existence and characterization of extremal
solutions.
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Table 1
Block types in Kronecker canonical form.
Type Size Cj(s) Parameters
W1 kj × kj (s − λ)Ikj − Nkj kj ∈ N, λ ∈ C
W2 kj × kj sNkj − Ikj kj ∈ N
W3 (kj − 1) × kj sKkj − Lkj kj ∈ N
W4 kj × (kj − 1) sKTkj − LTkj kj ∈ N
2. Control and matrix theoretic preliminaries
Throughout the paper real and complex numbers are denoted by R and C, the open left and right
half-planes by C− and C+, respectively. The symbol i stands for the imaginary unit and iR denotes
the imaginary axis. By Re(z), Im(z), z¯ we denote the real part, imaginary part and, respectively, the
conjugate transpose of z ∈ C. Natural numbers excluding and including 0 are denoted by N and N0,
respectively. The spaces of n × m complex matrices are denoted byCn,m, and the set of invertible and
complex n × nmatrices by Gln(C). Thematrices AT and A∗ denote, respectively, the transpose and the
conjugate transpose of A ∈ Cn,m, and A−T = (A−1)T , A−∗ = (A−1)∗. We denote by rank(A) the rank,
by im A the image, by ker A the kernel, by σ(A) the spectrum of a matrix A. For Hermitian matrices
P, Q ∈ Cn,n, we write P > Q (P Q) if P − Q is positive (semi-)deﬁnite. For a Hermitian matrix P ∈
Cn,n the inertia, i.e., triple consisting of the numbers of positive, negative and zero eigenvalues are
denoted by In(P) ∈ N30.
For a rational matrix-valued function Φ : C\D → Cn,m, where D ⊂ C is the ﬁnite set of poles, we
deﬁne the normal rank by normalrankΦ = maxs∈C\D rankΦ(s).
With Ai ∈ Cni,mi with mi, ni ∈ N0 for i = 1, . . . , k, we denote the block diagonal matrix by
diag(A1, . . . , Ak). In particular, we set diag(A1, 00,m2) = [ A1 , 0n1 ,m2 ]. An identity matrix of order n
is denoted by In or simply by I. The zero n × m (n × n) matrix is denoted by 0n,m (resp. 0n) or simply
by0.Moreover, fork ∈ Nwe introduce the following specialmatrices Jk, Mk, Nk ∈ Rk,k, Kk, Lk ∈ Rk−1,k
with
Jk =
⎡⎣ 1q
1
⎤⎦ , Kk =
⎡⎢⎢⎣
0 1
. . .
. . .
0 1
⎤⎥⎥⎦ , Lk =
⎡⎢⎢⎣
1 0
. . .
. . .
1 0
⎤⎥⎥⎦ ,
Mk =
⎡⎢⎢⎣
1 0
q q
1 q
0
⎤⎥⎥⎦ , Nk =
⎡⎢⎢⎢⎢⎢⎣
0 1
. . .
. . .
. . . 1
0
⎤⎥⎥⎥⎥⎥⎦ .
Deﬁnition 1. Let sE − A be a matrix pencil with E, A ∈ Rm,n. Then sE − A is called regular if m = n
and normalrank(sE − A) = n.
A pencil sE − A is called even if E = −E∗ and A = A∗.
Many properties of amatrix pencil can be characterized in terms of the Kronecker canonical form (KCF).
Theorem 2 [18]. For a matrix pencil sE − A with E, A ∈ Cn,m, there exist matrices Ul ∈ Gln(C), Ur ∈
Glm(C), such that
Ul(sE − A)Ur = diag(C1(s), . . . , Ck(s)), (8)
where each of the pencils Cj(s) is of one of the types presented in Table 1.
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Table 2
Block types in even Kronecker canonical form.
Type Size Dj(s) Parameters
E1 2kj × 2kj
[
0kj ,kj (λ−s)Ikj−Nkj
(λ¯+s)Ikj−NTkj 0kj ,kj
]
kj ∈ N, λ ∈ C+
E2 kj × kj j((−is − μ)Jkj + Mkj ) kj ∈ N,μ ∈ R,j ∈ {−1, 1}
E3 kj × kj j(isMkj + Jkj ) kj ∈ N,j ∈ {−1, 1}
E4 (2kj−1) × (2kj−1)
[
0kj−1,kj−1 −sKkj + Lkj
sKTkj + LTkj 0kj ,kj
]
kj ∈ N
The numbers λ appearing in the blocks of type W1 are called the (generalized) eigenvalues of sE − A.
Blocks of type W2 are said to be corresponding to inﬁnite eigenvalues.
It is shown in [18] that the KCF is unique up to permutation of the indices i = 1, . . . , k. Since each
block of typeW3 (W4) leads to an additional column (resp. row) rank deﬁciency of 1, the regularity of
a pencil is equivalent the absence of blocks of type W3 and W4 in its KCF.
In the following, we review a special modiﬁcation of the KCF from [44] for even matrix pencils,
the even Kronecker canonical form (EKCF). This form is achieved by a congruence transform of sE − A
and therefore preserves the evenness. Note that, intrinsically, in [44] pencils sE − A with Hermitian
E, A were considered. The corresponding result for even pencils simply follows by a replacement of E
with iE. In [43,45], a further canonical form for the eigendecomposition of real even matrix pencils is
introduced that is also preserving realness. Note that this form can be employed to derive real versions
of the results in this paper.
Theorem3 [44]. For an evenmatrix pencil sE − Awith E, A ∈ Cn,n, there exists amatrix U ∈ Gln(C) such
that
U∗(sE − A)U = diag(D1(s), . . . ,Dk(s)), (9)
where each of the pencils Dj(s) is of one of the types presented in Table 2.
The numbers j in the blocks of type E2 and E3 are called the block signatures.
The appearance of block of type E1 shows that generalized eigenvalues λ /∈ iR occur in pairs (λ,−λ¯).
The blocks of type E2 and E3, respectively, correspond to the purely imaginary and inﬁnite eigenvalues.
The additional sign parameter is contained which is basically due to the fact that for a ﬁxed λ ∈ iR
the congruence transformation with U preserves the inertia of the Hermitian matrix λE − A. Blocks
of type E4 consist of a combination of blocks that are equivalent to those of type W3 and W4.
We now classify the inertia of the matricesDi(iω) in dependence of the corresponding parameters
and ω ∈ R.
Proposition 4 [34,41]
(a) If Di is of type E1, then for all ω ∈ R holds
In(Dj(iω)) = [ kj , 0 , kj ].
(b) If Di is of type E2 and kj is even, then
In(Dj(iω)) =
{[ kj/2 , 0 , kj/2 ], if μ /= ω,[ kj/2−1 , 1 , kj/2−1 ] + In(j), if μ = ω.
(c) If Di is of type E2 and kj is odd, then
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In(Dj(iω)) =
{[ (kj−1)/2 , 0 , (kj−1)/2 ] + In(j(ω−μ)), if μ /= ω,[ (kj−1)/2 , 1 , (kj−1)/2 ], if μ = ω.
(d) If Di is of type E3 and kj is even, then for all ω ∈ R holds
In(Dj(iω)) = [ kj/2 , 0 , kj/2 ].
(e) If Di is of type E3 and kj is odd, then for all ω ∈ R holds
In(Dj(iω)) = [ (kj−1)/2 , 0 , (kj−1)/2 ] + In(j).
(f) If Di is of type E4, then for all ω ∈ R holds
In(Dj(iω)) = [ kj , 1 , kj ].
Deﬁnition 5. A subspace V ⊂ CN is called (right) deﬂating subspace for the pencil sE − A with E, A ∈
CM,N if for a matrix V ∈ CN,k with full column rank and im V = V , there exists an l k and matrices
W ∈ CM,l, E˜, A˜ ∈ Cl,k with
EV = WE˜, AV = WA˜. (10)
Equivalently, Eq. (10) can be formulated as
(sE − A)V = W(s˜E − A˜), (11)
where s has to be treated as a formal variable.
Deﬁnition 6. Let a matrix E ∈ Ck be given. Then a subspace V ⊂ Ck is called
– E-neutral if x∗Ey = 0 for all x, y ∈ V ,
– maximally E-neutral if V is E-neutral and every proper superspace VL ⊃ V is not generalized
isotropic.
Note that for E as in (3), a space V ⊂ C2n+m is maximally E-neutral if V is E-neutral with dim V =
n + m. It can be further shown that for E as in (3) amaximally E-neutral space V fulﬁlls dim EV = n. In
this case maximal E-neutrality corresponds to the projection of the upper 2n components of V being
Lagrangian.
Deﬁnition 7. Let a pair (A, B) with A ∈ Cn,n, B ∈ Cn,m be given. Then
(i) λ ∈ C is called an uncontrollable mode of (A, B), if rank[ sI−A , B ] < n;
(ii) (A, B) is called controllable if it does not have an uncontrollable mode;
(iii) (A, B) is called sign-controllable if all uncontrollable modes λ,μ ∈ C satisfy λ¯ + μ /= 0;
(iv) (A, B) is called stabilizable if all uncontrollable modes have negative real part;
(v) (A, B) is called anti-stabilizable if all uncontrollable modes have positive real part.
3. Solvability of Lur’e equations
We collect some known solvability criteria. As in [33], most of the results in this work require that
either the pair (A, B) is controllable or the pair (A, B) is sign-controllable together with the regularity
of the even pencil sE − A. Observing that for all ω ∈ R with iω /∈ σ(A) holds
U∗(iω)(iωE − A)U(iω) =
⎡⎣ 0 −iωI + A 0iωI + A Q 0
0 0 Φ(iω)
⎤⎦
with U(iω) =
⎡⎢⎣ I 0 (iωI + A∗)−1(Q(−iωI + A)−1B − C)0 I −(−iωI + A)−1B
0 0 Im
⎤⎥⎦ ,
(12)
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a comparison of the normal ranks of the blocks of the EKCF of sE − A leads to the fact that the quantity
m − normalrankΦ is to the number of blocks of type E4. in particular, the pencil sE − A is regular if
and only if normalrankΦ = m.
In the following result, we collect several statements equivalent to the solvability of Lur’e equations.
Theorem 8. Let the Lur’e equations (1) with associated even matrix pencil sE − A as in (4) and spectral
density function Φ as in (5) be given. Assume that at least one of the claims:
(i) the pair (A, B) is sign-controllable and the pencil sE − A as in (4) is regular;
(ii) the pair (A, B) is controllable;
holds true. Then the following statements are equivalent:
1. There exists a solution (X, K, L) of the Lur’e equations.
2. There exists some Hermitian Y ∈ Cn,n with[
A∗Y + YA + Q YB + C
B∗Y + C∗ R
]
 0. (13)
3. For all ω ∈ R with iω /∈ σ(A) holds Φ(iω) 0;
4. In the EKCF of sE − A, all blocks of type E2 have positive signature and even size, and all blocks of
type E3 have negative sign and odd size.
5. In the EKCF of sE − A, all blocks of type E2 have even size, and all blocks of type E3 have negative
sign and odd size.
In particular, solutions of the Lur’e equations fulﬁll (X, K, L) ∈ Cn,n × Cn,p × Cm,p with
p = normalrankΦ.
For the proof, we need the following two auxiliary results.
Lemma 9 [33]. Let the Lur’e equations (1) be given with associated even matrix pencil sE − A as in (4)
and let spectral density function Φ as in (5). Let Tx ∈ Gln(C), Tu ∈ Glm(C), F ∈ Cm,n and
AF = T−1x (A + BF)Tx, BF = T−1x BTu,
CF = T∗x CTu + T∗x F∗RTu, QF = T∗x (Q + CF + F∗C∗ + F∗RF)Tx, (14)
RF = T∗u RTu.
Then the Lur’e equations
A∗F XF + XFAF + QF = K∗F KF ,
XBF + CF = K∗F LF , (15)
RF = L∗F LF
with associated even matrix pencil sEF − AF and spectral density function ΦF(iω) have the following
properties:
(a) For
UF =
⎡⎣T−∗x 0 00 Tx 0
0 FTx Tu
⎤⎦ (16)
holds sEF − AF = U∗F (sE − A)UF .
(b) For
ΘF(iω) = I + F(iωI − AF)−1BTu (17)
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holds ΦF(iω) = Θ∗F (iω)Φ(iω)ΘF(iω).
(c) (X, K, L) solves (1) if and only if
(XF , KF , LF) = (T∗x XTx, (K+LF∗)Tx, LTu)
solves (15).
Lemma 10 [34]. Let an even matrix pencil sE − A be given. Then the following two statements are
equivalent.
1. In the EKCF, all blocks of type E2 have even size and positive sign, and all blocks of type E3 have odd
size and negative sign.
2. There exist n, c, d ∈ N and a function a : R → N which is zero except for a ﬁnite set of values of
ω, such that In(iE) = [ n , d + c , n ] and for allω ∈ R holds In(iωE − A) = [ n + c − a(ω) , d +
a(ω) , n ].
In the casewhere the above statements are fulﬁlled, a(ω) corresponds to the blocks of type E2withω = μ, c
is the number of blocks of type E3 and d is the number of blocks of type E4.
Now we show Theorem 8.
Proof. The equivalence between 1, 2 and 3 as well as p = normalrankΦ is shown in [33].
3.⇒4. First assume that A has no eigenvalues on the imaginary axis. Then the spectral density
function Φ is deﬁned and positive semi-deﬁnite on the whole imaginary axis. Deﬁning d =
normalrankΦ , the rationality of Φ implies that there exists some function a : R → N that
is zero except for a ﬁnite set of values and rankΦ(iω) = d − a(ω). Deﬁning c = m − d and
applying the particular congruence transformation (12) to sE − A, the preservation of inertia
yields that sE − A fulﬁlls the statement (b) of Lemma 10 which then implies 4.. It remains to
include the casewhere A has imaginary eigenvalues. Sign-controllability of (A, B) in particular
implies the absence of uncontrollable modes on the imaginary axis. Hence there exists some
F ∈ Cm,n such that AF = A + BF fulﬁlls σ(AF) ∩ iR = ∅ [11]. Further, for Tx = In, Tu = Im,
deﬁning the matrices BF , CF , QF and RF as in (15) and considering the Lur’e equations (15),
Lemma 9 implies that ΦF(iω) = Θ∗F (iω)Φ(iω)ΘF(iω) and iωEF − AF = U∗F (iωE − A)UF
with UF andΘF(iω) as in (16) and (17). The preservation of inertia now implies that we are in
the situation of the ﬁrst part of the proof and the desired result can be directly concluded.
4.⇒5. This statement is trivial.
5.⇒3. Let Θ1 = iR ∩ σ(A) and deﬁne Θ2 as the set of generalized eigenvalues of sE − A on the
imaginary axis. Consider ω ∈ R such that iω /∈ Θ1 ∪ Θ2. Consider the EKCF of and sE − A
let d3, d4 be the number of blocks of type E3 and E4, respectively. Writing Dj(s) = sEj −
Aj for accordant matrices Ej, Aj , a comparison of the rank deﬁciency of E with those of the
matrices Ej : j = 1, . . . , k, we get that m = d3 + d4. Proposition 4 then implies that In(iE −
A) = [ n + d3 , d4 , n ]. Relation (12) and the preservation of inertia then implies Φ(iω) 0
with rankΦ(iω) = d3. Now the continuity of Φ on iR\Θ2 and the ﬁniteness of both Θ1 and
Θ2 implies that Φ(iω) 0 for all ω ∈ R\Θ2. 
The deﬁniteness relation (13) belongs to the type of linear matrix inequalities (LMIs) [46] that often
arises in stability analysis of linear systems. The non-emptiness of the solution set of an LMI is called
feasibility. It can be seen that a Hermitian matrix X is a part of a solution of the Lur’e equations (1) if
it solves the LMI (13) with the additional property that the rank of the matrix on the left hand side of
the LMI (13) equals to p.
The equivalence between 4. and 5. consequences that blocks of type E2 automatically have positive
sign, if 5. is fulﬁlled. An analogous assertion for blocks of type E3 does unfortunately not hold true. For
instance, consider the 1 × 1 matrices A = −1, B = −C = R = 1 and Q = 0.
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Note that sign-controllability of (A, B) together with Φ(iω) 0 for all ω ∈ R is in general not
sufﬁcient for the solvability of the Lur’e equations (1). A counterexample can be found in [33]. It
is however shown in [33] that the feasibility of the LMI together with sign-controllability of (A, B)
implies the solvability of Lur’e equations.
In [34], the assertions 4.–6. were considered for the pencil (7) that corresponds to a minimal
descriptor realization of Φ . We employed the same technique of inertia comparison for the proof
of our more general result.
4. Construction of solutions via deﬂating subspaces
In this part we present solvability criteria and a parameterization of the solution set of Lur’e
equations in terms of deﬂating subspaces of the associated even matrix pencil.
Theorem 11. Let the associated even matrix pencil sE − A as in (4) be given and let the spectral density
function as in (5) satisfyΦ(iω) 0 for allω ∈ Rwith iω /∈ σ(A).Moreover, let p = normalrankΦ. Then
the following two statements are equivalent:
1. For the Hermitian X ∈ Cn,n there exist K ∈ Cp,n, L ∈ Cp,m such that (X, K, L) is a solution of (1).
2. There exist Vμ, Vx ∈ Cn,n+m, Vu ∈ Cm,n+m,Wμ, Wx ∈ Cn,n+p, Wu ∈ Cm,n+p and E˜, A˜ ∈ Cn+p,n+m
such that for
V =
⎡⎣VμVx
Vu
⎤⎦ , W =
⎡⎣WμWx
Wu
⎤⎦ , (18)
– the space V = im V is maximally E-neutral with rank Vx = n;
– X = VμV−x for some arbitrary right inverse V−x of Vx;
–
(sE − A)V = W(s˜E − A˜). (19)
Lemma 12. Let the associated even matrix pencil sE − A as in (4) be given and let the spectral density
function as in (5) satisfy Φ(iω) 0 for all ω ∈ R with iω /∈ σ(A). Let p = normalrankΦ and assume
that the Hermitian matrix X ∈ Cn,n fulﬁlls
rank
[
A∗X + XA + Q C + XB
C∗ + B∗X R
]
= p. (20)
Then there exist K ∈ Cp,n, L ∈ Cp,m such that (X, K, L) is a solution of the Lur’e equations (1).
Proof. Let ω ∈ R such that iω /∈ σ(A) and rankΦ(iω) = p. Then we have
Φ(iω)=
[
(iωI − A)−1B
Im
]∗ [
Q C
C∗ R
] [
(iωI − A)−1B
Im
]
=
[
(iωI − A)−1B
Im
]∗ [
A∗X + XA + Q C + XB
C∗ + B∗X R
] [
(iωI − A)−1B
Im
]
− B∗(−iωI − A∗)−1(A∗X + XA)(iωI − A)−1B − B∗(−iωI − A∗)−1XB
− B∗X(iωI − A)−1B.
Due to
−B∗(−iωI − A∗)−1(A∗X + XA)(iωI − A)−1B
= B∗(−iωI − A∗)−1((−iωI − A∗)X + X(iωI − A))(iωI − A)−1B
= B∗X(iωI − A)−1B + B∗(−iωI − A∗)−1XB,
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the above expression for Φ(iω) reduces to
Φ(iω) =
[
(iωI − A)−1B
Im
]∗ [
A∗X+XA+Q C+XB
C∗+B∗X R
] [
(iωI − A)−1B
Im
]
. (21)
Now assume that X is not a part of a solution of the Lur’e equations, i.e., there exist pP, pN ∈ N with
pP + pN = p and pN > 0 such that[
A∗X + XA + Q C + XB
C∗ + B∗X R
]
=
[
M∗11 M∗21
M∗12 M∗22
] [
IpP 0
0 −IpN
] [
M11 M12
M21 M22
]
for some matrices M11 ∈ CpP ,n, M12 ∈ CpP ,m, M21 ∈ CpN ,n, M22 ∈ CpN ,m. Deﬁne the functions
G1(iω) = M11(iωI − A)−1B + M12,G2(iω) = M21(iωI − A)−1B + M22. Then we have
Φ(iω) = G∗1(iω)G1(iω) − G∗2(iω)G2(iω).
Then Theorem 8 implies G∗1(iω)G1(iω) − G∗2(iω)G2(iω) which is only fulﬁlled when im G∗2(iω) ⊂
imG∗1(iω). Hence, we can estimate
p = rankΦ(iω) rank G2(iω) pP < p,
which is a contradiction. 
Proof of Theorem 11. The implication 1. ⇒ 2. follows from⎡⎣ 0 −sI + A BsI + A∗ Q C
B∗ C∗ R
⎤⎦⎡⎣X 0In 0
0 Im
⎤⎦ =
⎡⎣ In 0−X K∗
0 L∗
⎤⎦ [−sI + A B
K L
]
. (22)
Now we show that 2. implies 1.: Since V is maximally E-neutral with rank Vx = n, there exists some
T ∈ Gln+m(C) and a Hermitian matrix X ∈ Cn,n such that⎡⎣V1V2
V3
⎤⎦ T =
⎡⎣X 0In 0
0 Im
⎤⎦ .
Since, by construction, X = VμV−x for some arbitrary right inverse V−x of Vx , it is sufﬁcient to show
that X is indeed a part of a solution of (1).
Deﬁne [ s˜E1 − A˜1 , s˜E2 − A˜2 ] = (s˜E − A˜)T where E˜1, A˜1 ∈ Cn,n, E˜2, A˜2 ∈ Cn,m. Then (19) implies⎡⎣ −sI + A BQ + A∗X + sX C
B∗X + C∗ R
⎤⎦ =
⎡⎣WμWx
Wu
⎤⎦ [s˜E1 + A˜1 s˜E2 + A˜2] .
Then we haveWμE˜2 = 0, WxE˜2 = 0, WuE˜2 = 0 and thus⎡⎣ −sI + A BQ + A∗X + sX C
B∗X + C∗ R
⎤⎦ =
⎡⎣WμWx
Wu
⎤⎦ [s˜E1 + A˜1 A˜2] .
Due to −I = WμE˜1, we have rankWμ = n and thus, there exists some W ∈ Gln+m(C) such that
WμW = [ In , 0n,p ]. Deﬁning[
s˜E11 + A˜11 A˜12
s˜E21 + A˜21 A˜22
]
= W−1
[
s˜E1 + A˜1 A˜2
]
and [Wx1 , Wx2 ] = WxW, [Wu1 , Wu2 ] = WuW , we now have⎡⎣ −sI + A BQ + A∗X + sX C
B∗X + C∗ R
⎤⎦ =
⎡⎣ In 0Wx1 Wx2
Wu1 Wu2
⎤⎦[s˜E11 + A˜11 A˜12
s˜E21 + A˜21 A˜22
]
.
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A comparison of coefﬁcients yields E˜11 = −I, A˜11 = A, A˜12 = B and Wu1 = Wu2E˜21, X = −Wx1+ Wx2E˜21. Thus, for A21 = A˜21 + E˜21A˜11 ∈ Cp,n and A22 = A˜22 + E˜21B ∈ Cp,m we get⎡⎣ −sI + A BQ + A∗X + sX C
B∗X + C∗ R
⎤⎦ =
⎡⎣ In 0−X Wx2
0 Wu2
⎤⎦ [−sI + A B
A21 A22
]
.
This especially leads to[
A∗X + XA + Q C∗ + B∗X
XB + C R
]
=
[
Wx2
Wu2
] [
A21 A22
]
,
i.e., the rank of the matrix on the left hand side is bounded from above by p. We can now infer from
Lemma 12 that X is a part of a solution of the Lur’e equations. 
In the remaining part of this section we further characterize the deﬂating subspaces with the
properties as stated in Theorem 11. First we classify the maximally E-neutral deﬂating subspaces of
sE − A in terms of the EKCF.
Theorem 13. Let the associated evenmatrix pencil sE − A as in (4) be given. For blocksDj(s), j = 1, . . . , k
as presented in Table 2, let (9) be the EKCF of sE − A. Further assume that all blocks of type E2 have even
and all blocks of type E3 have odd size. Consider the partitioning U = [U1, . . . , Uk] according to the block
structure of the EKCF. Then a matrix V ∈ C2n+m,n+m has a maximally E-neutral image and satisﬁes (19)
for some W ∈ C2n+m,n+p, E˜, A˜ ∈ Cn+p,n+m if
V = [V1 . . . Vk] for Vj = UjZj, (23)
where
Zj =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
either [ Ikj , 0kj ]T or [ 0kj , Ikj ]T , if Dj is of type E1,
[ Ikj/2 , 0kj/2 ]T , if Dj is of type E2,
[ I(kj−1)/2 , 0(kj+1)/2 ]T , if Dj is of type E3,
[ Ikj , 0kj+1 ]T , if Dj is of type E4.
Proof. First we show that im V with thematrix V as in (23) is indeedmaximally E-neutral. Comparing
the rank of E with the ranks of the matrices Ej in the blocks Dj(s) = sEj − Aj , we can conclude thatm
equals to the number of blocks of type E3 and E4, we can conclude that rank V = n + m. Furthermore,
by the deﬁnition of the EKCF, we have
sV∗l EVj − V∗l AVj =
{Dj(s), if l = j,
0 if l /= j,
and thus
V∗EV =
k∑
j=0
Z∗j V∗j EVjZj.
The construction of Zj for each block type moreover leads to Z
∗
j V
∗
j EVjZj = 0 for j = 1, . . . , k, i.e., im V
is maximally E-neutral. The fact that im V is a deﬂating subspace follows from the equation
(sE − A)V = (T−∗Z
) · diag (Z∗1D1(s)Z1, . . . , Z∗k Dk(s)Zk) ,
where Z
 = diag(Z
,1, . . . , Z
,k) ∈ Cn+m,p with
Z
,j =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
[ Ikj , Ikj ]T − Zj, if Dj is of type E1,
[ 0kj/2 , Ikj/2 ]T , if Dj is of type E2,
[ 0(kj−1)/2 , I(kj+1)/2 ]T , if Dj is of type E3,
[ 0kj+1 , Ikj ]T , if Dj is of type E4. 
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Theorem 13 shows how a maximally E-neutral deﬂating subspace can be constructed from the
transformation leading to EKCF. For a generalization of the equations (1), thework [31] gives equivalent
criteria on thematricesA, B, C, Q andR such that allmaximally E-neutral deﬂating subspacesV = im V
of the given associated even matrix pencil fulﬁll rank Vx = n for V partitioned as in (18). This is called
a set of complete solutions and leads to conditions which, for the case that we treat in this work,
correspond to controllability of (A, B).
Under the assumption that the LMI (13) is feasible, we now give additional a priori criteria on a
maximally E-neutral deﬂating subspace, in particular on the choice of the matrices Zj corresponding
to the blocks of type E1, such that the right invertibility of Vx is guaranteed as well. The proof needs a
couple of technical lemmas and is left to the appendix to preserve clarity.
Theorem 14. Let the Lur’e equations (1)with associated even matrix pencil sE − A as in (4) be given and
assume that the LMI (13) is feasible. Moreover, let a maximally E-neutral space im V with V as in (18) be
given such that (19) holds true for someW ∈ C2n+m,n+p, E˜, A˜ ∈ Cn+p,n+m. Furthermore, assume that for
all generalized eigenvalues λ of the pencil s˜E − A˜, the number −λ¯ is not an uncontrollable mode of (A, B).
Then rank Vx = n.
By Theorem 13, there is a certain freedom in the construction of the maximally E-neutral deﬂating
subspace, namely by either choosing the “ﬁrst half” or the “second half” of the space corresponding
to blocks of type E1. By Theorem 14, we get that – in order to also guarantee rank Vx = n – we have
to incorporate the ﬁrst kj columns if λ is an uncontrollable mode and the last kj columns if −λ¯ is
an uncontrollable mode. This criterion therefore implicitly contains sign-controllability of (A, B). In
particular, for the case of solvable Lur’e equations, we have that a maximally E-neutral subspace
automatically fulﬁlls rank Vx = n if the pair (A, B) is controllable.
While the correspondence between maximally E-neutral deﬂating subspaces of the associated
even matrix pencil sE − A requires the positive semi-deﬁniteness of the spectral density function,
Theorem 14 on the other hand assumes the feasibility of the LMI (13) for the criterion sufﬁcient for
right invertibility ofVx . Note that, because of the relation (21), the feasibility of (13) is a slightly stronger
condition than Φ(iω) 0 for all ω ∈ R.
5. Extremal solutions
It is known for the case were (A, B) is controllable that the solution set of the Lur’e equations
has a certain structure, namely there exists a maximal solution (X+, K+, L+) and a minimal solution
(X−, K−, L−) [47,26]. That is, for all Hermitian solutions Y of the LMI (13) holds
X−  Y  X+. (24)
For the case of invertible R, it was shown in [42] that (anti-)stabilizability is sufﬁcient to the existence
of a maximal (resp. minimal) solution. This solution is uniquely determined by
σ(A − BR−1(B∗X + C)) ⊂ C− ∪ iR, (25)
(resp. σ (A − BR−1(B∗X + C)) ⊂ C+ ∪ iR). (26)
and is therefore called (anti-)stabilizing solution [17,42]. We now aim to derive accordant results for
Lur’e equations.
Roughly speaking, Theorems 13 and 14 consequence that the construction of solutions of the Lur’e
equations via delating subspaces basically features a freedom in the choice of the deﬂating subspaces
corresponding to thenon-imaginary generalizedeigenvalues.Weshowthat theparticular choiceof the
deﬂating subspaces corresponding to the generalized eigenvalues in C− (C+) leads to the maximal
(minimal) solution. The following two results are shown in Appendix C.
Theorem 15. Let the Lur’e equations (1) be given with associated even matrix pencil sE − A as is (4) be
given. Assume that the LMI (13) is feasible and the pair (A, B) is stabilizable. Let V,W as in (18) be given
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such that im V is maximally E-neutral and rank Vx = n and (19) holds true for some E˜, A˜ ∈ Cn+p,n+m
with the property that all generalized eigenvalues of s˜E − A˜ have non-positive real part. Let X+ = VμV−x
for some right inverse V−x of Vx. Then for all Hermitian Y ∈ C+ solving the LMI (13) holds
Y  X+.
In regard of (22), a solution (X, K, L) is maximal if and only if all generalized eigenvalues of the pencil[−sI + A B
K L
]
(27)
have non-positive real part. Note that for invertible R, this is equivalent to (25).
The construction of the deﬂating subspace leading to the maximal solution can be also performed
via the help of the EKCF (9). If the accordantly partitioned matrix U = [U1, . . . , Uk] ∈ Gl2n+m is the
transformation leading to EKCF, then V partitioned as in (18) indeed fulﬁlls X+ = VμV−x if (23) holds
true for
Zj =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
[ Ikj , 0kj ]T , if Dj is of type E1,
[ Ikj/2 , 0kj/2 ]T , if Dj is of type E2,
[ I(kj−1)/2 , 0(kj+1)/2 ]T , if Dj is of type E3,
[ Ikj , 0kj+1 ]T , if Dj is of type E4.
Note that im V is indeedmaximally E-neutral by Theorem13. Taking into account that (A, B) is assumed
to be stabilizable, i.e., all uncontrollable modes have negative real part, the right invertibility of Vx
follows by an application of Theorem 14 (which will be shown in Appendix B).
Theorem 16. Let the Lur’e equations (1) be given with associated even matrix pencil sE − A as is (4) be
given. Assume that the LMI (13) is feasible and the pair (A, B) is anti-stabilizable. Let V,W as in (18) be
given such that im V ismaximallyE-neutral and rank Vx = nand (19)holds true for some E˜, A˜ ∈ Cn+p,n+m
with the property that all generalized eigenvalues of s˜E − A˜ have non-negative real part. Let X+ = VμV−x
for some right inverse V−x of Vx. Then for all Hermitian Y ∈ C+ solving the LMI (13) holds
Y  X+.
Analogous to the argumentation below Theorem 15, the minimality of a solution (X, K, L) can be
characterized via the non-negativity of the generalized eigenvalues of the pencil (27). Furthermore,
the anti-stabilizability of (A, B) and the results of Theorems 13 and 14 lead to the fact that the deﬂating
subspace leading to the minimal solution can be constructed with (23) for
Zj =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
[ 0kj , Ikj ]T , if Dj is of type E1,
[ Ikj/2 , 0kj/2 ]T , if Dj is of type E2,
[ I(kj−1)/2 , 0(kj+1)/2 ]T , if Dj is of type E3,
[ Ikj , 0kj+1 ]T , if Dj is of type E4.
6. Conclusion
In thiswork,we have studied Lur’ematrix equations. Under the assumption of either controllability
or regularity of the associated evenmatrix pencil togetherwith sign-controllability, equivalent criteria
for the solvability of Lur’e equations are given in terms of the solvability of a linear matrix equation,
the positive semi-deﬁniteness of the spectral density function and the eigenstructure of a certain
associated evenmatrix pencil. This associated evenmatrix pencil was utilized to describe the solution
set. It is shown that solutions of Lur’e equations correspond tomaximally E-neutral deﬂating subspaces
of the associated even matrix pencil. These particular deﬂating subspaces were further characterized
in termsof the evenKronecker form. It ismoreover shown that there exist solutionswhich are extremal
in terms of deﬁniteness. The corresponding deﬂating subspaces were particularly analyzed.
T. Reis / Linear Algebra and its Applications 434 (2011) 152–173 165
Appendix A. Some auxiliary results
In this section, we show some technical lemmas needed to the proofs of Theorems 14, 15 and 16.
Note that none of these lemmas require results that are presented in this paper earlier than Theorem
11 and we therefore do not have any mathematical redundancies.
Lemma 17. Let the Lur’e equations (1) be given with associated even matrix pencil sE − A as in (4). For
the Hermitian matrix Y ∈ Cn,n, deﬁne BY :=B, CY :=C + YB∗, QY :=Q + A∗Y + YA, RY :=R and corre-
sponding Lur’e equations
A∗YXY + XYAY + QY = K∗Y KY ,
XYBY + CY = K∗Y LY , (A.1)
RY = L∗Y LY .
The even matrix pencil associated to (A.1) then satisﬁes
sEY − AY = U∗Y (sE − A)UY (A.2)
for
UY =
⎡⎣In Y 00 In 0
0 0 Im
⎤⎦ . (A.3)
Furthermore, there is a one-to-one correspondence between the solutions (X, K, L) of (1) and those of via
the relation (XY , KY , LY ) = (X − Y, K, L).
In particular holds that Y solves the LMI (13) if and only if[
QY CY
C∗Y RY
]
 0. (A.4)
Proof. The correspondence between the associated even matrix pencils and the solutions follow by
simple calculations. The result for (A.4) is a direct consequence of the deﬁnition of QY , CY and RY . 
Lemma 18. Let Lur’e equations (1) be given with associated even matrix pencil sE − A as in (4). Further
assume that[
Q C
C∗ R
]
 0 (A.5)
holds true. Let an E-neutral space im V for a full column rank matrix V ∈ C2n+m,k be given such that there
exist W ∈ C2n+m,l and E˜, A˜ ∈ Cl,k with
(sE − A)V = W(s˜E − A˜).
Consider a rowpartition (18)withVμ, Vx ∈ Cn,k, Vu ∈ Cm,k.ThenVμ = 0 if oneof the following conditions
hold true:
(a) (A, B) has no uncontrollable modes on the imaginary axis and the KCF of s˜E − A˜ does not contain
blocks of type W4. Moreover, all generalized eigenvalues of s˜E − A˜ are purely imaginary.
(b) The KCF of s˜E − A˜ only contains blocks of type W2 and W3.
Proof. In the following, denote vectors v1, . . . , vl ∈ C2n+m with partition vi = [μT1 , xTi , uTi ]T for
μi, xi ∈ Cn, ui ∈ Cm. Further, assume that span{v1, . . . , vl} isE-neutral. Fromthe fact that,without loss
of generality, it can be assumed that s˜E − A˜ is in KCF, it can be seen that the above result is equivalent
to the following assertions:
(a) (A, B) has no uncontrollable modes on the imaginary axis and for some ω ∈ R holds
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iωEv1 = Av1, E(iωv2 + v1) = Av2, . . . , E(iωvl + vl−1) = Avl, (A.6)
then μ1 = · · · = μl = 0.
(b) If either
Ev1 = 0, Ev2 = Av1, . . . , Evl = Avl−1 (A.7)
or
Ev1 = 0, Ev2 = Av1, . . . , Evl = Avl−1, Avl = 0, (A.8)
then μ1 = · · · = μl = 0.
Now we inductively show these assertions.
(a) Let (A.6) hold true. From iωEv1 = Av1, we get⎡⎣ (A − iωI)x1 + Bu1(A∗ + iωI)μ1 + Qx1 + Cu1
B∗μ1 + C∗x1 + Ru1
⎤⎦ =
⎡⎣00
0
⎤⎦ .
A multiplication from the left with [−μ∗1 , x∗1 , u∗1 ] yields[
x1
u1
]∗ [
Q C
C∗ R
] [
x1
u1
]
+ 2i(ωRe(x∗1μ1) + Im(u∗1Bμ1) + Im(x∗1A∗μ1)) = 0.
We can conclude from a comparison of real parts that the ﬁrst summand vanishes. Condition
(A.5) then implies that Qx1 + Cu1 = 0 and C∗x1 + Ru1 = 0. Hence, we have (A∗ + iωI)μ1 = 0
and B∗μ1 = 0. This is a contradiction to the absence of uncontrollable imaginary modes.
Now assume that μ1 = · · · = μi−1 = 0 and⎡⎣ (A − iωI)xi + Bui(A∗ + iωI)μi + Qxi + Cui
B∗μi + C∗xi + Rui
⎤⎦ =
⎡⎣−xi−1μi−1
0
⎤⎦ =
⎡⎣−xi−10
0
⎤⎦ , x∗i−1μi = 0.
Again multiplying the ﬁrst equation from the left with [−μ∗i , x∗i , u∗i ], we obtain[
xi
ui
]∗ [
Q C
C∗ R
] [
xi
ui
]
+ 2iω(Re(x∗i μi) + Im(u∗i Bμi) + Im(x∗i A∗μi)) = 0.
and, by the same argumentation as before, we get μi = 0.
(b) Let (A.6) hold true. From Ev1 = 0we trivially getμ1 = 0. Now assume thatμ1 = · · · = μi−1 =
0. Then Avi−1 = Evi gives⎡⎣ xi−μi
0
⎤⎦=
⎡⎣ Axi−1 + Bui−1A∗μi−1 + Qxi−1 + Cui−1
B∗μi−1 + C∗xi−1 + Rui−1
⎤⎦=
⎡⎣ Axi−1 + Bui−1Qxi−1 + Cui−1
C∗xi−1 + Rui−1
⎤⎦, x∗i−1μi = 0.
and thus, a multiplication from the left with [ 01,n , x∗i−1 , u∗1 ] yields[
xi−1
ui−1
]∗ [
Q C
C∗ R
] [
xi−1
ui−1
]
= 0.
Condition (A.5) then in particular implies Qxi−1 + Cuu−1 = 0 and thus μi = 0.
The case for (A.8) can be shown with the same technique as in the proof of (b) and are therefore
omitted. 
Lemma 19. Let Lur’e equations be given and assume that (A.5) holds true and (A, B) has no uncontrollable
modes on the imaginary axis. For the associated even matrix pencil sE − A as in (4), let a E-neutral space
im V with V ∈ C2n+m,k be given such that for some W ∈ C2n+m,l, and E˜, A˜ ∈ Cl,k holds (sE − A)V =
W(s˜E − A˜), where s˜E − A˜ is a pencil whose KCF only contains blocks of types W1, W2 and W3. Consider
a partition of V as in (18). Then the following holds true:
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(a) If all generalized eigenvalues of s˜E − A˜ have non-positive real part, then V∗μVx  0.
(b) If all generalized eigenvalues of s˜E − A˜ have non-negative real part, then V∗μVx  0.
Proof. Since the proofs of assertions (a) and (b) only differ at some few places, we show (a) while
displaying the differences in the argumentation for (b) in parentheses. Without loss of generality,
assume that s˜E − A˜ is in KCF with the particular block ordering
W(sE − A)T = diag(C1(s), . . . , Cl(s), Cl+1(s), . . . , Ck(s)),
where the blocks C1(s), . . . , Cl(s) correspond to the eigenvalues with negative (positive) real part and
Cl+1(s), . . . , Ck(s) are the blocks of type W1 corresponding to the imaginary generalized eigenvalues
and types W2 and W3. Consider an accordant partition
V =
⎡⎣Vμc Vμ0Vxc Vx0
Vuc Vu0
⎤⎦ , s˜E − A˜ = [s˜Ec − A˜c 0
0 s˜E0 − A˜0
]
.
From Lemma 18, we obtain V10 = 0 and thus V∗μVx = V∗μcVxc . Since s˜Ec − A˜c is in KCF and it only
contains blocks of sizeW1 corresponding to generalized eigenvalueswith negative (positive) real part,
we have E˜c = I and σ (˜Ac) ⊂ C− (σ (˜Ac) ⊂ C+). The ﬁrst block column of (sE − A)V = W(s˜E − A˜)
is then equivalent to⎡⎣−VxcVμc
0
⎤⎦ A˜c =
⎡⎣ AVxc + BVucA∗Vμc + QVxc + CVuc
B∗Vμc + C∗Vxc + RVuc
⎤⎦ .
A multiplication from the left with [−V∗μc , V∗xc , V∗uc ] yields
2V∗μcVxcA˜c =
[
Vcc
Vuc
]∗ [
Q C
C∗ R
] [
Vxc
Vuc
]
+ V∗xcA∗Vμc − V∗μcAVxc + V∗ucB∗Vμc − V∗μcBVuc
and thus(
V∗μcVxc
)
A˜c + A˜∗c
(
V∗μcVxc
)
= 1
2
[
Vxc
Vuc
]∗ [
Q C
C∗ R
] [
Vxc
Vuc
]
 0.
This is a Lyapunov equation for the Hermitian matrix V∗μcVxc . By the standard results for Lyapunov
matrix equations [11], the facts that σ (˜Ac) ⊂ C− (σ (˜Ac) ⊂ C+) and the right hand side is positive
semi-deﬁnite, we can deduce V∗μVx = V∗μcVxc  0 (V∗μVx = V∗μcVxc  0). 
Lemma 20. Let the Lur’e equations be given with associated even matrix pencil sE − A as in (4) and
assume that (A.5) holds true. Then there exist Tx ∈ Gln(C), F ∈ Cn,m and Tu ∈ Glm(C) such that for some
matrices Q22, R22, A12, A22 of suitable dimensions holds
T∗x (Q + CF + F∗C∗ + F∗RF)Tx =
[
0n1 0n1 ,n2
0n2 ,n1 Q22
]
,
T∗u RTu =
[
0m1 0m1 ,m2
0m2 ,m1 R22
]
,
T−1x (A + BF)Tx =
[
N A12
0n2 ,n1 A22
]
, (A.9)
T−1x BTu =
[
E B12
0m2 ,m1 B22
]
,
T∗x CTu + T∗x F∗RTu =
[
0m1 ,n1 0m1 ,n1
0m2 ,n1 C22
]
,
where N = diag(Nk1 , . . . , Nkl) and E = diag(e(k1)k1 , . . . , e(kl)kl ) for the canonical unit vector e(j)j = [0, . . . ,
0, 1] ∈ Cj,1. In particular, Tx, Tu and F can be chosen that the pencil
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sE22 − A22 =
⎡⎣ 0 −sI − A22 B22sI − A∗22 Q22 C22
B∗22 C∗22 R22
⎤⎦ (A.10)
is regular.
Proof. Consider the EKCF (8), partition the matrix T = [T1, . . . , Tk] and assume that D1 is a block of
type W4. From Lemma 18, we know that for Z1 = [ Ik1 , 0k1 ,k1−1 ], the matrix V1 = T1Z1 has the form
V1 = T1Z1 =
⎡⎣0n,k1Vx
Vu
⎤⎦ , Vx ∈ Cn,k1 , Vu ∈ Cm,k1 .
In particular, there exists a full column rank matrix W1 ∈ C2n+m,k1−1 such that (sE − A)V1 =
W1(−sKk1 + Lk1) holds true. The relation Kk1 = [ Ik1 , 0k1 ,1 ] implies that Vx = [ Vxl , 0n,1 ] for some
matrix Vxl ∈ Cn,k1−1 with full column rank. Consider an accordant partition of Vu = [ Vul , Vur ] with
Vul ∈ Cm,k1−1, Vur ∈ Cn,1. Since V1 has full column rank, we obtain Vur /= 0. Now deﬁne Tx =
[ Vxl , Vxc ], Tu = [ Vur , Vuc ] for some Vxc ∈ Cn−k1 , Vuc ∈ Cn−k1 such that Tx ∈ Gln(C), Tu ∈ Gln(C)
and let F = [ Vul , 0m,n−k1 ] T−1x . Partition
T∗x (Q + CF + F∗C∗ + F∗RF)Tx =
[
Q11 Q12
Q∗12 Q22
]
, T∗u RTu =
[
R11 R12
R∗12 R22
]
,
T−1x (A + BF)Tx =
[
A11 A12
A21 A22
]
, T−1x BTu =
[
B11 B12
B21 B22
]
.
First we show that
A21 = 0, B21 = 0, Q11 = 0, Q12 = 0,
C11 = 0, C21 = 0, C12 = 0,
R11 = 0, R12 = 0, A11 = Nk1 , B21 = e(k1)k1 .
(A.11)
Consider the associated even matrix pencil⎡⎢⎢⎢⎢⎢⎢⎣
0 0 −sI + A11 A12 B11 B12
0 0 A21 −sI + A22 B21 B22
sI + A∗11 A∗21 Q11 Q12 C11 C12
A∗12 sI + A∗22 Q∗12 Q22 C21 C22
B∗11 A∗21 C∗11 C∗21 R11 R12
B∗12 B∗22 C∗12 C∗22 R∗12 R22
⎤⎥⎥⎥⎥⎥⎥⎦ .
Since, by Lemma 9, we have sEF − AF = U∗F (sE − A)UF for UF ∈ Gl2n+m(C) as in (16), and, further-
more, (sE − A)V1 = W1(−sKk1 + Lk1), the construction of UF and the matrices Tx, Tu and F leads to
the fact for v(λ) = [λ, . . . , λk1−1 ] holds that[
0n v(λ) 01,n−k1 λk1 01,m−1
]T ∈ ker(λEF − AF) for all λ ∈ C.
This implies that for all λ ∈ C, we have
(−λI + A11)v(λ) + λk1B11 = 0, A21v(λ) + λk1B21 = 0,
Q11v(λ) + λk1C11 = 0, Q∗12v(λ) + λk1C21 = 0,
C∗11v(λ) + λk1R11 = 0, C∗12v(λ) + λk1R∗12 = 0,
and therefore the relations (A.11) have to hold true. Since the pencil sE22 − A22 as in (A.10) is con-
structed from a deﬂation of a block of type E4 from sE − A, their generic rank deﬁciencies satisfy
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2n2 + m2 − normalrank(sE22 − A22) = 2n + m − normalrank(sE − A) − 1 = m−p−1.
Now am−p−1-times repetition of the above deﬂation leads to the desired result. 
Lemma 21. Let the Lur’e equation (1) be given and assume that the associated even matrix pencil sE − A
as in (4) is regular, (A, B) does not have uncontrollable modes on the imaginary axis and (A.5) holds true.
Let V be a matrix with full column rank such for some W ∈ C2n+m,k and E˜, A˜ ∈ Ck,k holds (sE − A)V =
W(s˜E − A˜). Further assume that im V is E-neutral and for all generalized eigenvalues λ of the pencil
s˜E − A˜, the number −λ¯ is not an uncontrollable mode of (A, B). Then for a partition of V as in (18) holds
ker Vx ⊂ ker Vμ.
Proof. Since the pencil sE − A is regular, this also holds true for s˜E − A˜. Thus its KCF only contains
blocks of typeW1andW2. Assumingwithout loss of generality thatλÊ + Â is already in KCF,we obtain
EVA˜ = AVE˜. (A.12)
The claim (A.5) implies that the spectral density function is pointwise positive semi-deﬁnite. The
regularity of sE − A gives rise to normalrankΦ = m.
Hence there exists some α ∈ R such that iαI − A, iαE˜ − A˜ and Φ(iα) are regular. Let x ∈ Cn such
that Vx(iαE˜ − A˜)x = 0. Relation (A.12) implies
0=VxA˜x + AVxE˜x + BVuE˜x, (A.13)
0=−VμÂx + A∗VμE˜x + QVxE˜x + CVuE˜x, (A.14)
0=B∗VμE˜x + C∗VxE˜x + RVuE˜x. (A.15)
A multiplication of (A.14) from the left with x∗E˜∗V∗x yields
0 = x∗E˜∗V∗x VμA˜x + x∗E˜∗V∗x QVxE˜x + x∗E˜∗V∗x A∗VμE˜x + x∗E˜∗V∗x CVuE˜x,
= x∗E˜∗V∗μVxA˜x + x∗E˜∗V∗x QXxE˜x + x∗E˜∗V∗x A∗VμE˜x + x∗E˜∗V∗x CW3E˜x,
= iαx∗E˜∗V∗μVxE˜x + x∗E˜∗V∗x QVxE˜x + x∗E˜∗V∗x A∗VμE˜x + x∗E˜∗V∗x CVuE˜x,
= x∗E˜∗V∗x QVxE˜x + x∗E˜∗V∗x (iαI + A∗)VμE˜x + x∗E˜∗V∗x CVuE˜x.
We obtain from (A.13) and iαVxE˜x = VxA˜x that VxE˜x = (iαI − A)−1BVuE˜x. Then we have
0 = x∗E˜∗V∗x QVxE˜x + x∗E˜∗V∗x (iαI + A∗)VμE˜x + x∗E˜∗V∗x CVuE˜x,
= x∗E˜∗V∗u B∗(−iαI − A)−1Q(iαI − A)−1BVuE˜x
+ x∗E˜∗V∗u B∗(−iαI − A∗)−1(iαI + A∗)VμE˜x
+ x∗E˜∗VuB∗(−iαI + A∗)−1CVuE˜x,
= −x∗E˜∗V∗u B∗(iαI + A)−1Q(iαI − A)−1BVuE˜x,
− x∗E˜∗V∗u B∗VμE˜x + x∗E˜∗V∗u B∗(−iαI + A∗)−1CVuE˜x.
Plugging the relation B∗VμE˜x = −C∗VxE˜x − RVuE˜x from (A.15) into the above equation, we obtain
x∗E˜∗V∗u Φ(iα)VuE˜x = 0. Since Φ(iα) has full rank, we can infer that VuE˜x = 0 holds true. Then (A.14)
reads
0 = −VxA˜x + AVxE˜x = −(iαI − A)VxE˜x.
The invertibility of iαI − A now leads to VxE˜x = 0 and thus also VxA˜x = 0. Hence, we have that for
all λ ∈ C that Vx(λE˜ − A˜)x = 0. Hence, the space given by V0 = {x ∈ Ck : (iαE˜ − A˜)x ∈ ker Vx}
is a deﬂating subspace of s˜E − A˜. Thus there exists some square regular pencil λÊ − Â and some
full column rank matrices V0, W0 with im V0 = V0 holds (s˜E − A˜)V0 = W0(ŝE − Â). Together with
(sE − A)V = W(s˜E − A˜), we have that
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(sE − A)VV0 = WW0(ŝE − Â).
On the other hand, by deﬁnition of V0 holds 0 = Vx(s˜E − A˜)V0. Assuming without loss of generality
that ŝE − Â is in KCF, this implies VxV0 = 0. Altogether, this means that the space im VV0 ⊂ V is a
deﬂating subspace of sE − A and, due to VxV0 = 0, the matrix VV0 has the form
VV0 =
⎡⎣V0μ0
V0u
⎤⎦ .
A column partition V0μ = [ V0μ,1 , V0μ,2 ], V0u = [ V0u,1 , V0u,2 ] with V0μ,1 ∈ Cn,l1 and V0μ,2 ∈ Cn,l2 ,
V0u,1 ∈ Cm,l1 , V0μ,2 ∈ Cm,l2 leads to
E
⎡⎣V0μ,10
V0u,1
⎤⎦ Âf = A
⎡⎣V0μ,10
V0u,1
⎤⎦ , (A.16)
E
⎡⎣V0μ,20
V0u,2
⎤⎦ = A
⎡⎣V0μ,20
V0u,2
⎤⎦ N̂. (A.17)
Again employing the argumentation as at the beginning of this proof, we obtain that V0u1 = 0 and
V0u1N̂ = 0. Then (A.16) gives rise to the relations−V0μ,1Âf = A∗V0μ,1 andB∗V0μ,1 = 0. Assume that vf
is an eigenvector of Âf , i.e., Âf vf = λvf . Then for v = V0μ,1vf holds A∗v = −λv and B∗v = 0. However,
means that im V contains a generalized eigenvectors corresponding to the eigenvalue λ with the
property that −λ¯ is an uncontrollable mode of (A, B). This is a contradiction to the assumption.
Nowwe show the same statement for thematricesV0μ,2, V0u,2. SinceV0u1N̂ = 0 vanishes and (A.17)
holds true, we obtain that V0μ,2 = A∗V0μ,2N̂ and B∗V0μ,2 = 0. In particular, we have
V0μ,2 = A∗V0μ,2N̂ = · · · = (A∗)l2V0μ,2N̂l2 = 0. 
Appendix B. Proof of Theorem 14
Lemma 22. Theorem 14 holds true under the additional assumption (A.5).
Proof. According to Lemma 20, there exist Tx ∈ Gln(C), Tu ∈ Glm(C) and F ∈ Cm,n such that (A.10)
holds true and the pencil sE22 − A22 as in (A.10) is regular. Since, according to Lemma 9, the pencil
sEF − AF =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 −sI + N A12 E B12
0 0 0 −sI + A22 0 B22
sI + N∗ 0 0 0 0 0
A∗12 sI + A∗22 0 Q22 0 C22
E∗ 0 0 0 0 0
B∗12 B∗22 0 C∗22 0 R22
⎤⎥⎥⎥⎥⎥⎥⎦
satisﬁes U∗F (sE − A)UF = sEF − AF for UF as in (16), we can deduce that VF = T−1F V ,WF = T−∗F W
fulﬁll (sEF − AF)VF = WF(ŝE − Â). Without loss of generality, assume that the pencil on the right
hand side has the form
ŝE − Â = diag(ŝEr − Âr , ŝE0 − Â0),
where ŝEr − Âr is regular and ŝE0 − Â0 is KCF only containing blocks of type W3.
Then a suitable column partitioning
VF = [ VFr , VF0 ], WF = [WFr , WF0 ]
leads to
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(sEF − AF)VFr = WFr(ŝEr − Âr),
(sEF − AF)VF0 = WF0(ŝE0 − Â0).
In particular, by constructionof sEF − AF and the regularity of sE22 − A22,wehave im VF0 = im 0n,1 ×
Cn1 × im 0n2 ,1 × Cm1 × im 0m2 ,1 and thus we can assume that
VF0 =
[
0n1 ,n1 0n1 ,n2 In1 0n1 ,n2 0n1 ,m1 0n1 ,m2
0m1 ,n1 0m1 ,n2 0m1 ,n1 0m1 ,n2 Im1 0m1 ,m2
]T
.
The regularity of sE22 − A22 moreover implies that an accordantly partitioned
VFr =
[
VTμ1, V
T
μ2, V
T
x1, V
T
x2, V
T
u1, V
T
u2,
]T ∈ C2n+m,n1
satisﬁes Vμ1 = 0 and, further, its submatrix
VFr2 =
[
VTμ2, V
T
x2, V
T
u2,
]T ∈ C2n1+m1 ,n1
fulﬁlls (sE22 − A22)VFr2 = WFr2(sIk − Â) for some suitableWFr2. We get from Lemma 21 that ker Vx2⊂ ker Vμ2. This implies that for
VF = [ VFr , VFW3 ] =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0
Vμ2 0 0
Vx1 In1 0
Vx2 0 0
Vu1 0 Im1
Vu2 0 0
⎤⎥⎥⎥⎥⎥⎥⎦
holds
ker
[
Vx1 In1 0
Vx2 0 0
]
⊂ ker Vx2 × Cn1 × Cm1 ⊂ ker Vμ2 × Cn1 × Cm1 = ker
[
0 0 0
Vμ2 0 0
]
.
On the other hand, due to VF = T−1F V , we have
T−1x Vx =
[
Vx1 In1 0
Vx2 0 0
]
, Vμ = T∗x
[
0 0 0
Vμ2 0 0
]
and thus
ker Vx = ker
[
Vx1 In1 0
Vx2 0 0
]
⊂ ker
[
0 0 0
Vμ2 0 0
]
= ker Vμ.
This in particular means that the matrix Vμx = [ VTμ , VTx ]T ∈ C2n,n+m fulﬁlls ker Vμx = ker Vx and
thus rank Vμx = rank Vx . On the other hand, since im V ismaximally E-neutral, we have rank Vμx = n.
Thus, the rank of Vx has to be n. 
Proof of Theorem 14. Partition V = [ Vμ , Vx , Vu ] for Vμ, Vx ∈ Cn,n+m, Vu ∈ Cm,n+m and let the Her-
mitianmatrix Y ∈ Cn,n be a solution of the LMI (13). Consider the Lur’e equations (A.1)with associated
even pencil sEY − AY . By Lemma 17, we know that
(sEY − AY )VY = (T∗YW)(s˜E − A˜)
with TY as in (A.3) and VY = [ (Vμ − YVx)T , VTx , VTu ]T and,moreover, (A.4) holds true. Lemma 22 now
implies that rank Vx = n. 
Appendix C. Proof of Theorems 15 and 16
Due to a total analogy, we show the results for Theorems 15 and 16 at once. Note that the respective
assertions for the minimal solutions are located in the parentheses.
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Proof of Theorem 15 (and Theorem 16). Let the Hermitian matrix Y ∈ Cn,n be a solution of the LMI
(13). Consider the Lur’e equations (A.1). By Lemma 17, we know that the solutions of (1) and (A.1) are
related by
(XY , KY , LY ) = (X − Y, K, L).
Let V = [VTμ, VTx , VTu ]T with Vμ, Vx ∈ Cn,n+m, Vu ∈ Cm,n+m, rank Vx = n be a maximally E-neutral de-
ﬂating subspace such that for someW ∈ C2n+m,p and an n + p × n + m pencil s˜E − A˜whose gener-
alized eigenvalues have non-positive (non-negative) real part holds (sE − A)V = W(s˜E − A˜). Lemma
17 implies that the even pencil sEY − AY associated to the Lur’e equations (A.1) fulﬁlls
(sEY − AY )VY = (T∗YW)(s˜E − A˜)
with TY as in (A.3) and VY = [ (Vμ − YVx)T , VTx , VTu ]T . Since (A.4) is fulﬁlled, we can apply statement
(a) (b) of Lemma 19 to the Lur’e equations (A.1) in order to obtain that
0 V∗x (Vμ − YVx) = V∗x Vμ − V∗x YVx, (0 V∗x (Vμ − YVx) = V∗x Vμ − V∗x YVx).
A multiplication from the left with (V−x )∗ and from the right with V−x the yields
0 (V−x )∗V∗x VμV−x − (V−x )∗V∗x YVxV−x = X+ − Y .
() 
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