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Under non-equilibrium conditions, bosonic modes can become dynamically unstable with an expo-
nentially growing occupation. On the other hand, topological band structures give rise to symmetry
protected midgap states. In this letter, we investigate the interplay of instability and topology.
Thereby, we establish a general relation between topology and instability under ac-driving. We ap-
ply our findings to create dynamical instabilities which are strongly localized at the boundaries of a
finite-size system. As these localized instabilities are protected by symmetry, they can be considered
as topological instabilities.
PACS numbers: 05.30.Jp, 63.20.Pw, 67.85.-d, 42.50.Dv
Introduction. Due to their underlying symplectic
structure, bosonic systems can exhibit so-called dynam-
ical instabilities [1–3]. This effect can occur in the pres-
ence of non-particle conserving terms which appear, e.g.,
in the Bogoliubov excitations of Bose-Einstein conden-
sates. Thereby, the bosonic occupation of a mode grows
exponentially in time due to a non-equilibrium state of
the system. On the other hand, the theory of topologi-
cal band structures predicts symmetry protected midgap
states [4–13]. A priory, dynamical instability and topol-
ogy are independent phenomena.
In this letter, we formalize a relation between instabil-
ities and topology under ac driving. More precisely, we
demonstrate that different topological phases are always
separated by regions of instability. Using this relation,
we demonstrate how to employ topology to systemati-
cally engineer topologically protected dynamical insta-
bilities. Thereby, spatially localized midgap modes are
rendered dynamically unstable with exponentially grow-
ing bosonic occupation as has been exemplary proposed
for Bose-Einstein condensates in Refs. [11, 14, 15], and for
photonic systems [16]. Here, we suggest a very flexible
tool in the form of ac-fields in order to engineer topo-
logical instabilities governed by corresponding artificial,
effective Hamiltonians [17]. This simultaneously provides
the possibility to detect the midgap states as their occu-
pation increases exponentially in time. Topological insta-
bilities are an effect with no direct analogue in fermionic
topological insulators. This stresses the need for a more
intensive investigation of topological effects in bosonic
systems.
In fermionic systems, ac-driving has been applied to
control topological phases [18–24]. In particular, the
topology of a band can change if there is a degeneracy
of the form i′ = i + Ω, where Ω denotes the driv-
ing frequency. As this is a single-particle effect, it can
also appear in bosonic systems [25, 26]. The main chal-
lenge, however, is that dynamical instabilities appear-
ing in bosonic systems generated by an ac-driving con-
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stitute an obstruction in the search for a stable system
with non-trivial topology [25]: by slightly changing pa-
rameters, the system might get unintentionally unstable
within the bulk, which obscures the existence of midgap
states. For the one-dimensional Hamiltonian under con-
sideration, we show how to employ stability diagrams to
facilitate the search of adequate system parameters. The
latter can be regarded as a higher-dimensional version
of the famous Arnold tongues in parametrically driven
oscillators [3].
Selective enhancement of edge states and related ef-
fects can be achieved using different approaches, e.g.,
non-Hermitian Hamiltonians [27–30]. Furthermore, in a
driven spin chain the crossing of a topological phase tran-
sitions is accompanied by a Kibble-Zurek scaling phe-
nomenon [31]. These effects raise the question, to what
extend the instability-topology relation established here
for bosonic ac-driven systems can be generalized to other
fields of physics.
The system. Bogoliubov Hamiltonians are important
in many areas of physics. For instance, they appear by an
expansion of Hamiltonians describing interacting bosonic
particle or polariton condensates in orders of the fluctu-
ations [1, 2, 14, 32]. They also describe excitations in
magnonic crystals [8, 9] or in quantum-optical systems
[33]. More generally, they appear in the linear stability
analysis of nonlinear bosonic systems.
We analyze a one-dimensional system of coupled
bosonic modes which is subjected to periodic driving.
However, we emphasize that the relation between in-
stability and topology established here apply also for
higher-dimensional systems. A Hamiltonian allowing for
a systematic investigation of the topological instabilities
which we are interested in reads
H =
∑
m
−
(
ν(t)aˆ†m,1aˆm,2 + ν
′(t)aˆ†m,2aˆm+1,1 + h.c.
)
+ g
∑
m,s={1,2}
(
aˆ†m,saˆ
†
m,s + h.c.
)− ∑
m,s={1,2}
µ aˆ†m,saˆm,s,
(1)
where aˆm,s with s = 1, 2 are bosonic annihilation op-
erators, ν(t) ≡ ν0 + ν1 cos(Ωt), ν′(t) ≡ ν′0 + ν′1 cos(Ωt)
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FIG. 1. (Color online) (a) Sketch of the system. (b) and (c)
depict quasienergy spectra with colored lines for ν0 = 1.5,
ν′0 = 0, ν1 = 3, µ = −5 and Ω = 5.2. We choose ν′1 = 11
and ν′1 = 6 in (b) and (c), respectively. Black lines depict the
spectrum of an effective Hamiltonian [35]. All quantities are
expressed in units of g.
and µ the chemical potential. The system is sketched
in Fig. 1(a). For ν1 = ν
′
1 = 0 the first line resembles
the famous Su-Schrieffer-Heeger model which exhibits a
topological phase transition for ν0 = ν
′
0 [34]. Due to
the non-particle-conserving terms in the second line the
bosonic modes can exhibit dynamical instabilities with
exponentially growing bosonic occupation.
After a transformation into the momentum space, the
Bogoliubov Hamiltonian reads
Hˆ(B)(t) =
1
2
∑
k
(
aˆ†k, aˆ−k
)
Hk(t)
(
aˆk
aˆ†−k
)
. (2)
The symbol aˆ†k =
(
aˆ†k,1, aˆ
†
k,2
)
denotes a vector of bosonic
creation operators, and
Hk(t) ≡ 1⊗ ~h(k, t)~σ − µ1⊗ 1+ gσx ⊗ 1, (3)
where ~σ = (σx, σy) is a vector of Pauli matrices and we
defined a pseudo magnetic-field vector with components
hx(k, t) = −ν(t) − ν′(t) cos k ≡ hx,0(k) + hx,1(k) cos Ωt
and hy(k, t) = −ν′(t) sin k ≡ hy,0(k) + hy,1(k) cos Ωt.
Importantly, the Bogoliubov Hamiltonian fulfills a gen-
eralized chiral symmetry at all times t. This is defined
by
Σ [Hk(t) + µ1⊗ 1− gσx ⊗ 1] Σ
= − [Hk(t) + µ1⊗ 1− gσx ⊗ 1] , (4)
where Σ = σz ⊗ σz. Accordingly, the Hamiltonian cor-
responds to the topological class BDI according to the
Altland-Zirnbauer classification [36]. The band structure
of the undriven and non-interacting system exhibits two
bands. They are described by a topological quantum
number given by
W =
1
2pii
∫ pi
−pi
d
dk
ln [hx(k) + ihy(k)] , (5)
which counts how often the vector ~h(k) winds around
~h(k) = 0. Consequently, W can only change, if there is a
degeneracy as this is related to ~h(k) = 0. By definition,
the winding number describes translational invariant sys-
tems. However, there is an important consequence for
finite-sized systems with boundaries. There are spatially
confined states close to the boundary with energy located
within the band gap. The number of these states equals
W [6, 37]. We now show how the physics is modified in
the presence of periodic driving and interactions.
Floquet-Bogoliubov Theory. As regular Bogoliubov ex-
citation energies of an undriven system, the Floquet-
Bogoliubov quasienergies for bosons reveal the stability
of a system. It is stable, if all quasienergies are real-
valued and unstable if one or more have a finite imaginary
part. They can be obtained in analogy to the undriven
case [1, 2, 25, 38, 39]: first, we have to solve the differ-
ential equation
i
d
dt
U(t) = σzH(t)U(t), U(0) = 1, (6)
where σz = σz ⊗ 1 emerges as the Bogoliubov Hamilto-
nian couples bosonic creation and annihilation operators,
whose equation of motion differ by a minus sign. The ma-
trix U(2pi/Ω) is the Floquet operator and its eigenvalues
and eigenstates fulfill
U(2pi/Ω) |Ψi〉 = e−i 2piΩ i |Ψi〉 , (7)
where i denotes the Bogoliubov quasienergies and |Ψi〉
the stroboscopic Floquet states [40]. There are always
2d Floquet states where d denotes the dimension of the
single-particle Hamiltonian. As usual quasienergies, the
real part of the Bogoliubov quasienergies can be repre-
sented within the window
(−Ω2 , Ω2 ). A system is only
stable if the quasienergies for all k ∈ (−pi, pi) are real-
valued. In this case we denote the system to be globally
stable.
Additionally, we introduce the concept of strong sta-
bility according to Refs. [3, 41]. A Floquet state with
Im i = 0 is denoted to be strongly stable, if a small per-
turbation of the system does not result in a finite imag-
inary part Im i 6= 0. If a state is strongly stable, then
it can be normalized as Ci ≡ 〈Ψi|σz |Ψi〉 = ±1 [1, 41].
For every state with i there is a corresponding state with
i′ = −i. If the states are normalizable, then Ci = −Ci′ .
A system is considered to be strongly stable, if all Flo-
quet states are strongly stable.
Two Bogoliubov quasienergy dispersions are depicted
in Fig. 1(b) and (c), where we take the state with Ck,i = 1
3FIG. 2. (Color online) (a) Topological phase diagram. The
parameters are as in Fig. 1(b). In the green areas, the sys-
tem is not globally stable, so the topological invariant WS in
Eq. (9) is not defined there. In the gray and yellow areas, we
find that WS = 0 and WS = 2, respectively. The topologi-
cal phases are separated by instability areas (green). Dashed
lines are obtained by using an effective Hamiltonian [35]. (b)
Stability diagram as a function of hx,1 and hy,1 corresponding
to (a). The parameters of the curves γa,b,c are depicted in (a)
by the points p = a, b, c. The parameters p = a and p = b
correspond to Fig. 1(b) and (c). Curve γc can be contracted
to point P , so that it is topologically trivial according to the
explanations in the main text.
if it is normalizable. In panel (c), we recognize mo-
menta k with Im k,i 6= 0, leading to a dynamical in-
stability with bosonic occupations growing exponentially
in time [1, 2], which we analyze in Fig. 2(a), where the
system is not globally stable in the green areas.
Following Ref. [3, 41], one finds that if the quasiener-
gies of two strongly stable states with Ci 6= Cj merge by
varying system parameters, thus they become
Re i = Re j mod Ω, (8)
then the states are not strongly stable. Moreover, even
when getting unstable, the states i, j still fulfill Eq. (8)
which thus constitutes a necessary instability condition.
Consequently, if the quasienergy of an originally strongly
stable state gets Re i = 0,Ω/2, it is not strongly stable.
We relate this to topology in the following.
Topology. Motivated by [8, 10], we define a topological
invariant generalizing Eq. (5) for driven bosonic Bogoli-
ubov systems.
WS ≡ 1
pii
∑
i∈S
∫ pi
−pi
dk 〈Ψk,i|σz d
dk
|Ψk,i〉 , (9)
where S = {i | 0 < k,i < Ω/2 ∧ Ck,i = 1 for all k} is the
set of all positive normalizable quasienergies. We note
that WS is only defined for globally strongly stable sys-
tems.
As our Hamiltonian fulfills a generalized chiral sym-
metry, the topological invariant is integer valued, i.e.,
WS ∈ Z. It predicts midgap states energetically located
close to i = 0,Ω/2, thus, close to the instability condi-
tion (8). The number of midgap states at each boundary
equals WS .
The topological phase diagram is depicted in Fig. 2(a).
There we find a phase with WS = 0 (gray) and one with
WS = 2 (yellow). Interestingly, these two phases are
separated by instability regions which is a general feature
in driven bosonic systems, cf. below.
Instability-topology relation. We are now in a position
to establish a general relation between topology and in-
stability of a bosonic system under ac-driving: The topo-
logical invariant, Eq. (9), can only change by a smooth
variation of system parameters p(t) with t ∈ [0, 1], if the
system is not globally strongly stable for at least one
t = t0.
The relation is a direct consequence of the instabil-
ity condition Eq. (8). When we only perform parameter
variations so that the system is globally strongly stable,
Eq.(8) is never fulfilled and S remains unchanged. More-
over, the bands i ∈ S are not in contact with the bands
i 6= S so that topological invariant can not change.
By definition, in the vicinity of stable but not strongly
stable parameters there are always unstable parameters.
Consequently, the topological phases in Fig. 2(a) are sep-
arated by unstable regions.
We emphasize that this relation is valid for systems
of arbitrary dimensions. One only has to replace WS in
Eq. (9) by a higher-dimensional topological invariant.
To elucidate this relation, we investigate the stability
of the Hamiltonian (2) as a function of hη,1 with η = x, y
and Ω. The result is depicted in Fig. 2(b), where we
depict unstable parameters in green. A set of system
parameters p specifies a curve as a function of monentum
k in the stability diagram due to the parametrization of
hη,1 with η = x, y below Eq.(3). For instance, the points
p = a, b, c depicted in Fig. 2(a) correspond to curves γp(k)
in the stability diagram in (b). The curves γa and γc
do not traverse any unstable areas, so they are globally
stable, while γb is not.
If one can smoothly contract a globally strongly sta-
ble γ(k) while clearly avoiding areas of unstable param-
eters, then WSγ = 0. In Fig. 2(b), γc(k) can be trivially
contracted to P so that it has a trivial topology. By
contrast, the deformation of γa(k) onto a stable point in
Fig. 2(b), is only possible by traversing the two unstable
green regions. For this reason, it is a canditate for a non-
trivial topology with WSγ 6= 0. We thus have a one-to-one
correspondence between points in the topological phase
diagram Fig. 2(a), and (non) contractible curves in the
stability diagram in Fig. 2(b).
Moreover, the stability diagram assists to find pa-
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FIG. 3. (Color online) (a) Quasienergy spectrum for a finite-
sized system with boundaries corresponding to γa. There are
four midgap states located near Re i = 0 which we mark with
arrows. The imaginary part of two of the midgap states is
finite, which renders these states unstable. States not marked
by the arrows extend within the bulk and are stable. (b)
Time evolution of the occupation of the sites j = 1, 9, 13. The
initial state is the vacuum state. In the inset we depict one
of the unstable midgap states which are responsible for the
exponential growth as seen in (b). It is strongly confined close
to the boundaries. Note that the site number is j = 2m+ s,
with m, s defined in Eq. (1).
rameters corresponding to a stable and topological-
nontrivial system. We only have to calculate WS for
non-contractible curves which can not be transformed to
each other in a stable way.
The black lines in Figs. 1(b),(c) and 2(a) depict the
calculations using a time-independent effective Hamilto-
nian [35]. For its derivation, we generalized the proce-
dure of Ref. [23] to Bogoliubov Hamiltonians which, to
our knowledge, has not been done before. As the effec-
tive Hamiltonian resembles the features of the spectrum,
it is an appropriate tool to calculate stability diagrams
which enable an efficient search for parameters of stable
and topologically non-trivial systems.
Topological instabilities. Due to its definition, WS
predicts midgap states energetically located close to i =
0,Ω/2, thus, close to the instability condition (8). In
Fig. 3(a), we depict the numerical quasienergy spectrum
for a finite-sized system with boundaries with parameters
given by p = a in Fig. 2(a). There are four midgap states
with Re i ≈ 0 which we mark with arrows. Their wave
functions are strongly confined to the boundaries. The
wave function of one of them is depicted in the inset
of panel (b). The imaginary part of the quasienergies
of two midgap states is finite so they are dynamically
unstable, which gives rise to an exponential growth of
the occupation as a function of time. The imaginary
part of the quasienergies of the other two midgap states
is zero so they are stable. The states not marked by an
arrow are bulk modes and are stable.
In principle, one can render all four midgap states to
be unstable by slightly adjusting the system parameters
as Re i ≈ 0. However, we did not find parameters where
all four midgap states are unstable without destabilizing
the bulk modes.
The initial state of the time evolution in Fig. 3(b) is
the vacuum state defined by aˆj |vac〉 = 0 [11, 14, 15].
We recognize, that the occupation grows exponentially
on sites close to the boundary, while it remains small
within the bulk. As the instabilities are generated by the
unstable midgap states, they can be thus considered to
be topologically protected instabilities.
To conclude, we found that topological phases are sepa-
rated by regions of instability in ac-driven systems which
we illustrated using stability diagrams. We recall that
this finding is valid for systems of arbitrary dimension.
We used this to selectively generate dynamical instabili-
ties which are strongly localized close to the boundaries.
To this end, we employed localized midgap states whose
occupation grows exponentially in time. Recently, stabil-
ity and the onset of chaos have been experimentally ex-
plored in a periodically-driven two-mode Bose-Einstein
condensate [42]. We assume that the spatially extended
system investigated here is also a candidate for such an
experimental investigation.
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Supplementary Information
Derivation of the effective Hamiltonian
In order to efficiently determine the full parameter range where unstable midgap states can be expected, we derive a
time-independent effective Hamiltonian. We generalize the procedure of Ref. [23] to Bogoliubov Hamiltonians which,
to our knowledge, has not been done before.
The equation of motion can be written as
i
d
dt
|Ψk〉 = σz (Hk,0 + Hk,1 cos Ωt) |Ψk〉 , (10)
where
Hk,0 = 1⊗ [−µ1+ hx,0(k)σx + hy,0(k)σy] + g σx ⊗ 1 (11)
Hk,1 = 1⊗ [hx,1(k)σx + hy,1(k)σy] . (12)
In the following, we suppress the dependence of momentum k in the coefficients hx,0, hy,0, hx,1, hy,1 for a notational
reason. We transform this equation into an interaction picture. This is defined by the unitary transformation
Uk,α,β(t) = exp
[
−iσz Hk,1
4
√
detHk,1
θα(t),
]
exp
[
−iσz βΩt
2
]
, (13)
6where
θk,α(t) =
4
√
detHk,1
sin Ωt
Ω
+
αΩ
2
t. (14)
The parameters α, β are integers. In the interaction picture, the equation of motion reads
i
d
dt
|Ψk,I〉 = U†k,α,β(t)σz
(
Hk,0 − αΩ
2
Hk,1
4
√
detHk,1
− βΩ
2
)
Uk,α,β(t) |Ψk,I〉 . (15)
The integer α can be chosen to effectively reduce the gap between the two bands and the integer β shifts the chemical
potential µ which can be understood later by considering Eqs. (18) and (27). First, we calculate an explicit expression
for Uk,α,β(t). Defining φk ≡ Im ln (hx,1 + ihy,1), we obtain
Uk,α,β(t) =
(
Uk,α,β e
−i βΩ2 t 0
0 U†k,α,β e
i βΩ2 t
)
, (16)
where
Uk,α,β(t) = 1 cos θk,α(t) + iσx sin θk,α(t) cosφk + iσy sin θk,α(t) sinφk. (17)
For a notational reason we define
hαη = hη,0 −
αΩ
2
hη,1
4
√
detHk,1
with η = x, y, (18)
where we again suppress the argument k. We evaluate the matrix product
U†k,α,β
[
hαxσx + h
α
yσy
]
Uk,α,β =
= σx
[
cos2 θk,α(t)h
α
x + sin
2 θk,α(t)
(
hαx cos
2 φk − hαx sin2 φk + 2hαy cosφk sinφk
)]
+ σy
[
cos2 θk,α(t)h
α
y + sin
2 θk,α(t)
(
hαy sin
2 φk − hαy cos2 φk + 2hαx cosφk sinφk
)]
+ (hαy cosφk − hαx sinφk)2 sin θk,α(t) cos θk,α(t)σz
≡ h˜αx(t)σx + h˜αy (t)σy + h˜αz (t)σz. (19)
Finally we apply a rotating-wave approximation by a time average of the coefficients. In doing so we use that
1
2pi/Ω
∫ 2pi/Ω
0
cos2 θk,α(t) =
1
2
[
1 + Jα
(
2 4
√
detHk,1
Ω
)]
, (20)
1
2pi/Ω
∫ 2pi/Ω
0
sin2 θk,α(t) =
1
2
[
1− Jα
(
2 4
√
detHk,1
Ω
)]
, (21)
1
2pi/Ω
∫ 2pi/Ω
0
sin θk,α(t) cos θk,α(t) = 0, (22)
where Jα(x) denotes the Bessel function of order α. Analogously, we treat the term
U†k,α,β(t) g1 U
†
k,α,β(t). (23)
Finally, we obtain
Heff,k = 1⊗ ~hαeff(k) ~σ − 1⊗ µβeff 1
+ σx ⊗ ~Gα,βeff (k) ~σ + σx ⊗ gα,βeff (k) 1, (24)
7with the coefficients
hαeff,x(k) = h
α
x
[
f+k
(
hαy
hαx
)
+ f−k
(
hαy
hαx
)
Jα
(
2 4
√
detHk,1
Ω
)]
, (25)
hαeff,y(k) = h
α
y
[
f−k
(
−h
α
x
hαy
)
+ f+k
(
−h
α
x
hαy
)
Jα
(
2 4
√
detHk,1
Ω
)]
, (26)
µβeff = µ− β
Ω
2
, (27)
gα,βeff (k) =
g
2
[
J−β−α
(
2 4
√
detHk,1
Ω
)
+ Jβ−α
(
2 4
√
detHk,1
Ω
)]
, (28)
Gα,βeff,x(k) =
g
2
cosφ
[
J−β−α
(
2 4
√
detHk,1
Ω
)
− Jβ−α
(
2 4
√
detHk,1
Ω
)]
, (29)
Gα,βeff,y(k) =
g
2
sinφ
[
J−β−α
(
2 4
√
detHk,1
Ω
)
− Jβ−α
(
2 4
√
detHk,1
Ω
)]
, (30)
where we have defined
2f±k (x) ≡ 1± cos2 φk ∓ sin2 φk ± 2x sinφk cosφk. (31)
This expression is valid if hαx , h
α
y , µ
β
eff, g  Ω. In order to fulfill µβeff  Ω, we choose β so that
∣∣∣µβeff∣∣∣ is minimal, thus∣∣∣µβeff∣∣∣ < Ω/4. In a similar way we have to choose α, so that the modulus of hαx , hαy defined in Eq. (18) are as small as
possible. The effective Hamiltonian still fulfills a generalized chiral symmetry relation (4) in the letter, independently
for all momenta k. The Hamiltonian Eq. (24) can be diagonalized so that we obtain the energies
± = ±
√∣∣∣~hαeff∣∣∣2 + (µβeff)2 − (gβeff)2 − (g˜β1)2 ± 2√A.
A = −g˜β1
∣∣∣~hαeff∣∣∣ (g˜β1 ∣∣∣~hαeff∣∣∣ sin2 δφ+ g˜βeffµβ sin2 δφ2
)
+
(
gβeffg˜
β
1 +
∣∣∣~hαeff∣∣∣µβ)2 .
where δφ is the angle between ~Gβeff and
~heff . The ± resemble the actual quasienergies of the system modulo Ω/2
as a consequence of Eq. (27) shifting the chemical potential, and the folding of the quasienergies into the window
(−Ω/2,Ω/2). We compare the analytical calculated ± and the numerical quasienergies in Fig. 1(b) and (c), where
we choose α = 0 and β = −2 so that the condition of validity is fulfilled. The effective Hamiltonian reproduces all
features of our numerics, especially the instabilities, although we work with a mediate frequency Ω. Corresponding
to the actual quasienergies, the system is stable if all ± are real valued. In Fig. 2(a) we use the ± to calculate the
regions of global stability. The result is depicted with the black dashed lines.
