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Abstract
The fixed point set under a natural torus action on projectivized mod-
uli spaces of simple representations of quivers is described. As an appli-
cation, the Euler characteristic of these moduli is computed.
1 Introduction
It is a common theme in moduli theory to consider fixed point sets under torus
actions, see for example [8, Section 3] in the context of moduli of vector bundles.
As a general principle, the torus fixed points in moduli spaces of objects like
representations, sheaves, etc., correspond to certain graded, or equivariant, such
objects.
In the ideal case of a smooth projective moduli space and a torus acting with
finitely many fixed points, one can apply the Bialynicki-Birula theorem [2] to
conclude rationality, to construct cell decompositions and to compute the Betti
numbers.
In general, the moduli spaces in question are seldomly projective, and the only
known compactifications are usually highly singular. For example, this may be
the case when the moduli are constructed as Mumford quotients [11] of sta-
ble points; then a natural compactification is often provided by considering the
quotient of semistable points. In this case, the localization to torus fixed points
can still provide cohomological information on the moduli space (although the
method is not strong enough to provide cell decompositions). For example, for
equivariantly formal (in the sense of [7]) moduli, the equivariant cohomology
can be computed.
The main theme of the present paper is to apply the localization principle to pro-
jectivizations of quiver moduli parametrizing simple representations of quivers,
to be introduced and discussed in section 2 (unfortunately, there seems to be no
straightforward generalization to the more general quiver moduli parametrizing
1
stable representations). Based on an analysis of the fixed points in section 3, the
first main result, Theorem 2.7, gives a description of a set of torus fixed points
as a disjoint union of moduli spaces of the same type, that is, of projectived
moduli of simple representations for other quivers. In fact, the quivers appear-
ing in this description are ‘almost universal abelian coverings’ of the original
quiver. Therefore, in the course of the proof, some principles of covering theory
of finite dimensional algebras have to be studied in the context of simple quiver
representations in section 4.
In [12], it is proven that the number of rational points of models of quiver moduli
over finite fields behaves polynomially in the cardinality q of the field. Starting
from computer experiments, a formula for the value of the first derivative of
these counting polynomials at q = 1 was conjectured. Using some arithmetic
geometry, this number can be reinterpreted as the Euler characteristic in coho-
mology with compact support of the projectivized quiver moduli.
In this form, the conjecture is proven in section 5. Namely, Theorem 2.6 iden-
tifies the Euler characteristic in question as the number of cyclic equivalence
classes of primitive cycles in the given quiver of a certain weight. In fact, the
localization techniques of this paper were developed for the purpose of comput-
ing this number.
The description of the fixed point set provides an interesting interaction between
algebraic geometry and representation theory of quivers: the detection of torus
fixed points naturally leads to the study of covering techniques for simple repre-
sentations. After such methods are developed, they can be successfully applied
to the geometry of quiver moduli. The description also motivates considera-
tion of a very special class of combinatorially defined simple representations of
quivers, called string representations (Definition 6.1), which are in some sense
‘responsible’ for aspects of the global topology of the moduli.
Acknowledgments: The author would like to thank M. Brion and W. Soer-
gel for helpful remarks concerning the localization principle, and V. Ginzburg,
S. Kumar, L. Le Bruyn and C. M. Ringel for interesting discussions.
2 Projectivized quiver moduli
Let Q be a quiver with finite set of vertices Q0 and finite set of arrowsQ1, which
will be written as α : i → j for i, j ∈ Q0. In the following, we will frequently
consider the abelian groups
ZQ0 =
⊕
i∈Q0
Zi, ZQ1 =
⊕
α∈Q1
Zα,
and the subsemigroups NQ0 (called the lattice of dimension vectors for Q),
resp. NQ1. On these groups, we have natural Z-gradings by setting the degree
of the natural basis elements i (resp. α) to be 1. The degree of a homogeneous
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element d in either of the two groups is denoted by |d|.
A cycle ω = (α1, . . . , αs) at i ∈ Q0 in Q is a (possibly empty) sequence of arrows
i = i0
α1→ i1
α2→ . . .
αs→ is = i
in Q. To ω, we associate its weight |ω| ∈ NQ1 as follows: for each α ∈ Q1,
the component |ω|α equals the number of occurences of the arrow α in the
sequence of arrows α1, . . . , αs. We associate to the cycle ω its dimension vector
dimω ∈ NQ0 as follows: for each i ∈ Q0, the component (dimω)i equals the
number of indices l such that il = i. In other words, ω has dimension vector∑
i∈Q0
dii if it passes through each vertex i precisely di-times.
We have the notion of cyclic equivalence of cycles, which is the equivalence
relation generated by
(α1, . . . , αs) ∼ (α2, . . . , αs, α1).
We denote by Cd(Q) the set of cyclic equivalence classes of cycles in Q of di-
mension vector d. The cycle ω is called primitive if it is not cyclically equivalent
to a non-trivial power (that is, iterated concatenation) (ω′)n of another cycle
ω′. The subset of Cd(Q) corresponding to classes of primitive cycles is denoted
by Cprimd (Q).
We introduce a non-symmetric bilinear form, the Euler form, on ZQ0 by
〈d, e〉 :=
∑
i∈Q0
diei −
∑
α:i→j
diej .
Let
d =
∑
i∈Q0
dii ∈ NQ0
be a dimension vector, and fix complex vector spaces Vi of dimension di for all
i ∈ Q0. The affine space
Rd(Q) :=
⊕
α:i→j
Hom(Vi, Vj)
parametrizes complex representations
X = ((Vi)i∈Q0 , (Xα : Vi → Vj)(α:i→j)∈Q1 )
of Q of dimension vector d. The reductive linear algebraic group
Gd :=
∏
i∈Q0
GL(Vi)
acts on Rd(Q) by base change
(gi)i · (Xα)α := (gjXαg
−1
i )α:i→j
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in such a way that the orbits GdX correspond to the isomorphism classes [X ] of
representations. The scalar matrices, embedded diagonally into Gd, act trivially
on Rd(Q). Therefore, the action of Gd factors through the quotient
PGd := Gd/C
∗.
By [1], an orbit GdX is closed in Rd(Q) if and only X is a semisimple represen-
tation of Q. Each cycle ω = (α1, . . . , αs) in Q induces a function tω on Rd(Q)
(the trace along the oriented cycle ω) by
tω : (Xα)α 7→ tr(Xαs . . . Xα1).
For each vertex i ∈ Q0, we have the simple representation Si of dimension vector
i ∈ NQ0. The point 0 ∈ Rd(Q) corresponds to the semisimple representation⊕
i∈I S
di
i .
The following properties of a representation X ∈ Rd(Q) are equivalent (see [9]):
1. the orbit closure GdX contains the point 0 ∈ Rd(Q),
2. All functions tω vanish at the point X ,
3. all Jordan-Ho¨lder factors of X are isomorphic to some Si.
Denote by Nd(Q) the closed subvariety of Rd(Q) of all points X satisfying one
of the above three equivalent conditions, called the nullcone in Rd(Q).
In order to form the quotient of Rd(Q) by the action of Gd, we have to describe
the ring of Gd-invariant functions on Rd(Q). This is done by the following
theorem, due to L. Le Bruyn and C. Procesi:
Theorem 2.1 [10] The invariant ring C[Rd(Q)]
Gd is generated by the traces
tω along cycles ω in Q.
Therefore, one can coordinatize the quotient
M ssimpd (Q) := Rd(Q)//Gd(Q)
by coordinates tω, where ω runs through representatives of the cyclic equivalence
classes of cycles. The quotientM ssimpd (Q) parametrizes the closed orbits ofGd in
Rd(Q), thus it parametrizes isomorphism classes of semisimple representations
of Q of dimension vector d.
Formation of the direct sum of representations induces direct sum maps⊕
d,e
:M ssimpd (Q)×M
ssimp
e (Q)→M
ssimp
d+e (Q).
The complement of the image of all non-trivial direct sum maps is an open
subset
M simpd (Q) ⊂M
ssimp
d (Q),
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which, by definition, parametrizes isomorphism classes of simple representations
of Q of dimension vector d. If M simpd (Q) is non-empty, then, by the above, it is
a smooth irreducible variety of dimension
dimM simpd (Q) = dimRd(Q)− dimPGd = 1− 〈d, d〉.
The varietyM simpd (Q) admits a model over Z, that is, there exists a scheme over
Z such that the base extension to C is isomorphic to M simpd (Q). Its reduction
modulo prime powers therefore yields models of the moduli spaceM simpd (Q) over
finite fields, whose rational points parametrize isomorphism classes of absolutely
simple representations of Q of dimension vector d, where a representation is
called absolutely simple if it remains simple after scalar extension to an algebraic
closure of the base field. The following is proved in [12]:
Theorem 2.2 [12] For all quivers Q and all dimension vectors d ∈ NQ0, there
exists a polynomial Ad(t) ∈ Z[t] such that, for each finite field k, the number of
k-rational points of M simpd (Q) equals Ad(|k|). Moreover, the polynomials Ad(t)
are given by an explicit recursive formula.
To define a projectivized version of the moduli spaceM simpd (Q), we have to recall
some concepts of [11]. Given a representation of a reductive algebraic group G
on a complex vector space V , one has the notions of stable, resp. semistable,
points for the induced action of G on the projective space PV , defined as follows:
a point x ∈ PV is called semistable if and only if for some (equivalently, for
any) lift v ∈ V of x, the closure of the orbit Gv does not contain 0 ∈ V . The
point x is called stable if it semistable and, additionally, the orbit Gv is closed
and of maximal possible dimension. Denote by PV ss (resp. PV s) the set of
semistable (resp. stable) points of PV . Defining the projective variety Y by
Y := Proj(C[V ]G),
there exists a quotient map
pi : PV ss → Y,
and there exists a smooth open subset U of Y such that the restriction of pi
induces a geometric quotient
pi : PV s → U.
We apply this construction of quotients to the projective space PRd(Q) of the
affine space Rd(Q), which inherits an action of Gd. The above mentioned results
easily imply the following:
Proposition 2.3 A point of PRd(Q) is semistable if and only if some (equiv-
alently, any) lift to Rd(Q) does not belong to Nd(Q). The stable points are
precisely those x ∈ PRd(Q) whose lifts X ∈ Rd(Q) correspond to simple repre-
sentations.
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Definition 2.4 We define the projectivized moduli spaces
PM simpd (Q) (resp. PM
ssimp
d (Q))
of simple (resp. semisimple) representations of Q of dimension vector d as the
corresponding quotients of PRd(Q)
ss (resp. PRd(Q)
s) by the Gd-action, with
quotient map pid(Q).
The varieties PM ssimpd (Q) are introduced and analyzed in [3] as moduli spaces
of representations of Q up to a notion of graded equivalence.
Given a point x ∈ PM simpd (Q), we call a representation X ∈ Rd(Q) a lift of x
if the corresponding point X ∈ PRd(Q) maps to x via pid(Q).
The quiver Q is called strongly connected if and only if there exists a cycle
through any given two vertices. A particular example is the quiver consisting of
a single cycle. The support supp(d) of a dimension vector d ∈ NQ0 is defined as
the full subquiver on vertices i for which di 6= 0. As a direct consequence of the
construction, a theorem of [10] implies the following criterion for non-emptyness
of PM simpd (Q):
Theorem 2.5 [10] The space PM simpd (Q) is non-empty if and only if the fol-
lowing conditions are satisfied:
• the support of d is strongly connected, and contains at least one arrow,
• either
– 〈i, d〉 ≤ 0 and 〈d, i〉 ≤ 0 for all i ∈ supp(d), or
– supp(d) is a single cycle and di = 1 for all i ∈ supp(d).
The main aim of the paper is the following formula for the Euler characteristic
in singular cohomology with compact support of PM simpd (Q):
Theorem 2.6 For all quivers Q and all dimension vectors d ∈ NQ0, we have
χc(PM
simp
d (Q)) = |C
prim
d (Q)|,
the number of cyclic equivalence classes of primitive cycles of dimension vector
d.
As already mentioned in the introduction, this theorem will be proved by lo-
calization techniques. The key ingredient is to describe the fixed point set of a
natural torus action on PM simpd (Q), which will now be described.
We consider the torus
TQ := (C
∗)|Q1|,
whose elements will be written as tuples
t∗ = (tα)α∈Q1
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parametrized by the arrows in Q. Let X(TQ) be the group of characters of TQ,
which will always be identified with NQ1 via the identification of α ∈ NQ1 with
the character
t∗ 7→ tα.
We have a natural right action of TQ on Rd(Q) by rescaling the linear maps
representing the arrows, that is,
(Xα).t∗ := (tα ·Xα)α.
Since this action obviously commutes with the Gd-action, it descends to a right
action of TQ on PM
simp
d (Q).
We call an element ν ∈ NQ1 indivisible if
gcd(να : α ∈ Q1) = 1.
Given such an indivisible element ν, define a quiver Q̂ν as follows: for the set
of vertices, we have
(Q̂ν)0 = Q0 × (ZQ1/Zν).
The arrows in Q̂ν are given as
(α, λ) : (i, λ)→ (j, λ+ α),
where (α : i → j) ∈ Q1 and λ ∈ ZQ1/Zν. We call this quiver the almost uni-
versal abelian covering quiver of Q associated to ν (omission of the factorization
by Zν in the definition constructs the universal abelian covering of Q). We have
a natural action of the abelian group ZQ1 on (Q̂µ)0 given by
µ · (i, λ) = (i, λ+ µ).
We consider dimension vectors
d̂ =
∑
i,λ
d̂i,λ(i, λ) ∈ N(Q̂ν)0
for Q̂ν which lift d, by which we mean that∑
λ
d̂i,λ = di
for each i ∈ Q0. The action of ZQ1 on (Q̂ν)0 induces an action on N(Q̂ν)0;
we call two dimension vectors equivalent if they belong to the same orbit under
this action.
Theorem 2.7 The fixed point set
PM simpd (Q)
TQ
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is isomorphic to the disjoint union of moduli⋃
ν,d̂
PM simp
d̂
(Q̂ν),
where ν ranges over all indivisible elements of NQ1, and d̂ ranges over all
equivalence classes of dimension vectors for Q̂ν lifting d.
3 Detection of fixed points
In this section, we analyze the closed subset
PM simpd (Q)
TQ
of TQ-fixed points in PM
simp
d (Q) and show that they can be viewed as repre-
sentations of some covering quiver Q̂ν for a dimension vector lifting d.
The starting point for this analysis is the following lemma, which is inspired by
[6, Lemma 1.3]:
Lemma 3.1 Assume that x is a TQ-fixed point in PM
simp
d (Q), and let X be a
lift of x in Rd(Q). Then there exists a tuple
((Nα)α∈Q1 , ψ, ϕ),
consisting of a tuple of non-negative integers N∗ = (Nα)α∈Q1 , a map of algebraic
groups ϕ : TQ → Gd, and a character ψ ∈ X(TQ), such that for all t∗ ∈ TQ, we
have
X.(tNαα ) = ψ(t∗) · ϕ(t∗)X. (1)
Proof: Consider the subgroup
H ⊂ (Gd ×C
∗)× TQ
consisting of all pairs ((g, λ), t∗) such that
X.t∗ = λ · gX.
By the assumption of x being a fixed point, the second projection p2 : H → TQ
is surjective. Since TQ, being a torus, is connected, commutative, and consists
of semisimple elements, the successive restrictions of p2 to the unit component
of H , to its reductive part, and to its connected center, all have to remain
surjective.
Therefore, there exists a torus T in H such that the restriction of p2 to T
remains surjective. But any surjection of tori is quasi-split, that is, there exist
non-negative integers Nα for α ∈ Q1 and a map s : TQ → T such that
(p2 ◦ s)(t∗) = (t
Nα
α )
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for all t∗ ∈ TQ. Composition of s with the projection p1 : H → Gd ×C∗ yields
a map
p1s = (ϕ, ψ) : TQ → Gd ×C
∗.
It is now an easy verification that N∗ = (Nα)α, ψ and ϕ fulfill the claimed
property.

We call a datum
(N∗ = (Nα)α, ψ ∈ X(TQ), ϕ : TQ → Gd)
associated to a TQ-fixed point x ∈ PM
simp
d (Q) as in the above lemma (that is,
fulfilling equation (1) for some lift X ∈ Rd(Q) of x) a fixing datum associated
to x.
Now assume that a fixing datum (N∗, ψ, ϕ) associated to x is given, fulfilling
equation (1) for a specified lift X ∈ Rd(Q). We decompose ϕ into components
ϕ = (ϕi : TQ → GL(Vi)).
Assume X is given as a tuple of linear maps
(Xα : Vi → Vj)α:i→j .
Then, by definition of the actions of TQ and Gd on Rd(Q), equation (1) can be
reformulated as
tNαα ·Xα = ψ(t∗) · ϕj(t∗)Xαϕi(t∗)
−1 (2)
for all (α : i→ j) ∈ Q1 and all t∗ ∈ TQ.
The map ϕi provides the vector space Vi with the structure of a representation
of TQ, for which we have the weight space decomposition
Vi =
⊕
λ∈X(TQ)
V λi ,
where V λi denotes the λ-weight space of Vi for each λ ∈ X(TQ). Formula (2)
can now be used to detect a kind of grading on the representation X , given by
the above λ-weight spaces:
Lemma 3.2 For all arrows α : i→ j and all λ ∈ X(TQ), we have
Xα(V
λ
i ) ⊂ V
λ+Nαα−ψ
j . (3)
Proof: If v ∈ V λi , then ϕi(t∗)v = λ(t∗) · v by definition. Thus, for all t∗ ∈ TQ,
we have
ϕj(t∗)Xαv = ϕj(t∗)Xαϕi(t∗)
−1ϕi(t∗)v
= (ψ(t∗)
−1tNαα ·Xα)(λ(t∗) · v)
= (ψ(t∗)
−1tNαα λ(t∗)) ·Xαv,
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which yields the claim.

The following lemma shows that the character ψ in a fixing datum is already
determined by the tuple N∗.
Corollary 3.3 Given a fixing datum as above, there exists a unique primitive
element
ν =
∑
α
ναα ∈ X(TQ)
such that
ψ =
1
|ν|
∑
α
ναNαα.
Proof: Since X belongs to PRssd (Q) by definition, there exists a cycle
ω = (α1, . . . , αs)
at a vertex i ∈ Q0 in Q such that
tr(Xαs · . . . ·Xα1) 6= 0.
Denote by ν ∈ ZQ1 the weight of ω, thus |ν| = s. By iterated application of
Lemma 3.2, we have
(Xαs · . . . ·Xα1)(V
λ
i ) ⊂ V
µ
i
for the weight µ defined by
µ = λ+
∑
α
ναNαα− sψ.
By non-vanishing of the trace of this operator, we have equality of the two
weights λ, µ, and thus
ψ =
1
|ν|
∑
α
ναNαα.
Dividing ν by gcd(να : α ∈ Q1) if neccessary yields the existence of the desired
element ν. Uniqueness of such an element ν follows from its indivisibility.

A crucial point in the description of the fixed points is the question to what
extend a fixing datum (N∗, ψ, ϕ) attached to a fixed point x and a chosen lift
X is unique.
We first study the effect of changing the lift X . Assume
X ′ = λ · g0X
is another lift, for a non-zero scalar λ ∈ C∗ and a group element g0 ∈ Gd. It
follows immediately that equation (1), considered for the lift X ′, is fulfilled for
the fixing datum
(N∗, ψ, g0ϕg
−1
0 ). (4)
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Next, choose a tuple m∗ = (mα)α of non-zero integers and consider the isogeny
i : TQ → TQ defined by
t∗ 7→ t
m∗
∗ := (t
mα
α )α.
A direct calculation then shows that the tuple
((Nαmα)α, ψ ◦ i, ϕ ◦ i) (5)
is also a fixing datum associated to x for the lift X .
Finally, we can use the fact that the action of Gd on Rd(Q) factors through
PGd. This allows us to choose an arbitrary character µ ∈ X(TQ) and to replace
the given fixing datum by
(N∗, ψ, µ · ϕ) (6)
for the same lift X of x.
This analysis motivates the following:
Definition 3.4 Two fixing data associated to a fixed point x are called equiva-
lent if they are equivalent under the equivalence relation generated by the above
three operations, that is, by replacing (N∗, ψ, ϕ) by (4), or (5), or (6) above.
Using this notion of equivalence, we have:
Lemma 3.5 Any two fixing data for a TQ-fixed point x ∈ PM
simp
d (Q) are
equivalent.
Proof: Let
(N∗, ψ, ϕ), (N
′
∗, ψ
′, ϕ′)
be fixing data for x fulfilling equation (1) for lifts X , resp. X ′, of x. Since the
map
pid(Q) : PRd(Q)
s → PM simpd (Q)
is a geometric quotient, we find a non-zero scalar λ ∈ C∗ and a group element
g0 ∈ Gd such that
X ′ = λ · g0X.
Thus, by operation (4) on fixing data, we can assume X ′ = X without loss
of generality. We can use operation (5) on fixing data by twisting (N∗, ψ, ϕ)
with the isogeny (t∗ 7→ t
N ′
∗
∗ ), and similarly twisting (N
′
∗, ψ
′, ϕ∗) with the isogeny
(t∗ 7→ tN∗∗ ). This allows us, again without loss of generality, to assume N∗ = N
′
∗.
So we arrive at the following equations:
X.tN∗∗ = ψ(t∗) · ϕ(t∗)X, X.t
N∗
∗ = ψ
′(t∗) · ϕ
′(t∗)X,
giving
ψ(t∗)
ψ′(t∗)
·X = ϕ(t∗)
−1ϕ′(t∗)X.
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Applying Corollary 3.3 to both ψ and ψ′, we arrive at ψ = ψ′, and thus at
X = ϕ(t∗)
−1ϕ′(t∗)X.
But since X is a simple representation, its automorphism group reduces to the
scalars, so
ϕ′ = µ · ϕ′
for some character µ ∈ X(TQ). Via operation (6) on fixing data, we conclude
the desired equivalence.

Define an auxilliary quiver Γ as follows: its set of vertices is
Γ0 = Q0 ×X(TQ),
and for each arrow (α : i→ j) ∈ Q1 and each λ ∈ X(TQ), we define an arrow
(α, λ) : (i, λ)→ (j, λ +Nαα− ψ)
in Γ1. Moreover, we define a dimension vector ê ∈ NΓ by
êi,λ := dimC V
λ
i .
Lemma 3.2 now can be reinterpreted as saying that X can be viewed as a
representation of Γ of dimension vector ê, which is neccessarily a simple repre-
sentation of Γ since X is so. We will now show that X is already supported on
a subquiver Γ′ of Γ which depends only on ν, and is thus independent of the
fixing datum.
Consider the map
h : X(TQ)→ X(TQ), h(α) := Nαα− ψ,
and recall the indivisible element ν ∈ NQ1 ≃ X(TQ) attached to the fixed point
in Corollary 3.3.
Lemma 3.6 The map h induces an embedding X(TQ)/Zν → X(TQ).
Proof: We have
h(ν) =
∑
α
να(Nαα− ψ) =
∑
α
ναNαα− (
∑
α
να)ψ = 0
by Corollary 3.3. Now assume that h(λ) = 0 for a character λ ∈ X(TQ). Again
by Corollary 3.3, we have
∑
α
λαNαα = |λ| · ψ =
∑
α
|λ|
|ν|
ναNαα.
Since all Nα are non-zero, we have
λ =
|λ|
|ν|
ν.
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Since ν is indivisible by assumption, we conclude that λ is an integer multiple
of ν.

We choose a vertex i0 ∈ Q0 and a character λ0 ∈ X(TQ) such that
V λ0i0 6= 0.
By Lemma 3.6, we see immediately that we have an embedding of quivers
H : Q̂ν → Γ
by defining H on vertices and on arrows via
H0(i, λ) = (i, λ0 + h(α)), H1(α, λ) = (α, h(λ)).
The image Γ′ of H is obviously connected, since Q̂ν is so. Since X is a simple
representation, its support is connected and meets Γ′ by definition. We con-
clude that the support of X is contained in Γ′. Thus, X can be viewed as a
representation of the covering quiver Q̂ν , whose dimension vector d̂ is given by
d̂i,λ = êi,λ0+h(λ).
Note again that the choice of ν depends only on the given fixed point x by
Corollary 3.3.
We finally prove that the dimension vector d̂ is determined uniquely up to the
notion of equivalence of dimension vectors for Q̂ν introduced at the end of
section 2, for which we have to study the effect of the operations (4), (5), (6)
on fixing data on the dimension vector d̂:
Obviously, operation (4) does neither affect the weights λ for which V λi 6= 0,
nor the dimensions of the V λi . The twist by an isogeny in operation (5) is
compensated for by the map h. So it remains to consider operation (6): it affects
the weights occuring in the weight space decomposition of all Vi by translation
by a fixed character µ, and thus affects the dimension vector ê by translation
by µ. Thus, the same holds for the dimension vector d̂, which precisely defines
the notion of equivalence on such dimension vectors.
We summarize our present analysis of TQ-fixed points in PM
simp
d (Q) by:
Proposition 3.7 For each fixed point x ∈ PM simpd (Q)
TQ and each lift X of x
to Rd(Q), there exists a unique indivisible element ν ∈ NQ1 and a unique (up
to equivalence) dimension vector d̂ for Q̂ν lifting d, such that X can be viewed
as a simple representation of Q̂ν of dimension vector d̂.
In the following section, we will formalize this way of viewing X ∈ Rd(Q) as
a representation of a covering quiver, by embedding its projectivized moduli of
simple representations into the TQ-fixed points.
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4 Construction of fixed points
Fix an indivisible element ν ∈ NQ1 ≃ X(TQ) as above, and let d̂ be a dimension
vector for Q̂ν lifting a dimension vector d. Our aim is to construct a closed
embedding
Pν : PM
simp
d̂
(Q̂ν)→ PM
simp
d (Q)
TQ .
We first construct a map on the level of varieties of representations. Choose
vector spaces Vi,λ of dimension d̂i,λ for all i ∈ Q0 and all λ ∈ X(TQ)/Zν, and
define
Vi :=
⊕
λ
Vi,λ.
Given a representation
(Xα,λ : Vi,λ → Vj,λ+α)α,λ
of Q̂ν of dimension vector d̂, we can define a representation of Q of dimension
vector d by the linear maps
(
⊕
λ
Xα,λ : Vi → Vj)(α:i→j)∈Q1 .
This induces a linear, and thus regular and closed, map of representation vari-
eties
Pν : Rd̂(Q̂ν)→ Rd(Q).
Using the given decomposition of the vector spaces Vi, we also have a natural
embedding of G
d̂
into Gd via
(G
d̂
)i =
∏
λ
GL(Vi,λ)→ GL(Vi) = (Gd)i,
such that the map Pν becomes equivariant for the induced actions of Gd̂. More-
over, Pν is obviously equivariant for the C
∗-action simultaneously rescaling the
arrows in Q̂ν and in Q, respectively. By the universal property of quotients, we
thus get an induced closed map
Pν : PM
ssimp
d̂
(Q̂ν)→ PM
ssimp
d (Q).
We easily get a converse to Lemma 3.1:
Lemma 4.1 The image of Pν is contained in PM
ssimp
d (Q)
TQ .
Proof: Choose a tuple N∗ = (Nα)α∈Q1 of non-negative integers such that
ψ :=
1
|ν|
∑
α
ναNαα ∈ QQ1
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already belongs to NQ1 (for example, choose Nα = |ν| for all α ∈ Q1). Define
a map
ϕ = (ϕi : TQ → GL(Vi))i∈Q0 : TQ → Gd
by sending t∗ via ϕi to the automorphism of Vi which acts as multiplication by
h(λ)(t∗) on each Vi,λ. Equivalently, ϕi is defined in such a way that each Vi,λ
is precisely the h(λ)-weight space in the TQ-representation on Vi defined by ϕi,
converse to the construction preceding Lemma 3.2.
By the properties of h established in Lemma 3.6, this makes ϕ well-defined.
Then we can easily verify that equation (1) holds for each representation Y =
Pν(X) in the image of Pν . We have thus constructed a fixing datum for the
image y ∈ PM simpd (Q) of Y . By the definition of PMd(TQ) as a categorical
quotient, we thus have
y.tN∗∗ = y
for all t∗ ∈ TQ. Thus, y belongs to the set of TQ-fixed points.

The following two propositions show that the above map Pν induces an embed-
ding on the projectivized moduli of simple representations.
Proposition 4.2 The map Pν maps PM
simp
d̂
(Q̂ν) to PM
simp
d (Q).
Proof: Let X be a simple representation of Q̂ν and assume that
U = (Ui)i∈Q0
is a non-zero simple subrepresentation of dimension vector e ∈ NQ0 of Y =
Pν(X). Since Y lies in the set of TQ-fixed points by the previous lemma, we can
find a fixing datum (N∗, ψ, ϕ) such that Y fulfills equation (2), that is, we have
tNαα · Yα = ψ(t∗) · ϕj(t∗)Yαϕi(t∗)
−1
for each arrow (α : i→ j) ∈ Q1 and each t∗ ∈ TQ. Fixing an element t∗ ∈ TQ,
consider the tuple of subspaces
ϕ(t∗)U = (ϕi(t∗)Ui)i∈Q0 .
Using equation (1), we have
Yαϕi(t∗)Ui = t
−Nα
α ψ(t∗) · ϕj(t∗)Yαϕi(t∗)
−1ϕi(t∗)Ui
⊂ ϕj(t∗)YαUi
⊂ ϕj(t∗)Uj ,
thus ϕ(t∗)U is again a simple subrepresentation of Y .
The same computation also yields the following: if u denotes the point of
PM simpe (Q) corresponding to U , the point u.t
N∗
∗ corresponds to the representa-
tion ϕ(t∗)U . We can thus conclude that Y contains a direct sum of simple repre-
sentations corresponding to all points in the TQ-orbit u.TQ of u in PM
simp
e (Q)
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as a subrepresentation. But Y is a finite dimensional representation, and thus
the orbit u.TQ is finite. It is also connected, since TQ is so, and we can conclude
that u is a TQ-fixed point in PM
simp
e (Q). This in turns yields
ϕ(t∗)U = U
for all t∗ ∈ TQ.
Thus, we can regard each Ui ⊂ Vi as a subrepresentation of the representation
of TQ on Vi defined by ϕi, and hence Ui is compatible with the correspond-
ing decomposition into isotypical components. Since the map h is injective by
Lemma 3.6, the spaces Vi,λ are precisely these isotypical components, and thus
Ui is compatible with the Vi,λ, that is,
Ui =
⊕
λ
(Ui ∩ Vi,λ).
We conclude that U can already by regarded as a non-zero subrepresentation of
X , and thus U = X by simplicity of X . This proves simplicity of Y .

Proposition 4.3 If X and X ′ are simple representations of Q̂ν such that the
Q-representations Pν(X) and Pν(X
′) are isomorphic, then X and X ′ are already
isomorphic.
Proof: The strategy of this proof is similar to the previous one. Denote Y =
Pν(X) and Y
′ = Pν(X
′). Let
γ = (γi ∈ GL(Vi))i∈Q0
be an isomorphism of Y and Y ′. By definition, this means
Y ′α ◦ γi = γj ◦ Yα
for all (α : i→ j) ∈ Q1. Choose a fixing datum (N∗, ψ, ϕ) such that Y and Y ′
fulfill equation (2). Then, for all t∗ ∈ TQ and all (α : i→ j) ∈ Q1, we have:
ψ(t∗) · ϕj(t∗)Y
′
αϕi(t∗)
−1γi = t
Nα
α · Y
′
αγi
= γj(t
Nα
α · Yα)
= ψ(t∗) · γjϕj(t∗)Yαϕi(t∗)
−1,
which gives
Y ′α(ϕi(t∗)
−1γiϕi(t∗)) = (ϕj(t∗)
−1γjϕj(t∗))Yα
for all α ∈ Q1. Since both Y and Y ′ are simple representations by Proposition
4.2, we can apply Schur’s Lemma to conclude that
ϕ(t∗)
−1γϕ(t∗) = (ϕi(t∗)
−1γiϕi(t∗))i∈Q0
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is a scalar multiple of γ for all t∗ ∈ TQ. Similar to the proof of Lemma 3.1, we
consider the subgroup
T ⊂ TQ ×C
∗
consisting of pairs (t∗, a) such that
ϕ(t∗)
−1γϕ(t∗) = a · γ.
By the above, the projection p of T to TQ is surjective. It is obviously injective,
thus it defines an isomorphism
p : T
∼
→ TQ.
Composing the inverse of p with the projection of T to C∗ yields a character a
of TQ such that
ϕ(t∗)
−1γϕ(t∗) = a(t∗) · γ
for all t∗ ∈ TQ. As in the proof of Proposition 4.2, we now consider each vector
space Vi as a representation of TQ via ϕi. It is now easy to see that each γi
induces an isomorphism between the λ-weight space and the (λ + a)-weight
space, for each λ ∈ X(TQ). But Vi is finite dimensional, thus
a = 0 ∈ X(TQ).
We conclude that the isomorphism γ fixes each weight space, and can thus be
regarded as an isomorphism of the representations X and X ′ of Q̂ν .

This proposition allows us to conclude that the map
Pν : PM
simp
d̂
(Q̂ν)→ PM
simp
d (Q)
is a closed embedding.
We can now combine the results of this and the previous section to prove The-
orem 2.7:
Theorem 4.4 The fixed point set
PM simpd (Q)
TQ
is isomorphic to the disjoint union of moduli⋃
ν,d̂
PM simp
d̂
(Q̂ν),
where ν ranges over all indivisible elements of NQ1, and d̂ ranges over all
equivalence classes of dimension vectors for Q̂ν lifting d.
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Proof: By the previous proposition, we have a system of closed embeddings
(Pν : PM
simp
d̂
(Q̂ν)→ PM
simp
d (Q))ν,d̂,
where ν runs over all indivisible elements in NQ1, and d̂ runs over all equiva-
lence classes of dimension vectors d̂ for Q̂ν lifting d. By Proposition 3.7, each
fixed point x ∈ PM simpd (Q)
TQ belongs to the image of a unique such embed-
ding. Thus, the images of the various Pν cover PM
simp
d (Q)
TQ and are pairwise
disjoint. Thus, they are exactly the connected components of PM simpd (Q)
TQ .

Example: Consider four-dimensional representations of the quiver with one
vertex and two loops α, β. The criterion Theorem 2.5 for non-emptyness of a
moduli space PM simpd (Q) puts strong restrictions on the pairs (ν, d̂) which have
to be considered. We get the following five non-empty fixed point components
(an arrow ‘⇒’ (resp. ‘→’) represents an arrow of Q̂ν covering α (resp. β); the
numbers at the vertices represent entries of the dimension vectors):
Q1: 1
⇒
← 2
⇒
← 1
Q2: 1
⇒
← 1
⇒
← 1
⇒
← 1
Q3:
1 ⇒ 1
ւ տ ւ
1 ⇒ 1
Q4:
1 ⇒ 1
↑ ⇓
1 ⇐ 1
Q5:
1 ⇒ 1
↑ ↓
1 ← 1
5 Computation of the Euler characteristic
The aim of this section is to prove Theorem 2.6, utilizing the localization theo-
rem 2.7. Therefore, we have to relate classes of primitive cycles in Q and in the
covering quivers Q̂ν .
We start by studying cycles in the covering quivers Q̂ν . We have a natural map
of quivers
Πν : Q̂ν → Q
forgetting the class of the character λ; more precisely, Πν maps a vertex (i, λ)
to the vertex i and an arrow (α, λ) to the arrow α. Note that, by definition of
Q̂ν , fixing an arrow α : i → j in Q1 and a vertex (i, λ) ∈ (Q̂ν)0 lifting i, there
exists a unique arrow
(α, λ) : (i, λ)→ (j, λ + α)
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in Q̂ν lifting α and starting at (i, λ).
Now assume that
ω̂ : (i0, λ0)
(α1,λ0)
→ (i1, λ1)
(α2,λ1)
→ . . .
(αs,λs−1)
→ (is, λs) = (i0, λ0)
is a cycle in Q̂ν. Then, by the definition of the arrows in Q̂ν , we have
λk = λ0 +
k∑
l=1
αl ∈ ZQ1/Zν,
and thus
s∑
l=1
αl ∈ Nν.
Denoting by ω = (α1, . . . , αs) the projection of ω̂ via Πν , we see that
|ω| ∈ Nν.
To summarize, we have proved:
Lemma 5.1 A cycle ω̂ in Q̂ν projecting to a cycle ω in Q is uniquely determined
by ω and its initial vertex (i0, λ0) ∈ N(Q̂ν)0. Moreover, the weight |ω| of ω is a
multiple of ω.
As in the previous section, we now consider the set of all pairs (ν, d̂) consisting
of an indivisible element in NQ1 and an equivalence class of a dimension vector
d̂ for Q̂ν lifting d.
Proposition 5.2 There exists a bijection between Cprimd (Q) and⋃
ν,d̂
Cprim
d̂
(Q̂ν).
Proof: Obviously, the projection Πν induces a well-defined map
p
ν,d̂
: C
d̂
(Q̂ν)→ Cd(Q)
from cycle classes in C
d̂
(Q̂ν) to cycle classes in Cd(Q).
Now assume ω̂ is a primitive cycle of length s in Q̂ν . By the previous lemma, the
weight |ω| of ω = p
ν,d̂
(ω̂) is a multiple of ν. We claim that ω is again primitive.
Assume to the contrary that
ω = (ω′)n
for a cycle ω′ in Q of length s′ and an integer n > 1 such that s = ns′. In
particular, the weight |ω′| of ω′ divides |ω|, and thus |ω′| is also a multiple of
ν, since ν in indivisible. Using Lemma 5.1 again, it follows that there exists a
unique lift ω̂′ of ω′ to Q̂ν having the same initial vertex as ω̂. The n-th power
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of ω̂′ therefore equals ω̂, contradicting primitivity.
So each p
ν,d̂
restricts to a map
p
ν,d̂
: Cprim
d̂
(Q̂ν)→ C
prim
d (Q).
To prove the claimed bijection, we will now show that each class of a primitive
cycle ω = (α1, . . . , αs) at i ∈ Q0 inQ admits a lift via a unique (up to equivalence
of dimension vectors d̂) map p
ν,d̂
.
To prove existence, we consider the unique primitive element ν such that |ω| is
a multiple of ν, and we choose an arbitrary λ ∈ ZQ1. Lemma 5.1 guarentees
existence of a unique cycle in Q̂ν lifting ω and having inital vertex (i, λ), which
is neccessarily primitive, since ω is so. Its dimension vector is obviously a lift of
d.
Conversely, assume that the class of ω belongs to the image of some p
ν,d̂
. Then
|ω| is a multiple of ν, defining ν uniquely. A final application of Lemma 5.1
shows that a lifting cycle is uniquely determined up to some translation in the
dimension vector d̂.

We need another preliminary lemma, which will function as the starting point
of an induction.
Lemma 5.3 Assume that
PM simpd (Q) 6= ∅,
and that there exists a lift d̂ of d to some Q̂ν such that
|supp(d̂)| = |supp(d)|.
Then supp(d) is a single cycle quiver, and di = 1 for all i in the support of d.
Proof: Assume without loss of generality that the support of d equals Q.
Equality of the cardinality of the supports implies that, for each i ∈ Q0, there
exists a unique λ(i) ∈ ZQ1/Zν such that d̂i,λ(i) 6= 0. By definition of the arrows
in Q̂ν , we see that the projection Πν induces an isomorphism of quivers
Πν : supp(d̂)
∼
→ Q.
Since there exists a simple representation of Q of dimension vector d, the quiver
Q is strongly connected by Theorem 2.5. Choosing a cycle ω in Q, Lemma
5.1 and the above isomorphism of quivers show that |ω| is already a multiple
of ν ∈ NQ1. Thus, any two cycles in Q have proportional weights. But this
already implies that Q is a single cycle quiver. Theorem 2.5 now provides the
claimed properties of d.

After these combinatorial preparations, we turn to the topological aspects.
Proofs of the following localization principle can be found, for example, in [4],
[5]:
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Theorem 5.4 Let X be a complex variety on which a torus T acts. Then,
for the Euler characteristic in cohomology with compact support, we have the
equality
χc(X) = χc(X
T ).
Moreover, by the long exact sequence for cohomology with compact support, the
Euler characteristic behaves additively with repect to disjoint unions. Theorem
2.7 therefore immediately implies:
χc(PM
simp
d (Q)) =
∑
ν,d̂
χc(PM
simp
d̂
(Q̂ν)), (7)
where ν ranges over all primitive elements in NQ1, and d̂ ranges over all equiv-
alence classes of dimension vectors for Q̂ν lifting d.
This formula is the final ingredient for the proof of Theorem 2.6:
Theorem 5.5 For all quivers Q and all dimension vectors d ∈ NQ0, we have
χc(PM
simp
d (Q)) = |C
prim
d (Q)|.
Proof: We fix a nonnegative integer b and prove the theorem for all quivers Q
and all dimension vectors d for Q such that |d| = b. We proceed by downward
induction on |supp(d)|. The induction therefore starts with the case
|supp(d)| = b,
which means that di = 1 for all vertices i in the support of d. A primitive cycle
of dimension vector d for Q is thus a cycle passing through each vertex of Q
precisely once. Such a cycle exists if and only if Q is a single cycle quiver. Thus
we have
|Cprimd (Q)| =
{
1 , Q is a single cycle quiver,
0 , otherwise.
}
Assume that χc(PM
simp
d (Q)) is non-zero. By Theorem 5.4, its set of TQ-fixed
points is non-zero, too, and Theorem 2.7 implies that there exists a lift d̂ of d
to some covering quiver Q̂ν . Since di = 1 for all i in the support of d, we have
|supp(d̂)| = |supp(d)|,
and we can apply Lemma 5.3 to conclude that Q is a single cycle quiver. In
this case, the moduli space reduces to a point (for example, by the dimension
formula for the moduli space in section 2), thus the Euler characteristic equals
1. Therefore, the claimed equality holds.
For the inductive step, assume now that |supp(d)| is strictly less than b, and
compute the Euler characteristic by Formula 7. Assume that a pair (ν, d̂) con-
tributes to the sum in this formula. Applying Lemma 5.3 again, we see that
|supp(d̂)| > |supp(d)|,
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and thus the inductive assumption applies to give
χc(PM
simp
d (Q)) =
∑
ν,d̂
|Cprim
d̂
(Q̂ν)|.
Using Proposition 5.2, the claim follows.

Example: In continuation of the example of the previous section, we see that
the second and the third components have Euler characteristic equal to 0. The
fourth and fifth components are single cycles, so they both contribute by 1 to
the overall Euler characteristic. The first component has to be further localized,
yielding a four-cycle. Thus, we see that the Euler characteristic χc(PM
simp
d (Q))
equals 3.
6 Comments
In this final section, we comment on the two main results Theorem 2.7 and
Theorem 2.6 and give some examples.
The first comment concerns a more structural interpretation of Theorem 2.6:
the 0-th Hochschild homology of the path algebra of a quiverQ can be computed
as the path algebra modulo the linear subspace spanned by commutators. It is
easy to see that this space is spanned by cyclic equivalence classes of cycles in
Q, thus
HH0(CQ) = CQ/[CQ,CQ] =
⊕
d∈NQ0
⊕
ω∈Cd(Q)
Cω,
yielding a natural NQ0-grading on HH0(CQ).
The prominent role of the primitive cycles in the present setup then draws
attention to a (rather weak) additional structure on HH0(CQ), namely the p-th
power maps Tp, mapping the cyclic equivalence class of a cycle ω to the class of
ωp. This operation allows us to define the primitive part
HH0(CQ)
prim
as the subspace spanned by primitive cycles, and Theorem 2.6 can be rewritten
in more algebraic terms as
χc(PM
prim
d (Q)) = dimHH0(CQ)
prim
d .
Example: In the case of the m-loop quiver Qm, the Euler characteristic
χc(PM
simp
d (Qm)) equals the number of primitive necklaces of length d with
beads of m colours, a number which appears in many algebraic and combinato-
rial interpretations. One prominent such interpretation is the dimension of the
degree d-component of the free Lie algebra in m generators (see [13]). We have
the explicit formula:
χc(PM
simp
d (Qm)) =
1
d
∑
r|d
µ(
d
r
)mr,
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where µ denotes the number-theoretic Moebius function.
Given this relation with the free Lie algebra L(m), one can speculate whether
L(m) or some related algebra might be constructed using some kind of convolu-
tion construction on the moduli spaces PM simpd (Qm).
Non-emptyness of PM simpd (Q) does not neccessarily imply non-vanishing of the
Euler characteristic, as the following example shows:
Example: Consider the quiver Q defined as
α β
i
→
← j
→
← k
δ γ
and the dimension vector d = i+ j + k. The quotient map
PRd(Q)→ PM
ssimp
d (Q)
is given by
P3 → P1, (Xα : Xβ : Xγ : Xδ) 7→ (XαXδ : XβXγ).
Simplicity of a representation is equivalent to non-vanishing of the four scalars
representing the arrows, thus
PM simpd (Q) ≃ P
1 \ {0,∞},
and we see that the Euler characteristic equals 0.
Given the description of the torus fixed point set, it is natural to ask whether it
can be used to find more detailed information on the cohomology of PM simpd (Q)
than just the Euler characteristic. A natural approach is to use localization theo-
rems in equivariant cohomology (see for example [7]). For these to be applicable,
and in particular for relating the results to non-equivariant cohomology, a key
property is equivariant formality of PM simpd (Q), as defined in [7]. This property
means that the TQ-equivariant cohomology
H∗TQ(PM
simp
d (Q))
is a free module over the TQ-equivariant cohomology ring of a point H
∗
TQ
(pt).
It implies the degeneration of the natural spectral sequence for equivariant co-
homology, yielding
H∗TQ(PM
simp
d (Q)) ≃ H
∗(PM simpd (Q))⊗H
∗
TQ
(pt).
In continuation of the above example, we see that equivariant formality does
not hold in the present situation:
Example: The torus TQ acts transitively on the quotient P
1 \ {0,∞} by
(x : y).(tα, tβ , tγ , tδ) = (tαtδx : tβtγy),
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with stabilizer of 1 ∈ P1 being the subtorus
T := {(tα, tβ , tγ , tδ) : tαtδ = tβtγ}.
So the TQ-equivariant cohomology of PM
simp
d (Q) is
H∗TQ(PM
simp
d (Q)) ≃ H
∗
TQ
(TQ/T ) ≃ H
∗
T (pt),
considered as a module over H∗TQ(pt) via the restriction map. Thus, the equiv-
ariant cohomologyH∗TQ(PM
simp
d (Q)) is a torsion module overH
∗
TQ
(pt), whereas
the non-equivariant cohomology H∗(PM simpd (Q) is two-dimensional, with one-
dimensional components in degrees 0 and 1.
The inductive proof of Theorem 2.6 in section 5 ultimately computes the Euler
characteristic of PM simpd (Q) by reduction to the case of single cycle quivers,
thus detecting a special kind of grading on certain representations. It is there-
fore natural to consider the class of simple representation, which one might call
string representations, defined as follows:
Definition 6.1 Suppose a primitive cycle
ω : i0
α1→ i1
α2→ . . .
αs→ is = i0
of dimension vector d in Q is given. Define a simple representation Sω of Q of
dimension vector d as follows:
For each vertex i ∈ Q0, define
Ki = {k = 0, . . . , s− 1 : ik = i}.
Consider a di-dimensional vector space Vi with basis elements bk for k ∈ Ki.
For each arrow (α : i→ j) ∈ Q1 and each k ∈ Ki, define
(Sω)α(bk) =
{
bk+1 , α = αk+1,
0 , otherwise.
}
The reduction procedure of section 5 morally means that the finitely many rep-
resentations Sω for primitive cycles of weight d are the only ones “responsible”
for (some aspects of) the global topology of PM simpd (Q).
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