For the localization of the spectrum of the eigenvalues of a complex square matrix, the classical Geršgorin Theorem was extended by Ostrowski who used the generalized geometric mean of the row and column sums of the matrix. Ostrowski, and Brauer, extended the previous idea by using generalized geometric means of products of two row and column sums. Finally, by using the Graph Theory, Brualdi extended all of the previous ideas further by considering generalized geometric means of products of two or more than two row and column sums. These localization results can also provide classes of nonsingular matrices. Our main aim in this work is to exploit all the above known results and determine intervals for the parameter(s) α (α k 's) involved so that the localization of the spectrum in question as well as the determination of the associated class of nonsingular matrices are possible.
Introduction and preliminaries
The relatively recent book by Varga "Geršgorin and His Circles" [22] inspired many researchers in the area to exploit its background material and extend classical results (see, e.g., [9, 7, 23, 8, 12] ). In [22] , localization regions for the spectrum of the eigenvalues of a complex square matrix were obtained by using the results of Geršgorin's Theorem (see [10] or Theorem 1.11 of [20] ), as well as those by Ostrowski [16] , Brauer [2] [3] [4] and Brualdi [6] . In this work we determine intervals of the parameter(s) α (α k 's) involved in the aforementioned localization regions of spectra as well as the associated classes of nonsingular matrices for, mainly, irreducible matrices. The present theory extends previous results obtained in [8] and [12] by using the theory developed in the work by Brualdi [6] , and the background material in Varga [22] .
To begin with, consider the set of the first n positive integers denoted by N := {1, 2, . . . , n} and let A ∈ C n×n , n 2. For A ∈ C n×n let r i := j∈N \{i} |a ij |, ∀i ∈ N (ith row sum) and c j := i∈N \{j} |a ij |, ∀j ∈ N (jth column sum). A ∈ C n×n is diagonally dominant (by rows) (DD matrix) if and only if (iff ) |a ii | r i , ∀i ∈ N . A ∈ C n×n is strictly diagonally dominant (by rows) (SDD matrix) iff |a ii | > r i , ∀i ∈ N . A ∈ C n×n is irreducibly diagonally dominant (by rows) (IDD matrix) iff it is irreducible and DD with at least one inequality strict. (For more, see, e.g., Varga [20] and Berman and Plemmons [1] .)
Review of known results
We begin with the well-known Lévy-Desplanques Theorem (see [14] and [11] or [15, p. 146 ], or Brualdi [6] ). Then A is nonsingular.
Geršgorin [10] presented the statement below from which (2.1) can also be recovered. [10] or [20] .) Let A = [a ij ] ∈ C n×n , n 2, then, if σ(A) denotes the spectrum of the eigenvalues of A, there will hold
Lemma 2.2 (Geršgorin Theorem). (See
Lemma 2.1 covers the class of SDD matrices. Taussky [19] extended it to include the class of IDD matrices.
Lemma 2.3. Let A = [a ij ] ∈ C
n×n , n 2, be irreducible and let
3)
with at least one inequality strict. Then A is nonsingular.
Ostrowski extended Lévy-Desplanques's Theorem 2.1 (see [16] or Theorem 1.16 of [22] ) by using generalized geometric means of row and column sums. Ostrowski's Theorem has been extended in Taussky's spirit (see, e.g., [12] ). Specifically:
with at least one inequality strict, hold for some α ∈ [0, 1]. Then A is nonsingular.
A proposition due to Ostrowski [16] and rediscovered by Brauer [2] (see Theorem 2.1 of [22] ) reads as follows:
n×n , n 2, and let
Then A is nonsingular.
Brualdi notes [6] that Brauer [4] had improved his oval inclusion region and had shown that the analogue of (2.3) for Lemma 2.6 also holds [3, 4] .
Ostrowski [17] generalized Theorem 2.6 as is given below.
, n 2, and let
hold for some α ∈ [0, 1]. Then A is nonsingular.
Finally, Brualdi [6] extended all of the previous results using the Graph Theory (see, e.g., Harary [13] ), where products of two or more than two row and column sums were considered. Two of his propositions are given below in a little different form from what they appear in [6] . 
Notes: The term "weakly irreducible", introduced by Brualdi [6] , means that in the "Frobenius normal form" of A all diagonal blocks are of order 2. From now on it will be assumed that a weakly irreducible matrix is given in its Frobenius normal form; it is reminded that the first who proposed an algorithm to determine the Frobenius normal form was Tarjan [18] while the most recent relevant algorithm can be found in [5] . Finally, whenever an equality (strict inequality) is met in (2.8), the corresponding lemniscate in (2.9) is open (closed) and vice versa.
Remark 2.1. It is pointed out that in the case of Lemmas 2.8 and 2.9, the quantities r i (and c i ) are restricted to the row (and column) sums within the corresponding diagonal blocks; Varga [22] uses the notation r i (and c i ) for these quantities.
Note: For Lemmas 2.6-2.7 and also the one in [4] , mentioned previously, statements analogous to Lemma 2.2 can be given as Brualdi did in [6] . Note that we do not deal with disks anymore, as in Lemmas 2.1-2.5, but with Brauer-Ostrowski Cassini ovals and Brualdi lemniscates; we use the term Brauer-Ostrowski Cassini ovals instead of Brauer Cassini ovals, as Varga does [22] , because the latter term refers only to the case α = 1 or α = 0.
Our main objective in the present paper is to determine the intervals of the parameter(s) α (α k 's) of an irreducible (or of a weakly irreducible) matrix A to cover the case of Brualdi lemniscates of Lemmas 2.8-2.9 and, if possible, to extend the known theory. 
Brualdi lemniscates and sets

Introduction
We begin this section by pointing out that a direct implication of Lemmas 2.8 and 2.9 can be obtained as follows. Assuming that the Brualdi lemniscates in (2.9), and their union ("Brualdi set") contain the eigenvalue zero, an eigenvalue of the singular matrix A ∈ C n×n , n 2, then by setting z = 0 in (2.9) and combining it with Lemma 2.8 for an irreducible matrix A we have that:
hold for some α ∈ [0, 1] and for each cycle γ j of the directed graph Γ (A) of A, with strict inequality for at least one cycle γ j . Then A is nonsingular.
It should be pointed out that all the main statements so far that imply nonsingularity of a matrix give sufficient conditions only and not sufficient and necessary ones. The reason for this is clearly seen in the following example. Example 1. Let the irreducible matrices A 1 and A 2 be as follows
As is seen A 1 and A 2 share the same graph of Fig. 1 which has the two cycles γ 1 = (2 3) and γ 2 = (1 3 2). In addition, for the elements of the two matrices we have
,
which are the same for both matrices and satisfy relations of type (3.1). Specifically,
for any α ∈ [0, 1]. However, det(A 1 ) = 0 while det(A 2 ) = 4.5, which means that in case of equality in all relations of (3.1) the corresponding matrix may be singular or not.
We introduce the class of "Brualdi matrices" or simply "B-matrices" as follows. 
Determination of α
To find possible ranges for α, if they exist, and check if the assumptions of Definition 3.1 hold for a certain irreducible matrix A, we write the desired inequalities in (3.1) as
To simplify the notation, we set
and write (3.3), equivalently, as
Considering all possible orderings of the quantities |A i∈γ j |, R i∈γ j , C i∈γ j , we can construct a table. For example if R i∈γ j > |A i∈γ j | > C i∈γ j , then both the left and the right sides of (3.5) are greater than 1 and, obviously, for all α's in the interval shown on the left Table 1 Values of α for which
α holds as a strict inequality or as an equality.
Cases
Values of α for which relation
A strict inequality An equality
below, (3.5) holds as a strict inequality while for the value of α on the right, (3.5) holds as an equality
, α= log(
Therefore, if for each γ j ∈ C(A) there exists an interval of α for which (3.5) holds and the intersection of all these intervals is a nonempty set and does not come exclusively from equalities in (3.5), then this set will contain all values of α for which relations (3.5) will hold simultaneously, and the conclusion will be that A belongs to the class of B-matrices. Note that relations (3.5) are of the same nature as relations
considered in [12] . The latter relations led to the construction of a table. So, a similar analysis, which is omitted here, leads to the construction of an analogous Proof. The proof will be given for k = 2 since it is easily extended to any k > 2 by induction. Let γ j ∈ C(A), j = 1, 2, be the only cycles of the directed graph Γ (A) of the irreducible matrix A. Suppose that the orderings of the quantities in (3.4) for each γ j ∈ C(A) belong to Cases of Table 1 and let S j = {α l j , α r j }, j = 1, 2, be the corresponding intervals for α. Let that S := S 1 ∩ S 2 = ∅ and S does not come exclusively from equalities in Table 1 . Then, for any α ∈ S the orderings of the quantities in (3.4) for each γ j ∈ C(A) will satisfy relations of type (3.5) or, equivalently, of (3.1), where at least one of them must be strict since S does not come exclusively from equalities of Table 1 . Consequently, for all α ∈ S the matrix A is a B-matrix by Definition 3.1.
Conversely, let A be a B-matrix. Then, for each cycle γ j ∈ C(A), j = 1, 2, relations of type (3.1) are satisfied for some α's in intervals S j = {α l j , α r j }, j = 1, 2. Since A is a B-matrix, there must be α's belonging to S := S 1 ∩ S 2 satisfying (3.1). Hence, S is not empty and does not come exclusively from equalities in Table 1 since at least one of the associated inequalities (3.5) is strict due to the B-matrix character of A. 2 Note: It is pointed out that in Example 1, S comes exclusively from equalities of Table 1 , Case (i), and so neither A 1 nor A 2 is a B-matrix.
5×5 is irreducible and its directed graph Γ (A) contains only the two cycles γ 1 = (1 2 5 4 3), satisfying the ordering of Case (iv), and γ 2 = (1 2 5), satisfying that of Case (vii) (see Fig. 2 ). Then, from Table 1 we have that
hold. Note that for α ∈ (α l 2 , α r 1 ) both relations in (3.8) are strict while for α = α r 1 and α = α l 2 it is respectively, meaning that the corresponding relation in (3.8) will be an equality.
If α l 2 = α r 1 =: α, then there is a unique value of α (the ratio of the two logarithms in either of (3.7)) for which (3.8) hold as equalities and by Theorem 3.2 A is not a B-matrix and so no conclusion as regards the nonsingularity of A can be drawn.
Finally, if α r 1 < α l 2 , A is not a B-matrix and again, as above, no conclusion can be drawn.
In the sequel we give two specific examples where the classical Ostrowski Theorem does not apply for any value of α while Theorem 3.1 does for all α's in an interval to be determined by Theorem 3.2. where ı is the imaginary unit and θ ij , i, j ∈ {1, 2, 3}, are any real numbers. As is seen, |a 11 | = 1 < min{r 1 , c 1 } = 1.05. Therefore, none of the two Lemmas 2.4 and 2.5 can be applied as this is known from Table 1 in [12] , which is analogous to Table 1 presented before. However, Theorem 3.2 can be applied as we will see in the sequel. The directed graph Γ (A) is seen in Fig. 3 . Obviously, there are two cycles γ 1 = (1 2) and γ 2 = (1 2 3) . To find the Brualdi set it suffices to consider the two lemniscates corresponding to the two cycles. Thus we have From Table 1 it is readily seen that the above conclusions hold for any value of α ∈ log( to four decimal places, and both relations (3.13) below hold as strict inequalities for all α ∈ (0.9111, 0.9416), while for α = 0.9111 and for α = 0.9416 the first and the second relations below hold as equalities, respectively. More specifically,
For all the aforementioned values of α, A is a B-matrix and, therefore, nonsingular. Moreover, for the Brauer-Ostrowski Cassini oval and the Brualdi lemniscate we have that For the given matrix we have 
and the use of Table 1 in [12] , or even Table 1 we find that
As is seen above there is no common value of α belonging to all four intervals found in (3.15). So, the matrix A is not a B-matrix and no conclusion regarding the nonsingularity of A can be drawn. However, we can check by a simple directed graph (see Fig. 5 ) that there are three cycles in it; specifically, γ 1 = (1 2), γ 2 = (1 2 3) , γ 3 = (1 2 3 4) .
Considering the cycles γ 1 = (1 2), γ 2 = (1 2 3) and γ 3 = (1 2 3 4) and using Table 1 the matrix A is a B-matrix and, therefore, nonsingular. Note that for all α ∈ (0.9112, 0.9761) the three relations in (3.16) are strict inequalities, while for α = 0.9112, the relation for γ 1 is equality and for α = 0.9761, the one for γ 3 is equality; for these two extreme values for α the other two relations remain strict. For the Brualdi set B γ j ∈C (A) that contains the spectrum σ(A) we have
and, therefore,
Note that for α = 0.9112 and α = 0.9761, B γ 1 and B γ 3 will be open Cassini ovals, respectively. From (3.17) it is clear that the Cassini ovals are concentric disks. Specifically, (3.17) become The definition for "Brualdi matrices" ("B-matrices"), Definition 3.1, can be extended to "generalized Brualdi matrices" ("generalized B-matrices") in case we are dealing with weakly irreducible matrices.
n×n , n 4, be weakly irreducible and let A kk , k = 1(1)p, be the diagonal blocks of its Frobenius normal form of respective orders n k 2,
be the cycles associated with each A kk and S k , k = 1(1)p, be the interval S defined in Theorem 3.2 for each A kk . Then, there exist p-tuples of α,
hold, with strict inequality for at least one γ j,k in each C k . In addition, if S = p k=1 S k = ∅, then besides the aforementioned choice of the p-tuples of α's one may choose a single value for α ∈ S. In such a case relations (3.19) hold with α k = α, k = 1(1)p.
A trivial extension of the Brualdi-Varga Theorem 2.10 of [22] for irreducible matrices A ∈ C n×n , n 3, is as follows: Proof. The proof follows exactly the same steps as those of Theorem 2.10 in [22] , except that quantities of the type r i in the latter are replaced by r
in the former. So, the proof is omitted and the reader is referred to the original one in [22] . 2 For each of the three cycles using the values for |a ii |'s, r i 's and c i 's and Table 1 we can find an interval for α. Specifically,
Hence, a common interval for α exists which is
implying that A 11 is a B-matrix.
The second diagonal submatrix A 22 is totally dense and by Corollary 3.1 we have to consider only the three cycles γ 1,2 = (1 2), γ 2,2 = (1 3), γ 3,2 = (2 3), γ 1,2 , γ 2,2 , γ 3,2 ∈ C 2 . For x = 0.7, using the values for |a ii |'s, r i 's and c i 's as well as Table 1 , we can find the three intervals for α for each cycle. These are given below
As is seen S 2 = S 1,2 ∩ S 2,2 ∩ S 3,2 = ∅. Hence, there is no common interval for α. Consequently, A 22 is not a B-matrix and, so, A is not a generalized B-matrix.
For x = 0.56, working in the same way, we find for the three cycles the intervals for α below For x = 0.49, working analogously, we find for the three cycles the intervals
The conclusion is that A 22 is a B-matrix and A is a generalized B-matrix. This time we also note that S = S 1 ∩S 2 = [0.3618, 0.4163], meaning that we can choose distinct values of α's from the two intervals S 1 and S 2 or a common α ∈ S. In this last case α 1 = α 2 in relations (3.21) which will be strict for all α ∈ (0.3618, 0.4163) while we will have equalities for α = 0.3618 for the cycle γ 1,1 and for α = 0.4163 for the cycle γ 1,2 .
Based on the theory developed we can give the following statement for the spectrum of the generalized B-matrix A which constitutes an extension of Lemma 2.8. More specifically, Recall that: "A matrix A ∈ R n×n is called an M -matrix iff a ii > 0, a ij 0, ∀i = j ∈ N , and the spectral radius of the associated Jacobi iteration matrix, J A ( 0), is strictly less than 1. Namely, ρ(J A ) < 1". Many equivalent characterizations can be found in [1] .
In Brualdi [6] a new characterization for M -matrices was given. It goes as follows: "Let A ∈ R n×n , with a ii > 0, a ij 0, ∀i = j ∈ N , and A be weakly irreducible. Suppose
For the definition of the "comparison matrix" of a given matrix A ∈ C n×n , n 2, we have
The definition for a matrix A ∈ C n×n , n 2, to be an H-matrix, was introduced by Varga [21] . One of its characterizations is: "A matrix A ∈ C n×n is an H-matrix iff its comparison matrix is an M -matrix". Obviously, there are many equivalent characterizations for an H-matrix (see [1] and also [5] ). A new one can be based on the following statement, where to make things simpler, we assume that A ∈ C n×n is irreducible. 
for some α ∈ [0, 1] and strict inequality for at least one cycle γ j . Let D = diag( A ), and let B = D − A ( 0). Suppose that all the diagonal elements of A are multiplied by a number ∈ [1, +∞). Take a certain 0 ∈ (1, +∞) very large so that the new A, A( 0 ), is SDD and, therefore, A( 0 ) is an M -matrix. Then, for any ∈ (1, 0 ] each new A, call it A( ), will satisfy the corresponding relations to (4.2) and the inequalities will be strict. More specifically, An immediate consequence of the above theorem is the more general one. Remark 4.1. It is understood that if A ∈ R n×n has positive diagonal elements and nonpositive off-diagonal ones, the (generalized) B-matrix character of A implies that in both Theorems 4.1 and 4.2 the conclusion is that A is an M -matrix.
Notes: Under the same assumptions as those of Theorems 4.1 and 4.2 for a matrix A ∈ C n×n , the theorems of this section can apply to: (i) Reducible matrices A which, in their Frobenius normal form, have nonzero 1 × 1 diagonal blocks and (ii) matrices X −1 AX, where X ∈ R n×n is any positive diagonal matrix.
Concluding remarks
In the present work we used the theory presented in Brualdi's paper [6] and in the analytically developed theory in the recent book by Varga [22] and were able to determine the value(s) of the parameter(s) α (α k 's) involved mainly in Lemmas 2.8 and 2.9 due to Brualdi, as well as to Theorem 2.10 of [22] due to Brualdi and Varga. This determination was based on previous works by Cvetković et al. [8] and the first of the present authors [12] . Theorem 3.2 together with Table 1 Last but not least we would like to point out that a similar theory can be developed if, instead of the generalized geometric means, one considers the generalized arithmetic means as this was done in [8] and especially in [12] .
