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ABSTRACT 
 
Using DNA microarray technology, it is now possible to measure the 
expression levels of tens of thousands of genes.  Statistical analysis of these 
expression levels provides insight into the function of genes and their biological 
pathways, as well as information about the genomic underpinnings of many common 
diseases.  Cluster analysis is a form of unsupervised learning commonly used to 
analyze microarray data, and there are several different types of cluster analysis to 
choose from.  It is widely acknowledged that the different types of cluster analysis 
can produce vastly inconsistent results, yet there is no known way to deal with these 
inconsistencies.  In this thesis, I present a novel approach to the cluster analysis of 
microarray data.  The proposed methodology combines and distills the information 
generated by different types of cluster analysis, and produces a representative 
clustering structure.  Several new statistics are developed to identify dominant 
clusters and assess consistency across clustering algorithms.  Using real data from 
leukemia patients, the proposed methodology is shown to outperform the naïve choice 
of a single algorithm.    iii
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1     INTRODUCTION 
 
 
1.1 Abstract 
 
 
Using DNA microarray technology, it is now possible to measure the 
expression levels of tens of thousands of genes.  Statistical analysis of these 
expression levels provides insight into the function of genes and their biological 
pathways, as well as information about the genomic underpinnings of many common 
diseases.  Cluster analysis is a form of unsupervised learning commonly used to 
analyze microarray data, and there are several different types of cluster analysis to 
choose from.  It is widely acknowledged that the different types of cluster analysis 
can produce vastly inconsistent results, yet there is no known way to deal with these 
inconsistencies.  In this thesis, I present a novel approach to the cluster analysis of 
microarray data.  The proposed methodology combines and distills the information 
generated by different types of cluster analysis, and produces a representative 
clustering structure.  Several new statistics are developed to identify dominant 
clusters and assess consistency across clustering algorithms.  Using real data from 
leukemia patients, the proposed methodology is shown to outperform the naïve choice 
of a single algorithm. 
    2
1.2   Organization of Thesis 
 
Section 2:      Background on Microarray Technology 
 
With DNA microarray technology we can now simultaneously measure the 
expression levels of tens of thousands of genes.  Each microarray corresponds to a 
specified set of experimental conditions (e.g. different patients or different cell lines), 
and the thousands of measurements on a microarray give an expression profile for the 
conditions.  By comparing expression profiles across experiments, it is often possible 
to understand the relationship between gene expression and external factors.   
Hundreds of such experiments have uncovered biologically-relevant patterns in gene 
expression.  Gene expression information has been used, for example, to classify 
tissue types [8, 49] or differentiate between different forms of cancer [5, 26, 42, 80, 
93, 101].  Additionally, such expression information often reveals information about 
the biological underpinnings of different conditions [4, 8, 51, 64, 76].  Section 2 
presents this technology and some of the more relevant quantitative aspects of the 
data. 
 
Section 3:      Cluster Analysis of Microarray Experiments 
  
Finding biologically-relevant patterns in the enormous quantity of data, which 
represents millions of measurements in large experiments, requires large-scale data 
mining.  This thesis is concerned with cluster analysis, a statistical tool widely used in 
fields ranging from economics and marketing [13, 45] to archaeology and signal 
processing[32].  Cluster analysis is commonly used in bioinformatics to discover    3
groups of similar genes, tissues and patients.  However, many different algorithms for 
cluster analysis exist, and a standard technique has yet to emerge.  In section 3, I 
present the algorithms most commonly used in microarray experiments, and describe 
major differences between algorithms.  I also mention factors that lead to 
indeterminacy in the clustering process.  An extensive discussion of these factors can 
be found in Appendix A. 
 
Section 4: Methods 
 
The methodology developed in section 4 is designed to overcome the 
indeterminacy in the clustering process.  It is assumed that the reader is familiar with 
the extent and sources of such variability.  If this is not the case the author 
recommends reading Appendix A prior to reading section 4. 
The approach taken here is to use the clusters generated by many algorithms 
to infer biological information.  The central question addressed by this thesis can thus 
be stated as follows: How can the results of different forms of cluster analysis be 
synthesized to produce biologically-relevant information?   
The first step is to use multiple clustering configurations to produce a large 
database of clusters.  This collection of clusters is a robust source of information; the 
clusters reflect natural groupings in the data.  However, a methodology does not 
currently exist to interpret this collection.  In section 4, three mathematical techniques 
are developed to conduct exploratory data analysis on the collection of clusters.  Just 
as existing statistical methods are used to mine ‘normal’ expression data for patterns, 
these tools can be used to mine the clusters for patterns. By combining the results of    4
many forms of cluster analysis, then identifying consistent and dominant patterns, I 
hope to extract meaningful information from the underlying biological data. 
 
Section 5: Results 
 
The methodology developed in section 4 represents a different approach to 
cluster analysis than is commonly used; for this reason many of the results described 
in section 5 are diagnostic in nature.  Using random and real data, it is demonstrated 
that each tool discovers information consistent with known properties of both 
datasets.  Being thus validated, the tools are used to infer new information about the 
general consistency and prevalence of patterns across different clustering algorithms. 
In particular, one of the tools (the prevalence statistic) is able to identify 
patterns in leukemia microarray data that correspond to clinical differences between 
patients.  Using this unsupervised technique, a single microarray is identified as being 
vastly different from the other microarrays in the experiment, and four groups of 
patients are discovered.  The singled-out microarray, using widely-accepted 
standards, is found to have been the only defective microarray in the experiment.  
Checking the clinical information on the groups of patients reveals that they almost 
exactly match known subtypes of acute leukemia.   
 
Section 6:      Conclusions 
 
In section 6, the ideas of the thesis are presented within the context of the field 
of bioinformatics.  I conclude that much insight can be gained by mining clusters for    5
knowledge, and give specific suggestion for how to further extend the methods of this 
thesis. 
 
Appendix A:  Sources of Variability and Indeterminacy in the Clustering 
Process 
 
Referring to the current state of microarray analysis, D’Haeseleer recently 
observed, “the field is in dire need of a comparison study of the main combinations 
for some of the standard applications.”[24]  The methodology developed in this thesis 
is designed to overcome the inherent uncertainty involved in clustering.  It assumes 
such variability exists, and is predicated on the assumption that there is no single best 
technique, that different techniques are informative in different ways.  In Appendix A 
I substantiate both of these assumptions by demonstrating that the clusters produced 
by any algorithm are extremely sensitive to: 
A.1  The choice of algorithm 
A.2  The parameters passed to the algorithm 
A.3  The input data used as a basis for clustering. 
 
Appendix B:  Implementation 
 
Computational concerns can impede effective cluster analysis of microarray 
data[10, 57].  The methodology presented in this thesis presents a significant 
computational challenge.  Appendix B gives an outline of the author’s 
implementation of all statistical techniques and data storage schema.    6
To allow for the use of the “brute force” iteration over multiple configurations 
of multiple clustering algorithms, data at every stage of clustering is retained in a 
database.  This frees memory for fast paging and optimizing algorithm performance, 
while allowing for hundreds of concurrent experiments.  Statistical programming is 
done in Matlab, a mathematical programming language optimized for fast 
manipulation of arrays and matrices.  As the complete project consists of over 3000 
lines of code, only crucial sections are included in Appendix B.  If code for a 
particular algorithm or statistic is included, it will be marked with a 
*code in the text.    7
2      BACKGROUND ON MICROARRAY 
TECHNOLOGY 
 
Recent years have seen the complete sequencing of the human genome.  Many 
other organisms’ genomes have been sequenced as well; examples include fruitflies, 
yeast, and many bacteria.  From sequence information, we can learn much of the 
structure of genes and DNA.  However, sequence analysis alone cannot tell us what 
genes are or how they are used.  To reveal more of the functional properties of genes, 
DNA microarrays measure genome-wide expression.  Here, I provide an abbreviated 
overview of the genetic underpinnings of this technology, and a quick introduction to 
the technology itself. 
 
2.1 Genetic Background 
 
Humans have tens of thousands of genes; taken together, these constitute the 
human genome.  Each gene is a unique subsection of the genome and consists of a 
sequence of a few thousand nucleotides.  A nucleotide is a special type of molecule 
that contains four nitrogen bases (some combination of adenine, guanine, cytosine 
and thymine).  From an informatic perspective, a nucleotide can be seen as a member 
of the four-letter alphabet {A,G,C,T}; a gene can be regarded as a special sequence of 
these nucleotides (e.g. …CCTATAGCAACG…). 
 Genes are important because they code for amino acids, which in turn form 
proteins – the basic elements of every cell.  Genes code for amino acids via a two-
step process of transcription and translation.  In transcription, the cell produces a    8
piece of mRNA that is a complementary copy of the gene.  Each section of DNA 
uniquely corresponds to one section of mRNA, and vice versa.  In translation, amino 
acids are produced directly from the mRNA.[52] 
Of course, this is a gross oversimplification of the process, as there are many 
other factors and molecules involved in transcription and translation.  Nonetheless, 
the important point is that mRNA is a crucial medium that enables the production of 
amino acids (and therefore proteins) from DNA.  As Lander summarized, “The 
mRNA levels sensitively reflect the state of the cell, perhaps uniquely defining cell 
types, stages, and responses.”[64] 
 
2.2 Microarrays and Expression Levels 
 
Microarrays measure the presence of mRNA.  The mRNA can be extracted 
from cells, tissues, etc.  By analyzing extracted mRNA, one obtains a quantitative 
assessment of the genetic activity of the location from which the mRNA was 
extracted.  Microarrays derive an expression level for each gene – a scalar value 
corresponding to the amount of mRNA which in turn corresponds to the gene in 
question.  High expression levels indicate a high amount of genetic activity, whereas 
low expression levels indicate inactivity. 
There are three predominant types of microarray technology: high-density 
oligonucleotide arrays, cDNA microarrays, and SAGE (serial analysis of gene 
expression).  Each technology measures levels of gene expression.  Here, I focus on 
high-density oligonucleotide arrays, though in principle the analysis applies to all 
three.    9
Oligonucleotide arrays (Figure 2.1) consist of a high-density grid of a few 
hundred thousand oligonucleotides.  Each oligonucleotide, a manufactured sequence 
of twenty-five bases (also {A,G,C,T}), uniquely corresponds to a specific gene via 
the same complementarity that relates mRNA to DNA.  Using light-directed, solid-
phase combinatorial chemical synthesis, these oligonucleotides are spotted onto a 
glass slide.  When immersed in mRNA, the mRNA hybridizes to its oligonucleotide 
match on the chip. The amount of hybridization is measured by flourescently staining 
the array, and subsequently scanning the array to measure the intensity of 
fluorescence.  Thus, on a single high-density array, it is possible to simultaneously 
obtain expression levels for thousands of individual genes.[20, 67]. 
 
a )        b )  
 
Figure 2.1 Oligonucleotide arrays.  a) An Affymetrix® GeneChip. b) Scanned image of probe array. 
 
2.3 Quantitative Aspects of Microarray Data 
 
Once the microarray has been processed, the user is left with a scalar 
expression level for each gene.  Each expression level spans three to four orders of    10
magnitude.  In the Affymetrix® arrays referred to in this paper, there are roughly 
10,000 such gene expression levels.  The distribution of expression levels on each 
microarray is approximately lognormal (Figure 2.2a) [48, 59], normalized to a mean 
level specified by the user.  Taken together, the 10,000 expression levels comprise a 
complete expression profile for the sample mRNA. 
However, the measurements are not perfect[62].  For instance, though chip 
technology is improving, background noise and chip defects still contaminate 
microarray data [34, 50].  Then too, the same mRNA, when washed on two identical 
chips, does not produce identical expression profiles; a complete model for this error 
was recently derived by Jensen et al [59].  Aside from chip errors, a common source 
of error is in the extracted mRNA itself.  For example, Ben-Dor et al.[8] recently 
noted that in the colon cancer data used by Alon et al.[6], the normal colon biopsy 
also included smooth muscle tissue from the colon walls.  This caused the muscle-
related genes to be disproportionately expressed in the normal cells, when compared 
to the cancerous cells. 
Such unwanted variance often leads researchers to use only those genes with 
high expression levels, standard deviations, and variances – such considerations are 
discussed in Appendix A, section 3. 
    11
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Figure 2.2 Quantitative Aspects of Microarray Data.  Distribution of logarithm of the expression 
levels for an Affymetrix® human microarray.    12
 
3      CLUSTER ANALYSIS OF 
MICROARRAY EXPERIMENTS 
 
Each microarray contains a complete expression profile for a specific sample 
of mRNA – one scalar value for each of the (roughly) 10,000 genes on the array.  The 
challenge, then, is to develop technologies and an interpretive framework to make 
sense of this large quantity of data.  Cluster analysis is a form of multivariate analysis 
frequently used in the analysis of microarray data.  In this section I describe cluster 
analysis, drawing particular attention to sources of variability and uncertainty in 
clustering.  The inherent uncertainty of cluster analysis is used to motivate the 
consensus methodology described in section 5. 
 
3.1 Introduction to Cluster Analysis 
 
  Machine learning can be broken into two paradigms: supervised learning and 
unsupervised learning.  Cluster analysis is a form of unsupervised learning.  In 
supervised learning certain features of the data are known a priori, and this 
knowledge is used to guide the analysis.  Supervised situations often involve 
discriminant analysis, group classification and class prediction.  In unsupervised 
learning, by contrast, all knowledge and structure must be ‘discovered’ in the data.  
Unsupervised situations typically involve class discovery and subtype identification.  
Though cluster analysis is often augmented with supervised forms of analysis (e.g. in 
data preprocessing and gene selection)[9, 40, 82], as a computational tool it is    13
inherently unsupervised.  The methodology and techniques presented in this paper are 
designed for completely unsupervised situations. 
The purpose of cluster analysis is to assign objects to clusters such that objects 
within a cluster are highly similar, whereas objects in different clusters are highly 
dissimilar.  The resulting clusters partition the original objects into non-overlapping 
sets, such that each of the original objects is a member of exactly one cluster and no 
cluster contains multiple instances of the same object.  Cluster analysis is commonly 
applied to data mining in a wide variety of fields, including but not limited to 
information retrieval, signal processing, marketing, socioeconomic research, and 
classification of single malt whiskeys [97].  In the analysis of microarray data, cluster 
analysis is one of the most commonly-used analytic tools.  In this field, clustering has 
become so prevalent that Goldstein recently remarked:  “It is now commonplace for 
researchers to perform a hierarchical clustering of microarray data to identify patterns 
in the clustering.  In many instances, cluster analysis is the primary technique of data 
analysis, regardless of the specific questions of interest.”[39] 
In microarray experiments, clustering typically is used for one of the 
following purposes:  (1) To identify samples with similar expression profiles ([4, 6, 
40, 42] Schummer 1999), (2)To identify genes with similar expression across samples 
[10, 22, 31, 92] Chu 1998, Iyer 1999), or (3) Some combination of the two [6, 37, 85, 
87].  For purposes of clarity, in this paper I deal primarily with (1), though all of the 
techniques in principle apply to the others as well. 
When using cluster analysis to identify samples with similar expression levels, 
each  sample (or equivalently, each microarray) is represented as a vector of    14
expression levels.  Thus, given m samples with n expression levels, the data can be 
represented as m vectors in n-dimensional space.  Computationally, input data is 
stored as an m x n matrix X of expression data, where each row corresponds to a 
sample and each column represents a gene.  The goal of clustering is to group similar 
samples into clusters based on expression levels across n dimensions.  Note that m 
and n are general features of cluster analysis corresponding to points and dimensions 
- for the sake of clarity I will henceforth refer to points as samples and dimensions as 
genes. 
Ideally, each cluster will contain samples that are similar to each other and 
dissimilar to samples in other clusters (Figure 3.1).  In rough terms, good clusters will 
be crisp and compact, and geometrically separated from other clusters.  Cluster 
validity analysis, briefly discussed in section 4.1, formalizes these ideas. 
  
 
Figure 3.1: Visualization of clustering process.  a) Input data set consists of 50 points (samples) in 2-
dimensional space (m=50, n=2).  b) Cluster analysis reveals 3 natural clusters in the dataset.  
 
  The next section presents two clustering algorithms; the notation in Table 3.1 
will be used there and throughout this thesis. 
    15
 
Description 
m  number of samples/patients/vectors 
n  number of genes/dimensions 
xi  the i
th sample, 1im ≤ ≤  
X  the set of all samples {x1, x2, …, xm}; 
equivalently, the m x n expression matrix 
xi,g 
the expression level of the g
th gene of i
th sample, 
1 gn ≤≤ 
i x   the average expression level of xi:  ,
1
1
x
n
i ig
g
x
n =
= ∑  
d(a,b)  The distance between (dissimilarity of) vectors a and b 
Cp  the p
th cluster of samples 
Cp,i  the expression vector of the i
th sample of p
th cluster 
D(Cp,Cq)  The distance between (dissimilarity of) Cp and Cq 
p C   the centroid of Cp:  
p
p
C p
C
C x
x
∈
= ∑  
Table 3.1: Notation used in this thesis 
 
3.2 Clustering Algorithms 
 
A  clustering algorithm is an algorithm by which cluster analysis is 
accomplished.  Though many different clustering algorithms exist, the forms most 
commonly applied to microarray data [78] are hierarchical algorithms and 
partitioning algorithms.  There are subclasses of both of these types, but the most 
representative forms, agglomerative hierarchical and k-means, are presented below.  
For a discussion of other clustering algorithms, including grid-based, density-based 
and model-based algorithms, the reader is referred to [57], [12] and [99], or Appendix 
A for a short discussion. 
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3.2.1  Hierarchical Algorithms – Agglomerative Hierarchical 
Clustering 
 
Hierarchical algorithms are the most common type of clustering algorithm 
used in microarray analysis.  Seminal experiments using this type of clustering 
include [31], [26] and [76].  These algorithms generate a tree-like clustering hierarchy 
of samples.  Unlike many forms of cluster analysis (including the partitioning 
algorithms discussed below), hierarchical algorithms are deterministic, though the 
solution is potentially non-unique[73].  Each sample on the tree (referred to as a 
dendrogram) is a leaf; the length of the branch connecting samples corresponds to the 
distance between the two (Figure 3.2).  The basic algorithm requires O(m
2log m) time 
and O(m
2) space[63], and consists of three steps: 
 
(1)  Calculate dissimilarity matrix based on pairwise dissimilarities 
 
  ij (i,j) = { (x , x ) | 1 i < j } dm ≤ ≤ D  (3.1) 
 
There are thus  () 1
2
mm −
 values, as the major diagonal is filled with zeros, 
since  d(xi, xi) = 0 for each 1im ≤ ≤ , and the values below the major 
diagonal are redundant.  The sample-sample distance d is calculated based 
on a distance function (e.g. Euclidean distance, Minkowski metric) or other 
dissimilarity functions (e.g. Pearson correlation, cosine distance). 
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(2)  Iteratively merge most similar clusters.  Initially, there are m singleton 
clusters, such that Cp = {xi} for each 1i  =  pm ≤ ≤ .  The two most similar 
clusters Cp and Cq, satisfying D(p,q)=min(D), are then merged to form a new 
cluster joined by a branch of length D(p,q).  After this first join D must be 
updated to account for the fact that two clusters have been merged (i.e. there 
are now fewer than m clusters, and at least one cluster is no longer a 
singleton cluster).  D is updated using a linkage function D that measures the 
distance between clusters (e.g. nearest neighbor distance or centroid-centroid 
distance).  The entire process is iterated m-1 times until all clusters are 
linked and a complete dendrogram is generated. 
 
(3)  Divide dendrogram into distinct clusters.  The last phase of hierarchical 
clustering is to divide the dendrogram into distinct clusters.  Typically, a 
breakpoint b is chosen that represents a maximum distance permitted to exist 
between clusters.  For instance, in Figure 3.2, the breakpoint b = 2.5 
identifies the following three clusters {1,4}, {2,5} and {3}, while the value 
b=1.7 produces four clusters {1,4}, {2}, {5} and {3}.  Note that b can be 
chosen to produce any user-defined number of clusters k, as long as 
2 km ≤≤ .  Choosing b = 2.5 in Figure 3.2 is equivalent to choosing k=3.    18
 
 
Figure 3.2: Simple hierarchical clustering dendrogram.  Samples 1 and 4 are closely related, as are 
samples 2 and 5.  The centroid of cluster {1,4} is quite dissimilar to that of cluster {2,5,3}. The 
breakpoint b = 2.5 divides the dendrogram into three clusters: C1={1,4}, C2={2,5}, C3={3}.  
 
3.2.2  Partitioning Algorithms - K-Means 
 
K-means clustering is used nearly as often as hierarchical clustering (see, for 
example, [86, 90, 100]).  As in hierarchical clustering, partitioning algorithms divide 
data into groups; however, partitioning algorithms are more direct.  Rather than 
producing a dendrogram that must later be cut at a breakpoint, k-means immediately 
divides the data into k subsets (clusters), and then updates the clusters until they are 
‘good,’ as defined by equation (3.3) below. 
More precisely, each cluster Cp , 1 p k ≤ ≤ , has a centroid  p C  that is the n-
dimensional mean of all samples in Cp: 
 
p
p
C p
C
C x
x
∈
= ∑  (3.2) 
The k-means algorithm attempts to minimize 
 
i
ii
x
(x , (x )) tot
X
dd
∈
= ∑ c  (3.3)    19
where  c(xi) is the centroid of the cluster containing the i
th sample and 
d(xi,c(xi)) is the distance between the i
th sample and the centroid.  In other words, k-
means searches for an assignment of samples to clusters that minimizes the total sum 
of sample-to-centroid distances, summed over all m samples (or equivalently, over all 
k clusters).  The algorithm proceeds as follows: 
 
(1)  Choose k seed points.  These points are typically selected randomly from the 
entire set of samples, although other techniques exist[1]. 
(2)  Assign samples to clusters.  Each sample xi is assigned to the nearest cluster 
c(xi), as defined by a distance metric d (typically one of the Minkowski 
metrics).  Initially, the k seed points are used as the centroids.  
(3)  Recalculate all cluster centroids. At each iteration, the cluster memberships 
will change, so it is necessary to recompute the centroids based on 
equation (3.2). 
(4)  Repeat steps (2) and (2) until convergence, or up to a maximum number of 
iterations.  Convergence is achieved when samples cease to be reassigned, 
or when dtot ceases to decrease. 
 
Eventually, the k-means algorithm will converge to a local minimum of dtot, 
which, in general, is not a global minimum.  The problem of computing the global 
minimum solution is NP-hard[60] and can only be achieved through exhaustive 
repetition of the algorithm.  However, a single run of the algorithm can be optimized 
to run in time proportional to O(m), though most implementations depend on k and 
other factors.[21]    20
 
3.3 Major Sources of Variability in Clustering  
 
A more complete discussion of these and other sources of variability is 
contained in Appendix A.  Here, I briefly summarize the most important factors. 
 
3.3.1  Choice of Algorithm 
 
Whereas hierarchical algorithms create a clustering hierarchy in which 
samples are related in a tree-like structure, partitioning algorithms divide the data into 
absolute subsets that are completely unrelated.  Hierarchical algorithms proceed 
deterministically, often yielding clusters of strange shapes and sizes; k-means 
bounces around between local minima, generally producing “spherical” clusters of 
similar sizes.  Though both eventually partition the set of samples, the logic behind 
each partitioning is fundamentally different.  The reader is referred to section A.1 for 
a more thorough comparison of these algorithms. 
  
3.3.2  Choice of Parameters 
 
Given a clustering algorithm, there are still many decisions to make.  For 
instance, in k-means clustering it is necessary to specify a distance function d.  Figure 
3.1 shows a picture of 2-dimensional Euclidean space, but k-means typically is run in 
many-dimensional spaces that aren’t necessarily Euclidean.  The choice of d 
determines the structure of the metric space for the original m samples (see 
Figure  A.2).  In hierarchical clustering, d is similarly used to generate the    21
dissimilarity matrix D.  Additionally, hierarchical clustering utilizes a linkage 
function D to measure distance between clusters.  Just as d determines the metric 
space of samples, D determines the metric space of clusters.  Other than the distance 
metric, major parameters include the value and placement of the k seeds (k-means), 
and the placement of the breakpoint b  (hierarchical).
1  Various distance metrics, 
k-values, and other parameters are addressed in more detail in section A.2, and will 
not be discussed any further in the text, though section 4 assumes familiarity with the 
concepts. 
 
3.3.3  Choice of Input Data 
 
Getz [37] recently observed, “the main difficulty is that each biological 
process on which we wish to focus may involve a relatively small subset of the genes; 
the large majority of those present on the microarray constitute a noisy background 
that may mask the effect of the small subset.”  Each sample’s expression profile 
contains tens of thousands of genes that could potentially be used as the basis for the 
expression vector in clustering; section A.3 gives strong biological, statistical, and 
computational reasons not to use the entire set of n genes.  These reasons, which are 
echoed throughout the literature, motivate the use of nused genes, where nused<n.  For 
this reason, a large number of experiments use filtering criteria to select the ‘most 
relevant’ genes.  However, it is unclear how to choose these genes, and even how 
many to choose.  To the author’s knowledge, no work has been done to systematically 
examine the effects of using a particular subset of genes as the basis for each of the 
                                                 
11 Henceforth I will simply refer to the number of clusters as k, noting that b maps directly to k, and 
vice versa (though technically the former is many-one and the latter is one-many).    22
nused-dimensional vectors (cf. [47]; the dearth of literature on this subject has also 
been noted in [39]).  As can be imagined, the definition of ‘most relevant’ varies from 
source to source.  Some authors use high variances [84], others use high average 
expression across samples [15, 76] or genes that satisfy maximum/minimum 
expression criteria[6], or n-fold change from median [76], etc. 
 
3.4 Summary 
 
Cluster analysis is commonly used in microarray experiments, but there is a 
large amount of uncertainty in the clustering process.  Though it has repeatedly been 
demonstrated that a large portion of clusters are preserved across clustering methods 
[65, 69, 70, 75], it is also widely acknowledged that different methods produce 
different clusters.  As has been demonstrated here (in Appendix A) and in the 
literature, the major sources of variability are: (1) the choice of clustering algorithm 
[7, 39, 90], (2) the parameters to the algorithm [18, 19, 46]; and (3) the subset of input 
data  [37, 39, 47].  Each unique combination of these three factors produces a 
potentially unique set of clusters.  The ‘unique combination’ will henceforth be 
referred to as a clustering configuration. 
 
Definition 3.1: Clustering Configuration 
A unique combination of: 
    (1)    Clustering algorithm 
    (2)    Algorithm parameters 
    (3)    Collection of genes used 
    23
The set of clusters produced by a particular clustering configuration is a 
partition of the original m samples – each sample appears in exactly one cluster. 
 
Definition 3.2: Partition 
A set of clusters  { } 1p =  C , ..., C  | C k X Π⊆  is a partition of X if and 
only if  p
1
C
k
p
X
=
= ∪  and  pq C C  for p q φ ∩ =≠ . 
    24
4     METHODS 
 
The inherent uncertainty in the clustering process is well documented.   
However, little work has been done to resolve this issue.  Here, I briefly discuss prior 
work that has been done towards that goal, and then present a new methodology to 
interpret the often-conflicting partitions produced by different clustering 
configurations. 
 
4.1 Motivation & Prior Work 
 
Having presented cluster analysis in Section 4, it might be useful to once 
again pose the following question:  What does one hope to achieve by clustering 
microarray data?  Normally, the final goal is knowledge discovery, i.e. that cluster 
analysis will uncover previously unknown information about biological processes.  
With cluster analysis, biologically-relevant information is typically discovered in one 
of two ways:  from individual clusters or from the partition structure.  Examples of 
both types are given in Figure 4.1a. 
 
Different Clustering Configurations Produce Different Clusters 
 
Still, experiments of both types typically rely on a single algorithm; they 
rarely show results to be robust under different clustering configurations.  For 
instance, a seminal experiment by Bittner et al. [15] demonstrates that unsupervised 
clustering successfully identify phenotypes of cutaneous malignant melanoma.      25
However, a subsequent study by Goldstein et al.[39] showed the results of Bittner 
et al.  to break down under different configurations of the clustering algorithm 
“…noting that these issues are not unique to this particular data set.” 
 
Confronting the Uncertainty in Clustering 
 
The sources of such indeterminacy have been demonstrated here (in 
Appendix  A) and in the literature (notably [57, 74, 78]).   To account for the 
variability, the standard recommendation is to try different combinations of 
algorithms and parameters and then conduct a post-clustering evaluation [79].   
Halkidi, for instance, has written: 
It is important then to be able to choose the optimal partitioning of a data set as a 
result of applying different algorithms with different input parameter values…it is 
obvious that the final partition of a data set requires some sort of evaluation in most 
applications. [44] 
 
This evaluation is typically referred to as cluster validity analysis.  Cluster 
validity provides means for assessing the quality of both individual clusters 
(e.g.  Dunn’s indices [30], silhouette method[81]) and complete partitions (e.g. 
cophenetic correlation coefficient, inconsistency coefficient[1]), thereby providing an 
‘objective’ criteria with which to compare clustering configurations.
2  Cluster validity 
is assessed based on either internal or external criteria.  Though the two have been 
shown to be somewhat correlated[90], they are fundamentally different approaches.  
Whereas internal validity is an unsupervised procedure applicable to cluster analysis 
                                                 
2  There is, of course, a certain amount of subjectivity in how one defines validity, i.e. in the choice of 
validity metric.  See, for instance, [56].    26
in general, external validity is a supervised concept that is application-specific (Figure 
4.1b).  All of the techniques developed in this thesis measure internal validity. 
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Figure 4.1: Different methodologies to the clustering of microarray data.   a) 'Standard' approaches to 
clustering of microarray data.  Biologically-relevant information is derived from either the entire 
partition or individual clusters.  Left branch of a):  Eisen et al.[31] use hierarchical clustering to group 
genes of known and unknown biological functions.  If an individual cluster is primarily composed of 
genes with the same known function, they hypothesize that uncharacterized genes in that cluster also 
have the dominant function.  Similarly, Tamayo et al.[84] use SOM clustering to characterize the role 
of unknown genes in leukemia-related cellular processes, and Getz et al.[37] use the same technique to 
“zero in” on clusters of colon cancer genes.  Right branch of a) Alon et al.[6] produce a partition that 
reflects the difference between normal and cancerous tissues.  Garber et al.[36] use the entire partition 
structure to reveal and identify subgroups of different types of lung cancer.  The partition corresponds 
to prognositic indicators, and “…thus promises to extend and refine standard pathologic analysis.”  b) 
Validity-based approaches to clustering of microarray data.  Validity is determined using internal 
criteria (left branch), or external criteria (right branch). Left branch of b)  Ben-Hur et al.[11] and 
Yeung et al.[100] use internal criteria to evaluate clustering configurations.  Both make this judgement 
by slightly permuting the data set, and observing the effects on the clusters.  Yeung et al., for instance, 
present a “Figure of Merit (FOM)” metric that measures the empirical stability of each algorithm under 
small perturbations of the input data.   They suggest that the FOM is a ‘quality metric’ that can be used 
to assess a given clustering configuration’s stability and predictive power. Right branch of b) Gibbons 
and Roth[38] use external criteria to evaluate different algorithms’ performance under different 
distance metrics.  For each clustering configuration, they assess the extent to which the produced 
clusters accurately mirror known gene classifications (as defined in a public database).  Thus, Gibbons 
and Roth can judge clustering configurations in a practical setting.    27
Moving Beyond the Uncertainty 
 
Cluster validity analysis can potentially provide valuable advice in empirically 
differentiating between different clustering configurations.  However, the advice is 
inconsistent, and there will always be choices to make in clustering.  As Jain and 
Dubes remark, “the choice of a suitable hierarchical clustering method is an important 
matter in applications, but theory provides few guidelines for optimizing the 
choice.”[56]  Lacking a firm theoretical foundation, it is common practice to use 
different clustering algorithms in a very ad-hoc manner.  Azuaje and Bolshakova, for 
instance, give the following advice: 
Several algorithms indirectly assume that the cluster structure of the data under 
consideration exhibits particular characteristics…Unfortunately, this type of 
knowledge may not always be available in an expression data study.  In this situation 
a solution may be to test a number of different techniques… In general, the 
application of two or more clustering techniques may provide the basis for the 
synthesis of accurate and reliable results.  A scientist may be more confident about 
the clustering experiments if very similar results are obtained by using different 
techniques[7]. 
 
The Brute-Force Approach 
 
In the first study of its kind, Wu et al.[98] developed a methodology to 
eliminate some of the uncertainty in the clustering process.  They used an aggregate 
of ten of the most common clustering algorithms to generate a large database of 
14,000 clusters of genes, then, in a manner similar to Eisen et al.[31], assigned 
function to unknown genes based on the contents of individual clusters (Figure 4.2).  
Though other studies have tested and compared different clustering configurations, 
Wu et al. were apparently the first (and only?) to take advantage of the variability in 
clustering.      28
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Figure 4.2 Wu et al.’s approach  Using existing biological knowledge, each cluster is scored based on 
the presence of genes with known function.   Clusters with high scores contain a large percentage of 
genes of similar biological function.  Genes of unknown function in clusters with high scores are 
presumed (and verified) to have the same biological function as the known genes in the cluster.   
 
4.2 Overview of Methods 
 
The brute-force approach used by Wu et al. is unique because it does not 
assume there is a ‘best’ clustering configuration.  Instead, they treat each 
configuration as a potential source of information, and look for clusters that maximize 
their external criteria.  A similar approach is taken in this thesis.  Like Wu et al., I 
assume that each clustering configuration offers potential insight into the structure of 
the underlying expression data.  However, the techniques presented in 4.3-4.6 rely on    29
internal criteria, and represent a more general approach to the mining of clusters for 
knowledge. 
 
(4.3)  Producing A Large Collection of Clusters: ‘Shotgun’ Clustering:  
The first step is to produce a large quantity of clusters that is robust 
and reflects a wide range of structure in the original set of samples.  In 
a manner similar to Wu et al., many different combinations of 
algorithms and parameters are used.  In addition, the set of genes used 
as the basis for the nused-dimensional vectors is varied, both in size and 
composition.  
(4.4)    Measuring Global Consistency of the Collection:  λ :  In this 
section I describe a measure for assessing the overall consistency of 
the collection of clusters.  This can be used to compare and 
characterize structural aspects of the aggregate of clustering 
configurations. 
(4.5)  Identifying Prevalent Clusters:  pD :  Wu  et al. selected ‘relevant’ 
clusters based on external information; here a technique is described 
that uses internal information to identify ‘prevalent’ clusters.  These 
clusters are discovered by many different clustering configurations, 
and are representative of the structure found in cluster analysis. 
(4.6)  Clustering the Clusters: ‘Condensation’ Clustering:  Lastly, a 
methodology is presented to ‘cluster the clusters.’ It is proposed that, 
just as standard cluster analysis can reveal patterns in objects, so can 
‘condensation’ cluster analysis reveal patterns in clusters.  In this way,    30
the results from the shotgun stage are pooled and condensed into a 
cover of the original sample space. 
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Figure 4.3: Methodology of this thesis 
 
 
A Crude Metaphor 
 
Metaphorically, shotgun clustering can be seen as a ‘voting’ phase where 
many clustering configurations cast an equal vote on what the proper clustering    31
structure is.  The λ  and  pD  statistics are used to measure general and specific 
patterns in the voting.  In condensation clustering, the ballots are tallied and a 
consensus partition is chosen. 
 
4.3 Producing A Large Collection of Clusters: ‘Shotgun’ 
Clustering 
 
In the ‘shotgun’ stage a large number of clustering structures are produced in 
parallel (see Figure 4.3).
*code B3.1  Table 4.1 contains a compendium of the algorithms, 
parameters, and gene subsets used. 
 
 
Algorithm type  Version Used 
Partitioning  •  k-means 
Hierarchical  •  Agglomerative hierarchical 
Parameter type
3  Versions Used 
Distance measure 
•  Manhattan (L1) 
•  Euclidean (L2) 
•  Minkowksi (L5 only) 
•  Pearson correlation 
Linkage function 
•  Single Linkage 
•  Complete Linkage 
•  Ward Linkage 
K-value  •  dependent on number of samples in dataset 
Seed placement
4  •  placement minimizing dtot (see notes) 
                                                 
3 Certain parameter/version combinations are only used in one type of clustering (i.e. k-means or 
hierarchical).  For instance, linkage metrics aren’t used in k-means, and seed placement does not apply 
to hierarchical clustering. 
4 For each clustering configuration of the k-means algorithm, clustering is conducted 10 times with 
different random seed placement.  The 10 replicates are compared, and only the best replicate is kept.  
The best replicate is the one achieving the minimum value of dtot.    32
Gene subset type
5  Subsets Used 
All Genes  •  Every gene on the microarray 
Canonical subsets 
•  High standard deviation ([31, 84]) 
•  High average ([15, 76]) 
•  All values in range 
, ij ax b ≤ ≤ ([6, 94]) 
Table 4.1: Parameters used in ‘shotgun’ stage of clustering 
 
Each clustering configuration A α  represents a unique combination of the 
above options.  A α  produces a potentially unique partition  ( ) A α Π .  The fact that 
() A α Π  is a partition of X can be inferred from the structure of the algorithms.  I will 
let I1 denote the collection of all clusters generated by shotgun clustering (for reasons 
that will become evident later). 
 
Notation  Description 
A α  
th α  clustering configuration, max 1 cc α ≤ ≤ , 
e.g.  {, , } A algorithm params genes α αα α =  
() A α Π   The partition of X produced by  A α  (see Definition 3.2) 
I1  The collection of all clusters produced in the shotgun stage. 
Table 4.2: Notation used in this thesis 
 
Using this notation, shotgun clustering produces ccmax different partitions, 
which contain a total of  ()
max
1
cc
A α
α=
Π ∑  clusters.
6 
                                                 
5 This is, in the author’s opinion, one of the most under-explored issue in microarray clustering.  As 
there have been no studies to determine the most appropriate genes, subsets were chosen based on 
what is commonly found in the literature.  For each listed filtering criterion 3 sets were formed:  one 
with 10 genes, one with 50, and one with 500.
 *code B3.2    33
4.4  Measuring Global Consistency of the Collection: λ 
 
The task now is to make sense of these different partitions and clusters.  A 
first question to ask of the collection of clusters is: how consistent are the results from 
the different clustering configurations? Intuitively, if there were a single dominant 
structure in the data, all clustering configurations would produce roughly the same 
partition, i.e. the same set of clusters.
7  If, on the other hand, there were no structure 
in the data, each clustering configuration would produce a different partition. 
A useful approximation of consistency between clustering configurations can 
be attained by looking for redundancy in the collection of clusters.  This 
approximation is based on the intuition that if two clustering configurations 
A α and Aβ both generate the same cluster Cp, they are both recognizing similar 
structure in the underlying data X.  LettingΩdenote an arbitrary collection of clusters, 
equation (4.1) measures the level of redundancy inΩ:
*code B4.1 
  ( )
()1 λ
Ω
Ω=−
Ω
U
 (4.1) 
The collection Ω is not a proper set, since it can contain multiple instances of 
the same cluster.  In proper terminology, Ω is a multiset of clusters – a set of clusters 
that permits multiple membership.  However  ( ) Ω U is a proper set – namely, ( ) Ω U is 
the set of all distinct clusters inΩ, i.e. ()
max
1
cc
A α
α=
Π ∪ .  It follows that  () Ω≤ Ω U  and 
0( ) 1 λ ≤Ω < .  High values of  ( ) λ Ω  indicate high consistency among clustering 
                                                                                                                                           
6  () A α Π , the number of clusters in  ( ) A α Π , is determined by the value of k used in the clustering 
configuration  A α . 
7 This is not entirely accurate, as there must be at least one distinct partition for each value of k used.    34
configurations.  The value ( ) λ Ω measures internal validity across partitions, much as 
Yeung et al.’s “Figure of Merit” index[100] measures the internal validity of a single 
partition (cf. Figure 4.1b, left branch).   
 
4.5 Identifying Prevalent Clusters:  pD  
 
The last section gives a technique for measuring the extent to which different 
clustering configurations ‘agree;’ here I describe a technique for finding the clusters 
which are ‘agreed upon.’  The approach is similar to the one used by Wu et al., but 
whereas Wu et al.’s approach was supervised, this approach is unsupervised and 
relies only on internal criteria.  As will be demonstrated in section 5, these prevalent 
clusters correspond quite closely to known biological subsets of the original dataset 
X. 
 
What is a ‘Prevalent’ Cluster? 
 
  Standard approaches to clustering produce a single partition, such that each 
sample appears in exactly one cluster.  By contrast, after the ‘shotgun’ stage each 
sample occurs exactly ccmax times; clusters can and must overlap.  I define a prevalent 
cluster to be one that is produced by many different clustering configurations.  What 
is the likelihood of finding the same cluster multiple times?  Given m samples, there 
can be no more than  () 1
1
max{ } 2 1
m
m
j
m
I
j =

= =− 
 ∑ U  unique clusters.  If the    35
distribution of clusters were random (which it is not), the probability of observing τ  
or more occurrences of any arbitrary cluster Cp is approximately
8 
 
 
max max
max
max
11
(, ,) ( 2 1 ) 1
21 21
ic c i cc
m
mm
i
cc
Pmc c
i τ
τ
−
=
    =− ⋅ −     −−     ∑  (4.2) 
 
To give the reader a sense of the magnitude of  max (, ,) Pmc c τ : for 30 samples 
clustered to produce 10,000 clusters, the probability of any cluster appearing three or 
more times is 
-54 (30,10000,3) 2.36 x 10 P = .  There are many approximations being 
made here, but  max (, ,) Pmc c τ as a heuristic indicates that the expected redundancy is 
quite small.  Actual values are experimentally determined in section 5. 
 
Making ‘Prevalent’ Less Stringent 
 
Given the nearly nonexistent likelihood of finding the same exact cluster 
many times, it is natural to instead look for ‘similar’ clusters that appear many times.  
Assuming a metric D  exists to assess dissimilarity of two sets C1 and C2, we define 
C1 to be in the  neighborhood ε −  of C2 iff  12 (C ,C ) ε ≤ D .  Thus, instead of looking 
                                                 
8 This is actually the upper bound on P.  P was derived by first reinterpreting the situation in the 
following way:  Given n independent identically distributed trials with m outcomes, what is the 
probability that there exists an outcome Eα that is observed  τ ≥  times?  The probability that fixed E1 
is observed  τ ≥  times is  1
11
(E ) 1
in i n
i
n
P
i mm τ
−
=
    =−    
    ∑ .  For arbitrary Eα , the probability is 
exactly is
1
E
m
P α
α=


 ∪ .  Equation (4.2) gives an expression for 
1
(E )
m
P α
α= ∑ , where 
1 1
(E ) E
m m
PP αα
α α = =

≥ 
 ∑ ∪ .  In this instance, the approximation is sufficient since the upper bound 
1
(E )
m
P α
α= ∑  is already extremely small.    36
for a cluster that appears frequently, we look for a cluster with many clusters in 
its neighborhood ε − .  The set of clusters in the  neighborhood ε −  of Cp is defined to 
be  { } (C , ) C  |  (C ,C ) pq p q S ε ε =≤ D D .  By appropriately tuning ε , the following 
fuzzy relation will denote the prevalence of Cp:
9 
 
  pp (C , ) (C , ) pS ε ε = DD  (4.3) 
 
4.6 Clustering the Clusters: ‘Condensation’ Clustering 
 
Shotgun clustering creates a large collection of clusters, λ  measures the 
overall consistency and the value pD  identifies prevalent clusters.  The next 
technique, ‘condensation’ clustering as it will be referred to, is to cluster the clusters.  
Condensation clustering is a natural step in the exploratory mining of clusters for 
knowledge, and is a direct extension of the neighborhood ε − approach presented in 
the last section. The value of  p (C , ) p ε D  represents the density around Cp; 
condensation clustering essentially seeks out pockets of high density and forces these 
dense areas to merge.  Fundamental concepts are presented in sections 4.6.1-4.6.4, 
after which the actual algorithm is described in 4.6.5.  The interpretation of the 
methods is deferred until section 5, where we test real data. 
                                                 
9 Here I use  p (C , ) D p ε  rather than the typical probability 
p (C , ) D p ε
Ω
 because the cluster space is 
extremely sparse, and  D p  will only be used to measure relative prevalence withinΩ .  Dividing by 
Ω  will only scale all results by a constant factor.    37
The easiest way to describe condensation clustering is with an example.   
Suppose there are m = 50 samples, ccmax=300 clustering configurations and  1 I =1000 
clusters generated by shotgun clustering.  The idea behind condensation clustering is 
to iteratively merge similar clustering in I1, thereby condensing the 1000 clusters into 
a manageable number that still reflect the original structure of I1. 
Let the ‘condensation factor’ be τ =2.  Since 300 configurations were used, 
after shotgun clustering each sample is guaranteed to occur a total of 300 times, 
though never more than once in a given set.  Now, we use condensation clustering on 
the 1000 clusters.  With a condensation factor of 2, similar clusters are pooled until 
there are only 
1000
500
2
=  clusters left. No samples are dropped; these 500 clusters 
still contain 300 instances of each sample, though the average cluster size has 
increased (also by a factor of 2).  The process is now repeated.  The 500 clusters are 
pooled based on similarity until only 250 are left.  This process continues until there 
are only two (very large) clusters remaining.  In this example, condensation halts after 
9 iterations.  See Figure 4.3(center) for a diagram of the process. 
 
4.6.1  Clustering Clusters 
 
The first task is to find groups of clusters in 1 I that can be merged.  Cluster 
analysis finds groups in data, so it is natural to use cluster analysis to find groups of 
clusters.  The approach taken by the author is to convert each cluster into a vector in 
m-dimensional Boolean space, where the i
th component of cluster Cp is defined as    38
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Again, assuming a metricD exists to measure the distance between two sets, it 
is now relatively straightforward to cluster these clusters.  For instance k-means, 
when modified to run on clusters, would look like the following: 
 
(1)  Choose k seed clusters from 1 I .  These initially serve as the k centroids. 
(2)  Assign each cluster Cp to the nearest centroid. 
(3)  Recalculate all cluster centroids. 
(4)  Iterate until convergence. 
 
The ‘nearest’ in step (2) is defined by D , and the centroids can be calculated 
using the expression 
 
p,i
p
p
C
C
C
X
=
i
 (4.5) 
where  p,i C  is the 1 x m vector form of Cp defined in equation (4.4) and X is 
the original m x n expression matrix. 
 
4.6.2  Merging Clusters to Form Multisets of Samples 
 
Given a group of clusters identified as ‘similar,’ condensation clustering 
merges all of the clusters in the group.  Formally, two clusters Cp and Cq are merged 
using the multiset sum operation, which is the natural generalization of the standard 
union operation to multisets[72, 83].  The resulting cluster  C C rp q = ⊕   is a multiset    39
of samples that can contain multiple instances of a given sample.  Multiset sum is the 
only multiset operation that will be used in this thesis; all other operations on 
multisets should be regarded as the ‘standard’ set operations, e.g. 
() rs rs ∩= ⊕ U       .  A summary of the notation is listed in Table 4.3. 
 
Notation  Description 
r     A multiset of samples, e.g.  31 2 2 3 3 {x ,x ,x ,x ,x } =    
r    Cardinality  of  r   , e.g.  3   =5 
() r U     Unique samples in  r   , e.g.  31 2 3 () { x ,  x , x } = U    
rs   ⊕      multiset sum of  r    and  s    
rs (,)    D   The distance between (dissimilarity of)  r    and  s    
r,i r i (, x ) card =      number of occurrences of xi in  r    
r,i     The vector representation of  r    
 
r     The normalized multiset of  r   :    r,i
r
r
  =
 
 
 
 
Table 4.3: Multiset notation used in this thesis
10 
 
4.6.3  Clustering Multisets 
 
Once the clusters from 1 I have been merged to form multisets, cluster analysis 
is used to pick similar groups of multisets which are merged, and the process is 
repeated until there are only two large multisets remaining.  However, multisets 
cannot be directly clustered using the technique of 4.6.1, since they are not 
m-dimensional Boolean vectors.  Just as equation (4.4) defines the i
th
 component of 
                                                 
10 This is not the notation typically found in the literature.  The standard notation requires a formal 
definition of multiset that is far more complicated than is necessary, and which would distract the 
reader from the essence of this thesis.    40
Cp in m-dimensional Boolean space, so can we define the i
th
 component of  r    in the 
m-dimensional space of non-negative integers: 
 
  r,i r i (, x ) card =     (4.6) 
 
where  ri (, x ) card   is the number of occurrences of  i x in r   .  Then we can view 
r,i    as the m-dimension vector representation of r   , and generalize equation (4.5) 
from p Ct o r   : 
 
r,i
r
r
X
=
 i
 
 
 (4.7) 
 
Equation (4.7) represents a transformation from multiset space to the original 
n-dimensional expression-space.  The value  r    can be seen as the weighted centroid 
of  r   , where each of the n dimensions is weighted by the number of occurrences of 
xi in r   .  Using a metricD and the equation for r   , ‘k-means on clusters’ can be 
generalized to run on multisets as well. 
 
4.6.4  Distance Between Multisets 
 
The algorithms presented above, as well as the prevalence measure pD , 
depend on a metric D to assess distance between clusters and multisets.  If the 
clusters are proper sets, standard linkage functions are adequate (see Appendix A, 
section A.2.2); however, linkage functions do not account for the multiple 
membership property of multisets.  To the author’s knowledge, the concept of 
dissimilarity between multisets has not been addressed in the literature, though there    41
are many direct analogies to the metrics just mentioned.  For instance, setting 
() ( ) rs rs ,, d =       D  would be analogous to using centroid linkage, and setting 
()
rs
rs
rs
,1
∩
=−
⊕
  
  
  
D  would be quite similar to using the Jaccard coefficient.  Of 
course, some metrics are patently inappropriate.  As an example, given only m 
samples, single linkage distance between r    and  s   would be expected to converge to 
0 as  rs , m →     since the likelihood of overlap would quickly grow. 
A distance metric appropriate to multisets must account for the relative 
presence of each sample.  To address this concern, I define the following metric 
ij (,)    D to measure the dissimilarity of two multisets. 
*Code B5.3 
    
r,i s,i rs
1
1
(,)
2
m
i=
=− ∑        D  for each r, s  (4.8) 
 
 where    r,i
r
r
=
 
 
 
 (4.9) 
 
The vector   
r   can be said to represent the normalized multiset of  r   , insofar 
as   
r,i
i
1
m
= ∑  .  Thus,  rs (,)    D  measures the element-wise differences between the 
relative compositions of  r   and s   .  The constant 
1
2
 ensures 01 ≤ ≤ D . 
Just as there are many potential metric spaces for samples, there are many 
potential metric spaces for multisets.  The effect of the above D is that the magnitude 
of each multiset is ignored; what is counted is the relative presence of each sample 
within a multiset.  Thus, {x1, x2, x3} and {x1, x1, x2, x2, x3, x3} are the ‘same’ multiset    42
(D=0); {x1} and {x1, x2, x2, x2, x2,…} are quite different multisets.  The metric D can, 
of course, be applied to normal clusters; doing so would be very nearly the same as 
using 1-Jaccard coefficient, albeit a normalized version. 
 
4.6.5  Condensation Algorithm 
 
Using the concepts from the past few sections, it is now possible to formalize 
the condensation clustering algorithm:
 *code B5.1 
 
(1)  Run shotgun clustering to generate ccmax
 partitions.  Optional: discard any 
partitions with poor distribution of patients, e.g. m σ −  patients in first 
cluster and σ  patients in second, where σ  is a small constant (singleton 
bias – see section 5.3.2). 
 
(2)  Choose a multiset algorithm (either multiset k-means or multiset 
hierarchical).
11 
(3)  Choose a condensation factorτ .  Set k= 1 CEILING I
τ



 
(4)  Run multiset clustering on  i I  using the chosen algorithm (initially i=1, and 
1 I  is the clusters generated by the shotgun stage).  The output from multiset 
clustering will be another collection of multisets.  Call this output i1 I + .  
                                                 
11 Multiset hierarchical is a generalized form of the ‘normal’ hierarchical algorithm described in 
section 3.2.1, much as multiset k-means generalizes ‘normal’ k-means.  In multiset hierarchical,D is 
used to both generate (step 1) and update (step 2) the dissimilarity matrix D.  Matlab code is included 
in the appendix for multiset hierarchical.    43
(5)  Redefine k= 1 CEILING i I
τ
+ 


 
(6)  Repeat steps (4) and (5) until  r I =2 or until the desired condensation has 
been achieved. 
 
The number of multisets decreases by a factor of τ  with each iteration.   
Therefore, after the i
th iteration there will be roughly 
1
1 i
I
τ
−  multisets.  The maximum 
number of iterations is roughly  ( ) 1 log I τ .
12 
 
                                                 
12 This condensation clustering technique clusters multisets of samples.  Note that a similar technique 
could not reasonably be used to cluster multisets of clusters.  At each iteration, the complexity of the 
datatype would increase, e.g. at I2 you would be clustering multisets of multisets.  Though this is not 
bad of its own right, the sparseness of the input space would increase exponentially.    44
5     RESULTS 
 
 
  In section 4, a methodology was developed in response to the question posed 
in the introduction: How can the results of different forms of cluster analysis be 
synthesized to produce biologically-relevant information?  Three techniques were 
proposed: λ to measure overall consistency and redundancy;  pD to identify prevalent 
clusters; and ‘condensation’ clustering to distill the large number of clusters into a 
small number of multisets.  The development thus far has been theoretical.  Here, 
each technique is tested on real data and random data.  A summary of these results is 
presented at the end of this section. 
 
5.1 Data 
 
Golub 
 
The first set of data is taken from a study of leukemia by Golub et al.[40] The 
Golub data consists of samples from 38 different patients: 27 suffering from acute 
lymphoblastic leukemia (ALL) and the other 11 from acute myeloid leukemia 
(AML).  ALL can be further subclassified into 19 B-cell and 8 T-Cell strains. As 
noted by Golub et al., the AML/ALL and B-Cell/T-Cell distinctions “are among the 
most important distinctions known among acute leukemias, both in terms of 
underlying biology and clinical treatment.”  Each sample consists of 7,129 genes, as 
measured by an Affymetrix® microarray.  Using the notation introduced earlier, X is    45
an m x n expression matrix where m=38 and n=7129.  These cancers are hard to 
differentiate clinically, and the data set has become a standard test for novel 
clustering and classification techniques (cf. [7-10, 17, 23, 28, 35, 37, 66, 82]).   
 
Rand1 
 
Throughout this section, I also test the methodology of section 4 on two sets 
of random data.  The first set of random data, denoted Rand1, is generated by 
randomly reorganizing the data in X.  In other words, the random matrix X’ has the 
same dimensions as X and contains the same data as X, but the rows and columns are 
randomly permuted until X(i,j) is entirely unrelated to X’(i,j).
*code B6.1   This technique, 
similar to the one used by Tusher et al.[89], has the advantage of not placing a priori 
assumptions on the distribution or structure of the microarray data, for which there is 
no well-established model[100].  Shotgun clustering is then applied to Rand1 just as it 
is applied to the Golub data, generating an equivalently large pseudo-random 
collection of clusters. 
 
Rand2 
 
Rand2, the second set of random data, is created by arbitrarily dividing the 38 
patients into various subsets.  Specifically, ccmax partitions consisting of k clusters are 
created, but without the use of clustering algorithms.  Instead, patients are randomly 
assigned to clusters.  Rand2 thus represents a relatively uniform distribution over the 
set of all possible clusters (for a specified k).
 *code B6.2    46
5.2 Shotgun Clustering 
 
The entire aggregate of clustering configurations is listed in Table 4.1.  It 
consists of 2 algorithms, 4 distance metrics, 3 linkage functions, 12 gene subsets, and 
k=2,3 and 4.
13  The total number of clustering configurations in the aggregate is 
roughly 100 for each value of k, producing a total of 
max( )
1
1
100
k
I kα
α=
=⋅ ∑  clusters.
14  As 
the aggregate has the tendency to produce an extremely large number of singleton 
clusters, σ  (defined in section 4.6.5) is set to 2 unless otherwise indicated (compare, 
for example, Figure 5.6b to Figure 5.6d). 
                                                 
13 These k-values are somewhat arbitrary, but given m=38 they are chosen to find subsets of patients of 
a substantial size.  If many distinct groups of few patients were expected, larger k-values would be 
more appropriate. 
14 A larger ccmax is certainly possible, but quickly becomes computationally difficult.  Note that ccmax is 
less than the product 2x3x4x12, since, for example, linkages aren’t used in k-means (see footnote [2]).    47
5.3 Diagnostic Tests 
 
In the next section,  pD  and condensation clustering will be used to find 
biologically-relevant patterns in the collection of clusters produced by shotgun 
clustering.  However, it is instructive to first note some general properties of the 
cluster space in which these patterns exist.  Here, λ  and  p (C , ) p ε D  are used to help 
visualize and understand the structure of this space.  Known properties of the 
collection I1 are verified, and apparently new properties are noted. 
 
5.3.1  Applications of λ  
 
Recall that λ  measures the redundancy of a collection of clusters.  In this 
way,  () 1 I λ  is a measure of the consistency of the full aggregate of clustering 
configurations.  Table 5.1 gives the values of  ( ) 1 I λ  for the three data sets. 
 
Data  ( ) 1 I λ , using entire aggregate 
Golub 0.6112 
Rand1 0.5031 
Rand2 0.0000 
Table 5.1: Values of  ( ) 1 I λ  for shotgun clustering ( max 100 cc ≈ ,  2 σ = ) 
 
Compared Consistencies of Three Datasets 
 
The fact that  () 1 I λ  is highest in the Golub dataset indicates, as expected, a 
relatively high level of structure in the AML-ALL data.  This result remains true even    48
when the size of the aggregate (ccmax) is varied (Figure 5.1).  More surprising, 
perhaps, is the pronounced difference in consistency between Rand1 and Rand2.   
Clusters produced from random data (Rand1) are significantly more consistent than 
arbitrary subsets of patients (Rand2).  It has been previously noted that clustering 
algorithms force clusters on data whether or not there is an underlying structure [78].  
However, Figure 5.1 further demonstrates that different clustering configurations 
force the same clusters, even in the absence of underlying structure. 
 
Experimental Verification of the Claims of Appendix A  
 
  This thesis has been based on the assumption that different clustering 
configurations produce different clusters.  The truth of this assumption can be 
demonstrated using the λ  statistic.  One clustering configuration produces a single 
partition of unique clusters, such that  1 () 0 I λ = .  Using two clustering configurations 
with the same k-value,  { } 1 min ( ) 0 I λ = , but  {} 1 max ( )
2
k
I
k
λ = .  As the number of 
clustering configurations increases,  { } 1 max ( ) 1 I λ →  and the range of  ( ) 1 I λ  
approaches  () 1 01 I λ ≤< , as given in section 4.4. 
  If each clustering configuration were to create the same partition,  ( ) 1 I λ  
would be invariant with respect to the total number of clustering configurations used 
(ccmax).  However, in Figure 5.1 it is evident that this is not the case.  Instead, λ  is 
monotonically related to ccmax.  In other words, different clustering configurations 
really do produce different clusters, and a small number of configurations is not 
guaranteed to overlap.  Further evidence for this claim is given in section 5.4.1.    49
  
Figure 5.1: Dependence of  () 1 I λ on ccmax,  using  2 σ = . By varying the number of clustering 
configurations used in shotgun clustering, the inconsistency between clustering configurations 
becomes evident.  Here the value of ccmax is varied by adding additional values of k, such that at first 
k=2, and by the end k=2,…,19. 
 
The λ  Statistic Can be Used to Compare and Comprehend Different 
Sources of Variability in Clustering 
 
  Large values of  () 1 I λ  indicate underlying global structure in the data.  By 
comparing relative values of  ( ) 1 I λ , it is possible to characterize each source of 
variability.  For instance, Figure 5.2 shows that  ( ) 1 I λ   varies considerably with 
respect to both k and nused, when ccmax is held constant.  The former can be explained 
by the fact that as k approaches m, the clusters become singletons and will necessarily 
overlap.  The latter relationship between  ( ) 1 I λ  and nused can be explained by the fact    50
that, as nused approaches n, the same subset will be used for all configurations, 
effectively eliminating the genes as a source of variability. 
  These tests are not meant to be exhaustive.  Rather, they indicate the ways that 
λ   can be used to begin to understand the cluster space created during shotgun 
clustering. 
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Figure 5.2:   () 1 I λ  varies with k and size of gene collection. a)  ( ) 1 I λ vs. k, with ccmax=100 and 
2 σ = .  The value  () 1 I λ  for Rand2 is never greater than zero and is not shown; b)  () 1 I λ  vs. nused, 
with ccmax=200.   In (b),  3 σ =  was used to increase performance.  Also, the initial increments of 25 
genes (nused=25,50,75,…,250) quickly became too computationally intensive; after nused=250 
measurements were taken at intervals of 1,000 genes. The initial fluctuations are an indication of the 
overall instability of cluster analysis.  For each value of nused, the four selection criteria specified in 
section  4.3 generated a (potentially) unique set of nused genes.  If fewer than nused  genes met the 
selection criteria, genes were chosen randomly from the remaining dataset to fill nused.    52
5.3.2  Distribution of Prevalent Clusters 
 
Since  ()
1
1p
1 1
1
(C ,0)
I
p
Ip
I
λ
=
= ∑ D , and in general  ( ) 1 0 I λ ≠ , calculating the 
prevalence  pD  with  0 ε =  is not necessarily too stringent.  Figure 5.3 shows the 
distribution of clusters for  0 ε = .  The bottom row shows the same distribution 
without singleton clusters. 
 
 
Figure 5.3 Distribution of  p (C ,0) pD .  a) Golub  data.  b)  Randomly generated expression data.   
c) and d) Same as (a) and (b), but reclustered excluding singleton clusters ( 2 σ = ).  Comparing (a) 
and (c) or (b) and (d), the prevalence singletons is apparent. 
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 Modulating  ε  changes the shape of the distribution of  p (C , ) p ε D .  Since the 
number of clusters does not change, the total area under the curve is constant at  1 I  
(Figure 5.4a).  Using the median of  p (C , ) p ε D  as an indication of the ‘center’ of the 
distribution for a given ε , Figure 5.4b shows the relationship between  p (C , ) p ε D  and 
ε  on both the Golub and Rand1 datasets. 
 
 
Figure 5.4 Dependence of  p (C , ) p ε D  on ε , using  2 σ = .  a) Distribution of  p (C ,.3) pD  for all 
clusters generated by aggregate (Golub).  Compare this histogram to that of Figure 5.6c, above. b) Median 
values of  p (C , ) p ε D for different ε .  The difference in peaks at  1 ε =  for Golub and Rand1 is a 
result of the larger number of singletons (which were excluded from the analysis) in Rand1. 
 
5.4 Biologically-Relevant Results 
 
Thus having a sense for the general features of I1, we turn to the task of 
mining I1 for biologically-relevant information.  The known features of the Golub 
data are, as noted, the AML/ALL distinction and the B-Cell/T-Cell distinction.  After 
demonstrating that the majority of ‘standard’ clustering algorithms do not discover 
this distinction, it is shown that both  pD  and condensation clustering do in fact    54
recover these putative distinctions. Full information on the patients is given in Table 
5.3. 
 
5.4.1  Single Clustering Configurations Miss the ‘Actual’ Partition 
 
After clustering artificial data from a known distribution, Halkidi et al.[44] 
remarked, “it is clear that some algorithms may fail to discover the actual partitioning 
of a data set though the correct number of clusters is considered.”  Taking the AML-
ALL distinction to be the ‘actual’ partitioning of the Golub data, it is easy to find a 
clustering configuration that does not discover this partition.  Figure 5.5a graphically 
shows the results from 115 different clustering configurations using k=2.  Each 
column represents a cluster, and each row is a patient.  If patient i is in cluster Cp, 
entry (i, p) is colored red. 
Compared to the random data (Figure 5.5b), the structure of the Golub data is 
noticeable.  This is consistent with the comparison of values of  () 1 I λ  in Table 5.1 
and Figure 5.1.  However, very few of 115 clustering configurations correctly divided 
the patients into groups that reflect to the AML-ALL distinction.  Despite the known 
genetic underpinnings of AML-ALL, the naïve choice of a single clustering 
configuration  cannot reliably discover the AML-ALL distinction, even when it is 
‘helped along’ by making the supervised decision to set k=2.  Using  pD , however, 
this and other information is discovered in an unsupervised fashion.     55
 
 
Figure 5.5 Clusters produced by 110 clustering configurations with k=2,  2 σ = .  a) Each patient 
corresponds to a row, each column to a cluster.  The value of the i
th row and p
th column indicates 
whether or not patient i is present in cluster p; blue indicates  p,i C0 = , red indicates  p,i C1 = .  To 
facilitate visual interpretation, AML patients occupy the top 11 rows, and ALL occupy the bottom 28 
(ALL-T are in bottom 8, ALL-B are in middle 19).  Using a hierarchical algorithm, columns are 
ordered to group similar clusters near each other in the grid.  It is evident in (a) that the vast majority of 
clusters do not consist of entirely AML or entirely ALL, though some come close.  b) Data from 
Rand1, clustered using the same 115 configurations as in (a) and displayed in the same way (rows are 
not organized in any particular way).  Compared to real data, random data is much less organized.  
c) Same data as in (a), but colors are assigned based on the relative presence   
r,i   of patient i in cluster 
r. 
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5.4.2  Mining Clusters for Information With Prevalence  pD   
 
When a cluster has a high value of  pD , it has been produced by multiple 
clustering configurations.  In the Golub data each sample corresponds to a patient.  A 
cluster with large  pD  therefore indicates a set of patients that is consistently grouped 
together.  For this reason, we now analyze the compositions of the prevalent clusters. 
Figure 5.6 is identical to Figure 5.3, with labels on the clusters with the largest values 
of  pD . 
 
 
Figure 5.6 Labeled version of Figure 5.3. 
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Looking at Figure 5.6a, the most salient feature is the outlier, labeled P21.  
This cluster was identified by 60% of the clustering configurations used.  P21 is a 
singleton cluster containing only Patient #21 (see Table 5.3).  Upon scrutiny, it turns 
out that this patient’s microarray was physically defective.  It is widely 
acknowledged[58] that the ratio of the expression values for the endogenous control 
genes from the 3’ and 5’ end of GAPDH (a gene) give an indication of microarray 
quality; ratios close to 1 are considered ‘good,’ while large ratios are ‘bad.’  The chip 
manufacturer suggests that chips with a ratio greater than 4 should be reprocessed[2], 
while others suggest the ratio should never exceed 2[88] or 3[53].  For instance, a 
recent technical report[33] states, “the 3'/5' ratio for the housekeeping genes should be 
at most 3. If the ratio is above 3, some sensitivity of the assay may be lost.”  Patient 
21 has a ratio of 28.32; the next largest ratio is 2.49 (Figure 5.7).  In other words, the 
first cluster ‘discovered’ using  pD  was a unique cluster – it contains the single 
defective chip in the experiment. 
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Figure 5.7 Ratios of 3’GAPDH/5’GAPDH for all patients in Golub dataset.  Note the value of patient 
21 relative to the rest.    58
 
Such singleton clusters reveal meaningful information.  It is also informative 
to look at non-singleton clusters of patients.  The non-singleton cluster maximizing 
p (C ,0) pD , labeled CAML in Figure 5.6, contains 10 out of the total 11 AML 
patients, and 0 of the ALL patients.  The cluster with the next largest prevalence 
( 0 ε = ), labeled CALL, contains all 27 ALL patients and 1 AML patient.  These two 
clusters, discovered in a completely unsupervised fashion, encapsulate the major 
clinical distinction in the leukemia dataset. 
The distribution of  p (C , ) p ε D  varies with ε  (Figure 5.4b).  By raising ε , we 
have a less stringent assessment of prevalence.  Of course, the clusters identified 
using low ε  will continue to be identified with higher ε , and it is no surprise that the 
value of  pD  for any given cluster increases with ε .  Table 5.2 lists the identities of 
non-redundant clusters with  p (C , ) 10 p ε > D  for  0,.1, and .2 ε = .  The first two 
entries, as discussed, correspond to the AML-ALL distinction.  The third is an 
unknown subclass (CUNK).  The fourth contains all but two of the patients, and for 
this reason is relatively uninformative.  The fifth entry in Table 5.2 is quite 
interesting:  it is entirely composed of T-Cell ALL patients, with only one false 
negative.    59
 
ε  
Patients in Cp 
(non-singleton clusters)
p (C , ) p ε D
# AML
11 total
#ALL 
(B-Cell) 
19 total 
#ALL 
(T-Cell)
8 total 
0 28-34,36-38  29 10 0 0 
0 1-27,  35  15  1  19  8 
0 3,8,9,17,20  14 0 2 3 
.1  1-16, 18-19, 21-38  11  11  17  8 
.2 1,3-8  11  0  0  7 
Table 5.2: Identities of clusters Cp satisfying  { } pq (C , ) max (C , ) pp ε ε = DD for various ε .  Every 
time  ε is increased, the same clusters from the previous ε -value appear.  For this reason, the table 
only lists the new clusters that are ‘discovered’ by raising ε . 
 
To summarize, the five most prevalent clusters in I1 capture three of the four 
known clinical subgroups of the Golub dataset.  In random data, by contrast, the top 
five clusters all consist of just two patients (cf. CRND in Figure 5.6d). 
 
5.4.3  Mining for Patterns Using Condensation Clustering 
 
 Condensation  clustering  provides a way to distill the results from many 
different clustering configurations.  Standard clustering algorithms give an absolute 
membership  p,i C{ 0 , 1 } = .  This ‘hit or miss’ process is inflexible and extremely 
sensitive to the choice of clustering configuration.  Condensation clustering, by 
contrast, assigns every sample to a cluster with a confidence value     { } r,i r,i  | 0 1 ≤≤    .  
This confidence value is calculated according to equation (4.9), and is based upon the 
partitions produced by many different clustering configurations.  Compared to the 
prevalence measure  pD  and other methods that ‘pick’ individual clusters from 
multiple clustering configurations [98], condensation clustering produces a partition    60
on the clusters, guaranteeing that every sample will be assigned to at least one cluster.  
This property can be advantageous in many situations.  For instance, when each 
sample represents a patient with cancer, it is insufficient to assign 10 of 38 patients to 
a cluster and leave the other 28 unclassified. 
Figure 5.8 depicts the condensation process, as run on the collection of 
clusters I1 produced by the entire aggregate of clustering configurations.  After each 
iteration a ‘heatmap’ 
*code B6.3  is used to visualize the collection of normalized 
multisets.  As in Figure 5.5c, colors are assigned based on the relative membership 
 
r,i    instead of the absolute membership  p,i C.  
Each iteration of condensation clustering contains potentially useful 
information.  At I4, for instance, there are 12 clusters with relative memberships that 
may or may not correspond to putative subgroups.   For now, however, we limit the 
discussion to the two clusters at I5, in which the correspondence to the AML-ALL 
distinction is visually apparent.  The values of   
1,i    and   
2,i    for this final partition are 
listed in Table 5.3.  For each patient i, the cluster which maximizes   
r,i    is used to 
classify the patient. 
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Figure 5.8 Visual Display of Condensation Clustering.  Initially, there are 800 clusters created by 89 
different clustering configurations.  Using  4 τ =  and  1 σ = , convergence is reached after 5 
iterations.    62
 
Patient i  Type  B-cell/
T-Cell 
 
1,i      
2,i            { } p p,i 1,i 2,i | m a x , =        
1  ALL  T-Cell  0 0.0297 CLUSTER 2 
2  ALL  T-Cell  0.0138 0.0279 CLUSTER 2 
3  ALL  T-Cell  0 0.0297 CLUSTER 2 
4  ALL  T-Cell  0.0018 0.0295 CLUSTER 2 
5  ALL  T-Cell  0.0009 0.0296 CLUSTER 2 
6  ALL  T-Cell  0 0.0297 CLUSTER 2 
7  ALL  T-Cell  0.0037 0.0292 CLUSTER 2 
8  ALL  T-Cell  0.0028 0.0293 CLUSTER 2 
9  ALL  T-Cell  0.011 0.0283 CLUSTER 2 
10  ALL  B-Cell  0.0018 0.0295 CLUSTER 2 
11  ALL  B-Cell  0.0028 0.0293 CLUSTER 2 
12  ALL  B-Cell  0.0248 0.0265 CLUSTER 2 
13  ALL  B-Cell  0.0009 0.0296 CLUSTER 2 
14  ALL  B-Cell  0.0055 0.029  CLUSTER 2 
15  ALL  B-Cell  0 0.0297 CLUSTER 2 
16  ALL  B-Cell  0 0.0297 CLUSTER 2 
17  ALL  B-Cell  0.0119 0.0282 CLUSTER 2 
18  ALL  B-Cell  0.0055 0.029  CLUSTER 2 
19  ALL  B-Cell  0.0083 0.0286 CLUSTER 2 
20  ALL  B-Cell  0.0083 0.0286 CLUSTER 2 
21  ALL  B-Cell  0.0119 0.0282 CLUSTER 2 
22  ALL  B-Cell  0.0073 0.0287 CLUSTER 2 
23  ALL  B-Cell  0.0018 0.0295 CLUSTER 2 
24  ALL  B-Cell  0.0009 0.0296 CLUSTER 2 
25  ALL  B-Cell  0.0184 0.0273 CLUSTER 2 
26  ALL  B-Cell  0.0101 0.0284 CLUSTER 2 
27  ALL  B-Cell  0.0028 0.0293 CLUSTER 2 
28  AML  n/a  0.0863 0.0186 CLUSTER 1 
29  AML  n/a  0.079 0.0196 CLUSTER 1 
30 AML  n/a  0.1001 0.0168 CLUSTER 1 
31 AML  n/a  0.0661 0.0212 CLUSTER 1 
32 AML  n/a  0.0643 0.0214 CLUSTER 1 
33 AML  n/a  0.0992 0.017  CLUSTER 1 
34 AML  n/a  0.0634 0.0216 CLUSTER 1 
35 AML  n/a  0.0138 0.0279 CLUSTER 2 
36 AML  n/a  0.1019 0.0166 CLUSTER 1 
37 AML  n/a  0.0909 0.018  CLUSTER 1 
38 AML  n/a  0.0781 0.0197 CLUSTER 1 
Table 5.3: Values of   
1,i    and   
2,i    for I5.  The sum of column   
1,i    is 1.00, since the values represent 
a partition of unity on the cluster  1   .  The same is true for   
2,i   .    63
  There are two major advantages condensation clustering has over standard 
clustering.  The first, as has been harped upon throughout this thesis, is the fact that it 
is not as susceptible to variations of the underlying clustering configurations.  The 
second is that each patient is assigned a relative membership into each cluster.  Rather 
than giving an absolute call of membership, membership is assigned with a 
confidence value, as indicated by   
r,i   . 
  The final multisets produced by condensation clustering are quite stable under 
variations in choice of algorithm, algorithm parameters and gene subsets used in the 
shotgun stage.  However, the final partition is not stable with respect to variations in 
parameters, much as normal partitions are not stable with respect the choices 
discussed in Appendix A.  For instance, using significantly fewer clustering 
configurations (an order of magnitude lower) will change the last column in Table 
3.1.  Changing the condensation factorτ , given I1, has a similar effect.
15  However, 
the type of instability is quite different.  In condensation clustering, the difference is 
observed in the relative memberships   
r,i   .  In normal clustering, the sample will 
simply be misclassified. 
 
5.5 Summary of Results 
 
Section 4 describes three techniques which can be used to interpret the often-
conflicting clusters generated by multiple clustering configurations.  In this chapter, 
                                                 
15 The author hypothesizes that this instability is a result of the fact that the distance metricD used to 
measure distance between multisets does not account for the relative magnitude of each multiset.  As 
implemented, D ’flattens’ every multiset to a partition of unity.  In condensation clustering, this can 
potentially drown the relative importance of a prevalent cluster that is discovered early on.  This 
discussion is continued in the following section.    64
the techniques were tested on real and random data.  Organized by technique, the 
results are now summarized: 
  
•  The λ -measure of consistency was used to characterize the global structure of 
data.  Some this information confirms existing knowledge; other reveals new 
information about the nature of cluster analysis.  Four results were 
demonstrated: 
 
(1)  Compared to random data, leukemia data was shown to have 
considerably more structure.   
(2)  Different clustering configurations will find the same patterns in random 
data, even though structure does not exist. 
(3)  Different clustering configurations produce overlapping partitions, but 
very few of the partitions are identical.  The total number of unique 
clusters grows with each added clustering configuration. 
(4)  Consistency can be used to compare sources of variability.  As an 
example, the effect on λ  of k and nused were compared. 
 
•  The prevalence value  pD  was used to identify known clinical groupings 
within the leukemia data.  It is suggested that, in general, clusters with high 
prevalence across clustering configurations reflect real groups in the data. 
 
(1)  General properties of  pD  and the  neighborhood ε −  w e r e  t e s t e d  a n d  
observed.    65
(2)  The single defective microarray in the Golub experiment was identified. 
(3)  The most prevalent non-singleton cluster very nearly matched the AML 
group, with 1 false negative and 0 false positives. 
(4)  The second most prevalent cluster came equally close to the ALL group, 
with 0 false negatives and 1 false positive.  The false positive for ALL 
was the same patient as the false negative for AML 
(5)  The fifth most prevalent cluster captured the T-Cell subclassification of 
ALL, with 1 false negative and 0 false positives. 
 
•  Condensation clustering was used to distill the large collection of clusters into 
proper a partition of multisets. 
 
(1)  The advantages of a condensation-like approach over the standard 
approach were described. 
(2)  Condensation clustering was used to separate all patients into two 
clusters.  A single patient AML patient was misclassified into the 
predominantly ALL cluster.  This is the same patient that was incorrectly 
classified using the prevalence technique above. 
(3)  Instability of the condensation approach was discussed. 
 
It is worth noting that the biologically-relevant results presented in this section 
are fundamentally different from the results presented by Golub et al.[40].   To reach 
the AML-ALL distinction using SOM clustering, Golub et al. used a supervised 
methodology which required the specification of k=2.  The resulting clusters were    66
{24 ALL/1 AML} and {3 ALL/10 AML}.  The B-Cell/T-Cell distinction was 
overlooked with k=2; to produce it they had to recluster using k=4.  Of these four 
clusters, two were mostly B-Cell ALL, one was mostly T-Cell ALL, and the last was 
entirely AML.  Results for k=3 or k>5 were not presented.  Here, by contrast, the 
class distinctions are discovered in an unsupervised fashion.  This strongly suggests 
that the proposed methodology could be used to discover unknown subgroups of 
unknown sizes in other microarray data. 
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6     CONCLUSIONS 
 
6.1 Conclusions 
 
In this thesis a new methodology for the unsupervised clustering of 
microarray data was developed, implemented and tested.  Central to this methodology 
is the reinterpretation of clusters as data points themselves.  Far from being the end-
all of data analysis, the partition created by a given clustering configuration is 
unreliable and instable.  However, the combination of many different partitions, taken 
en masse, is a robust source of information, which can and should be mined for 
knowledge.   
The techniques of exploratory data analysis developed herein were quite 
effective at discovering putative patterns in leukemia data, and in fact they 
outperformed existing methods of cluster analysis.  However, the author would hope 
that the techniques not be taken as ‘another form of cluster analysis,’ but rather as an 
indication that the reinterpretation of clusters as data is a valid and worthwhile 
endeavor.  The methodology presented in this thesis is a first step towards identifying 
the dominant – not the subjectively ‘relevant’ – clusters across  clustering 
configurations.  Different clustering configurations discover different structures; 
much is possible if these structures can be synthesized. 
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6.2 Directions for Future Research 
 
Although condensation clustering proved to be successful, computationally it 
is extremely cumbersome to implement.  Moreover, it proved to be susceptible (albeit 
in a limited way) to many of the same problems that hinder normal clustering, namely 
the arbitrary specification of parameters.  Clustering the clusters has much potential, 
and was the original motivation for this thesis, but more needs to be known about the 
shape and characteristics of ‘cluster space’ before such techniques can be perfected.  
Little theory exists on the metric space of sets, and even less is known about the space 
of algorithmically-generated clusters.  It would be quite instructive to explore other 
properties of this space, as the author has done to a limited extent with λ  and  pD . 
It would also be relatively simple, and potentially quite useful, to extend the 
methodology of this thesis to ‘partition space,’ essentially raising all concepts by one 
more level of complexity.  Although this area is even less understood than the cluster 
space dealt with in this thesis, metrics do exist to measure distance between 
partitions[43].  It would not be difficult, for instance, to calculate  Dw (P , ) p ε  for an 
arbitrary partition Pw.  The discovery of a ‘prevalent partition’ could be extremely 
useful in subclassification experiments, as well as other forms of analysis that require 
a proper partition of the underlying data. 
Of course, the combination of different algorithms is limited by the algorithms 
themselves, and if the agglomerate of clustering configurations consistently misses 
the putative structure in the expression data, surely the synthesis of these 
configurations will miss the structure as well.  Fortunately, cluster analysis is but one 
technique among many used to analyze expression data.  The shotgun-then-synthesize    69
approach applied here to cluster analysis could potentially be quite useful in other 
arenas where parameter choices lead to similar variability.  This is not to say that 
brute force analysis should replace a rigorous one, but in data mining it is often the 
case that little theoretical guidance exists in choosing between different techniques of 
analysis.  In these situations, the synthesis of different approaches provides an 
attractive alternative to the bickering over which is best. 
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APPENDIX A:  SOURCES OF 
VARIABILITY AND INDETERMINACY 
IN THE CLUSTERING PROCESS 
 
As is alluded to throughout this thesis, there are many factors that influence 
the way in which data is divided into clusters.  The most obvious such factor is the 
choice of algorithm used to carry out the clustering.  However, even given an 
algorithm, there are other choices to make.  In a recent review article, 
Quackenbush[78] summarized the current state of microarray clustering: 
 
Although cluster analysis techniques are extremely powerful, great care must be 
taken in applying this family of techniques. Even though the methods used are 
objective in the sense that the algorithms are well defined and reproducible, they are 
still subjective in the sense that selecting different algorithms, different 
normalizations, or different distance metrics, will place different objects into 
different clusters. 
 
 
Here, I review the primary factors of this variability: 
 
(A.1)  The choice of clustering algorithm. 
(A.2)  The set of parameters used with the algorithm, including (but not 
limited to) the distance metric and linkage function. 
(A.3)  The input data 
 
The first two have been examined in the literature; to the author’s knowledge 
the third has never been explicitly studied. 
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A.1 Choice  of  Algorithm 
 
  In addition to the hierarchical and partitioning algorithms discussed in section 
4.2, a large number of clustering algorithms exist.  It has become a fad to design a 
new “and better” algorithm and give it a clever acronym: CLARA, PAM, BANG, 
STING, MAFIA, ROCK, CURE, SNOB, etc.  Some of these are extremely 
application-specific; others are general data mining tools.  In bioinformatics, new 
clustering algorithms are developed every year, yet none has emerged as a definitive 
standard.   
It is not the intent of this thesis to survey these algorithms.  The shotgun 
technique presented in Section 4.3 utilizes k-means and hierarchical clustering to 
produce a ‘robust’ collection of clusters on the data.  Arguably, the clusters from two 
algorithms are not as ‘robust’ as the clusters from ten or fifteen.  However, the 
implementation of each algorithm can be extremely time-consuming; moreover, it is 
not altogether clear that the addition of other algorithms would significantly affect the 
total collection of clusters after shotgun clustering.  Wu et al.’s [98] recent empirical 
study of many common algorithms substantiates this claim.  They tested an aggregate 
of ten common algorithms, and judged each algorithm based on its ability to generate 
putative patterns in the data.  The conclusion they drew was that many algorithms 
produce overlapping clusters, and certain combinations of algorithms produced 
clusters as informative as those produced by the entire aggregate (Figure A.1).  In 
particular, “[the combination of] top-10, hierarchical and k-means    78
clustering…provided global prediction accuracy rates as high as those for the full 
aggregate in our initial analysis.”
16 
 
 
Figure A.1:  Effect of algorithm on predictive accuracy.  Figure reproduced from [98].  The 
percentage of clusters with high external validity (‘consistent predictions’) decreases as the level of 
validity grows, i.e. few clusters are highly consistent.  The important thing to note is the relative 
performance of the different algorithms.  In particular, the combination of hierarchical, k –means, and 
Top 10 (H+K+Top10) performs nearly as well as the combination of all 8 algorithms (All). 
 
Why would this be the case?  One reason is that the proper tuning of other 
factors (discussed in the rest of this Appendix) can completely change the output of 
any given algorithm.  Another reason for the redundancy between algorithms noticed 
by Wu et al. lies in the fact that many algorithms are structurally quite similar.  For 
instance, the quite popular SOM algorithm, which was used famously on microarray 
data in [84] and [40], proceeds in a manner much like k-means (noted in [24, 57, 69, 
70, 98]).  Clustering with Self-Organizing Maps (see [61] for rigorous definition), 
requires the specification of k initial seeds, which are iteratively repositioned to form 
                                                 
16  Top-10 is a form of supervised clustering that is not suitable for group discovery, as it relies on a 
priori knowledge of the ‘important’ features of the data set (see [68]).    79
clusters.  The main difference is that SOM-clusters seek out the centers of density on 
a two-dimensional projection of the n-dimensional gene-space, instead of within the 
geometry of the space itself.  Why this leads to clusters that mimic k-means clusters 
has, to the author’s knowledge, not been addressed.  In general, it is extremely hard to 
analytically compare two clustering algorithms, as they tend to proceed in completely 
unrelated manners, often non-deterministically.  In place of an analytic understanding 
of the effect of such a transformation on the resulting partition, we rely on 
experimental results. 
 
K-means vs. Hierarchical 
 
Hierarchical algorithms can be divided into two main types:  agglomerative 
and divisive.  Agglomerative hierarchical algorithms generate the clustering hierarchy 
from the bottom up, iteratively joining the most similar clusters.  Divisive algorithms 
work from the top down, starting with a single cluster and then iteratively breaking 
off the most dissimilar samples.  Agglomerative hierarchical algorithms are much 
more commonly used in microarray experiments [39], and is the form stressed in this 
paper.  The hierarchy generated by agglomerative hierarchical clustering provides an 
effective means to visualize the layers of order in the microarray data.  Large-scale 
features appear first, and smaller details appear at lower levels of the hierarchy.   
However, this method does not adequately take into account the variety of ways in 
which expression profiles can be similar, especially as the size of the input vectors 
increases [84].  This is partially due to the fact that the placement of the breakpoint 
often has the effect of creating singleton clusters representing data outliers[65].  This    80
is especially the case in divisive hierarchical clustering, but even agglomerative 
hierarchical clustering has the tendency to create singleton clusters in the last few 
iterations of the algorithm (see Figure A.2). 
 
 
Figure A.2: Dendrogram with singleton clusters.  Note that if the breakpoint is drawn as indicated by 
the dotted line (b=0.5 or k=4), the result will be three singleton clusters and one massive cluster. 
 
The k-means algorithm does not produce a clustering hierarchy; objects are 
either clustered or not clustered, and within a cluster, all objects are equal.  However, 
k-means is generally more flexible than hierarchical clustering, since clusters aren’t 
set in stone until the very end. At each iteration, objects are reassigned to different 
clusters in an attempt to converge upon the lowest local minimum possible. 
Tibshirani et al. have found k-means clustering to produce tighter clusters than 
hierarchical[87], but this statement is not robust under different metrics and 
parameters.  Like hierarchical clustering, k-means clustering is sensitive to outliers 
[96], though the chance that clustering will be greatly affected by outliers is 
probabilistically related to the initial placement of the k seeds. 
As a last sidenote, k-means is computationally much more practical when 
working with large datasets.  Compared to the hierarchical algorithm, which takes    81
considerable optimization to bring down to time O(m
2log  m),  k-means can fairly 
easily be executed in time O(m), albeit with large constants. 
 
A.2 Choice  of  Parameters 
 
As Brazma and Vilo note, “the appropriateness of similarity measures has not 
been systematically explored and these measures are used on an ad-hoc basis.”[19] 
The similarity measure is just one of many parameters used in a clustering algorithm.  
Each parameter can drastically affect the final clusters.  The parameters reviewed 
here are: 
 
(A.2.1)     The distance metric d 
(A.2.2)     The Linkage function D 
(A.2.3)     Choice of k-value, and the placement of the seeds (for k-means) 
 
A.2.1 Distance  Metric 
 
  Both the partitioning and hierarchical algorithms require a means to determine 
the similarity/dissimilarity of two samples.  Since the samples are represented as 
vectors in n-dimensional space, a natural way to assess similarity is to use a distance 
metric  that measures distance between two n-dimensional vectors.  Typically, 
clustering uses distance metrics that assume convex clusters [43, 44], but this is not 
always the case.  The most commonly used measures are listed below; for more 
obscure metrics refer to [55].  For the following definitions, assume xi = {xi,1,…, xi,n} 
and xj = {xj,1,…, xj,n} are samples with n gene observations.    82
 
•  Euclidean (Straight-Line) Distance  
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•  Manhattan (Cityblock) Distance 
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•  LP-Norm Distance (a.k.a. Minkowski metric) 
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The Minkowksi metric generalizes the concept of Manhattan Distance (with 
P=1) and Euclidean Distance (with P=2).  One can show that, for LP-norm distance, 
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This latter quantity is known as the L∞–norm, also referred to as the 
Chebychev Distance.   
 
•  Pearson Correlation Coefficient
17 
                                                 
17 For comparison with equation (8.6), the computational expression for the Pearson coefficient is    83
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where 
ij xx σ denotes the covariance of xi and xj and 
i x σ denotes the standard deviation 
of xi. 
 
•  Cosine (Uncentered Correlation) Distance 
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  The cosine distance is essentially the same as the Pearson distance, but does 
not subtract the mean of each sample.  Geometrically, the cosine metric computes the 
included angle formed by the two normalized vector representations of samples xi and 
xj. 
 
In general, each distance metric defines an abstract metric space that forms the 
foundation for the subsequent cluster analysis.  Different spaces affect clustering in 
specific ways.  For instance, using large values of P in the LP-norm ‘contracts’ the 
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space, emphasizing small differences in expression across many genes over large 
differences in a few (Figure A.3).  Thus, as P grows the distance is increasingly 
dominated by those genes exhibiting the largest variability.  Such a distortion is quite 
relevant to microarray clustering, where the data is unreliable and contains many 
outliers [references].  Given the high probability of finding at least one outlier 
amongst the >10,000 measurements on a single microarray, using large values of P 
increases the likelihood that distance will be disproportionately based on erroneous 
measurements. 
By contrast, the correlation distances are relatively stable against outliers.   
The Pearson distance, for example, treats the samples as a series of random 
expression levels, and measures the strength of the linear relationship between two 
samples.  The metric is scale-invariant (i.e. ij i j (x , x )= ( x ,  x ) dd α α  for positiveα ), 
which can be advantageous when dealing with the fluctuations of microarray data.  At 
the same time, however, the Pearson distance does not satisfy the triangle inequality, 
and information about the magnitude of changes in the gene expression is ignored. 
  This limited analysis is merely intended to draw attention to the fact that each 
distance function measures a different aspect of the data.   Where as the LP-norm 
metrics are based on a geometrical measurement of distance, the correlation distances 
more directly measure similarity between samples, and are subsequently less sensitive 
to outliers [74].  However, no distance measure is inherently the ‘best.’  For example, 
the geometric metrics are used in [38, 75, 92], whereas correlation coefficients are 
used by in [6, 31, 77].  As Vilo has noted, “it has been generally acknowledged that    85
currently we do not know what is the most appropriate distance measure [in 
unsupervised analysis of microarray experiments].”[90] 
 
 
Figure A.3:  LP-norm distance spaces.  Geometric representation of different spaces.  Values of xi and 
xj are represented along the axes, and the contour lines represent equidistant measurements of d(xi, xj). 
As P increases, d(xi, xj) for a given xi, xj likewise increases.  More importantly, the difference between 
the different contour lines decreases. (i) L1, (ii) L2, (iii) L4, and (iv) L20.   
 
A.2.2  Linkage Function (hierarchical) 
 
  In the second phase of hierarchical clustering (discussed in section 3.2.1), 
clusters are merged based on the distance between them.  As is the case with the 
selection of distance function, there is no ‘best’ linkage function to use in hierarchical 
clustering.  “A significant problem with this approach,” D'Haeseleer writes, “is the 
variety of measures that can be used.”[25]  The most commonly-used linkage    86
functions are defined below, and visually depicted in Figure A.4.  For the definitions, 
assume C1={x1,…,xr} and C2 ={y1,…,ys} are clusters with the centroids  1 C  and  2 C  
(defined in equation (3.2)). 
 
•  Centroid Linkage (a.k.a. Unweighted Pair-Groups Method Centroid) :  
Distance between clusters equals the distance between the two centroids: 
 
  12 12 ( C C)  =   ( C C) D, d, (8.7) 
 
•  Average Linkage (a.k.a. Unweighted Pair-Groups Method Average) 
(used by [31, 84]): Distance between clusters equals the average distance between all 
possible pairs of samples belonging to different clusters: 
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•  Single Linkage (a.k.a. Nearest-Neighbor):  Similar to creating a 
minimum spanning tree, the distance between clusters equals the closest distance 
between two samples belonging to different clusters:  
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•  Complete Linkage (a.k.a. Furthest-Neighbor):  Distance between 
clusters equals the farthest distance between two samples belonging to different 
clusters:    87
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•  Ward Linkage (a.k.a. Minimum Variance):  Slightly different than the 
first two, distance between clusters is measured by the increase in the sum-of-squares 
that would occur by joining two clusters.  At each iteration, the two clusters 
minimizing this distance are merged.  The sum-of-squares is the sum of (squared 
Euclidean) distances from each point in a cluster to the cluster’s centroid: 
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Figure A.4 Graphical representation of different linkage functions.  a) Centroid linkage.  b) Average 
linkage.  The distance is the average of all possible inter-cluster distances.  c) Single linkage.   
d) Complete Linkage. 
 
Whereas single, complete, and average linkages are graph-theoretic, complete 
and Ward linkages are based on the geometry of the clusters. The effect of the linkage 
a)  b) 
d)  c)    88
function on clustering is as pronounced as the choice of distance metric.  For instance, 
single linkage has the tendency to contract the space between samples and thereby 
create long, thin clusters of different shapes[32].  This is due to the fact that, with 
single linkage, two large and dissimilar clusters can be “chained” together if there is a 
‘bridge’ of two similar samples.  Complete linkage, on the other hand, expands the 
space, identifying tight, compact “spherical” clusters[41].  However, complete 
linkage also has the tendency to skew the relative distance between clusters in favor 
of small clusters with fewer elements.  Both single and complete linkages are very 
sensitive to outliers in the data, in a manner analogous to LP-norm metrics with large 
values of P.  Centroid linkage is arguably the most intuitive assessment, since it uses 
the ‘representative’ element of each cluster to measure intercluster distance.   
However, centroid linkage has a major problem: the resulting dendrogram is not 
necessarily monotonic[73].  In other words, the distance between two merging 
clusters is not guaranteed to increase at each iteration, as the centroid can change 
locations.  When this occurs, sections of the dendrogram invert.  This results in a 
strange dendrogram which produces unnatural clusters when broken up later in the 
clustering process.  Average linkage falls somewhere in between complete and single, 
conserving the space between samples.  The non-monotonicity of centroid linkage is 
not a problem with average linkage. 
Ward linkage takes a different approach [91].  Instead of merging clusters 
with small distances, Ward linkage merges clusters when doing so will not increase 
the variance inside the cluster, forcing clusters to be compact (by definition) and 
isolated (by Huyghen’s theorem – see [74] p.71).  This results in very homogenous    89
clusters, but, as noted by [95], also tends to create clusters of the same size, a feature 
which may or may not be intrinsic to the dataset. 
 
A.2.3  Choice of k-value, and the placement of the seeds (for k-
means) 
 
As Goldstein[39] has noted, “when inferred clusters are supposed to represent 
some basic underlying biological process, the number of clusters represents an 
extremely important quantity.”  In unsupervised learning, this is a very unfortunate 
requirement.  After all, cluster analysis is often used in completely unsupervised 
situations, and quite often the user will have no clear picture of the number of 
partitions in the dataset.  In hierarchical clustering, the common intuition for placing 
the breakpoint, i.e. of where to draw the line on the dendrogram, is to look for large 
changes in the dissimilarity metric [74].  However, as is the case in Figure A.2, the 
dendrogram is often relatively continuous, with no obvious choice of a breakpoint.  
Though automated procedures do exist (cf. [27, 71]), the choices are extremely data-
dependent.  Moreover, even given the specification of the correct number of clusters, 
the many other sources of variability can cause the algorithm to fail to discover the 
actual partitioning of a data set[44]. 
In k-means clustering the need to specify a value of k is more important.  In 
hierarchical clustering the decision is merely one of specificity – one must decide 
how to define a cluster.  In k-means, on the other hand, the choice of k radically 
determines the way in which clusters will be shaped.  Choosing k to be 15 rather than 
16 will not merely merge two of the 16 clusters, as it would in hierarchical clustering,    90
it will restructure the clustering phase space.  Furthermore, k-means clustering is 
radically affected by the initial placement of the k seeds[18].  Usually, seeds are 
randomly chosen from the total data set, though more sophisticated techniques (e.g. 
selecting uniformly-positioned seeds) are sometimes used (for examples, see [1]).   
The k-means algorithm will always settle on a local minimum of dtot, but improper 
seed placement can cause this to be very far from the global minimum (Figure A.5).  
 
 
Figure A.5: Variability in k-means due to seed placement.  Figure reproduced from [96].  The figure 
represents four data points in two dimensions, clustered using k-means with k=2.  All six solutions are 
stable local minima of dtot, since each object {A,B} is closest to the centroid (+) of the cluster in which 
it was clustered.  However, only the two solutions on the left are true global minima of dtot. The 
solution reached by the algorithm depends on the initial placement of the seeds. 
 
A.3  Choice of Input Data 
 
In the beginning, microarrays were clustered using the entire expression 
profile of 7,000+ genes.  However, the disadvantages of this technique quickly    91
became apparent.  Such a large data set is computationally cumbersome, statistically 
ineffective, and biologically uninformative.  These reasons are discussed below. 
 
Biological Reasons to use Subsets of Genes 
 
From a practical standpoint, subsequent classification schemes developed 
from clustering structures will be much more intelligible if fewer genes are involved 
[16].  It is biologically disappointing if the main finding of an experiment is that 5000 
genes can distinguish between different forms of cancer.  If, however, two genes do 
the trick, then it is plausible that (a) the genes could be used clinically, and (b) the 
biological significance of those two genes could be deciphered. 
 
Computational Reasons to use Subsets of Genes 
 
In microarray experiments, the large quantity of data can be computationally 
prohibitive for some of the more common clustering algorithms, as space 
requirements grow quadratically in most implementations.  When computation is 
possible, the time complexity can require hours or days for large data sets.  As Ben-
Dor et al. noted, “selecting relatively small subsets of genes can drastically improve 
the performance [of subsequent clustering].”[10]  For practical purposes, it is often 
necessary to cluster based on subsets of the expression data. 
 
 
    92
Statistical Reasons to use Subsets of Genes 
 
The diagrams used to illustrate clustering in this and most other papers 
involve only two or three dimensions (cf. [44]).  This allows the reader to visually 
verify the expected clusters.  However, such diagrams are misleading, especially in 
microarray clustering, where the number of dimensions is typically three to four 
orders of magnitude greater.   In higher dimensions, the data points (samples) are 
inherently sparse[3].  Sparse, high-dimensional sparse data generally distorts distance 
measurements, which are fundamental to almost every form of cluster analysis.  For 
instance, Beyer et al. have demonstrated that, “as dimensionality increases…the 
contrast in distance [from a given data point] to different data points becomes 
nonexistent.”[14]  In particular, for single linkage, Beyer et al. demonstrate this 
finding in as few as 15 dimensions, in a wide variety of data distributions.  A further 
symptom of this curse of dimensionality, as it is called, is that outliers become 
disproportionately important.  In microarray experiments, where the number of 
replicates of each sample is small (and usually nonexistent) the noise contained in a 
chip can thus drown out signal strength[37].    
Beyond the curse of dimensionality, a major problem with using a large 
number of genes is the redundancy of information contained in an expression 
profile[54].  Wu et al.[98] have demonstrated that a supervised-but-automated 
classifier is most accurate using only 30 genes (compared to 10, 60, 100, 200, and 
1000), supporting their conclusion that “smaller clusters allow higher 
accuracy…these methods are based on global similarity of profiles and can miss 
associations among genes that are correlated over only a subset of conditions.”      93
Important biological information reflected in only a small subset of the genes can be 
outweighed by highly redundant large-scale patterns.  Though limiting the analysis to 
subsets of genes does not explicitly filter out redundant data, it reduces the likelihood 
that relatively large patterns will grossly outweigh smaller ones. 
 
Which Genes to Use? 
 
There are many reasons to avoid clustering based on the entire expression 
profile.  Yet there is no established technique to select a subset of genes for analysis.  
Though literally hundreds of studies have been devoted to identifying the optimal 
subset of genes for supervised discriminant analysis and the related task of feature 
selection (e.g., [8, 16, 23, 28, 29, 54, 82]), surprising little has been written about 
gene selection in unsupervised learning.  This stands in face of the fact that a 
significant amount of research is devoted to class discovery and other such 
unsupervised techniques (e.g., [4, 8, 40, 76]).  Typically, scientists choose criteria that 
they feel will reflect the ‘most relevant’ patterns in the data (e.g. large deviation, 
known function, etc.). The filtration criteria used in section 4.2 of this paper have all 
been used in at least one other experiment. 
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APPENDIX B:  IMPLEMENTATION 
 
  All code for this thesis was written in SQL and the Matlab programming 
language.  An MS Access database was used for data storage and retrieval, and 
Matlab v6.1 was used to run all statistical evaluations and generate most figures.  The 
ODBC standard and the Database Access Toolbox allowed for the transfer of data 
between these two platforms. 
Given the large amount of code written for this thesis, it would be impossible 
to include a full compendium.  Instead, the author has included particularly important 
sections of code (or pseudo-code, if it is easier).  In the code I reference many 
functions, only a few of which are included.  The ones included will be marked with 
bold lettering.  Confusing sections of Matlab code that are particularly syntax-
specific have been removed, as have various error catching mechanisms, etc.  For this 
reason, some of the code will not run as-is. 
 
B.1 Overview 
 
  This appendix is broken down into sections, corresponding to chapters in the 
body of the thesis.  Most of the modules are self-sufficient and easy to comprehend.  
However, it is necessary that the reader have some understanding of what is done in 
SQL and what is done in Matlab.  For this reason, below I give a pseudo-code 
overview of the steps involved in shotgun clustering.  A quick read of this section will 
make the rest of the code in this appendix significantly more transparent.      95
 
Code B1.1: Pseudo-code for general program flow (shotgun clustering) 
 
(1)  Connect to database.  The database access toolbox allows Matlab to 
select and insert data over an ODBC connection.  SQL queries are 
written as strings in Matlab. 
(2)  Define an SQL Query to retrieve information about how to conduct 
shotgun clustering.  No important information is stored in Matlab or 
in memory.  All information that needs to be retained is entered into 
the database.  In this case, the data retrieved is global “trial” 
parameters (e.g. which patients to include, which algorithms to use). 
(3)  Execute SQL query and store the results in Matlab arrays and 
matrices.  This is the data structure that defines a “trial”: 
tdat = {Include_Genes, Set_Clustering, Patients, Genes, Condensation, 
Min_Size, Use_Shot_H, Use_Shot_K, Kvals, Min_Condensation} 
(4)  Process this data structure in Matlab.  Within the tdat structure is 
all the necessary information to do shotgun clustering; however, 
many of the field values are actually function calls.  For instance, 
genes is a structure that stores executable matlab code (linked to 
the GENES field of the TRIALS table).  This executable code is 
typically a call to filtergenes or randomgenes, which will in 
turn retrieve GENE_IDs from the GENES table that meet certain 
criteria. 
(5)  Using information in tdat, construct a SQL query to retrieve the m 
x n matrix X and store it in Matlab. 
(6)  Run shotgun clustering (do_shotgenes) on this matrix. 
(7)  Convert the results into unique rows that will be inserted into the 
table CLUSTER_RESULTS with ITERATION=1 and insert the 
rows into the database. 
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B.2  Database Schema and Code 
 
 
 
Figure B.1: Database Schema.  Primary keys are indicated in bold.    97
 
 
Code B2.1: Typical Database Retrieval Function 
 
function cr = getsetclusters(trial, iteration) 
 
%   Read collection Ii from CLUSTER_RESULTS table 
%   cr is an array of cells with fields <algs> and <pats> 
 
    logintimeout(10); 
    conn = database('buenodata', '', ''); 
    setdbprefs({'DataReturnFormat', 'ErrorHandling'}, 
                                  {'numeric','report'}); 
     
    selectQ =   'SELECT Patient_ID, Algorithm_ID, Cluster'; 
    fromQ =     ' FROM CLUSTER_RESULTS'; 
    whereQ =    [' WHERE Trial = ', num2str(trial), ... 
                   ' AND Iteration = ', num2str(iteration)]; 
     
    query = [selectQ, fromQ, whereQ]; 
    curs = exec(conn, query); 
    curs = fetch(curs); 
     
    raw_dat = curs.Data; 
    [num_rows, three] = size(raw_dat); 
 
%   allocate space in the list 
    maxes = max(raw_dat); 
    num_clus = maxes(1,3); 
    cr{num_clus} = []; 
     
    for r = 1:num_rows 
%   raw_dat(r,1) is the patient_ID 
%   raw_dat(r,3) is the clus # for the algorithm raw_dat(r,2) 
      if isstruct(cr{raw_dat(r,3)}) == 1 
        cr{raw_dat(r,3)}.pats = [cr{raw_dat(r,3)}.pats, raw_dat(r,1)]; 
        cr{raw_dat(r,3)}.algs = [cr{raw_dat(r,3)}.algs, raw_dat(r,2)]; 
      else 
        cr{raw_dat(r,3)}.pats = raw_dat(r,1); 
        cr{raw_dat(r,3)}.algs = raw_dat(r,2);             
      end 
    end 
     
    close(curs); 
    close(conn); 
    clear curs; 
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Code B2.2: Typical Database Export Function 
 
function exp2db(myData, trial, iteration) 
 
%   write <myData> to the CLUSTER_RESULTS table. 
%   <myData> must be of the form  
%   [Patient_ID, Algorithm_ID, Cluster, Group_ID]. 
%   <Trial> and <Iteration> must be defined such that duplicate records  
%   will not be created in the CLUSTER_RESTULTS table.  Otherwise, a  
%   General error will occur in database/exec 
 
    colnames = {'Patient_ID', 'Algorithm_ID', 'Cluster', 'Group_ID', 
                      'Trial','Iteration'}; 
     
    conn = database('buenodata', '', ''); 
    setdbprefs({'DataReturnFormat', 'ErrorHandling'},... 
     
%   concatenate the trial and iteration information 
    tr_it=[]; 
    [a,b] = size(myData); 
         
    for i=1:a 
        tr_it = [tr_it;trial, iteration]; 
    end 
    newData = [myData, tr_it]; 
 
    insert(conn, 'CLUSTER_RESULTS', colnames, newData); 
    close(conn); 
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B.3 Shotgun  Stage 
 
Code B3.1: Top-level  Shotgun Clustering Delegation Function   
 
function s = do_shotgenes(trial, minclustersize, expats, genesets, ... 
                kvals, useH, useK) 
  
 %   based on values in TRIALS table (retrieved by fcn run_trial), this  
 %   delegates clustering to the appropriate functions 
 
    if (gettrialexists(trial)==1) 
        ['trial already exists.  exiting...'], return; 
    end 
 
%   update TRIAL_PATIENTS table 
    settrialpats(trial, expats); 
 
%   update TRIAL_GENES table 
    ngenesets = length(genesets) 
    for i=1:ngenesets 
        settrialmultigenes(trial, i, genesets{i}); 
    end 
    numgroups = gettrialgenegroups(trial) 
         
%   Run shotgun clustering, m is a strange Matlab structure 
    [m, groups] = shot_bygenes(trial, kvals, useH, useK); 
     
    pats = gettrialpats(trial); 
%   convert m into a structure for insertion into CLUSTER_RESULTS 
    cr = conv_h(m,pats, minclustersize, groups); 
 
%   add data to database     
    exp2db(cr, trial, 1); 
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Code B3.2: Matlab code to filter genes 
 
function l = sgenessubsets(condition, c1, c2); 
 
%   sgenessubsets uses a helper function SELECTGENES that dynamically 
%   creates a SQL query to select the genes meeting condition(c1, c2) 
%   for example, if condition=='avgbetween', SQL is: 
%     SELECT EXP_LEVELS.Gene_ID FROM EXP_LEVELS  
%     GROUP BY EXP_LEVELS.Gene_ID 
%     HAVING (Avg(EXP_LEVELS.Level)> c1 AND (Avg(EXP_LEVELS.Level)< c2 
%   possible parameters to selectgenes are: 
%     min, max, between, stdabove, stdbelow, stdbetween,... 
 
    if nargin==2 
        geneIDs = selectgenes(condition, c1); 
    elseif nargin==3 
        geneIDs = selectgenes(condition, c1, c2); 
    end 
     
    ngenes = length(geneIDs); 
%   divide all genes into subsets of these cardinalities  
    subsetsizes=[10, 50, 500]; 
     
%   make sure we have enough genes to fill all sets 
    if max(subsetsizes)>ngenes,  
          error('SGENESSUBSETS: not enough genes!'), return; 
    end 
     
    for i=1:length(subsetsizes) 
%       generate a random list of indices 
        rlist = randperm(ngenes); 
%       allocate memory 
        mycardinality = subsetsizes(1,i); 
        rgenelist=zeros(1,mycardinality); 
%       use rlist as random indices into geneIDs 
        for j=1:mycardinality 
            rgenelist(1,j)=geneIDs(rlist(j),1); 
        end 
%       store the answer and loop 
        l{i}=rgenelist; 
    end 
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B.4  Consistency and Prevalence 
 
Code B4.1: Pseudo-Code for calculating  () λ Ω  
//Step 1: calculate  () Ω U  
//use bits to “check off” each non-unique cluster 
bits = array of ones of length  Ω  
for i= 1 to  Ω { 
//check to see if Ci is known to be non-unique 
if bits[i]==0{ 
continue (to i=i+1);  
} 
else{ 
for j = (i+1) to  Ω { 
  if bits[j]==1 && Ci==Cj { 
//Ci and Cj are not unique 
  bits[i]=0; 
  bits[j]=0; 
} 
} 
} 
} 
 
() Ω U  = sum(bits); 
 
()
()  =   λ
Ω
Ω
Ω
U
, as defined 
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B.5 Condensation  Stage 
 
Code B5.1: Main Condensation Clustering Routine 
 
function s = do_shotgenes(trial, minclustersize, τ , 
    maxits, setclustype, minCondensation) 
 
%   retrieve shotgun clusters from the CLUSTER_RESULTS table 
    s{1} = getshotclusters(trial); 
     
%   calculate centroids, if necessary 
    if (setclustype(1)=='c') 
        genes = sort(gettrialmultigenesintersection(trial)); 
        [dat, pats] = getdata(pats, genes); 
    end 
 
%   multiset clustering occurs maxits times, or until convergence 
    for i=1:maxits 
%   based on value in TRIALS table, do appropriate multiset clustering 
        switch setclustype 
        case 'kmeans' 
            sclus = ksetclus(s{i}, τ ); 
        case 'heirarchical' 
            sclus = hsetclus(s{i}, τ ); 
        case 'centroid' 
            sclus = csetclus(s{i}, τ , dat, pats); 
        otherwise 
            error('unrecognized setcluster type'); 
        end 
 
%   store results in database 
        exp2db(sclus, trial, (i+1)); 
 
%   retrieve results from database (same form as getshotclusters) 
        s{i+1} = getsetclusters(trial,(i+1)); 
 
        if (length(s{i+1})<3) 
%   don’t reduce to fewer than two clusters 
            return; 
        end 
    end 
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Code B5.2: Multiset Hierarchical Clustering 
 
function cluster_results = hsetclus(s, τ ) 
 
%   setclus transforms a list of clusters into a matrix with columns 
%   [Patient_ID, Algorithm_ID, Cluster, Group_ID] 
%   The input s is the data structure generated by getclusterresults, 
%   i.e. it is an array of structs with fields <pats> and <alg>  
%   The second input is the condensation factor τ  
 
    numrows = length(s); 
 
%   useD to calculate dissimilarity matrix 
    sdist = calcsetdists(s); 
     
%    use (e.g.) Ward linkage to generate hierarchical stucture 
    slink = linkage(sdist, 'ward'); 
     
    k_value = floor(numrows/τ ); 
    if (k_value<2) 
        ['  can''t have fewer than 2 clusters, using 2...'] 
        k_value = 2; 
    end 
 
%   break dendrogram at the point necessary to create k_value clusters 
    cl = cluster(slink,k_value); 
 
%   convert output so it can be exported into dbase with exp2db 
    cluster_results = []; 
         
    for i = 1:numrows 
%       every patient in row i of s is in the cluster denoted by cl[i] 
        clus = cl(i, 1); 
        numpats = length(s{i}.pats); 
        for p = 1:numpats 
          cluster_results =  
            [cluster_results; s{i}.pats(1,p), s{i}.algs(1,p), clus, -1]; 
        end 
    end 
 
 
Code B5.3: Pseudo-code to calculate  ( ) p q ,    D    
 
D=0 
for α =1 to m { 
  D =D  + abs(
p
p
(, x ) card α  
 
-
q
q
(, x ) card α  
 
) 
} 
 
return D /2 
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B.6  Results & Visualization 
 
Code B6.1: Matlab code to randomly rearrange a matrix (for Rand1) 
 
function shuffledX = reshuffle(X,ntimes) 
 
    [m,n]=size(X); 
    for i=1:ntimes 
  %   reorder each row one at a time 
        for r=1:m 
            X(r,:) = X(r, randperm(n)); 
        end 
  %   reorder each column one at a time 
        for c=1:n 
            X(:,c) = X(randperm(m),c); 
        end     
    end 
shuffledX = X; 
 
 
 
Code B6.2: Matlab code to randomly generate sets (for Rand2) 
 
function parts = randompartitions(kvals, numperkval) 
 
%   for each kval in kvals, returns numperkval different partitions 
%   retrieve the list of all patients from PATIENTS table 
    pats = gettrialpats(3); 
    npats = length(pats); 
 
    cnt=0; 
    for k=kvals 
        for npk=1:numperkval 
%           memory allocation stuff 
            clear rs; 
            rs{k} = []; 
%           randomly assign each patient to a cluster 
            for p = pats 
                c = ceil(rand*k); 
                rs{c} = [rs{c}, p]; 
            end 
%           add the new partition (rs) to the list of partitions            
            for i=1:length(rs) 
                cnt = cnt+1; 
                parts{cnt}.pats = rs{i}; 
            end 
        end 
    end 
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Code B6.3: Calculate normalized multisets and display heatmap 
 
function [mems, pats] = memberships(trial, iteration, memtype, graphtype) 
 
%   returns a matrix of percent memberships, and a list of patients 
%   if graphtype = 'colormap', or 'mesh', or 'surf', displays graph 
%   if memtype = 'bypatient', normalization is by column 
%   if memtype = 'bycluster', normalization is by row 
 
%   get a list of the relevant patients 
    pats = gettrialpats(trial); 
    npats = length(pats); 
 
%   get a list of the relevant algorithms 
    algs = getalgs(trial); 
    nalgs = length(algs); 
 
%   retrieve data from CLUSTER_RESULTS 
    s = getclusters(trial, iteration); 
    nclus_it = length(s); 
 
    mems(npats,nclus_it) = 0; 
     
    switch memtype 
    case 'bypatient' 
        for pat = pats 
            pcount = patcount(trial, pat); 
            for clus = 1:nclus_it 
                mems(pat, clus) =  
                   (numoccurrences(pat, s{clus}.pats) / pcount); 
            end 
        end 
    case 'bycluster' 
        for clus = 1:nclus_it 
            clength = length(s{clus}.pats); 
            for pat = pats 
                mems(pat, clus) =  
                   (numoccurrences(pat, s{clus}.pats) / clength); 
            end 
        end 
     
    if (nargin>3) 
%   make the heatmap using the matrix just calculated (mems) 
    switch graphtype 
        case 'colormap' 
            [m,n] = size(mems); 
%           the weird stuff adds a dummy row on the top and right  
            pcolor(1:(n+1),1:(m+1),[mems, zeros(m,1); zeros(1,n+1)]); 
            shading flat; 
            colorbar; 
        case 'mesh' 
            [m,n] = size(mems); 
            mesh(1:n,1:m,mems); 
        case 'surf' 
            [m,n] = size(mems); 
            surf(1:n,1:m,mems); 
        end 
 end 
 
 