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We show that the problem of whether the ﬁxed point of a
morphism avoids Abelian k-powers is decidable under rather
general conditions, the most important being that the frequency
matrix M of the morphism be invertible and that |M−1| < 1, where
| · | denotes a certain matrix norm.
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1. Introduction
Let Σ be a ﬁnite alphabet. Consider the following decision problem:
Given a morphism h : Σ∗ → Σ∗ with an inﬁnite ﬁxed point w and an integer k  2, determine if w is
k-power free.
The decidability of this problem has been well studied. For instance, Berstel [3] showed that over
a ternary alphabet, there is an algorithm to determine if w is squarefree. Similarly, Karhumäki [9]
showed that over a binary alphabet, there is an algorithm to determine if w is cubefree. The problem
was solved in general by Mignosi and Séébold [14], who showed that there exists an algorithm for
this problem for all alphabet sizes and all k. (See also the work of Krieger [12] for extensions to
fractional repetitions.)
The related problem of determining if a morphism is k-power free (i.e., maps k-power free words
to k-power free words) has also been examined previously. This is not quite the same question as
that posed above, since it is possible for a morphism to generate a k-power free word without being
k-power free. Richomme and Wlazinski [17] proved that there exists a word w of length 24 such
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Séébold [16] for further results in this direction.
In this paper we consider the analogue for Abelian k-power freeness of the decision problem given
above. In particular, we show that for morphisms h satisfying certain rather general conditions, the
following problem is decidable.
Given a morphism h : Σ∗ → Σ∗ with an inﬁnite ﬁxed point w and an integer k  2, determine if w is
Abelian k-power free.
Dekking [6] provided suﬃcient conditions for a morphism h to be Abelian k-power free (i.e., h maps
Abelian k-power free words to Abelian k-power free words). Carpi [4] showed the existence of an
algorithm to decide if a morphism satisfying certain technical conditions is Abelian squarefree. Our
decision procedure for the problem stated above is based on the idea of “templates” used in [1]
and [2]. The same idea also appears in the recent work of [5].
2. Preliminaries
We freely use the usual notations of combinatorics on words and formal language theory. (See for
example [7,13].) Fix positive integer m and alphabet Σ = {1,2, . . . ,m}. We use Z to denote the set
of integers, and Zn to denote the set of 1 × n matrices (i.e. row vectors) with integer entries. For
u, v ∈ Σ∗ we write u ∼ v if u and v are anagrams of each other, that is, if |u|a = |v|a for all a ∈ Σ .
We deﬁne the Parikh map ψ : Σ∗ → Zm by
ψ(w) = [|w|1, |w|2, . . . , |w|m], w ∈ Σ∗.
In other words, ψ(w) is a row vector which counts the frequencies of 1,2, . . . ,m in w . For w, v ∈ Σ∗
we have w ∼ v exactly when ψ(w) = ψ(v). Let k be a positive integer. An Abelian k-power is a non-
empty word of the form X1X2 · · · Xk where Xi ∼ Xi+1, 1 i  k − 1.
Let a morphism μ : Σ∗ → Σ∗ be ﬁxed. It will be convenient and natural for us to make some
assumptions on μ:
μ(1) = 1x, for some x ∈ Σ+, (1)∣∣μ(a)∣∣> 1, for all a ∈ Σ. (2)
It follows that if u ∈ Σ∗ , then |u| |μ(u)|/2.
The frequency matrix of μ is the m × m matrix M such that Mi, j = |μ(i)| j . The ith row of M is
thus the Parikh vector of μ(i). For w ∈ Σ∗ we have
ψ
(
μ(w)
)= ψ(w)M.
We will need some matrix theory. A standard reference is [8, Chapter 5]. An induced norm on matri-
ces of Rm×m is given by
|M| = sup
v∈Rm
v =0
|vM|
|v|
where |v| is the usual Euclidean length of vector v .2 We make the additional restriction on μ that M
is non-singular and that |M−1| < 1.
Let
L = {w: uwv ∈ μn(1) for some positive integer n, some words u, v}.
2 The results in this paper hold for any induced norm, but the computation performed in Section 5 was done using the norm
induced by the Euclidean length of v .
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each word of L is a factor of a word of μ(L). Let N = maxa∈Σ |μ(a)|.
Lemma 1. If w ∈ L and |w| N − 1 then we can write
w = A′′μ(b)C ′
such that A′′ is a (possibly empty) suﬃx ofμ(a) and C ′ is a (possibly empty) preﬁx ofμ(c) for some a,b, c ∈ Σ .
Proof. The alternative is that w is an interior factor of some word of μ(Σ), forcing |w| N − 2. 
3. Ancestors and k-templates
Let k be a positive integer. A k-template is a (2k)-tuple
t = [a1,a2, . . . ,ak+1,d1,d2, . . . ,dk−1]
where the ai ∈ {,1,2, . . . ,m} and the di ∈ Zm . We say that a word w realizes k-template t if a non-
empty factor I of w has the form
I = a1X1a2X2a3 · · ·ak Xkak+1
where ψ(Xi+1) − ψ(Xi) = di , i = 1,2, . . . ,k − 1. Call I an instance of t .
Remark 1. Note that a word I may be an instance of more than one template. For example, let
m = 2, Σ = {1,2} and consider the word I = 1221. Then I is an instance of [1,2, , [1,−1]], since
I = a1X1a2X2a3, where a1 = 1, X1 = 2, a2 = 2, X2 = 1, and a3 =  . However, I is also an instance of
[, , , 0], since I = a1X1a2X2a3, where a1 = a2 = a3 =  , X1 = 12, and X2 = 21.
Remark 2. The particular k-template
Tk = [, , . . . , , 0, 0, . . . , 0]
will be of interest. Word I is an instance of Tk if and only if I has the form
I = X1X2 · · · Xk
where ψ(Xi+1) = ψ(Xi), i = 1,2, . . . ,k − 1; in other words, if and only if I is an Abelian k-power.
Let
t1 = [a1,a2, . . . ,ak+1,d1,d2, . . . ,dk−1]
and
t2 = [A1, A2, . . . , Ak+1, D1, D2, . . . , Dk−1]
be k-templates. We say that t2 is a parent of t1 if
μ(Ai) = a′iaia′′i for some words a′i,a′′i
while
ψ
(
a′′i+1a
′
i+2
)− ψ(a′′i a′i+1)+ DiM = di, 1 i  k. (3)
Lemma 2 (Parent lemma). Suppose that w ∈ Σ∗ realizes t2 . Then μ(w) realizes t1 .
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I = A1Y1A2Y2 · · · AkYk Ak+1
where ψ(Yi+1) − ψ(Yi) = Di . For each i, write μ(Ai) = a′iaia′′i and let Xi = a′′i μ(Yi)a′i+1. Then
μ(I) = a′1a1X1a2X2 · · · Xk−1ak Xkak+1a′′k+1
and for each i,
ψ(Xi+1) − ψ(Xi) = ψ
(
a′′i+1μ(Yi+1)a
′
i+2
)− ψ(a′′i μ(Yi)a′i+1)
= ψ(a′′i+1a′i+2)− ψ(a′′i a′i+1)+ ψ(μ(Yi+1))− ψ(μ(Yi))
= ψ(a′′i+1a′i+2)− ψ(a′′i a′i+1)+ (ψ(Yi+1) − ψ(Yi))M
= ψ(a′′i+1a′i+2)− ψ(a′′i a′i+1)+ DiM
= di, by (3)
and μ(w) contains the instance a1X1a2X2 · · · Xkak+1 of t1. 
Lemma 3. Given a k-template t1 , we may calculate all of its parents.
Proof. The set of candidates for the Ai in a parent, and hence for the a′i,a
′′
i is ﬁnite, and may be
searched exhaustively. Since M is non-singular, a choice of values for a′i,a
′′
i , together with given values
di , determines the Di by (3). 
Remark 3. Note that not all computed values for Di may be in Zm; some k-templates may have no
parents.
Rewriting (3),
Di =
(
di + ψ
(
a′′i a
′
i+1
)− ψ(a′′i+1a′i+2))M−1.
Since the a′i,a
′′
i are factors of words of μ(Σ), there are ﬁnitely many possibilities for c = ψ(a′′i a′i+1)−
ψ(a′′i+1a
′
i+2). Let C be the (ﬁnite) set of possible values for c.
Let ancestor be the transitive closure of the parent relation. The Di vectors in any ancestor of
k-template Tk will have the form
Di = cqM−q + cq−1Mq−1 + · · · + c1M−1 + c0, c j ∈ C, j = 0, . . . ,q.
Let c∗ = max{|c|: c ∈ C} and let r = c∗/(1− |M−1|). We have
|Di| =
∣∣cqM−q + cq−1Mq−1 + · · · + c1M−1 + c0∣∣

∣∣cqM−q∣∣+ ∣∣cq−1Mq−1∣∣+ · · · + ∣∣c1M−1∣∣+ |c0| (triangle inequality)
 |cq|
∣∣M−q∣∣+ |cq−1|∣∣Mq−1∣∣+ · · · + |c1|∣∣M−1∣∣+ |c0| (property of the induced norm)
 |cq|
∣∣M−1∣∣q + |cq−1|∣∣M−1∣∣q−1 + · · · + |c1|∣∣M−1∣∣+ |c0| (submultiplicativity)
 c∗
∣∣M−1∣∣q + c∗∣∣M−1∣∣q−1 + · · · + c∗∣∣M−1∣∣+ c∗
 c∗
∞∑
i=0
∣∣M−1∣∣i (since ∣∣M−1∣∣< 1)
= c
∗
1− |M−1|
= r.
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in Zn .
Lemma 4. Template Tk has ﬁnitely many ancestors.
Proof. There are ﬁnitely many choices for the Ai ∈ {,1,2, . . . ,m} and the Di in any ancestor. 
Lemma 5 (Inverse parent lemma). Suppose that I is a factor of μω(1) which is an instance of t1 , and |I| >
N + k − 1 + (k − 1)[N − 2 + mk]. Then for some parent t2 of t1 , μω(1) contains a factor J which is an
instance of t2 , and such that |J | < |I|.
Proof. Suppose that in k-template t1 we have 
maxi |di | = . Let I be an instance of t1,
I = a1X1a2X2a3 · · ·ak Xkak+1
where ψ(Xi+1) − ψ(Xi) = di , i = 1,2, . . . ,k − 1.
If i > j, we have
|Xi| − |X j| =
m∑
n=1
(|Xi |n − |X j|n)
=
m∑
n=1
i− j∑
q=1
(|X j+q|n − |X j+q−1|n)
=
m∑
n=1
i− j∑
q=1
(
ψ(X j+q)(n) − ψ(X j+q−1)(n)
)

m∑
n=1
i− j∑
q=1

mk.
This can be argued with the opposite inequality, showing in total that∣∣|Xi | − |X j|∣∣mk.
If for some i we have |Xi|  N − 2, then for 1  j  k we have |X j|  N − 2 + mk. The greatest
possible length of I would then be
|Xi| +
k+1∑
j=1
|a j| +
∑
j =i
|X j| N − 2+ k + 1+ (k − 2)(N − 2+mk).
If |I| > N + k − 1+ (k − 2)(N − 2+mk) then for each i we have |Xi | > N − 2 and repeatedly using
Lemma 1 we can write
I = a1X1a2X2a3 · · ·ak Xkak+1
= a1a′′1μ(Y1)a′2a2a′′2μ(Y2)a′3 · · ·a′′kμ(Yk)a′k+1ak+1
where J = A1Y1 · · · AkYk Ak+1 is a factor of μω(1), μ(Ai) = a′iaia′′i for each i and Xi = a′′i μ(Yi)a′i+1.
It follows that parent t2 of t1 is realized by a factor of μω(1); moreover, instance J of t2 satisﬁes
|J | < |I|/2. 
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Our main theorem is:
Theorem 6. Let μ be a morphism on {1,2, . . . ,m} and M the frequency matrix of μ. Suppose that
μ(1) = 1x, for some x ∈ Σ+,∣∣μ(a)∣∣> 1, for all a ∈ Σ,∣∣M−1∣∣< 1
and M is non-singular. It is decidable whether μω(1) is Abelian k-power free.
Proof. Calculate the set T of ancestors of Tk . By Lemma 4 this set is ﬁnite. Word μω(1) con-
tains an Abelian k-power iff an instance of one of these ancestors is a factor of μω(1). For each
t = [a1,a2, . . . ,ak+1,d1,d2, . . . ,dk−1] ∈ T , let Dt = {d1,d2, . . . ,dk−1}. Let D = ⋃t∈T Dt , and let  =
maxd∈D |d|. As per Lemma 5, the shortest instance (if any) in μω(1) of a template of T has length
at most N + k − 2 + (k − 2)(N − 2 + mk). We therefore generate all the factors of μω(1) of this
length, and test whether any contains an instance of one of these ancestors. 
5. Example
In the case m = 3, k = 3, Dekking showed that the ﬁxed point of μ contains no Abelian 3-powers,
where
μ(1) = 1123,
μ(2) = 133,
μ(3) = 223.
His method of proof was elegant, but somewhat particular to his morphisms (the morphism μ above,
and a binary morphism generating a ﬁxed point avoiding Abelian 4-powers).
Here N = 4. We have
M =
[2 1 1
1 0 2
0 2 1
]
which is non-singular. A calculation with Lagrange multipliers shows that |M−1| ≈ 0.7236 < 1.
Applying the approach given in our theorem, computing in the SAGE environment, we ﬁnd that
T3 = [, , , , 0, 0] has 1293 parents and no “grandparents”. Since T3 is an ancestor of itself, there
are 1294 ancestors in T . Examining these ancestors, we ﬁnd that  = 2. We therefore test the factors
of μω(1) of length N + k − 2 + (k − 2)(N − 2 +mk) = 25. None of these contains an instance of a
template in T . This gives an alternate, mechanical proof of Dekking’s result.
The matrices for both of Dekking’s morphisms, for Pleasants’ morphism and for Keränen’s mor-
phism [6,15,10] are invertible and satisfy |M−1| < 1 as well as our conditions (1) and (2). It follows
that the results of these different authors could also be proved via the approach of the present paper.
6. Future work
Keränen [10,11] has constructed an Abelian 2-power free quaternary word which is the ﬁxed point
of a cyclic 85-uniform morphism. His exhaustive searches have shown that this is the shortest cyclic
uniform morphism which works. One would hope that much shorter, if less symmetric, morphisms
exist. The result contained here suggests a new exhaustive search, considering shorter, not necessarily
symmetric morphisms. The hope is that a better proof of the existence of inﬁnite quaternary words
avoiding Abelian 2-powers will result.
948 J.D. Currie, N. Rampersad / Journal of Combinatorial Theory, Series A 119 (2012) 942–948It may also be of interest to examine the properties of morphisms that generate Abelian k-power
free words without themselves being k-power free morphisms; i.e., to examine in the Abelian context
some of the questions studied in [16].
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