Abstract-Synchronous CDMA systems whose transmission bandwidth is quantified through the fractional out-of-band energy (FOBE) constraint are considered. Either a conventional matched filter (MF) receiver or a minimum mean-square error (MMSE) receiver is employed for users' data detection. The total squared correlation (TSC) and the total mean-square error (TMSE) are proposed as the performance parameters for the MF and MMSE receivers respectively. These parameters need to be minimized in order to maximize the signal-to-interference ratios (SIR's) at the receivers' outputs. For a given FOBE bandwidth constraint, the sets of signature waveforms that minimize either TSC or TMSE are obtained from the prolate spheroidal wave functions (PSWFs). Furthermore, if the number of users is the size of a Hadamard matrix, then optimal signature waveforms can be obtained to maximize the individual SIR for every user. Due to the complicated nature of the PSWFs, simplified MF and MMSE receivers based on the Walsh signal space are developed.
I. INTRODUCTION
A N IMPORTANT problem in the design of a multiple-access communication system is how to use limited resources such as power and bandwidth most efficiently in order to meet a given quality-of-service requirement. In a code-division multiple access (CDMA) system with perfect power control, the major limitation in performance is due to multiple-access interference (MAI) . This interference is the result of correlation among users' signature waveforms and it can be minimized (or eliminated) by designing signature sets with low (or zero) correlation values. The existence of signature waveforms with good correlation property depends heavily on the available bandwidth of the systems. On the other hand, the MAI can also be eliminated or alleviated if the receiver takes into account the correlation properties of the signature set. This is the topic of multiuser receiver design which has received a considerable research effort in recent years (see [1] and the references therein). It should be noted that any multiuser receiver is derived for an arbitrary set of signature waveforms and its performance still depends on the correlation properties of these waveforms. Consequently, it is possible to design good sets of signature waveforms for each specific type of multiuser receiver.
A conventional approach in designing signature waveforms is to explicitly assume that they are linear combinations of some orthonormal basis functions, where the linear combinations are governed by the corresponding signature sequences. The most popular and simplest set of orthonormal basis functions is the set of delayed versions of some time-limited chip waveform [1] . Under this approach, signature waveform design is essentially signature sequence design. In [2] and [3] , the optimal signature sequences are identified to be the Welch bound equality (WBE) sequences which satisfy the Welch's bound on the sum of the squared cross correlations of unit energy sequences [4] . The performance measure in [2] is the the sum capacity of a multiuser synchronous CDMA system, whereas the network capacity, i.e., the maximum number of users that can be accommodated in a system, is the performance criterion in [3] . In [3] , the receiver is either the minimum mean-square error (MMSE) receiver or the conventional matched filter (MF) receiver. Since the bandwidth measure is not explicitly specified in both [2] and [3] but rather through the dimension of the signature space, the signature waveforms constructed from WBE sequences in [2] and [3] are not optimal in a bandwidth-constrained CDMA system.
A fundamental property of a CDMA system is that the bandwidth (or the signalling rate) of the data sequences is much smaller than that of the spreading signals (i.e., the signature waveforms). Thus, when the user's data symbols are equally likely, statistically independent from each other and from the other user's data symbols, the transmission bandwidth of a CDMA system is determined by the bandwidth of the signature waveforms.
Two important families of signature waveforms are the family of band-limited waveforms and the family of time-limited waveforms. Strictly speaking, both the band-limited and time-limited waveforms can only be approximately realized in practice. This is because all strictly band-limited waveforms are infinite in duration, whereas all strictly time-limited waveforms are infinite in bandwidth. Despite this fact, the mathematical models of both strictly band-limited and strictly time-limited waveforms are widely used in the literature.
As mentioned above, the bandwidth of a time-limited signature waveform is not finite. To account for the bandwidth of a time-limited waveform, a bandwidth definition is required. There is no universally accepted definition of bandwidth for time-limited signals. Among many bandwidth measures found in the literature [5] , the root-mean-square (rms) and the fractional out-of-band energy (FOBE) bandwidth measures are the most popular ones. The rms bandwidth is defined as the square root of the second moment of the energy spectral density of the signals. An attractive feature of the rms bandwidth is that it is mathematically tractable, but this bandwidth definition does not result in a sensible measure in many cases (for example, the rms bandwidth of a discontinuous signal is infinite). The FOBE bandwidth is defined by requiring that a specific amount of the signal energy is contained in the occupied band. Clearly, this bandwidth measure is more meaningful than the rms measure. In fact the FOBE bandwidth criterion has been adopted by the Federal Communications Commission (FCC) in the U.S. [6] .
Using the rms and the FOBE bandwidth constraints, the authors in [7] and [8] find the capacity region of a two-user CDMA system and the optimal pairs of time-limited signature waveforms which achieve any point inside the capacity region. In [9] , the time-limited signature waveforms that maximize the total capacity and the total asymptotic efficiency of a CDMA system under the rms bandwidth constraint were derived. A similar work considering the FOBE bandwidth constraint appears in [10] .
In this paper, the design of time-limited signature waveforms for CDMA systems that are equipped with two types of linear receiver, namely the MF and MMSE receivers, is considered. As common in evaluating the performance of a linear multiuser receiver, the signal-to-interference ratio (SIR) at the output of each user's receiver is an important parameter and needs to be maximized. For each type of receiver, a parameter that is directly related to the SIRs is proposed as the performance criterion. Similar to some of the previous work mentioned above, here the FOBE bandwidth constraint is also explicitly specified in the design problem. 1 In this way, this precious resource is most efficiently utilized and hence a benefit is achieved. Since the optimal signature waveforms are constructed from the prolate spheroidal wave functions (PSWFs), the implementation of either MF or MMSE receiver operating with these signature waveforms is complicated. To overcome this disadvantage, simplified structures of MF and MMSE receivers in Walsh signal space are also developed.
The paper is organized as follows. Section II presents the system model and discusses the FOBE bandwidth constraint. Section III establishes the performance parameters. Section IV states the optimization problems and provides the solutions. Section V compares the performance of the proposed signature waveforms with that of the signature waveforms constructed from Welch bound equality (WBE) sequences. Section VI develops the simplified MF and MMSE receivers based on Walsh signal space. Finally, conclusions are given in Section VII. 1 A similar design but under rms bandwidth constraint is considered in [11] .
II. BACKGROUND Consider a binary synchronous CDMA system where each user transmits a binary information symbol in a time interval and over a bandwidth by modulating its own distinct signature waveform. Let be the number of users and be the signature waveform of the th user whose energy is normalized to unity. As mentioned before, the signature waveform can be either a band-limited or time-limited waveform. In this paper we limit ourselves to the family of time-limited signature waveforms. Moreover, the signature waveforms are limited to a symbol interval . Then the received signal in one symbol interval can be expressed as (1) where is the received power of every user and is additive white Gaussian noise (AWGN) of spectral density (watts/hertz). Though it may seem unreasonable that the restriction in the time domain be to one symbol duration of the signature waveforms, a restriction that appears to be quite severe, it should be noted that in many practical CDMA systems (such as third-generation proposals for WCDMA) the signature waveforms are essentially time-limited to the symbol duration. This is because in those systems the signature waveforms are typically constructed as , where is called the chip waveform, is the chip duration, is the processing gain, and is the signature sequence. Typically, even when the chip waveform spans multiple chip intervals , its expansion over decays very quickly (for example, a frequency-domain square-root raised cosine (SRRC) waveform is used in WCDMA systems [12] ). Thus, when the processing is large, the expansion of the delayed chip waveforms at the two ends of the symbol interval is negligible and the resultant signature waveforms are essentially time-limited to the symbol interval . Despite this fact, it is conceivable that a better set of signature waveforms (in terms of bandwidth efficiency) could be obtained by relaxing the support of the signature waveforms to be longer than a symbol duration. 2 The design of signature waveforms with this relaxed constraint on time limitation is an interesting problem that remains open.
It is well known (see [1] ) that the sufficient statistic for demodulating the information symbols of users is given by the -vector T whose th component is the output of the filter matched to , i.e., . The sufficient statistic can also be written as (2) where is the correlation matrix of the set of signature waveforms with T and is a Gaussian vector of zero-mean with covariance matrix equal to and independent of the transmitted symbols.
As mentioned earlier, it is important to utilize the available transmission bandwidth in an efficient way since it is a precious resource. In order to do this, some measure of transmission bandwidth for model (1) is required. If the user's data symbols are equally likely, independent from each other and from the other user's data symbols, then the bandwidth of the total received signal is determined by the average bandwidth of the set of signature waveforms. In this paper, the FOBE bandwidth measure is used since it is a meaningful one. 
Given a correlation matrix , the sets of time-limited waveforms that achieve the minimum average FOBE bandwidth are of particular importance for the design in Section IV. These sets of signature waveforms were found in [10] in terms of the PSWFs. Before summarizing the result in [10] , the family of PSWFs is reviewed next.
It was shown in [13] and [14] that the solutions to the following integral equation: (5) are the PSWFs , where . The corresponding eigenvalues are ordered such that . The PSWFs form a complete orthonormal basis for the space of all square-integrable functions band-limited to . The fraction of energy of in the interval equals ; thus, the first PSWF is the one most concentrated in . Moreover, among all the band-limited signals orthogonal to is the most concentrated in and so on. Furthermore, let otherwise be the shifted, normalized, and time-truncated version of , then form a complete orthonormal basis for the space of time-limited (to ), real square-integrable functions. The function has out-of-band energy (outside ) equal to , i.e., . Also is the one most concentrated in and among all the time-limited signals orthogonal to is the most concentrated in , etc. Using the the shifted, normalized, and time-truncated PSWFs, the signal sets with minimum FOBE can be found as follows. 3 Proposition 1 [10] : Among all the signal set vectors that have the same prescribed correlation matrix with unit diagonal entries, the optimal signal set vector that achieves the minimum average FOBE is given by (6) where are the ordered eigenvalues of is the matrix of eigenvectors of in its singular-value decomposition T , and the vector of basis functions contains the first shifted, normalized, and time-truncated PSWFs T
Furthermore, the individual and average FOBE of the signals is given by T (8) and (9) where T is the th diagonal element of matrix T and is the trace function.
III. PERFORMANCE PARAMETERS
Obviously, the user error performance in a CDMA system depends on how the receiver processes the sufficient statistic . Consider the linear multiuser receiver T shown in Fig. 1 where the estimation of the transmitted symbol is made by thresholding the decision statistic T [1] . The SIR at the output of the th linear receiver is given by
where is the th column of the correlation matrix . The SIR is the main parameter limiting the user performance in CDMA systems. This is also an intuitively useful measure of performance, particularly when error control coding is implemented.
Both the MF and MMSE receivers are linear receivers. The MF receiver minimizes the background noise and neglects the MAI and is simply given by . On the other hand, the MMSE receiver minimizes the mean-square error T for every and is realized with . The MF receiver is the simplest linear receiver but it performs poorly in the presence of strong MAI, whereas the MMSE receiver is optimal with respect to the SIR criterion since it maximizes the SIR among all the linear receivers [1] . It is important to realize that, given a linear filter , different sets of signature waveforms result in different values of in (10) . Thus, the following question arises. Fixing the number of users and the transmission bandwidth of the system, what is the set of signature waveforms that maximizes the SIR? Since obtaining the signature set that minimizes the individual 's is very difficult, if not impossible, other performance parameters need to be considered. As is common in CDMA system analysis, it is the average performance rather than the maximum (or worst case) performance that is the performance measure of the most interest. The parameters that reflect this average performance are introduced next for both MF and MMSE receivers. These parameters need to be minimized in order to improve the user performance.
For the conventional MF receiver, the SIR in (10) simplifies to (11) where the denominator of the above equation is the power of the interference and needs to be minimized in order to maximize . Instead of minimizing each denominator individually, it is sensible to minimize the sum of them, which is equivalent to minimizing the total squared correlation (TSC) defined as T
When the MMSE receivers are used, it can be shown [1] that the MMSE at the output of the th user's receiver is given by
Moreover, the following relation between the and is well known for the MMSE receiver [1] : (14) Thus, to maximize , one needs to minimize . Again, instead of minimizing individually, the minimization of their sum [called the total minimum mean-square error (TMSE)] (15) is carried out.
Having defined the TSC and TMSE parameters for the MF and MMSE receivers, respectively, the problem of designing FOBE bandwidth-constrained signature waveforms for CDMA systems can be formulated as follows.
Problem 1: Consider a CDMA system equipped with an MF (or MMSE) receiver. Given a signaling interval , a received power , a transmission bandwidth , and , find the set of signature waveforms that minimize the TSC (or TMSE) subject to (i) for and
Note that, if there is no limitation on the transmission bandwidth (or when the available bandwidth is very large), then the optimal solution to the above problem is simply a set of orthogonal signature waveforms. However, the case of interest to us is when the available bandwidth is limited and the signature waveforms are forced to be correlated. The solution to Problem 1 is investigated in the next section.
IV. OPTIMAL SIGNATURE WAVEFORMS Let
T be the singular-value decomposition of where are the eigenvalues of (not necessarily being ordered as in Proposition 1) and is the matrix of eigenvectors. Using the orthogonality of , the TSC and TSME in (12) and (15) can be rewritten in terms of the eigenvalues as
where is the signal-to-background-noise ratio. It should be noted that algorithms to construct a correlation matrix with a prescribed set of eigenvalues and diagonal entries (here all the diagonal entries of are one) are known [9] , [16] . Based on this fact and Proposition 1, the approach in [9] and [10] can be carried out to transform Problem 1 into a finite dimensional optimization problem in terms of the eigenvalues of the correlation matrix .
A. TSC-Minimized Signature Waveforms
The finite dimensional problem of designing bandwidth-constrained signature waveforms with minimum TSC (MTSC) is stated as follows.
Problem 2: Given and , find a set of eigenvalues that minimizes , subject to (i) for
(ii) and
where are the eigenvalues of the first PSWFs corresponding to . The proof that Problem 1 (for the case of minimizing TSC) is equivalent to Problem 2 is provided in Appendix A. Solving Problem 2 and combining the solution with Proposition 1, the optimal signature waveforms that achieve minimum total squared correlation (MTSC) are given by Proposition 2 below. As can be expected, the optimal signature waveforms depend heavily on the available bandwidth.
Proposition 2: Given and . If , then the MTSC of the set of signals of duration and average FOBE bandwidth at level less than or equal to is (19) where (20) and is the largest integer less than or equal to such that
The MTSC is achieved by the signal set T
where (23) and is any orthogonal matrix such that T has unit diagonal entries. If the above condition is not satisfied, simply set and solve the whole problem again, but with only variables . Therefore, the number of nonzero eigenvalues is the largest integer less than or equal to satisfying . It can be shown that is determined by (21) and the corresponding formula for the optimal eigenvalues are given as in (23).
It should be noted that the set of optimal signals that achieves the MTSC is not unique due to the fact that can be any orthogonal matrix that satisfies the requirement that T has unit diagonal entries. Also, in general, the optimal signals have different FOBEs, except when the size of the set is a Hadamard matrix dimension, as shown below. From (25), we have
which implies
In general, the matrix T does not have equal diagonal entries. Thus, comparing (31) with (8) shows that the individual FOBEs of the optimal signals are not all equal. However, when is a Hadamard dimension, can be chosen to be the normalized Hadamard matrix whose components are and hence T has unit diagonal entries. With this choice of , the matrix T also has equal diagonal entries of and therefore all the signals in the optimal set have the same FOBE bandwidth of at level . Furthermore, note also that T T .
Thus when is a Hadamard matrix dimension, one can choose to have , which is the same for every and therefore minimum. It then follows from (11) that is equal and maximized for every . The above discussion means that when is a Hadamard matrix dimension, the optimal signature waveforms can be obtained to maximize the individual for every user. These optimal signature waveforms are also valid if the maximum FOBE bandwidth constraint of the signature set defined in (4) is considered. As a special case, it can be verified that for a system with users, Proposition 2 produces the same result as in [7] .
As an example, consider the design of optimal signature waveforms for users in a system with (or ) and . For one has and . Thus Proposition 2 yields and . The corresponding set of optimal eigenvalues is and the optimal signature waveforms are shown in Fig. 2 for the case where is a Hadamard matrix.
B. TMSE-Minimized Signature Waveforms
The finite dimensional optimization problem to find the signature set that minimizes TMSE can be stated also in terms of the eigenvalues of the correlation matrix .
Problem 3: Given and , find the set of eigenvalues that minimizes , subject to (i) for
where are the eigenvalues of the first PSWFs corresponding to . To solve the above optimization problem, again the Lagrange method can be used. However, closed-form expressions for the solutions are not available due to the fact that one obtains a system of nonlinear equations to solve for the Lagrange multipliers. Nevertheless, the following proposition gives a procedure to find the optimal signature waveforms.
Proposition 3: Given and . If , then the set of signals of duration with an average FOBE bandwidth at a level less than or equal to that minimizes the TMSE is given by
The quantities are the roots of the following system of nonlinear equations:
that satisfy the following constraints:
The matrix is any orthogonal matrix such that T has unit diagonal entries. If , then the set of optimal signature waveforms is any set of orthonormal signals.
If , then no signal of duration and FOBE bandwidth at level less than or equal to exists. The proof of Proposition 3 is similar to that of Proposition 2. The constraints on and in (36) are necessary and sufficient to have nonnegative 's, which is required. This can be easily verified based on the ordering of 's.
From (34), it can be shown that the optimal signature waveforms found in Proposition 3 have different FOBEs, except when is a Hadamard matrix dimension. Similar to the TSC-minimized signature waveforms, when is a Hadamard matrix dimension, the TMSE-minimized signature waveforms can also be made to maximize the individual 's in (14) . This can be verified as follows. Substitute T and , where is the th column of T , into (13) . Using the orthogonality property of one can write as T
Now if then the components of are and the becomes (38) Since 's are the same for every and their sum is minimized, the individual is also minimized. This implies that the in (14) is maximized and its value is given by
Finally, it should be noted that there is a major difference between the sets of optimal signature waveforms found in Propositions 2 and 3. The TSC-minimized signature set is found independently from the SNR level , whereas the TMSE-minimized signature set needs to be found for each value of . However, when is large, the dependence on of the solutions in Proposition 3 is insignificant, as shown in Table I for the case of and . Fig. 3 plots the optimal signature waveforms found from Proposition 3 at dB.
V. COMPARISON WITH WBE SIGNATURE WAVEFORMS
As mentioned before, it is common to assume that each signature waveform is a linear combination of or- 
Let
T be the signature sequence of the th user and be the signature matrix. With this construction of signature waveforms, there exist signature sequences that minimize either the TSC or the TMSE in (12) and (15), respectively.
From (40), the TSC can be written in terms of the signature sequences as T . The necessary and sufficient condition for having sequences with minimum TSC is T . This condition was first obtained in [17] and the TSC-minimized signature sequences are called the WBE sequences. It is also shown in [17] that when WBE sequences are used as the signature sequences for synchronous CDMA communications, the SIRs at the outputs of MF receivers are all equal and maximized.
When the MMSE receivers are employed, it is shown in Appendix B that the WBE signature sequences also minimize the TMSE. When the WBE sequences are used, the SIRs at the outputs of the MMSE receivers are also all equal and maximized. Furthermore it can be shown [3] that using the WBE signature sequences makes a MMSE receiver identical to a MF receiver.
As shown in Appendix B, the maximum SIR at the output of each MMSE (or MF) receiver is given by (41)
From the above equation, it is necessary to increase the dimension of the signature space to further maximize . However the maximum value of , called , is limited by the FOBE bandwidth constraint of the signature set and is determined by the following inequalities [18] : It is also identified in [18] that the largest (hence the optimal) set of the orthonormal basis functions is the set of shifted, normalized and time-truncated PSWFs, . The WBE sequences possess a uniformly-good property (UGP) [17] , namely the SIRs at the outputs of the MF (or MMSE) receivers are all equal. In terms of maintaining fairness among users, this is a desirable property. Unfortunately, the UGP does not hold for the TSC-minimized and TSME-minimized waveforms in general. This property only holds when the number of users is a Hadamard matrix dimension as shown in Section IV. When is not a Hadamard matrix dimension, one way to maintain the UGP is to assign the signature waveforms to users cyclically after each symbol interval. In this way each user will see the same average interference after symbol intervals.
Despite the above disadvantage, the optimal signature waveforms found in Section IV perform much better than the signature waveforms constructed from WBE sequences. As an example, Table II lists the SIRs at the outputs of both MF and MMSE receivers for different families of signature waveforms at dB. The system under consideration has (or ) and , which means that up to orthogonal users can be accommodated. When using the MF receiver, there are seven users in the system, whereas there are eight users in the system using MMSE receiver. To compute the SIRs for either MF or MMSE receiver, the matrix is generated using the -transform algorithm given in [16] in order to realize the correlation matrix . Note that since a Hadamard matrix of size eight exists, the correlation matrix in this case can also be chosen as a normalized Hadamard matrix so that the SIRs for all users are equal and individually maximized.
As can be seen from Table II , when a normalized Hadamard matrix is not available (or not used) for , the SIRs are not uniform. Nevertheless, the difference among SIRs is quite small and the worst SIR performance is still much better than the uniform SIR performance of the WBE signature waveforms. This is further illustrated in Figs. 4 and 5 , where the performance of WBE signature waveforms is compared with the worst, the best and the average performances of the TSC-minimized and TMSE-minimized signature waveforms respectively. In computing the error probability for each user, the exact formula in [19] has been used. The inferiority of the WBE signature waveforms is clear from Figs. 4 and 5 and can be explained as follows. Using the Gaussian approximation [19] , the probability of error when using the WBE sequences equals , where is the complementary unit cumulative Gaussian distribution. 4 When the SNR is large, one can approximate . In the above example, there can be up to orthogonal users, whose performance achieves the performance of a single-user system. However, adding one more user to the system causes and adding two users makes . In general, the WBE sequences can only be used in a system where is relatively small compared to (i.e., the system is not highly overloaded).
Finally, Fig. 6 compares the average error performances of WBE, TSC-minimized and TMSE-minimized signature waveforms for CDMA systems loaded with seven or eight users (a Hadamard matrix is not used for ). It can be seen that the system equipped with MMSE receivers is more robust to overload than the system equipped with MF receivers. This is expected since the performance of MF receivers is MAI-limited. Therefore even with increasing signal-to-noise ratio , the MF receiver quickly fails when the number of users is increased.
VI. WALSH SIGNAL SPACE RECEIVERS
The block diagram of the receiver in Fig. 1 shows that, in order to obtain the sufficient statistic at the linear receiver, the signature waveforms need to be generated at the receiver itself. But when the signature waveforms are synthesized from the PSWFs, this is obviously not a simple task.
This section is concerned with the practical implementation of the linear receiver when the TSC-minimized or TMSE-minimized signature waveforms are used. In particular, the same approach as in [20] of using the Walsh signal space to simplify the receiver is applied. 4 Q(x) = (1= 
A. Structure of the Simplified Receivers
Let T be the basis vector for a Walsh signal space of dimension . Write the index as follows [20] :
where and is the smallest integer such that . Then each Walsh function can be expressed in terms of the coefficients 's as otherwise (44) where if and if . Now consider the approximation of the signature waveforms using the first orthonormal Walsh functions as follows:
where is the vector of approximated signature waveforms and is the coefficient matrix
Recall from Propositions 2 and 3 that the vector of optimal signature waveforms can be written as 
Thus, the approximation of optimal signature waveforms is essentially the approximation of the basis functions. Given , the matrix T can be pre-computed and stored in the memory at the receiver. Note also that T .
Having obtained the approximated signature waveforms at the receiver, the sufficient statistic at the output of the bank of matched filters in Fig. 1 can be obtained as follows:
Since at any point in the interval the Walsh functions are only one of two values , the integration in the above equation is very simple. Let the interval be partitioned into subintervals and index these subintervals by . From (44), it can be seen that the th Walsh functions is constant in the th subinterval and its value is (50)
Define the matrix such that and let T be its th row. Then it is easy to see that
where T From (49) and (51), the approximated sufficient statistic can be produced from as follows:
It is important to realize that can be generated from the received signal in a very simple manner. It requires only one integrate-and-dump filter followed by a sampler which samples the output at time instants . This observation allows one to replace the linear receiver in Fig.  1 by the simpler structure shown in Fig. 7 . We would like to point out here that the higher sampling rate required in the simplified receivers should not be a major implementation problem. This is because the original sampling rate (in the receiver of Fig.  1 ) is at the symbol rate, which is typically quite slow. 5 The approximated sufficient statistic generated as in (52) can be made as close to the sufficient statistic in (2) as desired by increasing the dimensionality of the Walsh signal space. Thus it may be appropriate to refer to as a quasi-sufficient statistic.
B. Error Performance of the Simplified Receivers
In this section, the error performances of both simplified MF and MMSE receivers in Walsh signal space are evaluated under various system configurations. In particular, the performance of the first user in the system, who is considered to be a typical user is evaluated. The calculation of error probability is based on the exact formula in [19] . For the simplified receivers, the correlation matrix used to calculate the error probability is given by T . Figs. 8 and 9 present the error performances of the simplified MF and MMSE receivers for a CDMA system loaded with seven users and having a bandwidth specification of respectively. Shown in each of these figures are the performance curves of the simplified receiver in Walsh signal spaces of different dimensionalities. Also shown in each of these figures is the optimal performance curve, i.e., the performance of the receiver in Fig. 1 when the true optimal signature waveforms are available at the receivers. Similar error performances are presented in Figs. 10 and 11 but for systems loaded with eight users. Note that there can be up to six orthogonal users in a CDMA system with and . It is clear from these figures that the optimal performance can be closely approached by increasing the dimensionality of the Walsh signal space. It also appears from these figures that to achieve a near-optimal performance, the dimensionality of the Walsh signal space needs to be increased as the number of users in the system increases. Moreover, compared to the simplified MF receiver, the simplified MMSE receiver can be realized with a smaller Walsh signal space in order to achieve a near-optimal performance. As an example, Figs. 8 and 9 show that it requires Walsh functions to approach the optimal performance for the MMSE receivers, but functions are needed for the MF receivers. Finally, the same observations hold for systems with different FOBE bandwidth specifications and different number of users.
VII. CONCLUSION
Signature waveform design for synchronous CDMA systems equipped with either MF or MMSE receivers has been studied. TSC and TMSE are proposed as the performance parameters. These parameters are directly related to the SIRs at the outputs of the MF or MMSE receivers and need to be minimized. Optimal signature waveforms that minimize TSC or TMSE have been obtained. When the number of users in the systems is a Hadamard matrix dimension then the optimal signature waveforms can also be obtained to maximize the individual SIR for every user. The important aspect in the approach investigated in this paper is that the available bandwidth of the system is precisely incorporated in the design process. Comparison to signature waveforms that are constructed from the WBE signature sequences shows that the proposed signature waveforms yield a large improvement in error performance. One possible disadvantage, however, is the complicated nature of the resulting signature waveforms. To overcome this, simplified receivers based on Walsh signal space have also been developed for practical applications.
The signature waveforms considered in this paper are limited to one symbol duration. It is expected that a better set of signature waveforms in terms of bandwidth efficiency might be obtained by extending their duration over one symbol duration, or more generally, by considering the family of band-limited waveforms. Finally, although the study in this paper was carried out for an AWGN CDMA channel model, it is hoped that the results obtained in this paper will provide insight and a base for signature waveform designs for the fading channel models typically seen in mobile CDMA communications. Proof: The ordering constraint on the eigenvalues and the FOBE bandwidth constraint in Problem 5 are the consequences of Proposition 1. It is well known that the eigenvalues of a nonnegative definite matrix are nonnegative and sum to . The fact that the TSC can be expressed as the sum of squared eigenvalues of the correlation matrix is established below, using the orthogonality property of the matrix :
Algorithms to construct a correlation matrix which has a prescribed sets of eigenvalues and diagonal entries (here has unit diagonal entries) are also known. One such algorithm using the T-transform is provided in [16] . Another algorithm can be found in [9] . Hence the equivalence of Problem 4 and 5. Proposition 6: Problem 5 is equivalent to Problem 2. Proof: As in [9] , it is first shown that the ordering of the eigenvalues will be a natural consequence of the optimization problem. Suppose that minimizes and satisfies all the constraints of Problem 5 except for being well ordered. Assume for some and consider obtained from by modifying only the two diagonal entries th and th as . Then it can be verified that and , but , a contradiction. Next it is shown that the inequality on bandwidth constraint can be replaced by the equality. Suppose there exists a solution to Problem 5 where all diagonal entries are well ordered but with . Except for the trivial case when , there always exists an integer such that . Consider obtained from by modifying the th and th diagonal entries as and where . Then it can be shown that satisfies all the constraints in Problem 5 but , a contradiction. Hence the proof.
APPENDIX B TMSE-MINIMIZED SIGNATURE SEQUENCES: WBE SEQUENCES

Since
T has rank , it is a singular matrix and has only nonzero eigenvalues. Because is noninvertible, the MMSE linear filter should be given by (56) where is the pseudoinverse [1] . Using the decomposition T and , where is the th column of T , it can be shown that (57) where is the th column of T and . The and the TMSE are given by
Now the problem is to find positive eigenvalues that minimize , subject to . The Lagrange method can be used to show that the optimal eigenvalues are all equal to , i.e.,
Substituting from (60) into (59) and noting that T , one has (61) which is independent of . This together with (14) implies that the are all maximized and equal to
From the eigenvalues of the correlation matrix , one needs to find the signature matrix such that T . Write the singular-value decomposition of as follows:
where are the eigenvectors which are orthogonal to each other, i.e., T . It is obvious from the above equation that T , which also implies that T . Thus the optimal signature sequences are again the WBE sequences.
