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Introduction
Let H be a Hilbert space over C and let B(H) be the algebra of all bounded linear operators on H. When H is of nite dimension n, we shall identify B(H) with M n , the algebra of all n n complex matrices. For a compact operator A 2 B(H), the ith s-number (or singular value) of A is the i-th largest eigenvalue of jAj = (A A) 1 2 , where each eigenvalue repeats according to its multiplicity. If necessary, the numbers will be appended by 0's to form an in nite sequence. The ith s-number of A will be denoted by s i (A). Let be a symmetric gauge function on R dimH . (We refer readers to 4] for the basic de nitions and properties.) Then determines a symmetric norm ideal C of compact operators by decreeing A 2 C if ? fs i (A)g < 1. Norm ideals of this type include the Schatten class and the Hilbert-Schmidt class. Moreover kAk = ? fs i (A)g is a complete norm on C , which is unitarily invariant in the sense that kUAV k = kAk for any unitary operators U and V . In particular, when dim H = n < 1, every symmetric gauge function de nes a unitarily invariant norm on M n . The algebras C and M n under these norms have been studied extensively. For example, see 1], 5], 8] and 10]. An important topic is to describe isometric isomorphisms under these norms. In most cases, as in the papers cited, they are multiplication by unitary operators, possibly followed by transposition.
Now the de nition of s-number can be extended to a bounded (non-compact) operator as follows. For A 2 B(H), let s 1 (A) denote the essential norm of A. Then s 1 (A) is either an accumulation point of (jAj) or an eigenvalue of jAj of in nite multiplicity. The operator A is compact if and only if s 1 (A) = 0. Every element of (jAj) exceeding s 1 1 is the operator norm and will be denoted by the usual symbol kAk.
In the next section we prove some facts about the (c; p)-norm. Then in section 3, we study the extreme points of the closed unit ball for k k c;p . The cases p = 1 and p > 1 will be discussed separately. Using the properties obtained, we are able to describe isometric isomorphisms on B(H) under these norms. They are of the form depicted earlier. This is given in the last section. , which is contained in the initial space of U, the sequence fUx n+i g is orthonormal.
We have jhAx n+i ; Ux n+i i ? s 1 (A)j = jhU Ax n+i ; x n+i i ? s 1 (A)j = jhjAjx n+i ? s 1 (A)x n+i ; x n+i ij < " :
The proof is complete.
We have the following description of the (c; p)-norm, which is an extension of 4, Lemma II. 
The reverse inequality follows from Lemma 2.2. The second assertion is clear.
Recall that a norm N on B(H) is submultiplicative if N(AB) N(A)N(B) for all A; B 2 B(H)
3. Extreme operator for k k c;p Let S c;p denote the closed unit ball for B(H) under k k c;p and let ext S c;p denote the set of extreme points of S c;p . When p = 1, then as usual, we suppress the index p.
To describe ext S c , let r j = P j i=1 c i and let R j be the set of all rank j partial isometries.
A maximal partial isometry is either an isometry or a co-isometry, i.e. its adjoint is an isometry. The set of all maximal partial isometries will be denoted by R max . Note that when H is nite-dimensional, a complete description of ext S c is given in 8, Theorem 2].
We include their part (c) and (d) below for quick reference. A re nement of the notion of an extreme point is the following. Let Q be a convex subset of a normed linear space X. A point q 2 Q is called an exposed point of Q if there is a bounded R-linear functional f : X ! R such that f(q) > f(p) for every q 2 Q n fqg. An exposed point q is said to be strongly exposed if for every sequence fq n g in Q such that f(q n ) ! f(q), we have q n ! q. Clearly an exposed point is an extreme point of Q.
Grza slewicz 6, Theorem 2] showed that under the operator norm, the closed unit ball for B(H) does not have any strongly exposed point. We shall show that in the k k c case, an extreme point of S c is strongly exposed if and only if it is of nite rank. is a strongly exposed point of the closed unit ball for the operator norm. This contradicts 6, Theorem 2] mentioned above.
For nite rank extreme points, we shall show that every A 2 h<j<k r ?1 j R j is a strongly exposed point of S c . The proof for A 2 r We now show that A is strongly exposed. It is a modi cation of the preceding argument. Let fA n g be a sequence in S c such that f(A n ) ! f(A), or
Re hA n x i ; y i i ! j:
Replacing F by A n in system (1) above, we get
jhA n x i ; y i ij ! j :
Indeed for each i, hA n x i ; y i i ! r ?1 j . This is obtained by showing that every convergent subsequence of hA n x i ; y i i has limit r ?1 j . Again let P and Q be projections onto the subspaces span fx 1 ; : : : ; x j g and span fy 1 ; : : : ; y j g respectively. Then k(I ? Q)A n (I ? P)k ! 0; for otherwise kA n k c > 1 for some large n. We claim that QA n P ! A, (I ? Q)A n P and QA n (I ? P) ! 0, and hence A n ! A.
Note that all the QA n P's are (essentially) mappings between xed nite-dimensional spaces. To show QA n P ! A, we need only show that A is the only accumulation point. For simplicity, let QA n P ! B. Then hBx i ; y i i = r ?1 j for all i. It is also clear that kBk c 1 and a similar argument as for F above shows that B = A.
If (I ? Q)A n P 6 ! 0, there exist an " > 0 and a su ciently large n such that k(I ? Q)A n Pk > " and hA n x i ; y i i > r ?1 j ? " 0 (to be determined) for all i. Without loss of generality we may assume that there is a unit vector y, orthogonal to all y i 's such that jhA n x 1 ; yij > ". Let 
