[1] Aerosols affect the global budgets of O 3 , OH, and CH 4 in part through their alteration of photolysis rates and in part through their direct chemical interactions with gases (i.e., ''heterogeneous chemistry''). The first effect is evaluated here with a global tropospheric chemistry transport model using recently developed global climatologies of tropospheric aerosols: a satellite-derived aerosol climatology over the oceans by advanced very high resolution radiometer and a model-generated climatology for land plus oceans by the Center for Climate System Research. Globally averaged, the impact of aerosols on photolysis alone is to increase tropospheric O 3 by 0.63 Dobson units and increase tropospheric CH 4 by 130 ppb (via tropospheric OH decreases of 8%). These greenhouse gas increases lead to an aerosol indirect effect (counting both natural and anthropogenic aerosols) of +0.08 W/m 2 . Although the CH 4 increases are, of course, global, the changes in tropospheric OH and O 3 are mainly regional, with the largest impacts in northwest Africa for January and in India and southern Africa for July. The influence of aerosols is greater in July than in January and greater in the Northern Hemisphere than in the Southern Hemisphere, as expected given the pollution sources in the Northern Hemisphere. The predominant impact is due to the aerosols over land; aerosols over the ocean contribute less than a third to globally integrated changes. 
Introduction
[2] Studies of aerosol influence on tropospheric photolysis and chemical budgets have been conducted in field campaigns and model simulations for individual stations and over regional scales [Dickerson et al., 1997; He and Carmichael, 1999; Balis et al., 2002] . These impacts, however, need to be integrated on a global scale and over decades (i.e., the relaxation time of the CH 4 -like mode in global tropospheric chemistry) to assess their importance in trace gas budgets and the greenhouse gas forcing of climate. This gap in the globally integrated impacts of aerosols on photochemistry is due in part to the fact that a global climatology of aerosol properties is not quite ready Clarke and Kapustin, 2002] and in part to the difficulty in developing an efficient global tropospheric chemistry model that readily includes the effects of clouds and aerosols on photolysis rates. Aerosol properties and distributions have recently been the focus of intensive investigations through model simulations [Penner et al., 2002; Chin et al., 2002; Takemura et al., 2002] , satellite retrievals [Stowe et al., 1997; Mishchenko et al., 1999a; Higurashi et al., 2000; Torres et al., 2002] , and field campaigns [Ansmann et al., 2000; Bates et al., 2001 ; B. Holben, AERONET web page, http://AERONET.gsfc.nasa. gov, 2002] . These new aerosol data sets and a newly developed online photolysis model in the University of California Irvine (UCI) global chemistry transport model (CTM) Bian and Prather, 2002] make it possible to evaluate the impact of aerosol scattering and absorption on the greenhouse gases CH 4 and O 3 .
[3] Ideally, in this evaluation we would use a global, observationally based and hence satellite-derived aerosol climatology, for example, the aerosol products retrieved from the advanced very high resolution radiometer (AVHRR) channel 1 and 2 radiance data [Mishchenko et al., 1999a] (see also the Global Aerosol Climatology Project (GACP) web site at http://gacp.giss.nasa.gov/). While these two-channel data provide aerosol optical thickness (AOT) and one size parameter, they lack key information on the vertical distribution, the absorptive properties, and the scattering phase function in the ultraviolet-visible region, all of which control the aerosol influence on photochemistry. Further, this product is currently available only over the oceans since retrievals over land are less certain because of variations in surface reflectivity [Knapp and Stowe, 2002] . It is expected that, in time, the Earth Observing System Terra instruments will be able to develop aerosol climatologies that provide much of these key data [Diner et al., 2001; Hook et al., 2001] . As a surrogate for this observational aerosol climatology, we take the aerosol simulations from the Center for Climate System Research (CCSR) [Takemura et al., 2000] . The detailed CCSR climatology provides January and July monthly averages that separate sulfate, sea-salt, dust, and carbonaceous (organic plus black) aerosols. Given the atmospheric abundances, size distributions, and refractive indices for the different aerosol types in three dimensions, it is easy to calculate the optical depth and scattering/absorption properties in each CTM layer. We compare the CCSR and AVHRR climatologies directly with an ocean-only aerosol chemical calculation in which the AVHRR climatology adopts the aerosol optical properties but not the AOT of the CCSR three-dimensional (3-D) product.
[4] The two aerosol climatologies are described and compared in section 2. The UCI CTM and the methodology of the different chemical simulations are presented in section 3. We analyze the impact of aerosols on the tropospheric burdens of O 3 , OH, CH 4 , and some odd nitrogen species in section 4. In the concluding section 5 we estimate that the photolytic effect of aerosols (natural plus anthropogenic) on the greenhouse gases CH 4 and O 3 is +5 -10% of the change since the preindustrial era and amounts to +0.08 W/m 2 .
Aerosol Climatologies
[5] An aerosol climatology over oceans has been derived from the AVHRR satellite radiances at channel 1 (l = 650 nm) and channel 2 (l = 850 nm) [Mishchenko et al., 1999a] using monthly averages from the period February 1985 through October 1988. This two-channel algorithm works only over oceans (uniformly dark surfaces) and provides more accurate and less biased retrievals of the AOT than the one-channel algorithm. It also provides some information on aerosol size through the Angstrom parameter, defined as the exponential dependence of AOT on wavelength between the two channels. Figure 1 shows the total AOT at 550 nm for the AVHRR ocean aerosol in January and July. No consolidated satellite climatology for land-plus-ocean aerosol was available from the GACP for this study. The CCSR model simulations [Takemura et al., 2000] of AOT for each aerosol type (dust, carbonaceous, sulfate, and sea-salt) are available only for January and July. Figure 2 shows the CCSR 550 nm AOT in both January and July for the sum of all aerosol types.
[6] A summary comparison of the two aerosol climatologies is given in Table 1 , where the ocean-only AOT for July is averaged over regions and CCSR AOT is further Figure 1 . Aerosol optical thickness at 550 nm over oceans averaged over January and over July from the advanced very high resolution radiometer (AVHRR) climatology [Mishchenko et al., 1999a] . separated by aerosol type. Differences appear largest over the remote ocean, where the CCSR predicts a factor of $2 less than AVHRR retrievals. Kinne et al. [2003] present a global comparison among seven models, three satellite data sets, and the Aerosol Robotic Network data, focusing on monthly averages of aerosol properties. They report that model simulations are usually smaller than satellite-derived values, especially when comparing to Total Ozone Mapping Spectrometer data and AVHRR data in remote regions. Furthermore, they point out that CCSR low predicted AOT in remote regions is likely caused by either weak transport or strong removal of dust, carbonaceous, and sulfate aerosols combined with weak mass extinction efficiency of sea salt. Over oceanic regions affected by land aerosol sources the CCSR AOT is equivalent or slightly higher, and over the northern Indian Ocean it is more than twice the AVHRR AOT. In these regions, near combustion and biomass burning sources, the CCSR aerosol extinction for carbonaceous aerosols (including organic and black) is much greater than in remote regions. Although the CCSR AOT in remote oceans is much smaller than the AVHRR, the areas affected by land sources have a larger weighting in estimating the global mean ocean AOT. Thus the global oceanic mean AOT from CCSR is only slightly less than the AVHRR retrieval in July.
[7] The CCSR climatology specifies the 3-D aerosol extinction at 550 nm by type, but we must still adopt an aerosol model (size distribution and index of refraction) to derive the optical properties used to calculate photolysis rates . Specifically, the single-scattering albedo and the first seven coefficients in the Legendre expansion of the scattering phase function for ultraviolet and visible wavelengths (300-600 nm) are needed. For each CCSR type (sulfate, carbonaceous, dust, and sea-salt) we adopt an index of refraction (n) (wavelength independent) and lognormal size distribution (r g and s) based on atmospheric measurements [Twitty and Weinman, 1971 ; Volz, Figure 2 . Total aerosol optical thickness (sum of sea-salt, sulfate, dust, and carbonaceous aerosols) at 550 nm averaged over January and over July for the Center for Climate System Research (CCSR) model [Takemura et al., 2000] . 1972; Ward et al., 1973; Grams et al., 1974; Hsu et al., 1999; Ji et al., 2000; Díaz et al., 2001] . This model is summarized in Table 2 along with the optical properties as a function of wavelength calculated from Mie theory: the single-scattering albedo (w 0 ) and Legendre expansion of the scattering phase function (w i , i = 0, . . ., 7). Also given are diagnostic quantities, the extinction efficiency (Q) (mean extinction cross section over cross-sectional area), and the effective radius (r eff ) (area-weighted mean radius). The detailed properties at 999 nm are not important in photolysis but are included because Fast-J can then scale AOT reported at 1 m (e.g., stratospheric sulfate aerosols). Note that we use our aerosol model (i.e., Q(l)) rather than the Angstrom coefficient to calculate the AOT climatologies from 550 nm to the critical wavelength range for tropospheric photochemistry (300-400 nm). In combining extinction from different aerosol types (and sometimes clouds) in a CTM layer we assume an external mixture.
[8] The AVHRR ocean climatology is only two-dimensional (2-D) and lacks both vertical distribution and speciation. We must make several assumptions to use it in the CTM. For speciation we assume an external mixture and use the CCSR climatology to calculate an average index of refraction over each ocean grid cell in the CTM, weighting the indices of refraction in Table 2 by the CCSR 550-nm AOT for each type. We calculate the optical properties for each grid cell by combining this mean index of refraction with a modified bimodal lognormal distribution using the AVHRR-specific parameterization [Mishchenko et al., 1999b; Higurashi et al., 2000] that includes variation in the fraction of large particles as a function of AOT. The vertical distribution of aerosol extinction for the AVHRR climatology was set proportional to the local water vapor density in the CTM.
[9] The aerosol refractive index determines the singlescattering albedo and is a key parameter controlling photolysis rates. It must be regarded as a major uncertainty in this investigation. We adopt a smaller imaginary refractive index (0.003) than the previous value (0.005) for sea salt recommended by a recent study (I. Geogdzhayev, personal communication, 2000) . A sensitivity study using AVHRR climatology examines a range in aerosol absorption. Both carbonaceous aerosols and desert dust absorb strongly in the wavelength range of 300-400 nm, while sea-salt and sulfate aerosols absorb very little. Since we chose a wavelengthindependent index of refraction, we keyed this value for dust aerosol to give a single-scattering albedo in the photochemical region (300 -400 nm) of $0.66. According to recent studies on mineral dust over the tropical North Atlantic Ocean the single-scattering albedo of dust at wavelengths <400 nm can be <0.6, but it increases rapidly for wavelengths >550 nm [Savoie et al., 2000; Ji et al., 2000] . Some other studies [Díaz et al., 2001; Kaufman et al., 2001; Dubovik et al., 2002] about single-scattering albedo over or toward the photochemical spectrum also support our standard model in Table 2 . On the other hand, He and Carmichael [1999] give a single-scattering albedo for Saharan dust as 0.77 (independent of wavelength) in their calculations of photolysis rates. Thus we consider an alternative model of moderate dust absorption (mod D) with a lower imaginary refractive index that raises the single-scattering albedo at 300 nm from 0.62 (using the AVHRR size distribution and the CCSR index of refraction) to 0.72. Hsu et al. [1999] and Twitty and Weinman [1971] suggest three different refractive indices for carbonaceous aerosols to represent weak (single-scattering albedo of 0.9 at 300-400 nm), moderate (0.8), and strong (0.5, the standard model) absorption depending on the fraction of black versus organic carbon. We combine the moderate dust absorption alternative with moderate and weak carbonaceous absorption to define two alternative models, mod C and weak C, with successively less absorption. Finally, we consider that all AOT over the ocean is sea salt with minimal absorption (0.95 at 300 -400 nm).
Tropospheric Chemistry Simulations
[10] The three-dimensional global chemical transport model at UCI can be driven by different meteorological fields. The meteorological fields used in this study are from the Goddard Institute for Space Studies (GISS) general circulation model version II that is run with a resolution of 4°latitude, 5°longitude, and nine vertical layers. These meteorological fields include 3-D (winds, temperature, water vapor, clouds, and convection) and 2-D (boundary layer properties) data at 3-hour averages. The CTM resolution matches that of these GISS meteorological fields and includes an O 3 -NO x -NMHC chemical scheme with 36 species, 88 chemical kinetic reactions, and 22 photolytic reactions Wild and Akimoto, 2001; Bian, 2001] . Trace gas emissions are based on the Global Emissions Inventory Activity database [Benkovitz et al., 1996] , with updated totals from the Intergovernmental Panel on Climate Change (IPCC) third assessment [Prather and Ehhalt, 2001] . A first-order rainout parameterization for soluble gases is used for large-scale precipitation [Giorgi and Chameides, 1986], and scavenging in convective precipitation is built in to the convective mass transport operator [Bian, 2001] . Dry deposition of gases is calculated with a resistance-in-series scheme [Jacob et al., 1992] . The numerical solution for advection and convection conserves the second-order moments of tracer distribution (i.e., quadratics plus cross terms). The UCI CTM had been applied previously to the simulations of both tropospheric and stratospheric chemistry and transport [Prather et al., 1987; Hall and Prather, 1993 [Prather and Ehhalt, 2001] , and updated radon and lead simulations of Bian [2001] .
[11] Aerosols are included here in the calculation of photolysis rates using the multiple-scattering Fast-J scheme Bian and Prather, 2002] , which explicitly accounts for aerosol and cloud optical properties. In each CTM layer the monthly mean aerosol extinction is combined with the 3-hour cloud optical depths from the meteorological fields. Fast-J is computationally efficient, and the radiation field as a function of wavelength is calculated hourly throughout the entire column. Tropospheric photolysis is calculated from seven variable-width wavelength bins between 289 and 850 nm. Atmospheric absorption and scattering include O 2 and O 3 absorption, Rayleigh scattering, water cloud and ice cloud absorption and scattering, and aerosol absorption plus scattering.
[12] Calculating the impact of a perturbation to tropospheric chemistry alone would require several decades of continuous simulation to allow for CH 4 to respond. If stratospheric chemistry were included, this time would be centuries. For these exploratory studies we restrict ourselves to tropospheric chemistry and use several approximations to calculate the aerosol impact. The CTM control case is run without aerosols. For some sensitivity studies we use very short, 2-month simulations: We begin 1 June with the same initialization as the control run, impose different aerosol models, integrate through 31 July, and then diagnose the changes averaged over July. These simulations give us a quick look at the relative impact of differing assumptions, but the absolute numbers cannot be used quantitatively. While the 1-month spin-up allows for O 3 , OH, H 2 O 2 , and most odd nitrogen species to come close to steady state, the perturbation to other key gases like CO and C 2 H 6 is still far from steady state, and their approach to steady state will continue to change O 3 and OH. For our budget studies we complete a 19-month, full seasonal CTM simulation beginning 1 July year 1 (from a much longer run) and ending 31 January year 3. Owing to the lack of a continuous climatology from CCSR we ran two perturbation budget studies: one with a perpetual January CCSR climatology and the other with a perpetual July CCSR climatology. Examples of changes in trace gases and budgets are derived from January year 3 (using January aerosols) and July year 2 (using July aerosols). The minimum 12-month spin-up time of these runs allows for most chemically important trace gases, except CH 4 , to settle close to steady state. These budgets are then used to project the steady state CH 4 perturbation, including its feedback upon its own lifetime as per recent assessments [Prather and Ehhalt, 2001] .
Results
[13] Changes in tropospheric O 3 caused by the interaction of aerosols with the ultraviolet and visible radiation field are shown in Figure 3 for January and July. Results are plotted from the budget runs for the first six CTM model levels as CCSR aerosols minus control run for O 3 and divided by control run further for OH. Note that CH 4 is evolving slowly in these simulations, and hence the change in O 3 does not include the effects of the CH 4 perturbation (diagnosed below) that would add $0.4 ppb globally to these figures.
[14] For tropospheric O 3 the inclusion of the aerosols leads to an increase of about +1 ppb over most of the globe, but regionally this change can vary from less than À15 to more than +2 ppb in January and from À10 to +3 ppb in July. In the low-aerosol regions this increase is slightly large in the summer hemisphere. In regions with lower aerosol, loading O 3 perturbations are between ±2 ppb in both January and July; in regions with high aerosol loading, particularly absorbing aerosol, O 3 abundances are suppressed by >2 ppb. This fits with previous studies that report O 3 reductions in the lower atmosphere due to the presence of absorbing aerosols [Jacobson, 1998; He and Carmichael, 1999] . These O 3 reductions are the largest and appear to be created in the lower troposphere. They are manifest in the upper troposphere and downwind by convective and advective transport. In our model the reduced O 3 occurs primarily over high-NO x , continental, ozoneproducing regions and is driven by the general reduction in photolysis rates, resulting in less photochemical formation of O 3 . Over the low-NO x oceanic regions, O 3 is being destroyed by photochemistry [Olson et al., 1997] , and hence the presence of absorbing aerosols (e.g., over the tropical Atlantic) reduces this loss, resulting in O 3 increases of >2 ppb or more. On average, aerosols tend to reduce the photochemical loss of O 3 in the boundary layer and lead to the global background increase of <1 ppb. The largest ozone changes are coincident with dust (Sahara and Arabia) and biomass burning aerosols (South America and Africa). Note that O 3 loss over Europe in January is small even though aerosol loading is high (see Figure 2) . In Europe the AOT is dominated by sulfate aerosol with very low absorptivity, and, further, the wintertime photochemical production of O 3 in midlatitudes is low. In July, with photochemical production in the continental boundary layer becoming important, aerosol scattering is seen to decrease O 3 over North America and Europe, although this effect does not impact much beyond the boundary layer.
[15] Changes to tropospheric OH caused by aerosols are shown in Figure 4 for January and July. The global patterns are similar to those for O 3 but, interestingly, there are no regions of significant increase. Over most of the globe, OH decreases are <10%; however, tropospheric OH decreases by >30% over west Africa in January and by >50% over the north Indian Ocean in July. In general, OH decreases are driven by reductions in ultraviolet photolysis of O 3 to form O( 1 D), the primary source of OH. Other photochemical changes augment this, for example, reductions in NO alter the balance between OH and HO 2 , favoring the latter. In addition, decreases in OH have a positive feedback in that the resulting increases in CO lead to further OH decreases. As noted for O 3 below, the CH 4 perturbation in these runs is far (>90%) from steady state, and if we project the CH 4 perturbation, there is an additional OH decrease of 2%. The OH decreases are larger and show more horizontal inhomogeneity in the lower troposphere than in the upper atmosphere, reflecting the rapid photochemical response of OH to local conditions. When only scattering is considered, as in Berntsen and Isaksen's [1997] study of the impact of clouds on upper tropospheric chemistry, the calculated OH abundances are larger above clouds than for clear-sky conditions. Thus it is clear that aerosol absorption rather than scattering is driving these global OH decreases. Table 3 . For the CCSR climatology the aerosols over the oceans (70% of the surface) are responsible for only 20 -40% of the total perturbation. The ocean-only climatologies of CCSR and AVHRR for July yield similar perturbations, although those of AVHRR are systematically larger as expected from their slightly larger AOTs. The importance of aerosol absorptivity is demonstrated with the ocean-only AVHRR sequence using different models for the refractive index (see discussion in section 2). Reducing the dust absorption by a third (mod D) has little impact. By additionally reducing the carbonaceous absorptivity to a single-scattering albedo of 0.8 (mod C) and 0.9 (weak C), the aerosol impact is reduced by a factor of 3. Using a sea-salt model for all oceanic aerosols results in a negligible impact. Thus the land aerosols dominate, and it is the absorptivity of the carbonaceous and dust aerosols that drives the changes in tropospheric photochemistry.
Projections and Conclusions
[17] The budget lifetime of CH 4 in this CTM is 9.6 years, and the e-folding time of a perturbation is $14 years . We use this knowledge of the chemical modes and the CH 4 feedbacks diagnosed from many CTMs to project these aerosol perturbations to a steady state. Table  4 summarizes the increase in CH 4 lifetime, the decrease in tropospheric OH burden, and the increase in tropospheric O 3 burden for January and July budget runs as caused by aerosol impacts on photolysis. The northern summer dominates by more than a factor of 2. We estimate an annual average from these two months (e.g., a 5.6% increase in CH 4 lifetime) and use the IPCC 2001 results from an ensemble of CTMs [Prather and Ehhalt, 2001 ] to estimate the feedbacks when the CH 4 perturbation reaches steady state. These feedbacks augment the mean tropospheric OH perturbation by a factor of 1.4 and predict that the CH 4 abundance is $130 ppb higher with aerosols than without. The tropospheric O 3 burden is greatly amplified by this increase in CH 4 from 0.25 to 0.63 Dobson units. In summary, the impact of aerosols on photolysis alone is to increase tropospheric O 3 by $1 ppb and to increase tropospheric CH 4 by $130 ppb (via tropospheric OH decreases of $8%). These greenhouse gas increases produce an increase in radiative forcing of $0.08 W/m 2 .
[18] In this paper we calculate global aerosol-photolysis coupling using a photolysis model (Fast-J) within the UCI CTM that couples aerosol and cloud layers. The results clearly show impacts at the 5 -10% level for global tropospheric chemistry, but regional perturbations can be as large as 50%, for example, in OH abundances. Perturbations are largest in the lower troposphere, over the continents, and generally in the summer hemisphere. This aerosol impact is dominated by the highly absorbing aerosols (carbonaceous and dust). The global results here may be a lower bound because they use the CCSR model climatology that over the ocean generally underestimates the satellite-derived AOT from AVHRR. We intend to work with the next generation of satellite climatology [Mishchenko et al., 2002] , which will consolidate ocean and land AOT to reduce this uncertainty.
[19] The monthly mean aerosol climatologies here are used in conjunction with a 3-hour meteorological field of varying cloud layers. Generally, the aerosols have maximal impact on photochemistry in cloud-free conditions. If the cloud fields and aerosols are correlated, then our assumption of constant AOT for variations in cloud cover may induce errors. For AVHRR the climatology is based on cloud-free conditions, and thus there should be minimal systematic bias in these simulations. Uncertainties in aerosol composition, radiative properties, and vertical distribution all affect tropospheric photolysis. For example, we assume that the aerosol vertical distribution of AVHRR climatology is proportional to the local water vapor density in the CTM. This assumption is perhaps fine for sulfate but is wrong for dust, which is generally transported in a dry layer above the boundary layer. The aerosol vertical profiles are the most poorly known data in aerosol research. In addition, refractive indices vary with wavelength. Therefore the wavelength-independent indices adopted in our study, although they represent well the mean values in the key tropospheric chemical spectrum, will induce the error in photolysis calculation. A next step would be to couple a full aerosol model with the tropospheric CTM to resolve issues of variability and to correlate anthropogenic aerosols with trace gas pollutants. We believe that this study demonstrates the necessity for coupled aerosol-chemistry models to use a Fast-J or equivalent model that couples aerosols with clouds and ozone in calculating photolysis.
[20] Aerosols also impact tropospheric photochemistry through gas-aerosol (heterogeneous) reactions, and many different types of heterogeneous reactions have been studied [Dentener and Crutzen, 1993; Dentener et al., 1996; Lary et al., 1996; Wahner et al., 1998; Lary et al., 1999; Knipping et al., 2000; Jacob, 2000; Tie et al., 2001; Underwood et al., 2001] . For example, the impact of aqueous phase reactions of HNO 4 [Dentener et al., 2002] appears to be comparable to the photolytic impacts shown here, although photolytic changes in OH extend throughout most of the troposphere. However, such evaluations are even more uncertain than this one because the detailed chemical composition and mixture of the aerosols, which plays a great role in heterogeneous chemistry, is even more difficult to extract from the observed climatology.
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