Abstract-In this paper, we compute general smoothing dynamics for partially observed dynamical systems generating Poisson observations. We consider two model classes, each Markov modulated Poisson processes, whose stochastic intensities depend upon the state of an unobserved Markov process. In one model class, the hidden state process is a continuously-valued Itô process, which gives rise to a continuous sample-path stochastic intensity. In the other model class, the hidden state process is a continuous-time Markov chain, giving rise to a pure jump stochastic intensity. To compute filtered estimates of state process, we establish dynamics, whose solutions are unnormalized marginal probabilities; however, these dynamics include Lebesgue-Stieltjes stochastic integrals. By adapting the transformation techniques introduced by J. M. C. Clark, we compute filter dynamics which do not include these stochastic integrals. To construct smoothers, we exploit a duality between our forward and backward transformed dynamics and thereby completely avoid the technical complexities of backward evolving stochastic integral equations. The general smoother dynamics we present can readily be applied to specific smoothing algorithms, referred to in the literature as: Fixed point smoothing, fixed lag smoothing and fixed interval smoothing. It is shown that there is a clear motivation to compute smoothers via transformation techniques similar to those presented by J. M. C. Clark, that is, our smoothers are easily obtained without recourse to two sided stochastic integration. A computer simulation is included.
I. INTRODUCTION
C URRENTLY, there is increasing interest in estimation using counting process observations. For example, counting processes arise quite naturally in optical signal processing, from the arrival processes generated from email traffic and most recently in quantitative finance [31] . The filtering problem, for (Poisson) counting process observations, was first introduced by Snyder in [26] . Snyder's paper presented a stochastic integral equation, whose solution is the normalized conditional probability of the state, given an observation history. The model considered was a continuous sample path R. J. Elliott is with the Haskayne School of Business, the University of Calgary, Calgary, AB T2N 1N4, Canada (e-mail: relliott@ucalgary.ca).
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Digital Object Identifier 10.1109/TAC. 2005.852565 stochastic intensity influenced by a diffusion process. To develop his equation, Snyder first appealed to the Bartlett-Moyal theorem [21] , computing a stochastic integral equation satisfied by the conditional characteristic function of the state, given the observation history. Taking the inverse Fourier transform of these dynamics, one recovers the so called Snyder equation.
In [25] , a different approach was taken to compute filters for counting process observations, depending primarily upon the innovations method. One potential numerical problem with the filters presented in [26] and [25] is the appearance of the reciprocal of the estimated intensity in the filter dynamics. This can indeed cause numerical difficulties. For example, a small magnitude for the estimated intensity can cause instability. Further, these dynamics exclude the possibility of the intensity taking the value zero. Moreover, since all smoothers depend upon their corresponding filters, these reciprocal terms appear again in the smoothers developed in both [27] and [25] . For this reason (and others), the smoothers in [27] and [25] are somewhat difficult to implement on a digital computer. To address these technical difficulties, we propose new smoothing schemes which contain no reciprocal terms, have linear dynamics and do not include stochastic integrations. Further, our filters and smoothers are easily implemented on a digital computer. The approach we take is a combination of the method of reference probability and an adaptation of the transformation technique presented in [3] . Consequently the observation processes appear in our new dynamics as random parameters, rather than as stochastic integrators. To compute smoothers, we exploit a duality between forward (in time) dynamics and backward (in time) dynamics, thereby eliminating the need to consider two-sided stochastic calculus. This technique was first presented in [18] , then subsequently in [11] . This paper is organized as follows. In Section II, we define dynamical models for the Markov state processes and the Poisson observation processes. The method of reference probability is briefly described and Radon-Nikodym derivatives are defined. In Section III, we briefly recall some basic results in filtering with counting process observations. New filters and smoothers are computed in Sections IV and V for, respectively, continuous stochastic sample path intensities and pure jump stochastic sample path intensities. In Section VI, we compute discretization upper limits for filters and smoothers with pure jump stochastic sample path intensities. Finally, some numerical examples are given in Section VII.
II. SIGNAL MODELS AND REFERENCE PROBABILITY
All processes are defined on the probability space . 
B. Discrete State Process Models
Here, the signal process is a Markov process taking values in the discrete state-space
The dynamics for this Markov process are given by
where is a martingale and is a rate matrix.
C. Observation Processes
We suppose that either the state process or is observed through a univariate Poisson process , whose stochastic intensities are defined, respectively, by (4) where , or 
Here, is a continuously valued process and is a finite state process. Note that, in the sequel, it will be clear by context as to which class of model is being considered.
D. Reference Probability
Using change of measure techniques is in effect a version of Bayes' Theorem. We suppose that under a reference measure , the observation process is a canonical Poisson process with unit intensity and is independent of the state process . To define the "real world" probability , we set (10) Dynamics for the process , when satisfies (1), and when satisfies (3), are, respectively (11) (12) Remark II.1: To compute our smoothers we will make use of the factorization , where, for example (13) Notation: Suppose is any adapted process and we wish to estimate . Using a form of Bayes' rule [6] (14)
III. EXTANT FILTER DYNAMICS
To provide some historical perspective and to give an example of the technicalities arising in counting process state estimation, we first recall some early fundamental results. We start with the Snyder equation.
Theorem 1 (Snyder, 1972) : Suppose a process satisfies the dynamics (1) and a Poisson process is observed whose stochastic intensity is given by (15) Here, maps the space of to . The normalized probability of the state process, conditioned upon an observation history, satisfies the stochastic integral equation (16) Here, denotes the forward Kolmogorov partial differential operator for the diffusion process and the quantity is a conditional mean estimate .
It is clear that the dynamics at (16) have a singularity at , further, the difficulty of these nonlinear dynamics is compounded by the inclusion of in the martingale term. In a subsequent paper (see [27] ), Snyder developed smoother dynamics for all three classes of smoother, fixed point, fixed lag and fixed interval, based upon the model just described. However, every smoother depends upon its corresponding filter, and in this case the complexities in the dynamics at (16) , were inherited by each of the smoothers in [27] .
A similar situation occurs if one considers a filter (for the same model), developed via the innovations method. In this scenario the state estimation filter has dynamics (17) Here, . Clearly, these dynamics are complicated and are not amenable to implementation on a digital computer. Further, computing smoothers based on these dynamics compounds the technical difficulties yet again (see [25] ). Other filters for counting process observations have appeared in the literature; for example, see [2] , [10] , [14] , [24] , [28] , and [29] .
The reciprocal terms in the dynamics at (16) and (17) can be eliminated by choosing to work with unnormalized probabilities. This approach has been taken, for example, in [14] . However, all counting process filters in the literature, (for the models we consider), include stochastic integrals. This means that to compute smoothers, where the corresponding filter includes stochastic integration, will require backward stochastic integrals and the resulting smoothers will necessarily include stochastic integrals. An example of this approach can be found in [24] .
The main contribution of this paper is to first develop filters which do not include stochastic integrals, then to use these filters tocomputeour smoothers.Usingthisapproach,oneeasily obtains smoothing schemes without recourse to the two-sided calculus and the resulting smoothing schemes have numerical benefits.
Remark III.1: A convention in the literature for continuous time filters not including stochastic integrals, is to refer to such filters as robust. In this context, the meaning of the term robust filter, is a filter which evaluates an expectation whose dependence upon the observation sample path is continuous in some sense.
IV. NEW SMOOTHING FILTERS (CONTINUOUS-STATE PROCESSES)
A. Filter Dynamics Theorem 2: Suppose the process satisfies dynamics given by (1) . Suppose a Poisson process is observed whose intensity model has the form , with . Further, suppose there exists and unnormalized density function , such that (18) Then, the process has dynamics (19) Here, denotes the partial differential operator (20) A proof of Theorem 2 is given in the Appendix.
B. Robust Filters
In this section, we eliminate the stochastic integral in the dynamics (19) , by adapting the transformation technique presented in [3] . For what follows, we will need a general form of the Itô rule.
Theorem 3 (Itô-Doleans-Dade-Meyer):
Suppose is a local semimartingale in and , is a twice continuously differentiable function. is again a semimartingale, with Doob-Meyer decomposition (21) Here, denotes the continuous component of the process . A proof of Theorem 3 is given in [6] . We introduce the scalar-valued function (22) The process satisfies the stochastic integral equation (23) Lemma 1: The process satisfies the stochastic integral equation (24) Proof: To establish the dynamics (24) 
Combining the terms at (27)- (30), we see
Consider the nonstochastic parabolic partial differential equation in That is, is a solution of (33). Solutions of this equation are unique so the result follows.
C. Smoothing Scheme
In smoothing, we consider any time and suppose the observations are given up to time . We wish to compute for any measurable test function . By the Bayes' Theorem is independent of time.
Proof:
(as has independent increments under )
However, is independent of and the result follows.
Recall that . Define 
and the result is proved.
D. Discrete-Time Smoothers
To compute practical forms of the dynamics given by (32) and (44), we compute time domain discretizations of these dynamics. Consider a partition on the interval , with times
Here, , where for some . Write Recalling the definition of , we see that
Similarly, one can compute discrete-time dynamics for the process , these dynamics are
Finally, noting the equalities and that , it follows that (57)
To compute estimated smoothed probabilities on an observation partition , the recursive dynamics (55) and (56), can be used to evaluate the right-hand side of (57).
Remark IV.1: The discrete-time dynamics given at (55) and (56) provide a means by which smoothed estimates may be calculated without stochastic integrations. Using these dynamics, one must also discretize a compact set in and apply a numerical technique to approximate the partial derivatives arising from the operators, and .
V. NEW SMOOTHING FILTERS (DISCRETE STATE PROCESSES)
A. Filter Dynamics Theorem 7: Suppose the process satisfies dynamics given by (3) . Suppose a Poisson process is observed whose intensity model has the form (58)
The unnormalized probability vector , satisfies the stochastic integral equation (59) A proof of Theorem 7 is given in Appendix II. To determine the corresponding normalized filter probability for the dynamics at (59), one computes, for example 
with, . It was shown in [17] , that the transformed process , satisfies the linear ordinary differential equation
The importance of this result is that filtered estimates of the state process can be obtained without recourse to stochastic integration with respect to the Poisson process . This can also be an advantage numerically (see [19] 
D. Discrete-Time Smoother
To obtain an approximation for , we discretize the dynamics for the processes and over an increasing partition of as before. Recalling (73) in Theorem 8, we see that the estimated smoother probabilities are computed directly from the two recursions (84) and (83). We stress again that the observations now appear as parameters in the matrices and , rather than integrators in martingale terms of equations such as (116).
VI. DISCRETIZATION LIMITS
In this section, we demonstrate the numerical benefits of filter and smoother dynamics which do not include stochastic integrations. We start with a filter for a Poisson intensity model whose value depend upon the state of a continuous-time Markov chain. To denote the mesh of the time partition, we write (85) Due to the nature of Markov modulated Poisson processes, it is rarely the case that one can consider a regular partition in time when discretising filters, as one must preserve the counting process property, that is, at most one jump event can occur in any subinterval within a partition. Because of this constraint, it is quite natural to consider irregular time partitions, so it is also natural to consider the question of how large any time step might be. However, some care is needed in discretising continuous time stochastic integral equations. In particular, it is known that continuous time filters can be discretized in such a way as to produce meaningless negative probabilities; see, for example, [15, p. 448] .
Definition 2: A discrete-time recursion for an unnormalized probability vector , where , is said to be stable on a partition , if for each and for each , the following inequality holds:
(86)
Theorem 9:
The recursion for the -process given at (84), when defined on a partition , is stable in the sense of Definition 2, provided a maximum grid step , is chosen to satisfy the upper bound (87) Remark VI.1: Note that the upper bound given by (87) is deterministic, that is, it does not depend upon any observation sample path.
Proof: Consider the -th component of the vector . Without loss of generality we take for each . Recalling the dynamics at (84), we see that (88) Here,
. The stability condition given in Definition 2, requires that the left-hand side of (88) Since the off diagonal elements of the matrix are always nonnegative, the term concerning these elements in (90) is always nonnegative, that is (91) So, to ensure the inequality at (90) is satisfied, we need only choose , such that the quantity is nonnegative, that is (92)
The corresponding global upper limit for the maximum grid step , is, therefore
Corollary 2: The recursion for the -process given at (83), when defined on a partition , is stable in the sense of Definition 2, provided a maximum grid step is chosen to satisfy the upper bound given at (87).
The proof of Corollary 2 is much the same as that for Theorem 9 and so is omitted. Given that both the dynamics at (84) and (83) meet the stability criterion for the same upper bound, it is immediate that the estimated smoother probabilities also remain nonnegative, provided this bound is observed.
VII. EXAMPLE
The smoothers presented in this paper are general and can be readily configured for standard special cases, such as fixed point, fixed lag and fixed interval smoothers. To demonstrate the benefit of smoothing over filtering, we consider a pure jumpstochastic Poisson intensity model and a fixed interval smoother. The individual Poisson intensities are:
and the rate matrix has the form (94) In Fig. 1 , we show three subfigures. In the first subfigure, a realization of the hidden Markov process is shown. It is this process that determines the Poisson intensities, where the chain in state 0 results in a Poisson intensity of 10, and the chain in state 1 results in a Poisson intensity of 20. The remaining two subfigures in Fig. 1 show the robust filter's estimated probabilities; and . In Fig. 2 , we show the corresponding fixed interval smoother for the same example.
VIII. CONCLUSION
In this paper, new filters and smoothers have been presented for systems with Markov modulated Poisson process observations. These filters do not include stochastic integrations. The techniques used were the method of reference probability and an adaptation of the transformation techniques presented in [3] . It has been shown that by using this approach that smoothers are easily computed without recourse to backward evolving stochastic integrals. This is achieved by exploiting a duality between forward evolving and backward evolving nonstochastic dynamics.
APPENDIX I PROOF OF THEOREM 2
There are two parts to the proof of this theorem. In the first part (part a), we establish dynamics for a measure-valued process for a test function depending upon the state process .
In the second part of the proof (part b), we compute the density process corresponding to the process .
A. Part a Definition 3:
Let be an arbitrary function of the state variable such that . The unnormalized condi- tional measure of given , under the reference measure is defined as (95) We first compute the form of the semimartingale . The differential generator for the Itô diffusion (1) is (96) where, for simplicity, we take to be a scalar valued process.
Using the Itô rule for (97) Given [2] , and (97), the differential is
From these calculations we have the semimartingale form of , so all that is left to do, following [30] , is to evaluate the five conditional expectations on the right-hand side of (99) To explain the results of these expectations, it is sufficient to consider one example. In (103), the stochastic integral on the left-hand side can be approximated in the usual manner by a Riemann sum. Noting that is known in (the -algebra contains all the available information about ), then the expectation can be taken inside the integral This expectation is performed under the reference measure . Now
and has independent increments under this measure, so the future increments of for , tell us nothing about the integrand. Hence, we may equally condition on and by definition (105) For the existence of the result of (103) it is assumed that (106) Similar arguments explain the remaining expectations.
Combining the expectations (100)- (103) gives the stochastic integral equation (107)
B. Part b
In part (a), we computed a stochastic integral equation for a measure valued process, namely . Suppose the measure is given by a density so that (108)
For the implementation of filtering equations it proves more convenient to work with stochastic differential equations for the corresponding density processes. Since the (107) has been derived, one can write down the corresponding equation for the density process (109) Here, denotes the formal adjoint of the operator , (the form of is given in (96) of the Appendix). Further, since is an arbitrary test function, it follows from (109) that the unnormalized density process is given by the stochastic integral equation (110) APPENDIX II PROOF OF THEOREM 7 We wish to estimate given the observations of . To compute the expectation at (113), we first apply the product rule to determine the decomposition for the process (115) By conditioning both sides of (115) on under the reference probability , it then follows that the process has the dynamics 
