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models and the mathematical relationships of scanning are 
derived. To overcome the limitations of the one-dimensional 
and two-dimensional Fourier integral analyses of the line 
scanninq system, a semi-discrete method of analysis is devel- 
oped, This method is used to evaluate more precisely the 
system performance when the output signal is inherently dis- 
crete and when post filtering is performed. 
TO - COMPLETE MEMBBINDUM TO 
CORRESPONDENCE FILES: 
OFFICIAL F ILE COPY 
plus one white copy for each 
odditionol care referenced 
TECHNICAL LIBRARY (4) 
NASA Headauarters 
H. Cohen/MQ 
J. H. DisherjMLD 
W. B. Evans/MLO 
J. P. Field, Jr./MLB 
T. E. Hanes/MLA 
A. S. Lyman/MAP 
M. Savage/MLE 
W. C. Schneider/ML 
Manned Spacecraft Center 
Marshall Space Flight Center 
R. E. Tinius/S&E-CSE-AM 
Honeywell Radiation Center 
Re A. Weagant 
Bell Telephone ~aboratories 
W. B.  Cagle/HO 
C. C. Cutler/HO 
C. G. Davis/HO 
J. W. Easley/WH 
J. S. Mayo/WH 
C. W. Rosenthal/MH 
C. F. Simone/HO 
- 
@ - Bellcomm, Inc. 
I 
a 
89 G .  R .  Andersen 
G .  M. Anderson 
W. J. Benden 
A. P. Boysen, Jr. 
K. R. carpenter 
R. K. Chen 
J. P. Downs 
W. W. Elam 
F. El Baz 
J. J. Fearnsides 
D. R. Hagner 
W. G. Heffron 
H. A. Helm 
J. J. Hibbert 
N. W. Hinners 
W. W. Hough 
J. E. Johnson 
A. N. Kontaratos 
J. Kranton 
D. P. Ling (Abstract Only) 
D. D. Lloyd 
J. P. Maloy 
K. E. Martersteck 
J. Z. Menard 
L. D. Nelson 
R. W. Newsome 
J. J. OIConner 
G. T. Orrok 
N. P. Patterson 
S. L. Penn 
H. W. Radin 
J. T. Raleigh 
R. 3 .  Ravera 
P. E. Reynolds 
I. I. Rosenblum 
R. D, Sharma 
N. W. Schroeder 
E .  N. Shipley 
W. L. Smith 
R. V .  Sperry 
J. L. Strand 
C. C. H. Tang 
W. B. Thompson 
J. W. Timko 
R .  A. Troester 
A. R. Vernon 
R. L. Wagner 
M. P. Wilson 
D. I3. Wood 
W. D. Wynn 
Department 1024 File 
Central File 
955 L'Enfant Plaza North, S.W. 
Washington, D. C. 20024 
date: May 25, 1971 
Distribution 
from: S . Y. Lee 
subject: Characterization and Mathematical 
Representation of Line Scanning 
Image Systems - Case 620 
TECHNICAL MEMORANDUM 
I. INTRODUCTION 
The application of techniques of network theory and 
information theory to the study of optical systems has received 
- 
a considerable amount of attention. [i-81 In this memorandum we 
utilize these basic techniques as a tool for the analysis of a 
line scanning image system, and to develop models and derive 
relationships which are necessary for the evaluation of system 
performance. 
The analysis presented here avoids the limitations of 
the one-dimensional and two-dimensional Fourier integral analy- 
ses of the line scanning system (see Appendix). We interpret 
the line scanning process as a one-dimensional sampling opera- 
tion with period Ay of a continuous two-dimensional signal, as 
shown in Figure 1. 
Scanning Sampler Post filter 
System 
FIGURE 1 - SCANNING AS A SAMPLING PROCESS 
In Figure 1, f (x ,y) is the input signal and a3 (x, y) 1 
is the point source response of the scanning system of Figure A 
given in the Appendix. The sampler is viewed as an operation 
c h a r a c t e r i s t i c  of t h e  scanning p roces s  which l i m i t s  t h e  output 
f , ( x , y )  t o  r eco rd  t h e  i n p u t  s i g n a l  on a  set  of  p a r a l l e l  lines, 
J 
cont inuous i n  x over  some f i n i t e  l e n g t h  and sampled p e r i o d i c a l l y  
a t  d i s c r e t e  p o s i t i o n s  i n  y  w i t h  pe r iod  Ay. I t  should be noted 
t h a t  t h i s  i n t e r p r e t a t i o n  i s  more r e a l i s t i c  t han  t h a t  of  t h e  esn- 
t i nuous  two-dimensional o u t p u t  s i n c e  t h e  s i z e  of  t h e  scanning 
a p e r t u r e  and t h e  d i s t a n c e  between scan  l i n e s  of  t h e  y coordinate 
can never  be zero .  The purpose of t h e  p o s t  f i l t e r  a4  (x ,mAy:  i s  
t o  p roces s  t h e  s i g n a l  $ (x,mAy) t o  recover  t h e  o r i g i n a l  input 3 
s i g n a l  which i s  contaminated by two-dimensional n o i s e  introduced 
by t h e  system and scanning process .  
A s  s t a t e d  i n  t h e  l a s t  paragraph,  a  more r e a l i s t i c  
i n t e r p r e t a t i o n  of a  scanning p roces s  i s  t o  cons ide r  t h e  i n p u t  
and ou tpu t  s i g n a l s  a s  s emi -d i sc re t e  ( i . e . ,  a  s e t  of  p a r a l l e l  
l i n e s ) .  Noting t h a t  t h e  input -ou tpu t  r e l a t i o n s h i p s  o f  semi- 
d i s c r e t e  s i g n a l s  cannot be expressed i n  terms of two-dimensional 
cont inuous convolu t ion ,  we s h a l l  d e r i v e  t h e s e  r e l a t i o n s h i p s  i n  
terms o f  s emi -d i sc re t e  r e p r e s e n t a t i o n  i n  t h e  fo l lowing  sectfLons, 
11. CHARACTERIZATION OF SIGNAL BY CORRELATION FUNCTIONS 
L e t  Af ( x ~ ~ x ~ ; Y ~ ~ Y ~  ) denote  t h e  a u t o c o r r e l a t i o n  f u n c t i a n  
of a  cont inuous s p a t i a l  s i g n a l  f ( x , y ) ,  and d e f i n e  it a s  
where E denotes  t h e  ensemble e x p e c t a t i o n ,  and (x1,yl) a pint i n  
t h e  (x ,y)  p lane.  For a  s p a t i a l l y  s t a t i o n a r y  s i g n a l ,  (1) reduces 
t o  
where t h e  + s u b s c r i p t  on s i g n a l  v a r i a b l e  denotes  t h e  s h i f t  
r equ i r ed  by c o r r e l a t i o n  and f  denotes  f  (x ,y )  . 
The ensemble a u t o c o r r e l a t i o n  f u n c t i o n  f o r  a  semi- 
d i s c r e t e  s t a t i o n a r y  s i g n a l  i s  d e f i n e d  a s  
bf (X ,rnAy) = E [f  ( x f a  ,m~y+nAy) f ( a  , n ~ y )  1 = E [ f+ f  I 
where " -'" denotes  s emi -d i sc re t e  f u n c t i o n ,  cont inuous i n  x, 
d i s c r e t e  i n  y. 
Cross -co r r e l a t i on  f u n c t i o n s  f o r  cont inuous s t a t i o n a r y  
s i g n a l s  are de f ined  a s  
and f o r  semi-d isc re te  s t a t i o n a r y  s i g n a l s  a r e  
The frequency s p e c t r a  f o r  t h e  c o r r e l a t i o n  f u n c t i o n s  ( 2 )  t o  (51 
a r e  de f ined  a s :  
"Equations ( 7 )  and ( 9 )  can be r e a d i l y  ob ta ined  by defining 
m 
t h e  sampling o p e r a t i o n  a s  S[G£ ( x , ~ )  1 = 6 (& - m) Gf (x 4 ~ )  zmd 
m=-m 
assuming a sampling process  such t h a t  Gf (x ,mA~)  = (xtrnAy) f 
This  i s  done s o  t h a t  t h e  forms o f  t h e  cont inuous and semi-discrete 
r e l a t i o n s  ( 6 )  t o  ( 9 )  a r e  p reserved .  
respectively. Using these definitions, the inverse relationships 
of ( 6 )  and ( 8 )  are derived in Reference [l] as 
and 
respectively, 
Now we shall proceed to derive the inverse relationship 
for the semi-discrete two-dimensional frequency spectra of (7) 
and (9). Consider first the frequency spectrum of the s e m i - .  
discrete two-dimensional autocorrelation function given in ( 7 1 ,  
Multiplying both sides of (7) by exp[2njwT,pAy] and 
1 
assuming that the order of integration and summation can be re- 
versed (this assumption implies term-by-term integration in (7) 
is allowed) we have 
exp [ 2m j (p-m) w Ay] Ay . (12) 
Y 
1 Integrate both sides of (12) over a period of -with respect to 
W A Y 
Y 
exp ( - 2 7 ~ j w ~ x ) d x  e x p ( 2 ~ j  (p-m)w Ay) dw (131" 
Y Y 
Again assuming t h a t  t h e  o r d e r  of i n t e g r a t i o n  and s 
be changed, t h e  r igh t -hand  s i d e  of  ( 1 3 )  can be r e w r i t t e n  as  
S u b s t i t u t i n g  z = 2~rAyw and dz = 2~Aydw i n t o  (141, it becomes 
Y Y 
w 7T w 1 
- 1 I e x p [ j  (p-m) zl  dz 1 if (x ,m~y)exp[ -2n  jwxxIdx 2v m=-w - r  - m  
, s t i n g  that 
(15) reduces  t o  
Thus, (13)  can now be w r i t t e n  a s  
where I' (wx) is the x Fourier transform of sf (x , P A Y )  . Then 
applying the well-known one-dimensional inverse Fourier 
transform relation and replacing p by m, we have 
Using the same procedure and the definition of (98 
the semi-discrete two-dimensional cross correlation function 
can be written 
Utilizing the well-known mean square value theorem in c o m u n i e a t i s n  
theory, the mean square value for a semi-discrete signal can be 
obtained directly from (3) and (20) 
111. RELATIONSHIP BETWEEN THE CONTINUOUS AND SEMI-DISCRETE SPECTRA -
Assume a sampling process that exists in the f o b l e w i n g  
relationship, 
Using t h e  d e f i n i t i o n  of  (10) and equa t ion  (23), we o b t a i n  
F i r s t  assume each i n t e g r a t i o n  o f  ( 2 4 )  converges uniformly with 
r e s p e c t  t o  t h e  i n f i n i t e  l i m i t s ;  t hen  r e w r i t e  t h e  w ~ ,  i n t e g r a t i o n  
1 
of  t h e  r ight-hand s i d e  of ( 2 4 )  a s  t h e  sum of  s u b - i n t e g r a l s  of 
1 pe r iod  - 
AY 
S u b s t i t u t i n g  w = - + w '  and no t ing  t h a t  e j2nmk = 1 if m and k 
Y A Y  Y 
a r e  i n t e g e r s ,  (25) becomes 
Replacing w f o r  w '  and r e v e r s i n g  t h e  o r d e r  of i n t e g r a t i o n  and 
Y Y 
summation a s  b e f o r e ,  w e  o b t a i n  
Comparing (27) w i th  ( 2 0 )  we d e r i v e  t h e  r e l a t i o n s h i p  between t h e  
continuous and semi-d isc re te  s p e c t r a  a s  
Similarly, the relationship between the continuous and 
semi-discrete spectra for the cross correlation function is 
respectively. 
I P T  . INPUT-OUTPUT RELATIONSHIPS OF A LINEAR FILTER 
If an input signal fl(x,y) passes through a linear 
filter with system response function h(x,y), then the output 
signal f2(x,y) can be expressed as a continuous convolution 
where * denotes convolution. Similarly, if a semi-discrete 
signal fl(xfmAy) passes through a linear semi-discrete filter 
- 
b,bt;th system response function fi (x ,m~y) then the semi-discre te 
output signal f! (x,mAy) may be determined by a semi-discret? 
convolution, 2 
where denotes semi-discrete convolution. 
Using the input-output relationships of (30) and (311 
2nd assuming the input signal is stationary, we proceed to derive 
the input-output relationships corresponding to the two-dimensional 
continuous and semi-discrete correlation functions and their 
Fourier spectra when passed through a linear space-invariant (or, 
equivalently, isoplanatic) filter. 
From (2) and (30) , the output autocorrelation f u n c t i o n  
is 
or, r e w r i t i n g ,  
Bring t h e  e x p e c t a t i o n  i n s i d e  t h e  i n t e g r a l  and l e t  
w e  o b t a i n  
From ( 2 ) ,  (34) becomes 
Noting that 
where h, = 21 (-x I - y )  . Thus (36) becomes 
The derivation of the input-output relationship in 
terms of a two-dimensional semi-discrete autocorrelation f u n c t i o n  
is similar to the case of the two-dimensional continuous auto- 
correlation function. From (3) and (31), the output semi-discrete 
autocorrelation function when an input semi-discrete function is 
transmitted through a linear space-invariant filter is 
m m  
df2(x,mAy) = E J , fl (xl ,iny) fi (xta-x' ,m~~+nAy--i~yldx' n11 
-00 1=-m 
m  m  
f 1 f (u, j ny) fi (a-u,n~y- j Ay) duay (39; 
-00 j=-00 
Noting that the integrations and summations are all over different 
variables, (39) can be rewritten as 
h (x+a-x' ,mAy+nAy-i Ay) h (a-u ,nAy- j Ay)dxldu (Ay) 
Bringing t h e  e x p e c t a t i o n  i n s i d e  t h e  i n t e g r a l  and l e t t i n g  
x" u = W 
iAy - jAy = pay 
we o b t a i n  
From ( 3 ) ,  ( 4 1 )  becomes 
Consider ing on ly  t h e  i n t e g r a l  
of ( 4 2 )  and l e t t i n g  
mAy + nay - zAy = RAy 
t h e  i n t e g r a l  (43) reduces  t o  
m m  




Hence, (42) becomes 
The two-dimensional c r o s s  c o r r e l a t i o n  f u n c t i o n  between t h e  i n p u t  
and ou tpu t  s i g n a l s  can be ob ta ined  from ( 4 )  and (30) 
F i r s t  no t e  t h a t  f l (x+a ,y+b)  i s  n o t  a  func t ion  of x '  and y n -  
Bringing it and t h e  e x p e c t a t i o n  i n s i d e  t h e  i n t e g r a l  ( 4 7 )  becomes 
Substituting 
u = a-x ' 
v - = b-y' 
into (48) , we have 
Similarly, the reverse continuous two-dimensional cross correlation, 
the semi-discrete two-dimensional cross correlation and the semi- 
discrete reverse two-dimensional cross correlation functions can be 
shown to be 
and 
respectively. 
Thus, the input-output relationships in terms of the 
correlation functions and system response function can be sum- 
marized as below: 
where the + subscript on signal variable represents the shift 
required by correlation, the " - "  denotes semi-discrete opera- 
tion, h is the system response function, h-(x,y) = h(-x,-y) 
and h- (x ,m Ay ) = h (-x , -m Ay ) . 
Using the two-dimensional Fourier transform techniques, 
(54) can be expressed in the spatial frequency domain as 
where H i s  t h e  two-dimensional F o u r i e r  t rans form of h, H is 
t h e  conjuga te  of H ,  and 1 H 1 e q u a l s  HZ. 
V. AUTOCORRELATION FUNCTION OF THE ERROR SIGNAL WITH POST FILTER 
INCLUDED 
The model g iven  i n  F igu re  2 enab le s  one t o  evaluate 
system performance and t o  employ p o s t  f i l t e r i n g  techniques .  In 
terms of semi-d isc re te  s i g n a l s  t h e  e r r o r  i s  
where t h e  v a r i a b l e s  are de f ined  i n  F igure  2 .  
Semi-Discrete Naise 
I Scanning Sampler Pos t  F i l t e r  
System I I ( x s c a n  
I y  sample) 
I 
I f l ( x . y )  i1 (X ,may) 
C,.- -- --_.- - - - - -_ .D_Is_I_D-- -  
FIGURE 2 - MODEL FOR PERFORMANCE EVALUATION AND POST 
FILTERING 
From ( 3 )  and ( 5 6 ) ,  t h e  a u t o c o r r e l a t i o n  f u n c t i o n  s f  
t h e  e r r o r  s i g n a l  i s  
Expanding (57)  and assuming t h e  s i g n a l  and n o i s e  a r e  u n c o r r e l a t e d  
and have  z e r o  mean, t h a t  i s  
w e  o b t a i n  
Applying ( 3 )  and (54)  t o  ( 5 9 ) ,  it r e d u c e s  t o  
o r  i n  t h e  s p a t i a l  f r equency  domain, w e  a p p l y  (55)  t o  (60)  and o b t a i n  
Thus, we can  evaluate the system performance by determining h: E 
us ing  e i t h e r  (68) o r  ( 6 1 ) .  I t  should be noted t h a t  t h e  system 
performance be fo re  p o s t  f i l t e r  can be ob ta ined  by e i t h e r  ( 6 0 ) ,  
l e t t i n g  (x,mAy) = 8 (x , m ~ y )  , o r  (61) , l e t t i n g  I4 [x , rn~y)  = 1. 
U p  t o  t h i s  p o i n t ,  s emi -d i sc re t e  f u n c t i o n s  cont inuous 
i n  t h e  x coo rd ina t e  have been cons idered .  Sampling i n  t h e  y  
v a r i a b l e  i s  a  consequence of  t h e  l i n e  scanning process  which 
g i v e s  f u n c t i o n s  d i s c r e t e  i n  y .  
For purposes of  d a t a  record ing  o r  t r ansmis s ion ,  t h e  
s emi -d i sc re t e  func t ions  a r e  o f t e n  sampled a long t h e  x ,  o r  
e q u i v a l e n t l y ,  t h e  t ime a x i s .  I n  t h e  p roces s ,  q u a n t i z a t i o n  no i se  
i s  in t roduced .  Subsequent ly ,  t h e  s emi -d i sc re t e  f u n c t i o n s  a r e  
r e c o n s t r u c t e d  i n  t ime by pas s ing  t h e  sampled d a t a  through a  low 
pas s  f i l t e r ,  
The model f o r  t h e  l i n e  scanning system mentioned above 
i s  shown i n  F igure  3. The c o r r e l a t i o n  spectrum o f  t h e  ou tpu t  
s i g n a l  of t h e  r e c o n s t r u c t i o n  f i l t e r  a 4  ( x , y )  can be expressed a s  
n  1 n  2 
n 3 n 4 
Background Aperture  Detec tor  Q u a n t i z a t i o n  
Aper ture  
x scan 
y  sample 
Detec tor  F i l t e r  x  Axis x 
sampler Reeonst rue-  
Input  
y Sampling 
Z ( x , m ~ y )  
Pos t  F i l t e r  
FIGURE 3  - MODEL OF A LINE SCANNING SYSTEM 
Note t h a t  P5 i s  a s s o c i a t e d  wi th  s i g n a l  i3 of .Figure 2 .  
The spectrum o f  t h e  ou tpu t  of t h e  p o s t  f i l t e r  i 5 ( x , m ~ y )  i s  
and t h e  e r r o r  i s  
Thus from (61) w e  o b t a i n  
- - - -  
- - - *  
where if i s  g iven  i n  (62) , Sf = S f l ~ 1 ~ 2 ~ 3 ~ 4  and 
5 1+ 5 
- 
= 2 A A A A  f 1 1 2 3 4 '  Hence, by knowing t h e  system functions S f l f 5 +  
o r  t h e i r  s p e c t r a ,  t h e  a u t o c o r r e l a t i o n  f u n c t i o n  of  t h e  input s ig -  
n a l  o r  i t s  spectrum, and t h e  a u t o c o r r e l a t i o n  f u n c t i o n s  of t h e  
va r ious  n o i s e s  o r  t h e i r  s p e c t r a ,  t h e  system performance can be 
r e a d i l y  determined by (65) . 
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APPENDIX 
ONE-DIMENSIONAL FOURIER INTEGRAL ANALYSIS OF 
A LINE SCANNING PROCESS AND ITS LIMITATIONS 
The l i n e  scanning image p roces s  shown i n  Figure A 
can be desc r ibed  mathemat ical ly  a s  fo l lows:  a s i g n a l  f i ( x , y )  
i s  conver ted t o  
a t  t h e  o u t p u t  of t h e  a p e r t u r e ,  where al (x ,y )  i s  t h e  a p e r t u r e  
response t o  a p o i n t  source  of  l i g h t .  Equation (A-1) can be 
i n t e r p r e t e d  a s  t h e  r e l a t i o n s h i p  between t h e  i n p u t  s i g n a l  a t  a 
p o i n t  and t h e  a c t u a l  measured o u t p u t  due t o  t h e  a p e r t u r e  
spread ing  e f f e c t .  
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FIGURE A - A SCANNING PROCESS 
Thus, if (xl ,yl)  deno te s  a p o i n t  i n  t h e  (x ,y)  p l ane ,  t h e  output 
of t h e  system a t  p o s i t i o n  (xl ,yl)  i s  
where x' and y '  a r e  i n  t h e  a p e r t u r e  c o o r d i n a t e  system. By 
assuming t h e  a p e r t u r e  moves w i t h  r e s p e c t  t o  t h e  s u r f a c e  of 
t h e  i n p u t  p lane  wi th  a c o n s t a n t  v e l o c i t y  (v )  and t h e  system 
ou tpu t  i s  a one-dimensional e l e c t r i c a l  s i g n a l ,  it i s  p o s s i b l e  
t o  ana lyze  t h e  scanning p roces s  i n  terms o f  i t s  temporal  re- 
sponse on a  s i n g l e  l i n e  scan .  To i l l u s t r a t e  t h i s  method, f i r s t  
no te  t h a t  two-dimensional convolu t ion  i n  t h e  s p a t i a l  domain 
reduces  t o  m u l t i p l i c a t i o n  i n  t h e  s p a t i a l  f requency domain; t h u s  
equa t ion  (A-1) becomes 
where A (w ,w ) i s  t h e  t r a n s f e r  f u n c t i o n  of t h e  o p t i c a l  aperture 
I X Y  
and F (w ,w ) i s  t h e  two-dimensional Four i e r  t rans form of  t h e  
1 X Y  
i n p u t  s i g n a l .  
Now assume t h a t  t h e  a p e r t u r e  scans  t h e  i n p u t  signal 
i n  t h e  x d i r e c t i o n  a t  a  c o n s t a n t  v e l o c i t y  (v)  such t h a t  x = l r t ,  
Then t h e  wave number wx i s  r e l a t e d  t o  t h e  temporal  frequency f 
by 
S u b s t i t u t i n g  (A-4)  i n t o  (A-3) we o b t a i n  
Hence, the time-Fourier transform of the signal as seen by the 
detector is 
where f/y denotes the temporal frequency corresponding to a 
given scan line y. As shown in Figure A, the detector is fol- 
lowed by an electrical filter with a one-dimensional transfer 
function A2(f) to correct various system effects. The output 
voltage of this filter is 
and is dependent on the y coordinate of the line scan. O n e  method 
of proceeding from this point is to assume that all scan lines are 
equivalent. This assumption suppresses the y coordinate and re- 
sults in a time function f3(t) given by 
fg(t) = J j A~(VW~)A (w ,w )F (w ,w )exp(2njvtwx)dwxdw ( A - ~ I *  
-m -00 
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The limitation of this procedure is that the output signal is one-- 
dimensional, thereby prohibiting a true evaluation of system per- 
formance since the input signal is inherently two-dimensional, 
Furthermore, an analysis of this type permits only one-dimensional 
post filtering. 
*Other assumptions may lead to the same result. 

