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Abstract
Transparency in HRI describes the method of making the current state of a robot
or intelligent agent understandable to a human user. Applying transparency
mechanisms to robots improves the quality of interaction as well as the user
experience.
Explanations are an effective way to make a robot’s decision making transparent.
We introduce a framework that uses natural language labels attached to a region in
the continuous state space of the robot to automatically generate local explanations
of a robot’s policy.
We conducted a pilot study and investigated how the generated explanations helped
users to understand and reproduce a robot policy in a debugging scenario.
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51 Introduction
Recently advances in sensor technology, machine learning and robotics have widened
the operational area of robots from being industrial workhorses for repetitive tasks to
more complex applications that require robots to be flexible, adapt to new situations
and learn new skills after deployment. This is further emphasized by the growing
media coverage that introduces robots to the general public. The trend to incorporate
robots in everyday life will lead to an increased number of interactions between robots
and humans. This development raises the need for new methods to give robots the
tools they need to collaborate and interact with humans. The requirements for such
methods are to make the robot’s functions, intentions and actions transparent to
the human user. Previous research in the field of Human-Robot Interaction (HRI )
has shown that by helping the user understand these factors about the robot, the
human user can form a better mental model that represents the knowledge and
expectations about the robot [9]. This makes the robot more predictable and helps
the user estimate how much they can rely on the capabilites of the robot. Being able
to predict the behavior of the robot makes it more trustworthy and will ultimately
support the adoption of robots by the general audience [1, 9, 22, 29].
Next to the social aspects, transparency can increase the efficiency and quality of
interactions between humans and robots. In previous research the positive effects of
transparency on the performance in various scenarios have been confirmed. These
scenarios involve: improving a robot’s learning performance in teaching scenarios
[5, 6, 7], improving the efficiency of a mixed human-robot team [27] and enabling
end user debugging [15].
However, the field of transparency in HRI is still new and most research has
focused on determining why transparency is important and how it affects interactions
between humans and robots. New mechanisms are needed that continue this research
and apply these findings to existing systems.
One method how a robot can make its behavior transparent is by explaining its
actions to the user. In existing research, explanaitons have mostly been discussed
with regard to how users value different kinds of explanations [19, 20]. Further
research has focused on which kinds of explanations influence transparency and how.
Little research has been done in the area of robot policy explanation [11, 14]. A
policy in this context describes the rules on which the robot is making decisions [18].
The existing research either focuses on explaining a policy globally or uses predefined
explanations. Thus, the focus of this thesis is to develop a method to generate local
explanations that describe specific actions of a robot.
In this thesis we will discuss the effects of transparency in HRI and present
a framework for local robot policy explanation in a continuous state space. We
assume a continuous and deterministic policy. The state space is constituted by the
parameters that influence the robot’s discrete actions. The goal is to explain why
and based on which parameters the robot made a decision and as a result improve
the predictability and intelligibility of the system. The developed approach consists
6of two steps. First we learn concept classifiers from experts in the fields of robotics
and machine learning. These classifiers define concepts as natural language labels
over regions in the state space and are used to describe these regions in natural
language. Second, we use the concept classifiers to generate explanations for robot
actions. As part of this approach we also determine to which degree each parameter
is influencing the robot’s current actions and adjust the explanations accordingly.
The developed framework was tested during a pilot user study in which subjects had
to interact with a robot in order to debug its policy using the developed explanation
generation framework. Based on the results of our study we got a perspective of
how the explanations help users to understand robot behavior and debug erroneous
robot behavior. Furthermore we discuss the results and the expert’s feedback for
our explanation generation framework with regard to a larger future study involving
non-experts.
The structure of the thesis is as follows: Chapter 2 gives an overview over
the current state of the research in the field of robot transparency in HRI. We
discuss existing definitions, previous research and point out challenges and benefits
of transparency. Chapter 3 introduces the methods and tools used to develop the
explanation generation framework. In Chapter 4 we present the structure and design
of the user study and discuss the results in Chapter 5. Lastly, Chapter 6 summarizes
the work and discusses the possibilities for further research in explanation generation
for robot transparency.
72 Transparency in Human-Robot Interaction
This chapter will introduce transparency in Human Robot Interaction (HRI). Trans-
parency in this area has just recently moved in the focus of HRI research [29]. In
a survey focused on interactions between robots and human teachers Vollmer and
Schillingmann [29] defined Transparency as "Mechanisms in robots that convey the
current state of the technical system". While this description is a good summary of
the general concept, this chapter will discuss different perspectives on transparency
in HRI and compare existing definitions. Furthermore, we outline how transparency
in interactions between humans and robots influences not only the course of the
interaction itself, but also the way humans perceive robots in their environment.
We will present how transparency mechanisms can be applied to explain a robot’s
decision making and what are the resulting benefits.
2.1 Human Mental Models of Robot Functionalities
The general consesus regarding interactions between humans is that communication
leads to better understanding of each others goals and improves teamwork capabilites.
Research [26, 24, 12] has shown that humans apply the same principles also when
interacting with robots and that humans view agents that show intentions to be
a character or creature. This effect is partly a result of the human tendency to
anthropomorphize robots by projecting the human idea of social interaction and
communication to robots [12], especially when their appearance is suggesting hu-
manoid shapes or behaviors. According to Fink [12], anthropomorphizing can make
a non-human entity more familiar, explainable or predictable by attributing familiar
properties to it. The human tendency to interact with a robot similar to another
human is therefore an important factor to consider when designing HRI applications.
The assumptions humans make about the functions and purpose of robots are
often referred to as their mental model. DeGreef and Belpaeme [9] describe mental
models as a cognitive process in which a person forms expectations about beliefs
and goals of another agent. Kulesza et al. [17] further expand the concept of mental
models and define two categories of mental models. Functional Models imply "that
the user understands how to use something but not how it works". Structural Models
on the other hand provide understanding of both aspects. In this paper and earlier
research by Kulesza et al. [16] the benefits of precise mental models have been inves-
tigated and confirmed. Their research and how explanations influence the mental
model will be discussed in detail in Section 2.3.2.
A concrete example for a transparency application is the experiment in DeGreef
and Belpaeme’s paper on social robots [9]. In their experiment the performance
of a social robot, which was taking social cues into account, and a second robot
without social features were compared. The experiment consisted of a human teaching
categories to the robot. The results showed that humans are following strategies
based on the mental models they have when interacting with a robot and that the
teaching performance can be influenced by the robot applying social cues. They
8concluded that, in a teaching scenario, users choose their teaching examples based
on their mental model of the robot.
Another study by Talamadupula et al. [27] showed that similar to a human, a
robot can benefit from a precise mental model as well. Robots can use a mental
model to estimate the state of humans and predict needs and actions accordingly and
thus improve performance of a human-robot team. In their experiment a rescue team
consisting of human commanders and robot assistants performed a rescue operation
and the robot tried to predict which medical kits to fetch for the commander based
on the commanders location. The results obtained by real world experiments and
simulation showed that mental modeling capabilities improved the robot’s prediction
precision.
Modeling capabilities of humans and robots are beneficial to communicate a
precise representation of the capabilities and the state of all agents partaking in an
interaction.
2.2 Transparency
With the examples mentioned above, we established the importance of a precise
mental model that agents have of each other. This requires each agent to provide
transparent information about themselves to other agents participating in an inter-
action. Transparency, as defined by Vollmer [29], is a powerful tool to shape the
formation of mental models. Transparency is providing insight into the internal
functions of an intelligent agent such as: [28]
1. Exposing decision making
2. Explaining unexpected behavior
3. Reporting reliability to a human collaborator (or another agent)
In the article "Why is my robot behaving like that? Designing transparency
for real time inspection of autonomous robots" [28], Theodorou et al. discuss the
importance of transparency and define transparency as an "always on mechanism able
to report a system’s behavior, reliability, senses and goals". Furthermore, they point
out that by applying transparency mechanisms, complex intelligent systems can be
demystified and made more accessible for the public audience. From an ethical point
of view, the Engineering and Physical Sciences Research Council (EPSRC) [3] agreed
on ethical design principles for intelligent robots. Their principle of transparency
states that robots should not be designed in order to cover their artificial nature and
instead focus on making their machine nature transparent to human users. A more
detailed summary of this aspect is presented in [28].
The growing integration of robots and intelligent systems into every day life
will increase the importance of the social and ethical aspects of HRI. In order to
guarantee widespread adoption, users need to be comfortable with collaborating with
robots and trust their artificial team members.
9Trust Being a core component of social interactions, trust is a result of having
a good mental model of another agent that makes precise predictions possible and
increases the understanding of other agents decision making. If humans are able
to predict the reliability of a system, they can better estimate to which extent
they can trust it to do what they expect. Thus the importance of trust lies in the
effect it has on the way humans will rely on the information provided by a robot or
displayed by its actions. High levels of trust lead to high acceptance and willingness
to collaborate. Distrust can have negative effects like over reliance or on the other
hand the abandonment of the robot [13].
An extensive study by Lim et al. [20] has shown that knowing the functionality
of an intelligent system creates trust and acceptance. They used different generated
explanations of a system’s operation log and presented them to novice users of a
system that tracks human body functions using sensors and makes decision based
on these parameters. The results indicated that explaining decisions to the users
increased the general trust as well as the satisfaction and the acceptance of the
system.
In his paper "Being Transparent about Transparency: A Model for Human-Robot
Interaction" [22], Lyons mentions trust as a key aspect of human-robot interaction.
Understanding the trust humans put into their artificial collaborators is important for
their adoption in the general public. Furthermore Lyons suggests that transparency
does help to create trust, making interactions between humans and their robotic
teammates more effective. Lyons suggests two categories of transparency: Robot-of-
Human Transparency and Robot-to-Human Transparency. These categories can be
further divided into smaller concepts. Figure 1 shows a schematics of these concepts.
Figure 1: Schematics of Lyons Transparency Classification [22].
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2.2.1 Robot-of-Human Transparency
The first sub category, Robot-of-Human Transparency, describes the information
that a robot has about the state of the human and its environment. Examples for
applications utilizing robot-of-human factors are assistants in the automotive and
aviation sector. These assistants are designed to supply the driver with information
about his state and intervene to guarantee safety. Another factor mentioned by
Lyons is concerning the cooperation or teamwork between robots and humans. In
order to function as an efficient team the robot has to know about its role in the
interaction and communicate it to the human. This allows the human to better
predict the actions of the robot. The resulting mental model creates more trust in
the robot. Furthermore a precise internal model of the human state can help the
robot not to overburden the human and sense physical exhaustion [22].
2.2.2 Robot-to-Human Transparency
The goal of this thesis is to make the internal decision making of the robot transparent
to a human user. Lyons includes this concept into Robot-to-Human factors. Compo-
nents of this description are the Intentional Model, the Task Model, the Analytical
Model and the Environment Model. Each of them describing a different category of
information that the robot can provide in order to make certain aspects about its
functions transparent. This is furthermore reflected by the definition of transparency
in [28] as "a mechanism to expose the decision making of a robot". This definition
agrees with Lyons Robot-to-Human transparency concept.
The Intentional Model describes the purpose and therefore to a certain degree
the capabilities and functions of the robot. According to Lyons, the intentional model
should answer the questions "Why the robot was created and how the robot seeks to
perform these actions". This effect can be achieved by using physical appearance
or providing specific information about why the robot was created. The examples
mentioned in Lyons paper are cleaning robots looking like maids and administrative
assistants looking like a secretary. Being transparent about the intention of an
intelligent system can be challenging if we also consider systems that can not rely
on physical appearance, like for example automotive and aviation assistants. Lyons
writes that fully understanding the intent of a system helps its users to put the
actions of the robot in the proper strategic context, which is especially important if
we take the varying knowledge users can have about the robot into account.
The Environment Model describes knowledge of the environment in which
the interaction is taking place. Communicating this knowledge can help improving
the user’s situation awareness and help to better understand the influences of the
interaction on the environment. This is especially important for mobile robots like
service robots and robots in complex outdoor scenarios.
The Task Model is closely tied to the intentional model and focuses on provid-
ing information about the robot’s capabilities in executing a certain task. Lyons
describes the task model as "understanding of the current task, information relating
to the robot’s goals at a given time, the robot’s progress in relation to those goals,
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information signifying an awareness of the robot’s capabilities and awareness of
errors". Being transparent about its own capabilities is a key factor for the robot. It
can help the human to gain more trust in the robot by providing the human with
enough information to predict the robot behavior and failure in certain tasks.
The Analytical Model describes the process of communicating the analytical
principles or the decision making of a robot. Understanding the decision making can
help the human to better understand and predict a robots behavior under uncertainty.
Lyons summarizes the analytical model as "a knowledge-based component where the
users need to understand the analytical structure of the robot’s decision process".
The models introduced by Lyons describe factors that influence the mental model
that a human has about a robot. Their main purpose is to make the interaction as
natural as possible, provide information and thus create trust in the robot. In this
thesis we focus on explaining robot decision making which falls into the category
of transparency in the context of the analytical model. Before discussing how we
achieve this goal using explanations, we will survey literature on the benefits and
challenges of applying transparency mechanisms to intelligent robots.
2.2.3 Benefits and Challenges of Robot Transparency
In this section, we discuss how transparency can improve human-robot interaction.
Furthermore, we discuss current challenges when applying transparency to robots.
We will now evaluate at what can be gained from providing transparency mech-
anisms to robots. As discussed earlier one benefit of transparent and intelligible
systems is the increased trust that humans put into them. Studies have shown that
trust is usually increased when transparency mechanisms are applied [28, 20, 30].
Next to these benefits, trust leads to increased adoption and acceptance by the general
public by making complex agents more intelligible [28]. Especially with the growing
embedding of service robots and similar intelligent assistants into our everyday life
it is important to consider the social aspect of this development. Theodorou et al.
[28] provide the example of service robots for elderly people. They state that trust is
an important factor for people with little to no knowledge about intelligent systems
and distrust may lead to denying interaction altogether. While increasing trust is a
valuable benefit of transparency it is important not to raise wrong expectations and
too much trust in the capabilities of a system. Unnoticed over reliance can endanger
humans especially in safety critical applications [28].
In the specific case of learning robots, transparency also improves the learning
performance as well as quality of interaction. This scenario typically involves a robot
learning new tasks from a human. Performance in this context refers to factors that
improve learning rate and reduces the time and data required to learn. Cakmak et al.
[7] showed that a robot guiding the humans teaching based on existing algorithms
and heuristics can increase the learning rate of the robot. In four experiments they
compared different types of teaching guidance and evaluated the accuracy of the
learner throughout the teaching. The experiments involve a human teaching a robot
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about a concept by binary classifying samples. Furthermore, they tracked the number
of user interactions during the experiments and the overall duration of the session.
The main conclusions are:
1. Without teaching guidance the teaching strategy is rarely optimal
2. The average accuracy of the classifier at the end of a session is higher when
the teaching is guided
3. Human teachers are more efficient when they are provided with the instructions
on how the robot learns
Further research by Cakmak et al. [5, 6, 7] presents similar results: In scenarios with
a human teacher, transparency improves the learning speed and accuracy by giving
the human a better understanding of the robot’s learning strategy.
By improving the quality of interaction and the learning performance, robots can
acquire new skills faster by actively learning from humans. This increases flexibility
of when deploying a robot into a new environment [25].
2.3 Transparency through Explanations
As we have established so far in this chapter, transparency improves the mental
model humans have of a robot and therefore increase the trust a human has in a
robot. The resulting benefits discussed in Section 2.2.3 are a result of the increased
explainability and predictability of the robot’s behavior. In this section we look at
how transparency principles can be applied by explaining the robot’s decision process
to the user in order to improve intelligibility. Intelligibility as defined by Bellotti and
Edwards [2] means that intelligent agents must be able to "represent to their users
what they know, how they know it, and what they are doing about it".
2.3.1 Using Explanations to Improve System Intelligibility
Intelligibility with regard to intelligent agents was introduced in [20] and further
discussed in [19] as the process of making the rules and underlying machine learning
models of a system transparent to a human user. The focus of these papers is on
explaining the system’s reasoning and determining what kinds of explanations are
most beneficial to achieve this goal. The research discussed in this section was done
in the scope of Human-Computer Interaction (HCI) using Context-Aware intelligent
systems, but the same principles also apply to HRI.
To categorize answers to system related behaviors that have different influences
on the intelligibility Lim et al. [20, 19] introduced the following types of questions
called Intelligibility Questions:
• What did the system do?
• Why did the system do X?
• Why did the system not do X?
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• What would the system do if Y happens?
• How can I get the system to do Z, given the current context?
The explanations addressing each of these questions are called Intelligibility Type
Explanations
In their earlier paper on intelligibility of context-aware intelligent systems [20],
Lim et al. show that the explanations answering the different kinds of intelligibility
questions influence the understanding of the system and the resulting trust in different
ways. In their experiment Lim et al. investigated how automatically generated
explanations can improve the systems intelligibility and as a result support the user’s
understanding. In the experiment a modular web application was developed that
allowed to adjust the software so that one application could be used for different
experiments. The application created explanations for the underlying input-output
system depending on which intelligibility type was studied. To measure which
explanations increase the above factors the paper compares the task performance
as how fast and how precise the tasks were completed by the participants. The
other metric was the user understanding as a measure for how well the participants
understand the system. The experiment showed that explanations answering the
"Why?" and "Why not?" intelligibility questions increased both task performance,
understanding and as a result also trust in the system. Further analysis showed
that "Why?" explanations increase the user understanding more than "Why not?"
questions. "How to?" and "What if?" questions showed no significant benefit compared
to not having explanations at all.
As a conclusion [20] suggest to use "Why?" explanations over the other types but
mentions that specific types of tasks might make the other explanation types viable
as well. In their follow up paper [19] Lim et al. conducted two experiments on what
information users preferred in explanations and the impact of different intelligibility
types on user satisfaction by suggesting questions and explanations. They could
confirm the importance of the reportedly more intuitive "Why?" intelligibility type,
but found out that users have higher higher expectations regarding the information
content of this intelligibility type. This means that even though the answer to "Why?"
intelligibility question provided the information, the user might have expected more
information than the intelligibility type can provide. As a result the user can be
unsatisfied with the interaction. These expectations also rise depending on the
user’s demand for intelligibility and can introduce a bias towards different types of
intelligibility. Compared to the experiment conducted in the earlier study, the web
interface complexity was identified as a factor that could introduce confusion and bias
the outcome of the study. Another important finding was that in critical situations
users want as much information as possible if they know more information is available.
Also more complex intelligibility types are more demanded if the user is informed
about their availability. In [19] additional intelligibility types are introduced that
provides a more detailed schematics with regard to the structure of their experiment.
A more specific application using explanation generation is presented in [15]. In
their paper Kulesza et al. introduce Explanatory Debugging, a term to describe the
method of explaining the learning system’s actions. In addition to the explanations
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for the user explanatory debugging also includes user feedback to the system in order
to increase the speed at which users are able to correct errors of the learning system.
Both of these parts are explained by the following two principles: Explainability
and Correctability. Correctability is defined as: "allowing the users to explain
corrections back to the learning system" with the goal of "enabling an iterative cycle
of explanations between the system and the user". Since the focus of this thesis is on
the explanation generation part we will not further discuss this principle here.
2.3.2 The Influence of Explainability on User’s Mental Models
Explainability as introduced by Kulesza et al. [15] describes the process of "accurately
explaining the learning system’s reasons for each prediction to the end user". The
goal of explaining a systems actions is to make use of the benefits discussed in the
previous section: improving the accuracy of the user’s mental model. The paper
defines three principles for explanations:
1. Be Iterative
2. Be Sound
3. Be Complete
The first principle, being iterative, refers to the process of refining the user’s mental
model during an interaction consisting of multiple iterations. It is suggested that
the explanations should support this process and consist of easily understandable
pieces of information. The second and third principle stress the importance of
truthfully explaining the entirety of the system’s components. In addition to
the soundness and completeness principles, [15] mentions that it is important to
maintain comprehensibility and to keep the user attention in mind. This means
finding the right balance of soundness and completeness in order to not overwhelm
the user. For example it is possible to simplify complex systems in order to make
them more sound at the cost of completeness because the simplification usually has
to withold information. On the other hand complex systems can be explained by
using simpler examples and thus use a system that is different. This reduces the
soundness of the explanation. As example [15] mentioned that a neural network can be
explained by using decision trees as a more intelligible example[8]. The paper showed
that explanations and feedback in iterative interactions helps users to understand
the learning system faster and improve debugging performance. Furthermore the
satisfaction of interacting with such a system was found to be higher than for a
system without explanation and feedback features.
The soundness and completeness principles have been already introduced in an
earlier paper by Kulesza et al. when they investigated the influence of explanations
on user’s mental models [17]. In this work, mental models are described as internal
representations of how an agent works, focusing on how a human uses such a model
to debug the agent. As mentioned in Section 2.1, [17] divides mental models into
two types, Functional Models and Structural Models. Structural models were found
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to provide more complete information about the functions of the agent and therefore
prevent erroneous mental models. In their papers Kulesza et Al. also refer to
the intellgibility types by Lim et al. [19, 20] introduced in Section 2.3.1. In [17]
it is pointed out that it is still a subject of research how much information an
explanation should contain. However in their later work [15], it is mentioned that
complete explanations usually contain more intelligibility types. This shows that
more information provided by explanations leads to increasing completeness. As
mentioned above, finding the right balance between soundness and completeness
is important but so far it seems that there is no clear consensus on how much
information should be provided to the user and in which situations.
So far we established that careful use of explanations improves the transparency
of a system and lead to more precise mental models. These mental models lead to
increased user trust, performance and to more rapid acceptance and adoption. After
establishing why explanations are useful and how they provide transparency, we want
to now focus on generating explanations for a more specific scenario: the explanation
of a robot’s policy.
2.3.3 Robot Policy Explanation
The research presented in Section 2.3.2 has mostly focused on the influence of expla-
nations as well as how the explanations should look like. Our work focuses on how
we can generate such explanations automatically for a robot’s policy. In his book
"Planning Algorithms" [18], LaValle defines policy as a plan or control law for an
agent. In the scope of this thesis the agent is a robot with a policy that we want to
explain to a human user. The policy is the underlying logic that leads the robot to
take a certain action. In this chapter we will discuss the existing research regarding
policy explanation.
In their paper Elizalde et al. [10] investigated how explanations improved the
performance of operators that were trained with an explanation generation mechanism.
The experiment showed that operators trained with these mechanisms performed
better than a control group without. However, the explanations in this earlier
experiment were generated by experts in the field and the generation of expert
explanations for every scenario is not flexible and very laborious. Thus automatically
generated explanations are a current subject of research [11].
In their later paper on policy explanation Elizalde et al. [11] focus on automated
explanation generation. In an experiment with a recommender system for a simulated
steam generator Elizalde et al. applied the knowledge form their previous research
and investigated the use of automatically generated explanations. The explanations
were generated using a Markov Decision Process (MDP) and described what actions
to take based on the parameter of the generator. A MDP is a discrete time stochastic
control process and often used in robotics for decision making in scenarios that
involve random outcomes that can be influenced by the robot [18]. In a MDP each
discrete step is described by the mapping of a state S and action A to a new state S ′
[11, 18]. By analyzing the explanations provided by human experts they found out
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that explanations were based on the perceived most important variable. In this regard
the most important variable refers to the variable that has the highest influence on
the choice of the action. As a result of this they introduced heuristics for determining
relevant variables or parameters in a MDP to generate more precise explanations.
We use this assumption as an important factor when generating explanations because
we expect explanations that are using the same parameter priorities as humans to
be more human like and predictable. In that sense we are applying Robot-of-Human
factors introduced in Section 2.2.1 and try to converge to the human mental model
of what an explanation has to look like. In [11] two heuristics for finding the most
relevant parameter are introduced: the Utility-based heuristic is based on the impact
that one variable has in the given state. To determine the impact each parameter
is varied while the others stay fixed and the resulting utility is evaluated. The
parameter that leads to the highest change in utility is selected as the most relevant
parameter. The Policy-based heuristic is based on the impact of a parameter on
the potential change of the optimal action. Similar to the utility-based heuristic
one parameter is varied and the others kept fixed. Then the parameter that leads
to the highest potential change in the policy is selected as the most relevant. The
experiment conducted in the paper showed that the selected most relevant parameter
generally agreed with the expert selected parameters. Furthermore the utility-based
heuristic provided more accurate results.
This work on the generation of explanations [10, 11] has been continued by Wang
et Al. [30] who investigated the influence of explanations on trust in a mixed human-
robot team. Wang et Al. introduced uncertainty to the robots representation of the
environment by using a Partially Observable Markov Decision Process (POMDP).
The explanations were generated by translating parts of the robot’s POMDP model
into natural language using templates. In an experiment human participants were
collaborating with a simulated robot. The trust that the subjects put into the
robot was measured by comparing the perceived trust levels of the participants.
The performance was evaluated by measuring the participants understanding of the
robot’s decision making. Furthermore various other established performance tests
were conducted [30]. This paper presents a solution for how to measure the influences
of explanations on the trust and performance. It will serve as inspiration for the
analysis of the experiment conducted in this thesis.
While the research by Elizalde et al. is focused on explaining a single event in the
decision making, Hayes and Shah investigated methods to generalized explanations
and make the entire control logic transparent. In their paper on autonomous robot
policy explanation [14], Hayes and Shah introduced a system that enables a robot
to autonomously generate a description for its policy. In their approach, code
annotations are used to learn a model of the robot’s policy from observing the
controller. During the execution of the control logic the code annotations are used
to detect functions calls. For each function call the state, action and target state
are recorded and a MDP is constructed. The MDP encodes the information which
states lead to which actions and serves as the framework to generate explanations.
The MDP encoded policy is used to track which states lead to which action and find
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a concept that best summarizes these states into an explanation.
Figure 2: Schematics of the policy explanation process by Hayes and Shah [14].
Figure 2 shows the policy explanation process in [14]. In the first step the user
can query the system to explain the policy depending on different query types. It is
possible to query the system with the following templates:
• When [do|will] you [action]?
• Why [didn’t|aren’t] you [action]?
• What will you do when [state region description]?
Although it is not mentioned in the paper, these templates seem to follow the
intelligibility types introduced in Section 2.3.1. However instead of focusing on one
specific question, they refer to the whole policy. This allows the robot to explain its
general policy but is limited in explaining a certain action locally.
After the query, the system will determine all states that are likely to be the
result of the action from the query. The determined region of states is mapped to
concepts and the resulting boolean expression is simplified by finding its smallest
logical representation. This is necessary because the explanations are more complex
the larger the state space is. In their paper Hayes and Shah used Boolean logic
minimization after Quine-McClusky [23].
The explanation framework was tested in three different scenarios with 3 dif-
ferent robot controllers. For all three case studies the robot successfully generated
explanations that resemble expert explanations. The paper does not provide detailed
discussion about the quality or benefits of these query types, but in the result discus-
sion the explanations generated using the "When do you [action]?" query template
are compared to expert policy explanations. It can be seen that the generated
explanations resemble the experts explanations to a high degree.
However we can see that the resulting explanations are statements about one
certain state that can be true or false. One explanation from the table in [14] is : "I
move north when I am south of a delivery area and have the part. I move east when
I am west of a delivery area and have the part and not near a human zone". As a
result of that, the discrete nature of the MDP encoded policy limits the explanations
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to sequences of boolean statements. Furthermore the controller has to be observed
and the MDP generated before the framework is ready to use. This leads to limited
flexibility and is impossible if the variables that lead to decisions are not binary.
For example with the method introduced in this paper it is not possible to describe
concepts over a continuous state space or a variable that consists of three concepts
like "high, middle, low".
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3 Local Policy Explanation with Expert-Learned
Concept Classifiers
After establishing how we can make a robot’s decision making more transparent, we
now introduce our automatic explanation generation framework.
3.1 Generating Explanations
The explanations we provide to the users are generated using natural language
templates. Our template provides an answer to the intelligibility question "Why
did the system do X?". This template was chosen because it is, compared to other
intelligibility types, the simplest one while still providing information about the
current action [20]. To translate regions in the state space into natural language
we use concepts as a label for an area in the state space. Expert learned concept
classifiers are used to explain the action the robot took following the natural language
template: "I did [Action] because [Parameter] was [Concept]". The explanation
templates are based on the intelligibility types by Lim et al. [20, 19]. Furthermore
the focus of this thesis is to investigate the generation of local explanations and the
influence of more complex explanations is left for further research.
3.2 Internal Representation of the Robot’s Policy
The representation of the policy in the state space will be the foundation on which
we base our method for explanation generation. In previous research discrete rep-
resentations of the robot’s control logic were used. Our method uses a continuous
representation of each variable or dimension that the robot uses to make its deci-
sions. We will refer to these dimensions as Parameters P from here on. Previous
research has mostly focused on the influence that questions have by using predefined
explanations or explanations learned from experts [10, 11]. Furthermore the current
state of the research has only explored global policy explanation in discrete space
[14]. The benefits of automatically generated explanations in continuous state space
are that we are not limited to a fixed set of explanations or a discrete state space.
In addition, local explanations provide the ability to iteratively debug and learn
about the current state of the robot[11, 14]. Our approaches continues this existing
research and brings local explanation generation to continuous state spaces.
A state s describes the current state of the robot in the state space S. a is an
action that a robot can take to transform its current state s into a desired goal state
s′. Thus we can define a policy pi as a rule that defines the action of the robot for
any state in the state space [18] as
pi(s) = a, (1)
where s ∈ S and a ∈ A with S being the state space and
S = {p1 × p2 × ...× pN}, (2)
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as a set of individual dimension of S. p1, p2, ..., pN ∈ S are the continuous parameters
that constitute the state space space S of N dimensions.
The discrete action set A of M actions is defined as
A = {a1, a2, ..., aM}. (3)
During this chapter we will use an example to aid the understanding of the
explanation generation framework. We use a simulated vacuum cleaning robot that
has to balance its battery level and the dirtiness of a room in order to efficiently
clean. The dirtiness and the battery level constitute a 2-dimensional continuous
state space. In our example we used a support vector machine (SVM) as policy for
the simulated vacuum cleaning robot. The resulting policy in the 2D state space is
displayed in Figure 3.
Vacuum Cleaning Robot Policy
Battery
Figure 3: Example continuous 2-D state space with a support vector machine as
policy.
3.3 Learning Concept Classifiers From Experts
In order to generate natural language explanations, we attach labels to the state
space. These concepts provide a layer of abstraction so that information about the
state space can be understood easier than numerical representations. We define a set
of concepts Cp for a parameter p as
Cp = {c1, c2, .., cJ}, (4)
where c1, c2, ..., cJ are the J concepts in parameter p. To label the state space with
concepts we use classifiers that attaches a natural language label to a region of the
state space.
Examples for concepts in context of the vacuum cleaning robot are: "high battery
value" or "low dirtiness" for the battery and dirtiness parameters. The concepts
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help to generate intelligible explanations based on an expert’s understanding of the
complex state space.
To determine the concept classifiers, we use randomly generated sample states in
the state space and query the expert to determine which concept each parameter
of the sample corresponds to. In the example introduced in Section 3.2, a sample
state consists of a value for all P parameters of the state space: the battery charge
of the robot and the dirtiness of the room. Labels for these samples are collected
and N classifiers are trained where N = J × P is the number of all concepts c in all
p. In our example we used a normal distribution to model a concept. In Figure 3,
an arbitrary sample is marked as a red dot at 20% battery level and a dirtiness of
0.6. The provided label would be: "Battery Low" and "Dirtiness Medium".
For the vacuum cleaning robot example, we used an expert to provide the concept
labels for the battery and dirtiness parameters. The expert was familiar with the
robot behavior and the goal of the experiment in order to ensure good concepts.
The first decision one has to make when generating concept classifiers is the
number of different concepts for each parameter. Too many concepts lead to reduced
intelligibility of the explanations because the user might be overwhelmed by the high
number of concept nuances in the explanation. Too few concepts might not provide
enough detail to explain complex policies with enough details. In order to chose
the number of concepts, it can help to take the policy of the robot into account.
Depending on how precise we want to model the state space and how many actions
have to be explained, the number of concepts can vary. For our example, we can
take Figure 3 for reference: a good trade off between simplification and precision can
be two to four concepts for each parameter.
After gathering the samples to fit the normal distributions, we have Cp probability
density functions PDF , one for each concept c in each parameter p. A normalized
concept classifier θ is defined as:
θcp(s) =
PDFc(s)∑
c∈Cp PDFc(s)
(5)
The resulting normalized concept classifiers for our example are shown in Figure
4.
(a) Concept classifier for the battery pa-
rameter
(b) Concept classifier for the dirtiness pa-
rameter
Figure 4: Normalized concept classifiers for a vacuum cleaning robot example
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One normalized classifier θcp for a concept c in a parameter p can be interpreted as
following: the x-axis represents p and the y-axis shows the concept strength v. Each
of the curves shows the concepts strength of one concept c. The concept strength for
x ∈ p can be calculated as follows:
vc = θcp(x) (6)
Thus θp as the classifier for a parameter can be defined as a vector of concept strengths
returned by the individual classifiers θcp .
v1
v2
...
vJ
 = θp(s) (7)
For example if we assume that the battery level is at 25%, the classifiers from Figure
4 would return the following values for:
Classifier Cconcept Concept Strength vc
CBatteryLow(25) 0.97
CBatteryMiddle(25) 0.03
CBatteryHigh(25) 0.0000
From the above table we can see that the example battery value of 25% can be
classified as "Low Battery".
3.4 Explanation Generation
With the concept classifiers θcp learned, we will now focus on how the system selects
concepts for explaining the state st that leads an action at.
The explanation generation process consists of three phases. The first step is to
sample the state space around the current state st in the state space and calculate
ratios of samples for each concept. Sampling allows us to apply this approach to a
continuous state space. Then the ratios for each parameter are weighted in order to
account for the differences in influence that each parameter has on the course of the
policy pi(s) in the vicinity of st. After weighting the parameters we can select the
most significant concept and generate an explanation using templates.
3.4.1 Explaining Local State Space by Sampling
The first step in generating an explanation for the current state of the system is to
sample around it and learn more about the state space in the vicinity of the state.
By sampling around the current state, we can learn how the policy in the vicinity of
st is defined.
Following the vacuum cleaning robot example, a sampling process with two
parameters [p1, p2] having concepts [c1,1, c1,2, c1,3] and [c2,1, c2,2] is shown in Figure 5.
The red lines represent the boundaries that separate concepts from each other. In
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this example, the state st that is to be explained is represented by a red dot. The
first step when initializing the explanation generation with a state st is to sample
S samples around it. For sampling we use a Gaussian normal distribution N (µ, σ).
The normal distribution allows us to sample around the current state while focusing
the sample density on the state space around st which we want to explain. With he
standard deviation σ we can control the region in the state space covered. In Figure
5, st is represented by a red dot. The samples are divided by the action boundary pi
into two actions a0 and a1. This blue line is the representation of pi and indicates
a border where the actions change from one to another. The samples in action 0
are marked by yellow dots and the samples in action 1 are marked by purple dots.
The sampling process starts close to the initial sample with a value for the standard
deviation σ. σ is increased until an explanation has been found. The spread of the
samples is scaled according to the parameter ranges so that we sample over the state
space. We assume that the parameter ranges used for scaling are determined when
learning the parameter classifiers from the experts as described in Section 3.3.
0.0 0.2 0.4 0.6 0.8 1.0
p1
0.0
0.2
0.4
0.6
0.8
1.0
p 2
st
c1, 1
c1, 2
c2, 1
Figure 5: Explanation generation sampling process after 8 steps with σ = 2.5
Since in the beginning we do not know how local the sampling has to be we start
off with a value σ0 as the initial standard deviation σ and repeat the process for
multiple iterations. In our experiment we set σ0 = 1. After an iteration the initial
standard deviation is increased by a set value ∆σ. In our example we set ∆σ = 0.5.
σ0 and ∆σ can be chosen based on how local the explanation generation should begin
and how fast the sampling space size should increase. This decision also depends on
the state space and the policy. If the policy is complex and there are many different
actions it is better to sample more locally than for large state space with a simple
policy. The standard deviation is increased every iteration by ∆σ until we meet
stopping conditions and the explanation is generated. Determining when to stop
sampling is a crucial part of the system and will be explained in detail in Section
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3.4.3. For now we focus on what happens when a stopping condition is met and
the explanation is generated. When the incremental sampling is stopped and the
explanation is generated, we calculate a concept ratio r for all samples s ∈ S in the
sample space. First we define γp as the concept of a sample s. γp is calculated by
finding the concept in a parameter p for which the value vc(s) is the greatest value
compared all concepts.
γp(sp) = argmax
c
(vc(sp)) (8)
with sp being the dimension of the sample that refers to the parameter p (see Equation
2).
Then r is calculated as the ratio between n, the value of the samples that have
the same action a and concept c to d, the values of the samples that have the same
concept. We calculate n and d as
nc,a =
∑
s∈S|γ(s)=c∧pi(s)=a
vc(s), (9)
dc,a =
∑
s∈S|γ(s)=c
vc(s), (10)
with cs∗ being the concept of the current sample s∗. The concept ratio rc,a is thus
defined as
rc,a =
nc,a
dc,a
. (11)
r gives us the influence that each concept has on the mapping s → a. The larger
the ratio, the more important the given concept. In the examples in Figure 6 and
7 the policy pi is plotted as a blue line. The circle is a simplified representation of
our samples and indicate the interval of 3 σ, in which 99.7% of samples will be. All
samples that falls into n are represented by the yellow area and the samples in d are
marked as the blue area. The red lines show where in the state space two concepts
are equally likely according to the concept classifiers. c1,1 to c2,1 are the concept
boundaries that separate the areas in which a certain concept is strongest.
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(a) Concept Ratio for Concept c1 ∈ p1,
rc1 = 0.29
(b) Concept Ratio for Concept c2 ∈ p1,
rc2 = 0.78
(c) Concept Ratio for Concept c3 ∈ p1,
rc3 = 0.0
Figure 6: Example: Concept Ratios for Parameter 1
(a) Concept Ratio for Concept c1 ∈ p2,
rc1 = 0.72
(b) Concept Ratio for Concept c2 ∈ p2,
rc2 = 0.39
Figure 7: Example: Concept Ratios for Parameter 2
When calculating n and d we are calculating v using Equation 6, which is the
output of the corresponding concept classifier. vs describes the strength of the current
sample weighted by how much it contributes to the current concept.
Furthermore we are using a scale factor m to account for the different numbers
of samples in each concepts. The number of samples in a concept are defined as
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Sc =
∑
s∗ inS|c=cs∗
1, (12)
with cs∗ as the concept of the current sample s∗ defined as in Equation 8. The scale
ratio for a concept c is defined as
mc =
Sc
S
, (13)
with S as the set of all samples. Too few samples can lead to parts of the sample
space not being covered. Too many samples can have a negative influence on the
computation time. For our example we set N = 200 to provide a coverage of the
space we want to sample. In Figure 6 and 7 we can see that in our example c1 in p1
contains usually fewer samples than c2 and we have to correct this to weight concepts
correctly.
The following algorithm shows the sampling process in detail.
Algorithm 1 Sampling
1: INPUT: N, st, P, pi . number of samples, state, action, parameters, policy
2: OUTPUT: rc, samples . array of ratios for each concept, samples
3:
4: samples← sample N times from distribution N (st, σ)
5:
6: for si in samples do . Iterate through all samples
7: for all parameters p in P do
8: for all concepts c in p do . Calculate n and d for all concepts c in each
parameter P
9: vs ← θcp(si) . See Eq. 6
10: if pi(si) == pi(st) then
11: nc ← nc + v
12: dc ← dc + v
13:
14: for all all parameters p in P do
15: for all all concepts c in p do. Calculate the ratio for all concepts c in each
parameter P
16: m = Sc
N
. See Eq. 13
17: rcp = m× ncdc
The result of this algorithm is an array of ratios rcp for each concept cp in
each parameter p. The concept ratios tell us us how significant each concept is for
explaining the policy in this region of the state space. For the example shown in
the Figures 6 and 7 the ratios for Concept c2 in Parameter p1 and c1 in p2 are the
largest ratios. We can see that this representation describes the concepts that would
generate an explanation for the sample.
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3.4.2 Weighting the Parameters
Weighting the parameters is an important step to identify parameters that influence
the policy in the vicinity of a sample that we want to explain. As presented in [11],
expert explanations about a system usually focus on describing the influence of the
most important parameters. We use this approach to improve our local explanations
by weighting the concept ratios generated in by Algorithm 1 in Section 3.4.1. This
takes into account examples close to the border that separate different actions or
with parameters that do not influence the action. Especially the last case can be
misleading by generating an explanation using a parameter that is not relevant for
the decision making. Looking at Figure 8 and 9 showing the scale ratios for an
arbitrary state of the vacuum cleaning robot, we can see that the parameter p1 has
no effect on the action boundary pi. The boundary, represented by the blue line, does
not change for different values of p1. In this example the ratios would be higher for
c2 in p1 than for c1 in p2 for being more distinct. Thus the algorithm would select a
concept from a parameter that is not influencing the policy at all. The conclusion
from this example is, that the smaller the change of the action boundary along a
parameter is, the smaller is the significance of this parameter for the explanation. In
the case of a linear policy the slope of the policy in the area covered by the sampling
would indicate how strong the influence of a parameter is. If the policy boundary is
parallel to a parameter this parameter has no influence and if it is perpendicular it
has a high influence. For example in Figure 8 and 9 the policy is parallel to parameter
1 on the x-axis and thus there is no change in the policy for different values of p1. No
matter what is the value of p1, the decision for an action stays the same. This means
that this parameter will be scaled to zero. p2 on the other hand is perpendicular to
the policy and and thus the most important concept for the explanation. p2 decides
which action will be taken.
(a) Scale Ratio for Action 0 in Parameter
1
(b) Scale Ratio for Action 1 in Parameter
1
Figure 8: Example: Scale Ratios for Parameter 1
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(a) Concept Ratio for Action 0 in Param-
eter 2
(b) Scale Ratio for Action 1 in Parameter
2
Figure 9: Example: Scale Ratios for Parameter 2
The previous examples are extreme cases for parameters that have no influence
at all on the policy. To calculate the magnitude of influence that a certain parameter
has, we need to know more about the course of the policy in the vicinity of st. For
each parameter p and action a, we create a histogram ha,p to determine how many
samples are in which concept region. Each concept is thereby a bin in the histogram.
In order to determine the change of the policy within a parameter, we compare the
histograms. If all histograms h for a parameter p are similar then we know that
this parameter has little influence on the policy. Then we use the Jensen-Shannon
distance as a measure of how similar the histograms for one parameter are. The
resulting histograms generated form Figure 8 and 9 are shown in Figure 10.
The Jensen-Shannon distance is used to measure the similarity of probability
distributions and therefore is a good tool for our purpose of comparing distributions
of samples [21]. The Jensen-Shannon distance dp for a two sample distributions P,Q
in a parameter p is calculated using the Jensen-Shannon divergence JSD which is
based on the Kullback-Leibler divergence D. The Jensen-Shannon divergence for
two probability distributions P and Q [21] is defined as
JSD(P ||Q) = 12D(P ||M) +
1
2D(Q||M), (14)
with:
M = 12(P +Q). (15)
Thus the Jensen-Shannon distance is defined as
dp(P,Q) =
√
JSD(P,Q). (16)
High similarity, or a low Jensen-Shannon distance, means that the given parameter
has no influence on the action choice and thus there is no change between the
histograms throughout the different actions. Looking at the example in Figure 8
and 9 we can see that p1 is not relevant because its Jensen-Shannon distance is zero,
which indicates that the action in this parameter does not change. In Figure 10 the
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Jensen-Shannon distance between the histograms ha0,p1 and ha1,p1 is 0.005. Between
ha0,p2 and ha1,p2 the Jensen-Shannon distance is 0.15.
c1 c2 c3
0.0
0.5
1.0
a0, p1
c1 c2
a0, p2
c1 c2 c3
0.0
0.5
1.0
a1, p1
c1 c2
a1, p2
Figure 10: Example: Sample Histograms for each Action and Parameter Combination
As an example, the histogram for p1 and a1 is generated by counting the number
of samples in each concept of p1 that are leading to a1. One concept is one bin ha,c,p∗
in the histogram. A bin for a concept c in parameter p∗ with action a is defined as
ha,c,p∗ =
∑
s∈S|s∈c,pi(s)=a
1. (17)
Based on these bins we can define a histogram as a set of bins for an action a
and a parameter p:
ha,p = {ha,c1,p, ha,c2,p, ..., ha,cJ ,p}. (18)
We calculate the Jensen-Shannon distance between all histograms using Equation
16 as
scalep =
∑M
i=0
∑M
j=0 dp(hai,p, haj ,p)(
M
2
) (19)
and use the binomial coefficient to average them into a scale value scalep for each
parameter p. Averaging allows us to also take more complex states in the state
space into account. When for example multiple actions are possible we can still scale
the parameters but at the cost of losing information with an increasing number of
actions. The parameter scale values are then used to scale the concept ratios for
each parameter accordingly by
r∗c = rc ∗ scalep. (20)
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We introduce Algorithm 2 which is executed directly after Algorithm 1 with its
output parameters as input. Both algorithms are executed sequentially within one
sampling iteration. Then the sampling radius is increased and the next iteration
begins. Algorithm 1 is weighting each concept ratio using the Jensen-Shannon
distance and the histogram approach introduced above.
Algorithm 2 An algorithm to weigh parameters according to their influence on the
policy
1: INPUT: st, at, rc, samples, pi, seg . state, action, concept ratios and samples
from Algorithm 1, policy, number of segments
2: OUTPUT: r∗c . Weighted concept ratios used for explanation generation
3:
4: . Count number of samples in each concept for each Action and Parameter
Combination
5: for all parameters p in P do
6: hist← [ ]
7: for all actions a do
8: for all concepts c in p do
9: hista,p ← histogram for a and p as calculated in Eq. 18
10: scalep ← scale value for parameter p as calculated by Eq. 19
11:
12: . Scale each concept ratio with the Jensen-Shannon distances of the parameter
13: for all parameters p in P do
14: for all concepts c in p do
15: r∗c ← rc ∗ scalep
Algorithm 2 takes the concept ratios rc for each concept as input and weights
them according to their influence on the action selection. The returned weighted
concept ratio r∗c is the weighted version of the concept ratios rc. In a first step the
algorithm creates histograms for each parameter and action combination. In our
example as seen in Figure 10, this gave us four possible combinations between two
actions (a1, a2, p1 and p2).
During this process the Jensen-Shannon distances for each parameter are calcu-
lated and stored. In the second step the Jensen-Shannon distances for each parameter
will be multiplied with the concept ratios rc in the same concept that was calculated
during the sampling process in Section 3.4.1. Since higher similarity of histograms
means lower Jensen-Shannon distance, the parameter ratios will be scaled accordingly.
In our example, the resulting scaled concept ratios for the insignificant parameter
p1 are almost zero (due to the high similarity) while the concepts for the significant
parameter p2 are amplified.
Furthermore this algorithm can be used to find out when the sampling radius is
large enough that an action border has been found. If no different action occurs in the
sample space, the Jensen-Shannon distances are the same for every parameter and
the concept ratios are scaled equally. The result will be that the strongest concept
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will be selected for the explanation and the policy, if it exists in the first place, does
not have any influence on the weighting. Thus, if the Jensen-Shannon distances are
all the same, we can assume that no action boundary has been found yet. This will
be applied in the next section to determine when we found the policy in the state
space.
With these results we can select the concept with the highest weighted concept
ratio r∗c of them all. This gives us the concept that influenced the action selection in
the area the most and translate it into a natural language explanation.
3.4.3 The Sampling Process
A crucial part of generating an explanation for a state in the state space is to decide
when to stop the sampling process and generate an explanation. As previously
mentioned we are using normally distributed samples around st. The sampling
process begins with a small value for the standard deviation σ0, depending on how
local we want the explanations to be. We looked at the policy to decide how to
chose σ0. If the policy is not complex, like in our example with 3 actions, we can
choose σ0 larger to cover more area in the state space and find the policy border
faster. With the same considerations we then select a value for ∆σ, the increase of σ
every iteration of the sampling process.
Once σ0 and ∆σ are selected, both Algorithm 1 and Algorithm 2 are executed
iteratively until we meet the conditions to generate an explanation. In the current
implementation this condition is set to stop sampling and generate an example if
we found an action boundary. This means to sample until the action border was
found and define a number of samples that have to be on the other side of the
action boundary within a 99% confidence interval. To not sample the whole state
space in case we do not find this boundary, we furthermore define a variable τ that
indicates how much of the state space can maximally be covered before sampling is
stopped and an explanation is generated. We use the value of σ needed to make sure
that τ = 50% of the state space is within the 99% confidence interval as stopping
condition. This approach allows us to define how local the explanation should be.
However it is important to note that if no action border was found, the parameters
will not be weighted and just use the strongest concept within the sampled area as
explanation. These action borders can be found using Algorithm 2 as described in
Section 3.4.2. As example on how this can cause problems we look at an example
in Figure 11. We can see that if the sample was far away from the action border
and we chose small values for σ0 or ∆σ, the explanation could select a concept from
parameter p1 which is not contributing to the action decision and therefore not a
valid explanation.
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Figure 11: Example of p1 having no influence on the policy boundary
To solve this, one can instead always sample until the next policy boundary was
found. This solution would solve the above problem but can lead to explaining the
policy too global in these extreme cases. Furthermore if there is no policy within a
reasonable distance in the state space, the sampling can take very long or not find
the policy at all. For this approach we therefore have to know that there is a policy
in the state space and that the state space is limited. Further research is required to
investigate how this approach can be optimized for unlimited state spaces and how
τ influences the locality and therefore the quality of the explanations.
3.5 Classifying Complex Concepts
So far we discussed how to create concept classifiers for simple linear concepts. In
this section we present how this approach works for more complex concepts like
the probability vector output of a classifier. In this section we use an arbitrary
probability vector as output of a classifier with 3 classes. p is an example for such a
probability vector.
p = [0.17, 0.90, 0.22]
The goal is to simplify the complex concept so that they are more intuitive and
understandable for human user. Examples for such simplified concepts v1, v2, v3 in
our example could be:
• Sure about 1 class
• Either of 2 classes
• Unsure about all classes
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To generalize the concepts the vector is sorted by probability in descending
order. The sorting allows us to apply the same concepts independent of the classes
since their order does not matter for the general concepts we chose. For example
if we are sure about one class it does not matter if after sorting this is class 1
or a class N . After ordering the vector, we use a Dirichlet Distribution as a
classifier to model concepts in a simplex. Dirichlet distributions are a multivariate
generalization of the beta distribution and are often used as a prior distribution.
The three simplexes shown in Figure 12 are examples for the Dirichlet functions
probability density functions used to classify concepts over a probability vector. We
use expert knowledge similar to the simple concepts introduced in the beginning of
this chapter to learn the parameters that define these distributions. Each of them
corresponds to one of the three concepts described in the above list. Distribution
(a) shows the concept sure about one characterized by a peak near c1. Since the
probability vector is sorted in descending order we know that the highest probability
will always correspond to the corner c1. Similar to the first concept, distribution
(b) is characterized by a peak between the highest and second highest concept. The
third simplex (c) shows the concept of being unsure about any of the three possible
probabilities.
(a) Sure about 1 class (b) Either of 2 classes (c) Unsure
Figure 12: Dirichlet distribution simplexes for classifier concepts
The sample in the above figure is represented by a red dot. We can see how the
sample is located close to the corner resembling the concept of "being sure about 1
class". To determine the values vc for the probability vector parameter we use the
probability density function of the 3 concept distributions as a classifier. We get the
following values:
Concept Raw PDF value Normalized PDF (vc)
Sure about 1 class 6.942 0.875
Sure about 2 classes 0.793 0.10
Unsure 0.195 0.025
By selecting the highest value, v1, the sample is being classified as sure about
one class.
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4 Usability: A Pilot Study
To evaluate the functionality and the influence of the explanations generated by
the explanation generation framework introduced in Chapter 3, we conducted a
pilot study with experts in the field of machine learning and robotics. In the user
study, the experts interacted with a simulated vacuum cleaning robot acting in
a grid world. Using our explanation generation framework, the users were able
to ask the robot for explanations for its actions. We analyzed if the explanations
helped the participants to understand a robot’s decision making better than a control
group without the explanation feature. Furthermore we collected metrics on how the
subject’s interaction with the user interface was influenced by the availability of an
option to request explanations.
4.1 Experiment Structure
The experiment consisted of 2 interactions for each of the two groups of participants.
These two groups were a test group that had the possibility to request explanations,
and a control group which did not. Figure 13 shows the structure of the experiment
and which data is gathered during each step. Before the experiment started, the
concept classifiers were learned from an expert as presented in Section 3.3.
Figure 13: Structure of the experiment and collected data
In the first session, the interaction session, the participants were introduced
to the experiment and provided with instructions printed on paper. During the
interaction session, the subjects did not know that there would be a second session in
the experiment. After the first session, the subjects filled a post-session questionnaire.
After finishing the questionnaire, the subjects were introduced to the second
session, the evaluation session. This part of the experiment was designed similar to
the interaction session. However, instead of observing the robot, the task was to
reproduce the robot policy from the first session from the robot’s perspective. Then
the subjects filled a final questionnaire.
Goals The goal of this study was to compare the subjective performance of the
test and control group with their relative performance. We wanted to know how well
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the participants of each group think they performed in reproducing the policy. Fur-
thermore we compared the subjective performance to a performance score calculated
after the experiment. We investigated how well the groups perform relative to each
other as well as how well one subject performs compared to its group. Based on the
results of this comparison we investigated the influence of the explanations on the
subjective and relative performance.
Participants In this pilot study the subjects were 6 robotics experts evenly divided
in a test and control group. The subjects were on average 26 years old and within a
range from 24 to 36 years. All of them were male. Experts in the field are familiar
with the tools applied when developing the explanation generation framework. This
introduces possible biases into the user study. Having experience in robotics puts the
experts in a different initial situation than layman users. While a non-expert might
see the robot as a black box, an expert has more experience that helps them to predict
and analyze the robot behavior. Thus experts start with a different mental model of
the robot. However using experts as subjects for a pilot study allows us to gather
valuable information about the explanation generation method that non-experts may
not be aware of. In further research we will use this feedback to optimize our method
and design a larger user study target towards non-experts. The subjects were divided
into two groups.
4.2 User Interface
For the experiment we designed a User Interface (UI) that allowed the subjects to
interact with a vacuum cleaning robot in a grid world. For the different steps of the
experiment we developed variations of the UI. Figure 14 shows the interface of the
interaction step for the group that had the possibility to ask for an explanation. The
UI was implemented in Python using Pygame, a python library for game development.
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Figure 14: Experiment interface with enabled explanations
The grid world as shown in Figure 14 consists of 5 × 5 tiles T and represents
the room in which the robot (1) is located. On the right side of the interface the
menu for interacting with the interface is located. Each tile tx,y of the grid world
can contain a dirt particle (3) d that indicates that it is dirty. A special case is the
charging station (2) in state t0,4. This tile can not get dirty and charges the robot.
The resulting dirtiness D of the room is calculated as
D = 1
T
T∑
d=1
1 (21)
The Robot We use a simulated vacuum cleaning robot. It has a policy with the
dirtiness of the room D and the battery level B as parameters p1 and p2. The three
possible actions are a0, a1 and a2. The battery level B is indicated in the UI by the
green bar (4). The policy of the robot is shown in Figure 15. The current state of
the robot is indicated by an LED (9) on top of it and with a description in the user
menu. For this experiment we used a policy with 3 possible actions a0 = clean, a1 =
charge, and a2 = stop. If the robot is in the clean state it will move to the closest dirt
particle in the grid world. If it is in charge state it will move to the charging station.
The charging process is instantaneous when the robot arrives at the charging pad to
save time. In the stop state the robot will stop in place and not discharge its battery.
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Figure 15: Erroneous vacuum cleaning robot policy
The Policy Figure 15 shows the policy. In the experiment we do not use an
optimal cleaning policy. We inverted the clean and stopping region so that the robot
will stop for high dirtiness and clean in low dirtiness. By phrasing the task as a
debugging session, we remove the bias that participants have towards cleaning robots
from previous experience or from common sense.
The Environment The environment is based on discrete steps If the user presses
the "Step" button (6), the interface calculates the next state s′ based on the current
state s and the policy pi. The environment then updates the battery level B and the
dirtiness D of the room based on the action the robot took. Depending on the action
that the robot took, its position in the environment is updated. Every step it can
move 1 tile up, down, left or right in the grid world. A step counter (5) shows how
many steps the current interaction episode lasted. If the user presses the "Explain"
button (7), the robot generates an explanation and presents it in the output field (8).
The UI version without the ability to explain actions is identical to the one
presented in Figure 14 except the explanation button was removed. For learning the
concept classifiers and the evaluation session the structure of the UI was kept but
the user menu was restructured.
4.3 Learning Concept Classifiers
As introduced in Section 3.3, the first step is to learn concept classifiers from experts.
To keep this labeling process similar to the experiment scenario, we implemented the
process using a variation of the user interface introduced in Section 4.2. The concept
classifier interface is shown in Figure 16.
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Figure 16: Concept classifier labeling user interface
For the labeling process, we provide a button for every concept Cp in every
parameter P . The buttons are displayed in the user menu on the right side of the
UI. A random sample s of dirtiness D and robot position Rx,y in the grid world as
well as battery charge B is generated. The sample is labeled by pressing one button
in the interaction area for each parameter. In the particular scenario in Figure 16
the battery level and dirtiness are subjectively high and thus the button "Dirt High"
and "Battery High" label this state sample accordingly. The step is considered fully
labeled when all parameters got one label and the next state is generated for labeling.
To generate the concept classifiers for this experiment we used 50 samples.
For this experiment we chose three concepts for each parameter because it allowed
us to represent the policy of the robot while not making the explanations too complex.
The resulting normalized concept classifiers are shown in Figure 17. The classifiers
were saved for later use in the interaction part of the experiment.
(a) Concept classifier for the battery pa-
rameter
(b) Concept classifier for the dirtiness pa-
rameter
Figure 17: Normalized concept classifiers.
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4.4 Session 1: Interactions with the Experiment Interface
In the first session, the interaction session, the subjects interacted with the simulated
vacuum cleaning robot through the UI introduced in Section 4.2. The subject’s objec-
tive was to learn the rules of the robot’s decision making or the policy. Additionally
we logged metrics in order to analyze performance and behavior of the subjects.
The metrics are presented in detail in Section 4.4.2. During the first session, the
subjects did not know that there would be a second session. We did not provide this
information because the subjects’ behavior in this session might have been biased if
they were aware of the next session in which they had to reproduce the robot policy.
4.4.1 Instructions
The subjects received instructions printed on paper. The scenario described in the
instructions was that the subject had to debug a vacuum cleaning robot that behaved
unexpected. The instructions shown in Figure 18, were phrased to be a descriptive
story in order to keep the subjects involved in the situation.
After explaining the user interface from Section 14, the subjects were reminded
that they could end the experiment at any time. Furthermore the subjects had the
possibility to reset the UI to a random state of robot position, battery level and
dirtiness. This option was part of the experiment because the erroneous policy could
cause the robot to get stuck. For debugging it is important to have the possibility to
restart the scenario in order to be able to investigate the results of different starting
situations.
After the subjects were familiar with the experiment setup, the experiment could
be started by pressing the "Step" button for the first time.
4.4.2 Metrics
The metrics recorded during this session were the following:
• Session duration
• Number of steps taken
• Number of explanations requested
The session duration was tracked because the user patience can vary and we
assume the understanding of the robot policy increases with the time spent on
interacting with the robot. The number of steps was tracked for the same reason
as the session duration. Furthermore, the number of steps taken in relation to the
session duration allows us to understand how long a user was reflecting during each
step. The above metrics are logged to investigate the different approaches that
subjects take on the debugging. We record the battery level and dirtiness of the
room for each of the steps and at which step explanations were requested. These
metrics will be used to test the following hypotheses:
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You are the robot specialist of a company that is producing vacuum cleaning robots.
The latest robot model had to be recalled because customers complained about the
robot not cleaning properly and "doing weird things". It is your job to find out
what is wrong with the robot’s behavior.
You know that the robot is equipped with sensor that can detect how much dust
is in the room. The robot also knows how much battery is left. Based on this
information, the robot decides whether or not it continues to clean, stops and waits
in place or if it will go back to the charging station. An LED on the top of the
robot indicates which of these 3 actions the robot just took.
After you tested all sensors and the robot’s ability to navigate around in the room
you know that these functions work correctly and need no further investigation.
The only thing left that could cause an error is the robot’s logic for when he will
clean, go to charge or wait in place. You decide that your next test will be to debug
the robot’s decision making when to execute these 3 actions. In order to debug the
robot’s logic you can use the following tools:
• The [Step] button to make the robot execute one more step. For example
if the step button is pressed and the robot is in cleaning mode then it will
move to clean the closest dust pile. If the robot is stopping, it is switching
to energy saving mode and waiting in place. In the charging mode the robot
will move to the charging station and recharge its battery when it reaches the
station.
• The [Explanation] button allows you to ask the robot for an explanation of
why the last action was performed. For example if the robot unexpectedly
goes to charge its battery you could ask for an explanation why the robot went
to charge. The explanation will show up in the white explanation box in the
user interface.
• If the robot crashes or is stuck you can reset the environment to a random
state by pressing ‘r’ on the keyboard.
Figure 18: Instruction and background for Session 1
1. Longer session duration and a higher number of steps increase the performance
when reconstructing the policy in the second session
2. The number of explanations that a user requested increases the performance
when reconstructing the policy
3. The group that has access to the explanation generation framework can estimate
the understanding of the policy better than the control group
4. The group that has access to the explanation generation framework performs
better than the control group when reconstructing the policy
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4.4.3 Questionnaire
After the interaction part ended, the subjects filled a questionnaire. Next to basic
demographic questions, the questionnaire contained the following three Likert-scale
statements:
1. I fully understand the robot’s behavior
2. The explanations were useful
3. I am confident to explain the robot’s behavior to someone else
Furthermore the questionnaire asked the reason the participants chose to end the
session with the following options:
4. I think I learned enough about the robot’s behavior
5. The interaction was boring
6. I was confused by the robot’s behavior
7. I was not able to get more information about the robot’s behavior with the
given tools
8. Other
Lastly, the subjects were asked to describe their strategy when asking for expla-
nations.
The control group received the same questionnaire without question 2. All
subjects were asked to give explanations for their marks on the Likert scale.
4.5 Session 2: Reconstructing the Robot’s Behavior
The subject’s objective in this session was to reproduce the erroneous robot’s behavior.
The policy pi1 used in the first session was a SVM. We collect samples S where the
user provides a mapping from the current state sample s ∈ S to action a. The user
mapping U is given by Equation 22, the control mapping T is calculated using the
policy pi1 to determine the action of the label according to the correct policy.
U =
(
s1 a1s2 a2... ...sS aS
)
(22)
T =
(
s1 pi(s1)s2 pi(s2)... ...sS pi(sS)
)
(23)
Then we used the Jaccard index (Equation 24) and a measure of correctly labeled
samples to the total number of samples 25 to calculate the performance measures.
The number of correctly labeled samples s is calculated. Furthermore we calculate
the Jaccard index JS. These metrics help us to analyze the performance of the
subject when reproducing the policy.
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To label the state space configurations, the subjects interact with a variation of
the UI that was used in the previous session. Figure 19 shows this configuration.
Figure 19: Reconstructed Policy from 49 evenly spread samples
Overall the subjects labeled 49 samples that evenly cover the state space. We
chose 49 samples because we could provide sufficient coverage of the state space with
7 × 7 samples while keeping the user effort relatively low. The order in which the
samples were to be labeled was randomized. Furthermore the instructions stated
that all steps are randomly generated to prevent bias towards the reconstruction
method.
4.5.1 Instructions
The subjects were receiving a new set of instructions on paper shown in Figure 20.
The subjects are instructed to reproduce the erroneous policy of the robot. The
instructions emphasized that the subjects had to reproduce the erroneous policy
from the previous session. This was taking account for possible biases regarding the
functionality of vacuum cleaning robots that could lead subjects to reproduce a new,
working policy.
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Now we will test your understanding of the robot’s decision making. The goal of
this task is to reproduce the faulty behavior of the robot based on what you learned
about the robots behavior in the previous step. You will see the same user interface
as before, but now every step will be a RANDOM generated state of the room and
robot. You will be provided with the battery state of the robot and you will also see
how much dirt is in the room. Your task is to describe what the faulty robot would
do next in the current situation and what you previously learned about the robot’s
behavior. Please report what the faulty robot WOULD do not what you think the
robot SHOULD do. If you think that the robot will go to clean in the next step
press the [Cleaning] Button and so on.
Figure 20: Instruction and background for Session 2
The user menu has been replaced by buttons to provide the action labels for the
current state space configuration. A configuration was presented in the same way
as before by the battery indicator and the dirtiness of the room. If the user labeled
the current configuration by pressing one of the buttons, the next configuration was
presented. The session ended when the subject labeled all 49 samples.
4.5.2 Metrics
At the end of this session we calculate the relative performance that each participant
has achieved compared to his group. We compare the similarity between the original
and the reproduced policy pi1 and pi2. To calculate similarity measures we use the
Jaccard index between two sample sets generated using the policy SVM and the
labeled samples.
The Jaccard Index is a measure for the similiarity between to finite sets. The
Jaccard Similarity Index JS for two finite sets A and B is calculated as
JS(A,B) = |A ∩B||A ∪B| (24)
Additionally we calculate how many of the labeled samples from session two were
conforming with the original policy. A sample that has the same state to action
mapping as the original policy pi1 is considered as correctly labeled. The ratio rp of
correctly labeled samples s to all samples S = 49 is calculated as
rp =
s
S
(25)
We expect that the group that has access to the explanation feature will perform
better regarding the calculated metrics than the control group.
4.5.3 Questionnaire
After finishing the second session the users filled another questionnaire containing
Likert-scale statements. The questionnaires had one statement for both groups: "I
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think I was able to fully reproduce the robot’s behavior". Furthermore, the subjects
were asked to give explanations for their marks on the Likert scale.
Additionally the group that had access to the explanation feature was asked:
1. The robot’s explanations from the first session of the experiment helped me in
this session
2. I feel generally confident about collaborating with a robot that can explain its
decision making to me
The control group was asked "Do you think it would be beneficial if the robot
would be able to explain its decision making to you? (e.g.: "I did clean because it
was very dirty.")"
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5 Results and Discussion
In this chapter, we analyze the data collected during the user study. The six subjects
were divided evenly into a test group that could query the explanation generation
framework and a control group that was not able to request explanations. We first
compare the subjective performance for each group. The subjective performance
describes how well the subjects think they performed in the task to reproduce the
robot’s policy. Then we discuss and compare the objective performance for each
group based on the Jaccard index and the number of correctly labeled states. The
objective performance describes how well the subjects performed compared to their
own group and the other group. These results allow us to analyze how the possibility
to request explanations improved the performance, as well as the subjects predictions
towards their performance. We also analyze how the differences in session duration
and the number of steps and explanations influences the performance metrics. After
that we analyze the feedback given in the questionnaires.
Lastly, we present how the results of the pilot study will be used to improve the
experiment design and the explanation generation framework for a future user study.
5.1 Subjective Performance
First we analyze and discuss the subjective performance for each group. The subjective
performance describes how the subjects predicted and rated their own performance.
The feedback for questions and the results of the Likert scale statements can be
found in Appendix A and B. In Table 1, 2 we compare the average results of both
groups for each questionnaire.
Statement Test Group Control Group
I fully understand the robot’s behavior: 2.33 2.00
The explanations were useful: 2.33 -
I am confident to explain the robot’s behavior
to someone else: 4.33 3
Table 1: Questionnaire 1
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Statement Test Group Control Group
I think I was able to fully reproduce the robot’s
behavior: 3.66 2.33
The robot’s explanations form the first session
helped me in this session: 1.33 -
I feel generally confident about collaborating
with a robot that can explain its decision
making to me: 4.00 -
I think it would be beneficial if the robot
would be able to explain its decision making to me: - 6.33
Table 2: Questionnaire 2
As can be seen from Tables 1 and 2, the subjective performance of the test group
was slightly better than for the control group. However both groups reported that
they do not fully understand the policy and the test group rated the usefulness
of the explanations low with an average value of 2.33 on the Likert-scale. For the
test group this was surprising because in two cases subjects of this group voiced a
correct description of the erroneous policy during the experiment: "It does stop when
it’s dirty and clean when it’s not dirty, right?". When analyzing the feedback for
question 2 in the first questionnaire, in two cases the subjects described that "only
the charging explanations made sense" and "The explanations did not really help.
Why would the robot not want to clean even the nearest grid cells if the battery is
full and the room is very dirty?". This described the purposely faulty policy. The
part of the policy that led to the robot taking the charging action was intuitively
identified and the robot did not clean when the dirtiness was high. We therefore
assume that the experts did identify the error in the policy, but did not trust their
understanding. Another reason for this disparity might be that the subjects projected
the erroneous policy to the correct explanations. Since the explanations correctly
explain the wrong policy the subjects assumed the explanations to be wrong or
misleading as well. Furthermore, the experts might have higher expectations towards
the explanations. As mentioned in [19], answering the "Why?" intelligibility question
provides adequate information but if the users have higher expectations towards the
complexity of the explanation, they might be more unsatisfied with the explanations.
As expected, in the control group the self perceived understanding of the policy
was rated low with a an average value of 2.0 on the Likert-scale. Furthermore the
subjects of the control group did not feel as confident as the test group to explain
the policy to someone else. Two subjects explained that the robot’s behavior was
not intuitive and one subject assumed that the robot’s behavior was not related to
the battery and dirtiness parameters. Another subject stated that the robot would
be stuck forever once it enters the stopping mode. This is a correct observation, but
similar to the other subjects that discovered the error in the policy, the connection
that this behavior was part of the faulty policy was not established. We believe that
the instructions need to be more specific when introducing the robot, its functionality
and possible defects to the subjects.
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Hypothesis 4 could not be confirmed. Against our expectations, the average
objective performance as shown in Table 3 was higher for the control group. However
these results are not allowing further analysis due to the low number of subjects
in each group. We believe that the better performance of the control group can be
explained by their higher session duration. The influence of of the session duration
on the performance is discussed in Section 5.2.
Confidence to Explain the robot’s behavior From Table 3 we can see that the
confidence to explain the robot policy was higher for the test group. In the control
group only one participant stated to be confident to explain the policy because the
robot was following simple rules. These results were expected, however the small
number of subject does not allow for further analysis of hypothesis 3. Noteworthy
is that two subjects rated their confidence to explain the robot’s behavior with a 6
on the Likert-scale but the feedback to this question generally indicated high doubt
about the understanding of the policy. We assume that the voiced lack of confidence
is a result of confusion caused by the explanations of the erroneous policy.
5.2 Comparing Subjective and Objective Performance
The objective performance refers to the data collected from the second session to
measure how well the subjects reconstructed the erroneous policy. This and general
data about the experiment is displayed in Table 3.
Metric Test Group Control Group
Average Session Duration in seconds 368 492
Average Session Duration in steps: 188 366
Average Number of explanations requested: 24 -
Average Jaccard Index: 0.49 0.57
Average correctly labeled samples: 23 27
Table 3: Average measured metrics
The metrics to measure the reconstruction performance are the Jaccard Index
JS (Equation 24) and ratio rp (Equation 25). We expected better performance for
the test group because of the explanations, but according to the average values for
JS and rp, the control group performed better. However this is probably due to
the fact that one subject reproduced an intuitively correct vacuum cleaning policy
instead of the erroneous one which influenced the averages for JS and rp due to the
small sample size.
Furthermore hypothesis 1, that longer interaction time will lead to improved
performance for both groups, could be the reason for the better performance of the
control group. The average number of steps was about twice as high as for the test
group and average interaction session for the control group was 33% longer. The
longer interaction time allowed the user to become more familiar with the robot’s
behavior. Combined with the fact that the subjects generally failed to connect the
48
faulty behavior to the faulty policy, we believe that not having explanations but
more time to learn about the behavior is better than having explanations. However,
we attribute this confusion mostly to the way the instructions were phrased and
the user interface was designed. Another reason for these unexpected performance
differences might be that the experiment is subject to random effects. The amount
of dirt and the position in the grid world is random.
Furthermore when the subjects reset the UI a new random state was initialized.
For example the robot usually never reached 0% battery because it would go to
charge before that. Also we limited this random re-initialization to an area of the
state space in order to create more scenarios that will lead to discovering the error
in the policy. Although we tried to account for this by limiting the possibilities to
get uninformative states upon re-initializataion, we assume that for subjects that
spent fewer steps on the interaction session experienced less of the state space and
were more prone to receive uninformative random states. For example if the subject
resets the environment two times, the chances are higher that the robot gets stuck
immediately and it is not possible to tell when this behavior starts to occur. This
might also explain why the subjects in the control group performed better that the
test group. Spending more time in the interaction step not only increases the area of
the state space covered, but also reduces the effects of randomness in the experiment.
Next we analyzed the behavior of the subjects regarding the time and frequency
of explanation generation. The three subjects in the test group used two different
approaches for requesting explanations. One approach involved asking for an expla-
nation when the robot’s behavior was unexpected or unfamiliar. The other strategy
was to request an explanation after every step. Comparing these approaches does
not allow further analysis because of the small number of subjects.
Hypotheses 2 and 4 could therefore not be confirmed. However we think that by
removing the biases, simplifying the UI and clarifying the instructions an experiment
with more subjects will confirm hypothesis 4. Hypothesis 2 will require a study with
more subjects to make statements about the performance of different strategies and
analyze how the number of explanations influences the performance.
5.3 Analyzing Questionnaires
In this section we will discuss the feedback that is not related to the subjective and
objective performance of the subjects.
5.3.1 Feedback
One subject in the control group mentioned that the feedback through the status
indicator LED on top of the robot was helpful when observing the robot behavior. We
assume that the control group used the LED as a transparency mechanism to observe
the behavior of the robot. The LED might have contributed to the performance of
the control group because for that group it was the indicator for the action of the
robot.
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Analyzing the feedback on question 2, the usefulness of the explanations, we
could confirm our theory that participants did not fully understand the context of
the explanations. One subject thought that the concept selected for the explanations
indicated that the robot made its decision only on the parameter described by this
concept. This shows that the instructions were not precise enough in defining how
the explanations are generated. Another explanation is that experts are biased by
their expectations towards the complexity and structure of the explanations because
of their experience with robot decision making. A subject of research will be to
rework the instructions to be more understandable and to define the problem and
tools more clearly.
When analyzing the reason for ending the experiment, the interaction was deemed
boring by four out of six subjects. One explanation for this feedback is again the bias
of the experts and their higher expectations towards the explanations. Furthermore
in their paper on the importance of explanations [4], Bunt et al. found that the users
interest in explanations depends on the control that the user has over the agent [17].
In our scenario the user is observing the robot without any control over it and thus
might be subject to the same effect as discovered by Bunt et al.
5.4 Discussion
The goal for further research is to conduct a larger user study with a group of
non-experts. In this section we will describe how the findings from the pilot study
can be used to improve the explanation generation framework and the structure of
the experiment.
Using the same settings for the experiment makes it possible to repeat the
experiment with the same conditions. The explanation generation framework is
general regarding the policy and no constraints are given for the number of parameters.
For example, it is possible to use the explanation generation framework with state
spaces that have more than 2 parameters or robots with other continuous polices
and discrete actions. Similarly, the number of concepts is flexible.
5.4.1 Improving the Explanation Generation
Based on the analysis of the user feedback we, identified 3 areas for improving the
explanation generation framework:
1. Deciding when to stop increasing the sampling radius and generate an explana-
tion
2. Calculating the concept ratios in corner cases of the policy
The Sampling Process The sampling process is a crucial component of the
explanation generation framework. During tests of the framework we made the
following assumptions:
1. The parameters are finite
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2. When covering a certain area of the state space, we can be sure to find the
policy and generate an explanation with weighted parameters
However the example in Section 3.4.3 has shown that there are cases for which
the explanation generation does not provide reliable explanations. For the follow-up
study we will improve the explanation generation framework by changing the stopping
conditions. Instead of sampling until we either reach a set threshold or the policy
boundary we sample until we find the policy boundary and then increase the sample
are to make sure that a certain amount of samples is in a region of the policy with a
different action. For example, we could set the stopping condition so that we stop
increasing σ when we can be 99.7% sure that 10% of all samples are over the policy
border and have a different action. By doing this we make sure that the parameters
get always weighted correctly. For some state space and policy combinations this
approach might require to sample large parts of the state space, but we believe
that weighting the parameters is more important for intelligible explanations than
explaining as local as possible. For most regular cases this improvement would prevent
wrong explanations for parameter values far away from the policy boundary. However,
further testing with this method for these corner cases is required. Furthermore,
this approach is relying on the assumption that the parameters are finite. If the
parameters would not be finite, it is possible be that we never find the border or we
have to sample too long to find the policy boundary.
Concept Ratios for Corner Cases Further corner cases that could be improved
are areas in the state space in which the policy is more complex. Complex in
this case means, for example, non-linear policies or regions where multiple policy
boundaries cut each other. In the current implementation the weighting of concept
ratios for more than two concepts uses the average Jensen-Shannon distance between
all histograms (See Equation 19). But by averaging we lose information about the
course of the policy border. During this experiment the influence of this effect
was minor because the policy was not complex and except one crossing of policy
boundaries, the policy was mostly linear. However, more complex policies will require
a new scaling mechanisms.
5.4.2 Follow-up Study
Next to the above improvements to the method, we will also take the findings of the
experiment feedback and our analysis to optimize the experiment into account. We
identified the following problems:
1. The instructions were not precise or not complete enough and confused the
subjects regarding the context of the explanations
2. The number of subjects in the experiment was small
3. The experiment scenario was subject to random factors
4. The vacuum cleaner scenario introduced a bias
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Problem 1 First a problem that has been evident throughout the analysis was
the confusions towards the context of the explanations. Subjects seem to project
the erroneous policy to the explanations and as a result doubt the correctness and
usefulness of the explanations. The instructions therefore require more precise
descriptions of what the explanations are explaining and how they can be used to
debug the policy. For the follow-up study we will rephrase the instructions with
more detail about what the purpose of the explanations is and use more examples
as demonstrations. Also we will stress that the explanations are always correctly
describing the robot behavior and that unexpected explanations might indicate a
faulty policy. For example a section in the instructions about how the explanation
framework has previously been used to debug a similar error in the policy could be
added.
Problem 2 This study was a pilot study involving 6 subjects. The small number
of subjects does not allow a in depth analysis of the resulting metrics regarding the
performance. However the experiment structure will be improved and future large
scale study involving non-experts will solve this problem.
Problem 3 The random re-initialization and randomized dirt creation are intro-
ducing randomness into the experiment. This problem will be mitigated by increasing
the number of subjects. However we could remove this factor by defining a sequence
of states for the re-initialization that are in the same order for every subject.
Problem 4 When designing the experiment we introduced an error in the policy of
the robot to make up for bias introduced by common sense and previous experience.
We assumed that humans already have a strong mental model of what a vacuum
cleaner is supposed to do. Therefore, asking to reproduce a correct cleaning policy
could be solved by applying previous knowledge about cleaning processes to the
labeling process. One subject reproduced an intuitively correct cleaning policy based
on their interpretation of how a cleaning robot should work, not on based on the
purposely faulty policy. This can be attributed to misunderstanding regarding the
instructions, but another way of mitigating this problem is to use a different scenario
for future studies. The scenario should be one that has either no reference to a real
world scenario or a scenario that is not common. For example the scenario could be
rephrased to debug a mars rover that is collecting material samples.
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6 Conclusion
The aim of this thesis was to investigate the current state of the research regarding
transparency in HRI and based on previous research, investigate how explanations can
help to enhance interactions between humans and robots. Based on previous research
on policy explanation and explanation generation, we developed an explanation
generation framework for automated local policy explanation. We designed and
conducted a pilot study with the goal of improving the framework and experiment
for a future large scale user study.
The explanation generation framework introduced in Chapter 3 uses concepts,
expert learned natural language labels attached to a region in the state space. These
concepts are represented by concept classifiers which are learned from an expert
that is familiar with the robot and its policy. By sampling in the state space, the
framework calculates a measure for the strength of the concepts in the vicinity of the
robot state by using the concept classifiers. To determine which parameters influence
the policy in the sample region, we developed a method of weighting these concept
strengths depending on the related parameters. Using the information about the
relevant concepts and their natural language representation, the framework selects the
strongest concept and generates the explanation that answer the "Why?" intelligbility
question introduced by Lim et Al. [20, 19].
In the experiment conducted in Chapter 4, we compared the perceived performance
and compared it to the objective performance for a small group of subjects consisting
of experts in the field of robotics. We found out that longer interaction with the
robot leads to better performance when reproducing a robot’s policy independent of
the explanation capability of the robot. Our hypothesis that explanations improve
the performance as well could not be confirmed. However, this might have been
the result of the following limitations of the experiment design: First the feedback
and metrics gathered during the experiment indicated that the subjects did not
always understand the instructions or trusted their own mental models more than
the explanations. Also the subjects seemed to transfer the faultiness of the policy
to the explanations and assumed that they were faulty too and thus deemed them
useless. To improve on the experiment we will rework the experiment instructions
with clearer instructions regarding the context of the explanations. To remove biases
resulting from the experiment scenario we will change the scenario to one that
possible subjects are not familiar with. Second we will take further improvements on
the explanation generation framework. The user study showed that the sampling
process in the explanation generation framework performed worse in cases when the
sampling process did not detect a policy.
With these improvements we will conduct a follow-up study with a larger group of
subjects comprised of non-experts. This will allow us to gather statistically significant
data and get reliable measures for how the explanations enhance the subjects ability
to debug the robot and reproduce its policy.
Transparency in HRI is still a new field and especially in the area of automated
explanation generation little research has been done. However we think that trans-
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parency and explicability will help to shed light into the black box that robot decision
making has been so far, especially for the layman user. Therefore, making robots and
intelligent agents transparent will be a necessary step towards widespread adoption
of robots in everyday life.
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A Subject Feedback
Question 1: I fully understand the robot’s behavior. Please explain:
The robot did not do what I thought it would do. (I.e. it only cleaned seldom)
The robot tends to stay at the charging station even when the room is completely dirty.
Explanations don’t really help at this point.
I would need to do more experiments and draw a decision making tree.
Question 2: The explanations were useful. Please explain:
Most of the time the explanations did not make sense ("I did not clean because the
dirtiness was medium"). Only the explanations when it went back to
charge were useful/understandable.
When the robot is stuck at the charging station even after 500 steps and the
explanation says Thinking, it does not really help explain why would the robot not
want to clean even the nearest grid cells given that the battery is fully charged and the
room is very dirty.
The whole state space was not mapped into the action in the explanation. Only one
state was printed and based on that it was decided what robot is going to do.
Question 3: What was your strategy when to ask for an explanation?
Save as much energy as possible, i.e. not move. Only clean if it is on the same field
or next to it.
I would like for an explanation when the robot preferred to go to charging station and
stay there for over 20 steps and moreso when the room was quite dirty.
Step-explanation-step-explanation-...
Question 4: I am confident to explain the robot’s behavior to someone else.
Please Explain:
I observed the robot long enough
All I understood about the programmed behavior was that the robot preferred to
stay at charging station rather than cleaning the room which I am pretty
sure was not the intended purpose. I understand that the robot does not take
actions based off on positions but simply based on battery charge and amount of
dirt, but I failed to understand why it would like to get stuck at the charging
station despite multiple restarts.
It was random
Table A1: Questionnaire 1, Test Group
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Question 1: I fully understand the robot’s behavior. Please explain:
Seems unintuitive; the behaviour didn’t seem to be related to the position of dust and
battery state that much
Because the LEDs give a good feedback of the current state
I could not work out what made the robot go in to waiting mode, or why the robot
stayed in waiting mode, apparently forever, once it started
Question 2: I am confident to explain the robot behavior to someone else.
Please explain:
Because it’s a simple robot.
Like many things in life, it kind of works, but has unexplained behaviour.
That is quite normal.
Table A2: Questionnaire 1, Control Group
Question 1: The robot’s explanations from the first session of the experiment
helped me session:
The explanations were not detailed enough with respect to the overall goal of the
robot. It should include a reason for its current action that explains for example "I did
not clean because I only clean when the dirtyness is high or higher"...
The explanation was not complete in the first session.
Question 2: I feel generally confident about collaborating with a robot that
can explain its decision making to me:
Some of the explanations were good (with regard to charging) but others were a bit
confusing (with regard to cleaning)
As long as I know what the robot has planned I can plan my work around its behavior
to ensure a smooth collaboration with minimal conflicts.
I saw programs controlling the robot. They should not be trusted.
Other Feedback:
Instead of completely random states, consider some heuristic parameter setup
so that the environment settings are more realistic.
Table A3: Questionnaire 2, Test Group
Question 1: I think it would be beneficial if the robot would be able
to explain it’s decision making to me (e.g.: "I did clean because it was
very dirty."):
The behaviour seemed random
Because that might provide additional information on why the faulty behavior occurred.
Nobody trusts robots because their "mental" processes are inscrutable
Table A4: Questionnaire 2, Control Group
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B Experiment Data
Scores Average
I fully understand the robot’s behavior: 3,3,1 2.33
The explanations were useful: 4,2,1 2.33
I am confident to explain the robot’s behavior to someone else: 6,6,1 4.33
Table B1: Questionnaire 1, Test Group
Scores Average
I fully understand the robot’s behavior: 2,2,2 2
I am confident to explain the robot’s behavior to someone else: 5,2,2 3
Table B2: Questionnaire 1, Control Group
Scores Average
I think I was able to fully reproduce the robot’s behavior: 6,4,1 3.66
The robot’s explanations from the first session helped me in
this session: 2,1,1 1.33
I feel generally confident about collaborating with a robot that can
explain its decision making to me: 7,4,1 4.00
Table B3: Questionnaire 2, Test Group
Scores Average
I think I was able to fully reproduce the robot’s behavior: 3,2,2 2.33
I think it would be beneficial if the robot would be able to explain
its decision making to me: 7,6,6 6.33
Table B4: Questionnaire 2, Control Group
Scores Average
Session Duration in seconds: 471, 378, 255 368
Session Duration in steps: 429,103,31 188
Number of explanations requested: 30,23,19 24
Jaccard Distance: 0.77,0.45,0.23 0.49
Correct Samples out of 49: 30,23,16 23
Table B5: Session 2 Performance Metrics Test Group
60
Scores Average
Session Duration in seconds: 898, 294, 284 492
Session Duration in steps: 433,368,296 365.66
Jaccard Distance: 0.83,0.49,0.40 0.57
Correct Samples out of 49: 34,25,22 27
Table B6: Session 2 Performance Metrics Control Group
