Constrained Hamiltonian systems represent a special class of differential algebraic equations appearing in many mechanical problems. We survey some possibilities for exploiting their rich geometric structures in the numerical integration of the systems. Our main theme is the construction of underlying equations for which the constraint manifold possesses good stability properties. As an application we compare position and momentum projections for systems with externally imposed holonomic constraints.
On the true phase space the equations of motion become a standard ordinary differential equation (often called the state space form of the system) which could be integrated by any standard method. In practice, it is often impossible (or at least very expensive) to perform this reduction. An alternative is the use of an underlying equation; this is an ordinary differential equation defined on the whole phase space which coincides on the true phase space with the state space form. Such underlying equations are usually not difficult to obtain.
The simplest approach to solve a differential algebraic equation consists of integrating an underlying equation. It has the advantage that standard methods for ordinary differential equations can be applied, but it suffers potentially from a drift off from the true phase space due to numerical errors. This drift may be considered as a stability problem: the basic question is whether the constraint manifold is attractive or repulsive for the underlying equation.
There are two fundamental strategies to tackle this problem. Stabilisation techniques try to find an underlying equation for which the true phase space is at least not repulsive. Alternatively, one designs special numerical methods ensuring that the approximate solution satisfies the constraints (or at least some of them). Typically, this involves (at least implicitly) some form of projections on the true phase space.
The two strategies should be considered as complementary. Even if one uses special integrators preserving the constraints, the obtained results will benefit from a more stable formulation of the equations of motion. First of all, if the constraint manifold is attractive, less projections are needed reducing the computational effort. Secondly, while projections obviously ensure the preservation of the constraints, it is not guaranteed that the projected point is close to the true trajectory: the shorter the distance over which one must project, the smaller the errors introduced that way.
The main theme of this article is to show that various physically motivated formulations of the equations of motion of a constrained Hamiltonian system may be understood as stabilisation techniques, although the original motivations of their derivation were often completely different problems like quantisation. More precisely, we will first study the classical Dirac theory of constrained Hamiltonian systems [11, 12] which has been applied for the numerical integration of the systems in [20, 31] . Then we turn our attention to the impetus-striction formalism. It was introduced under this name by Dichmann et al. [9, 10, 22] mainly for field theories and appeared independently at several other places [19, 25, 33] in the context of the numerical analysis of mechanical systems. We will present a new purely Hamiltonian point of view of it as a canonical momentum projection.
As an application of these results, we compare the effect of position and momentum projections. In systems with externally imposed constraints the momentum constraints are hidden. For this reason, they are often neglected in the numerical integration and only position projections are used. However, we will show that momentum projections are not only cheaper but also more effective. While our analysis makes significant use of techniques specific to Hamiltonian systems like canonical transformations, it should be emphasised that the result holds for much larger classes of systems. Alishenas [2, 3] obtained for example identical results for Lagrangian systems using classical error analysis techniques.
This article is organised as follows. The next section reviews some basic notions from Hamiltonian mechanics which are needed later. Section 3 covers the classical Dirac theory and derives in particular the Hamilton-Dirac equations. We then specialise the results to regular systems with externally imposed constraints. Section 5 derives the impetus-striction formalism in a novel purely Hamiltonian manner showing that it consists effectively of a canonical transformation. Afterwards we discuss the interpretation of this transformation as a momentum projection. Section 7 applies the theory developed so far for a comparison of position and momentum projections. Finally, we verify our theoretical results on a simple example, namely the planar pendulum in Cartesian coordinates.
Hamiltonian Mechanics
The traditional starting point for the modelling of a mechanical system is not directly the Hamiltonian formulation but the Lagrangian one. Let q be (generalised) coordinates in an N -dimensional configuration space Q. We restrict our presentation to autonomous systems, as explicit time dependencies can always be treated by considering the time as additional coordinate in an extended configuration space. The Lagrangian is then a real-valued function L(q,q) on the tangent bundle T Q and the dynamics of a mechanical system described by it are given by the well-known Euler-Lagrange equations
The Lagrangian L is called regular, if the Hessian
∂q∂q with respect to the velocitiesq is regular. In this case all equations in (1) are second order.
The most important case for applications are natural systems. Here Q is a Riemannian manifold, i. e. we are in addition given a scalar product on T Q. The scalar product is defined by a symmetric, positive definite matrix function M (q) and for vector u, v ∈ T q Q we have
For a natural mechanical system, M is the mass matrix and the Lagrangian is of the form L(q,q) = 1 2 (q,q) M − V (q) with some real valued potential V . For a constant mass matrix, (1) leads then to the familiar Newtonian equations Mq = −∂V /∂q.
The Hamiltonian formulation is obtained via a Legendre transformation. Geometrically, it is given by the fibre derivative of L and maps the tangent bundle T Q into the cotangent bundle T * Q, the phase space of Hamiltonian mechanics. In coordinates, we introduce the canonically conjugate momenta
In the case of a natural system, this leads to the familiar expression p = Mq. For a regular Lagrangian, (2) may be inverted and the velocitiesq can be expressed as functions of (q, p).
The canonical Hamiltonian of the system given by H c = p tq − L(q,q) is then a real-valued functions of T * Q and represents physically the total energy of the system. The Hamiltonian equations of motion are obtained by entering the momenta into (1):
A convenient way to express these equations is provided by the Poisson bracket. If F (q, p), G(q, p) are two arbitrary observables, i. e. real-valued functions on T * Q, then we define
This bracket is linear in its arguments, skew-symmetric {F, G} = −{G, F } and satisfies the Jacobi identity F, {G, H} + G, {H, F } + H, {F, G} = 0. The equations of motion (3) may now be concisely written in the forṁ
More generally, the evolution of any observable along trajectories of the Hamiltonian system (3) is determined byḞ = {F, H c }, as one can easily check. Note that this trivially implies energy conservation, asḢ c = {H c , H c } = 0. Poisson brackets are also useful for characterising canonical transformations. These are coordinate transformations (q, p) ↔ (Q, P ) that preserve the brackets. They may be derived with the help of generating functions [14, Chapt. VIII] . Different types of generating functions exist; we will use functions S(Q, p). The corresponding canonical transformation is then implicitly defined by the equations
Dirac Theory of Constrained Hamiltonian Systems
The Dirac theory considers the case that the relations (2) cannot be solved for all velocitiesq. Obviously, this only happens, if the Hessian
∂q∂q does not possess full rank. By elimination, we obtain then from (2) some primary constraints
We will always assume that these are irreducible, i. e. that their Jacobian has maximal rank. Their number is then determined by the rank defect of the Hessian
∂q∂q . The meaning of the constraints is that the dynamics does not use the whole phase space but at most the submanifold described by (7) .
For an unconstrained system it was obvious that the canonical Hamiltonian H c is a function of (q, p) only, since the velocityq can be eliminated using (2) . Due to the special form of H c , this is also possible in a constrained system, but the resulting function H c is uniquely defined only on the constraint manifold. Thus the formalism remains unchanged, if we add an arbitrary linear combination 1 of the constraint functions φ. This leads to the total Hamiltonian H t (q, p) = H c + u t φ where the multipliers u are a priori arbitrary functions of (q, p). Using constrained variational calculus, one can show that the Euler-Lagrange equations (1) are equivalent to the following first order systeṁ
It represents the traditional starting point for a numerical integration. Its differential part defines an underlying equation which, however, is not Hamiltonian. By contrast, the differential part of the systeṁ
is Hamiltonian. The two systems are equivalent, as their right hand sides differ only by linear combinations of the constraint functions. More generally, the time evolution of any phase space function F (q, p) can be written asḞ = {F, H t }.
In a consistent theory, the constraints φ = 0 must be preserved by the evolution of the system. This leads to the conditionsφ = {φ, H t } ≈ 0. The ≈ signals a weak equality; it may hold only after taking the constraints into account. By a standard argument in differential geometry, this implies that the Poisson bracket {φ, H t } must be a linear combination of the constraint functions. There are three possibilities: (i) it yields modulo the constraints an equation of the form 1 = 0; (ii) it becomes 0 = 0; (iii) we obtain a new equation ψ(q, p) = 0.
(i) implies inconsistent equations of motion; they do not possess any solution.
(ii) is the desired outcome. (iii) splits into two sub-cases. If the function ψ depends on some of the multipliers u, we consider it as an equation determining one of them. 2 Otherwise we have a secondary constraint. We must then check whether all secondary constraints are preserved by repeating the procedure until we either encounter case (i) or all constraints lead to case (ii). This is the famous Dirac algorithm, a special version of the general completion procedure for differential algebraic equations [30, 32] .
Let χ denote all K constraint functions of the systems: the primary ones and those obtained with the Dirac algorithm. They can be divided into two classes by studying the K × K matrix of their Poisson brackets C = {χ, χ}. As C is skew-symmetric, its rank M is even. Let us assume for simplicity that after a simple relabelling of the entries of χ the top left M × M sub-matrix of C is regular (in general we must redefine the constraint functions by taking linear combinations to achieve this). Then we call the constraint functions χ 1 , . . . , χ M second class. The Poisson bracket of a first class constraint function ψ with any other constraint function χ (primary or higher) vanishes weakly: {ψ, χ} ≈ 0. In our case the constraint functions χ M +1 , . . . , χ K are first class. Obviously this classification can be performed only after all constraints have been found.
First class constraints generate gauge symmetries [18] and lead to arbitrary functions in the general solution of the equations of motion; these are under-determined [32] . In the sequel we will always assume that no first class constraints are present. This is no real restriction, as they appear very rarely in finite-dimensional systems. Furthermore they can always be transformed into second class constraints by a gauge fixing, i. e. by adding further constraints removing the under-determinacy.
Second class constraints signal the presence of unphysical or redundant degrees of freedom; as mentioned above their number M is always even. If there are no first class constraints, the matrix C is regular (otherwise we take the sub-matrix of C corresponding to the second class constraint functions) and we introduce the Dirac bracket of two observables F , G as
The Dirac bracket possesses exactly the same algebraic properties as the canonical Poisson bracket (4): it is linear, skew-symmetric and satisfies the Jacobi identity. Consider for any observable F (q, p) the dynamics defined byḞ = {F, H c } * . We prove in two steps that for initial data on the constraint manifold these dynamics are equivalent to the original ones defined by the total Hamiltonian and the standard Poisson bracket. It suffices to show that the right hand sides of the respective equations of motions are weakly equal, as for such initial data the trajectories never leave the constraint manifold. As first step we note that for the Dirac bracket it makes no difference whether H t or H c is used:
Here we used in the second line that all Poisson brackets involving the multipliers u are multiplied by constraint functions and in the last line the definition of C. As second step we show that on the constraint manifold Dirac and Poisson bracket generate the same dynamics with the total Hamiltonian H t :
as after the completion of the Dirac algorithm {χ, H t } is a linear combination of constraint functions. We are thus lead to the Hamilton-Dirac equations
The Dirac bracket effectively eliminates the second class constraints, as they become distinguished or Casimir functions: the Dirac bracket of any phase space function F with a second class constraint function vanishes, as again by the definition of C {F, χ}
Note that this is a strong and not only a weak equality! Historically, this observation was Dirac's motivation for introducing his bracket, as it allows for a consistent quantisation of constrained systems. In our context, its importance lies in the fact that it implies that in most relevant cases the constraint manifold is orbitally stable 4 for the flow of the Hamilton-Dirac equations (13). The constraint functions χ foliate the phase space into disjoint submanifolds M defined by χ(q, p) = with constants . Exact solutions of the Hamilton-Dirac equations (13) lie completely on the submanifold M determined by the initial data. The equations do not "see" the values ; in particular = 0 is not distinguished. This is a trivial consequence of the fact that the Dirac bracket (10) depends only on the derivatives of the constraint functions and not on the functions themselves.
Numerical errors are thus neither damped nor amplified by the dynamics. They lead to different values¯ and without further errors the trajectory would stay on the submanifold M¯ . If the submanifolds M are compact, there exists trivially an upper bound (depending only on ) for dist(z, M 0 ) with z ∈ M . The same holds for quadratic constraint functions χ. Hence in both case we have obviously orbital stability.
Regular Systems with Externally Imposed Constraints
For applications the most important type of constrained systems is described by a regular Lagrangian L and subject to k externally imposed constraints 5 φ(q) = 0, the position constraints. In principle, this situation cannot be treated within the Dirac formalism, as it covers only singular Lagrangians. There exist several ways to derive the equations of motion. The simplest one introduces Lagrange multipliers µ and considers the augmented Lagrangian L = L + µ t φ. In contrast to the multipliers u in the Dirac theory, µ must be considered as additional dynamical variables and not as undetermined functions. Now L is obviously singular, as it does not depend on the "velocities"μ, and we may apply the Dirac theory.
If we denote by H the Hamiltonian for the regular system, then the classical Hamiltonian equations of motion (8) simplify now tȯ
as the constraints do not depend on the momenta. Differentiation of the position constraints leads to the momentum constraints ψ =φ = {φ, H} ≈ 0. Differentiation of these in turn yields a linear system of equations for the multipliers µ:
Its matrix evaluates to ( 
and differs from (15) only by terms proportional to the position constraints functions φ.
For the Dirac formalism, we introduce canonically conjugate momenta π for the additional variables µ. The primary constraints are π = 0. If we denote by H the Hamiltonian for the regular system, the canonical Hamiltonian of the constrained system is H c = H − µ t φ; the total one is H t = H c + u t π. The Dirac algorithm yields as secondary constraints φ = 0 and as tertiary constraints the momentum constraints ψ = {φ, H t } ≈ {φ, H} ≈ 0. The next step provides algebraic equations for the auxiliary variables µ:
Obviously, they are equivalent to (16) . The fifth and last step yields u = 0 . The main problem in using Dirac brackets is the inversion of the matrix C of the Poisson brackets of the constraint functions. For a larger number K of constraints one can no longer do this symbolically. Thus one must numerically invert a K × K matrix at each evaluation of the equations of motion. In our special case K = 2k and the matrix C can be partitioned into four k × k sub-matrices
where Q = {φ, ψ} and S = {ψ, ψ}. The inversion of such a matrix can be reduced to the inversion of one k × k matrix plus two matrix multiplications, as
The Hamilton-Dirac equations take now the following form:
Taking (16) into account, we see that they differ from the standard equations of motion (15) only by some terms multiplied by the momentum constraints functions ψ. Thus both formulations are weakly equal.
The Impetus-Striction Formalism
An alternative approach for the treatment of regular systems with externally imposed constraints is provided by the impetus-striction formalism [9, 10, 22] . It is also based on an augmented Lagrangian, but it adds the time derivatives of the constraint functions and uses
dt φ with multipliers λ which must again be considered as additional dynamical variables. Obviously, L * is a singular Lagrangian, too, and we can straightforwardly apply the Dirac theory.
This approach represents a special case of vakonomic mechanics [4] . Its fundamental axiom is that the equations of motion of a constrained system are always of a variational nature -even if one considers anholonomic constraints ψ(q,q) = 0. The calculus of variations leads then to adding the constraint functions with multipliers to the regular Lagrangian. However, the vakonomic equations of motion are generally not equivalent to those derived with the Principle of d'Alembert. Experiments seem to indicate that they do not correctly describe the physical reality [21] .
In our special case of differentiated holonomic constraints, i. e. ψ =φ, the two Lagrangians L and L * are equivalent, as they differ only by a total derivative upon the identification µ = −dλ/dt. Thus both yield the same Euler-Lagrange equations. But the Legendre transformations differ and the canonically conjugate momenta for L * and L are related by
The standard approach to the impetus-striction formalism consists of first defining a preHamiltonianH * in which λ is still treated as a parameter. Then λ is determined by requiring thatφ = {φ,H * } = 0 (or alternatively by a minimisation principle [10] ). The thus obtained values for λ are called strictions and entering them into (22) defines the impetuses p * . Entering the strictions into the pre-HamiltonianH * yields the Hamiltonian H * and one can show that the corresponding Hamiltonian equations of motioṅ
form an underlying equation for the constrained system. Similar to our considerations in the last section, one may view the impetus-striction formalism as a short cut to the full Dirac analysis of the singular Lagrangian L * (see [28] for more details). We present now a new purely Hamiltonian derivation of the impetus-striction formalism interpreting (22) as part of a canonical transformation. As starting point we take this time a regular Hamiltonian H(q, p), i. e. we assume that its Hessian
∂p∂p with respect to the momenta is regular, and impose some (irreducible) position constraints φ(q) = 0.
We consider the canonical transformation (q, p) ↔ (q * , p * ) defined by the generating
where λ(q, p * ) are yet arbitrary functions. It has the form
We determine the functions λ by demanding that for any point (q * , p * ) on the primary constraint manifold M 1 defined by φ(q * ) = 0 the transformed point (q, p) lies on the secondary constraint manifold M 2 defined by φ(q) = 0 and ψ(q, p) = 0 where again ψ = {φ, H} are the momentum constraint functions. Thus we want to consider (24) as a kind of symplectic projection on the true phase space M 2 . This condition is equivalent to
and its solution λ are the strictions.
Restricted to the primary constraint manifold M 1 the canonical transformation (24) simplifies considerably, as the constraint functions φ vanish, and we obtain
which is just (22) . Furthermore, on M 1 the transformed Hamiltonian is given by
This is the same Hamiltonian as obtained in the standard Lagrangian approach. We claim now that the Hamiltonian equations of motioṅ
derived with the canonical Poisson bracket for the variables (q * , p * ) and the transformed Hamiltonian H * represent an underlying differential equation for the constrained system. This assertion is not trivial, since the Poisson brackets in (28) include differentiations normal to the constraint manifold and the Hamiltonian H * was derived with the restricted canonical transformation (26) valid only on M 1 .
Our proof is based on the Dirac theory. One possibility for the equations of motion of the constrained system are the Hamiltonian-Dirac equations (13) 
Thus, it does not matter whether we first restrict the functions to the true phase space M 2 and then compute their Poisson bracket or whether we first compute their Dirac bracket and then restrict to M 2 . In this sense, the Dirac bracket can be considered as the on M 2 by the canonical Poisson bracket induced bracket.
Since we are only interested in solutions of the equations of motion (28) living on the constraint manifold M 2 , we evaluate the Poisson brackets on the right hand side of (28) (28) are equivalent to the equations of motion derived with the Dirac bracket. Thus solutions for initial data on M 2 stay on M 2 and yield trajectories of the constrained system. Furthermore every trajectory can be obtained this way and (28) represents an underlying Hamiltonian system.
Substituting (27) in (28) yieldṡ
where the functions are evaluated at (q * , p * − λ t ∂φ ∂q ). All terms containing derivatives of the strictions λ disappear because of the defining equation (25) . This is important for the numerical integration, as it implies that numerical values for λ suffice. The second term in the equation forṗ * represents the constraint forces. An important difference in comparison with other approaches is that they depend on the second derivatives of the constraint functions φ whereas usually only first derivatives appear.
Similar to our results for the Hamilton-Dirac equations (13), we can easily conclude from these considerations that the submanifolds M defined by φ(q) = with constants are orbitally stable, if they are compact. Again the crucial point is that in (30) only derivatives of the position constraint functions φ appear and that M is an invariant manifold for the flow.
If we apply the Dirac theory to the Hamiltonian H * and the constraint functions φ, then by definition of the strictions {φ, H * } = 0. Thus no secondary constraints appear and the position constraints are first integrals. Since the Poisson brackets {φ, φ} trivially vanish, they are first class and thus related to gauge symmetries. The gauge transformation generated by an arbitrary linear combination t φ with constant coefficients has the form
Arnold et al. [4] call any phase space function F (q * , p * ) which is invariant under this symmetry observable. Obviously, this implies that such an F contains p * only in the form p * −λ t ∂φ ∂q and that the Hamiltonian H * is an example of an observable function. The symmetry can be easily understood. If we take two generating functions S with functions λ differing Copyright line will be provided by the publisher by constants , the resulting starred variables are related by the gauge transformation (31) . But if the impetuses p * appear only in the form p * − λ t ∂φ ∂q , the constants drop out and we obtain identical results.
We can interpret this result also in another way. Basically it says that not the multipliers λ themselves are important but only their differentials, as we can add arbitrary constants. But this is not too surprising, if one compares again the two Lagrangians L and L * . We saw already that they are equivalent upon the identification µ = −dλ/dt. Thus already here only the differentials of the multipliers λ plays a role.
Impetuses and Mass-Orthogonal Projections
The deeper meaning of the transformation (22) between the momenta and the impetuses becomes particularly clear for natural systems. Thus we assume now again that the configuration space Q is a Riemannian manifold. The metric induces a scalar product ·, · M on the phase space T * Q which has the same form as the one on the tangent bundle T Q but now with the inverse mass matrix
where again V denotes a real-valued potential. The use of the mass metric apparently goes back at least to Hertz. More recently it was studied in connection with constrained systems by Bayo and Ledesma [5] and by Brauchli [6] .
If we impose on such a system position constraints φ(q) = 0, then the corresponding momentum constraints may be written in the form ψ(q, p) = ∂φ ∂q (q), p M which implies that the strictions are determined by the linear system
The canonical transformation (24) with λ determined by (32) represents now for all points (q * , p * ) ∈ M 1 , i. e. satisfying φ(q * ) = 0, a mass-orthogonal projection on the secondary constraint manifold M 2 . Indeed, the transformation (24) simplifies to (26) for points on M 1 . For a given q, the manifold M 2 is a hyperplane whose Hesse normal form is defined by the vanishing of the momentum constraint functions. Thus we make the ansatz p = p * − ρ t ∂φ ∂q for a mass-orthogonal projection on M 2 . The multipliers ρ are uniquely determined by the condition ψ(q, p) = 0. But this yields obviously the linear system (32) defining the strictions and hence the orthogonal projection is given by (26) . One can try to generalise this result to arbitrary Hamiltonian systems. Again one starts with a point (q * , p * ) ∈ M 1 and would like to find the point (q, p) ∈ M 2 which has the minimal distance to (q * , p * ). However, only natural systems provide a canonical metric and thus a canonical way to measure distances. Furthermore, the momentum constraints ψ are generally nonlinear and we cannot use a simple projection to obtain (q, p). Hence it is not clear, how one could rigorously formulate a generalisation.
Taking a more operational point of view, one nevertheless obtains some sort of generalisation. We describe first a concrete method to compute a sequence of points (q, p k ) which may be considered as approximating the "minimal" point (q, p). Then we show that we find exactly the same sequence of points, if we determine the strictions λ by a Newton iteration. In such a generalised sense one may consider the transformation (26) even for arbitrary Hamiltonian systems as a kind of orthogonal projection.
In order to approximate the "minimal point" (q, p) we take q = q * and must then solve the under-determined nonlinear system ψ(q, p) = 0. This can be done using a Newton iteration with initial value p 0 = p * . Writing p k+1 = p k − d k and noting that ∂ψ ∂p = ∂φ ∂q t ∂ 2 H ∂p∂p , we obtain the following linear system for d k :
Defining M as the inverse of the Hessian
∂p∂p evaluated at the point (q, p k ), we again introduce a scalar product ·, · M and rewrite the linear system as
(34) is an under-determined system and does not possess a unique solution. Since we want to approximate the point (q, p) with "minimal distance" from (q * , p * ), we choose the solution that is minimal with respect to the mass norm. Alishenas [2] calls this the M -minimal solution and shows how it can be computed with the help of a pseudo-inverse: if Ax = b is an under-determined linear system, then its M -minimal solution is given by A − b where
is the M -pseudo-inverse (for M = I it is just the usual MoorePenrose pseudo-inverse). The M -minimal solution of (34) is then
In the impetus-striction formalism, we get the nonlinear system (25) for the strictions λ. Again we use the Newton method to solve it, this time with the initial value λ 0 = 0. The iteration takes the form
where M is the inverse of the Hessian 
Position Versus Momentum Projection
We turn now our attention to the problem of numerically computing the trajectories of a constrained Hamiltonian system. However, we will restrict our discussion to the case of a regular system over an N -dimensional configuration space with K externally imposed position constraints φ(q) = 0 and the associated momentum constraints ψ(q, p) = 0. As we have already seen, we have a wide choice for the formulation of the equations of motion. The classical approach is based on the formulation (15) . Analytically, it can be treated as follows: we solve (16) for µ, enter the result into (15) , choose initial values satisfying all constraints and integrate the differential part of (15) . Any such computed solution stays on the constraint manifold. The constraints are considered only when choosing the initial data. Numerically, this approach has two disadvantages. Firstly, the underlying equation obtained by entering the multipliers into (15) is not Hamiltonian. This excludes for example the use of symplectic integrators. Secondly, in contrast to the analytical solution, the numerical solution generally drifts off from the constraint manifold.
Projection methods are a popular cure against the drift off [13] . In their simplest form, following a step with an arbitrary integrator, one projects the computed point (q n ,p n ) onto the constraint manifold to obtain the final approximation (q n , p n ). We may distinguish position projections where onlyq n is modified so that φ(q n ) = 0 and momentum projections where onlyp n is changed so that ψ(q n , p n ) = 0 (with q n =q n ).
We will show that momentum projections are not only cheaper than position projections, as they require only the solution of a linear system, but that they yield better results, too. The absolute values and the growth rates of all relevant errors (energy and constraint residuals) are smaller. In particular, the energy error is much less affected by momentum projections.
Our basic tool is the comparison of two different underlying Hamiltonian systems. As seen in Section 4, the differential part of the equations of motion (17) obtained with the total Hamiltonian H t is Hamiltonian and differs from (15) only by terms proportional to the position constraints functions φ. By contrast, the Hamilton-Dirac equations (21) differ from (15) only by terms multiplied by the momentum constraints functions ψ. If we apply the corresponding projections, it makes no difference 6 whether we integrate numerically (15) or the respective underlying Hamiltonian system. In order to compare the two kind of projections we must thus study the stability of the constraint manifold for the two formulations.
The key for the stability analysis is the introduction of adapted coordinates. The equations φ(q) = ζ, ψ(q, p) = ρ define for arbitrary constants ζ, ρ a 2(N − K)-dimensional submanifold M ζ,ρ of the full phase space. Let f (ξ, ζ) be N functions such that φ f (ξ, ζ) = ζ and that the matrix ∂f /∂ξ (∂φ/∂q) t is regular. Then the equations
On the submanifold M ζ,ρ , we may consider (38) as implicitly defining a coordinate transformation Γ ζ,ρ : (q, p) → (ξ, π). One can show [29] that Γ ζ,ρ is in fact canonical and that its generating function is S(ξ,
Let H be the Hamiltonian of a natural system where we assume for simplicity that its mass matrix M is the identity. Then the transformed HamiltonianH is given bỹ
as (∂φ/∂q)(∂f /∂ξ) = 0 by the definition of f and p = ∂f /∂ξ (∂φ/∂q)
We introduce perturbed Hamiltonian state space forms where ζ, ρ model the constraint residuals. For the Hamilton-Dirac equations (13) we geṫ ξ = {ξ,H} ,π = {π,H} .
For (17) we must useH t =H +μ t ζ leading to a different perturbed state space form. But the unperturbed state space forms obtained by setting ζ = ρ = 0 are identical in both cases.
The position constraint residuals ζ appear inH only via the functions f ; inH t we get an extra termμ t ζ. The momentum constraint residuals ρ appear in (39) also in form of an extra term, a quadratic form. Extra terms in the Hamiltonian lead to extra terms in the equations of motion which may change their qualitative properties profoundly. But if momentum projections are used, i. e. if ρ = 0, no extra terms appear. We may refine the analysis by considering ζ, ρ as time-dependent. This does not change the canonical transformation Γ ζ,ρ , but we must subtract fromH the time derivative of the generating function [14] ∂S ∂t =ζ t ∂f ∂ζ p .
Applying Γ ζ,ρ with time-dependent residuals ζ, ρ to (17) or (13) yields differential equations for ξ, π, ζ, ρ. Those forξ andπ are the corresponding state space form; those forζ,ρ are in general not Hamiltonian. The origin ζ = ρ = 0 is a fixed point for the latter equations and its stability determines the drift off from the constraint manifold. For the Hamilton-Dirac equations (13) we know even without computations thatζ =ρ = 0 because of our considerations at the end of Section 3. Based on this result, we can straightforwardly analyse the use of momentum projections in the numerical integration of the classical equations of motion (15) . The dynamics do not lead to any growth of the constraint residuals. Following Alishenas [2, 3] , we use a continuous model for the error propagation and assume that because of numerical errorsq = {q, H} * + (t) with || (t)|| <ˆ in the integration interval. Thenζ = (t) and the position constraint residual can grow at most linearly.
For the other underlying Hamiltonian system (17) one cannot make such general statements. But the following simple argument for K = 1 shows that we must expect a worse behaviour. In the coordinates (q, p) the growth of the constraint residuals is determined bẏ φ = {φ, H t } = {φ, µ}φ + ψ andψ = {ψ, H t } = {ψ, µ}φ. Linearisation about the origin yieldsφ = 2aφ + ψ,ψ = bφ with some time-dependent coefficients a, b. The eigenvalues of this linear system are a ± √ a 2 + b and thus the origin is (linearly) unstable in general. Assuming that because of position projections φ(t) ≈ φ 0 1, we still find from the equation forψ that already the dynamics lead to an at least linear growth of the momentum constraint residual even without taking error propagation into account.
The growth of the constraint residuals is only one aspect in a comparison of the two types of projections. Another important aspect is to what extent the projections respect the structure of the system. Geometric integrators [16] are of growing importance in the numerical integration of dynamical systems. In our context, the main question is whether the projections preserve the Hamiltonian nature of the problem.
In order to answer this question, we first recall from the last section that a mass-orthogonal momentum projection is a canonical transformation for natural systems. We further showed there that in a certain sense this observation remains true for arbitrary systems. By contrast, a non-trivial position projection is never canonical. All possible extensions of a point transformation q = F (Q) to a canonical transformation in phase space can be described by generating functions of the form S = F t (Q)p + G(Q) with a scalar function G [8, § §105-108]. Hence the momenta transform according to P = (∂F /∂Q) t p + ∂G/∂Q and they only remain unchanged, if ∂F /∂Q is the identity matrix and G vanishes.
This observation may be used as basis for the design of symplectic integrators for constrained Hamiltonian systems. Indeed, the composition methods of Reich [24] exploit the (restricted) canonical transformation (26) . By intertwining a momentum projection with a step of the integrator, it is even possible to simulate a "canonical" position projection, so that the arising symplectic methods preserve both the position and the momentum constraints.
Momentum projections also behave favourably with respect to energy conservation. For an integration method of order r, the (local) constraint residuals are of order O(h r+1 ) [17] . Thus we must expect in general that a projection changes the energy in this order. However, a mass-orthogonal momentum projection changes the energy only in O(h 2r+2 ). The reason for this effect lies in the fact that the projection may be considered as the flow of the Hamiltonian
The energy error is thus determined by the change of H along an integral curve of H λ . At t = 1 we obtain in first order ∆E ≈Ḣ = {H, H λ } = −λ t ψ. In the last section we saw that λ = R −1 ψ with R = (∂φ/∂q), (∂φ/∂q) M and thus ∆E ≈ ψ t R −1 ψ. As by assumption ψ = O(h r+1 ), the momentum projection changes the energy in O(h 2r+2 ).
The Planar Pendulum in Cartesian Coordinates
The planar pendulum in Cartesian coordinates represents a standard example of a constrained natural system. Its equations are so simple that all transformations used above can be explicitly determined. Furthermore, the state space form is easily obtained and can be used to compute reference solutions with high precision. The planar pendulum is described by the regular Hamiltonian H = 
The underlying Hamiltonian system (17) defined by H t = H + µφ iṡ
The Dirac bracket is {F, G} * = {F, G} − 1 x 2 +y 2 {F, φ}{ψ, G} − {F, ψ}{φ, G} and the Hamilton-Dirac equations (21) yield the underlying systeṁ
Obviously, on the constraint manifold (42), (43) and (44) are identical.
The canonical transformation (38) can be written explicitly as
where ζ represents the position and ρ the momentum constraint residual. Obviously, it simply changes to polar coordinates. This yields for the transformed Hamiltoniañ
where the last term is the time derivative (41) of the generating function.
Notice that for this special system the extra terms inH do not depend on the dynamical variables (ξ, π). Thus they affect only the energy error but do not lead to extra terms in the perturbed state space forms. These are for (43)
and for the Hamilton-Dirac equations (44)
Superficially seen, the formulation (43) seems preferable, as a Taylor expansion shows that the perturbations in (47) are O(ζ 2 ) whereas they are O(ζ) in (48). However, this point of view neglects the much more important issue of the growth of the constraint residuals ζ, ρ. As mentioned above, we haveζ =ρ = 0 for the Hamilton-Dirac equations of any system. Applying the canonical transformation (45) to (43) yieldṡ
The eigenvalues of the linearised system are ±σ with σ = 4π 2 − cos ξ. Thus whenever σ is real, the origin is unstable for (49).
Assuming that due to position projections ζ ≈ ζ 0 1, we obtain for the residual ρ the Riccati equationρ = ζ 0 (σ 2 + 4ρ 2 ). For the initial data ρ(0) = ρ 0 it has the closed-form solution ρ(t) = σ 2 tan 2σζ 0 t + arctan(
. Thus for small times t already the dynamics yield an at least linear growth of the momentum constraint residual. Note that this even holds, if ρ 0 = 0.
We integrated the classical equations of motion (42) for the initial data (x 0 , y 0 , p 0 x , p 0 y ) = (1, 0, 0, −2) until t = 1023 with the standard fourth-order Runge-Kutta method using the step size h = 0.025. For these data the pendulum rotates clockwise with the period T = 3.31. We projected, when the corresponding residual exceeded = 10 −6 . Fig. 1 (upper part) shows the integration error (estimated by comparing with an integration of the state-space form with step size h/10) without (w/o), with momentum (mom) and with position projections (pos). Position projections hardly improve the results. They yield the same energy error as without, whereas momentum projections significantly reduce it (Fig. 1, lower part) . Furthermore, they have no effect on the momentum constraint residual. In contrast, momentum projections improve the position constraint residual by more than two orders of magnitude compared to without projections. In the end it is 5 · 10 −4 . Momentum projections also yield smaller error growth rates. Without projections the integration error grows cubically, the energy error and the position constraint residual quadratically and the momentum constraint residual linearly. These rates are not changed by position projections. Momentum projections lead to a quadratic growth of the integration error and a linear growth of energy error and position constraint residual.
These observations can be partially explained by our results in the last section where e. g. the linear growth of the remaining residual after projection on one constraint was predicted. The growth rates of the energy errors come from the perturbed HamiltonianH. The momentum constraint residual ρ grows linearly after position projections. As it appears quadratically in (46), we expect an at least quadratic growth of the energy error. For the error after momentum projections the dependency ofH on the position constraint residual ζ is decisive. The series expansion contains a linear term that dominates the higher order terms because of the smallness of ζ in our integration interval. As ζ grows linearly, so does the energy error.
In order to check the periodicity of the solutions we computed a periodogram from the values at t = 0, 1, 2, . . . , 1023. With momentum projections it hardly differs from the one obtained from the state space form and consists essentially of one spike at f = 0.302 with amplitude 0.39. Since f = 1/T , the periodicity is very well maintained. Without projections the spike is smeared over the range 0.3-0.37 with a maximal amplitude of 0.05. Position projections yield only a small improvement.
The most striking result is that these considerable improvements have been achieved with only 155 momentum projections, i. e. on average after 260 integration steps. In contrast, position projections were needed after almost every step. With a tighter error tolerance the results for momentum projections further improve, whereas this makes hardly any difference for position projections. With = 10 −8 one needs on average after 3 integration steps a momentum projection, the maximal value of the integration error is about 3 · 10 −3 , of the energy error 3 · 10 −5 and of the position constraint residual 10 −5 . Other numerical methods yield similar results. Hairer and Wanner [17, p. 472 ] applied the Dormand-Prince 5(4) pair to the pendulum and observed that the integration error became even worse, when position projections were used. They also noted that adding position projections to momentum projections hardly changes the results.
For deriving the impetus-striction formulation of the planar pendulum, we first need the striction. It is easily determined to be λ = (
The arising equations of motion are theṅ
where p x = p * x − λx * and p y = p * y − λy * are the classical momenta. We do not present an error plot for their numerical integration, as the results are similar to those obtained above with momentum projections. Indeed, as discussed in Section 6, the classical momenta are just the projected impetuses. Note however that if we use (50), then we perform these projections at each evaluation of the right hand side whereas we have seen above that in the numerical integration of (42) fairly few projections were necessary. Hence from a computational point of view the latter approach seems preferable.
We use the impetus-striction formulation to study numerically the stability of the constraint manifold. The manifolds M are concentric circles in the x * -y * plane and for any initial data (x 0 , y 0 , p 0 x , p 0 y ) the projection of the solution of the impetus-striction equations (50) on this plane is just the corresponding circle. In numerical experiments the orbital stability can be well observed; the left part of Fig. 2 shows the x * -y * phase portrait for the exact initial data used above and for slightly perturbed initial data (x 0 , y 0 , p 0 x , p 0 y ) = (1.1, 0.1, 0.1, −1.9); note that we start here with inconsistent momentum values.
Sofer et al. [33] compared numerically several formulations of the equations of motions for the planar pendulum. Their formulation C corresponds to the impetus-striction formalism. They showed that the linearisation of the corresponding equations of motion about the periodic solution on the constraint manifold has an unstable direction. More precisely, the eigenvalues at a point P on the orbit are 0 (algebraically double and geometrically simple) and ±λ where λ is the value of the striction at P .
However, one must be careful with the linear stability analysis of a Hamiltonian system, as critical elements are here rarely hyperbolic. In numerical experiments one indeed observes an instability in the impetuses. Their phase portrait shows an outward going spiral (see the right part of Fig. 2 ). But this effect seems to be more related to the double eigenvalue 0 than to the pair of real eigenvalues: the growth of the amplitude is only linear and the p * x -and p * ycomponents of the eigenvector to 0 are proportional to x * and y * , respectively, i. e. they point in radial direction (normal to the constraint manifold). Also no observable like the energy or the physical momenta p x , p y shows an instability: the observed instability of the impetuses is eliminated by the radial projection relating the impetuses p *
x , p * y with p x , p y . Analytically the instability of the normal part of the impetus vector can be easily derived for this simple system. If we compute its time derivative, we obtain
The denominator of the first term is an integral of motion and thus constant along any trajectory. The numerator is the square of the angular momentum (one easily checks that here xp y − yp x = x * p * y − y * p * x ). If we had taken the pendulum without gravitation, the y * -term would be missing and the angular momentum would be another integral of motion. Hence without gravitation the time derivative would be constant and we would get an exact linear growth. In our case we have d dt (x * p * y − y * p * x ) = −x * . But if we average over one period, x * = 0 and similarly for the y * -term in (51). Thus the average growth of the normal part of the impetus vector is indeed linear as observed.
In our example this growth of the normal part of the impetus vector caused no problems. In general we must, however, expect a loss of numerical precision. As this normal part is the right hand side of (32), the strictions also grow linearly. In the projection relating p and p * we must then compute the small difference between two large vectors. In larger examples one can indeed observe a slow degradation of the results due to this effect.
Fortunately, there exists a simple cure for this problem. We mentioned already above that we can choose the initial value of the strictions arbitrarily, as two different values are related by the gauge transformation (31) . We are free to apply such a transformation at any time. If after some time the amplitude of the impetuses is too large, we simply "reset" them: p * x ← p * x − λx and p * y ← p * y − λy. This will not effect any of the physical observables. This strategy was already employed by Ruhoff et al. [25] in their simulations of pendulum chains. They report that for larger chains they had to perform momentum projections in order to obtain reasonable results. But these projections are of course equivalent to our "resetting" of the impetuses.
The pair of real eigenvalues ±λ is probably only an artifact of the linearisation. The massorthogonal projection which forms the core of the impetus-striction formalism is non-linear and thus destroyed by the linearisation. If we consider the striction as a constant, we can see the origin of these eigenvalues in the equations of motion (50): the equations forẋ * andẏ * contain terms −λx * and −λy * , respectively, and those forṗ x * andṗ y * terms λp * x and λp * y , respectively. But this linear point of view neglects that these terms always appear as parts of the combinations p * x − λx * and p * y − λy * , respectively. Thus we may assume that the real eigenvalues are irrelevant for the nonlinear stability analysis.
In the example of the planar pendulum, the instability can also be considerably damped with a simple trick. The Hamiltonian of a constrained system is well-defined only on the constraint manifold; we may add an arbitrary linear combination of the constraint functions without changing the dynamics. We use this freedom and take the Hamiltonian 
Obviously, H andH coincide when x 2 + y 2 = 1. With ν = x * p * y − y * p * x this modified Hamiltonian yields as impetus-striction equations of motioṅ
In linear analysis this system is stable, as its eigenvalues (±iν and ± √ 3iν) are purely imaginary. However, the system is still nonlinearly unstable, as one observes qualitatively the same picture as in the right part of Fig. 2 . But with the same parameters as before, one obtains a much smaller maximal amplitude of about 1000 compared with about 30000 for (50).
One should note that the classical equations of motion (42) are unstable, too. Evaluation of the eigenvalues of its linearisation of the constraint manifold yields ± p 2 x + p 2 y and ±i p 2 x + p 2 y − y. Thus there also exist unstable directions which lead to the well-known drift off the constraint manifold. Sofer et al. [33] presented two formulations of the pendulum which are linearly stable. However, none of them is Hamiltonian in contrast to (53).
