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Photolithography process is regarded as the center and the most important process in 
semiconductor manufacturing due to its strong influence on cost and performance of a 
microchip. In the photolithography sequences, the most important variable to be 
controlled is critical dimension (CD) which is the minimum feature size dimension. One 
of major source of CD variation is the thermal processing in lithography, such as post-
exposure bake (PEB) and post-apply bake. Thermal processing of semiconductor wafers 
is commonly performed by placement of the wafer on a heated plate for a given period of 
time. A general requirement for these systems is the ability to reject the load disturbance 
induced by placement of a cold wafer on the bake plate. Sluggish response can cause 
difficulties with, for example, repeatability of the manufacturing process if the recovery 
time of the temperature disturbance is longer than the baking time of the wafer and the 
next wafer comes before the temperature recovers. 
 Work on applications of model predictive control (MPC) as feedback controller 
for bake plate temperature control has been done experimentally in many papers. In a 
recent work, a variant of MPC called Multiplexed MPC, or MMPC, which claimed to 




Summary                                                                                                                            vii 
 
was proposed. One characteristic of MPC is online optimization. Since optimization is 
conducted every sampling time, therefore computational power is likely an issue. All 
MPC theory to date and as far as we know the implementation, assume that all the control 
inputs are updated at the same instant or we called synchronized MPC (SMPC). In 
contrast, MMPC updates only one control input at a time. This will lead to suboptimal 
control signals. However, with reduced computational time, MMPC can use shorter 
update period, and updating all inputs one after another consecutively in the same period 
with SMPC. 
 In this thesis, we have designed MMPC feedback controller for bake plate 
temperature control and conduct the experiment to show the improvement from standard 
MPC controller. Since the model is important for MPC controller to work properly, we 
have conducted bake plate physical modeling and system identification. The 
computational advantage of MMPC becomes even more significant when constraints are 





Semiconductor manufacturing has greatly aﬀected the world due to the wide application
of semiconductor devices. The industry development can basically be resembled by the
so called integrated circuit (IC) scaling. The number of transistors on a single IC doubles
in every two years according to Moore’s law (Hamilton, 2003). Critical dimension (CD)
of patterns is currently reduced below 100nm. A more stringent demand on the CD vari-
ation is imposed. By the year 2010, a CD control requirement of 4.7nm is expected for
45nm technology node (International Technology Roadmap for Semiconductors, 2005 ).
The industry has moved through several lithography generations to achieve smaller fea-
ture sizes. However, technology transition is expensive and time consuming. To reduce
the cost a better way is to extend the life cycle of current lithography generation. The
1
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challenge is to maintain CD variation within specifications while pushing feature size to
its absolute minimum achievable value. One solution is the introduction of advanced
equipment and process control (Moynes, 2006; Miyagi et al., 2006).
According to Franssila (2004), Microfabrication processes consist of four basic oper-
ations which are high-temperature processes, thin-film deposition processes, patterning,
layer transfer and bonding. Photolithography, a process which include some of these ba-
sic processes, is regarded as the center and the most important process due to its strong
influence on cost and performance of a microchip. In the photolithography sequences,
the most important variable to be controlled is critical dimension (CD) which is the min-
imum feature size dimension. CD is perhaps the single variable with the most impact on
device speed and performance (Tay et al., 2004; Edgar, 2000). The CD is significantly
aﬀected by several variables (Kim et al., 2004). Exposure was regarded as an important
source for CD variation (Postnikov et al., 2003), and the errors may originate from ex-
posure dose, grid size and illumination condition. Another major source of CD variation
is the thermal processing in lithography, such as post-exposure bake (PEB) (Li, 2001;
Cain et al., 2005), and post-apply bake (Raptis, 2001).
Thermal processing of semiconductor wafers is commonly performed by placement
of the wafer on a heated plate for a given period of time. The heated plate is of large
thermal mass relative to the wafer and is held at a constant temperature by a feedback
controller that adjusts the resistive heater power in response to a temperature sensor
embedded in the plate near the surface. The plate is designed with multiple radial zone
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configurations. The wafer may be placed in direct contact or on proximity pins. Processes
that utilize this thermal approach include photoresist processing, chemical vapor deposi-
tion and rapid thermal annealing, and span a large temperature range (Campbell, 1996;
Schaper et al., 1994).
A general requirement for these systems is the ability to reject the load disturbance
induced by placement of a cold wafer on the bake plate. Figure 1-1 shows the closed-loop
temperature response of a bake plate used for photoresist processing when a 200mm
wafer at a room temperature was placed on the bake plate. Initially the temperature
dropped and then recovered because of closed-loop control. In manufacturing, wafers
are processed in quick successions, one after another. Sluggish response can cause dif-
ficulties with, for example, repeatability of the manufacturing process if the recovery
time of the temperature disturbance is longer than the baking time of the wafer and
the next wafer comes before the temperature recovers. When this happens, there is
not only wafer-to-wafer non-repeatability in temperature processing trajectory, but also
plate-to-plate non-repeatability as the feedback controllers generally do not respond the
same. If the processing temperature is not critical, then this type of response is accept-
able. However, for some processes such as chemically amplified photoresist processing
of the post-exposure bake step, temperature control is critical (Sturtevant et al., 1993 ;
Pawlowski, 1997; ElAwady et al., 1999).
Work on applications of model predictive control (MPC) as feedback controller for
bake plate temperature control can be found in (Ho et al., 2000; Lee et al., 2002). In
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Figure 1-1: Close-loop experimental result using SMPC and MMPC controller for un-
constrained case
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addition, a linear quadratic gaussian (LQG) controller has been applied to a state-of-
the-art 49-zone bake plate (Schaper el al., 1999). LQG and MPC are optimal control
strategies. In a recent work, a variant of MPC called Multiplexed MPC, or MMPC,
which claimed to have the potential for faster disturbance recovery response over the
conventional MPC was proposed (Ling et al., 2005; Ling et al., 2006). In this paper,
we report the successful application of MMPC to improve the temperature recovery
performance of a multi-zone bake plate. Figure 1-1 shows the improvement of MMPC
over the standard MPC.
1.2 Contributions
In this thesis, both conventional MPC or synchronized MPC (SMPC) and multiplexed
MPC (MMPC) controllers were designed for bake plate application. These feedback
controllers will be used to maintain bake plate temperatures at set point 90oC. The
emphasis will be put on how MMPC performs compare to SMPC for disturbance rejec-
tion. Observation was made in the presence of disturbance caused by wafer placement
on top of the bake plate at set point 90oC. This study has major contribution as the
first experimental application of MMPC and support previous studies and simulation of
MMPC (Ling et al., 2005; Ling et al., 2006; Ling et al., 2008). The scope of this thesis
covering bake plate modeling, SMPC and MMPC controllers design and its application
in real experiment.
In the early part of this thesis, physical model of bake plate without wafer will be
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derived using heat transfer law. Furthermore, system identification is conducted to get
the true model for our specific bake plate. Using open loop experiment, we can observe
the step response of the bake plate. Therefore, we can obtain model estimation by
fitting experiment data into the structure of physical model we have derived. From
experimental result, we have found that MMPC outperforms SMPC in term of recovery
time after wafer with room temperature is dropped on top of the plate. However, we also
found that MMPC is not as robust to white noise as SMPC. In the experiment, kalman
filter was used to obtain the true states.
1.3 Organization
This thesis is organized as follow, Chapter 2 discuss plant modeling. In this chapter,
a theoretical model of bake plate is constructed using heat transfer law. In Chapter 3,
standard formulation of SMPC and MMPC problems is given for both finite and infi-
nite horizon, constrained and unconstrained. In Chapter 4, the experimental setup is
explained in details. To verify the accuracy of theoritical model, open loop system iden-
tification experiment is conducted. In this experiment, step input is given to one of the
zones for every zone, then the step response result of open loop experiment and theoretical
model simulation will be compared. The second part of this Chapter presents close-loop
experimental result of the designed controller for bake plate temperatures control appli-
cation with some discussion about the tuning. Finally Chapter 5 gives conclusions and
recommendations for future work. Appendix A derives equivalent linear quadratic (LQ)
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problem for SMPC to give fair basis for comparison with MMPC. Appendix B derives
stabilizing terminal weight for infinite horizon MMPC.
Chapter 2
Bake Plate Thermal Modeling
The plant used in this project is a multi-zone bake plate which comprises of an aluminium
plate with installed heaters at the bottom of the plate. Every heater is connected to input
power so that it can heats up the plate according to the power given. The bake plate
as shown in Figure 2-1 can be divided into multiple zones where each zone has its own
separate heaters and every zone is powered separately. Between each zone there is 1mm
air gap to reduce the eﬀect of heat transfer between zones. A physical model of anm-zone
bake plate has been derived in (Ho et al., 2007) based on heat transfer laws. Because of
the good heat conduction of metal, the temperature within each zone of bake plate is
assumed to be suﬃciently uniform. Thus a distributed lumped model can satisfactorily
describe the plant characteristics. Heat transfer due to radiation can be safely neglected
since its eﬀect is small compared to conduction and convection at the temperature range
of interest. Given the energy balance and heat transfer law, the bake plate can be modeled
8
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Figure 2-1: Diagram of bake plate. (a) top view; (b) side view
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as










i = 1, 2, · · · ,m denotes zone i
Ci = heat capacity of the ith zone (J/K)
Ti(t) = The ith zone temperature above ambient (K)
pi = heater power to zone i (W )
ri = thermal resistance between zone i and surrounding air (K/W )
r(i−1)i = thermal resistance between zone i− 1 and zone i; r(i−1)i =∞ for i = 1 (K/W )
ri(i+1) = thermal resistance between zone i and zone i+ 1; ri(i+1) =∞ for i = m (K/W )
Assuming that ambient temperature is constant then at steady state pi(t) = pi(∞) and
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Because the baking process is not conducted at room temperature but at set point 90oC,
therefore it is easier if the variables used are relative temperatures with respect to the
steady state temperatures rather than absolute temperatures. Defining new variables
θi(t) = Ti(t)− Ti(∞) (2.4)
ui(t) = pi(t)− pi(∞) (2.5)
Hence
Ti(t) = θi(t) + Ti(∞) (2.6)
pi(t) = ui(t) + pi(∞) (2.7)
θ˙i(t) = T˙i(t) (2.8)
u˙i(t) = p˙i(t) (2.9)
Substituting Eq. 2.2, 2.3, 2.6 into Eq. 2.1 gives










From Eq. 2.10 we can derive the state space model for a general m-zones bake plate in
continuous time as
z˙ = Acz +Bcu (2.11)
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Given the continuous-time model of Eq. 2.11, a discrete-time model, with discretization
interval of h seconds, suitable for digital control design can be obtained as
zk+1 = Adzk +Bduk (2.12)
yk = Cdzk
where
Ad = eAch, Bd =
Z h
0
eAcτBcdτ, and Cd = Cc
Chapter 3
Controller Design
3.1 Introduction toModel Predictive Control (MPC)
Model predictive control (MPC) is a class of control algorithms which make explicit use
of a model of the process to obtain the control signal by minimizing an objective function.
The model is used to predict the process output at future time instant (horizon). Know-
ing these process output, a control sequence can be calculated to minimize the designed
objective function. For each instant, this process is repeated and horizon is displaced to-
ward the future. However, only the first control signal of the sequences is applied at each
step, this is known as receding strategy. These three components are the main part of
MPC. Acronym MPC denotes all types of predictive control laws, for which many other
abbreviations exist such as GPC (Generalized Predictive Control), DMC (Dynamic Ma-
trix Control), MAC (Model Algorithmic Control), PFC (Predictive Functional Control),
14
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EPSAC (Extended Prediction Self Adaptive Control) and EHAC (Extended Horizon
Adaptive Control) (Camacho and Bordons, 2004; Roberts, 2000). These various MPC
algorithms only diﬀer among themselves in the model used and cost function to be min-
imized. One of the most attractive features of MPC is that it can handle multivariable
system naturally and can also handle input, output constraints explicitly by including
them into problem formulation.
As is logical, however, MPC also has its drawbacks. One of these is that although the
resulting control law is easy to implement and requires little computation, its derivation
is more complex than that of classical PID controllers. The computation has to be carried
out at every sampling time. When constraints are considered, the amount of computation
required is even higher. Although this, with the computing power available today, is not
an essential problem, one should bear in mind that many industrial process control
computers are not at their best regarding their computing power. Another drawback is
the need for an appropriate model of the process to be available. The design algorithm is
based on prior knowledge of the model and is independent of it, but it is obvious that the
benefit obtained will be aﬀected by the discrepancies existing between the real process
and the model used. However as long as the model is good enough for the purpose, one
does not need to model all the physics, chemistry and internal behaviour of the process
to get reliable model. The basic structure of MPC is depicted in Figure 3-1. All MPC
theory to date and as far as we know the implementation, assume that all the control
inputs are updated at the same instant (Maciejowski, 2002). Therefore, from this point
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Figure 3-1: Basic structure of MPC
onward, this type of MPC will be identified as synchronized MPC (SMPC).
3.2 SynchronizedModel Predictive Control (SMPC)
3.2.1 SMPC Model Formulation
For MPC design, it is more convenient to express the model (Eq. 2.12) with an incre-
mental input, ∆u, and one possibility is given below as
xk+1 = Axk +B∆uk (3.1)
yk = Cxk

























∆uk = uk − uk−1, ∆zk = zk − zk−1
Using ∆u as input instead of u has benefit for oﬀset free tracking of constant set point
since most of the time u is not zero when output y reaching set point w, but ∆u is zero.
It can also eliminates constant disturbance since the new augmented state contains ∆x.
3.2.2 Prediction Model
We can predict the process output by iterating model 3.1.
yk+1 = Cxk+1
= CAxk + CB∆uk
yk+2 = Cxk+2
= CAxk+1 + CB∆uk+1
= CA2xk + CAB∆uk + CB∆uk+1
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Here, we are assuming there is no more change in the control input beyond the control
horizon, i.e. ∆uk+i = 0,∀i ≥ Nu. Therefore we can obtain the following compact
equation for output prediction
Yk = Φxk +G∆Uk (3.2)








∆uk ∆uk+1 · · · ∆uk+Nu−1
¸T
3.2.3 Optimization Problem without Constraints








This is standard cost function for set point tracking problem.




k+2 · · · wTk+N2
¸T
is the vector of future set point. There-
fore the optimization problem becomes
J = (Yk − Wk)TQ(Yk − Wk) +∆UTk R∆Uk (3.3)
= (Φ+G∆Uk − Wk)TQ(Φ+G∆Uk − Wk) +∆UTk R∆Uk
= ∆UTk (G
TQG+R)∆Uk + 2∆UTk G
TQ(Φxk − Wk) + const
Minimizing Eq. 3.3 with respect to ∆Uk, we get a linear feedback control law:
∆Uk = K1 Wk +K2xk





Constraint is very important in system. In practice all processes are subject to some
constraints. For example, actuator has physically limited field of action. Sometimes
environmental and safety reasons tightened the limit such as maximum temperature or
pressure. For most of the system there are three important constraints which normally
should be put into consideration which are input constraints, input increment constraints,
and output constraints. These constraints can be written as
umin ≤ uk+i ≤ umax i = 0, 1, · · · , Nu− 1
∆umin ≤ ∆uk+i ≤ ∆umax i = 0, 1, · · · , Nu− 1
ymin ≤ yk+i ≤ ymax i = 1, 2, · · · , N2
We can arrange this equation to make it in standard form Ω∆Uˆ ≤ ω
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For input increment constraints, we can formulate it as
−∆uk+i ≤ −∆umin
∆uˆk+i ≤ ∆umax
























I 0 0 0
I I 0 0
...
. . . . . .
...












































uTmax uTmax · · · uTmax
¸T
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For output constraints, the formulation is
Yk = Φxk +G∆Uk













To make it more explicit we can combine all inequalities together into a single set









































Ω is time invariant. We only need to compose matrix Ω, β,Γonce and use it for every
optimization since constraints are constant. As we can see from 3.4, there are very large
inequalities involved even with small Nu and N2. For system with m inputs and p
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outputs, the number of inequalities will be 2(2mNu+ pN2).
3.2.5 Optimization Problem with Constraints
The optimization problem with constraints can be formulated as
min J = ∆UTk (G
TQG+R)∆Uk + 2∆UTk G
TQ(Φxk − Wk) + const
subject to







This is a standard quadratic programming (QP) problem, where computation complexity
depends on two parameters, number of decision variables and number of inequalities. This
setup of cost function is known as finite horizon SMPC. There is no guarantee for nominal
stability for this kind of setup. Even though one can change SMPC parameters such as
horizon and weight to find appropriate tuning for a system. A more generic solution is
to make use of infinite horizon by setting Nu = N2 = N =∞ in cost function.
3.2.6 Infinite Horizon
It has been known that making the horizon infinite in predictive control will lead to
guaranteed stability (Bitmead et al., 1990). However, problem arises when constraints
are involved because it is impossible to solve optimization problems with infinite variable
to be solved. Muske and Rawlings (1993a, 1993b, 1995) have made some works to solve
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this problem. The idea is to re-parameterize the predictive control problem with infinite
horizon in term of finite number of parameters, so optimization can still be performed.
One realization of infinite horizon is to compose it in two separated modes. Mode 1 is
similar with previous finite horizon problem, while mode 2 use fixed linear control law
to solve optimization problem beyond the horizon. To illustrate how it works, regulator
problem will be used as example.














Optimization problem for J1 can be constructed using finite horizon method. Since




k+2 · · · xTk+N
¸T














B 0 · · · 0
AB B · · · 0
...
. . . . . .
...





J1 = (Ψxk +Θ∆Uk)TQ(Ψxk +Θ∆Uk) +∆UTk R∆Uk
For mode 2, we can define control law as
∆uk+i = −Kxk+i for i ≥ N
xk+i+N+1 = (A−BK)xk+i+N = Φxk+i+N = Φi+1xk+N for i ≥ 0



















P can be solved using Lyapunov equation such that
ΦTPΦ = P − ΦTQΦ−KTRK
Since
xk+N = ΨNxk +ΘN∆Uk
where ΨN = AN and ΘN =
∙
ABN−1 ABN−2 · · · B
¸
, therefore
J2 = (ΨNxk +ΘN∆Uk)TP (ΨNxk +ΘN∆Uk)
Combining J1 and J2, the cost function for infinite horizon MPC is
J = ∆UTk Su∆Uk +∆U
T




Note that the constraints handling assumes that the given fixed feedback law ensures
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that beyond N the constraints are always satisfied.
3.2.7 SMPC Design for 3-zones Bake Plate
We will design infinite horizon SMPC controller for the bake plate model. From our
original state space model
zk+1 = Adzk +Bduk
yk = Cdzk


























Instead of using y, we can substract the set point from the output (y−w) and change it
into regulator problem, so that control signal can be computed using methods we have
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derived so far. Figure 3-2 shows step by step how to design SMPC controller. Prediction
model matrix and constraints matrix are composed according to Eq. 3.5 and Eq. 3.4.
We can put the infinite horizon weight or end point weighting P , obtained from LQR
solution, as the last part of state weighting matrix Q and solve the optimization using
quadratic programming (QP). For unconstrained case, SMPC solution is linear control
law.
3.3 Multiplexed Model Predictive Control (MMPC)
As we know, one characteristic of MPC is online optimization. Since optimization is
conducted every sampling time, therefore computational power is likely an issue especially
in a system with lack of resources. If there is not enough time to compute the control
signal before next sampling instant due to complexity of the problem then the controller
will crash since there is not enough memory available to start new optimization while
previous optimization still running. Or even worse, it will give wrong control signals since
the plant demands inputs from controller. Therefore, it is important to find a way to
reduce the computational time needed by MPC controller to calculate the control signals.
All MPC methods to date, require all input channels to be updated simultaneously.
The way of traditional MPC became very big burden with the increase of the input
number. Theory states that computational complexity including time requirement tend
to vary as O(m3), where m is the number of control inputs. Multiplexed model predictive
control (MMPC) tries to exploit this weakness of traditional MPC by updating only one
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Figure 3-2: Flowchart of SMPC controller design
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channel at a time instead of all channels. Oﬀ course, this will lead to suboptimal control
signals. However, with reduced computational time, MMPC can use shorter update
period, and updating all channels one after another consecutively in the same period
with traditional MPC. This is why MMPC called multiplexed MPC. Here, we assume
that fresh measurement of plant states are available at reduced sampling period. In many
cases, it is better to response faster albeit suboptimal than optimal but very late. One
example is in disturbance rejection case. Figure 3-3 shows the pattern of input update in
the MMPC scheme with m = 3 compare to conventional MPC which updates all input
simultaneously or we called synchronized MPC (SMPC).
MMPC scheme which updates all inputs "not" simultaneously really suit industrial
practice since complex plant usually has large number of input to control and limited
communication channel between controller and actuators so that it is impossible to up-
date all control input simultaneously. One should note that there are many possible
variation of MMPC scheme regarding its input pattern update. Sometimes, it is more
useful to update one subset instead of only one input, or not to update all the inputs
but decide in real time which one is more important to be updated more frequent. This
variation of MMPC resembles statistical process control (SPC), which is used widely in
manufacturing processes (Box and Luceno, 1997).
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Figure 3-3: Pattern of inputs update for traditional or synchronized MPC (dashed line)
and for multiplexed MPC (solid line)
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3.3.1 Problem Formulation
Consider a discrete time linear state space model with state vector xk ∈ Rn andm inputs
u1,k, . . . , um,k




where Bj is a column vector, Bj ∈ Rnxpj and ∆uj,k = uj,k − uj,k−1, ∆uj,k ∈ Rpj , withP
j pj inputs.
We assume that (A, [B1, . . . , Bm]) is stabilizable. In this model k corresponds to a
time duration T/m where T is the complete update cycle duration. Using this time
index, we assume that at every time step k the complete states vector xk is known from
measurement. Now we can introduce the indexing function,
σ(k) = (kmodm) + 1 (3.7)
σ(k) indicates what input channel we are updating at a time. As we can see from Eq.
3.7 the value of σ(k) will reset after the last input channel. We use the model in Eq. 3.6
because MMPC updating only one input at a time so that at one time only one ∆u has
a value, the rest are zero. However, after one complete update cycle T all of the inputs
are updated.
∆uj,k+i = 0 if j 6= σ(k + i)
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Alternatively, we can also represent model 3.6 as periodic linear system
xk+1 = Axk +Bσ(k)∆u˜k (3.8)
where ∆u˜k = ∆uσ(k),k and Bσ(k) is column vector of B matrix. Which column it refers
to is indicated by column index σ(k).
Unlike the original model, this periodic linear system (3.8) has diﬀerent model for
diﬀerent time, it has exactly m model which will be used one after another and will be
repeated after one complete update cycle. This model assumes that only one input is
updated at a time. It is more explicit and more convenient to represent the model this
way, therefore this representation will be used from this point onward. Using similar
procedure with SMPC the N-step prediction model for MMPC is

































Bσ(k) 0 · · · 0
ABσ(k) Bσ(k+1) · · · 0
...
. . . . . .
...
AN−1Bσ(k) · · · ABσ(k+N−2) Bσ(k+N−1)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Let N = (Nu−1)m+1 where Nu is the control horizon, a parameter which indicates
the number of control moves to be optimized per input channel. Then we can write the
prediction model into diﬀerent form by grouping the control signals into m vectors as
follows:
Xk+1 = φxk + g
σ(k)
1 ∆uk,0 + g
σ(k)






















for i = 1, 2, . . . ,m−1 and gσ(k)i i = 1, 2, . . . ,m are matrices whose columns are columns of
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the Gσ(k) matrix, namely, g
σ(k)
1 is the matrix whose columns are columns 1, 1+m, . . . , 1+
(Nu−1)m of theGσ(k), while gσ(k)i i = 2, . . . ,m contains columns i, i+m, . . . , i+(Nu−2)m
columns of Gσ(k).
In this MMPC scheme, we only do optimization for one input channel of system.
Assumption were made for other input channels. Therefore, at time k except for active
channel (active channel refer to input channel which will be optimized at time k) we
will use the result of optimized control signals from previous optimization process at
time k − 1, k − 2, . . . , k −m− 1 for the cost function. It has been explained in Chapter
3.2 that SMPC uses only the first control signal from Nu numbers of computed control
signal and throws away the rest. By using this "wasted computed control signal" for next
optimization, MMPC can reduce computational time greatly. At time k we assume that
previous predicted control signal from other channels that has been computed but not
executed are true and eventually will be executed as planned, even though in practice
this assumption usually not true since new measurement give us more recent condition
of plant. This prediction inaccuracy will lead to suboptimality of MMPC. However, it
is often the case that reacts sooner albeit suboptimal leads to better control than reacts
optimally but later. Actually, there is another MMPC scheme (Ling et al., 2006) which
updates one input at a time but compute optimal control signal for all channels every
time step k. Since the number of decision variables is the same with SMPC, there is
no computational reduction using this scheme. Because of no practical interest for this
scheme therefore we will exclude the explanation from this thesis. The MMPC scheme
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acquires more information than SMPC and distributes the control moves over a complete
update cycle. Thus, the multiplexed MPC solves the following finite-time constrained
linear periodic control problem




wrt ∆u˜k+i|k, (i = 0,m, 2m, . . . , N − 1)
s.t. ∆u˜k+i|k ∈ U, (i = 0, 1, . . . , N − 1)
xk+i|k ∈ X, (i = 1, . . . , N)
xk+N+1|k ∈ χI(Kσ(k))
xk+1|k = Axk|k +Bσ(k)∆u˜k|k
∆u˜k+i|k = ∆u˜k+i|k−1, ∀i 6= jm
where q = qT > 0, r = rT ≥ 0 and F (xk+N |k) is suitably chosen terminal cost. X and
U are compact polyhedral sets containing the origin in their interior. χI(Kσ(k)) denotes
the sets in which none of the constraints is active, and which is the maximum positively
invariant set (Blanchini, 1999) for the linear periodic system (3.8), when a stabilizing
linear periodic feedback controller Kσ(k) is applied, namely
xk ∈ χI(Kσ(k)) =⇒ Kσ(k) ∈ U and
(A+Bσ(k)Kσ(k))xk ∈ χI(Kσ(k))
where χI(Kσ(k)) ⊂ X.
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We can imagine MMPC scheme as m MPC controllers, operating in sequence, in
cyclic manners. They share informations, however, in the sense that the complete plant
states is available to each controller, although not at the same time, and the currently
planned future moves of each controller are also available to all the others. Constraints
for MMPC can be formulated following the same procedure with SMPC.
3.3.2 MMPC Design for 3-zones Bake Plate
Design of MMPC controller can be made following the same procedure with SMPC.
The only diﬀerent is MMPC send unused predicted control signal for next optimization
as can be seen in Figure 3-4. The model used in MMPC will be diﬀerent for diﬀerent
input channels. Therefore every input channels has their own terminal weighting and
prediction model matrix. For implementation, we will use the following state space to
help us obtain appropriate control signals from other channels.



































0 I 0 · · · 0
0 0 I 0
...
. . . . . .
...
...
. . . . . .
...













After every optimization finished first control signal will be sent to actuator, and the rest
of predicted control signal will be fed into state space 3.9 as inputs. At next optimization
process, the outputs of the state space will be taken as predicted control signal from
other channels. This process is repeated continuously during implementation of MMPC
controller.
3.4 Kalman Filter
To get the true states from noise distorted output measurement, we need to do state
estimation. This can be done using kalman filter as states observer. Discrete kalman
filter has two components which are time update and measurement update. Consider a
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Figure 3-4: Flowchart of MMPC controller design
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discrete state space model
zk+1 = Adzk +Buk +Gwk (3.10)
yk = Cdzk + vk
where wk and vk are process and measurement noise.
Please note that (3.10) is the original state space model not the augmented state
space model.
zk+1|k = Adzk|k−1 +Bduk +AdM(yk − Cdzk|k−1)









zk|k = zk|k−1 +M(yk − Cdzk|k−1)
= (I −MCd)zk|k−1 +Myk| {z }
Measurement Update
where M is innovation gain.
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To make it easier in implementation, we can further arrange the equation
zk+1|k = Adzk|k−1 +Bduk +AdM(yk − Cdzk|k−1) (3.11)
= Adzk|k−1 −AdMCdzk|k−1 +AdMyk +Bduk
= Ad(zk|k−1 +M(yk − Cdzk|k−1)) +Bduk
= Adzk|k +Bduk
Backshift Eq. 3.11,
zk|k−1 = Adzk−1|k−1 +Bduk−1
Then substitute it into the measurement update equation
zk|k = (I −MCd)zk|k−1 +Myk (3.12)
= (I −MCd)(Adzk−1|k−1 +Bduk−1) +Myk
= (I −MCd)Adzk−1|k−1 + (I −MCd)Bduk−1 +Myk







Equation 3.12 is the discrete kalman filter state space. To get the states estimation we




The experimental setup consists of four parts, which are PC with LabVIEW, silicon
rectified controller (SCR) power controller, data acquisition card (DAQ), and multi-
zone bake plate (see Figure 4-1 and Figure 4-2). SCR type Watlow Dynamite power
controllers model DC 1P-5012-V100 are used in this experiment (Watlow, 1995). SMPC
and MMPC controllers are designed in LabVIEW environment. After optimal control
signals are found, they will be sent to the power controllers and heat up arrangement of
heaters under the plate. Experimental setup diagram is shown in Figure 4-3. An array
of temperature sensor elements are embedded on top of the heaters to read the plate
temperatures and send the signals to the PC through data acquisition card (DAQ). The
bake plate can be easily configured into multiple zones depend on the application. In
42
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Figure 4-1: Top view photograph of multizone bake plate
Figure 4-2: Side view photograph of multizone bake plate
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Figure 4-3: Experimental setup diagram
this project, the bake plate is configured into three zones as shown in Figure 2-1. After
temperature of all zones reach the set point 90oC, 200mm wafer with room temperature
will be dropped on top of the plate. Proximity pins are placed on top of the plate to avoid
direct contact between wafer and plate surface. This will create an air gap approximately
165μm between wafer and plate.
4.2 System Identification
The physical model derived in Section 2 suggests a particular structure for the state
space matrices. Given this structure, we used the System Identification Toolbox from
MATLAB to perform a structured state-space model estimation to estimate its unknown
parameters.
Open loop step response tests were carried out to collect the required input-output
data for parameter estimation. First, the temperatures of all zones were made to reach
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steady state of around 90oC (baking process temperature). In this experiment the steady
state input voltages are 0.86V, 0.75V, and 1.14V for zone 1, zone 2, and zone 3 consec-
utively. The steady state temperatures at those voltages are 89.5oC (zone 1), 89.6oC
(zone 2), and 89.5oC (zone 3). Then a step input of magnitude 0.3V was applied to the
heaters of one zone while inputs to the other two remaining heater zones were maintained
constant. The temperature changes in all three zones were recorded. This process was
repeated for the other two inputs.
The relationship between given input voltage and output temperature for each zone
are shown in Figure 4-4 where the y-axis shows the value of plate temperature after
substracting the steady state temperature. In this experiment we use sampling time 1s.
As we expected there are some heat transfer between each zones.

















Evaluating parameters of structured physical model we have derived before, we can obtain
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Figure 4-4: Step response of bake plate
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Figure 4-5: Comparison of simulation and experimental result for bake plate model.
From top to bottom, step input applied at zone-1, zone-2, and zone-3
the values of bake plate parameters :
C1 = 190.21J/K C2 = 515.03J/K C3 = 557.84J/K
r1 = 8.15K/W r2 = 3.12K/W r3 = 1.27K/W
r12 = 2.75K/W r23 = 0.58K/W
Step response comparison between model simulation and experiment is shown in Figure
4-5 which shows that the model is acceptable.
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Figure 4-6: Diagram of close-loop experiment
The experimental setup for close loop experiment still using the same setup with
open loop experiment (see Figure 4-3). However, now the MPC controller is working to
maintain bake plate temperatures at set point automatically. Controller design and in-
terface for the experiment are conducted in LabVIEW environment. Since noise is always
present in real system, therefore kalman filter is used to get the true states. Diagram of
experiment with kalman filter is shown in Figure 4-6. SMPC updates all input channels
simultaneously, therefore every predicted control signal contains m inputs. However,
MMPC updates one channel at a time so that every predicted control signal contains
only one input which belong to diﬀerent channel periodically σ(k) = (k mod m) + 1,
where m is number of inputs.
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4.3 Result and Discussion
In this section we show and compare the performance of MMPC and SMPC controllers
to maintain temperature at set point 90oC after wafer is dropped on top of the plate.
The sampling time Tb = 0.4s is our base period. MMPC sample and updates input one
channel at a time at this base period, whilst SMPC also sample at base period but update
all the inputs simultaneously at frame period Tf = m × Tb = 1.2s, m is number of
input.
Depending on thermal process, the recipe baking time can be less than four minutes
and the temperature should recover within four minutes. It is also important to limit
overshoot under 0.2oC to avoid over evaporation. The experimental result of uncon-
strained SMPC and MMPC is shown in Figure 1-1. From this figure we can see clearly
that MMPC recovers faster than SMPC after temperature drop due to wafer placement.
From the control signals, it can be seen that MMPC has higher peak in shorter duration.
After temperature drop MMPC temperature response had returned to 90oC by 4minutes
and the overshoot is less than 0.2oC for all three zones.
It can be seen that MMPC could reject the disturbance faster than SMPC. In this
experiment, both the SMPC and MMPC were designed by optimizing the same cost
function, only the admissible control law diﬀers. To be more specific, the SMPCmeasured
the temperature at 1.2s interval (at t = 172.4s, 173.6s and 174.8s as marked by ’o’ in
Figure 3-3) while the MMPC measured the temperatures 3 times faster (m = 3) at
0.4s interval (at t = 172.4s, 173.6s, . . . marked by ’*’ in Figure 3-3). As a result, the
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MMPC acquired more information than SMPC — a key reason for its better performance.
In both cases, the zero-order-hold for the control signal were 1.2s, the control horizons








, r = 1. As can be seen
in Figure 3-3, the SMPC updates the three control signals simultaneously at interval
of 1.2s, i.e., at t = 172.4s, 173.6s and 174.8s as indicated by the dashed lines in the
figure. In comparison, MMPC also updates the control signal at 1.2s interval, but in a
multiplex fashion, i.e., control signal 1 at t = 172.4s, 173.6s and 174.8s; control signal 2
at t = 172.8s, 174s and 175.2s; control signal 3 at t = 173.2s, 174.4s and 175.6s.
In our experiment, for safety reason we limit input voltage to 2.5V for every zone.
Furthermore, for this specific experiment, none of the control signals exceed those con-
straints. However, MMPC will give more benefit when constraints are involved because
computation becomes more complex.
We have conducted another experiment with constraints involved. We set the con-
straints values u1min = u2min = u3min = 0V and u1max = 0.95V, u2max = 0.76V,
and u3max = 1.17V with the same weights and same horizon as unconstrained case. The
experimental result is shown in Figure 4-7. We can see that control signals never exceed
the constraints even though no saturator is used. When input constraints are considered
in MPC control signal computation, controller will bound its action to neither lower than
minimum constraints nor bigger than maximum constraints. In Figure 4-7 we can see
that MMPC performance is similar with SMPC. As expected, these tight constraints
Chapter 4. Experimental Result 51
limit the advantage of MMPC over SMPC. However, MMPC performance is never worse
than SMPC even in tight constraints.
4.3.1 Tuning MPC Parameters
Horizon selection is important in the implementation of MPC, because it will aﬀect
computation time needed to perform optimization especially control horizon. Wider
horizon will expand the G matrix which eventually will add to the number of variables
needed to be solved and therefore higher computational burden. Furthermore, wide
horizon is not necessary since we are actually using infinite horizon formulation in our
MPC cost function. In this experiment we choose prediction horizon value the same
with control horizon N2 = Nu = N = 5 with assumption that in the constrained MPC,
after 5 steps, the states will be more likely to enter maximum admissible set which will
ensure the stability. From our observations, we have found that the time at which the
disturbance occurs does not aﬀect MPC controller performance. This happened because
we are using fast sampling time.
Increasing input weight will make input increment ∆u has bigger impact on cost
function. As a result, controller will try to avoid large fluctuation in input and control
signal becomes less responsive so that the bake plate temperature reaches set point in
longer time. We have conducted experiments for diﬀerent values of input weight as
shown in Figure 4-8. From the pictures we can see that decreasing input weight will
lead to faster response but higher overshoot. In this experiment, it is required for the
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Figure 4-7: Experimental result of SMPC and MMPC for constrained case
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temperature of all zones to be uniform and settle at the same time to avoid overbake
in some of the zones. We should also limit the overshoot not to be bigger than 0.2oC.
Therefore, the tuning was directed to meet these requirements.
4.3.2 White Noise
White noise is a theoretical entity with flat power spectral and zero correlation. How-
ever, in real situation random signal with very small correlation like white noise is always
present. In our experiment, white noise could come from fluctuating ambient air tem-
perature. Since white noise is random signal, even though we use augmented state which
contains component xk−xk−1, unlike constant disturbance, the net disturbance in steady
state is not zero. In this experiment we use kalman filter to return the true states from
disturbed measurement.
From our observation, we have found that SMPC can handle white noise well as it can
still reach set point and stable. However, MMPC is badly aﬀected as control signals keep
oscillating with no clear pattern and plant becomes unstable as can be seen in Figure
4-9 which shows experimental result when controller takes and composes full states from
noise distorted output measurements (temperatures) without kalman filter. This related
to robustness of MMPC which is not investigated further in this thesis.
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Figure 4-8: Experimental result of MMPC with diﬀerent input weight r
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Multiplexed MPC has been demonstrated experimentally on a multi-zone bake plate
application. MMPC can respond and recover faster than conventional MPC when dis-
turbance takes place. This result is important for semiconductor wafer baking process
because temperature non-uniformity will aﬀect critical dimension (CD) of the wafer.
With control horizon Nu = 5, conventional MPC need to optimize m×Nu = 15 variables
every sampling time whereas MMPC only need to optimize 5 which means computa-
tional burden for MMPC is a third of conventional MPC. This computational advantage
of MMPC becomes even more significant when constraints are considered and with in-
creasing number of zones and control horizon. For example, consider a 49-zone bake plate
with Nu = 5. MMPC would have to solve an optimization problem with only 5 variables
56
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whereas SMPC would have to solve an optimization problem of 49× 5 = 245 variables.
5.2 Recommendations for Further Study
This thesis has showed that multiplexed MPC can work in real application. However,
since MMPC is a novel technique, a lot of things can be developed to further increase
its benefit on specific application especially for temperature uniformity control in wafer
processing. Here we will give some ideas for future investigation:
• There are many variations we can do to the updating pattern in MMPC. For ex-
ample, updating can be done on subset of inputs instead of single input or diﬀerent
update frequency for diﬀerent inputs. We can also try to investigate proper updat-
ing interval to get better compromise between computation complexity and control
performance. The eﬀect of updating variation on controller performance could be
interesting topics for further research.
• The nominal stability for MMPC has been proved in (Ling et al., 2006). However,
in real practice, modeling error would always exist and disturbances are inevitable.
As we have found before, MMPC is not as robust as SMPC in the presence of
white noise. Therefore, more thorough analysis on MMPC scheme robustness is
very important topic for further research. A recent work by Richards et al. (2007)
extended the multiplexed MPC with guaranteed robustness under uncertain but
bounded disturbance. It is a very initial study, and further analysis needs to be
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done. Our desire is to make it robust without adding to computation complexity.
• When wafer is dropped on top of the plate, it will be too late for any feedback
controller to sense the disturbance and maintains bake plate temperature unifor-
mity. Ho et al. (2002) and Tay et al. (2001) have introduced optimal feedforward
control to compensate disturbance caused by cold wafer placement. While most of
the temperature drop will be compensated by feedforward control, PID feedback
control will take care the rest of error. Similar feedforward control with MMPC
feedback control could improve recovery time and reduce the temperature drop.
• Since what important is to get good wafer thickness uniformity, it is advantageous
to control its thickness directly rather than the temperature of bake plate. It is
often that non-uniform temperature distribution across the wafer is needed to give
good uniform wafer thickness in the endpoint. In (Lee et al., 2002), various sites on
wafer are made to follow predefined thickness trajectory to reduce wafer thickness
non uniformity to less than 1nm at endpoint. This was realized by manipulating
temperature of the bake plate using traditional MPC. MMPC scheme we have
discussed here can be considered as a substitution for traditional MPC. MMPC’s
better recovery time characteristic compare to traditional MPC can be a benefit.
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Appendix A
Derivation of the equivalent LQ
Problem for SMPC
This section will briefly explain how to change cost function for SMPC from base period
into frame period in order to make fair comparison between SMPC and MMPC.





























= A¯xk+jm + B¯∆uk+jm
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kxk+jmk2A¯T Q¯A¯ + k∆uk+jmk2B¯T Q¯B¯+R¯ + 2xTk+jmA¯T Q¯B¯∆uk+jm
and note that
xk+(j+1)m = Amxk+jm +Am−1B∆uk+jm
Appendix B
Derivation of the Stabilizing
Terminal Weight for MMPC
In this section, we show how the terminal weight for MMPC and a stabilizing feedback
gain can be computed. The solution to the unconstrained infinite horizon periodic optimal
control problem is well studied (Bittanti et al., 1991). The optimal control problem is
∆u˜k = −(BTσ(k)Pk+1Bσ(k) + r)−1BTσ(k)Pk+1Axk = −Kσ(k)xk (B.1)
where P(.) is the backward solution of the following discrete time periodic riccati equation
(DPRE)
Pk = ATPk+1A−ATPk+1Bσ(k)(BTσ(k)Pk+1Bσ(k) + r)−1BTσ(k)Pk+1A+ q (B.2)
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In general, the solution P(.) does not have to be periodic, unless a suitable final condition
is chosen. Such a final condition is referred to as a periodic generator. Bittanti et al.
(1988,1991) discuss some conditions for the existence and uniqueness of solution B.2 and
provide algorithms for finding it; note that this solution can be pre-computed oﬀ-line.
Here, we follow the time-invariant approach as suggested in (Bittanti et al., 1991).
We begin with the following infinite horizon control problem for the periodic system of




kxk+ik2q + k∆u˜k+ik2r (B.3)
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subject to xk+m = Amxk + B˜σ(k)∆u¯k where
B˜σ(k) =
∙
Am−1Bσ(k) · · · Bσ(k+m−1)
¸
This is a standard infinite horizon optimal control problem with a cross term.
Appendix B. Derivation of the Stabilizing Terminal Weight for MMPC 69
Let
Q = A¯T q¯A¯− STR−1S
R = B¯Tσ(k)q¯B¯σ(k) + r¯
S = A¯T q¯B¯σ(k)
A˜ = Am −R−1ST
vk = ∆u¯k +R−1STxk





subject to xk+m = A˜xk + B˜σ(k)vk
The optimal control law is
∆u¯k = −(K˜ +R−1ST )xk = −K¯σ(k)xk
where
K˜ = (B˜σ(k)Pσ(k)B˜σ(k) +R)−1B˜Tσ(k)Pσ(k)A˜
and Pσ(k) satisfies the following ARE (Algebraic Riccati equation)
Pσ(k) = Q+ A˜TPσ(k)A˜− A˜TPσ(k)B˜σ(k)(B˜Tσ(k)Pσ(k)B˜σ(k) +R)−1B˜Tσ(k)Pσ(k)A˜
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The infinite horizon optimal cost is
Jσ(k) = xTkPσ(k)xk
Once the value of σ(k) is chosen, the terminal weight can be calculated as shown above.
Bittanti et al. (1991) discussed conditions when the time-invariant re-formulation of a
periodic control problem coincides with the SPPS solution.
