abstract: In this paper, we study the existence of positive solutions for Hadamard fractional differential equations with integral conditions. We employ Avery-Peterson fixed point theorem and properties of Green's function to show the existence of positive solutions of our problem. Furthermore, we present an example to illustrate our main result.
Introduction
Fractional differential equations are found to be of central importance in many disciplines such as control theory, physics, neural networks, epidemiology, etc. Many researchers see [1, 5, 6, 8, 12, 13, 14] used different kinds of fixed point theorems (Krasnoselskii fixed-point theorem, Leray-Schauder fixed-point theorem, LeggettWilliams fixed-point theorem, Avery-Peterson fixed-point theorem) to deal with different equations. Ahmad and Nieto [2] investigated the fractional integro-differential equation with integral boundary conditions
x(t) = f (t, x(t), (χx)(t)), t ∈ (0, 1), Wei, Pang and Ding [11] considered the nonnegative solutions for fractional differential equations with integral boundary conditions:
x(t) + f (t, x(t)) = 0, t ∈ (0, 1), ax(0) − bx ′ (0) = 0, cx(1) + dx ′ (1) = 0,
x ′′ (τ )dp(τ ), Recently, Y. Wang, S.Liang and Q. Wang [9] investigated the existence of multiple positive solutions of fractional differential equations with integral boundary conditions: Motivated by these works, in this paper, we investigate the existence of multiple positive solutions of the problem
, a, b > 0 and D α denotes the Hadamard derivative of fractional order α.
The following assumptions are needed for the sequel (
, where
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The paper is organized as follows. In Section 2, we consider some definitions and lemmas. Section 3, is devoted to prove the existence of multiple positive solutions for problem(1.1). In Section 4, we provide an example to illustrate our main result.
Preliminaries
Definition 2.1. (see [7] ) The Hadamard fractional integral of order q for a continuous function g is defined as
Definition 2.2. (see [7] ) The Hadamard derivative of fractional order q for a
where [q] denotes the integer part of the real number q and log(·) = log e (·).
Lemma 2.3. (see [7] ) Let q > 0, then the fractional differential equation
has the unique solution
Lemma 2.4. (see [7] ) Let q > 0, then
Now, we can find the exact expression of the Green's function associated to the fractional-order differential equation with nonlocal boundary value conditions: Lemma 2.5. Let 3 < q < 4. Assume y ∈ C([1, T ]) and (H 1 ) holds, then the problem( 2.1) has a solution u(t) given by
where
3) and
Proof: Applying the result of lemma (2.4), we get the general solution of problem (2.1)
where α 0 , α 1 ∈ R, are arbitrary constants. Using boundary conditions yields the system of equations:
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Solving the system (2.6), we obtain
and
Consequently,
We obtain the exact form of u(t) by solving the following equations
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We find
✷ Lemma 2.6. Let 3 < q < 4, and assume (H 1 ) holds. Let G(t, s) be the Green function related to problem (2.1) given by the expression (2.3), then we have
Existence of Positive Solutions of Hadamard FDE with IBC 7 we have
we can write
As 1 − log t a ≥ (1 − log t), taking account of assumptions b ≥ a ≥ 1 and 3 < q < 4, it comes that
Now, we differentiate twice K(t, s) with respect to t, 
This completes the proof. ✷ Now, we present some definitions and recall Avery-Peterson fixed point theorem.
Definition 2.7. ( [9, 10] ) Let E be a real Banach space. A nonempty convex closed set P ⊂ E is said to be a cone provided that (i) au ∈ P for all u ∈ P and all a ≥ 0, (ii) u, −u ∈ P implies u = 0.
Note that every cone P ⊂ E includes an ordering in E given by x ≤ y if y − x ∈ P . Definition 2.8. ( [9, 10] ) The map φ is defined as a nonnegative continuous concave functional on a cone P of a real Banach space E provided that φ : P → [0, +∞) satisfies φ(θx + (1 − θ)y) ≥ θφ(x) + (1 − θ)φ(y) f or all x, y ∈ P and 0 ≤ θ ≤ 1.
Similarly, we say the map η is a nonnegative continuous convex functional on a cone P of a real Banach space E provided that η : P → [0, +∞) satisfies η(θx + (1 − θ)y) ≤ θη(x) + (1 − θ)η(y) f or all x, y ∈ P and 0 ≤ θ ≤ 1.
Let γ and θ be nonnegative continuous convex functionals on P , φ be a nonnegative continuous concave functional on P and ψ be a nonnegative continuous functional on P . Then for positive real numbers a ′ , b ′ , c ′ and d ′ , we define the following convex sets
and the closed set
Theorem 2.9. ( [4,9]) Let P be a cone in a real Banach space E. Let γ and θ be nonnegative continuous convex functionals on P , φ be a nonnegative continuous concave functional on P , and ψ be a nonnegative continuous functional on P satisfying ψ(λx) ≤ λψ(x) for 0 ≤ λ ≤ 1, such that for some positive numbers M and
is completely continuous and there exist positive numbers a ′ , b ′ and c ′ with a
Main Results
Let us define the operator A :
Let the Banach space E = (C 1 [1, T ], · ) equipped with the norm
We define the cone P ⊂ E by
And denote a nonnegative continuous concave functional φ, the nonnegative continuous convex functional θ, the positive continuous convex functional γ and the nonnegative continuous functional ψ on the cone P as follows:
Lemma 3.1. If u ∈ P and satisfies the boundary conditions u(1) = −au
Therefore,
, we have
where R(t, s) defined by (2.4).
Proof: From lemma (2.5), we have
, and
When j(s) < 0, we have tow cases:
The minimum value of R(t, s) is R(T, s) and
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Since, b ≥ a ≥ 1 ≥ log T and 1 ≤ T ≤ e, we have
Proof: 
Hence, min
✷ Lemma 3.4. A : P → P is completely continuous.
Proof: From the continuity and the non-negativeness of functions G and f on their domains of definition. We know that if u ∈ P, then Au ∈ E and Au(t) ≥ 0 for all
Combining with the assumption (A1), we have
To confirm the condition (S1) of Theorem(2.9),
. By using the assumption (A2), we will check the condition (S1) of Theorem(2.9).
So the condition (S1) is satisfied. The proof of the theorem is completed. ✷
Example
We consider the problem 
