ABSTRACT Numerous automatic systems of pulmonary nodules detection have been proposed, but very few of them have been consecrated to micro-nodules (diameter < 3 mm) even though they are regarded as the earliest manifestations of lung cancer. Moreover, most available systems present high false positive rate resulting from their incapability of discriminating between micro-nodules and non-nodules. Thus, this paper proposes a system to differentiate between the micro-nodules and non-nodules in computed tomography (CT) images by an ensemble learning of multiple-view 3-D convolutional neural networks (3D-CNNs). A total of 34 494 volumetric image samples, including 13 179 micro-nodules and 21 315 non-nodules, are acquired from the 1010 CT scans of the LIDC/IDRI database. The pulmonary nodule candidates are cropped with five different sizes, including 20 × 20 × 3, 16 × 16 × 3, 12 × 12 × 3, 8 × 8 × 3, and 4 × 4 × 3. Then, five distinct 3D-CNN models are built and implemented on one size of the nodule candidates. An extreme learning machine (ELM) network is utilized to integrate the five 3D-CNN outputs, yielding the final classification results. The performance of the proposed system is assessed in terms of accuracy, area under the curve (AUC), F-score, and sensitivity. It is found that the proposed system yields an accuracy, AUC, F-score, and sensitivity of 97.35%, 0.98, 96.42%, and 96.57%, respectively. These performances are highly superior to those of 2D-CNNs, single 3D-CNN model, as well as those by the state-of-the-art methods implemented on the same dataset. For the ensemble method, ELM achieves better performance than the majority voting, averaging, AND operator, and autoencoder. The results demonstrate that developing an automatic system for discriminating between micro-nodules and non-nodules in CT images is feasible, which extends lung cancer studies to micro-nodules. The combination of multiple-view 3D-CNNs and ensemble learning contribute to excellent identification performance, and this strategy may help develop other reliable clinical-decision support systems.
I. INTRODUCTION
In 2018 in the United States, lung cancer-related deaths are estimated at 154,050, accounting for 25.3% of all cancer deaths [1] . An accurate and efficient early diagnosis of lung cancer is of tremendous significance. The 5-year survival rate for lung cancer, generally less than 20% can be improved up to 56% if it is diagnosed at its primary manifestation. Low-dose computed tomography (LDCT) screening has been proven to be one of the most effective means for early detection of lung cancer as recommended by the National Lung Screening Trial (NLST) [2] . It allows an accurate depiction of pulmonary nodules from CT scans; which are considered as critical manifestations of lung cancer.
Automatic identification of pulmonary nodules from CT images is of great importance in both diagnosis [3] and management of lung cancer [4] . However, it is quite impossible to be accurately performed by the radiologists as pulmonary nodules present various characteristics and may be of very small sizes especially the micro-nodules (diameter < 3 mm). Thus, the development of efficient computer-aided detection (CADe) systems to assist the physicians is necessary for a more accurate and precise screening of lung cancer. Generally, these systems achieve their detection results through two or more sub-processes [5] - [10] ; which is time consuming and error-prone. Therefore, the development of an endto-end solution for lung cancer screening is still an urgent need.
Recently, due to their remarkable ability to automatically discover features from high-dimension data, convolutional neural networks (CNNs) have been successfully applied in many research areas including natural language processing [10] , [11] , speech recognition [12] , [13] , etc. This emergence of CNNs has attracted the attention of researchers from all research areas resulting in their expansion to medical images analysis and specifically to pulmonary nodules detection and classification. Setio et al. [14] proposed a 2D multi-view CNN based system. Tan et al. [15] developed a two-phase framework system based on 2D-CNN for detection of juxta-pleural lung nodules and false positives reduction. These methods significantly improved the automated detection of pulmonary nodules outperforming the hand-crafted features and machine learning classifiers based approaches. However, their performances are limited as their networks utilize 2D kernels even though CT images commonly exist in 3D data. This conversion of the CT images into 2D may result in loss of important information.
With the aim of making full use of the information contained in the 3D CT scans for a more accurate and efficient pulmonary nodules detection, many 3D-CNNs based systems were developed. Huang et al. [16] proposed a 3D-CNN method for detecting lung nodules in low dose CT scans. A 3D multi-view CNN method was developed for lung nodules classification [17] . Recently, Zhu et al. [18] proposed a fully automated lung cancer diagnosis system exploiting some variants of 3D-CNNs. The abovementioned systems have brought very meaningful contributions to the detection and classification of lung nodules.
It is noted that very few studies have been conducted on micro-nodules (diameter < 3 mm) even though Fleischner society recommended a low dose CT follow-up at the interval of 3 to 6 months if multiple sub-solid nodules with diameter < 6 mm are detected in the baseline scan [19] . Moreover, previous automatic systems of pulmonary nodule detection usually show high false positives due to the following reasons. First, since pulmonary nodules vary significantly in sizes, shapes and textural characteristics, a system comprising only one input size might fail to detect all the nodules. Second, their frameworks consist of only one network, and the learned features are limited because of the fact that the features are dependent on the specific network model.
In this study, we propose a novel method and develop one system to discriminate between pulmonary micro-nodules and non-nodules from CT images. This method employs an ensemble learning of multiple-view 3D-CNNs. The main contributions and novelties of this study are given specifically as follows: (1) We firstly expand the automatic pulmonary nodules identification to the micro-nodules, and the developed system achieves remarkable performance with an accuracy, AUC, F-score and sensitivity of 97.35%, 0.98, 96.42% and 96.57%, respectively. (2) The 3D-CNNs are employed to learn much more important image features from the adjacent disposition of CT slices. (3) We design five CNNs with different receptive field sizes and different architectures to overcome the problem of micro-nodules sizes and shapes variations and the impact of their surrounding environments on the image features extraction. (4) A machine learning based fusion approach (i.e., Extreme learning machine (ELM)) is used to integrate the five 3D-CNNs. To our best knowledge, this is the first work that attempts to differentiate micro-nodules from non-nodules by fusing 3D-CNNs of multiple views though ELM.
II. RELATED WORKS A. CNNS AND THEIR APPLICATIONS TO LUNG CANCER DIAGNOSIS
Convolutional neural network (CNN) refers to a class of deep learning whose architecture generally comprises convolutional, pooling, activation and fully-connected layers. In 2012, Krizhevsky et al. [20] exploited CNNs to win the ImageNet Large Scale Visual Recognition Competition (ILSVRC) reducing the classification error record with a margin greater than 10%. Since then, CNNs have been successfully applied in many research fields including medical image analysis. Setio et al. [14] and Tan et al. [15] , Wang et al. [21] , and Shen et al. [22] developed some frameworks that exploit 2D-CNN for pulmonary nodules detection and false positives reduction, lung nodules segmentation and lung nodules classification, respectively. Later on, due to the 3D nature of medical images, some 3D-CNNs approaches were proposed with the purpose of fully exploiting the 3D contextual image information. Dey et al. [23] proposed a 3D-CNN based method for classification of lung nodules in CT images into benign and malignant. To the end of automatically detecting lung nodules in Chest CT images, Hamidian et al. [24] trained a 3D-CNN model using volumes of interest extracted from the LIDC dataset.
It is noted that CNNs have known great successes in object recognition tasks and particularly in medical image analysis. Moreover, they are very good at representing high-level information from raw images. Thus, in this study, we attempt to utilize 3D-CNN models for differentiating micro-nodules from non-nodules in CT images. The proposed method VOLUME 7, 2019 incorporates multiple CNN models with different receptive field sizes into a single framework; which can extract much more essential features resulting in an improvement of the detection performance.
B. EXTREME LEARNING MACHINE (ELM)
In the past decades, artificial neural networks have gained remarkable interest as they provide models for handling numerous complex natural and artificial phenomena. However, their training processes rely on some gradient-based algorithms such as back propagation; which makes them computationally very expensive. In addition, the networks parameters are optimized through iterative procedures. To this purpose, Huang et al. [25] , [26] proposed extreme learning machine (ELM) algorithm. This algorithm was developed to boost the performance of Single-hidden-layer feedforward networks (SLFNs) through overcoming the drawbacks of back propagation. Although ELM has brought great improvement to feed-forward neural networks, it can easily overfit and tends to fail when applied to complex images and videos. Thus, studies were conducted leading to some variants of ELM including EM-ELM [27] , DE-ELM [28] , H-ELM for MLP [29] , CKELM [30] , etc. Thereafter, ELM algorithms have been extensively applied to solving different tasks. Duan et al. [31] combined CNN and ELM to perform age and gender classification. Hussain et al. [32] applied both ELM and H-ELM to speech enhancement task. Recently, Ahmad et al. [33] demonstrated that ELM outperforms support vector machine (SVM), random forest (RF) and multilayer perceptron (MLP) in intrusion detection task.
It has been demonstrated that ELM methods are very good at solving classification and regression problems with very good training speed, and possess great generalization property. In addition, they have been proven to be superior to SVM, MLP and RF in handling some detection tasks. Thus, in this study, ELM is employed to ensemble five 3D-CNN models to build up a system for micro-nodules identification.
III. MATERIALS
The CT scans provided by the Lung Image Database Consortium and Image Database Resource Initiative (LIDC/IDRI) were used to assess the efficiency and effectiveness of the system developed in this study [34] . LIDC/IDRI is a publicly accessible medical images database consisting of 1,018 CT scans produced from 1,010 different patients where the scans of eight patients had been inadvertently duplicated [35] . Each patient's file consists of a set of images originated from a thoracic CT scan and a corresponding XML file. The XML file records the locations as well as the characteristics of the existing lung lesions resulting from a two-phase annotation process conducted by four medical experts from different institutions.
The four medical experts carefully examined the images of every patient and pointed out three categories of lung lesions including nodules (3-30 mm of diameter), micro-nodules (diameter < 3 mm) and non-nodules (diameter > or equal to 3 mm). Micro-nodules and non-nodules are referred to as single mark as they are pointed out only through their three-dimensional center-of-mass. For nodules (3-30 mm) , the radiologists depicted their complete boundary as well as their pathological characteristics including subtlety, internal structure, calcification, sphericity, spiculation, margin, texture and malignancy. Every patient's file or scan of the LIDC/IDRI dataset contains in average 240 slices. The slice thickness ranges from 0.5 to 5 mm. Considering the scope of this study, all the nodules with diameter > or equal to 3 mm were considered as inappropriate.
Although micro-nodules and non-nodules present different size distributions, the gap may not be significant as both of them are marked by only one point representing their center-of-mass. Moreover, they are very similar in shapes and textures as illustrated in Fig. 1 .
IV. METHODS

A. OVERVIEW OF THE PROPOSED SYSTEM
In this study, the automated pulmonary nodules detection is extended to micro-nodules. Exploiting the great advantages of 3D-CNNs, we propose an end-to-end solution to pulmonary micro-nodules and non-nodules classification. The proposed system consists of three stages as illustrated in Fig. 2 .
First, making use of the XML file contained in every patient's file, the volumetric areas of interest are cropped from the whole chest thoracic scan. Second, five 3D-CNN models are designed and trained using the extracted volumetric areas of interest. Finally, the output of every 3D-CNN model is fed into a designed ELM network yielding more accurate prediction results with fewer false positives. The details of each stage are described in the following sections.
B. PULMONARY NODULE CANDIDATES GENERATION WITH DIFFERENT CONTEXTUAL INFORMATION
The nodule candidates detection constitutes a crucial step in the implementation of any clinical-decision support system as it may significantly influence the detection performance of the subsequent steps. Moreover, the detection performance can be affected by the surrounding environments. Therefore, we generate nodule candidates with various surrounding environments; which can depict different contextual information. Doing so would result in encoding sufficient feature information for each pulmonary nodule regardless of their sizes and characteristics.
Making use of the XML file included in every scan of the LIDC/IDRI dataset, we carefully examine every CT slice with the aim of locating the presence of pulmonary micronodules and non-nodules. They are both pointed out by threedimensional center-of-mass whose x, y and z coordinates are given. For each slice found containing either a micronodule or non-nodule, we also consider its preceding and following slices, respectively. Hence, five 3D image patches with depth 3 and centered on the lesions centroid (x, y, z) were generated. The five patch sizes include 20×20×3, 16×16×3, 12×12×3, 8×8×3 and 4×4×3. A total of 34,494 pulmonary nodule candidates were extracted including 13,179 micronodules and 21,315 non-nodules.
C. 3D-CNN ARCHITECTURES
Different image patch sizes present different amount of contextual information. Moreover, different CNN models may learn different image essential features. Furthermore, the total amount of essential features discovered by many CNN models is much superior to that of a single CNN model. Therefore, we have designed five different 3D-CNN models with different receptive field sizes which can extract much more essential features necessary to accurately discriminate between pulmonary micro-nodules and non-nodules.
We have built five 3D-CNN models namely Net − Rec20, Net − Rec16, Net − Rec12, Net − Rec8 and Net − Rec4 with input sizes of 20 × 20 × 3, 16 × 16 × 3, 12 × 12 × 3, 8 × 8 × 3 and 4 × 4 × 3, respectively. Except Net − Rec4, the other four networks (Net − Rec20, Net − Rec16, Net − Rec12, Net − Rec8) consist of two convolutional layers where each is followed by a ReLU layer and a MaxPooling layer, followed by a fully connected layer, an activation layer, dropout layer and two fully connected layers including the Softmax layer. Net − Rec4 is made up of one convolutional layer followed by a ReLU layer and a MaxPooling layer. Its dense part includes a fully connected layer, an activation layer, dropout layer and two fully connected layers including the Softmax layer. The details of the five networks are presented in Fig. 3 . Kernel size ranges from 2 × 2 × 2 to 5 × 5 × 2. These sizes were adopted experimentally and considering the smallness of both micro-nodules and non-nodules. Additionally, choosing small filter sizes has been proven to be very efficient in the detection task as VGG-Net with kernels of 3 × 3 developed by Simonyan and Zisserman [36] was ranked one of the top ILSVRC networks in 2014.
D. ELM FOR ENSEMBLING MULTIPLE 3D-CNN MODELS
Pulmonary nodules significantly vary in sizes, shapes and pathological characteristics. In addition, many CNN models can extract much more features information as compared to single CNN model. Thus, combining multiple CNN models would result in much more discriminative features extraction; which could improve the detection performance.
In the proposed system, we employ ELM to fuse the prediction outputs of all the five 3D-CNN models yielding the final prediction results. ELM has been proven to outperform SVM and to be very efficient and effective when trained using small dataset [37] . An ELM structure typically comprises three types of layers which are input, hidden and output layers.
During ELM training process, the values of some critical parameters such as input weights and biases of hidden layers are randomly assigned. Thus, it is an easy to implement algorithm with efficient and speedy training process. The input of our ELM consists of 5× N vectors where N and 5 represent the number of samples and the prediction results yielded by the five networks, respectively; meanwhile the number of hidden neurons is equal to 4000.
E. CNNS TRAINING THROUGH STRATIFIED CROSS-VALIDATION EXPERIMENTS
Cross-validation is a commonly used technique in machine learning to assess the generalization ability of a trained model. It consists of splitting the whole dataset into S subgroups of same size, then S-1 subgroups are used for training and the remaining subgroup for testing. Unlike the standard cross-validation, in the stratified cross-validation, the splitting process occurs in such a way that the number of class labels of each fold is almost equal to that of the original dataset. Moreover, stratified cross-validation has been shown to be much more stable and reliable compared to standard cross-validation as it yields fewer variance among the estimates [38] . Thus, tenfold stratified cross-validation experiments were performed to assess the effectiveness and efficiency of the proposed system for differentiating between micro-nodules and non-nodules in CT images. In effect, these experiments are executed in the following manner: the whole dataset is divided into ten subgroups, nine subgroups are added to the training set, and the remaining is used for testing. This operation was reiterated ten times. The same training process was applied to each of the five 3D-CNN models resulting in a total of 50 training operations.
The generation of the image patches used in the proposed framework was carried out in Matlab 2018a, whereas the five 3D-CNN models as well as the ELM network were implemented in Keras which is a high-level deep learning library that can be run on top of TensorFlow, Theano and CNTK (Microsoft Cognitive Toolkit). All the experiments were conducted under a Windows 10 operating system on a workstation with CPU Intel Xenon E5-2640 v4 @ 2.40 GHz, GPU NVIDIA Quadro M4000 and 32G RAM.
F. QUANTITATIVE ANALYSIS MEASURES
With the aim of quantitatively assessing the performance of the proposed system, we utilized four commonly used evaluation metrics in image analysis. These metrics include the average F-score also known as F-score, the accuracy, the sensitivity or recall (true positive rate) and the area under the curve (AUC).
The average F-score is a measure computed from considering both the precision and the recall of the data samples and is expressed as
where the number of classes C is equal to two. The Precision and Recall are defined as
Accuracy refers to the measure obtained from dividing the amount of correctly classified data by the overall experimental data. It can be computed as
where TP (True Positive) denotes the amount of samples correctly classified, FP (False Positive) denotes the amount of samples shown correctly classified as belonging to a specific class when they actually do not belong to that class, and FN (False Negative) represents the number of samples classified as not belonging to a specific class when they actually do belong to that class. Considering our classification task whose class types include micro-nodules and non-nodules, TP and FP stand for correctly classified micro-nodules and non-nodules classified as micro-nodules, respectively. Similarly, TN and FN stand for correctly classified non-nodules and micro-nodules classified as non-nodules, respectively.
V. EXPERIMENTAL RESULTS
A. PARAMETERS OPTIMIZATION AND PERFORMANCE OF THE FIVE 3D-CNNs
For the five CNN models, some training options such as optimizer, loss function, learning rate, batch size and the epochs number were optimized and the best choices are recorded in Table 1 . It is observed that all the five CNN models attained their optimal training performance with Adam and Logcosh as optimizer and loss function, respectively. In addition, the batch size ranges from 160 to 280. Meanwhile, the epochs' number ranges from 700 to 1000. Furthermore, the optimal learning rate for Net − Rec20, Net − Rec16, Net − Rec12, Net − Rec8 models is 10 −5 while that of Net − Rec4 is 10 −4 . This difference could be due to the fact that Net − Rec4 is shallower than the other four networks.
The prediction performance of each of the five CNN models has been evaluated in terms of accuracy, AUC, F-score and sensitivity as illustrated in Table 2 . It is found that all the five models achieved an AUC value greater than 0.9. In addition, at least three out of the five models yielded an accuracy and F-score above 90%. As shown in Fig. 3 , the size of the convolutional filters ranges from 2 × 2 × 2 to 5 × 5 × 2. For Net − Rec4 model whose architecture includes only one convolutional layer, the filter size was set to 2×2×2 because choosing a greater size for the filter resulted in a decrease of its performance with a margin of 3%. As for Net − Rec20, Net − Rec16, Net − Rec12, Net − Rec8 models whose architectures comprise two convolutional layers, we noticed a significant drop (up to 10%) of their performance when choosing big filter sizes. Each convolutional layer is followed by a rectified linear activation (ReLU) layer and a MaxPooling layer as they play crucial role in the convergence speed as well as the overall network training performance.
Aiming to show the effects of the training options specifically loss function and optimizer on the CNN prediction performance, we considered as example Net − Rec8 model whose prediction performances under different loss functions and optimizers are illustrated in Table 3 . Only one model is illustrated based on the fact that all the five CNN models achieved their best performance under the same loss function and optimizer. One can see that using Adam to minimize Logcosh achieved the best detection results. Meanwhile, employing Adam to minimize MSE (mean squared error) and Adam to minimize cross-entropy yielded very satisfactory results. Training the models with SGD (stochastic gradient descent) regardless of the loss function yielded very poor results. In sum, in our five 3D-CNN models, we adopted Logcosh and Adam as loss function and optimizer, respectively. Fig. 4 displays the receiver operating characteristic (ROC) curves yielded by each of the five 3D-CNN models and our system consisting of the ensemble of five 3D-CNN models. An analysis of the curves shows that our ensemble method's ROC curve presents the highest peak as it is the closest to the upper right corner of the figure. In other words, the proposed method achieved the highest sensitivity value. Moreover, apart from the visual comparison of the ROC curves, the AUC value yielded by the ensemble system is greater than those of the single CNN model based systems with a difference of at least 1.23%, respectively. Therefore, the combination of multiple CNN models into a single framework could be considered as a promising strategy to reduce false positives.
B. THE PERFORMANCE OF THE ENSEMBLE 3D-CNNs-ELM MODEL
The proposed system incorporating five 3D-CNN models presents excellent detection performance achieving an accuracy, AUC, F-score and sensitivity of 97.35%, 0.98, 96.42% and 96.57%, respectively. Whereas the accuracy, F-score and sensitivity values yielded by each of the five 3D-CNN models range from 88.43% to 93.23%, 84.32% to 91.15% and 81.47% to 90.83%, respectively. Furthermore, for a much better illustration of our ensemble model performance, an assessment of the difference between its performance and the best performance of the single CNN model was performed and the details are recorded in Table 4 . It is found that ensembling different models resulted in an increase of the values of the evaluation metrics by at least 4% except for the AUC whose value increased by 1.23%. These results demonstrate that the ensemble 3D-CNN models achieve greater performance as compared with that of individual 3D-CNN model.
C. PERFORMANCE COMPARISON BETWEEN 2D-CNN AND 3D-CNN MODELS, ELM AND OTHER FUSION METHODS
We built up a 2D-CNN model and a 3D-CNN model with same receptive field size for identifying micro-nodules in thoracic CT images. Their performances have been evaluated in terms of accuracy, AUC, F-score and sensitivity as illustrated in Fig. 5(a) . It can be seen that 2D-CNN yielded an accuracy, AUC, F-score and sensitivity of 87.03%, 0.85, 84.30% and 82.35%, respectively. Meanwhile, 3D-CNN achieved an accuracy, AUC, F-score and sensitivity of 92.91%, 0.96, 90.62% and 89.70%, respectively. This demonstrates that 3D-CNN significantly outperforms its 2D counterpart when applied to pulmonary micro-nodules classification. Fig. 5(b) illustrates the prediction performance of four ensemble 3D-CNN models with different fusion strategies including majority voting, averaging, AND operator and autoencoder (AE) [39] . It can be seen that ELM based ensemble models outperforms the other three methods in accuracy, AUC, F-score and sensitivity with a significant margin (at least 1.5). Therefore, ELM is the best fusion method to ensemble multiple 3D-CNN models for differentiating micronodules from non-nodules. 
D. PERFORMANCE COMPARISON BETWEEN THE PROPOSED SYSTEM AND SOME EXISTING WORKS
To the best of our knowledge, no work attempting to ensemble multiple CNN models have been applied on the whole LIDC-IDRI dataset; which makes it quite tough to provide a fair comparison between our work and some existing methods. However, many CNN based methods have been developed for pulmonary nodules classification using LIDC-IDRI dataset; which can be regarded as suitable to be compared with our work. Table 5 depicts some pulmonary nodules classification results yielded by CNN based methods. It is found that 3D-CNN significantly outperforms 2D-CNN in extracting discriminative features from CT images as classification performances achieved by Kang et al. [17] , Dey et al. [23] , and Hamidian et al. [24] (3D-CNN) are largely superior to those achieved by Song et al. [3] , Li et al. [40] , and Shen et al. [41] (2D-CNN) . In addition, our proposed ensemble method aimed to distinguish very tiny nodules (Diameter < 3 mm) as compared with other methods (3 mm ≤ Diameter); which is thought to be a much more challenging task. However, it still outperforms all these methods in both accuracy and sensitivity with a significant margin.
With the aim of performing a much more valuable comparison of the proposed system with the state-of-the-art deep learning methods for pulmonary nodules classification, 3D-ResNet was implement on our generated nodules candidates' dataset. ResNet was first introduced in 2015 by He et al. [42] . This poor performance could be due to the fact that pulmonary micro-nodules and non-nodules being of very small sizes, very deep learning process (i.e. many convolution processes) might result in the loss of all the essential features contained in the images.
In sum, from the above analyses, one can see that the proposed ensemble 3D-CNNs is highly superior to some existing methods implemented on the LIDC-IDRI dataset as well as some state-of-the-art deep learning models. Furthermore, it could be considered as a significant contribution to the early diagnosis of lung cancer as it has gone one step deeper into the automated detection of pulmonary nodules.
VI. DISCUSSIONS
In this study, an end-to-end solution based on threedimensional convolutional neural networks (3D-CNNs) is proposed to differentiate micro-nodules from non-nodules. The developed system presents the following advantages. First, it is a straight forward framework without nodule segmentation and hand-crafted features discovery; which are 5572 VOLUME 7, 2019 error prone and time consuming processes. Second, exploiting the advantages of 3D-CNN, all the important information contained in volumetric medical images can be efficiently extracted. Third, incorporating multiple CNN models with different receptive field sizes into a single framework can effectively and efficiently overcome the nodules sizes and characteristics variations problem as well as the influence of the nodules surrounding environments on the discriminative features learning; which would result in great performance improvement. Finally, the developed system, being shown to be an efficient clinical-decision support system could be of great help in improving lung cancer therapeutic approach.
A. MICRO-NODULES DETECTION AND LUNG CANCER DIAGNOSIS
An accurate and precise detection of pulmonary nodules is incredibly important for identifying lung cancer at its very early development. This will consequently help physicians assign very appropriate treatment leading to an increase of the patient's chances of survival. However, regardless of the numerous existing methods, an accurate identification of lung nodules is still not an easy task to achieve, especially for micro-nodules due to their smallness and their similarity with some body organs such as blood vessels.
In this study, the proposed system can effectively and accurately detect micro-nodules with fewer false positives as demonstrated by its achieved AUC and sensitivity of 0.98 and 96.57%, respectively. Although the percentage may be very low [43] , some identified micro-nodules could be cancerous. Many existing works had supported this hypothesis. MacMahon et al. [44] has shown that small nodules are highly susceptible to be malignant with the following percentage: 0.2% for nodule < 3 mm, 0.9% for nodules 4−7 mm, and 18% for 8 − 20 mm. Munden et al. [45] reported that 28% of small pulmonary nodules detected at baseline CT scan will increase in size, indicating metastatic disease. Moreover, for lung lesions with diameter of 1 to 2 mm, metastases can occur at the angiogenesis time [46] , [47] . Thus, detection of micronodules can significantly improve the early diagnosis of lung cancer; which will consequently reduce the mortality rate of lung cancer.
B. ONE OR MORE RECEPTIVE FIELDS
Receptive field refers to the image patch to be fed into the network and which contains the target objects. Its size may have great influence on the network performance as the extraction of the essential features used in the recognition process can be affected by the surrounding environments of the object of interest. Thus, the choice of the receptive field size is a critical yet quite complex task whose impact on the system performance is quite significant.
There exist significant variations in the sizes and shapes of pulmonary micro-nodules. In addition, pulmonary micronodules may present different textural characteristics and contextual information depending on the surrounding environments. Furthermore, these differences and variations can affect the features discovery; which could significantly decrease the differentiation ability of a developed system. Hence, we developed a system that incorporates five different receptive fields into a single framework. The detection results of our system demonstrate that designing a system with more receptive fields will result in a great performance improvement. This hypothesis was also approved by Dou et al. [48] . They proposed a framework that encodes multilevel contextual information utilizing three 3D-CNN models with different receptive field sizes for false positive reduction in pulmonary nodules detection.
C. 2D-CNN MODELS OR 3D-CNN MODELS
CNNs achieve their features discovery process by applying convolutions on the input data. Depending on the dimension of the kernels used in the convolution processes, CNN can be categorized into two: 2D-CNN and 3D-CNN whose convolutional kernels are of two and three dimensions, respectively.
CNNs have been successfully implemented using dataset of two dimensions (natural images) or three dimensions (medical images, videos, etc.). However, their detection performance is immensely dependent on the amount of important information contained in the input data. For instance, if there is degradation of information between the input data and the original image data, the discrimination ability of the CNN may be affected. We have built both 2D-CNN and 3D-CNN models to discriminate between pulmonary micronodules and non-nodules in 3D CT image data. The input sizes are 16 × 16 and 16 × 16 × 3 for 2D-CNN and 3D-CNN models, respectively. A comparison of the detection results yielded by both models as illustrated in Fig. 5(a) shows that 3D-CNN model achieved greater performance as compared to 2D-CNN model. Moreover, referring to some existing works recorded in Table 5 , one can see that the performance VOLUME 7, 2019 of 3D-CNN based systems is largely superior to that of its 2D-CNN based counterparts. Therefore, 3D-CNN models are preferable when analyzing volumetric medical image data. The work conducted by Dou et al. [48] also supported this point.
D. DOES ENSEMBLE MODEL ALWAYS GUARANTEE PERFORMANCE IMPROVEMENT?
Numerous methods have been developed to facilitate the automatic detection of pulmonary nodules. However, it is still very challenging to accurately and efficiently identify lung nodules as they present great diversity in internal characteristics, sizes, locations, shapes, etc. In addition, a developed model achieving great detection results when applied to a specific category of nodules may yield very poor performance when applied to different categories. Therefore, it is logical to think that developing an ensemble models based system could result in performance improvement.
In our study, we have explored the performance of single CNN as well as the performance of ensemble models applied to pulmonary nodules classification. The obtained results displayed in Fig.4 and Table 4 demonstrate that ensemble models always guarantee performance improvement. However, the fusion strategy should be chosen accordingly. For instance, AND operator employed in the work proposed by Li et al. [49] yielded very low performance in our case (Fig. 5(b) ).
E. LIMITATIONS AND FUTURE WORKS
With the aim of improving the early diagnosis of lung cancer, a 3D-CNNs based ensemble method is proposed for pulmonary nodules classification achieving great performance as demonstrated by the experimental results. However, this method presents some deficiencies worthy to be pointed out. First, the proposed method being based on 3D-CNNs and including many models, requires very sophisticated computer for its implementation and presents very high computational cost. Second, performing data augmentation did not result in an improvement of the proposed method performance which shows its non-dependence on huge experimental data. However, its performance is still unknown for small dataset. Third, the performance of the proposed system was tested using only one dataset (i.e LIDC-IDRI dataset), its generalizability remains unknown especially for dataset made up of micro-nodules and non-nodules with similar size distribution. Fourth, the implementation of the proposed method on LIDC-IDRI dataset has demonstrated that neural networks are more suitable for ensembling multiple classifiers. However, this concept is invalid for different datasets. For instance, Dou et al. [48] and Li et al. [49] achieved great performance improvement by ensembling multiple classifiers using a weight based strategy and logical AND operator, respectively. Thus, an efficient method for ensembling multiple classification models regardless of the type of dataset is still an urgent need. Our future works will consist of addressing the abovementioned problems whose overcoming is of great importance to developing efficient ensemble models.
VII. CONCLUSIONS
In this study, the automated detection of pulmonary nodules is extended to micro-nodules (diameter < 3 mm) which is incredibly important for early diagnosis of lung cancer. A new framework consisting of employing ELM to ensemble five 3D-CNN models is developed to efficiently detect pulmonary nodules from 3D CT image data. The proposed method implemented on the whole LIDC-IDRI dataset significantly outperforms state-of-the-art methods achieving an accuracy of 97.35%, AUC of 0.98, F-score of 96.42% and sensitivity of 96.57%. This work highlights the superiority of 3D-CNNs over their 2D counterparts when applied to analysis of volumetric image data as well as the importance of considering multiple contextual information which can be achieved through using more models with different receptive fields. It also demonstrates that ensemble models always lead to performance improvement when the fusion strategy is chosen accordingly. Furthermore, these results illustrate that the proposed method and system may be of great help in developing reliable clinical-decision support systems.
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