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ABSTRACT OF THESIS 
DESIGN AND ANALYSIS OF A PAVEMENT MARKER DETECTION SYSTEM 
Personal injuries and property damage due to the failure of snow-plowable pavement 
markers which detach from pavement surfaces has led to the development of new all-plastic 
pavement markers which are located entirely below the planar surface of the pavement. 
The new all-plastic design pushes existing solutions used to avoid striping over highway 
reflectors into obsolescence since current solutions operate using electromagnets to sense 
the metal housings of snow-plowable pavement markers. A replacement solution is 
currently sought by the highway maintenance industry and three different marker detection 
methods were developed and tested on real-world highways with both new and aging 
pavement markers to find that optimal solution. With the developed technologies accruing 
106,038 observed data points, it is clear that the ideal solution to marker detection and 
avoidance is the deployment of a machine vision system operating on a deep learning 
trained model optimized for the detection of differing types of pavement markers on 
various pavement surfaces. The machine vision system can be further improved in several 
areas, the most important of which is the optimization model’s processing speeds such that 
the system could operate at highway speeds while providing real-time analysis of the 
integrity of installed pavement markers. 
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  INTRODUCTION 
Since the earliest advent of humanity’s roadways, pavement markings of varying 
types have been used to delineate them. This trend has continued with our modern era of 
highway design and construction and has consequently led to significantly safer roadways 
with greater capacity, improved safety, and a frequent need for maintenance. Highway 
maintenance can take many different forms, including, but not limited to, resurfacing and 
restriping. Of the two former methods, restriping is often completely annually or bi-
annually with pavement markings receiving a new coat of thermoplastic, paint, or some 
other marking material. Roadway delineation does not only take the form of painted stripes 
however, as additional delineation devices, such as the rumble-strip and raised snow-
plowable pavement marker, have been deployed frequently in recent decades. Thus, 
restriping roadways is not as simple as continuously applying new material over existing 
stripes since there are often delineation devices like raised pavement markers directly 
integrated into the stripes.  
 The complexity of restriping roadways has led to the development of 
equally complex striping controllers from specialized industry manufacturers. Today, 
these controllers are responsible for the governing the length and relative timing of 
roadway stripes and skips based on input received from the striping vehicle and striping 
operator. These modern-day controllers function well for restriping applications; however, 
they do come with limitations as they cannot detect the presence of pavement markers such 
as the snow-plowable pavement markers used in the northern portions of the United States 
or the surface mounted pavement markers used in the country’s southern areas. In the 
southern sections of the United States, roadway designers typically place surface mounted 
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pavement markers safely outside of the striping area such that the markers are not often 
within the margin of error of the striping operator when the restriping process occurs.  In 
areas which utilize snow-plowable markers, placing the markers safely outside the striping 
area is difficult due to the design and size of the pavement markers themselves. Thus, 
snow-plowable pavement markers are typically placed in the center of a double-yellow 
stripe, and slightly offset away from a single stripe, as shown in Figure 1.1 and Figure 1.2. 
This often led to the pavement markers still receiving over-spray or falling within the 
margin of error of the striping vehicle, both of which result in the pavement marker 
becoming coated with some type of striping material reducing or eliminating their 
functionality as shown in Figure 1.3. Since contractors who damage these markers are 
typically required to repair or replace them at their own cost, there is both quality and 
financial motivations for not striping over pavement markers. To solve this problem, a 
company within the striping industry developed a marker detection device which would 
detect the metal housings of snow-plowable pavement markers and interrupt the stripe as 
it passes over the marker. Recent developments of new pavement marker technologies, 
such as the recessed pavement marker appearing in Figure 1.4, have eliminated the 
universal functionality of this current detection technology, however. Therefore, there is a 
clear and present need for a new system which is capable is detecting new and varied 
pavement marker designs. The design and analysis of a new pavement marker detection 
system which can be applied to any pavement marker that houses a reflector and is not 
limited by new pavement marker housing designs will be studied in this thesis. The design 
process will utilize three different design approaches in parallel and report on each of their 
performances in the field. In this thesis, the discussion of these technologies will 
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potentially have a significant impact on the ultimate choice of technology selected and 
deployed for the final detection device’s design. 
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Figure 1.1  Snow-Plowable Pavement Marker Housing with Failed Reflector in Double-
Yellow Stripe 
 
 
Figure 1.2 Snow-Plowable Pavement Marker in Concrete Pavement and Double-Yellow 
Stripe 
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Figure 1.3 Striped Over Snow-Plowable Pavement Marker 
 
 
Figure 1.4 Recessed Pavement Markers in Double-Cut Format 
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 BACKGROUND 
Driver safety is a primary consideration when designing a new section of roadway. 
Studies have been conducted to design and optimize highway markings, pavement markers, 
and pavement features for greater driver safety (Agent 2009). Maintenance of designed and 
constructed highway markings is therefore a vital annual process and maintaining the 
original quality and intent of pavement markings is even more crucial. In decades past, 
snow-plowable raised pavement markers have been the standard for pavement markers in 
areas of the United States which commonly have their highways snowplowed during the 
winter months. This type of pavement marker has presented several safety issues to 
highway departments across the nation, leading to vehicular damage when the pavement 
marker structurally fails and is lifted or removed from its recess in the pavement surface, 
as shown in Figure 2.1 (Antinori 2014) (Leitner 2014) (Lurkin 2008). These safety issues 
led to the development and evaluation of a new pavement marker which sits entirely below 
the surface of the roadway and is made completely of plastic polymers, as shown in Figure 
1.4 (Agent 2013). With the advent of this new type of pavement marker, contractors 
responsible for restriping roadways found that the equipment previously used for 
interrupting the restriping process to ensure that pavement markers were not striped over 
did not work on the new all plastic markers, as illustrated in Figure 2.2. This is because the 
existing solution used to interrupt the striping process utilized electromagnets position in 
tandem to sense the metallic housings of snow-plowable pavement markers. 
The result of existing equipment failing to detect the presence of the recessed 
pavement markers was that many markers were striped over and thus covered with paint, 
thermoplastic, or other highway marking material. Being covered with any highway 
marking material greatly reduces or nullifies any functionality that the pavement marker 
previously had and additionally represents a cost to contractors who are then tasked with 
the repair or replacement of damaged markers to restore their effectiveness. Thus, there 
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was a financial and product quality motivation behind striping contractors pursuing the 
development and optimization of new pavement marker detection equipment which could 
function, or be altered to function, on all types of raised and recessed pavement markers. 
This thesis will evaluate three separate technologies developed in parallel and used in the 
field to determine which technology and development process resulted in the optimal 
device performance from a quantitative perspective. The technologies designed and 
evaluated in this study include reflectance-based detection, machine vision using classical 
machine learning, and machine vision using deep learning. The design process of each of 
the technologies will consider the varying pavement surfaces, environments, external 
lighting conditions, and pavement age to develop an optimally robust system which works 
satisfactorily in and adapts to all situations dynamically, ensuring reliable pavement marker 
detection and interruption of the striping process. 
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Figure 2.1 Snow-Plowable Pavement Marker Cut Post-Failure 
 
Figure 2.2 Striped Over Recessed Pavement Markers in Double-Cut Format in Double-
Yellow Stripe 
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 REFLECTANCE BASED DETECTION 
Reflectance based detection is a type of object detection commonly used in the 
material handling industry. In that industry, retroreflective sensors are typically positioned 
directly above a conveying surface across from a reflective material which returns the 
emitted beam to the sensor’s collector component. As long as the sensor receives the beam 
back, the sensor is in its normal state, which can produce either a high or low signal 
depending on the configuration. If the beam of the sensor is interrupted however, the sensor 
changes to its non-normal state, reflecting that a parcel in now in the path of the beam. The 
use of retroreflective sensors in the material handling industry inspired the investigation 
behind utilizing them to detect the reflectors present in raised and recessed pavement 
markers. 
Due to the type of technology used by this detection method, the only portion of a 
pavement marker that this method is capable of detecting is the reflector which is typically 
glued to variable types of housings which are then placed in cuts in the pavement with 
special epoxy to hold the marker housing and reflector in place. Since the reflector is the 
only component being analyzed by this type of detection, it will be the focus for 
consideration of variabilities. For the concerns of this study, the variable chosen to focus 
on when concerning this method was the time since installation of the reflector. No further 
variables were thought to be relevant to this design when compared with the other 
technology types which would require consideration of other variables such as ambient 
lighting and marker type. This singular focus on marker age and not ambient lighting or 
time of day analyzed is because of the photocell sensor serving as its own infrared light 
source and the reflector’s functionality being independent of the marker type in which it is 
housed. Thus, in theory, the external lighting environment should not impact the accuracy 
rate of this method. 
10 
 
The design of this method utilized an array of retroreflective photoelectric sensors 
positioned within 2-inches center-to-center of each lens. The sensors were of the NPN 
variety from Allen-Bradley and were wired in parallel to a controlling PLC, as shown in 
Figure 3.1. The controlling PLC was an Allen-Bradley ControlLogix L72, which served to 
continuously scan the state of the sensor array to detect the presence of reflective material 
and supply a signal to the logging controller whenever a reflective surface was detected, as 
shown in Figure 3.2. Initially, the array was mounted with the sensor lenses faced 
perpendicular to the pavement surface. However, this positioning created numerous false 
positives due to the reflectance from the delineating stripes. To solve this issue, the sensor 
array was passed over a section of pavement with 100 markers located in the roadway, and 
the angle of the sensor array was varied by 5-degrees each pass, from 90-degrees 
perpendicular with respect to the roadway surface to 25-degrees, at which point the sensors 
no longer detected any reflectors. Between 55-degrees and 35-degrees, it was found that 
no false positives occurred, and no markers failed detection. It is important to note that this 
stretch of markers was, at the point of initial testing, freshly installed. An angle of 45-
degrees with respect to the pavement surface was selected for deployment and evaluation 
to serve as a middle-ground between the two previously mentioned values. 
The testing for this unit took place over the course of a month and surveyed 16 
different stretches of pavement, with a total of 5,891 pavement markers tested. Even though 
it was determined that ambient lighting and marker type were not relevant to this type of 
technology, those factors were concerns for the other two approaches covered in this study. 
Thus, the 16 sections of pavement selected for study represented different ages of marker 
installations varying from between 4-months to 14-years, with varying marker types and 
pavement materials to ensure that the study could predict future performance of the 
technologies with an acceptable degree of statistical significance. Pavement that varied this 
significantly in age had many varying characteristics including, but not limited to, paint 
contrast as shown in Figure 3.3 and Figure 3.4, and pavement integrity as illustrated in 
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Figure 3.5. Each section of pavement was passed over with the sensor array a total of three 
times in each direction of travel to obtain an average detection rate per section. The three 
passes were broken into three different time periods with the first period occurring during 
the morning hours between 7:00am-9:00am, the second period occurring between 1:00pm-
3:00pm, and the third period occurring between 8:00pm-11:00pm. 
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Figure 3.1 Allen-Bradley Retro-Reflective NPN Photocell 
(Configurator.rockwellautomation.com 2018) 
 
 
Figure 3.2 Allen-Bradley ControlLogix L72 PLC (Rexel-CDN.com 2018) 
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Figure 3.3 Double-Yellow Painted Stripe on 4-Month Old Pavement 
 
 
Figure 3.4 Double-Yellow Painted Strip on 9-Year Old Pavement (Last Re-Stripe Date is 
Unknown) 
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Figure 3.5 Double-Yellow Painted Stripe on 14-Year Old Pavement (Last Re-Stripe Date 
is Unknown) 
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 MACHINE VISION BASED DETECTION UTILIZING CLASSICAL 
MACHINE LEARNING 
Object detection using machine vision is common in many industrial manufacturing 
and material handling applications. The earliest widely successful facial detection methods 
utilized classical machine learning methods like HAAR cascades and Histogram of 
Oriented Gradients (HOG) detectors (Kim 2018) (Viola 2001). These methods function by 
being supplied with large amounts of sample data which contains positive and negative 
samples of objects in images. Positive samples contain the object to be detected along with 
coordinate details which describe the objects’ location within the image, while the negative 
samples are devoid of the object to be detected. When training this type of classifier, it is 
thought to be important to ensure that negative samples are of similar backgrounds to the 
environment in which the object would occur (Viola 2001). 
For the purpose of this study, the HAAR cascade classifier, which was first 
developed by Viola and Jones in the earlier 2000’s, was selected as the machine learning 
algorithm to be used (Viola 2001). The training of classifiers such as this typically require 
thousands of training images which are often pulled from online databases and manually 
processed by human trainers to obtain the desired object’s coordinates within an image 
(Viola 2001). Since there were not any pavement marker image databases that could be 
found and since detection rates are generally higher when there is consistency between the 
capture device used to capture training data and the capture device deployed with the 
working classifier, this study opted to collect its own training data (Viola 2001). For the 
purpose of this training, approximately 10,000 snow-plowable pavement markers and 
10,000 recessed pavement markers were surveyed using a FLIR POE 0.5MP Blackfly S 
camera pointing perpendicularly at the pavement surface, as shown in Figure 4.1. The lens 
used a 4.0mm focal distance with a completely open aperture to capture maximum light in 
dark settings, thus minimizing blur in low-light conditions with controlled exposure time 
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of under 1 millisecond, while also minimizing the fish-eye effect that comes with using 
wide-angle lenses. The camera was mounted approximately 36-inches from the pavement 
surface and all data was captured at 25 miles per hour or less. The roads were selected 
randomly from highways in Kentucky, Tennessee, South Carolina, North Carolina, West 
Virginia, and Ohio. The pavement types were also randomly selected to include samples 
of asphalt pavement varying in age between 1-15 years old and concrete pavement varying 
in age between 3-12 years old. Of additional importance was the time of day at which video 
data was collected. Machine vision algorithms are highly susceptible to changing 
brightness which adversely affects their detection rates (Viola 2001). So, it was vital to 
ensure a real-world emulation of the light-levels that the detection system will encounter 
in operation. Therefore, data collection was taken at three distinct time periods during each 
day and completed on days which had varying environmental conditions including partial 
and full cloud cover. The first time period on each day of collection was 7:00am-9:00am, 
the second period was 1:00pm-3:00pm, and the third period was 8:00pm-11:00pm. The 
combination of these time periods provided the study with an appropriate sample variation 
which would include, early morning, mid-day, and night striping as often completed by 
striping contractors based on contract requirements and crew availability. For the 
evening/night capture period, two 50W LED arrays were used to illuminate the roadway 
to mimic the two 50W LED arrays used by the striping vehicles that were the target of this 
study. 
After completion of the camera setup and data collection, the data was manually 
processed to identify the location of the pavement marker within each image. This process 
was completed using a script which called up an image and allowed a rectangle to be drawn 
on it to enclose the area where the pavement marker was located. The corner coordinates 
of that rectangle were then output to a .csv file, a spreadsheet format. After completion of 
the data processing, the coordinates and file names in the spreadsheet were exported to a 
vector file which was used by the training executable program. The training for this 
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classical machine learning classifier was completed using only the CPU portion of a 
desktop computer, which is typical for most classical machine learning algorithms that do 
not contain GPU acceleration or parallel computing capabilities (Viola 2001). The training 
process utilized the open source training executable which operated locally on the training 
PC (Doc.opencv.org 2018). The software received the training images in the non-
compressed .bmp format and object locations within each image as a coordinate list in .vec 
format that were tied to the image from which they were initially drawn. Additionally, the 
training software was supplied with 20,000 negative images of pavement with varying 
characteristics which did not contain pavement markers, and which was collected during 
the data collection phase. The final parameters which setup the training process were as 
follows: the number of stages used on the cascade classifier was 20, each input object was 
resized to 24 pixels by 24 pixels, the pre-calculation buffer was set to 8192 bytes to 
optimize feature extraction, and the acceptance ratio break value responsible for 
determining when the training would move on to the next stage was set to 0.00001. No 
manual feature entry was used in this study as the training software selected features 
automatically through standard feature extraction. Before the software analyzed the images 
in real-time using the boosted cascade, pre-processing took place which included a series 
of color to grayscale conversions, background noise minimization, and clustering using the 
fuzzy c-means (FCM) approach (Ouma 2017). This study trialed a variety of other 
transforms for the purpose of clustering, however the FCM approach produced the most 
consistent results from a small 100 marker sample size (Mataei 2018). 
 In order to compare the approaches taken in this study fairly, the testing 
methodology and execution needed to match as closely as possible, both in time and 
location of testing. This close matching was to ensure a consistent environment was present 
due to the degree to which small variations could affect the relative performances of the 
equipment when compared to one another. Thus, to match the performance test of the 
reflectance-based detection covered in Section 3, the testing for this unit coincided with 
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the testing of the other units, took place over the course of a month, surveyed 16 different 
stretches of pavement, and a total of 5,891 pavement markers were tested. Since the same 
sections of pavement were used for each technology type, the pavements evaluated by this 
classical machine learning approach differed in age from between 4-months to 14-years 
and varied in marker type and pavement material. Additionally, since the tests were 
conducted at the same time with all three systems setup in tandem, the evaluation occurred 
at the same time periods mentioned previously with the morning period occurring between 
7:00am-9:00am, the mid-day period occurring between 1:00pm-3:00pm, and the evening 
period occurring between 8:00pm-11:00pm. Lastly, the 5,891 markers surveyed for the 
evaluation were different than the sections of pavement used for training the classifier since 
evaluating performance over pavement markers the classifier trained on would confound 
any result found. 
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Figure 4.1 FLIR (Formerly Point Grey Research) Blackfly S GigE POE 0.5MP Machine 
Vision Camera (Ptgrey.com 2018) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
20 
 
 MACHINE VISION BASED DETECTION USING DEEP LEARNING 
Over the last decade, the advent of neural networks and deep learning drastically 
changed the capabilities of computing. Many of us interact with the effects of neural 
network computing on a daily basis as we see advertisements that were targeted specifically 
for us based on our browsing or shopping habits, or as we google a question and see search 
predictions as we type, or even as we begin to type an email and Gmail or Outlook begins 
to predict what we plan to type next. All of this was made possible by the advent of deep 
learning methods which create massive convolutional neural networks that utilize internal 
nodes and terabytes, or in some cases petabytes, of input data to optimize the importance 
of nodes occurring within hidden layers of the network to optimize for the outputs intended 
(Ding 2018). All of this is often optimized by the machine learning algorithm itself with 
the training agent only determining the structure of the network, the input nodes/layers, 
and the output nodes of the network (Szegedy 2013). In some cases, neural networks are 
even incorporated with various node types that allow for different feature sets to be 
implemented such as long short-term memory (Ding 2018). This technology has also been 
applied to object detection and is seeing frequent use, in combination with other classical 
machine learning algorithms, in semi-autonomous vehicles to determine other vehicle’s 
locations, the presence of pedestrians, and to even locate and recognize road signs, speed 
limit signs, and stoplights. Beyond semi-autonomous vehicles, deep neural networks are 
also seeing deployment in testing and surveys of infrastructure such as sewer pipelines or 
in construction site safety roles (Hawari 2018) (Yu 2017) (Kim 2017). Therefore, the 
application of this technology to the detection of pavement markings, and more specifically 
to raised or recessed pavement markers, is relevant.  
For the purpose of this study, the neural network structure used a type of the neural 
network that was created by Google and trained based on the COCO dataset 
(Github.com/tensorflow 2018). The specific model that was retrained was the 
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ssd_mobilenet_v1_coco_2018_01_28 which was available from the open-source 
TensorFlow model zoo (Github.com/tensorflow 2018). The neural network was trained 
based on the same data that was acquired and used for the classical machine learning 
cascade classifier, with approximately 10,000 positive images of each pavement marker 
type being utilized as the inputs. The input nodes were configured with each node 
representing a pixel’s red, green, or blue value scaled to a value between 0 and 1 (Szegedy 
2013). Those values were then passed forward into the hidden layers of the network and 
computed in a parallel fashion to generate the values of the output nodes. For the purpose 
of this study, the output nodes were the confidence of detection, the top-left coordinates of 
the object detected, the width of the object detected in pixels, and the height of the object 
detected in pixels. The output generated by the network was then compared to the manually 
entered object locations on the input image, and the training used back-propagation and 
linear, quadratic, and cubic regression to adjust the values of the interior hidden nodes 
respectively to achieve a gradually more accurate result (Dawood 2017). The training 
process logged a parameter known as the total loss at different checkpoints throughout the 
training (Szegedy 2013). When the total loss curve flattened, or the total loss was no longer 
changing significantly, the training was considered optimized and completed. It is 
important to stop training at the flattening point of the total loss curve for this model of 
training as overtraining can occur if the process continues for too long (Szegedy 2013). 
The most important consequence of overtraining is the reduced accuracy of the network, 
thus stopping the training at the appropriate time is vital (Szegedy 2013). Fortunately, since 
this network was retrained using TensorFlow and the results were logged on TensorBoard, 
the training checkpoints were saved on hard-drive memory, so it was possible to surpass 
the point of flattening and then return to a prior checkpoint for conversion into a deployable 
network. The training was performed on TensorFlow version 1.11.0 and was completed 
with CUDA toolkit version 9.0 using dual NVIDIA GTX 1080ti graphics cards. The total 
loss curve began to flatten at step 65,000, and the training was stopped and considered 
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complete at step 68,000. Thus, with the completion of training, the retrained neural network 
ultimately passed through the standard 4 step process of deep learning training which 
involves collecting samples and sample data, optimizing their dimensionality for training, 
extracting features from those samples based on the detection goals, and comparing the test 
frames with the features that were extracted based on the detection goals (Yu 2017). 
The images used in the training process were obtained using a FLIR POE 0.5MP 
Blackfly S camera pointing perpendicularly at the pavement surface with a 4.0mm focal 
distance lens, an open aperture, and a capture time of 1 millisecond or less to minimize 
blur in low light conditions. Since an identical dataset was used for the training of both 
machine learning techniques, the ages, types, and marker types present for the positive 
samples were identical to those from the dataset described in Section 4. The manual image 
processing that was done for the classical machine learning approach was reused here as 
well, in order to ensure consistency between training types in order to determine the 
performance delta present between the two when provided identical data. This meant that 
the positive samples’ vector files of object locations were supplied as input nodes during 
the neural network training process.  
The primary concern with the field deployment of neural networks for object 
detection in real-time applications is the computation time that each frame of an image 
takes. For detection of pavement markers, the resolution of each image captured is 540 
pixels by 720 pixels. When this size of image is passed through the retrained COCO neural 
network, the computational time must be at or less than 30 milliseconds to meet an 
acceptable frame rate of 30 frames per second. The 30 frames per second rate was chosen 
to ensure that each pavement marker would appear in a minimum of 3 frames of a video 
feed as the striping vehicle passes over that pavement marker. This was meant to enable a 
speed discerning tracking function which allowed the speed of the vehicle to be determined 
based on the procession of the marker though the view of the camera (Zhu 2017). These 
parameters are thus determined by the field of view of the camera of 4 feet by 4 feet at the 
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pavement surface and with the striping vehicle traveling at 20 miles per hour (29.33 feet 
per second). At this rate, the vehicle travels 4 feet in 136 milliseconds, and thus 3 frames 
with a pavement marker present would be in the time allotted at 30fps. In this process, the 
pavement marker would appear to progress from the right edge of the frame, to and past 
the left edge of the frame. The delta between the x-axis value of the first top-left marker 
coordinate and the x-axis value of the second top-left marker coordinate allowed the 
program to discern the distance the vehicle traveled in-between frames. Once the distance 
traveled was known, and with the frame rate set to trigger at a constant rate, the speed of 
the vehicle could be determined for the purpose of timing the skip functionality. To achieve 
this frame rate, the deployed neural network utilized a NVIDIA GTX 1070ti graphics card 
with version 416.34 NVIDIA drivers, as shown in Figure 5.1. A crucial component of real-
time operation of this neural network was the advent of the region-proposal network 
(RPN), which is used in conjunction with the convolutional neural network (CNN) to create 
a faster R-CNN hybrid which minimized processing time and allowed for higher frame-
rate image capture and real time object detection (Ren 2015). Prior to passing the captured 
image through the neural network, the image passes through clustering and segmentation 
pre-processing steps, along with noise level normalization to ensure optimal neural 
network performance (Chen 2018). 
 As with the prior two approaches described in Sections 3 and 4, this study sought 
to compare the three approaches in as similar a manner as possible. Therefore, the deep 
learning test setup consisted of a computer equipped with a NVIDIA GTX 1070ti graphics 
card, a POE injector, an identical 0.5MP FLIR camera as the one used in the classical 
machine learning setup. The setup was configured in the same test vehicle as the devices 
from the other two approaches. All three detection devices, including the retroreflective 
photocell array and the two FLIR machine vision cameras, were assembled in tandem on 
the testing vehicle. Both machine vision-based approaches used the same assembly of two 
50W LED lights to illuminate the pavement surface. The testing for this method covered 
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the same 16 different stretches of pavement which contained 5,891 pavement markers 
which were not used for the model’s training and took place over the course of a month. 
Again, the pavement varied by material type, marker type, and age from 4-months to 14-
years. The evaluation also occurred during the same time periods as the other methods 
listed with the morning period occurring between 7:00am-9:00am, the mid-day period 
occurring between 1:00pm-3:00pm, and the evening period occurring between 8:00pm-
11:00pm.  
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Figure 5.1 NVIDIA GTX 1070ti Graphics Card (Nvidia.com 2018) 
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 RESULTS 
For the purposes of this study 5,891 pavement markers of varied ages and types and 
in varied pavement materials were surveyed by the detection equipment designed and 
described previously. The pavement markers were surveyed along both driving directions 
of each stretch of roadway at three different time periods of the day representing the 
morning, mid-day, and evening hours. As a result of this surveying process, this study 
compiled 106,038 independent observations of the detection equipment either successfully 
or unsuccessfully detecting a pavement marker, known as a positive or negative 
observation, respectively. The following sections document the results based upon the type 
of pavement and marker surveyed and describe the results and findings thereof in sections 
6.1-6.4. Additionally, Pearson correlation and regression analyses were performed on the 
findings with respect to the different detection methods used and those results are 
documented in section 6.5. 
6.1 Configuration 1 – Concrete Pavement with Recessed Markers 
In total, 26,388 observations were made under this pavement/marker-type 
configuration on a total of 1,466 different markers. The results of these observations appear 
below in Figure 6.1 and Figure 6.2 and are categorized based upon the age of the pavement 
in which the markers were found and by the time of day the observations were taken, 
respectively.  
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Figure 6.1 Average Detection Rate by Age of Pavement – Concrete/Recessed 
 
 
Figure 6.2 Average Detection Rate by Time of Day - Concrete/Recessed 
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6.1.1 Technology 1 – Reflectance Based Detection 
Based on the underlying principles of the technology using an infrared emitter and 
collector, it was theorized that time of day would not affect the detection rates of this 
technology type. However, according to Figure 6.2, this was not the case as detection rates 
were lower an average of 6.1% during daytime hours with detection rates averaging 
49.25% during evening and nighttime hours on this pavement type. The morning and 
daytime detection rates averaged approximately the same accuracy at around 43% across 
the observation spectrum. 
Additionally, Figure 6.1 illustrates the drastic drop in detection rates from 64.13% 
on 1-year-old pavement to 23.08% on 4-year-old pavement. The drop is nearly linear with 
detection rates falling approximately 10-15% per year of age.  
 
6.1.2 Technology 2 – Machine Vision using Classical Machine Learning 
Machine vision-based detection using classical machine learning presented a small 
detection accuracy loss as the pavement aged as shown in Figure 6.1. The overall detection 
accuracy by age varied from 94.15% at 1 year of age to 87.13% at 4 years of age, reflecting 
an overall annual decay of between 1-3%. It is proposed that the loss in accuracy is derived 
from physical damage that is received by the markers over their years of use with the initial 
loss in accuracy during the first year being derived from the inaccuracies of the detection 
model itself instead of any characteristic of the installed pavement markers.  
Additionally, Figure 6.2 illustrates that the classical machine learning based 
approach maintained marginally similar detection rates throughout the day on this type of 
pavement varying between 90.69% in the nighttime hours to 91.98% during the morning 
hours. This reflects slightly more than the 1% and falls within the models’ margin of error.  
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6.1.3 Technology 3 – Machine Vision using Deep Learning 
Machine vision-based detection using deep learning produced highly consistent 
results both based upon the age of the pavement and the time of day the observation took 
place. As shown in Figure 6.1, the deep learning-based approach successfully detected 
between 99.22% and 99.73% of markers present with no perceivable trend appearing based 
upon the age of the pavement. 
Additionally, as shown in Figure 6.2, the deep learning-based approach 
successfully detected between 99.28% of markers during the evening and nighttime hours 
and 99.59% of markers during the daytime period, representing results that fall entirely 
within the margin of error.  
6.2 Configuration 2 – Concrete Pavement with Snow-plowable Markers 
In total, 26,820 observations were made under this pavement/marker-type 
configuration on a total of 1,490 different markers. The results of these observations appear 
below in Figure 6.3 and Figure 6.4 categorized based upon the age of the pavement in 
which the markers were found and the time of day the observations were taken, 
respectively.  
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Figure 6.3 Average Detection Rate by Age of Pavement – Concrete/Snow-Plowable 
 
 
Figure 6.4 Average Detection Rate by Time of Day - Concrete/Snow-Plowable 
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6.2.1 Technology 1 – Reflectance Based Detection 
Reflectance-based detection continued to show slightly lower detection rates during 
daytime hours as is consistent with the results listed prior, varying between 24.3% and 
25.4% as shown in Figure 6.4. Observations on this pavement and marker type varied 
between 1 year of age to 12 years of age. The resulting detection rates varied 
between71.31% to 0.83% from 1 year of age to 12 years of age respectively as shown in 
Figure 6.3. Due to the ages of pavement observed, there is no consistent value of detection 
accuracy decay. Additionally, the drop in detection rates during daytime hours is not as 
drastic for this observation set due to the low detection rates present based upon the age of 
the pavement, with three-quarters of the observations made appearing on pavement 5 years 
of age or older with detection rates of 21% or lower.  
 
6.2.2 Technology 2 – Machine Vision using Classical Machine Learning 
Machine vision-based detection using classical machine learning presented a small 
variation of between 78.56%-77.99% based upon the time of day the observations were 
made, but there was no perceivable trend between nighttime and daytime observations and 
the difference also falls within the margin of error for this model as shown in Figure 6.4.  
Like the concrete pavement with recessed pavement marker observation set, the 
classical machine learning approach saw consistent detection rates of approximately 94% 
for pavement which was 1 year old, as shown in Figure 6.3. Additionally, the 1-3% drop 
in detection rates based on the pavement age continued between the 1-year-old pavement 
and the 5-year-old pavement. For comparison, under the recessed marker type, the 4-year-
old pavement had detection rates of 87.31% and the 5-year-old pavement with snow-
plowable markers had a detection rate of 85.51%. After 5 years of age however, there is no 
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longer a consistent trend between ages with detection rates falling to 69.44% and 65.04% 
at 9 years of age and 12 years of age, respectively.  
 
6.2.3 Technology 3 – Machine Vision Detection Using Deep Learning 
Machine vision-based detection using deep learning produced highly consistent 
results again under this pavement and marker-type configuration with successful detection 
rates varying between 99.15% and 99.59% across the 8,940 observations based on the age 
of the pavement as shown in Figure 6.3. This variance does not have a clear trend when 
contrasted to the age of the pavement and the difference falls within the margin of error of 
the observations. 
Additionally, as shown in Figure 6.4, the successful detection rates for this 
technology vary between 99.53% and 99.23% based upon the time of day observed. This 
variance of 0.3% also falls within the margin of error and therefore no time-of-day based 
variance in detection is observed.  
6.3 Configuration 3 – Asphalt Pavement with Recessed Markers 
In total, 26,316 observations were made under this pavement/marker-type 
configuration on a total of 1,462 different markers. The results of these observations appear 
below in Figure 6.5 and Figure 6.6 and are categorized based upon the age of the pavement 
in which the markers were found and the time of day the observations were taken, 
respectively.  
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Figure 6.5 Average Detection Rate by Age of Pavement - Asphalt/Recessed 
 
 
Figure 6.6 Average Detection Rate by Time of Day - Asphalt/Recessed 
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6.3.1 Technology 1 – Reflectance Based Detection 
For this pavement and marker type configuration, the reflectance-based detection 
system showed little variance based on the time of day that the observations were made 
with results falling between 65.56% and 66.18%, as shown in Figure 6.6. Additionally, as 
shown in Figure 6.5, there was a nearly linear decay of detection accuracy from 82.47% at 
4 months of age to 44.80% at 3 years of age falling between 8-20% per year on average. 
Due to the relatively young age of this dataset, the reflectance-based detection method 
illustrated higher accuracy results than in prior pavement and marker type combinations.  
 
6.3.2 Technology 2 – Machine Vision using Classical Machine Learning 
As with prior pavement and marker type combinations, the classical machine 
learning based approach illustrated little variance in detection rates based on the time of 
day the observations were made with results, as shown in Figure 6.6, varying between 
92.44% and 93.26%.  
Additionally, results for this approach based on the age of the pavement varied in a 
similar manner to prior results with the highest detection accuracy of 95.48% appearing on 
pavement which was 4 months old, and the lowest detection accuracy of 87.52% appearing 
on pavement which was 3 years old, as shown in Figure 6.5. This detection method’s 
accuracy decayed at a rate of between 1-5% per year.  
 
6.3.3 Technology 3 – Machine Vision using Deep Learning 
Machine vision-based detection using deep learning again produced highly 
consistent results both based upon the age of the pavement and the time of day at which 
the observations took place. Detection accuracy based on the time of day at which it was 
observed varied between 99.52% and 99.69%, as shown in Figure 6.6. Continuing the 
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consistent results, the detection accuracy based on the age of the pavement varied only 
between 99.86% and 99.51%, as shown in Figure 6.5. The variances fall well within the 
margin of error for both age and time of day classifications.  
6.4 Configuration 4 – Asphalt Pavement with Snow-plowable Markers 
In total, 26,514 observations were made under this pavement/marker-type 
configuration on a total of 1,473 different markers. The results of these observations appear 
below in Figure 6.7 and Figure 6.8 and are categorized based upon the age of the pavement 
in which the markers were found and the time of day the observations were taken, 
respectively.  
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Figure 6.7 Average Detection Rate by Age of Pavement – Asphalt/Snow-Plowable 
 
 
Figure 6.8 Average Detection Rate by Time of Day - Asphalt/Snow-Plowable 
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6.4.1 Technology 1 – Reflectance Based Detection 
Similar to the results seen with the older age-group of markers on concrete 
pavement in Section 6.2.1, reflectance-based detection again sees detection rates below 
25% at 5 years of age and older. The detection accuracy of this method varies from 62.49% 
on pavement that is 2 years of age, to 0.37% on pavement which is 14 years of age, as 
shown in Figure 6.7. There is not a clear linear trend past the 5 years of age mark, nor is 
there any discernible trend or difference in the variance based upon the time of day of the 
observation. As shown in Figure 6.8, the detection accuracy of this method varied only 
between 23.25% in the mid-day time period, to 23.66% in the morning time period. It is 
suspected that this smaller-than-expected variance is due to the relatively low detection 
accuracy of this technology based on the older skew of this observation set.  
 
6.4.2 Technology 2 – Machine Vision using Classical Machine Learning 
Machine vision-based detection using classical machine learning presented a small 
variance in the accuracy of detection based on the time of day at which the observation was 
made, as shown in Figure 6.8. The accuracy varied between 77.16% during evening and 
nighttime hours to 77.33% during the morning time period.  
Additionally, the detection accuracy based upon the age of the pavement varied 
between 91.79% at two years of age to 63.24% at 14 years of age, as shown in Figure 6.7. 
These observations are in-line with those listed previously with an annual decay of 1-3% 
of the overall accuracy.  
 
6.4.3 Technology 3 – Machine Vision using Deep Learning 
Once again, machine vision-based detection using deep learning produced highly 
consistent results both based upon the age of the pavement and the time of day the 
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observation took place. As shown in Figure 6.7, the deep learning-based approach had 
detection accuracy of between 99.04% at 14 years of age to 99.81% at 2 years of age on 
this pavement and marker type combination. Additionally, Figure 6.8 illustrates a small 
variance of between 99.42% and 99.52% detection accuracy based upon the time of day at 
which the observation was taken.  
6.5 Correlation and Regression Analysis 
Using the data collected, Pearson correlation and regression analyses were 
performed to determine the significance and impact of each of the independent variables 
with respect to the different detection technologies tested. For this analysis, the Pearson 
Correlation and associated Sig (2-tailed) values were calculated. The resulting values 
appear in Table 6.1 below. A regression analysis was then performed, contrasting each 
detection technique against all independent variables. For each regression analysis 
performed, significance and beta values were determined for each of the independent 
variables and are demonstrative of the statistical significance and impact of each 
independent variable on the corresponding regression model. The following sections 
document the results of these analyses. 
 
6.5.1 Pearson Correlation Analysis 
For each detection technique, 35,346 observations were taken over the same set of 
pavement markers. These observations were taken at three different times of day and 
featured markers in various types of pavement, of ages ranging from 4 months to 14 years, 
and of varying marker type. A Pearson Correlation analysis was performed on the collected 
data and provided the results appearing below in Table 6.1. These results illustrate which 
independent factors have a statistically significant impact on the detection rates based upon 
the detection method used.  
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Table 6.1 Pearson Correlation Summary 
 
 Reflectance  
Machine 
Learning Deep Learning 
Morning Pearson Correlation -.008 .004 .005 
Sig. (2-tailed) .138 .494 .346 
N 35346 35346 35346 
Afternoon Pearson Correlation -.008 .002 -.004 
Sig. (2-tailed) .126 .644 .432 
N 35346 35346 35346 
Evening Pearson Correlation .016** -.006 -.001 
Sig. (2-tailed) .003 .252 .875 
N 35346 35346 35346 
Concrete 
Recessed 
Pearson Correlation .064** .105** .000 
Sig. (2-tailed) .000 .000 .937 
N 35346 35346 35346 
Concrete  
Plowable 
Pearson Correlation -.179** -.108** -.009 
Sig. (2-tailed) .000 .000 .098 
N 35346 35346 35346 
Asphalt 
Recessed 
Pearson Correlation .308** .128** .011* 
Sig. (2-tailed) .000 .000 .033 
N 35346 35346 35346 
Asphalt 
Plowable 
Pearson Correlation -.192** -.125** -.002 
Sig. (2-tailed) .000 .000 .701 
N 35346 35346 35346 
4mo Pearson Correlation .224** .076** .014* 
Sig. (2-tailed) .000 .000 .010 
N 35346 35346 35346 
1yo Pearson Correlation .288** .123** -.004 
Sig. (2-tailed) .000 .000 .440 
N 35346 35346 35346 
2yo Pearson Correlation .202** .110** .013* 
Sig. (2-tailed) .000 .000 .012 
N 35346 35346 35346 
3yo Pearson Correlation .014** .043** .001 
Sig. (2-tailed) .008 .000 .863 
N 35346 35346 35346 
4yo Pearson Correlation -.086** .017** .002 
Sig. (2-tailed) .000 .002 .742 
N 35346 35346 35346 
5yo Pearson Correlation -.141** .000 .009 
Sig. (2-tailed) .000 .981 .106 
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N 35346 35346 35346 
8yo Pearson Correlation -.158** -.110** -.007 
Sig. (2-tailed) .000 .000 .190 
N 35346 35346 35346 
9yo Pearson Correlation -.173** -.113** -.012* 
Sig. (2-tailed) .000 .000 .023 
N 35346 35346 35346 
12yo Pearson Correlation -.209** -.146** -.008 
Sig. (2-tailed) .000 .000 .117 
N 35346 35346 35346 
14yo Pearson Correlation -.207** -.156** -.016** 
Sig. (2-tailed) .000 .000 .003 
N 35346 35346 35346 
(0-not detected, 1-detected) 
Correlation is significant at the 0.01 level (2-tailed). ** 
Correlation is significant at the 0.05 level (2-tailed). * 
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As illustrated by the data in Table 6.1, the Pearson correlation showed little to no 
correlation between the time of day the observations were taken, and the detection method 
used.  
For the reflectance-based detection technique, a moderate Pearson correlation of 
.308, significant at the 0.01 (2-tailed) level, was shown with the Asphalt Recessed 
independent variable. Further, a weak correlation of between ±0.141 and ±0.288, all 
significant at the 0.01 (2-tailed) level, was shown between the reflectance based method 
and the following independent variables: concrete plowable marker type, asphalt plowable 
marker type, and marker ages of 4 months, 1 year, 2 years, 5 years, 8 years, 9 years, 12 
years, and 14 years. This illustrates an overall weak correlation between pavement age 
/marker type and the reflectance-based detection method - suggesting that these 
independent variables may affect detection rates.  
For the classical machine learning based detection technique, a weak correlation of 
between ±0.105 and ±0.156, significant at the 0.01 (2-tailed) level, was shown with the 
concrete recessed, concrete plowable, asphalt recessed, and asphalt plowable marker types, 
as well as the 1 year, 2 years, 8 years, 9 years, 12 years, and 14 years ages. This illustrates 
an overall statistically significant weak correlation between the classical machine learning 
detection technique, and each pavement type, marker type, and both younger and older 
marker ages. The correlation suggests that these independent variables may affect detection 
rates for this detection technique. 
For the Deep Learning based detection method, the results showed little to no 
correlation between any of the independent variables tested and that detection method as 
all the Pearson correlation values were less than ±0.02 with varying significance levels. 
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6.5.2 Regression Analysis – Reflectance Detection Method 
For the reflectance-based detection method, a regression analysis was performed 
on the 35,346 data points gathered with the aforementioned independent variables. As 
shown in Table 6.2, an R Square value of 0.308 was obtained from this analysis. This value 
illustrates that the model generated explains approximately 30.8% of the variation in 
detection rates through the independent variables. For this study, this value means that the 
reflectance-based detection method is susceptible to differing detection rates based on the 
various factors examined, from the age and type of pavement to the type of marker 
detected. To investigate the impact of the specific independent variables, regression model 
coefficients were generated and appear below in Table 6.3. 
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Table 6.2 Reflectance Technique Regression Model Summary 
 
Model R R Square 
Adjusted R 
Square 
Std. Error of 
the Estimate 
1 .555a .308 .308 .407 
a. Predictors: (Constant), 14yo, Evening, 4yo, 4mo, 9yo, 
8yo, 12yo, 3yo, 5yo, Morning, 1yo, ConcRecessed, 
ConcPlowable, AsphaltRecessed 
 
Table 6.3 Reflectance Technique Regression Model Coefficients 
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .625 .008  73.803 .000 
Morning .000 .005 .000 .032 .974 
Evening .017 .005 .016 3.151 .002 
ConcRecessed -.080 .010 -.071 -8.322 .000 
ConcPlowable -.017 .009 -.015 -1.750 .080 
AsphaltRecessed .001 .010 .001 .115 .909 
4mo .193 .011 .095 17.529 .000 
1yo .094 .008 .075 12.154 .000 
3yo -.174 .008 -.118 -20.719 .000 
4yo -.319 .011 -.156 -28.773 .000 
5yo -.405 .010 -.276 -42.609 .000 
8yo -.529 .012 -.264 -45.421 .000 
9yo -.542 .013 -.269 -42.272 .000 
12yo -.605 .013 -.304 -47.439 .000 
14yo -.627 .012 -.309 -53.348 .000 
a. Dependent Variable: Reflectance (0-not detected, 1-detected) 
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From Table 6.3, the only non-statistically significant beta coefficients are for the 
morning detection timeframe, the concrete plowable marker type, and the asphalt recessed 
marker types. All other independent variables have a significance value that falls below the 
0.05 threshold. Among those beta coefficients that are considered statistically significant, 
there is a clear trend for the impact of the age of the pavement markers. The result was a 
negative impact on detection rates as the age proceeds higher. Pavement markers that were 
4 months old at time of observation had a beta coefficient of 0.193, meaning a 19.3% 
increased likelihood of that marker being detected by the reflectance-based method. The 
beta coefficients decayed from that 0.193 value for the 4-month age group, to -0.627 for 
14-year-old pavement markers, meaning that 14-year-old pavement markers had a 62.7% 
decreased likelihood of being detected by the reflectance-based method. Additionally, 
recessed markers located in concrete pavement had an 8.0% decreased likelihood of being 
detected using this method. Other beta coefficients that were considered statistically 
significant resulted in less than a 2.0% increase or decrease on the likelihood of detection. 
 
6.5.3 Regression Analysis – Machine Vision using Classical Machine Learning 
For the classical machine learning based detection method, a regression analysis 
was again performed on the 35,346 data points gathered with the associated independent 
variables. As shown in Table 6.4, an R Square value of 0.096 was obtained from this 
analysis. This value illustrates that the model generated explains approximately 9.6% of 
the variation in detection rates through the independent variables. This value illustrates that 
the machine learning method is less susceptible to the independent variables tested than the 
reflectance-based method. To investigate the impact of the specific independent variables 
for this model, regression model coefficients were generated and appear below in Table 
6.5. 
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Table 6.4 Classical Machine Learning Technique Regression Model Summary 
 
Model R R Square 
Adjusted R 
Square 
Std. Error of 
the Estimate 
1 .309a .096 .095 .340 
a. Predictors: (Constant), 14yo, Evening, 4yo, 4mo, 9yo, 
8yo, 12yo, 3yo, 5yo, Morning, 1yo, ConcRecessed, 
ConcPlowable, AsphaltRecessed 
 
Table 6.5 Classical Machine Learning Technique Regression Model Coefficients 
 
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .920 .007  130.096 .000 
Morning .001 .004 .001 .134 .893 
Evening -.004 .004 -.006 -.977 .329 
ConcRecessed .024 .008 .029 2.948 .003 
ConcPlowable .012 .008 .014 1.505 .132 
AsphaltRecessed .015 .008 .019 1.924 .054 
4mo .021 .009 .014 2.268 .023 
1yo .006 .006 .007 1.001 .317 
3yo -.047 .007 -.044 -6.744 .000 
4yo -.069 .009 -.046 -7.440 .000 
5yo -.075 .008 -.070 -9.407 .000 
8yo -.219 .010 -.150 -22.501 .000 
9yo -.236 .011 -.160 -22.027 .000 
12yo -.280 .011 -.192 -26.261 .000 
14yo -.286 .010 -.193 -29.154 .000 
a. Dependent Variable: Machine Learning (0-not detected, 1-detected) 
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From Table 6.5, the concrete recessed marker type and all age groups aside from 
the 1-year old group, had significance values below the 0.05 threshold, meaning that these 
factors are to be considered statistically significant. The beta coefficient for the concrete 
recessed marker type was 0.024, representing an 2.4% increased likelihood of that marker 
type being detected using this method. As with the reflectance-based method, a clear trend 
can be seen among the different age groups of pavement markers. For those ages that had 
statistical significance, the beta coefficients decay from 0.021 to -0.286, as the age 
progresses from 4-months to 14-years. These coefficients represent between a 2.1% 
increased likelihood of detection at 4-months of age, to a 28.6% decreased likelihood of 
detection at 14-years of age for this detection method. Thus, these results illustrate that the 
classical machine learning based method is negatively impacted by pavement marker age. 
 
6.5.4 Regression Analysis – Machine Vision using Deep Learning 
For the deep learning detection method, a regression analysis was again performed 
on the 35,346 data points gathered with the aforementioned independent variables. As 
shown in Table 6.6, an R Square value of 0.001 was obtained from this analysis. This value 
illustrates that the model generated explains approximately 0.1% of the variation in 
detection rates through the independent variables. This value shows that the model 
generated explains very little of the variation in detection rates. To investigate the impact 
of the specific independent variables, regression model coefficients were generated and 
appear below in Table 6.7. 
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Table 6.6 Deep Learning Technique Regression Model Summary 
 
 
Model R R Square 
Adjusted R 
Square 
Std. Error of 
the Estimate 
1 .031a .001 .001 .072 
a. Predictors: (Constant), 14yo, Evening, 4yo, 4mo, 9yo, 
8yo, 12yo, 3yo, 5yo, Morning, 1yo, ConcRecessed, 
ConcPlowable, AsphaltRecessed 
 
Table 6.7 Deep Learning Technique Regression Model Coefficients 
 
Model 
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) .998 .001  669.070 .000 
Morning .001 .001 .006 .999 .318 
Evening .000 .001 .002 .363 .716 
ConcRecessed -.002 .002 -.015 -1.430 .153 
ConcPlowable -.001 .002 -.005 -.511 .609 
AsphaltRecessed -.002 .002 -.009 -.928 .354 
4mo .002 .002 .007 1.038 .299 
1yo -.002 .001 -.013 -1.736 .083 
3yo -.001 .001 -.005 -.799 .424 
4yo .000 .002 -.001 -.228 .820 
5yo -.001 .002 -.006 -.793 .428 
8yo -.005 .002 -.018 -2.571 .010 
9yo -.006 .002 -.020 -2.588 .010 
12yo -.005 .002 -.016 -2.130 .033 
14yo -.008 .002 -.026 -3.757 .000 
a. Dependent Variable: Deep Learning (0-not detected, 1-detected) 
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From Table 6.7, the 12-year old pavement markers had a statistical significance 
value below 0.05, while the 8-year old, 9-year old, and 14-year old pavement markers had 
a statistical significance value below the 0.01 threshold for this analysis. The beta 
coefficients for those groups were -0.005 for the 12-year group, -0.005 for the 8-year group, 
-0.006 for the 9-year group, and -0.008 for the 14-year group. These coefficients represent 
between an 0.5% and 0.8% decreased likelihood of detection using this method for the 
respective age groups. Overall, this points to the deep learning method holding a detection 
rate that is mostly agnostic of the independent variables analyzed.  
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 CONCLUSIONS AND RECOMMENDATIONS 
7.1 Summary 
Through the execution of this study, 123,104 observations were taken using various 
technologies or methods to avoid striping over different types of pavement markers on 
numerous types of pavement. The summary break-down of overall averages appears in 
Table 7.1 below. 
 
Table 7.1 Grand Total Averages by Technology Type 
 
Grand Total Average by Technology Type 
Technology Type 
Successful 
Detections Observations Accuracy 
Reflectance Based Detection 14050 35346 39.75% 
Machine Vision - Classical 
Machine Learning 30025 35346 84.95% 
Machine Vision - Deep Learning 35164 35346 99.49% 
Current Electromagnetic 
Detection 7725 8641 89.40% 
Operator-Actuated Skip Timing 5792 8425 68.75% 
 
Only one type of the three approaches analyzed – machine vision using deep 
learning – outperformed the overall average performance of the current solution when used 
on the snow-plowable pavement markers it was designed for. That performance delta was 
considerable at over a 10% improvement bringing the deep learning-based platform to 
within 0.51% of perfect operational accuracy. The other approaches’ overall averages 
lagged behind either the existing solution for snow-plowable markers in the case of the 
classical machine learning approach or both the current solution and operator-actuated skip 
timing in the case of the reflectance-based method.  
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In further testing and investigation, it was found tangentially that the cause for the 
dramatic decay in detection accuracy for the reflectance-based method appeared to be that 
ultraviolet radiation from the sun damaged the plastic lens covering the reflective material 
making it infrared blocking. Thus, visible light from headlights or other light sources was 
still able to permeate the lens and reflect to the driver so that the marker appeared 
observational, however the marker was essentially invisible to polarized infrared cameras, 
confirming the hypothesis. The decay increased with each marker’s age, so that the older 
a marker became, the less likely it was to be detected by the sensor array. Furthermore, the 
markers which were often successfully detected beyond the first year of service were 
typically found in shaded areas with trees or other objects covering the roadway. This 
finding explains the dramatic difference from initial testing with new reflectors obtained 
directly from the manufacturer, which had 100% detection rates, and markers which had 
been installed 4 months prior which had drastically reduced detection rates.  
From the statistical analyses, both the reflectance-based method and the classical 
machine learning based method illustrated a statistically significant variation based on 
either the age of the pavement markers or the type of pavement the marker was located in. 
However, the deep learning based detection method presented only a statistically 
significant variation of less than 1.0% for the oldest pavement marker ages in a model with 
an R Square value of 0.001. These results show that the deep learning-based method relies 
little on any of the independent variables tested to identify the pavement markers, and 
therefore produces a more reliable, repeatable, and valid approach to marker detection. 
7.2 Conclusions 
Over the 106,038 observations made on the approaches analyzed, this study was 
able to discern clear trends concerning the successes and failures of the technologies 
investigated. One type of technology – machine vision-based detection using deep learning 
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– was found to be a viable solution for the end user: a highway striping contractor. 
Additionally, another type of technology – machine vision-based detection using classical 
machine learning - was found to be slightly better than current technology that is used on 
snow-plowable pavement markers on pavements 3 years of age or younger, showing an 
improvement of between 1%-5% based on pavement age over the existing solution’s 
accuracy of 89.4%. However, the technology began to lag behind the accuracy of current 
solutions after the pavement aged beyond that threshold. The classical machine learning 
based technology also performed better than operator-actuated skip timing on pavement 
which was 8 years of age or younger. This differential represented an improvement of 
between 1% and 25.5% based on pavement age compared to the 68.75% accuracy of 
operator-actuated skip timing. Lastly, one type of technology – reflectance-based detection 
– was found to be entirely unrealistic for use in any real application due to an unforeseen 
factor: the degradation of reflector lenses due to exposure to ultraviolet radiation from the 
sun. 
With the overall accuracy rating of 99.49% across the 35,346 observations made 
using the deep learning detection method, this study is confident in recommending the 
further deployment and testing of this technology and equipment for use on striping 
vehicles operating on Kentucky’s highways as this technology represents a more than a 
30% accuracy improvement over operator-actuated skip-timing and an over 10% 
improvement compared to existing equipment which only operates on snow-plowable 
pavement markers, while this method also functions on currently unsupported marker 
types.  
7.3 Future Work 
With the outcomes of this study in mind, numerous future projects could be 
undertaken to further analyze the abilities of these technologies across a wider variety of 
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environments, pavement types and surfaces, and even at different speeds, lighting 
conditions, or other variables. The most logical next steps for the conductor of this study 
would be to focus on the most successful approach from this study – using the deep learning 
model – and applying it to additional marker types, such as surface mounted markers, while 
also expanding the testing area beyond the state of Kentucky to locations with different 
pavement marker standards such as South Carolina, Arizona, and California.  
In addition to further testing and broader applications, this study has also opened 
the door to exploration of using ultraviolet-resistant plastics in pavement reflectors which 
could be of primary concern to automated vehicles which, in some cases, use cameras with 
an infrared bias for nighttime guidance.  
Lastly, yet another follow-up to this study could entail investigation to computing 
optimization for real-time deployment at highway speeds for use in autonomous vehicles. 
This may entail the combination of low-time-cost classical machine learning being used in 
tandem with higher-time-cost deep learning algorithms which are optimized through the 
removal of their training layers and other training mechanisms with the goal of achieving 
frame-rate maximizing processing that would enable successful marker identification at 
highway speeds in real-time. This technology could also be tied not only to uses in 
autonomous vehicles, but also could see use as a quality control measure on state inspection 
vehicles to inspect pavement marker condition along a stretch of roadway without needing 
to rely on operator observation of a select few markers or require the operator to pass slowly 
over an array of markers at speeds significantly lower than the rated highway speeds. 
As with most studies, this study has led to the opportunity for countless future 
studies and explorations of various deployments and applications of this technology. Many 
of these will likely be future studies that we see come to fruition over the coming years and 
while we are left with many answers regarding the effectiveness of the technologies 
analyzed, we now have even more questions to answer.  
Copyright © Timothy Lee Johnson II 2020 
53 
 
 LIMITATIONS 
As with all studies, this analysis has many limitations. There is the possibility of 
countless confounding factors adversely affecting the data generated during testing or the 
effectiveness of the trained models. For example, rapid lighting changes as one drives from 
under shade into bright sunlight may have caused some images the cameras took to appear 
far too bright or dark to have any object within them detected regardless of the model 
applied to the image. The existence of pavement markers in areas of semi-permanent shade 
and protection from exposure to the sun may have confounded the findings of some 
observational passes of the reflectance-based detection array. Even further still, pavement 
markers which were installed incorrectly or had reflectors fail and detach from their 
housings may have also confounded the results of this study to some degree. This study 
sought to minimize these limitations by focusing on testing the technologies on large 
numbers of pavement markers, however these limitations do still exist to some unknown 
degree.   
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