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Soil is the largest actively cycling terrestrial carbon pool with approximately 1500-2000 Pg 
of carbon in the depth of 1 m globally (Janzen 2004). This pool has been severely disturbed 
mainly by the expansion of agriculture in the last 100-200 years by removing the above-
ground vegetation as input sources of carbon to soil (Houghton 1999). In tropical Africa a 
land conversion from natural to agricultural can cause a 75% depletion to the SOC pool 
according to Lal (2004). In addition to contributing to the current climate change by adding 
carbon to the atmosphere, the loss of carbon weakens the food productivity, nutrient and 
water retention, and the overall structure of the soil (Ontl & Schulte 2012, FAO and ITPS 
2018). This problem is already well recognized and countering actions have been proposed 
in form of soil carbon sequestration, which means transferring atmospheric CO2  into soil as 
long-living pools by means such as crop management practices, afforestation and 
agroforestry (Lal 2004).  
To actively improve the situation and to find the best places to implement these practices, 
current information and extensive monitoring of soil carbon content is required. This has 
proven to be challenging especially on large scale and estimates of the size of the soil carbon 
pool have large variance (Todd-Brown et al. 2013). Traditional method for SOC mapping has 
been collection and laboratory analysis of soil samples, which is time consuming and 
expensive regardless of the scale, since the number of the samples should be high to attain 
reliable results and great deal of manual labor is required to process them (Peón et al. 
2017). Most large-scale maps are already produced with remotely sensed spectral data 
acquired by airborne or satellite sensors, but these are still very approximate and suffer 
from inaccuracies caused by atmospheric absorption, illumination variations and low signal-
to-noise ratio (Peón et al. 2017) as well as physical obstructions such as vegetation or 
manmade structures (Jensen 2009). Spectroscopy has also been proposed as a 
nondestructive and fast substitute for soil carbon analyzes in laboratory and field with 
laboratory spectrometers and portable imaging spectrometers, and laboratory 




et al. 2013, Aldana-Jague et al. 2016b). Although widely researched, consensus among 
scientists is that the potential of spectroscopy in the field of soil studies and SOC measuring 
is still to be exploited (Ben-Dor et al. 2009). 
This study aims to deepen the field by experimenting the applicability of a previously 
untested portable hyperspectral camera, Specim IQ (Specim, Spectral Imaging Oy Ltd, 
Finland) for estimating SOC. IQ is a handheld device with a weight of 1.3 kg, with spectral 
range of 400-1000 nm, 7 nm spectral resolution and 204 bands. In addition to capturing raw 
spectral intensity data, it’s able to produce a reflectance transformation on the fly reducing 
the required post processing steps (Specim IQ manual. ). It has been previously used at least 
for plant phenotyping and disease detection (Behmann et al. 2018). Due to its small size 
and relatively easy usability, and low requirement for sample preparations, it could be 
utilized for determination of SOC close within the study areas without a need to transport 
the samples to be analyzed in laboratory. Applying an imaging spectrometer, it is also 
possible to process multiple samples simultaneously, as presented by O’Rourke et al. 
(2011). The limitation of IQ is its spectral range, as soil studies would require middle infrared 
wavelength, e.g. Rossel et al. (2006) applied near infrared area up to middle infrared until 
2500 nm for SOC assessment (Rossel et al. 2006). However, moderate results have been 
obtained with limited wavelengths earlier (Jung et al. 2015) and many bandwidths 
correlating with SOC have been found also in the VIS-NIR region (Yang & Li 2013, Ben-Dor 
et al. 1999, Rossel et al. 2006). 
The samples for this study were collected from Taita Hills, Kenya (Wundanyi 03°23′54″S 
38°21′37″E), a mountainous area with diverse land cover from savannah shrubland at 800 
m altitude (above sea level) to indigenous mountain forests at 2200 meters (Pellikka, PKE 
et al. 2018). Intensive agriculture is practiced in the highlands, while the lowlands are used 
for livestock management, dryland farming, sisal production and conservation. Agricultural 
expansion has led to loss of forests and bushlands (Pellikka, Petri K. E. et al. 2009, Pellikka, 
PKE et al. 2018), thus evidently to decreased SOC. Therefore, the area could benefit of new 
kind of soil monitoring techniques. The land cover and land use changes and their 




University of Helsinki since 1989 (Pellikka, P. 1990). The hyperspectral data from IQ could 
also be used as a reference/calibration data to remote sensing data collected by satellites 
and airborne hyperspectral remote sensing imagery collected by AisaEAGLE sensor (Specim, 
Spectral Imaging Oy Ltd, Finland) (Heiskanen et al. 2019), which has the same spectral range 
than IQ.  
Partial least squares regression (PLSR) has been the most common method of estimating 
SOC from spectral data (Vasques et al. 2008). PLS is closely related to principal components 
regression (PCR), where the dimensionality of collinear variables is reduced by finding lower 
number of new latent variables that can be used to model the dependent variable under 
study (Martens & Naes 1992). PLSR operates similarly, but unlike PCR, PLSR also uses the 
dependent variable(s) while finding the new variables, usually ending in better relation 
between latent variables and the explained variable (Martens & Naes 1992). In addition to 
using PLSR, in this study the applicability of lasso regression for SOC prediction is tested. 
Lasso is a regularization technique for multiple linear regression (MLR), that is used to lower 
the amount of variables by adding a penalty term to the MLR coefficient estimation function 
(Tibshirani 1996), and is slightly simpler and more intuitive in relation to PLSR. Models and 
analysis in this work were mostly implemented using open source Python software and 
libraries.  
The aim of this study is to assess the feasibility of handheld imaging spectroscopy applying 
Specim IQ for estimating SOC content in field conditions in tropical Africa and in a 
laboratory, and to test the potentiality of lasso regression as a multivariate method for SOC 







2.1 Soil organic carbon (SOC) 
Soil organic carbon is a product of partial decomposition of any living organisms in the soil 
(FAO and ITPS 2018), plant roots being the main input source (Ontl & Schulte 2012). Carbon 
is usually found in the soil as carbon-based compounds such as carbohydrates and proteins, 
only rarely as pure carbon from burnt material (Hall 2008). About third of global SOC stocks 
are in forests, third in grasslands and savannas and the rest in wetlands, croplands and other 
biomes (Janzen 2004).  
Highest SOC levels can be found from the cold and wet northern latitudes, where 
decomposition is slower than the rate of photosynthesis. Warm and wet weather in tropics 
lead to high primary productivity and fast decomposition resulting in medium levels of SOC, 
whereas arid areas with low primary productivity have low levels of SOC (Ontl & Schulte 
2012, Scharlemann et al. 2014). In a local scale, there are many factors affecting the levels 
of SOC, including soil texture, minerology, and erosion and deposition processes (Ontl & 
Schulte 2012), as well as topography (Cardinael et al. 2017) and soil type (Zhao et al. 2006). 
SOC should not be mixed with soil organic matter (SOM), but is a part of it. SOM is a larger 
concept that includes all organic material in the soil from fresh plant residues to highly 
decomposed humus and the amount of SOC is thus naturally highly correlated with the 
amount of SOM (Ontl & Schulte 2012). 
Soil organic matter is a key component of a healthy soil as it contains nutrients and increases 
the retention of water, improves the overall structure of the soil and reduces erosion. High 
SOM and thus SOC levels therefore result in better food productivity of the soil by providing 
nutrients and water (FAO and ITPS 2018, Ontl & Schulte 2012). 
2.1.1 Global carbon pools and the carbon circle 
With approximately 1500-2000 Pg of carbon in various forms in the depth of 1 m, soil is the 
largest actively cycling terrestrial pool of carbon, compared to about 785 Pg C in the 




(Janzen 2004, Scharlemann et al. 2014). The largest carbon reservoir is still in the oceans 
with about 39 000 Pg C, mainly in the deep seabed layers and not actively circulating (Janzen 
2004).  
  
Most of the global SOC is stored at the northern latitudes where slow decomposing 
conditions allow carbon to accumulate (Scharlemann et al. 2014), with largest reservoirs in 
the permafrost regions of Russia and Canada (Figure 1. Global SOC distribution in 30 cm depth 
(FAO and ITPS )Figure 1) (FAO and ITPS 2018).  
All carbon pools are connected, and carbon circulates between them in various ways. 
Vegetation is the gateway between atmospheric CO2 and terrestrial biomass via 
photosynthesis, which binds about 120 Pg C from the atmosphere to vegetation per year, 
although about 50 % of that is released back very soon by plant respiration (Janzen 2004). 
From vegetation, carbon is transferred to fauna by consumption and to soil by 
decomposition of living organisms (FAO and ITPS 2018, Janzen 2004). Meanwhile, fire and 
heterotrophic respiration by soil microorganisms return approximately 60 Pg C per year 
back to atmosphere as CO2 thus closing the circle (Janzen 2004). In oceans carbon circulates 
mainly between the atmosphere and the surface water whereas the deep ocean reservoirs 




are more stable and are affected for example by several water-mixing effects and sinking of 
dead organisms and fecal pellets (Post et al. 1990). 
 
 
2.1.2 Human influence 
The exponential growth of human population has been impacting the global carbon cycle 
by increasing the amount of CO2  in the atmosphere since the industrial revolution (Ontl & 
Schulte 2012). Carbon inputs to atmosphere are caused mainly by burning of fossil fuels and 
changes in land use (Janzen 2004), with about two thirds caused by the former and one 
third by the latter (Lal 2004). According to Lal (2004), land use conversion from natural 
vegetation to agricultural landscapes in temperate regions can cause a depletion of SOC 
pool by 60%, and over 75% in the tropics. Conversion in arid and semi-arid regions from 
natural land use to croplands can, however conversely increase the amount of SOC (Ramesh 
et al. 2019).  




Thus, the expansion of agriculture has had the highest impact on SOC levels with worldwide 
cultivated areas quadrupled between years 1850-1990, reducing forests by 17%, mostly in 
the tropics (Houghton 1999). Agriculture reduces and redirects the carbon stocks not only 
by removing the original biomass (e.g. forests) binding the carbon but also by constantly 
taking away the C absorbed into the crops by photosynthesis as yield, as illustrated by 
Janzen (2004). This combined with the even severe problem of burning fossil fuels in the 
last century has led to the imbalance in the global carbon cycle where rising CO2  levels in 
the atmosphere are causing warming temperatures and climate change all around the globe 
(Ontl & Schulte 2012). 
2.1.3 Carbon sequestration 
There are various means to improve SOC levels, such as better crop management practices, 
afforestation, agroforestry and conservation planning, to name a few (Janzen 2004, Lal 
2004, Scharlemann et al. 2014, Ramesh et al. 2019). These means are collectively called soil 
carbon sequestration, which implies transferring atmospheric CO2  into soil/biomass as a 
long-living pools that are not immediately returned (Lal 2004). As such, soil sequestration is 
a natural process, but as previously illustrated, humans have distorted the rate of carbon 
stored/carbon released and hence reviving actions are needed. According to Lal (2004), the 
potential soil carbon sink capacity of managed ecosystems is close to the cumulative historic 
losses at 55 – 78 Gt. In addition to the potential capacity, soil carbon sequestration has been 
seen as a good option because of its cost effectiveness and its positive effects on soil along 
with the stored carbon, e.g. better soil fertility and biodiversity (Janzen 2004). Most 
management practices are directed to agriculture, since it has had the greatest impact on 
SOC losses but also because improving SOC levels is profitable for the soils under cultivation. 
The practices can be divided to preserving actions that reduce the loss of C in soil and adding 
actions that increase the amount of C by inputs. Reducing practices include reduced tillage 
or no tillage, erosion control, agroforestry and diverse cropping systems, while adding 
actions can be e.g. the input of manure, compost and other fertilizers or management of 





Even though in many cases these management practices offer a win-win resolution in terms 
of storing C and soil productivity/overall soil well-being, there are still many challenges and 
uncertainties linked to soil carbon sequestration.  
First of all, monitoring the stocks is proven to be quite challenging. Global SOC estimates 
have large variation between studies, e.g. Todd-Brown et al. (2013) compared 11 models 
with a range of 510-3040 Pg C for global soil carbon stock. As there are numerous factors 
affecting the carbon stabilization mechanisms in soil, from natural conditions like 
temperature, rainfall and topography to many human activities from fertilizing to land use 
modifications, it is still not well understood how these all function together (Ramesh et al. 
2019, Janzen 2004). Janzen (2004) adds, that it’s difficult to show what exactly is then 
reason behind the changes in SOC levels when they occur, and questions our ability to 
measure the gains/losses in short temporal scale (e.g. a year).  
The potential of soil C sequestration is also limited and can be achieved in 20 to 50 years 
and thus cannot be seen as long term solution to rising CO2  levels (Lal 2004, Janzen 2004). 
The use of site suitable practices is crucial to achieve the best results and to avoid unwanted 
setbacks like acidification (Scharlemann et al. 2014) or increased CO2  emissions (Ramesh et 
al. 2019). Global hotspots where actions are most needed are located in the tropical 
regions, which account for almost all of the carbon losses of recent decades (Houghton 
1999). These regions are also in many cases lacking in institutions, infrastructure and 
resources to focus on soil sequestering as an issue (Lal 2004).  
All these combined with the uncertain effect of the ongoing climate change and population 
growth to the global carbon cycle and SOC stocks and fluxes create a need to keep studying 
and improving our models and estimates on the subject (Scharlemann et al. 2014, Janzen 
2004). 
2.2 Remote sensing and imaging spectroscopy 
Remote sensing (RS) is defined as “the measurement or acquisition of information of some 




intimate contact with the object or phenomenon under study” by the American Society for 
Photogrammetry and Remote Sensing (Jensen 2009). According to this definition, the 
distance of “remote” is not defined and thus close-up images taken with mobile phone can 
be interpreted as remote sensing data as well as satellite images. Commonly RS however 
refers to image data collected with a sensor mounted on e.g. Unmanned Aerial Vehicle 
(UAV), aircraft or satellite, as defined by Richards (1999).  
2.2.1 Principles of remote sensing 
Regardless of the scale the principle is the same, where most of the remote sensing sensors 
record electromagnetic radiation (EMR) emitted by or reflected from the subject of study 
(Jensen 2009). More precisely, RS sensors measure radiance (Lʎ), which is the radiant 
intensity per unit of projected source area in a specified direction, measured as watts per 
meter squared per steradian (W m-2 sr-1). (Jensen 2009)  
Remotely sensed image is constructed with sensor detectors that are electrically charged 
by the incoming light by an amount directly related to the incident radiant energy. These 
charges are converted to digital brightness values representing the radiance received by the 
sensor from the instantaneous field of view (IFOV), that we can observe as an image. Most 
common digital sensors are charge-coupled device (CCD) and complementary metal oxide 
semiconductor (CMOS). (Jensen 2009). 
2.2.1.1 Push broom and Whisk broom scanners 
Two most common sensor system types at least in satellites and aircrafts are push broom 
and whisk broom scanners (L3Harris Geospatial. 2020). The names refer to the way the data 
is collected.  
In whisk broom (or across track) scanners, a mirror rotating perpendicular to the moving 
direction scans the target area one pixel at a time and reflects the incoming light to just one 




Push broom (or along track) sensors have a dedicated detector for each pixel along track, 
forming a linear array of detectors. (Jensen 1996). This allows the simultaneous scanning of 
the whole row of pixels (“pushbrooming” the image) and thus longer exposure time for each 
pixel to get a stronger signal of the incoming radiance (Figure 3)(L3Harris Geospatial. 2020). 
2.2.1.2 Passive and active sensors 
Sensors are also divided to passive sensors (most satellites, cameras, video recorders etc.), 
that record the reflected or emitted EMR produced by some external source, usually the 
sun, and active sensors which transmit artificial EMR and record the backscatter of the sent 
energy after it has interacted with the terrain under study (Jensen 2009).  Examples of active 
sensing methods are Radio Detection and Ranging (RADAR, transmits and receives 
microwave energy), Light Detection and Ranging (LiDAR, transmits and measures laser 
pulses) and Sound Navigation Ranging (SONAR, emits sound waves and records echoes). 
Figure 3 Whiskbroom and pushbroom scanners. Hyperspectral systems use spectrometers or prisms 
to further disperse the incoming light to linear or area arrays with as many elements as there are 




2.2.1.3 Spectral range and resolution 
RS sensors differ also in their ability to differentiate the electromagnetic spectrum. Spectral 
range or wavelength range is the range where the sensor operates on the spectrum, e.g. 
normal cameras usually use the visible light from 400 to 700 nm to form a picture with three 
different bands (red, green and blue). Most modern remote sensing sensors are 
multispectral, which means that they are able to record energy in multiple more specific 
bands of the spectrum from visible light to microwave (Richards & Richards 1999). 
  
Spectral resolution refers to the number and width of the bands that the RS instrument is 
sensitive to. For example, the Landsat 7 Enhanced Thematic Mapper satellite sensor system 
records data in 8 bands with a spectral resolution of 150 nm in band 4 (from 750 – 900 nm), 
meaning the band 4 is sensitive to EMR in the range of 750 -900 nm. (Jensen 2009).  




2.2.2 Imaging spectrometers 
Hyperspectral sensors, also called as imaging spectrometers, can record hundreds of bands 
with a very narrow spectral resolution, for example 7 nm as in Specim IQ, producing a 
complete spectra for each element (smallest separable object) of the acquired image, in the 
spectral range of the sensor (Richards & Richards 1999) (Figure 5). This can be utilized to 
study different materials very precisely as many materials and chemicals have very small 
spectral absorption windows of 20 – 40 nm, which can be used to identify these materials 
and also provide information about the state of the material (Jensen 2009). Before 
analyzations, the at-sensor radiance is usually transformed to reflectance, which is the ratio 
of incident radiance to the observed target and the reflected radiance captured by the 
sensor. Reflectance spectrums are comparable regardless of the effects of current lighting, 
absorption and scattering effects, but require data of the current conditions to be gathered 
along the imaging. (Jensen 2009) 
 
Figure 5. Example percentage reflectance curves of agricultural soils from Taita 




Most imaging spectrometers are passive pushbroom or whiskbroom sensors, where the 
radiant flux entering the sensor is passed to a spectrometer, which disperses it onto a linear 
or area array of detectors (Jensen 2009) (Figure 3). Each detector in the array is dedicated 
to a specific spectral band and thus each image element is saved in as many spectral bands 
as there are detector elements in the sensor (Jensen 2009). In pushbroom sensors, there 
are as many linear arrays of detectors as there are pixels in the image. 
Hyperspectral images are commonly called as data cubes as in addition of the two 
traditional dimensions of 2D image, the spectral bands form a third dimension (Figure 6). 
Downside of three-dimensional hyperspectral data is its size, as one data cube comprises of 
as many grayscale images as there are spectral bands. This sets a requirement for large 
amount of storage space and also powerful computers to effectively process the data. 
Especially satellite and airborne sensors also suffer from various radiometric distortions in 
the data caused by atmospheric effects and instrumentation errors (Richards & Richards 
1999) 
Figure 6. Specim IQ data cube with 512 x 512 rows and lines and 




2.3 Measuring SOC 
Large scale measuring of SOC stocks has been and is still challenging (Scharlemann et al. 
2014). Traditional methods for mapping SOC has been the collection and analysis of soil 
samples by carbon oxidization methods, which is time consuming and expensive since the 
number of samples needed is very high and the analyses require a lot of manual labor (Peón 
et al. 2017). Remote sensing and spectroscopy has been recognized as a substitute method 
especially for large scale mapping of topsoil SOC, but also for soil sample analyses with 
spectrometers (Scharlemann et al. 2014). 
2.3.1 Traditional methods 
Two most commonly used traditional methods for analyzing SOC content from soil samples 
are wet combustion and dry combustion.  
In wet combustion the samples are heated with a potassium dichromate-sulfuric acid-
phosphoric acid solution (K2Cr2O7-H2SO4-H3PO4) creating a temperature of 210°C to oxidize 
the organic matter into CO2  (Chatterjee et al. 2009). There are several modifications of wet 
combustion, with Walkley & Black (1934) being widely used due to its simplicity, rapidness 
and minimal requirement for equipment (Nelson & Sommers 1996). Wet combustion 
methods however do not usually manage to oxidize all present C from the sample, but the 
results need to be corrected by some factor, depending on variables such as soil type 
(Chatterjee et al. 2009). Thus, wet combustion methods are not very exact and the results 
should be considered as approximate (Nelson & Sommers 1996). 
Dry combustion methods use high temperatures to oxidize the soil carbon and measure the 
generated CO2  by either calculating the mass loss-on-ignition (LOI) or with automated 
analyzers able to measure the amount of CO2  (Chatterjee et al. 2009). LOI methods use 
temperatures of 500-550°C and require several hours of heating of oven-dried samples in a 
muffle furnace (Heiri et al. 2001). Automated dry oxidization analyzers, which are 
considered as the current standard method for SOC content determination, use very high 
temperatures (950-1150°C) to oxidize the samples. CO2  is then separated from other gases 




methods (Smith & Tabatabai 2003). This is the most rapid, precise and simple method to 
determine SOC content, but bear a downside as the analyzer devices are very expensive 
and thus not available for extensive use (Chatterjee et al. 2009). 
 
2.3.2 Soil spectroscopy  
Although not without difficulties, remote sensing and spectroscopy has already proven its 
potential as a substitute nondestructive method for SOC mapping. In laboratory conditions 
it comes close to be as precise as traditional laboratory analysis methods (Doetterl et al. 
2013, Aldana-Jague et al. 2016a). At the World Agroforestry center (ICRAF) in Nairobi, 
Kenya, spectroscopy is used as the main method for soil analysis (ICRAF. 2020) . Laboratory 
based hyperspectral imaging was also found to be the cheapest and most rapid alternative 
in comparison to wet chemistry and dry combustion by O’Rourke et al. (2011). 
Most studies have still focused on testing new methods and finding the best spectral 
response bands for SOC and other soil properties with laboratory spectrometers (Ben-Dor 
et al. 1997, Bartholomeus et al. 2008, Peng et al. 2014). Portable imaging spectrometers, 
which potentially offer better spatial coverage and better reference for airborne sensors, 
have also been tested as a substitute to traditional point spectrometers in laboratory and 
in field with promising results (Jung et al. 2015, Steffens & Buddenbaum 2013). Controlled 
laboratory-based measurements with high level spectrometers have laid important 
understanding of the spectral principles of soil and its constituents that can be used in 
developing larger scale spectral applications in addition to offering rapid and relatively 
inexpensive laboratory analysis method (Ben-Dor et al. 1999). Spectrometers have also 
been used in field conditions with moderate results by e.g. Bayer et al. (2016) with a 
maximum R2 value of 0.62 for the field data predictions.  
In-field research and larger scale remote sensing mapping outside laboratory with airborne 
and satellite imaging hyperspectral sensors still has several limitations e.g. atmospheric 
absorption, illumination variations and the low signal-to-noise ratio of the sensors (Peón et 




moisture and soil roughness, and the remote sensed data needs to be calibrated to the 
current conditions and usually still requires soil samples from the area (Aldana-Jague et al. 
2016a). Vegetation and other physical obstructions further complicate or completely 
prevent the use of remote sensing for studying soil properties where the soil is partly or 
completely covered (Jensen 2009). Upon these issues are taken into account by image 
processing and calibrating the data with proper reference data, remote sensing has been 
proven to be a relatively cheap and fast substitute for developing large scale SOC maps 
(Peón et al. 2017). Best areas to utilize airborne remote sensing for SOC monitoring have 
been found in agricultural lands where the soil is uncovered, and monitoring is needed. 
Stevens et al. (2010) employed aerial hyperspectral imagery captured from airplane to map 
SOC in Luxemburg croplands with promising results, although noting that the models were 
mostly regional. Hbirkou et al. (2012) and Bayer et al. (2016) both used HyMap sensor in 
their SOC studies with slightly varying results, the R2 values ranging from 0.83 to 0.62).  
Although lot of research has been done, consensus among scientists is that the potential of 
imaging spectroscopy (IS) for soil studies has not been reached (Ben-Dor et al. 2009). The 
most promising applications of IS would be in the field for mapping the spatial variability 
and changes of SOC, as well as for precision agriculture (Morgan et al. 2009), but this 
requires more research on new methods and improved models to reach the possible 
potential. 
2.3.2.1 Soil spectral properties 
The spectral reflectance of soils is affected by several factors, which include in addition to 
the carbon content, texture, moisture content, iron-oxide content, salinity and surface 
roughness (Jensen 2009). This sometimes complicates the spectral analysis of soil, because 
some of these factors have very similar effects. For instance, the general relation between 
SOC and reflectance in the visible spectrum is that reflectance decreases with more organic 
content (Ben-Dor et al. 1997). Moisture content has the same effect, where more moisture 
leads to more absorbed energy and thus smaller reflectance (Jensen 2009). This naturally is 
problematic especially in field conditions with different moisture levels, as noted by Morgan 




bands where these properties can be separated. Most soil properties, including SOC, can be 
studied in the VIS-NIR-SWIR (Visible - Near-Infrared - Short-wave-infrared) region from 0.4 
to 2.5 μm (Ben-Dor et al. 1999). 
Yang & Li (2013) suggest in their study that the main response of SOC is in VIS range but 
using the VIS-NIR spectrum produce better results in predictions. Ben-Dor (1999) agrees 
with this stating that VIS region is especially active in terms of SOC, but that SOC is also an 
important chromophore (material that absorbs incident radiation in discreet energy levels) in 
the whole NIR-SWIR region. Although the importance of the NIR and SWIR regions is widely 
approved when predicting SOC (Viscarra Rossel & Hicks 2015, Bartholomeus et al. 2008, 
Doetterl et al. 2013), moderate results have also been achieved with using more reduced 
spectral range of 450-950 nm (Jung et al. 2015). Viscarra Rossel et al. (2006) found good 
correlation between SOC and bands 410, 570 and 660 nm in the VIS spectrum, and no 
difference in using only VIS spectrum (400 - 795 nm) versus using only NIR spectrum (810 -  
2400 nm) alone, although the combined use of VIS-NIR-MIR spectrum produced better 
results. 
2.3.2.2 Multivariate methods for SOC prediction 
Quantitative prediction of soil properties such as OC by its spectral characteristics is based 
on Beer’s law, where it is assumed that there is a relationship between spectrometric 
response and the concentration of a material in the studied sample (Gobrecht et al. 2014). 
Even though Beer’s law is the underlying theory behind spectral analysis, it is not regularly 
used as itself, rather the response of soil attributes are discerned from the spectrum with 
various statistical methods (Rossel et al. 2006). These include many multivariate methods 
from basic multiple linear regression (Nanni & Demattê 2006) to support vector machine 
regression (Peng et al. 2014), but the most used are partial least-squares regression (PLSR) 
and principal component analysis (PCA) (Vasques et al. 2008). 
PLSR was found to be the most consistent and best in a comparison of different modeling 
methods for SOC by Vasques et al. (Vasques et al. 2008). The strength of PLSR and PCA 




by projecting them into new low-dimensional space of latent variables (Wold, S. & Sjöström 





3 Study area 
3.1 Taita Hills 
The soil samples were collected in Taita Hills in Taita Taveta County located in southeastern 
Kenya south from the equator by 3 degrees. The area can be roughly divided to dry lowland 
plains at an altitude from 400 to 1000 meters above sea level and highlands with diverse 
land cover from shrubland to indigenous montane forests up to 2200 meters (Pellikka, Petri 
KE et al. 2013).  
The Taita Hills area is surrounded by Tsavo National Parks in the lowlands. The hills are a 
part of the Eastern Arc mountain chain which dates to the Precambrian period and are 
classified as one of the world’s 34 most important biodiversity hotspots with many endemic 
and endangered species of flora and fauna (Myers et al. 2000)  




Following the influence of the Inter-Tropical Convergence Zone (ITCZ), the area experiences 
two rainy seasons, from March to June and from October to December. The annual rainfall 
ranges between 800-900 mm in the lowlands (Mwatate) to 1300-1400 mm in the hills 
(Mwalusepo et al. 2016). Due to favorable conditions, the hills are intensively cultivated, 
and remnants indigenous forests can only be found in small patches in the highland from 
e.g. Yale and Ngangao. The area of the indigenous forests has decreased  by 50% from the 
year 1955 to 2004 although the total forest cover however has not decreased as drastically 
(only 2%) because of plantations of exotic species like eucalyptus (Pellikka, Petri K. E. et al. 
2009).  
The population of Taita-Taveta county has increased from 90 000 persons in 1962 to 
340 000 in 2019, which is evidently the main reason for the loss of the indigenous montane 
forests (Pellikka, PKE et al. 2018), as the main livelihood in the area is agriculture. In the 
highlands, agriculture is intensive, but farm sizes are less than 0.5 ha, while in the lowlands 
farm size average is several hectares. (Autio et al. 2020). In the humid hills the soils are poor 
in nutrients, while in the dry lowlands the nutrient level is high (Jaetzold, Schmidt et al. 
1983). 
3.2 Soils in the area 
Similarly as land cover and vegetation zones, soils in Taita Hills and the surrounding foothills 
and plains follow the patterns of topography. Following the soil classifications of the Farm 
Management Handbook of Kenya (Jaetzold et al. 1983), most parts of the lowland plains are 
covered with rhodic Ferrasols (PnF 1) (Figure 8), a well-drained, low fertility soil with dusky 
to dark red color. High fertility Fluvisols (AA 4) can be found in the lowlands around the 
alluvial plains. The foothill slopes form a zone of low fertility soils of type FU 2 around the 
hills. These are well drained dark red Ferrasols, Arenosols and Luvisols. The smaller hills in 
the lowlands are covered with a varying fertility HU 2 soil type, which varies between 
Regosols and Cambisols. The highlands of Taita Hills are mostly dominated by a moderate 
to high fertility Cambisols, Nitisols and Regosols of type MU 2. They are well drained and 
moderately deep reddish brown to brown soils with a distinct humic layer. The soils in the 




moderately steep slopes to more fertile humic Rankers and Cambisols (UUC 3) in the 
montane forests.  
Topography and land cover are also the main factors affecting soil organic carbon (SOC) 
stocks in the area, as demonstrated in the research by Njeru et al. (2017). The general trend 
shows increasing amount of SOC from lower altitudes to higher, although there were 
varying values within plots in the same altitude level. Expectedly, largest SOC stocks 
resulted from the forests on top of the hills, where cold and wet soils limit the 
decomposition process allowing the accumulation of organic matter. These areas also have 
the largest above ground biomass (AGB) and above ground carbon density (AGC) in the 
region (Pellikka, PKE et al. 2018) leading to greater inputs of carbon to the soil. The plots 
Figure 8. Soil map of the study area within the Taita Hills 




within mango trees (Mangifera indica) were found to have the least SOC according to Njeru 
(2017). In general, natural land cover, such as forests and bushlands, have greater SOC 




4 Materials & methods 
4.1 Specim IQ 
The hyperspectral data was imaged applying Specim IQ portable hyperspectral camera. The 
device weights 1.3 kilograms and with a size of 207 x 91 x 74 mm it is suitable for field 
measurements and dynamic imaging. The spectral range is 400-1000 nm with 7 nm spectral 
resolution and 204 spectral bands with almost 60 % overlap between adjacent bands. It has 
a line scanning pushbroom with CMOS sensor, while the image size is 512 x 512 pixels 
resulting to 512 x 512 x 204 data cubes where the first two dimensions are spatial and the 
third is spectral (Behmann et al. 2018).  
 
IQ records three data cubes with one containing the raw intensity data and the two others 
are a dark frame and a white reference. Dark frame and the white reference are used for 
transforming the raw intensity data to reflectance to lose the effects of the illumination and 
other imaging conditions to get comparable measurements (Specim IQ manual. ).  




Previous research with IQ has focused on plant health and physiology monitoring (Barreto 
et al. 2020, Alt et al. 2020), plant phenotyping (Behmann et al. 2018) and geological 
applications (Derron & Jaboyedoff 2019, Kruglikov et al. 2019). 
4.2 Field work 
4.2.1 Sampling strategy 
The sampling strategy has two principles. First, in order to study the levels of SOC in an 
altitudinal gradient and various land cover types, the samples were collected from lowlands 
around Mwatate at 800 m a.s.l. along a transect ending to montane forest of Vuria at 2100 
m a.s.l. Second, for the development of the analysis method applying IS, an asset of samples 
of varying SOC levels were needed, which again required a comprehensive sampling of the 
soils from the area. The main application of the results is agricultural soil monitoring, thus 
samples from agricultural lands and soils were well represented in the sampling. SOC has 
been studied in the area previously by Njeru et al. (2017), and similar sampling strategy and 
plotting sites were used in this study enabling the comparison and validation of results of 
the carbon analyses. The plot sites (roughly one hectare areas) are located close to the main 
road from the town of Mwatate in the lowlands (   ̴800 m) to the top of Vuria mountain (   ̴
2200 m) in an approximately 2km wide and 48 km long transect, with some additional plots 
at the Teita sisal plantation (Wachiye et al. 2020, Vuorinne 2020) close to Mwatate in the 
lowlands. 3 to 6 samples were collected from each plotting site to cover the variation of 
land cover in the site. The samples were classified to five land cover types from natural 
shrubland (n=17) and forest (n=32) to agricultural field (n=59), agroforestry (n=39) and sisal 
(n=44) with a total number of 191 samples (Figure 7. Research site in Taita Hills, Kenya and the 
study plots.Figure 7). 
4.2.2 Sampling 
Three soil cores from the depth of 20 cm were collected for each sample, within one square 
meter area using a soil auger. The three cores were sieved at the plot with a 2mm sieve net, 
mixed together and then stored in 0.5 l plastic bag (100-200 grams of soil per sample). The 




approximate center of the three drill holes. Soil moisture and temperature were also 
measured, but these data were not used in this study due to low quality. 
 
 
The 10-day field campaign in late August 2019 was interrupted by rain for few days, 
hampering the soil moisture measurements as well as imaging of the samples in the field as 
moisture affects the soil color.  
In order to transport the samples to University of Helsinki in Finland for carbon analysis and 
laboratory imaging each sample was reduced to 60-100 grams, because of the limits of the 
exporting license. 
4.2.3 Field imaging 
The samples were imaged in field conditions at the Taita research station within a few days 
from the field sampling under diffuse or direct solar illumination conditions. Specim IQ was 
Figure 10. Research assistant Darius Kimuzi of Taita Research Station collecting and sieving the sample. 




attached on a tripod at about 45cm in height over the sample placed on a 10cm diameter 
petri dish. All the samples from the sisal plantation were not imaged in field conditions due 
to time constraint. 
IQ was used in the default recording mode with the white reference board placed with the 
sample in each image. Varying lighting conditions from partly cloudy sky to direct sunlight 
and occasional rains expectedly affected the field imaging. Sometimes the lighting changed 
during the 30-40 second scanning time from diffuse radiation to varying levels of cloud 
cover. Under direct sunlight the samples or the white reference board saturated easily, 
although good illumination enabled scanning times of few second quickening the imaging 
process. The above-mentioned conditions are normal situation in field imaging in Africa. 
4.3 Laboratory work 
4.3.1 Sample preparations 
The samples were oven dried in opened plastic bags in 40 degrees Celsius at soil laboratory 
of the Department of Forest Sciences of the University of Helsinki. Most samples were in 
the oven for four days, but a few samples required six days to make sure that all the 
moisture was evaporated from all samples.  
For the carbon and nitrogen analyses three small spoonfuls of soil from each sample was 
grinded using a stone mortar and muscle power and stored separately in small paper 
envelopes. These sub-samples were used for carbon and nitrogen analyses only, while the 
samples that were imaged were no further preprocessed after drying them in the oven. The 
grinding took 4 days since all the equipment needed to be cleaned with ethanol between 
each sample to avoid sample contamination.  
 
4.3.2 Carbon and nitrogen analyses 
Carbon and nitrogen analyses were conducted with a Leco CN828 automated dry 
oxidization analyzer. For each sample, about 300 milligrams of soil was weighted inside a 




but up to 30 samples could be queued in the device so no time for preparations was needed 
between analyses.  Analyzing all the samples took 2 days and the results were automatically 
exported to excel. Average SOC content of the samples in this dataset was 2.36%, with 
minimum of 0.29%, maximum of 14.6% and a standard deviation of 2.68 (Table 1). As 
expected, the spatial distribution of SOC values changed along the altitudinal gradient 
representing low SOC contents in the lowlands and high contents in the highlands, and 
especially in the forests (Figure 11). 
Table 1. Carbon and nitrogen analysis results. 
 
 
The measured SOC values per land cover type are shown in Table 2. Forest samples have the 
highest SOC values as well as variation in SOC content, whereas sisal samples have low 
average SOC and low variation, although the range in sisal samples is very similar with 
shrubland samples. Similarly with forests, field samples have also high SOC and high 
standard deviation. 
Table 2. Measured SOC content in various land cover types. 
    SOC (%)       
Plot type n samples Avg Min  Max Stdv 
agroforestry 39 2,07 0,40 3,91 0,88 
field 59 2,19 0,29 10,70 1,59 
forest 32 5,51 0,51 14,60 3,43 
shrubland 17 1,57 0,42 2,83 0,76 
sisal 44 0,92 0,42 2,34 0,37 
All 191 2,37 0,29 14,60 2,27 
Parameter Mean Min Max Stdv 
SOC (%) 2,364 0,292 14,600 2,268 





4.3.3 Laboratory imaging 
The Specim IQ laboratory images of the soil samples were taken under supervised and 
stable conditions at the Department of Forest Sciences of the University of Helsinki. The 
setup included two 150 W halogen illumination sources and KAISER RS 1 imaging stand. The 
Figure 11. Soil organic carbon values resulted from the carbon content analysis. 
The carbon content is higher in the higher elevations, in which the vegetation 




camera was attached to the stand at an imaging height of 30 cm over the sample and the 
lights were set to 45 degrees angle on a 40-50 cm distance to the sample (Figure 12).  The 
samples were imaged in a random order in 10 sample groups. The 10 samples were poured 
into 10 cm diameter petri dishes and imaged one at a time under the imaging stand. 
Between samples the petri dishes were cleaned to avoid sample contamination. Because of 
stable illumination conditions, Specim IQ was used in the custom white reference mode 
where the white reference for reflectance transformation is saved prior to the actual 
sample images instead of including it in every image and selecting the white reference area 
after each scan like done in the field imaging under varying illumination conditions. The 
saved white reference is used for all samples automatically thus removing one step from 
the imaging process. This method can only be used in stable lighting conditions in the 
laboratory.   




4.3.4 Image pre-processing & extracting the spectra 
Since the Specim IQ default recording mode saves reflectance transformed data in addition 
to the raw spectrum, no additional transformations were used. The data however required 
other pre-processing steps represented in Figure 13.  
Figure 13. Image processing steps before analyses. Three datasets were formed, one with image mean 





4.3.5 Cropping the sample area 
The soil sample was cropped from the images to include only soil. However, as the samples 
were not placed in the same spot in each image, an image recognition HoughCircles 
algorithm from python library cv2 was applied to find the petri dish. This worked surprisingly 
well, but the images taken on 9.12.2019 gave more trouble in finding the sample circle. 
With the HoughCircles algorithm it was possible to extract the sample centers with enough 
precision to crop a 154x154 pixel rectangle inside the circular sample resulting in the end a 
154 x 154 x 204 matrix for each sample (Figure 14).  
4.3.6 Sample average, sub-image and reduced sub-image datasets 
With 154 x 154 spectrums gained with Specim IQ and only one corresponding carbon value 
from the dry oxidization analyses per sample, there is a large amount of redundant 
information in the spectrums since it is impossible to assess how a singular spectrum is 
Figure 14. Visualization of original Specim IQ image of sample 099 and a 154 




related to the SOC content. The spectral data was therefore averaged to three different 
datasets of mean spectrums. 
The first data set contains the sample mean spectrums in a 191x204 X matrix where the 
spectral data is reduced to one spectrum per sample as a mean of the 154x154 spectrums. 
For this a corresponding y-matrix of carbon values was formed with a shape of 191x1.  
Because a lot of information is lost in averaging the whole sample spectrum, two sub-image 
datasets were also generated.  
For the second dataset the cropped sample images were segmented to 36 sub-images with 
a 6x6 grid where each grid cell covers 25x25 pixels (Figure 15). For this the images were 
reduced to 150x150 pixels for simpler division. 
  
From the sub-images a 6876x204 X-matrix was formed where each sample is represented 
36 times as a mean of the 25x25 pixel sub-image spectrum. For this a corresponding y-





matrix of carbon values with a shape of 6876x1 was also formed, where each carbon value 
is represented 36 times. 
The third data set is a reduced version of the sub-image set, with 6 outlier mean spectrums 
dropped from each sample. The outliers were found by calculating the total intensity of 
each sub-image cell as the sum of the reflectance values R of all bands n=204 (eq 1.). These 
intensities were sorted and three cells with the lowest and three cells with the highest 
intensity were dropped out from each sample. This resulted in 30 subsamples per field 
sample and as 5730x204 X-matrix (Figure 16). Again, a corresponding y-matrix of carbon 
values with a shape of 5730x1 was formed where each carbon value is represented 30 
times. 
 
𝐼 =  ∑ 𝑅     (eq. 1) 




4.4 Quality assessment 
Quality assessment was performed only for the sample average dataset, since it’s safe to 
assume that if the spectrum of an image would be disturbed, it would affect the whole 
image and not just part of it, as the imaging conditions were controlled and stable. Some 
assumably sensor-based disturbance was found from edges of the spectrum, and also in the 
blue bands of visual spectrum and the last infrared bands (Figure 17). No particular error 
was found from the data imaged on 9.12.2019, and the difficulties with this data during 
sample area detection was likely because of small focusing error while imaging. The 
disturbed edge bands were dropped out before running the models. 
 
 
4.5 Data pre-processing 
The noisy bands from the edges of the spectrum were removed before implementing the 
models. After removing the first 12 bands in the blue region of visible spectrum and the last 
10 bands of the NIR spectrum, the spectral range was reduced to 440-972 nm with 182 
spectral bands. 
Figure 17 Mean reflectance spectra of all samples. The sudden rise in reflectance on the early blue bands as 




The spectral data (X) was also centered with a standard normal variate correction (eq 2.) to 
get a mean of 0 and standard deviation of 1 for each sample spectra (Figure 18), by first 
subtracting the mean of each spectra from itself and then dividing it by its standard 
deviation: 
( )
  (eq 2.) 
 
As a result noise is reduced in the data and equal prior importance for each band in the 
analysis is given (Wold, S. & Sjöström & Eriksson 2001a). 
Finally before running the models, the X and Y data was split to training and testing datasets 
by having 30% of the samples as test set and 70% as training set ending to 133 training 
samples and 58 testing samples. Since no stratified sampling method was used in splitting 
of data, the bearing of the split could be significant since the number of samples (n=191) is 
not very high. For this reason, 50 iterations of model building was conducted with different 
seeds for the splitting algorithm and the results are averaged from these. 




4.6 Field data 
 Due to poor imaging conditions, the field imaging results had lot of disturbance especially 
in the NIR region (Figure 19). Some images were also completely unusable, and their spectra 
could not be extracted. In addition to missing images from some sisal plantation samples, 
the usable field data set included in the end 168 sample spectrums. Only one dataset was 
formed and tested from the field data, containing the sample average spectrums. The 
noisiest bands in the spectrum edges were dropped from the dataset leaving 165 bands to 
be used in the models. 
 
4.7 Multivariate methods 
Two different multivariate approaches were used. Partial least squares regression was 
chosen for its broad use and good performance in previous studies (Jung et al. 2015, Rossel 
et al. 2006, Vasques et al. 2008). Lasso regression was applied for its ability to handle 
multiple collinear features. No previous hyperspectral research concerning SOC or other soil 
properties utilizing lasso regression was found, although e.g Lazaridis et al. (2011) 




concluded it to perform equally with PLSR in their tree mortality related research with 
satellite data. 
All models used here start with matrices X and Y with the shapes of X = (𝑛 × 𝑘)  and Y = 
(𝑛 × 𝑚), where n is the number of samples/observations, k is the number of explaining 
variables (bands in this case) and m is the number of response variables, which the model 
aims to predict. Since SOC is the only response variable here, Y  is a column matrix of shape 
(𝑛 × 1). Both PLS and Lasso are linear models based on multiple linear regression (MLR) 
which in the end predicts Y as (Dyar et al. 2012): 
yi =  (eq 3.) 
Here β0 is the intercept and βn are the regression coefficients for parameters Xin. The 
coefficients are determined by ordinary least squares (OLS) estimation. 
All models were implemented in Python 3.7 using the models from scikit-learn library, see 
the model building workflow from Figure 20 . 
4.7.1 Partial least squares regression (PLSR) 
PLSR, introduced by Herman Wold in the 1970’s (Wold, S. & Sjöström & Eriksson 2001b), is 
a standard tool in chemometrics and widely used in spectroscopy for its ability to handle 
multicollinear data  with a large number of variables (Vasques et al. 2008).  
PLSR is closely related to principal components regression (PCR), which is used to reduce 
the dimensionality of collinear data by finding new lower number of variables that 
represent the variability in the original data (Martens & Naes 1992). Whereas PCR forms 
the new components from features X so, that variance between each component is 
maximized, PLSR uses also the response data Y in the decomposition of X to find latent 
features that are important in predicting Y. So instead of using X with k variables to predict 
Y, PLSR finds a matrix T = (𝑛 × 𝑎), where a < k, and represents the number latent variables 
(LV), and uses T for the predictions. Each column of T (t1, t2,…,ta) is a linear combination of 
the original X variables. The T variables are formed so, that the covariance between the 




most of the variation. More on how the LVs are calculated and a detailed description of 
PLSR, see Martens and Naes (1992). 
As previously mentioned, PLSR was implemented using scikit-learn Python libraries and 
functions. The optimal number of LVs was determined with an iterative leave-one-out cross 
validation process using the NIPALS algorithm (Wold, H. 1975) and the maximum number 
of LVs was set to be 40. For each number of LVs (1-40), a PLS model is created and then fed 
to sklearn cross_val_predict function along with the training X and Y data. The function runs 
a five-fold cross validation, meaning it splits the data into five equally sized (or close to 
equal) data sets and then uses four of these datasets to fit the PLS model, and predicts 
values for the remaining set. This is repeated until all samples are predicted once, and this 
is also repeated for all PLS models with 1-40 LVs. The optimal number of LVs is then 
determined by the minimum mean squared error (MSE) of the CV predictions. The used 
functions can be found in Appendix 1. 
4.7.2 Lasso regression 
Least absolute shrinkage and selection operator (Lasso) is a regularization technique for 
multiple linear regression that is used to balance the bias-variance trade off of the model 
by shrinking the coefficients and thus to reduce overfitting of the model (Tibshirani 1996). 
It is closely related to another regularization technique, Ridge regression, with the 
difference that Lasso can shrink coefficients to be exactly 0 and consequently performs also 
variable selection. 
Lasso shrinks the coefficients by setting a penalizing term to the residual sum of squares 
function (RSI) that is the basic estimation function for ordinary least squares regression 
(OLS). With standardized predictors xij and response values yi when i = 1, 2, …, N and j = 1, 
2, …, k, lasso aims to find coefficients βj to minimize 
 (eq 4.) 
, where 𝛼 ∑ 𝛽  is the penalizing term that is used for shrinking the coefficients. This 




equivalent to RSI. Conversely, if alpha is increased infinitely, all coefficients will shrink to 0. 
For in-depth description of lasso, see Tibshirani (1996). 
Lasso regression was implemented with Python and scikit-learn, as previously mentioned. 
The optimization only requires finding the optimal alpha value, which is determined 
similarly to the PLS implementation, that is by iteratively testing different alpha values with 
the cross_val_predict function and choosing the best value for alpha by the minimum MSE. 
4.8 Sub-image prediction considerations 
As the sub-image predictions end up with 36 or 30 estimates for carbon per sample, these 
predictions are averaged as a mean of these estimates to gain one prediction for each 
sample, since there is also only one reference value for each sample. For this it is also 
necessary to handle the train-test split in a way, that all sub images of one sample are placed 
in the same dataset, so that no sample is split between training and testing sets and the 
predictions are based on the whole sample and not just part of it. 
4.9 Model evaluation 
The model evaluations are based on root mean squared error (RMSE) and R2 score. These 
are widely used and make it easy to compare results with other research (Rossel et al. 2006). 
RMSE (Eq 4.) indicates the error between the predicted values and the measured values, it 
is always positive with values closer to 0 meaning a better performing model, and a value 
of 0 would mean a perfect model. It has the same unit as the values under evaluation and 
is thus easy to interpret.  
RMSE =   (eq 5.) 
R2 score or coefficient of determination describes the proportion of the variance that is 
explained by the model in the dependent variables. It varies between 0 and 1 with higher 
values indicating better model. Mathematically it is the ratio of explained variation in y and 
the total variation in y (eq 5.) 










5.1 Sample average spectrum models 
5.1.1 Overall model performance 
In general, the sample average models were able to predict SOC fairly well and with very 
similar results, although PLS results were slightly more constant (Table 3). The average root 
mean squared error (RMSE) of measured and predicted SOC for PLS models was 0.978 and 
0.967 for lasso with standard deviations (SD) of 0.124 and 0.136, respectively. Average R2 
scores were 0.77 for both PLS and lasso, with standard deviations of 0,06 and 0,11 
respectively. Maximum R2 scores were 0.89 for both models while the minimums varied a 
little more with 0.56 for PLS and 0.41 for lasso.  
Table 3 Performance statistics of SOC predictions and optimization results of average spectrum 
models after n=50 iterations with different train-test sets. Ncomp is the number of latent variables 
found by PLS regression, nbands is the number of significant bands found by lasso regression. Ncomp 
and nbands averages are presented as mode. 
 
5.1.2 Model optimization results 
The average number of components after the optimization for PLS models was 15, with 
relatively little variation (SD 2) and a minimum of 10 components (Table 3). 
The alpha value in lasso regression was almost constantly optimized to 0,0000562 ending up 
with an average number of 29 selected significant bands (with a regression coefficient 
higher than 0). With lasso bands there was however somewhat higher variation compared 
    PLS regression     Lasso regression     
Statistic   RMSE R2 score ncomp   RMSE R2 score alpha nbands 
avg/mode   0,978 0,77 15   0,966 0,77 0,0000562 29 
stdv   0,124 0,09 2   0,136 0,11 0,0006025 8 
min   0,682 0,56 10   0,754 0,41 0,0000316 8 




to PLS components, with SD of 12 and a maximum number of 42 bands and a minimum of 
8 (Table 3).  
5.1.3 Indicative wavelengths 
As can be seen from Figure 21, lasso regression band selections were very constant 
especially with the high absolute value coefficients. Most important bands (ones with the 
highest absolute coefficient values) were found from the green/red transition region of the 
VIS spectrum around 600, 650 and 670 nm. In the infrared region there are a few constant 
important bandwidths around 750-775 nm and around 930 nm, but also quite a lot of 
inconsistency in the 930-970 nm region. In addition, there are few bandwidths of minor 
importance in the green and blue region of VIS spectrum and in the NIR at around 890 nm. 
Figure 21. Lasso band selection results for all 50 iterations of train-test sets. Bright red indicates low negative 
coefficient values whereas bright blue indicates high positive coefficients, shallow colors indicate coefficients 
with low absolute value and white areas are bands with 0 coefficient. Coefficient value represents the 




Coefficients extracted from the PLS models show similar results although the plot is not as 
interpretable as with lasso (Figure 22). These coefficients do not represent the actual 
components and are not used in prediction, but they tell about the relation between the X 
variables and the Y found by the model. While the plot is much noisier than Figure 21 of the 
lasso bands, same patterns and important wavelengths do stand out around the red region 
and in the early NIR bands. 
 
5.2 Sub-image models 
Optimizing the sub-image (SI) and reduced sub-image (RSI) models required very long 
processing times with the equipment in hand, so these models were only tested with three 
train-test splits. These splits were chosen by sample average model iteration results so that 
one poorly performing, one averagely performing and one well performing split was used.  
Figure 22. Coefficients extracted from the PLS models (n=50) indicating the relations between the X
(spectral bands) and Y (measured SOC) data found by the models. Bright red indicates low negative 
coefficient values whereas bright blue indicates high positive coefficients and shallow colors indicate 
coefficients with low absolute value. Coefficient values represent the magnitude of correlation with the 




In Figure 23 are the prediction results of the average performing split with PLS and Lasso, 
and all three datasets (sample average, SI and RSI data).  
Figure 23. Model performance comparison of PLS and Lasso with sample average, subsample 
and reduced subsample datasets for predictiong SOC. Number of components used by PLS 
models here were 14,18 and 18 for sample average, sub-image and reduced sub-image model 






As can be seen from the plots and Table 4, using the sub-image data and reduced sub-image 
data in model optimization had a positive effect on the results in this case, especially with 
PSL models, raising the R2 score to 0.85 and a 0.1 improvement in RMSE. Lasso models 
performed very similarly with all datasets, although with very slight improvements when 
using the subsample data.  
 
All models seem to underestimate high SOC values while in the lower values the error is 
more evenly distributed as slight under- and overestimations. Sample average models tend 
to underestimate the predictions a bit more compared to SI and RSI models, although the 
STDV is closer to the measured data. SI and RSI models are free of the issue of predicting 
negative values and the prediction means for these models are really close to measured 
data mean (table 4.). Altogether there are no distinct outliers and all predictions are in a 
clear linear order. 
Prediction accuracy varied somewhat between samples from different plot types 
(agroforestry, field, forest, shrubland, sisal) with forest type samples being the most difficult 
to predict (Table 5). This is likely due to forest plots also having the largest variation and 
largest individual values of SOC. On average, agroforestry and shrubland samples are 
overestimated whereas samples from other plot types are underestimated. Shrubland 
SOC (%) prediction statistics Model evaluation
Model Mean Min Max Stdv RMSE R2 score
Measured SOC (%) 2,305 0,422 10,600 2,045 1,000 0,000
PLS 2,262 -0,631 8,772 1,975 0,895 0,809
PLS-SI 2,325 0,022 8,557 1,860 0,793 0,850
PLS-RSI 2,326 0,027 8,652 1,865 0,787 0,852
Lasso 2,268 -0,392 8,469 1,881 0,807 0,844
Lasso-SI 2,329 0,092 8,436 1,848 0,802 0,846
Lasso-RSI 2,326 0,094 8,495 1,849 0,797 0,848
Table 4. SOC prediction statistics of sample average, sub-image (SI) and reduced sub-image (RSI) 




samples have the best predictions results, it’s also however the smallest class with only 5 
predicted samples. 
Table 5. Measured and predicted SOC values (reduced sub-image PLSR) per plot type. Forest type 
plots have most difficulties in predictions with highest average absolute error, this can be explained 
with also the highest standard deviation of measured SOC values 
    Measured SOC(%) Predicted SOC(%) 
Plot type n samples Avg  Stdv Avg p Stdv p Avg abs error 
agroforestry 39 2,07 0,88 2,13 1,16 0,61 
field 59 2,19 1,59 2,12 1,48 0,67 
forest 32 5,51 3,43 5,49 2,82 1,16 
shrubland 17 1,57 0,76 1,89 1,03 0,52 
sisal 44 0,92 0,37 0,89 0,65 0,56 
              
All 191 2,37 2,27 2,38 2,15 0,70 
 
With the poorly performing train-test split and well performing train-test split there was no 
distinct impact in predictions using the subsample datasets, seeming that these results are 
affected highly by division of the dataset. 
In all cases with the subsample datasets the number of significant bands with a regression 
coefficient over 0 found by lasso models was much higher compared to sample average 
models. Models presented in Figure 23 and Table 4 reduced the number of bands to 81 and 
76 for SI model and RSI model respectively, compared to 28 bands used by the sample 
average model. The number of components in the PLS models were also slightly higher with 
18 components in the SI/RSI models compared to 15 components in the sample average 
model. This same pattern of higher number of components especially in lasso regression 
was also found in the models tested with different train-test splits. 
5.3 Field data models 
The field data models did not produce any reliable results as was expected due to quality of 




scores were substantially below 0.5 for PLS and lasso models for sample average data after 
50 iterations of model optimization with varying train-test splits. Average RMSE was 1.71 
and 1.65 for PLS and lasso respectively also indicating the low performance of these models 
(Table 6).  
Table 6. Performance statistics of SOC predictions and optimization results of field average spectrum 
models after n=50 iterations with different train-test sets. Ncomp is the number of latent variables 
found by PLS regression, nbands is the number of significant bands found by lasso regression. Ncomp 
and nbands averages are presented as mode. 
  PLS regression   Lasso regression   
Statistic RMSE R2 score ncomp RMSE R2 score nbands 
avg 1,710 0,35 7 1,657 0,41 17 
stdv 0,294 0,31 2 0,436 0,28 6 
min 1,193 -0,95 2 1,131 -0,64 3 
max 2,490 0,66 12 3,774 0,66 32 
 
The measured field moisture readings were not utilized in this work because some of the 
measurements were not very reliable due to rains during field work. The moisture content 
was also likely reduced before the imaging since there was usually at least a few days gap 






6.1 Modelling performance 
The overall performance of the models was good compared to other studies using small 
scale imaging spectrometers for soil carbon estimation. Jung et al. (2015) tested the 
feasibility of a snapshot hyperspectral camera in SOC estimation in similar conditions and 
with similar methods using various PLS regression models and also with datasets of sample 
average spectrum and sub-image spectrums. R2 scores in Jungs research varied from 0.51 
with sample average models to 0.69 with sub-image models, which are significantly lower 
compared to results in this study. In a different kind of approach of imaging a soil profile in 
laboratory conditions, Steffens et al. (2013) obtained similar results with a R2 score of 0.81 
for soil carbon with PLSR, while the RMSE value was considerably higher at 2.62. Results of 
this study are also comparable with results gained in various studies in the last two decades, 
listed by Viscarra Rossel et al. (2006), even though most of these studies have utilized the 
whole VIS-NIR (until 2500 nm) with spectrometers. 
6.1.1 Potentiality of lasso regression 
PLS regression has already proven to be a feasible modeling technique for SOC prediction 
by a large number of studies (Vasques et al. 2008), but the results of this study demonstrate 
the potentiality of lasso regression as an alternative model. There was no significant 
difference in the accuracy of the models although lasso did not show any improvement in 
performance when the sub-image models were used. Similar results have been gained by 
Dyar et al. (2012) studying elemental composition determination of geological samples 
using spectral data and lasso and PLS, with lasso moderately outperforming PLS.  
The benefits of using lasso are its relatively easy implementation and overall simplicity in 
comparison to PLS. The results are also more interpretable because the regression 
coefficients are in direct relation with the original variables enabling intuitive examination 
of important wavelengths or what ever the variables might be. 
There are also some downsides with lasso, e.g. the optimization of the models was very 




always below this), which limited the possibility of testing the models. Running the 50 
iterations of sample average models took about 10-12 hours where most of the time was 
contributed to lasso optimization since PLS models were constantly optimized in less than 
one minute. The optimization time was further multiplied when introduced to larger sub-
image datasets which brings us to the second downside of lasso, which is its challenge to 
find the significant variables when using larger datasets or more noisy data. This could be 
seen in the results as a multifold number of selected variables and low impact on the results. 
Dyar et al. (2012) also mentions the possibility of arising differences between PLS and lasso 
when using larger datasets and the results gained here seem to indicate that PLS could be 
more capable of finding the important information from large noisy datasets than lasso. 
6.1.2 Sample spectrums and significant wavelengths 
Most important wavelengths for SOC prediction were found around the red region of VIS 
spectrum by the models used in this study (Figure 21 and Figure 22). Additionally, few bands 
in the NIR region were constantly selected with high coefficients and some minor bands 
with lower coefficient values were found in the green region, although not with the same 
confident. Few studies have used the same spectral range and shared detailed results on 
the selected wavelengths, but similar findings have been reported e.g by Bartholomeus et 
al. (2008) about the 600 nm region, noting the 640-690 as the most important one. Viscarra 
Rossel et al. (2006) also mentions wavelengths in the same region to be significant for SOC 
prediction. No real connections between the important NIR bands discovered in this 
research was found with other studies, this could be because most studies have used the 
whole NIR region until 2500 nm and more important bands in the longer wavelengths are 
overshadowing the ones found here. The bands in the NIR edge of the used spectrum also 
showed a lot of inconsistency, which indicates that these bands may still be disturbed and 
should be left out of the models altogether. 
Better understanding of the important wavelengths found in this work would require more 
research beyond the scope of this study, but the distinct similarity of the PLS coefficient plot 
(Figure 22) and the lasso coefficient plot (Figure 21Figure 22) signal that at least for the data 




6.1.3 Modeling and data considerations 
Although the modeling results in this work have been promising, some considerations 
should be noted when assessing their robustness. To begin with, while the R2 scores have 
been very comparable, the RMSE scores are slightly higher as compared to results of former 
studies listed by Viscarra Rossel et al. (2006). Average RMSE of the sample average models 
was close to 1 (Table 3) with some improvement when using the sub-image models (Figure 
23), nonetheless meaning that precise small-scale predictions are not very reliable, which 
can be problematic when assessing e.g the critical limit of SOC concentration of 1.1 % (Lal 
2004) or temporal short-term changes in SOC concentration of a field. In the following 
sections some factors that may have had an impact on the modeling results are discussed. 
6.1.3.1 Sampling strategy 
The samples were collected along a transect with an altitude variation from 800 m to 2200 
m. The plots were distributed in various land cover and land use areas from agricultural 
fields to shrublands and montane rainforest. Due to the sampling strategy the samples had 
high variation in features from texture and color to carbon content. This is possibly a factor 
contributing to the good modeling results, as the various sample types are easily separated 
whereas small scale differences in SOC content of samples spatially close to each other are 
hard to recognize.  
The samples were also not evenly distributed along different altitudes and land cover 
classes and e.g. the number of samples from the sisal plantation in the lowlands was quite 
large. This may have had some effect on the models as these samples were quite similar. 
These models were only tested on this regional dataset and there is no guarantee of their 
applicability outside of this dataset or region. 
6.1.3.2 Distribution of the measured C values 
The variance of C values was also relatively high with a minimum of 0.2 % and a maximum 
of 14.6 %. This variance is highly correlated with the increasing altitude and change of the 
land cover from lowland savannah to tropical forests in the highlands, thus again leading to 




recognizing small-scale differences. This high sample variation is most likely the main reason 
for the high R2 scores and the relatively weaker RMSE scores. 
6.1.3.3 The number of samples 
As could be seen from Table 2, the modeling results can vary greatly depending on how the 
data was split for training and testing sets. Although the average scores and the standard 
deviation were not bad, the minimum and maximum scores are very likely to be results of 
testing and training sets that fail to represent the whole dataset because of insufficient 
number of samples. 
This problem could be partly tackled with stratified sampling methods where it would be 
certain that different kind of samples are represented in both datasets. However, the better 
way to resolve this issue would be a higher number of samples to further improve and 
stabilize the results. 
6.1.3.4 Sub-image and reduced sub-image data 
Using the sub-image and reduced sub-image models seem to have positive effect on the 
models, however these models were not tested as thoroughly as with the sample average 
data. 
The downside of these datasets is the increasing complexity of the models as the amount 
and variance of different spectrums multiplies but the distribution of response variables 
(measured SOC values) stays the same. This leads to several diverse spectrums pointing to 
the same response value and may confuse the models. Especially the lasso models seem to 
be affected by this as seen as a growing number of significant bands. 
On the other hand, these datasets manage to better capture the actual spectral variance of 
the samples and reduce the effect of outlier spectrums caused by e.g. shadows or plant 
debris that has remained in the samples. This was well seen as the relatively high 
performance improvement of PLS model.  
Jung et al. (2015) used very similar approach with also improved results only they used the 




calculated the SOC as a mean of the second and third quartiles of the predicted values. 
Some test runs were carried out with sample average calibrated models during this work 
also, but better performance was achieved with re-optimization of models with the SI and 
RSI data and the calibration results mostly differed from the ones gained with sample 
average data. 
6.1.3.5 Other possible model improvements 
The models could be further adjusted with several ways from data improvements to 
calibration fine-tuning, as could be done e.g. for the alpha values of the lasso models, that 
were selected quite simply by trying out a limited set of values and selecting the best 
performing one. 
Some studies (Jung et al. 2015, Peng et al. 2014) have also used various wavelength 
selection methods before running the models to reduce the data dimensionality. This was 
also considered in this study, but was left out since both PLS and lasso are used for 
dimension reduction/variable selection themselves and the effects of these methods in 
similar research setup in Jung et al. (2015) were not significant. 
6.2 Applicability of the methods 
As shown in this study, Specim IQ is at least technically suitable for estimating SOC at a 
moderately good level in a controlled environment. In the following section its usability for 
this purpose in practice is more closely assessed. 
6.2.1 Laboratory application and improvement suggestions 
Greatest advantage of using Specim IQ is the low sample preparation requirement in 
comparison to automated C/N analyzer. Only preparations made in this research were 
sieving the samples through 2mm sieve during sample collection, and oven drying the 
samples as pretreatment before the carbon analyses. While using the automated C/N 
analyzer is very easy and fast, the required grinding was slow, laborious physical work. 
According to Morgan et al. (2009) grinding the samples doesn’t affect the results with 




Still, as they are, the methods used in this study do not fully utilize the spatial aspect of the 
data and offer no advantages over using point spectrometer which usually have better 
spectral range and are better tested. To more utilize the imaging aspect of IQ, several 
samples could be imaged simultaneously, as was done by O´Rourke et al. (2011). This would 
speed up the sample analyzations with a price of less data points (pixels) per sample, but as 
is seen in this study, not all pixels can be well utilized, and still several measurements would 
be acquired per sample. Processing several samples simultaneously would also bring some 
advantage over using point spectrometers which are only able to record a single spectrum 
at a time. 
To further develop the use of IQ as SOC analyzer, some additional applications would be 
required. Because of the nature of the data (image), it contains a lot of unnecessary 
information outside the sample. To ease the extraction of desired data, e.g. some 
automated material recognition algorithm would be suitable to separate the soil from the 
image. In a similar working setup with this study it would presumably work well with all 
other materials in the image being plastic. With material recognition it could also be 
possible to remove the remaining debris from the sample and preserve only data from 
actual soil. 
6.2.2 Applicability for field 
One goal of this study was to evaluate the applicability of the Specim IQ as a portable device 
for SOC measuring in field conditions. Based on the experiences on the field and the imaging 
results this still has many challenges. Some challenges in this work could have been avoided 
with better in advance planning of the field work. Due to lack of time and experience before 
the field work most of the field methods were developed on the fly and could probably be 
enhanced from sample preparation to imaging setup as well to get better results. 
Optimal case of field application would be the acquisition of data directly from field by 
imaging undisturbed or semi-undisturbed soil (with minor debris removing and mixing of 





1) Handheld imaging is not possible in practice and a tripod is basically always needed to 
avoid trembled images due to the semi-long required exposure time of the scan. Using and 
carrying around a tripod is usually not practical in field conditions when collecting many 
samples (depending on the terrain). 2) Lighting conditions should be constant at least during 
the scan. 3) White reference board is needed in every image and gets dirty very easily. 4) 
The effect of soil moisture on the recorded spectra (Morgan et al. 2009). 5) Battery and 
memory card limitations, but this is not very problematic as both can be changed to spare 
ones and one full battery and memory card can already handle up to 100 measurements 
(Specim IQ manual. ). 
These issues could be possibly tackled while working e.g in a flat agricultural field with stable 
weather conditions and a soil moisture logger but this would require a more complicated 
model that would be able to take the moisture into account. Moisture content was 
measured in the field for this work, but the measurements were unreliable and introducing 
it to the models would have required quite a lot of additional work. The lighting conditions 
could be improved under direct sunlight with white shade to gain diffuse light and avoid 
oversaturation of the images. 
More functional application could be to build a similar imaging setup to this study close to 
the wanted research area, as the setup requirements are quite low with one or two halogen 
lights and a tripod, 
6.3 Further research suggestions 
As laboratory spectroscopic methods are already quite functional and working, future 
research should be aimed to agile methods that can be applied with minimum requirement 
for high level equipment and laboratory conditions, to make SOC analyzes faster and more 
accessible. This includes improving the at-field measurements and field methods whether 
using point spectrometers or portable imaging spectrometers. The unpredictable field 
conditions favor point spectrometers or snapshot hyperspectral devices (Jung et al. 2015) 




still other issues affecting also these measurements such as moisture (Morgan et al. 2009) 
and soil roughness (Jung et al. 2015). 
Models for solely recognizing soil from other materials are also needed to get rid of 
unwanted objects in the images, these could be utilized in a setup such as used in this work 
as well as with aerial imagery. 
7 Conclusions 
The feasibility of Specim IQ for SOC prediction in field and in laboratory conditions was 
studied as well as the functionality of lasso regression as an alternative multivariate method 
for PLSR. The data consisted of 191 topsoil samples collected from Taita Hills, Kenya with 
the same samples measured intact in field and in laboratory after oven drying. Three 
datasets were produced for the laboratory measurements, one with the average sample 
spectrums, one with 36 average sub-image spectrums per sample, and one reduced average 
sub-image dataset with 30 spectrums per sample. Field data was tested only with sample 
average spectrum. 
Results with laboratory data were good and at least regional models working for this dataset 
were achieved. Using the sub-image datasets improved the R2 score by 0.05 and reduced 
the RMSE with 0.1 with PLSR but had no significant effect on lasso regression. Overall results 
with lasso were however good and its potential as a substitute for PLSR was shown. 
Important wavelengths found by lasso and PLS were in line further indicating that both 
models were able to find the essential information for SOC prediction from the datasets. 
Results with field data were not good with issues mostly related to the field imaging 
conditions and moist samples, and the true potentiality of IQ in field conditions was maybe 
not achieved in this work. No R2 scores over 0.5 were achieved and not much emphasis was 
put on improving these models due to the poor quality of the data. 
Improvements for the models used in this work could be achieved by introducing ancillary 




vegetation, but as laboratory spectroscopy methods are already in a fairly good level, future 
research should emphasize on improving the results on field conditions. 
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