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Least Favorable Direction Test
Suppose there are k (k ≥ 2) independent samples of p-dimensional data. Within the ith sample (1 ≤ i ≤ k), the observations {X ij } n i j=1 are independent and identically distributed (iid) as N p (θ i , Σ), the p-dimensional normal distribution with mean vector θ i and common variance matrix Σ.
We would like to test the hypotheses H 0 : θ 1 = θ 2 = · · · = θ k v.s. H 1 : θ i = θ j for some i = j.
(1.1)
This testing problem is known as one-way multivariate analysis of variance (MANOVA) and has been well studied when p is small compared with N , where N = k i=1 n i is the total sample size.
Let H = k i=1 n i (X i −X)(X i −X) be the sum-of-squares between groups and G = k i=1 n i j=1 (X ij −X i )(X ij −X i ) be the sum-of-squares within groups, whereX i = n Roy's maximum root:
In some modern scientific applications, people would like to test hypotheses (1.1) in high dimensional setting, i.e., p is greater than N . See, e.g., Verstynen et al. (2005) and Tsai and Chen (2009) . However, when p ≥ N , the four classical test statistics are all not defined. Researchers have done extensive work to study the testing problem (1.1) in high dimensional setting. So far, numerous tests have been proposed for the case k = 2. See, e.g., Bai and Saranadasa (1996) , Srivastava (2007) , Chen and Qin (2010) , and Feng et al. (2015) . Some tests have also been introduced for the case of general k ≥ 2. Schott (2007) modified
Hotelling-Lawley trace and proposed the test statistic
Statistic T Sc is a representative of the so-called sum-of-squares type statistics as it is based on an estimation of squared Euclidean norm Srivastava and Kubokawa (2013) , Yamada and Himeno (2015) , Hu et al. (2017) , Zhang et al. (2017) , Zhou et al. (2017) and Cao et al. (2019) for some other sum-of-squares type test statistics for general k ≥ 2. It is known that the sum-of-squares type tests are particularly powerful against dense alternatives. In another work, Cai and Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing)
Xia (2014) proposed a test statistic
n j n l n j + n l (Ω(X j −X l ))
where Ω = (ω) ij = Σ −1 is the precision matrix. When Ω is unknown, it is substituted by an estimator. Unlike T Sc , the test statistic T CX is an extreme value type one and is very powerful against sparse alternatives.
Most existing sum-of-squares type test procedures require the condition tr(Σ 4 )/ tr 2 (Σ 2 ) → 0, which is equivalent to
where λ i is the ith largest eigenvalue of Σ, i = 1, . . . , p. In fact, the equivalence of these two conditions can be seen from the inequalities,
Condition (1.2) is reasonable if Σ is nonspiked in the sense that it does not have significantly large eigenvalues. In some important situations, however, variables are heavily correlated with common factors, and the covariance matrix Σ is thus spiked in the sense that a few eigenvalues of Σ are significantly larger than the others (Fan et al., 2013; Cai et al., 2015; Wang and Fan, 2017 Katayama et al. (2013) , Ma et al. (2015 and Wang and Xu (2019) . However, the power behavior of these corrected tests may not be satisfactory.
Recently, and Wang and Xu (2018) Zhao and Xu (2016) . Compared with the work of Zhao and Xu (2016) , our main contribution is that we give a thorough theoretical analysis of the LFD test. Our theoretical analysis fall into the high dimension medium sample size setting, where both n, p → ∞, but p/n → ∞ (see , Section 5). To prove our main results, we carefully study the high-order asymptotic behavior of the eigenvalues and eigenspaces of the sample covariance matrix. These results are also of independent interests. We further compare the proposed test procedure with existing tests by simulations. It is shown that the LFD test has comparable behavior to existing sum-of-squares tests under the nonspiked covariance, while significantly outperforms competing tests under the spiked covariance.
The rest of the paper is organized as follows. In Section 2, we propose the LFD test statistic and derive its explicit forms. The asymptotic distributions of the LFD test statistic under both nonspiked and spiked covariances are given in Section 3. Based on these theoretical results, an adaptive LFD test procedure is proposed. Section 4 complements our study with numerical simulations. In Section 5, we give a short discussion. Finally, the proofs are gathered in the supplementary material.
Least favorable direction test
We introduce some notations. Define the p × N pooled sample matrix X as
The sum-of-squares within groups G can be written as G = X(I N −JJ )X where
is an N × k matrix and 1 n i is an n i -dimensional vector with all elements equal to 1, i = 1, . . . , k. Let n = N − k be the degrees of freedom of G.
Construct an N × n matrixJ as
The matrixJ is a column orthogonal matrix satisfyingJ J = I n andJJ = I N − JJ . Define Y = XJ. Then G can be written as
The sum-of-squares between groups H can be written as
By some matrix algebra, we have
Then H can be written as
Thus, the hypotheses (1.1) are equivalent to
In low dimensional setting, the testing problem (1.1) is well studied. A classical test statistic is Roy's maximum root which is constructed by Roy (1953) using his well-known union intersection principle. The key idea is to decompose data X into a set of univariate data {X a = a X : a ∈ R p , a a = 1}. This induces a decomposition of the null hypothesis and the alternative hypothesis:
where
L 1 (a) be the maximum likelihood of X a under H 0a and H 1a , respectively.
For each a satisfying a a = 1, the component LRT statistic
can be used to test H 0a v.s. H 1a . Using union intersection principle, Roy
where λ i (·) means the ith largest eigenvalue. This statistic is an increasing function of Roy's maximum root.
From a likelihood point of view, log likelihood ratio is an estimator of the Kullback-Leibler divergence between the true distribution and the null distribution. Hence the component LRT statistic
izes the discrepancy between the true distribution and the null distribution along the direction a. This motivates us to consider the direction
which can hopefully achieve the largest discrepancy between the true distribution and the null distribution. Thus, H 0a * is the component null hypothesis most likely to be not true. We shall call a * the least favorable direction.
Roy's maximum root is in fact the component LRT statistic along the least favorable direction.
Unfortunately, Roy's maximum root can only be defined when n ≥ p, hence can not be used in high dimensional setting. In what follows, we assume p > n. In this case, the set
is not empty since G is singular. Consequently, the right hand side of (2.1)
is not well defined since the ratio involves infinity. Hence we need a new definition for LFD in high dimensional setting. Define
It can be seen that B ⊂ A. Moreover, by the independence of G and H, with probability 1, we have A ∩ B c = ∅. Then for any direction a, there are three possible scenarios:
To maximizes the discrepancy between L 1 (a) and L 0 (a), one may consider the direction a such that L 1 (a) = +∞ and L 0 (a) < +∞. This suggests that the least favorable direction a * , which hopefully maximizes the discrepancy between L 1 (a) and
a Ha.
Based on a * and the likelihood L 0 (a), we propose a new test statistic
The null hypothesis is rejected when T (X) is large enough. We shall call T (X) the LFD test statistic. Since the least favorable direction a * is obtained from the component likelihood function, the statistic T (X) is also a generalized likelihood ratio test statistic. 
While (2.2) is convenient for theoretical analysis, it is not convenient for computation. When p > N , another simple form of T (X) can be used
and matrix inverse formula, we have that
Thus,
Compared with (2.2), the expression (2.3) doesn't involve P Y and is more convenient for computation.
In the case of k = 2, it can be seen that the least favorable direction is proportional to (I p −P Y )(X 1 −X 2 ) and the LFD test statistic has expression
In this case, the least favorable direction coincides with the maximal data piling direction proposed by Ahn and Marron (2010) .
Theoretical analysis
We now turn to the analysis of the asymptotic distributions of the LFD test statistic. The normality of the observations is an important assumption for our results and will be assumed throughout this section. We shall give theoretical results under both nonspiked and spiked covariances. Based on these results, an adaptive test with asymptotically correct level can be constructed. Also, these results allow us to derive the local asymptotic power function of LFD test.
Nonspiked covariance
In this subsection, we establish the asymptotic distribution of T (X) under the nonspiked covariance. Let W k−1 be a (k − 1) × (k − 1) symmetric random matrix whose entries above the main diagonal are iid N (0, 1) random variables and the entries on the diagonal are iid N (0, 2) random variables.
The following theorem establishes the asymptotic distribution of the LFD test statistic.
where ∼ means having the same distribution.
is well defined for large n. The condition λ 1 −λ p = O(n −1 tr(Σ 2 )) requires that the range of the eigenvalues of Σ is not too large.
To centralize T (X) under the conditions of Theorem 1, the parameters tr(Σ) and tr(Σ 2 ) should be estimated. LetΣ = n −1 G = n −1 YY be the sample covariance matrix. We use the following simple estimators,
.
Let 
Corollary 1 shows that under the nonspiked covariance, the LFD test has similar power behavior to existing sum-of-squares type tests. In fact, if k = 2, the asymptotic local power function given by Corollary 1 is equal to the asymptotic local power function of the tests in Bai and Saranadasa (1996) and Chen and Qin (2010) .
Spiked covariance
Now we derive the asymptotic results under the spiked covariance, which are much more involved than the nonspiked case. Let Σ = UΛU denote the eigenvalue decomposition of Σ, where Λ = diag(λ 1 , . . . , λ p ) and U is an orthogonal matrix. Suppose that Σ has r spiked eigenvalues, where 1 ≤ r ≤ p can also vary as n, p → ∞. We shall first assume the spiked number r is known. Adaptation to unknown r will be considered latter. Denote
. . , λ r ) and Λ 2 = diag(λ r+1 , . . . , λ p ). Correspondingly, we
denote U = (U 1 , U 2 ) where U 1 and U 2 are the first r columns and the last
First we shall derive the asymptotic properties of the eigenvalues and eigenspaces of the sample covariance matrixΣ since they play a key role in our latter analysis. The following proposition gives the asymptotic behavior of λ 1 (Σ), . . . , λ r (Σ) and
Proposition 1. Suppose that r ≤ n. Then uniformly for i = 1, . . . , r,
Remark 2. Recently, the asymptotic behavior of the spiked eigenvalues of the sample covariance matrix is actively studied. See, e.g., Yata and An important improvement of Proposition 1 over existing results is that Proposition 1 does not impose any condition for the structure of Σ while still gives the correct convergence rate.
Based on Proposition 1, we propose the following estimators of tr(Λ 2 )
and λ 1 , . . . , λ r ,
Moreover, our latter analysis requires an estimator of tr(Λ 2 2 ). We propose the following estimator of tr(Λ 2 2 ),
The following proposition gives the convergence rate of these estimators.
Proposition 2. Suppose that r = o(n). Then uniformly for i = 1, . . . , r,
Remark 3. Our estimators of λ 1 , . . . , λ r and tr(Λ 2 ) are similar to some existing estimators, e.g., the noise-reduction estimators in Yata and Aoshima (2012) and the estimators in Wang and Fan (2017) . However, their theoretical results require that r is fixed, p is not large and Σ satisfies certain spiked covariance models.
Remark 4. The estimation of tr(Λ 2 2 ) is relatively unexplored. Recently, proposed an estimator of tr(Λ 2 2 ) by using the cross-data-matrix methodology. They also proved the consistency of their estimator. Their method relies, however, on an arbitrary split of the data into two samples of equal size.
Next we consider the asymptotic behavior of the eigenspaces ofΣ. Let However, these results are not enough for our latter analysis. The following proposition gives the high-order asymptotic behavior of P Y,1 . To the best of our knowledge, such result has never appeared in the literature before.
Write Y = UΛ 1/2 Z, where Z is a p × n random matrix with iid N (0, 1)
2 Z 2 , where Z 1 and Z 2 are the first r rows and last p − r rows of Z.
Proposition 3. Suppose that r = o(n), tr(Λ 2 )/(nλ r ) → 0 and rλ r+1 / tr(Λ 2 ) → Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing) 3.2 Spiked covariance 0. Then
where · is the spectral norm, P †
Remark 5. The condition tr(Λ 2 )/(nλ r ) → 0 is commonly adopted in the study of the principal subspaces. In fact, when this condition is violated, the principal subspace will lose its relation to the rank r eigenspace of Σ.
See, e.g., Nadler (2008) . to nth eigenvectors ofΣ. Our latter analysis also requires the asymptotic properties of P Y,2 , which has not been considered in the literature. Let
matrix onto the row space of Z 1 . LetṼ Z 1 be a n×(n−r) column orthogonal matrix which satisfiesṼ
gives the asymptotic behavior of P Y,2 .
Remark 7. The condition tr(Λ 2 )λ 1 /(nλ 
(i) under the null hypothesis ΘC = O p×(k−1) ,
(ii) if r → ∞ or tr(Λ 2 )/(n tr(Λ 2 2 )) → 0, then under the local alternative
Remark 8. Suppose the approximate factor model in Fan et al. (2013) holds. That is, r is fixed, λ 1 , . . . , λ r diverge at rate O(p) and λ r+1 , . . . , λ p are bounded. Then the conditions of Theorem 2 become p/n → ∞ and
Hence Theorem 2 holds for ultra-high dimensional data. In contrast, recently proposed tests under the spiked covariance model can only be used for lower dimensional data. In fact, under the approximate factor model in Fan et al. (2013) , requires p/n → Statistica Sinica: Newly accepted Paper (accepted author-version subject to English editing) 3.2 Spiked covariance 0, while Wang and Xu (2018) requires p/n 2 → 0 and λ r+1 = · · · = λ p .
We note that if k = 2 and p/n 2 → 0, then the coefficient of
is negligible, and consequently, T (X) is asymptotically normal distributed.
Thus, Theorem 2 gives the high-order behavior of T (X).
Now we formulate a test procedure with asymptotically correct level.
Define the standardized statistic as
2 )) be the cumulative distribution function of
Then we reject the null hypothesis if
The following corollary shows that this test procedure has asymptotically correct level, and also gives the asymptotic local power function.
Corollary 2. Suppose the conditions of Theorem 2 hold. Then
To gain some insight into the asymptotic behavior of T (X), we consider k = 2 and compare the LFD test with the tests in Bai and Saranadasa (1996) and Chen and Qin (2010) . Corollary 2 implies that if
then the LFD test has nontrivial power asymptotically. In contrast, if lim sup
then the tests in Bai and Saranadasa (1996) and Chen and Qin (2010) has trivial power asymptotically. To compare C Θ U 2 U 2 ΘC and C Θ ΘC,
we temporarily place a prior on Θ. Suppose that √ n i θ i has prior distribu-
bution with p degrees of freedom. On the other hand, ψ −1 C Θ U 2 U 2 ΘC 3.2 Spiked covariance is distributed as χ 2 distribution with p − r degrees of freedom. Then we
So in average, the signal contained in C Θ U 2 U 2 ΘC is roughly the same as that in C Θ ΘC. Now we compare the asymptotic variance. It is not hard to see that
That is, the asymptotic variance of T (X) is much smaller than the tests in Bai and Saranadasa (1996) and Chen and Qin (2010) . To appreciate this phenomenon, we note that in the expression (2.2), (
. But I p − P Y tends to be orthogonal to U 1 U 1 which is the projection matrix onto the eigenspace corresponding to the leading eigenvalues of Σ. Hence the projection by I p − P Y helps reduce the variance of XJC.
the LFD test has nontrivial power while the tests in Bai and Saranadasa (1996) and Chen and Qin (2010) has trivial power. Hence the LFD test tends to be more powerful than the tests in Bai and Saranadasa (1996) 3.2 Spiked covariance and Chen and Qin (2010) .
In practice, one may not know weather the covariance matrix is spiked.
Even if it is known that the covariance matrix is spiked, the spike number r may be unknown. So we would like to propose an adaptive test procedure.
Note that Theorem 1 requires nλ 1 / tr(Σ) → 0 while Theorem 2 requires tr(Λ 2 )/nλ r → 0 and nλ r+1 / tr(Λ 2 ) → 0. This motivates us to consider the following adaptive test procedure. Let τ > 1 be a hyperparameter. If
then we reject the null hypothesis if
2 )) where the unknown r is substituted by the estimator r = min 1 ≤ i < n :
We have the following proposition.
Proposition 5. Let τ > 1 be a constant.
(i) Under the conditions of Theorem 1,
(ii) Under the conditions of Theorem 2,
Proposition 5 implies that the spiked covariance structure can be consistently detected. So the proposed adaptive LFD test procedure can indeed adapt to the unknown covariance structure.
Numerical study
In this section, we compare the numerical performance of the adaptive LFD test procedure with some existing tests, including the MANOVA tests in Schott (2007) We consider four models for Σ where the first two of them are nonspiked and the last two of them are spiked.
• Model I: Σ = I p .
• Model II: Σ = (σ ij ) where σ ij = 0.6 |i−j| .
• Model III: Σ = UΛU where U is a p×p orthogonal matrix generated from Haar distribution and Λ = diag(3p, 2p, p, 1, . . . , 1).
• Model IV: Σ = UΛU + AA where U is a p × p orthogonal matrix generated from Haar distribution, Λ = diag(p, p, 1, . . . , 1) and A is a p × p matrix whose elements are independently generated from
Bernoulli distribution with success probability 0.01.
Under the null hypothesis, we shall always take θ 1 = · · · = θ k = 0 p . We consider two different structures of alternative hypotheses: the non-sparse alternative and the sparse alternative. In the non-sparse case, we take θ 1 = κ1 p , θ 2 = −κ1 p and θ 3 = 0 p , where κ is selected to make SNR equal to specific values. In the sparse case, we take θ 1 = κ(1 p/5 , 0 4p/5 ) , In our second simulation study, we would like to investigate the effect of correlations between variables. We consider the compound symmetry structure, that is, the diagonal elements of Σ are 1 and the off-diagonal elements are ρ with 0 ≤ ρ < 1. The parameter ρ characterizes the correlations between variables. We take θ 1 = κ(1 p/5 , 0 4p/5 ) , θ 2 = κ(0 p/5 , 1 p/5 , 0 3p/5 ) and θ 3 = 0 p , where κ is selected such that C Θ ΘC/(
Figure 5 plots the empirical powers of various tests versus ρ. We can see that the empirical power of the LFD test holds nearly constant as ρ varies while the empirical powers of competing sum-of-squares type tests decrease rapidly as ρ increases. When ρ is non-zero, the LFD test outperforms competing tests significantly.
Concluding remarks
In this paper, using the idea of least favorable direction, we proposed the LFD test for MANOVA in high dimensional setting. We derived the asympStatistica Sinica: Newly accepted Paper (accepted author-version subject to English editing) totic distribution of the LFD test statistic under both nonspiked and spiked covariances. The asymptotic local power functions are also given. From our theoretic results and simulation studies, it is seen that the LFD test has comparable power behavior to existing tests when the covariance matrix is nonspiked, while tends to be much more powerful than existing tests when the covariance matrix is spiked.
There are several interesting but challenging problems yet to be solved.
First, for the case where the covariance structure is unknown, we proposed an adaptive LFD test procedure by consistently detecting unknown covariance structure and estimating the unknown r. However, this procedure relies on a hyperparameter τ . How to choose an optimal τ remains an interesting problem. Second, our theoretical results rely on the normality of the observations. In fact, our proofs utilize the independence of XJC and Y. Note that XJC and Y = XJ are both the linear combinations of indepedent random vectors X ij . It is known that the independence of linear combinations of independent random variables essentially characterizes the normality of the variables (see, e.g., Kagan et al. (1973) , Section 3.1). Hence our strategy is not feasible without the normality assumption.
It is unclear whether the conclutions of our theorems hold without normal assumption. Third, our theoretical results require p/n → ∞. In fact, the asymptotic behavior of T (X) will be different in the regime where p/n → constant. Random matrix theory may be useful to investigate the asymptotic behavior of T (X) in this regime. We leave these topics for future research.
Supplementary Materials
The online supplementary material presents proofs of the propositions and theorems.
