Formation control of network of multi-agent systems with heterogeneous nonlinear dynamics is formulated as an optimal tracking problem and a decentralized controller is developed using the framework of 'adaptive critics' to solve the optimal control problem. The reference signal is assumed available only in online implementation so its dynamics is unavailable for offline training of the neurocontroller. However, this issue is resolved by using a re-optimization of the network output through retraining of the neurocontroller online. Finally, the developed controller is applied to the formation control of multispacecraft orbiting the Earth at different orbits and seeking consensus on their position to dock.
I. Introduction
HE formation control of network of multi-agent systems with heterogeneous nonlinear dynamics has many application and benefits compared to single agent systems; designing a decentralized controller for such a network of agents though is a challenging problem. Using a decentralized controller, each agent is supposed to have access to its neighbors only while the mission for the whole system is to achieve a desired formation.
Solutions 3 also, the stability of the formation/consensus is shown to be related to the eigenvalues of the Laplacian matrix and for the double-integrator system, the authors of Ref. 3 have designed a controller based on the eigenvalues of this matrix. Minimization of some performance index to reach a consensus is the approach used in Ref. 4 and Ref. 5 for single integrator and double integrator dynamics, respectively. Many of the developed methods in the literature are applicable only to single or double integrator dynamics 1, [3] [4] [5] [6] [7] [8] . In some other papers, the consensus protocol is developed for higher-order dynamics, but still limited to a multi-integrator structure, i.e., linear Brunovsky canonical form, for example in Ref. 9 .
In practice, dynamics of the agents could be much more complicated and hence, developing a consensus protocol which guarantees the consensus for the agents of general linear dynamics is of importance. Studies in Ref. [10] [11] [12] consider this point by decomposing the eigenvalues of the Laplacian matrix, 3, and designing control gains such that the agents' closed loop dynamics are stable. A different approach is selected in Ref. 13 to serve the goal by solving a linear matrix inequality which contains the Laplacian matrix. Despite the promising advantages of these methods, they rely on the topology of the communication, consequently, once this topology changes, the controller's stability is no longer guaranteed. In reality, this topology may change due to a communication link failure or creation of a new link that leads to changes in the Laplacian and its eigenvalues. Even if the switching topology always has rooted spanning tree 3 , the eigenvalue changes and the controller designed through Ref. 10-13 may result in failure to reach consensus.
The issue of switching topology has been discussed by some researchers in the literature 12, 14 . For a single integrator dynamics, the authors of Ref. 14 have analyzed the effect of switching directed topologies and for general linear dynamics, the authors of Ref. 12 have developed a method to remedy the problem of dependency on the , for solving the optimal tracking problem and using it along with online re-optimization to track a signal whose value is available to the agent at each instance, but its evolution is not known a priori. Using this scheme, the problem of formation control of heterogeneous agents can be solved by defining the average of the states of the neighbors as the reference signal to be tracked. The neurocontroller is then trained using a reinforcement learning scheme, based on some estimated dynamics for the reference signal. Next, through re-optimization of the neurocontroller online, the controller is retrained to be optimized for the true dynamics of the reference signal. A nice feature of this controller is its robustness in a time-varying communication topology.
Solving optimal tracking problems for nonlinear systems using adaptive critics has been investigated by researchers in Ref. [24] [25] [26] [27] [28] [29] . In Ref. 24 the authors have developed a tracking controller for the system whose input gain matrix, i.e. matrix ݃ሺǤ ሻ in the state equation (1), is invertible.
In Ref. 25 the reference signal is limited to those which satisfy the dynamics of the system, i.e., denoting the reference signal by ‫,ݎ‬ it needs to satisfy ‫ݎ‬ ାଵ ൌ݂ሺ‫ݎ‬ ሻ ݃ሺ‫ݔ‬ ሻ‫ݑ‬ ௗ where ‫ݑ‬ ௗ denotes the desired control and the state equation is given by (1) . Developments in Ref. 26 -29 solves the tracking problem for the systems of nonlinear Brunovsky canonical form.
The developed neurocontroller in this study is called the Tracking Single Network Adaptive Critic (Tracking-SNAC) for solving optimal tracking problem of nonlinear control-affine dynamics for tracking a signal whose dynamics could be nonlinear and arbitrary.
Rest of the paper is organized as follows: after the problem formulation in section II, a neurocontroller, called Tracking-SNAC, is developed for infinite-horizon optimal tracking of a reference signal in section III and is used for the formation control of the heterogeneous nonlinear agents in section IV. Numerical results are provided in section V, followed by conclusions in section VI.
II. Problem Formulation
Assume a network of ܰ agents whose heterogeneous discrete-time nonlinear dynamics are described by
with initial conditions ‫ݔ‬ where ‫ݔ‬ ‫א‬Թ and ‫ݑ‬ ‫א‬Թ are the state and the control vectors. The subscripts denote the time index and the superscripts denote the agent's index. Functions ݂ ሺǤ ሻ ‫א‬Թ and ݃ ሺǤ ሻ ‫א‬Թ ൈ are the system dynamics of the ݅th agent. Positive integers ݊ and ݉ denote the dimensions of the state space and the input, respectively. The objective is to design ܰ decentralized controls ‫ݑ‬ ሺ‫ݐ‬ሻ, such that they guarantee the convergence of the agents to a consensus/formation, i.e.
The selected approach here is formulating the problem as a tracking problem and solving it using optimal control tools. Assume the cost function
where ܰ denotes the set of neighbors of agent ݅ and ȁܰ ȁ denotes its number of neighbors. Matrices ܳ‫א‬Թ ൈ and ܴ‫א‬Թ ൈ are weighting matrices for the states' errors, and the control effort, respectively. The matrix ܳ should be positive definite or positive semi-definite while ܴ has to be a positive definite matrix. Optimizing ‫ܬ‬ with positive definite ܳ, for different ݅'s leads to (3), hence, the consensus problem converts to a tracking problem. In solving the tracking problem, one needs to note that for the solution to be decentralized, the controller has access only to ‫ݔ‬ for ‫ܰא݆‬ as well as ‫ݔ‬ for calculating each ‫ݑ‬ . In this paper, the framework of adaptive critics is selected for solving the optimal tracking problem of the discrete-time nonlinear system.
III. Tracking-SNAC
Consider the nonlinear discrete-time input-affine system
where ‫ݔ‬ ‫א‬Թ and ‫ݑ‬ ‫א‬Թ denote the state and the control vectors at time ݇, respectivelyǤ݂ሺǤ ሻ ‫א‬Թ and ݃ሺǤ ሻ ‫א‬ Թ ൈ are the system dynamics and the initial states is given by ‫ݔ‬ . Given the reference signal ‫ݕ‬ ‫א‬Թ with the dynamics of
where the reference signal is propagated by the dynamics ‫ܨ‬ሺǤ ሻ ‫א‬Թ with the given initial value of ‫ݕ‬ , the objective is selecting a control history ‫ݑ‬ , ݇ ൌ Ͳǡ ͳǡ ʹǡ ǥ, such that the below cost function is minimized.
Denoting the cost-to-go at instant ݇ by ‫ݔ‪ሺ‬ܬ‬ ǡ‫ݕ‬ ሻ, because of its dependency on the current state ‫ݔ‬ and the current reference signal ‫ݕ‬ , the optimal solution, superscripted by ‫,כ‬ is given by the HJB equation below
Define the costate vector as ߣ ‫ؠ‬
where ‫ݔ‪ሺ‬ܬ‬ ǡ‫ݕ‬ ሻ is denoted by ‫ܬ‬ to get
Replacing ‫ݑ‬ in (9) by ‫ݑ‬ ‫כ‬ , the HJB equation reads
The costate equation can be derived by taking the derivative of both sides of (12) with respect to ‫ݔ‬ as
or equivalently
where
Using the SNAC scheme 30 , a neural network (NN) is selected to generate ߣ ାଵ . From (14) , the costate vector ߣ is observed not only to be a function of the states ‫,ݔ‬ but also a function of the reference signal ‫,ݕ‬ hence, the inputs to the network are selected to be ‫ݔ‬ and ‫ݕ‬ . Denoting the NN mapping with ܰܰሺǤ ሻ one has
Selecting the network structure of linear in the tunable weights, one has
where ܹ‫א‬Թ ൈ denotes the network weight matrix, ߶ሺǤ ሻ ‫א‬ Թ is composed of ‫‬ linearly independent scalar basis functions.
Considering (14), the network training target, denoted by ߣ ௧ , can be calculated using the following equation.
which in the training process, ߣ ାଶ on the right hand side of (18) will be substituted by ܹ ் ߶ሺ‫ݔ‬ ାଵ ǡ‫ݕ‬ ାଵ ሻ. Noting that the closed loop dynamics, using (6), (11) , and (17), is given by
equation (18) changes to
Note that in (20) which is supposed to generate ߣ ାଵ ௧ to be used for training the weights, the right hand side of the equation is dependent on ܹ, hence, the calculated target ߣ ାଵ ௧ is itself a function of the weights and the optimal target needs to be obtained through a successive approximation scheme, called reinforcement learning. Defining the training error as
the iterative process of learning ܹ can be summarized as the below algorithm. Algorithm 1: 1-Randomly select the state vector ‫ݔ‬ and the reference signal, i.e., ‫ݕ‬ , belonging to the selected domain of interest. 2-Through the process showed in Fig. 1 and given by equation (20) , calculate ߣ ାଵ ௧ . 3-Train network weight ܹ using input-target pair ሼሺ‫ݔ‬ ǡ‫ݕ‬ ሻǡ ߣ ାଵ ௧ ሽ. 4-Calculate the training error ݁ ାଵ using (21). 5-Repeat step 1 to 4 until the error ݁ ାଵ converges to zero or a small value for different ‫ݔ‬ 's and ‫ݕ‬ 's selected in step 1. Having the input-target pair ሼሺ‫ݔ‬ ǡ‫ݕ‬ ሻǡ ߣ ାଵ ௧ ሽ calculated, the network can be trained using any training method 31 .
The selected training law in this study is the least squares method. Assume that in each iteration of Algorithm 
Using least squares, the solution to system of linear equations (22) is given by
Note that for the inverse of matrix ሺࣘࣘ ் ሻ to exist, one needs the basis functions ߶ to be linearly independent and the number of random states ‫ݍ‬ to be greater than or equal to the number of neurons, ‫.‬ Though (25) looks like a one shot solution for the ideal NN weights, the training is an iterative process which needs selecting different random states and reference signals and updating the weights through solving (25) successively. Note that used in the weight update (25) , as explained earlier, is not the true optimal costate and is a function of current estimation of the ideal unknown weight, i.e., ൌ ሺܹሻ. Denoting the weights at the ݅th epoch of the weight update by ܹ the iterative procedure is given by
Costate Equation (18 (27) where ܹ ‫כ‬ denotes the optimal NN weights in the sense that it generates the optimal costate vector ߣ ାଵ . For this purpose, one starts with an initial weight ܹ and iterates through (25) until the weights converge. The initial weight can be set to zero or can be selected based on the linearized solutions of the given nonlinear system. Comment 1: If the reference signal is such that there is no control needed after the system achieves perfect tracking, then the term ‫ݑ‬ ் ‫ݑܴ‬ in the cost function becomes zero. If not, the cost function becomes unbounded. In this case, an alternative formulation is suggested as given below:
Use discounted cost function
with Ͳ൏ߛ൏ͳ being the discount factor. In this case, the costate equation (14) changes to
and the optimal control equation (11) reads
A. Re-optimization of Tracking-SNAC As seen in (20) and Fig. 1 , the target calculation for training the Tracking-SNAC is dependent on the dynamics of the reference signal, i.e., ‫ܨ‬ሺǤ ሻ. In case this dynamics is not perfectly known, one may use the available/estimated dynamics for offline training of the Tracking-SNAC, and then, in online implementation, re-optimize the network through re-training it. Note that in online implementation, which ‫ݕ‬ is directly available, the knowledge of function ‫ܨ‬ሺǤ ሻ is not needed since the equation given below for target calculation can be used in online re-optimization.
and then train the network using input-target pairs ሼሺ‫ݔ‬ ିଵ ǡ‫ݕ‬ ିଵ ሻǡ ߣ ௧ ሽ. In this manner, one needs to start the reoptimization process after the first time index, and then, using the current ‫ݔ‬ and ‫ݕ‬ , along with ‫ݔ‬ ିଵ and ‫ݕ‬ ିଵ , the target ߣ ௧ can be calculated and the weights can be re-optimized. The weight update law used for offline training was a batch training method, in which, one trains the network based on ‫ݍ‬ different input-target pairs. But, for the re-optimization, at each instant, only one input-target pair is available and the network should be trained based on that for the subsequent pairs to be generated using a network with a more optimized weights, hence, the online training needs to be done using a sequential training method 31 .
IV. Formation Control Using Tracking-SNAC
Using the developed Tracking-SNAC for the formation control problem, the reference signal is given by (5). However, the problem is that the dynamics of the reference signal is not known a priori, for use in the training. The suggested solution is estimating the dynamics, in order to be able to propagate the randomly selected ‫ݕ‬ to ‫ݕ‬ ାଵ as needed in the training process, and training the network based on that, and then, in online implementation, reoptimizing the network to learn the reference signal's true dynamics. As explained in the previous section, one needs to know only ‫ݕ‬ and ‫ݕ‬ ିଵ about the reference signal during the re-optimization phase at each time step ݇. In this approach, one uses the knowledge of ‫ݔ‬ for ‫ܰא݆‬ at each time step ݇ to calculate ‫ݕ‬ using (5) . Hence, the controller will be decentralized in the sense that no knowledge of the states of non-neighbors is required.
Note that, even if the dynamics of the agents are similar, each agent will need its own Tracking-SNAC to reoptimize it based on its observed reference signal, which is different than that of the others. In case of identical agents, one may train one network offline and duplicate it for different agents; then, each one will re-optimize its own.
V. Numerical Analysis
In this section, the problem of formation control of several spacecraft is selected and simulated to demonstrate the performance of the developed controller. The problem is having four spacecraft as four mass points in different orbits and a decentralized controller is required to bring them all to one location for docking.
A. Modeling
Equation of motion of a spacecraft in a gravity field described in an inertial frame centered at the center of gravity is 32 ,
where ‫,ݎ‬ ȁ‫ݎ‬ȁ, ߤ, and ‫ܨ‬ denote the position vector of the spacecraft from the center of gravity, the magnitude of the vector ‫,ݎ‬ gravitational coefficient of the gravity field, and the vector of the force excreted on the spacecraft per its unit of mass, respectively. Moreover, notation ‫ݎ‬ሷ denotes the second time derivative of the vector ‫ݎ‬ with respect to the inertial frame. Selecting some reference length ܴ and reference time ܶ, one can normalize the parameters by defining normalized ‫ݎ‬ and ‫ܨ‬ denoted by ‫ݎ‬ҧ and ‫ܨ‬ ത , respectively, as
Selecting the reference time of ܶ ൌ ඥܴ ଷ Ȁߤ and normalizing (32) leads to
Representing vector ‫ݎ‬ҧ in the inertial frame by three element ሾ‫ݔ‬ ଵ ‫ݔ‬ ଶ ‫ݔ‬ ଷ ሿ ் and their rates by ሾ‫ݔ‬ ସ ‫ݔ‬ ହ ‫ݔ‬ ሿ ் ‫ؠ‬ ሾ‫ݔ‬ሶ ଵ ‫ݔ‬ሶ ଶ ‫ݔ‬ሶ ଷ ሿ ் , the state vector can be formed as
and the normalized control force per unit of mass represented in the inertial frame by ‫ܨ‬ ത ൌ ሾ‫ݑ‬ ଵ ‫ݑ‬ ଶ ‫ݑ‬ ଷ ሿ ் can form the control vector
Using (34), the state equation reads
and
Discretizing dynamics (37) using small sampling time ȟ‫,ݐ‬ the discrete-time state equation as given in (6) will be resulted, where ݂ሺ‫ݔ‬ ሻ ൌ‫ݔ‬ሺ݇ȟ‫ݐ‬ሻ ȟ‫݂ݐ‬ ൫‫ݔ‬ሺ݇ȟ‫ݐ‬ሻ൯ ݃ሺ‫ݔ‬ ሻ ൌȟ‫݃ݐ‬ ൫‫ݔ‬ሺ݇ȟ‫ݐ‬ሻ൯ (40)
B. Numerical Results
Having modeled the dynamics of the spacecraft, four agents in different orbits listed in Table 1 are selected. Assuming that at the beginning of the maneuver, the spacecraft are all passing through the equatorial plane moving from the southern hemisphere toward the northern hemisphere, the objective is defined as performing some maneuvers to dock at the location of the first spacecraft. In the other words, the first spacecraft will keep rotating along its orbit without any control force applied on it and the rest are supposed to get to the orbiting location of spacecraft 1 and dock with it.
The communication topology between the spacecraft is assumed time-varying and depicted in Fig. 2 . Indexing the spacecraft from 1 to 4, in the first five time units spacecraft 2 and 4 can communicate with spacecraft 1 and have direct knowledge of its location while spacecraft 3 does not have access to spacecraft 1. For the next five time units spacecraft 4 has only access to the location of spacecraft 3 which itself can only access the location of spacecraft 2 as seen in the figure, hence, the decentralized nature of the controller can be examined in this example. The reference length is selected as ܴ ൌ ͻǡͲͲͲ ݇݉, hence, reference time will be ܶൌඥܴ ଷ Ȁߤ ൌ ͳǤ͵ͷʹͶ ൈ ͳͲ ଷ ‫.ݏ‬ In this condition, each control unit will be ܴȀܶ ଶ ൌ ͶǤͻʹͳ ൈ ͳͲ ିଷ ݉Ȁ‫ݏ‬ ଶ . The initial conditions of each spacecraft based on Table 1 is calculated and listed below. The first three elements of ܳ correspond to the position error and by putting high weight on them, one emphasizes on the minimization of the position error. The Tracking-SNAC design and training is the next step. The sampling time of ȟ‫ݐ‬ ൌ ͲǤͲͳ is selected for discretizing continuous dynamics (37) and denoting the basis functions inputs with ‫ݔ‬ and ‫ݕ‬ and their elements with ‫ݔ‬ and ‫ݕ‬ , ݅ൌͳ ǡ ʹ ǡǥǡ , the vector ߶ሺ‫ݔ‬ǡ ‫ݕ‬ሻ is selected of elements ‫ݔ‬ and ‫ݕ‬ , ݅ൌͳ ǡ ʹ ǡǥǡ , along with following terms ‫ݔ‬ ଵ ‫ݔ‬ ଶ , ‫ݔ‬ ଵ ‫ݔ‬ ଷ , ‫ݔ‬ ଶ ‫ݔ‬ ଷ , ‫ݔ‬ ସ ‫ݔ‬ ହ , ‫ݔ‬ ସ ‫ݔ‬ , ‫ݔ‬ ହ ‫ݔ‬ , and also ‫ݕ‬ ଵ ‫ݕ‬ ଶ , ‫ݕ‬ ଵ ‫ݕ‬ ଷ , ‫ݕ‬ ଶ ‫ݕ‬ ଷ , ‫ݕ‬ ସ ‫ݕ‬ ହ , ‫ݕ‬ ସ ‫ݕ‬ , ‫ݕ‬ ହ ‫ݕ‬ , or in the other words, the input elements along with different combination of multiplication of position elements with each other and velocity element with each other, for the state vector and the reference signal, separately. This leads to ߶ሺ‫ݔ‬ǡ ‫ݕ‬ሻ ‫א‬Թ ଶସ . Note that the cost function (8) is finite for this problem since no control is needed after spacecraft 2 to 4 get to the location of spacecraft 1 and keep orbiting with that along the orbit. (See comment 2). As discussed earlier, for the offline training an estimation of the dynamics of reference signal ‫,ݕ‬ i.e., ‫ܨ‬ሺǤ ሻ is required. Denoting the elements of ‫ݕ‬ by ‫ݕ‬ , ݅ ൌ ͳǡʹǡ͵ǡ ǥ ǡ, in this study, following selection is made
which means that the reference signal's position is propagated based on its velocity which is assumed constant. The training is done for 200 epochs, where in each iteration, 50 random states and reference signals are selected to perform the least squares technique given in (25) . The weights of the Tracking-SNAC converged after around 70 iterations of Algorithm 1 as seen in Fig. 3 which shows the history of evolution of the weights versus the offline training iterations.
Once trained, the neurocontroller was duplicated to be used for different spacecraft and the simulation was done for 30 time units. The position histories resulted from simulating the proposed controller are depicted in Fig. 4 . As seen, the three spacecraft 2 to 4 starting at different locations have converged to the location of spacecraft 1 and kept orbiting along with that. This can be confirmed by looking at Fig. 5 , as well. In this figure, the error between the positions of spacecraft 2 to 4 with respect to the position of spacecraft 1 is shown. Convergence of the error to zero corresponds to the desired formation.
In Fig. 6 , history of the weights of the networks during online re-optimization versus time is shown. As expected, initially the weights have changed rapidly and then converged to some final values. These changes in the weights are because of re-optimizing the network to give optimal results based on the actual dynamics of the reference signal.
In order to analyze the effect of re-optimization of the Tracking-SNAC, a separate simulation is performed using the same offline-trained network without re-optimization. The position error histories, with respect to the position of spacecraft 1, are depicted in Fig. 7 . As seen in this figure, even though the controller has been able to decrease the initial high errors, but, the errors do not get closer to zero, hence, the Tracking-SNAC without re-optimization cannot make the satellites perfectly track the desired signal to achieve the desired formation. This emphasizes the lack of optimality of the offline trained networks for tracking the signal whose dynamics is different than the one used in training and shows the need for the online re-optimization.
VI. Conclusions
The problem of formation control of network of heterogeneous nonlinear dynamics is converted to a tracking problem and the developed Tracking-SNAC controller is shown to solve the problem through offline training based on an estimated dynamics of the reference signal and re-optimizing the network in online implementation to learn the actual dynamics of the reference signal. The simulation results seem to indicate that the proposed technique has great promises. 
