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AN SMB APPROACH FOR PRESSURE REPRESENTATION
IN AMENABLE VIRTUALLY ORDERABLE GROUPS
RAIMUNDO BRICEN˜O
ABSTRACT. Given a countable discrete amenable virtually orderable group G acting by
translations on a G-subshift X ⊆ SG and an absolutely summable potential Φ, we present
a set of conditions to obtain a special integral representation of pressure P(Φ). The ap-
proach is based on a Shannon-McMillan-Breiman (SMB) type theorem for Gibbs mea-
sures due to Gurevich-Tempelman (2007), and generalizes results from Gamarnik-Katz
(2009), Helvik-Lindgren (2014), and Marcus-Pavlov (2015) by extending the setting to
other groups besides Zd , by relaxing the assumptions on X and Φ, and by using sufficient
convergence conditions in a mean –instead of a uniform– sense. Under the fairly general
context proposed here, these same conditions turn out to be also necessary.
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1. INTRODUCTION
The pressure is a very relevant quantity that appears in the study of statistical mechanical
[10, 30] and dynamical [3, 17, 33] systems. It has several applications in many contexts,
particularly in symbolic systems, the setting of this work. Sometimes it is also known (up
to a sign) as the specific Gibbs free energy and it is a generalization of topological entropy,
another fundamental concept, specifically in symbolic dynamics [21], where its definition
has a combinatorial nature sometimes very difficult to handle. Consequently, it is useful to
find different and useful ways to express these quantities.
Our framework and approach are the following. Given a countable discrete amenable
group G with unit e, a G-subshift X ⊆ SG, and a potential Φ on X , it is known that –
under mild conditions on X and Φ– there is a correspondence between the (G-invariant)
Gibbs measures for Φ and the equilibrium states for the local energy function−ϕ ∈ C (X)
associated to Φ (see [30, 31]). As a consequence, in this scenario the pressure of Φ can be
expressed as
(1) P(Φ) = h(µ)+
∫
ϕdµ ,
where µ is any Gibbs measure for Φ and h(µ) is the Kolmogorov-Sinai entropy of µ .
When, in addition, G is a linearly ordered group with (algebraic) past G−, the measure-
theoretic entropy takes the form
(2) h(µ) =
∫
Iµ,G−dµ ,
where Iµ,G− the information function of the “present” e conditioned on the past G
− (this
was already discussed in [26] for the case G = Zd ; for the general linearly ordered case,
see [15, Theorem 3.1]). Therefore, under all these assumptions,
(3) P(Φ) =
∫ (
Iµ,G− +ϕ
)
dµ .
In recent work [9, 26, 4, 1], there has been a progressive understanding of conditions
for expressing the pressure P(Φ) of certain potentials Φ on certain G-subshifts X in a
simplified particular way. The idea of the technique relies on taking the integrand Iµ,G−+ϕ
(or a closely related expression; see, for example, [1]) and having sufficient conditions so
that
(4) P(Φ) =
∫ (
Iµ,G− +ϕ
)
dν,
where ν is some other (or in some special cases, any other; see [26]) G-invariant measure
supported on X . A especially interesting case is when ν is supported on a finite subset of
X , because the previous integral becomes just a finite sum. One of the main motivations
for having a formula like this is because it is helpful –particularly in the atomic case just
mentioned– for proving the existence of efficient algorithms for approximating P(Φ), a
well-known and challenging problem [14, 29, 9, 16, 20, 25, 24].
In [9], one of the seminal works in this direction, Gamarnik and Katz named this tech-
nique sequential cavity method and developed it for the case G = Zd endowed with the
lexicographic order, Φ a finite range nearest-neigbor potential Φ for which its (unique)
Gibbs measure satisfies strong spatial mixing [2], X a nearest-neighbour shift of finite type
(SFT) [21] having a safe symbol 0 (a very strong condition implying strong topological
mixing properties on X), and ν = δ
0Z
d the atomic measure supported on the fixed –for Zd
translations– point 0Z
d
∈ X that is 0 everywhere. In this context, they managed to express
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the pressure as just the evaluation P(Φ) =
(
Iµ,G− +ϕ
)
(0Z
d
) and some slight variations of
this formula. Later, in [26], the conditions on X and Φ were relaxed and replaced by less
stringent ones and, maybe more importantly, Marcus and Pavlov realized that P(Φ) could
be expressed as the integral with respect to more general –sometimes even arbitrary– G-
invariant measures ν , obtaining basically something identical to what we present in Eq.
(4), that we refer as a pressure representation. In following work [4], we explored com-
binatorial aspects on X for which some of the conditions presented in [9, 26] hold and, in
[1], we studied a variation of the pressure representation, considering a version of Iµ,G−
sufficient for obtaining representation and approximation results when there is a phase
transition, i.e., when there are multiple Gibbs measures associated to Φ.
In this paper, we continue with the development of this body of work. As a first gen-
eralization, we move from the Zd setting to the more general case of G being a countable
discrete group having an amenable orderable subgroupH ≤G of finite index [G :H]. Sec-
ondly, we do not ask X to be an SFT and, instead of finite range potentials Φ, we allow
potentials to have infinite range provided they are absolutely summable. Thirdly, we show
that there is great flexibility in terms of the choice of an information function –or a set of
them– in order to express P(Φ), resembling the work of Helvik and Lindgren [13] but in a
much more general (in particular, non-abelian) setting. Finally, previous convergence con-
ditions over certain conditional probabilities that were required to be uniform over x ∈ X
(see [26, 1]), are now replaced by weaker ones in a mean L1ν sense. Moreover, in the case
H = G and ν ergodic, these conditions turn out to be also necessary. Part of these general-
izations are based on a particular Breiman type theorem due to Gurevich and Tempelman
and their study of Gibbs measures in a similar setting [12, 11, 31].
The paper is organized as follows: In Section 2, we introduced the basic notions con-
cerning amenable and orderable groups, subshifts defined on them, and Gibbs measures
and their corresponding formalism. In Section 3, we recall the ergodic and Shannon-
McMillan-Breiman (SMB) theorems for amenable groups in our setting, prove some use-
ful facts about Følner sequences, and explain a theorem due to Gurevich and Tempelman
fundamental for our work. In Section 4, we show a special decomposition of the SMB
ratio using the order in the subgroupH and state the main pressure representation theorem
(Theorem 4.5). Finally, in Section 5, we compare the new results presented here to those
from previous work and discuss the case ν = µ .
2. PRELIMINARIES: GROUPS, SUBSHIFTS, AND MEASURES
2.1. Amenable and orderable groups. Let G be a countable discrete (i.e., endowed with
the discrete topology) group with unit e. Given g ∈ G and T,T ′ ⊆ G, we write T−1 =
{h−1 : h ∈ T}, gT = {gh : h ∈ T}, Tg = {hg : h ∈ T}, and TT ′ = {hh′ : h ∈ T,h′ ∈ T ′}.
Denote the set of finite subsets of T as
(5) F (T ) := {M ⊆ T : |M|< ∞},
and its subset of finite subsets intersecting T ′ as
(6) FT ′(T ) := {M ∈F (T ) :M∩T
′ 6= /0}.
A sequence {Tn} inF (G) is left Følner (forG) if limn |Tn|
−1|gTn△Tn|= 0 for all g∈G,
where △ denotes the symmetric difference operator. We will sometimes use the little-o
notation; e.g., the previous condition will be equivalent to say that |gTn△Tn|= o(|Tn|) for
all g ∈ G (recall that for f ≥ 0 and g> 0, f (n) = o(g(n)) means that limn f (n)/g(n) = 0).
Similarly, {Tn} is right Følner if limn |Tn|
−1|Tng△Tn| = 0, and two-sided Følner if it is
both left and right Følner. Notice that {Tn} is left Følner if and only if {T
−1
n } is right Følner.
4 RAIMUNDO BRICEN˜O
In this context, a groupG is called amenable if it has a left (or, equivalently, a right) Følner
sequence. It can be proven that every amenable group has a two-sided Følner sequence [28,
Chapter I.§1, Proposition 2], but not every left Følner sequence is right Følner. From now
on, when referring to Følner sequences, we will always assume that we are talking about
left Følner sequences.
A sequence {Tn} is said to be tempered (or that satisfies the Shulman condition) if
supn∈N |Tn|
−1
∣∣⋃
k<nT
−1
k Tn
∣∣ < ∞. It can be proven that any Følner sequence has a tem-
pered (Følner) subsequence [22, Proposition 1.5]. Therefore, in this setting, a group G is
amenable if and only if it has a tempered Følner sequence.
Now, let6 be a total order on G, and < the corresponding strict total order. We say that
(G,6) is linearly left-ordered if h1 6 h2 =⇒ gh1 6 gh2 for all g,h1,h2 ∈ G. Similarly,
(G,6) is linearly right-ordered if h1 6 h2 =⇒ h1g 6 h2g for all g,h1,h2 ∈ G, linearly
bi-ordered if it is simultaneously both linearly left- and right-ordered, and simply linearly
ordered if it is linearly left-, right-, or bi-ordered. For any linearly ordered groupG we can
define its (algebraic) past as the set G− := {g ∈ G : g < e}, which satisfies the following
properties: (1) G−G− ⊆ G−, (2) G−∩G+ = /0, and (3) G−∪{e}∪G+ = G, where G+ :=
(G−)−1. Moreover, in the bi-ordered case, G− also satisfies (4) gG−g−1 = G− for all
g ∈G. From now on, when talking about a linearly ordered group, we will always assume
that we are talking about linearly right-ordered groups. There is no loss of generality in
this assumption, because if (G,6) is linearly left-ordered, then (G,6∗) is linearly right-
ordered, where h1 6
∗ h2 ⇐⇒ h
−1
1 6 h
−1
2 . An orderable group G will be any group that
admits a total order 6 such that (G,6) is linearly right- (or equivalently, left-) ordered. A
good account of the role of orderings in dynamics and group theory can be found in [7].
A partial order 6 on G is said to be locally invariant if for all g1,g2 ∈ G with g2 6= e,
we have either g1 6 g1g2 or g1 6 g1g
−1
2 . Clearly, if (G,6) is a linearly ordered, then 6 is
locally invariant. In the amenable case, we also have the converse.
Theorem 2.1 ([23]). Every amenable group with a locally invariant partial order is or-
derable.
In other words, the results discussed in this paper will also apply in the a priori more
general case of amenable groups with locally invariant partial orders.
Given H ⊆ G, we denote by H ≤ G whenever H is a subgroup of G. For g ∈ G,
we call gH and Hg the left coset and right coset, respectively. The index of H in G is
the cardinality of the number of different left (or right) cosets and it will be denoted by
[G : H]. In this paper, we will deal with left cosets and subgroups of finite index. A (left)
transversal will be any subset K ⊆ G containing exactly one element from each (left)
coset. In this case, we can write G = KH and kH ∩ k′H = /0 for all k,k′ ∈ K such that
k 6= k′.
Given a property P (e.g., being amenable or being orderable), a group G is said to be
virtually P if there is a finite index subgroup H ≤ G such that H has property P. It is
well-known that virtually amenable groups are amenable [6, Corollary 4.5.8]. On the other
hand, virtually orderable groups are a strictly larger class than orderable groups. It suffices
to consider the direct productG×N of an orderable groupG (with unit eG) with a nontrivial
finite group N (with unit eN) to obtain a virtually orderable group which is not orderable,
since (eG,n) ∈ G×N is a torsion element for all n ∈ N, i.e., there exists m ∈ N such that
(eG,n)
m = (eG,eN), and this is an obstruction to orderability [7, Section 1.4.1]. We say
that a group is torsion-free if the only torsion element is the identity e.
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Examples of amenable orderable groups include all the discrete torsion-free abelian
groups (e.g., Zd and Qd endowed with the discrete topology) and, more generally, all the
discrete torsion-free nilpotent groups (e.g., the discrete Heisenberg group H3(Z)); see [7].
2.2. G-subshifts and G-invariant measures. Given a countable group G, a finite set S,
consider SG = {x :G→ S} endowed with the product topology and the left action Gy SG
by translations where, for an element g ∈ G and a point x ∈ SG, the point g · x ∈ SG is
defined as (g · x)(h) = x(hg) for h ∈ G. Given X ⊆ SG, we write g ·X = {g · x : x ∈ X} and
say that X is G-invariant if g ·X = X for all g ∈ G. A subset X ⊆ SG is a G-subshift if it
is a compact and G-invariant set. In such case, X will be said to be a shift of finite type
(SFT) if there existsM ∈F (G) and P ⊆ SM such that
(7) X =
{
x ∈ SG : (g · x)M /∈P for all g ∈ G
}
,
where, for T ⊆ G (finite or infinite), xT denotes the restriction xT : T → S of the point
x to T . In addition, we denote by [xT ] = {y ∈ X : yT = xT} the corresponding cylinder
set, XT = {xT : x ∈ X} the set of restrictions to T , and BT the σ -algebra generated by
{[xK] : x ∈ X ,K ∈F (T )}, where BG corresponds to the Borel σ -algebra. Notice that for
g ∈G, T ⊆ G, and x ∈ X ,
(8) g · [xT ] =
⋂
h∈T
{g · y : y(h) = x(h)}=
⋂
h∈Tg−1
{z : z(h) = (g · x)(h)}= [(g · x)Tg−1 ].
Whenever T is a singleton {h}, we will omit the brackets and write xh, Fh(T ), etc.
Let X be aG-subshift andM (X) the set of all Borel probability measures ν on X . Given
a subgroup H ≤ G, we define IH := {A ∈BG : h ·A= A for all h ∈ H}, the σ -algebra of
H-invariant sets inBG. We denote byMH(X) the set ofH-invariantmeasures inM (X),
i.e., the ones that satisfy ν(A) = ν(h ·A) for all h ∈ H and A ∈ BG. The set M
erg
H (X) of
H-ergodic measures will be the one containing the measures ν ∈ MH(X) for which IH
is trivial, i.e., ν(A) ∈ {0,1} for all A ∈IH .
Given ν ∈M (X), we denote by L1ν the Banach space of real-valued measurable func-
tions f : X → R –or more precisely, classes of functions ν-a.e. equally valued– such that
‖ f‖ν :=
∫
| f |dν < ∞. In addition, for T ⊆ G, we define the T -support of ν as
(9) supp(ν,T ) := {x ∈ X : ν([xM])> 0 for all M ∈F (T )} .
Notice that if T1 ⊆ T2 ⊆ G, then X ⊇ supp(ν,T1) ⊇ supp(ν,T2). We will sometimes
abbreviate the G-support of ν by supp(ν).
2.3. Gibbs measures. Given a G-subshift X , consider now Φ : F (G)×X →R an (abso-
lutely summable) potential, i.e., a function Φ that satisfies the following properties:
(1) Φ(M,x) = Φ(M,y) for all x,y ∈ X andM ∈F (G) such that xM = yM .
(2) ‖Φ‖ := ∑M∈Fe(G) supx∈X |Φ(M,x)| < ∞.
Following [12], we will also assume that potentials are always G-invariant, i.e.,
(10) Φ(Mg,x) = Φ(M,g · x) for all x ∈ X , M ∈F (G), and g ∈ G.
In addition, we define the function ϕ : X →R as
(11) ϕ(x) :=− ∑
M∈Fe(G)
|M|−1Φ(M,x),
which, since ‖Φ‖ < ∞, corresponds to a continuous function in C (X). In [31], −ϕ is
called the local energy function; here, for consistency with past work, we prefer to include
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a minus sign ‘−’. For x ∈ X and T ∈F (G), define the energy of xT as
(12) E(xT ) := ∑
M∈F (T )
Φ(M,x).
Similarly, given y ∈ X , we write xT yT c ∈ S
G to denote the concatenation of xT and yT c
(i.e., (xT yT c)T = xT and (xT yT c)T c = yT c), and define the energy of xT given yT c as
(13) E(xT |yT c) :=
{
∑M∈FT (G) Φ(M,xT yT c) if xT yT c ∈ X ,
+∞ otherwise.
Hence, we can define the partition function on T with free boundary condition as
(14) Z(T ) := ∑
xT∈XT
exp[−E(xT )]
and, analogously, the partition function on T with boundary condition yT c as
(15) Z(T |yT c) := ∑
xT∈XT
exp[−E(xT |yT c)],
where exp[−∞] = 0. Considering this, the Gibbs (X ,Φ)-specification pi is defined as the
collection pi = {piyT}y∈X ,T∈F (G), where
(16) pi
y
T ([xT ]) :=
exp[−E(xT |yT c)]
Z(T |yT c)
.
A measure µ ∈MG(X) is a (G-invariant) Gibbs measure if
(17) µ([xT ]|BT c)(y)
µ(y)-a.e.
= piyT ([xT ])
for all T ∈ F (G) and xT ∈ XT , where µ([xT ]|BT c) := Eµ [1[xT ]|BT c ] is the conditional
expectation with respect to BT c of 1[xT ], the characteristic function of [xT ] ∈ BG. We
denote by G (X ,Φ) the set of Gibbs measures on X for the potential Φ. The set G (X ,Φ)
could be empty (e.g., consider [10, Example (4.16)], where it is basically proven that
X = {{0,1}G : |{g ∈ G : x(g) = 1}| ≤ 1} for any denumerable group G cannot support
a Gibbs measure), but sometimes it can be guaranteed it is not. For example, if X is an
SFT (see [30]), then G (X ,Φ) 6= /0.
Finally, given a Følner sequence {Tn} for G, we write
(18) P(Φ,{Tn}) := lim
n
|Tn|
−1 logZ(Tn)
whenever the limit exists. If P(Φ,{Tn}) exists and does not depend on {Tn}, we denote it
by P(Φ) and call it the pressure (of Φ).
2.4. Condition (D) and some implications. Given {Tn} Følner for G, we say that the
pair (X ,{Tn}) satisfies condition (D) (see [30, Chapter 4.1] for the case G= Zd) if for all
n ∈ N, there exists Tˆn ⊇ Tn such that limn
|Tˆn|
|Tn|
= 1 and for all x,y ∈ X , there exists z ∈ X
with zTn = xTn and zTˆ cn = yTˆ cn .
Remark 2.1. Notice that any subsequence of a Følner sequence is also Følner. Similarly,
condition (D) is also preserved under subsequences.
From now on, we fix G to be a countable discrete amenable group and X a nonempty
G-subshift.
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Lemma 2.2 ([11, Lemma 2.3]). If {Tn} is a Følner sequence for G and (X ,{Tn}) satisfies
condition (D), then there exists a sequence of positive numbers {rn} with rn = o(|Tn|) such
that for all µ ∈ G (X ,Φ) and x, x˜ ∈ X,
(19) exp[−rn]≤
µ([xTn ])exp[E(xTn)]
µ([x˜Tn ])exp[E(x˜Tn)]
≤ exp[rn],
with rn = |Tˆn \Tn|(log |S|+ 4‖Φ‖)+ 2supz∈X |E(zTn |zT cn )−E(zTn)|. In particular,
(20) exp[−rn]≤ µ([xTn ])exp[E(xTn)]Z(Tn)≤ exp[rn],
uniformly over x ∈ X.
Remark 2.2. In [11, Lemma 2.3] it is stated that for every µ ∈ G (X ,Φ) such sequence
{rn} exists. However, it can be checked that the sequence does not really depend on any
particular choice of µ , and we can pick {rn} so it works uniformly over µ ∈ G (X ,Φ).
Notice that |E(xTn)| ≤ |Tn|‖Φ‖, and therefore Z(Tn)≤ |S|
|Tn| exp[|Tn|‖Φ‖]. In particular,
if P(Φ) exists, then P(Φ)≤ log |S|+ ‖Φ‖ and for every x ∈ X ,
0≤−|Tn|
−1 logµ([xTn ])≤ |Tn|
−1 [E(xTn)+ logZ(Tn)+ o(|Tn|)](21)
≤ log |S|+ 2‖Φ‖+ o(1),(22)
so −|Tn|
−1 logµ([xTn ]) is bounded as a function of x and n.
Corollary 2.3. If {Tn} is a Følner sequence for G and (X ,{Tn}) satisfies condition (D),
then supp(µ) = X for every µ ∈ G (X ,Φ).
Proof. It suffices to prove that µ([xM])> 0 for arbitrary x ∈ X andM ∈F (G). Pick n ∈N
sufficiently large so thatMg⊆ Tn for some g ∈G. This can be always done (we will prove
a stronger statement in Lemma 4.3). W.l.o.g., by G-invariance of µ , assume that g = e.
Then, by Lemma 2.2 and Eq. (20), we conclude that
(23) µ([xM])≥ µ([xTn ])≥ e
−rn
exp[−E(xTn)]
Z(Tn)
≥ e−rn |S|−|Tn|e−2|Tn|‖Φ‖ > 0.

3. ERGODIC AND SHANNON-MCMILLAN-BREIMAN THEOREMS
One of the main goals of this section is to state the ergodic and Shannon-McMillan-
Breiman (SMB) theorems, where for the latter it will be required to introduce a special
function –the information function– that depends on an algebraic past (and therefore an or-
der) in the group involved. Ultimately, we will show how these two fundamental theorems
relate in order to obtain a pressure representation theorem (see Section 4). In particular, by
the end of this section, we will discuss a special version of the SMB theorem (the pointwise
–or “Breiman”– version of it) that holds for Gibbs measures. Before all this, we will need
some basic facts concerning decomposition and manipulation of Følner sequences that will
be useful for understanding pressure in the amenable context.
In addition to G and X , we will fix (H,6) to be an amenable linearly right-ordered
subgroupH ≤G of finite index d := [G :H]∈N andK = {k1, . . . ,kd}⊆G a left transversal
so that G= KH and kiH ∩ k jH = /0 for i 6= j.
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3.1. Preliminary facts about Følner sequences. Recall that virtually amenable groups
are amenable. One way to see this in our context is through the following lemma.
Lemma 3.1. If {Fn} is Følner for H, then {Tn}= {KFn} is Følner for G.
Proof. Given g ∈ G, it can be checked that gK = {k1hg,1, . . . ,kdhg,d} for hg,i ∈ H and
1≤ i≤ d. Therefore,
(24) |gKFn△KFn|=
∣∣∣∣∣
(
d⋃
i=1
kihg,iFn
)
△
(
d⋃
i=1
kiFn
)∣∣∣∣∣≤
∣∣∣∣∣
d⋃
i=1
(kihg,iFn△kiFn)
∣∣∣∣∣ .
To finish, since |KFn|= d|Fn|,
(25)
|gKFn△KFn|
|KFn|
≤ (d|Fn|)
−1
∣∣∣∣∣
d⋃
i=1
ki(hg,iFn△Fn)
∣∣∣∣∣≤ max1≤i≤d |hg,iFn△Fn||Fn| −−−→n→∞ 0,
because {Fn} is Følner for H and {hg,i} is independent of n. 
Lemma 3.2. If {Tn} is Følner for G and {T
′
n} is such that limn |T
′
n |/|Tn|= 1, then {T
′
n} is
Følner for G.
Proof. If limn |T
′
n |/|Tn|= 1, it can be checked that limn
|T ′n△Tn|
|Tn|
= 0. Then, given g ∈ G,
|gT ′n△T
′
n|
|T ′n |
≤
|gT ′n△gTn|
|T ′n|
+
|gTn△Tn|
|T ′n |
+
|Tn△T
′
n|
|T ′n |
(26)
=
|g(T ′n△Tn)|
|Tn|
|Tn|
|T ′n |
+
|gTn△Tn|
|Tn|
|Tn|
|T ′n |
+
|Tn△T
′
n|
|Tn|
|Tn|
|T ′n |
−−−→
n→∞
0,(27)
and we conclude. 
Lemma 3.3. Given {Tn} Følner for G, define Fn := {h ∈ H : Kh ⊆ Tn}. Then, KFn ⊆ Tn,
limn |KFn|/|Tn| = 1 (in particular, {KFn} is Følner for G), and {Fn} is Følner for H.
Moreover, if ({Tn},X) satisfies condition (D), then ({KFn},X) satisfies condition (D), too.
Proof. Let Fn = {h ∈ H : Kh⊆ Tn} and Qn = {h ∈ H : Kh∩Tn 6= /0}. Clearly, KFn ⊆ Tn ⊆
KQn. Notice that
(28) Qn \Fn =
⋃
1≤i, j≤d
{h ∈H : h ∈ k−1i Tn,h /∈ k
−1
j Tn}=
⋃
1≤i, j≤d
(k−1i Tn \ k
−1
j Tn)∩H.
As a consequence,
(29) Tn \KFn ⊆ KQn \KFn = K(Qn \Fn) =
⋃
1≤i, j≤d
K(k−1i Tn \ k
−1
j Tn).
Therefore,
(30) |Tn \KFn| ≤ ∑
1≤i, j≤d
|K(k−1i Tn \ k
−1
j Tn)| ≤ |K| ∑
1≤i, j≤d
|k jk
−1
i Tn△Tn|,
so
|Tn \KFn|
|Tn|
≤ |K| ∑
1≤i, j≤d
|k jk
−1
i Tn△Tn|
|Tn|
≤ d3 max
1≤i, j≤d
|k jk
−1
i Tn△Tn|
|Tn|
−−−→
n→∞
0,(31)
and {KFn} is Følner for G due to Lemma 3.2. Now, given h ∈ H, we can see that
(32) |hFn \Fn|= |K|
−1|KhFn \KFn| ≤ |K|
−1|Khk−11 KFn \KFn| ≤ max
g∈Khk−11
|gKFn \KFn|,
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so
(33)
|hFn△Fn|
|Fn|
=
|hFn \Fn|
|Fn|
+
|h−1Fn \Fn|
|Fn|
≤ 2 max
g∈K{h,h−1}k−1
1
|gKFn△KFn|
|KFn|
−−−→
n→∞
0,
and we conclude that {Fn} is Følner for H.
Finally, if ({Tn},X) satisfies condition (D), then there exists {Tˆn} such that Tn ⊆ Tˆn,
limn
|Tˆn|
|Tn|
= 1 and for all x,y ∈ X , there exists z ∈ X such that zTn = xTn and zTˆ cn = yTˆ cn .
Therefore, we can use the same sequence {Tˆn} to prove that ({KFn},X) satisfies condition
(D), since KFn ⊆ Tn, so zTn = xTn implies that zKFn = xKFn and
|Tˆn|
|KFn|
= |Tˆn||Tn|
|Tn|
|KFn|
−−−→
n→∞
1. 
Thus, in virtue of Lemma 3.1 and Lemma 3.3, from now on and w.l.o.g., we will assume
that we have a sequence {Tn} Følner for G such that Tn = KFn, where {Fn} is some Følner
sequence for H.
3.2. Information and entropy. A (finite) measurable partition is a finite collection of
disjoint nonempty sets {A1, . . . ,Ak} such that Ai ∈ BG and
⋃k
i=1Ai = X for k ∈ N. We
will only consider the canonical partition of the origin α = {[xe] : x ∈ X} and its common
refinements αM =
∨
g∈M g
−1 ·α , whereM ∈F (G) and g−1 ·α = {[xg] : x∈ X}. Notice that
αM = {[xM] : x ∈ X} (after discarding the empty sets) and that α is a generating partition,
i.e., αG = BG; here, especially if T ⊆ G is infinite, we will understand that α
T refers to
the smallest σ -algebra that contains σ(g−1 ·α) for all g ∈ T , i.e., BT , and there won’t be
any ambiguity.
Given ν ∈ MG(X), M ∈ F (G), and a sub-σ -algebra C of BG, define ν(x)-a.e. the
information function of αM conditioned on C as
(34) Iν(α
M|C )(x) :=− ∑
A∈αM
1A(x) logν(A|C )(x) =− logν([xM]|C )(x).
The Shannon entropy of αM conditioned on C is defined as
(35) Hν(α
M|C ) :=
∫
Iν(α
M|C )dν.
We write Iν(α
M) andHν(α
M) if C is the trivial sub-σ -algebra { /0,X}. Given T ⊆G, we
abbreviate Iν(α
M |αT )(x) by Iν(M|T )(x), which is a BM∪T -measurable function. Notice
that if T ∈F (G) and x ∈ supp(ν,M∪T ), we can write Iν(M|T )(x) = − logν([xM]|[xT ]).
Given a Følner sequence {Tn}, define the Kolmogorov-Sinai entropy as the limit
(36) h(ν) := lim
n
|Tn|
−1Hν(α
Tn) = inf
n
|Tn|
−1Hν(α
Tn),
which turns out to be independent of {Tn}. The following theorem is a particular case of
the Pinsker Formula that appears in [15].
Theorem 3.4 ([15, Theorem 3.1]). Let G be a countable discrete amenable orderable
group with algebraic past G−, X a G-subshift, and ν ∈MG(X). Then
(37) h(ν) = Hν(α|α
G−) =
∫
Iν(e|G
−)dν.
3.3. Pointwise and mean theorems. Recall that IH corresponds to the σ -algebra of H-
invariant sets. Now we state the ergodic and SMB theorems in their pointwise and mean
versions for the particular case of G-subshifts.
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Theorem 3.5 ([22]). Suppose that ν ∈ MH(X) and {Fn} is a Følner sequence for H.
Then, for any f ∈ L1ν ,
(38) |Fn|
−1 ∑
h∈Fn
f (h · x)
L1ν−−−→
n→∞
Eν [ f |IH ](x),
and the same holds ν(x)-a.e. if {Fn} is tempered. In particular, if ν ∈M
erg
H (X), then the
limit is constant ν(x)-a.e. and equal to
∫
f dν .
Theorem 3.6 ([15, 22]). Suppose that ν ∈MG(X) and {Tn} is a Følner sequence for G.
Then
(39) −|Tn|
−1 logν([xTn ])
L1ν−−−→
n→∞
Eν [Iν(e|G
−)|IG](x),
and the same holds ν(x)-a.e. if {Tn} is tempered. In particular, if ν ∈M
erg
G (X), then the
limit is constant ν(x)-a.e. and equal to h(ν) (see Theorem 3.4).
We will refer to −|Tn|
−1 logν([xTn ]) as SMB ratio. Notice that in the Gibbsian case we
have already established that this ratio is uniformly bounded over x ∈ X and n∈N (see Eq.
(21)). Now we will review a couple of results related to a Breiman type theorem due to
Gurevich and Tempelman [12].
3.4. Breiman type theorem for Gibbs measures. Given a Følner sequence {Tn} for G,
define the set
(40) Xϕ,{Tn} :=
{
x ∈ X : lim
n
|Tn|
−1 ∑
g∈Tn
ϕ(g · x) exists
}
.
Theorem 3.7 ([12, Theorem 1]). If {Tn} is Følner for G, (X ,{Tn}) satisfies condition (D),
and Φ is a potential such that G (X ,Φ) 6= /0, then
(1) P(Φ) is well defined.
(2) P(Φ) = supν∈MG(X) [h(ν)+
∫
ϕdν] = h(µ)+
∫
ϕdµ for any µ ∈ G (X ,Φ).
(3) For x ∈ Xϕ,{Tn} and µ ∈ G (X ,Φ),
(41) lim
n
[
−|Tn|
−1 logµ([xTn ])
]
=− lim
n
|Tn|
−1 ∑
g∈Tn
ϕ(g · x)+P(Φ).
Part 2 of Theorem 3.7 can be regarded as a variational principle (see, for example,
[32, 27]). Then, combining Theorem 3.4 and Theorem 3.7, we have that
(42) P(Φ) =
∫
(Iµ(e|G
−)+ϕ)dµ
for all µ ∈ G (X ,Φ). The main goal of this paper is to give conditions in order to replace
dµ by dν in the previous expression, where ν is some other measure in MH(X) and the
integrand is the same or a related functional. We also have the following result.
Lemma 3.8 ([12, Lemma 2]). If {Tn} is a Følner sequence for G, then
lim
n
|Tn|
−1
[
− ∑
g∈Tn
ϕ(g · x)−E(xTn)
]
= 0 uniformly over x ∈ X.(43)
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Combining Lemma 3.8, Eq. (20), and the definition of Tn, we obtain
−|Tn|
−1 logµ([xTn ])(44)
= |Tn|
−1(logZ(Tn)− ∑
g∈Tn
ϕ(g · x)+ o(|Tn|))(45)
= |KFn|
−1 logZ(KFn)−|K|
−1
[G:H]
∑
i=1
|Fn|
−1 ∑
h∈Fn
ϕi(h · x)+ o(1),(46)
where ϕi(x) := ϕ(ki · x). Denote ϕK(x) := ∑
[G:H]
i=1 ϕi(x). Then, applying the pointwise
ergodic theorem (see Theorem 3.5) for each ϕi, and considering that |K| = [G : H], we
have the following result.
Corollary 3.9 ([12, Corollary 2]). If {Fn} is a tempered Følner sequence for H, (X ,{Tn})
satisfies condition (D), and Φ is a potential such that G (X ,Φ) 6= /0, then
(47) −|Tn|
−1 logµ([xTn ])
ν(x)-a.e.
−−−−−→
n→∞
P(Φ)− [G :H]−1Eν [ϕK |IH ] (x)
for any ν ∈MH(X).
In addition, if we apply the bounded convergence theorem (BCT), and given the just
established pointwise convergence, we also have the following corollary.
Corollary 3.10. If {Fn} is a tempered Følner sequence for H, (X ,{Tn}) satisfies condition
(D), and Φ is a potential such that G (X ,Φ) 6= /0, then
(48) −|Tn|
−1 logµ([xTn ])
L1ν−−−→
n→∞
P(Φ)− [G : H]−1Eν [ϕK |IH ] (x)
for any ν ∈MH(X).
Remark 3.1. A version of Corollary 3.10 (i.e., L1ν convergence of the SMB ratio) with-
out requiring {Tn} to be tempered nor going through pointwise convergence can be also
proven. However, since all the conditions on Følner sequences of the main pressure rep-
resentation theorem (see Theorem 4.5 and Section 4 in general) remain true after taking
subsequences and any Følner sequence has a tempered subsequence, this is enough.
4. PRESSURE REPRESENTATION THEOREM
In this section we will state and prove the main result of this work, namely Theorem
4.5. In order to achieve this, its proof has been divided in several steps, each of them made
up of lemmas and propositions. There can be distinguished three main steps in the proof,
each of them encompassed in a corresponding subsection. First, given a Følner sequence,
we will show that the SMB ratio can be expressed as a summation of several information
functions conditioned on finite portions of cosets from the algebraic past of an orderable
subgroup of G (which itself is not necessarily orderable). This decomposition is a more
general and sophisticated version of what Gamarnik and Katz called the sequential cavity
method in [9] and it is also related to ideas from Helvik and Lindgren [13] (see Section 5
for a discussion on this last point). Second, we group all these information functions in
finitely many specific classes, and prove that when “most” of the elements in each class are
“similar” to a particular function, then we can represent pressure using a formula involving
finitely many representative functions, one for each class. Third, we define a natural way
to group these information functions in classes which at the same time induces a notion of
convergence in a net sense to the corresponding representative function. Finally, we put all
these elements together and state Theorem 4.5.
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Recall that we have fixed G to be a countable amenable virtually orderable group with
(H,6) an amenable linearly right-ordered subgroup H ≤ G of finite index [G : H] and
K = {k1, . . . ,k[G:H]} ⊆ G a left transversal so that G = KH and kiH ∩ ki′H = /0 for i 6= i
′.
In addition, we will fix {Fn} a Følner sequence for H, so that {Tn} is Følner for G, where
Tn = KFn and (X ,{Tn}) satisfies condition (D). Finally, we will also consider an arbitrary
partition of K into ℓ nonempty subsets {L j} so that K = L1⊔·· · ⊔Lℓ and L j ∩L j′ = /0 for
j 6= j′, and we will denoteKi := L1⊔·· ·⊔Li for 1≤ i≤ ℓ andK0 = /0. In particular,Kℓ =K.
4.1. Sequential decomposition of the SMB ratio. Now, we will proceed to decompose
the SMB ratio into a particular sum of conditional probabilities. Let X be a nonempty
G-subshift and µ ∈MG(X). Notice that
(49) µ([xTn ]) =
ℓ
∏
i=1
µ([xLiFn ]|[xKi−1Fn ]).
Given F ∈ F (H), since H is linearly right-ordered, we can always define a unique
maximal element h ∈ F , so that F \ {h} = F ∩H−h. Iterating this idea on each set LiFn,
and due to the G-invariance (in particular, H-invariance) of µ , we have
µ([xLiFn ]|[xKi−1Fn ])(50)
= ∏
h∈Fn
µ([xLih]|[xLi(Fn∩H−h)⊔Ki−1Fn ])(51)
= ∏
h∈Fn
µ(h−1 · [(h · x)Li ]|h
−1 · [(h · x)Li(Fnh−1∩H−)⊔Ki−1Fnh−1 ])(52)
= ∏
h∈Fn
µ([(h · x)Li ]|[(h · x)Li(Fnh−1∩H−)⊔Ki−1Fnh−1 ])(53)
= ∏
h∈Fn
µ([(h · x)Li ]|[(h · x)KiFnh−1∩G−i
])(54)
for 1≤ i≤ ℓ, where
(55) G−i := LiH
−⊔Ki−1H.
Notice that G−i−1 ( Ki−1H ( G
−
i . In addition, given h ∈ Tn, define the set
(56) T−n,h(i) := KiFnh
−1∩G−i = KFnh
−1∩G−i = Tnh
−1∩G−i .
Then, for 1≤ i≤ ℓ, we can write
(57) − logµ([xKiFn ]) =
i
∑
j=1
∑
h∈Fn
Iµ(Li|T
−
n,h(i))(h · x),
where Iµ(Li|T
−
n,h(i))(x) := − logµ
(
[xLi ]
∣∣∣[xT−
n,h(i)
]
)
is the information function of αLi con-
ditioned on α
T−
n,h(i) = BT−
n,h(i)
. In particular,
(58) − logµ([xTn ]) =
ℓ
∑
i=1
∑
h∈Fn
Iµ(Li|T
−
n,h(i))(h · x).
Whenever ℓ = 1, we will omit the index i in expressions like Iµ(Li|T
−
n,h(i))(x), i.e., we
will write Iµ(K|T
−
n,h)(x) instead of Iµ(L1|T
−
n,h(1))(x), etc.
The cases ℓ= 1 and ℓ= [G :H] represent two extreme cases in the way of decomposing
Tn, both –together with the intermediate cases– potentially useful. When ℓ = 1, we are
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splitting Tn = KFn in disjoint |Fn| translations of K, let’s say {Kh}h∈Fn, and ordering them
according to the order of h in H. On the other hand, when ℓ = [G : H], what we do is to
decompose Tn in [G : H] “slices” k1Fn, . . . ,kℓFn arbitrarily ordered and order each of them
according to the order of H, giving two alternative ways of expressing the same quantity.
We will see that this decomposition generalizes what is done in [13, Theorem 1] for the
case of finite unions of point lattices (i.e. discrete abelian subgroups of Rd), where they
also include some applications (see Section 5.3).
4.2. Convergence results. We are interested in the case when “most” of the elements
Iµ(Li|T
−
n,h(i)) in the previous averages are “similar” to a function fi ∈ L
1
ν in some sense to
be made precise. This idea was present along all papers in the sequence [9, 26, 4, 1] and it
will be now formalized in a mean sense here. Consider the two following propositions.
Proposition 4.1. Let {Fn} be a Følner sequence for H, µ ∈ G (X ,Φ), ν ∈ MH(X) with
supp(ν) ⊆ supp(µ), and f1, . . . , fℓ ∈ L
1
ν . Then,
|Fn|
−1 ∑
h∈Fn
(Iµ(Li|T
−
n,h(i))− fi)(h · x)
L1ν−−−→
n→∞
0 for all 1≤ i≤ ℓ(59)
if and only if
−|Fn|
−1 logµ([xKiFn ])
L1ν−−−→
n→∞
Eν [ f1+ · · ·+ fi|IH ] for all 1≤ i≤ ℓ.(60)
Proof. By the mean ergodic theorem, for any 1≤ i≤ ℓ,
(61) |Fn|
−1 ∑
h∈Fn
(Iµ(Li|T
−
n,h(i))− fi)(h · x)
L1ν−−−→
n→∞
0
if and only if
(62) |Fn|
−1 ∑
h∈Fn
Iµ(Li|T
−
n,h(i))(h · x)
L1ν−−−→
n→∞
Eν [ fi|IH ].
Then, by Eq. (57), Eq. (62), and linearity of conditional expectation,
−|Fn|
−1 logµ([xKiFn ]) =
i
∑
j=1
|Fn|
−1 ∑
h∈Fn
Iµ(Li|T
−
n,h( j))(h · x)(63)
L1ν−−−→
n→∞
i
∑
j=1
Eν [ f j|IH ](x).(64)
Now, to prove the other direction, notice that
|Fn|
−1 ∑
h∈Fn
Iµ(Li|T
−
n,h(i))(h · x)(65)
= |Fn|
−1(− logµ([xKiFn ])+ logµ([xKi−1Fn ]))(66)
L1ν−−−→
n→∞
Eν [ f1+ · · ·+ fi|IH ]−Eν [ f1+ · · ·+ fi−1|IH ](67)
= Eν [ fi|IH ],(68)
and we conclude by Eq. (62). 
Combining Proposition 4.1 and Corollary 3.10, we obtain the following result, which
gives us a way to relate the SMB ratio, the average of information functions, and pressure.
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Proposition 4.2. Let {Fn} be a Følner sequence for H such that (X ,{KFn}) satisfies con-
dition (D), Φ a potential such that G (X ,Φ) 6= /0, ν ∈MH(X), and f1, . . . , fℓ ∈ L
1
ν . If
|Fn|
−1 ∑
h∈Fn
(Iµ(Li|T
−
n,h(i))− fi)(h · x)
L1ν−−−→
n→∞
0 for all 1≤ i≤ ℓ,(69)
then
P(Φ) =
1
[G :H]
∫ ( ℓ
∑
i=1
fi+ϕK
)
dν(70)
ν(x)-a.e.
=
1
[G :H]
Eν
[
ℓ
∑
i=1
fi+ϕK
∣∣∣∣∣IH
]
(x).(71)
On the other hand, if ℓ= 1, we also have the following converse:
P(Φ)
ν(x)-a.e.
= Eν [ f +ϕK|IH ](x)(72)
⇐⇒ |Fn|
−1 ∑h∈Fn(Iµ(K|T
−
n,h)− f )(h · x)
L1ν−−−→
n→∞
0.(73)
Proof. By Corollary 3.10,
(74) −|Tn|
−1 logµ([xTn ])
L1ν−−−→
n→∞
P(Φ)− [G :H]−1Eν [ϕK |IH ] (x).
On the other hand, by Proposition 4.1, Eq. (69) is equivalent to
(75) −|KiFn|
−1 logµ([xKiFn ])
L1ν−−−→
n→∞
|Ki|
−1Eν [ f1+ · · ·+ fi|IH ]
for all 1≤ i≤ ℓ. In particular, for i= ℓ,
(76) −|KFn|
−1 logµ([xKFn ])
L1ν−−−→
n→∞
[G :H]−1Eν [ f1+ · · ·+ fℓ|IH ].
Therefore, since KFn = Tn and the limits in Eq. (74) and Eq. (76) should coincide
ν(x)-a.e., we have
(77) P(Φ)− [G :H]−1Eν [ϕK |IH ] (x)
ν(x)-a.e.
= [G : H]−1Eν [ f1+ · · ·+ fℓ|IH ],
so
(78) P(Φ)
ν(x)-a.e.
=
1
[G : H]
Eν
[
ℓ
∑
i=1
fi+ϕK
∣∣∣∣∣IH
]
(x).
Since P(Φ) is constant, then P(Φ) =
∫
P(Φ)dν , and we conclude that
P(Φ) =
1
[G : H]
ℓ
∑
i=1
∫
( fi+
1
ℓ
ϕK)dν(79)
ν(x)-a.e.
=
1
[G : H]
ℓ
∑
i=1
Eν [ fi+
1
ℓ
ϕK |IH ](x).(80)
Now, if ℓ= 1, Eq. (69) is equivalent to
(81) |Fn|
−1 ∑
h∈Fn
(Iµ(K|T
−
n,h)− f )(h · x)
L1ν−−−→
n→∞
0,
which at the same time is equivalent to
(82) −|KFn|
−1 logµ([xKFn ])
L1ν−−−→
n→∞
[G :H]−1Eν [ f |IH ].
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Then, applying Corollary 3.10 again, we prove the converse. 
We have obtained a pressure representation formula when Iµ(Li|T
−
n,h(i)) is “similar” to
fi ∈ L
1
ν in the average sense of Eq. (69). In the following, we will see a way to define a
natural candidate for such fi.
4.3. A natural directed set. In the following, we will define an order and directed set
which ultimately gives us a notion of convergence in a net sense for information functions,
and for which the representative functions fi naturally emerge as limiting functions.
Given {Fn} Følner for H, define the directed set ([{Fn}],4) as the countable collection
(83) [{Fn}] = {(n,h) : n ∈ N,h ∈ Fn} ⊆ N×H
such that
(84) (n1,h1)4 (n2,h2) ⇐⇒ n1 ≤ n2 and T
−
n1,h1
(i)⊆ T−n2,h2(i) for all 1≤ i≤ ℓ,
where T−n,h(i) = Tnh
−1∩G−i , G
−
i = LiH
−⊔Ki−1H, and K is so that G= KH.
To see that this is in fact a directed set, we need to prove that there is an upper bound
for each pair of elements (n1,h1),(n2,h2) ∈ [{Fn}]. We will use the following lemma.
Lemma 4.3. Let {Fn} be a Følner sequence for H. Given a fixed M ∈F (H), define
(85) FMn := {h ∈ Fn :Mh ⊆ Tn}
for n ∈ N. Then limn
|FMn |
|Fn|
= 1. Moreover, if M1,M2, . . . is a family of sets in F (H), there
exists an increasing function γ :N→ N such that γ(n)→ ∞ and for all n ∈ N,
(86)
|F
Mγ(n)
n |
|Fn|
≥ 1−
1
γ(n)
.
Proof. If h ∈ Fn andMh * Fn, then for some m ∈M, h ∈ Fn \ (m−1Fn). Thus,
(87)
|Fn \F
M
n |
|Fn|
≤
∑m∈M |Fn \ (m
−1Fn)|
|Fn|
≤ |M|max
m∈M
|mFn△Fn|
|Fn|
→ 0.
Now, define n(1) = 1. For every j ≥ 2, there exists a minimum n( j)> n( j− 1) so that
|F
M j
n |
|Fn|
≥ 1−
1
j
for all n≥ n( j).(88)
We can define γ as γ(n) = j for n( j)≤ n< n( j+ 1). Then
|F
Mγ(n)
n |
|Fn|
≥ 1−
1
γ(n)
for all n( j+ 1)> n≥ n( j),(89)
and considering that N=
⋃
j[n( j),n( j+ 1)), we have that Eq. (86) holds. 
Then, by Lemma 4.3, given (n1,h1),(n2,h2) ∈ [{Fn}], it suffices to take (n,h) so that n
is sufficiently large such that n ≥ max{n1,n2} and F
M
n 6= /0, where M = Fn1h
−1
1 ∪Fn2h
−1
2 .
Then, if we take any h ∈ FMn , we have that Mh ⊆ Fn, so Fn1h
−1
1 ,Fn2h
−1
2 ⊆ Fnh
−1. In
particular, for all 1≤ i≤ ℓ,
(90) T−n1,h1
(i) = KFn1h
−1
1 ∩G
−
i ⊆ KFnh
−1∩G−i = T
−
n,h(i),
and the same holds for T−n2,h2
(i).
Notice that [{Fn}] has the additional property that if {Fnk} is a subsequence of {Fn},
then ([{Fnk}],4) is a directed subset .
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Now, suppose that there exists Iµ,ν(Li|G
−
i ) ∈ L
1
ν such that Iµ(Li|T
−
n,h(i)) converges to
Iµ,ν(Li|G
−
i ) in L
1
ν in the [{Fn}]-sense, this is to say, for every ε > 0, there exists (n0,h0) ∈
[{Fn}] such that for every (n,h)< (n0,h0),
‖Iµ(Li|T
−
n,h(i))− Iµ,ν(Li|G
−
i )‖ν < ε for all 1≤ i≤ ℓ.(91)
Notice that if this is the case, then Iµ,ν(Li|G
−
i )(x)≥ 0 ν(x)-a.e. since Iµ(Li|T
−
n,h(i))(x)≥
0 for all x∈ X . We will abbreviate this fact by Iµ(Li|T
−
n,h(i))
L1ν−−−→
[{Fn}]
Iµ,ν(Li|G
−
i ) and we will
consider this as a necessary condition for having any meaningful pressure representation
as in [9, 26, 4, 1], where analogous convergence assumptions were required to be uniform
instead. It is reasonable to relax this to a mean sense; after all, what we regard as a pressure
representation involves an integrationwith respect to ν , so asking limits to be in an L1ν sense
is a natural assumption.
Remark 4.1. A priori, Iµ,ν(Li|G
−
i ) could depend on the particular Følner sequence {Fn}
that we use, but we won’t reflect this fact in the notation because it is already heavy enough.
Now, if we assume L1ν convergence in the [{Fn}]-sense for each i, and after removing
o(|Fn|) elements from each Fn, we can prove that the ith average of information functions
arising from the sequential decomposition of the SMB ratio (where each information func-
tion is conditioned on a different set) converges in L1ν to the ergodic average of Iµ,ν(Li|G
−
i )
(that we naturally identify with the aforementioned representative function fi). We have
the following lemma.
Proposition 4.4. If Iµ(Li|T
−
n,h(i))
L1ν−−−→
[{Fn}]
Iµ,ν(Li|G
−
i ) for all 1≤ i≤ ℓ, then we can define a
sequence {Fn,ν} such that Fn,ν ⊆ Fn ⊆ H, limn
|Fn,ν |
|Fn|
= 1, and
(92) |Fn|
−1
[
∑
h∈Fn,ν
Iµ(Li|T
−
n,h(i))(h · x)− ∑
h∈Fn
Iµ,ν(Li|G
−
i )(h · x)
]
L1ν−−−→
n→∞
0
for all 1≤ i≤ ℓ.
Proof. Since Iµ(Li|T
−
n,h(i))
L1ν−−−→
[{Fn}]
Iµ,ν(Li|G
−
i ) for all 1 ≤ i ≤ ℓ and [{Fn}] is directed, we
can find an increasing sequence (nm,hm) ∈ [{Fn}] such that for every (n,h)< (nm,hm),∥∥∥Iµ(Li|T−n,h(i))− Iµ,ν(Li|G−i )∥∥∥
ν
<
1
m
for all 1≤ i≤ ℓ.(93)
Now, consider the sequence of finite subsets of H defined asMm = Fnmh
−1
m , and let γ be
the (increasing) function provided by Lemma 4.3. Set Fn,ν to be F
Mγ(n)
n , so
|Fn,ν |
|Fn|
≥ 1− 1γ(n) .
It can be seen that for n ∈ N and h ∈ Fn,ν , we have∥∥∥Iµ(Li|T−n,h(i))− Iµ,ν(Li|G−i )∥∥∥
ν
<
1
γ(n)
for all 1≤ i≤ ℓ.(94)
Therefore, by H-invariance of ν , for any 1≤ i≤ ℓ,∥∥∥∥∥ ∑
h∈Fn,ν
(
Iµ(Li|T
−
n,h(i))− Iµ,ν(Li|G
−
i )
)
(h · x)
∥∥∥∥∥
ν
(95)
≤ ∑
h∈Fn,ν
‖Iµ(Li|T
−
n,h(i))− Iµ,ν(Li|G
−
i )‖ν ≤
|Fn,ν |
γ(n)
.(96)
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In addition, since Iµ,ν(Li|G
−
i ) ∈ L
1
ν and Iµ,ν(Li|G
−
i )(x) ≥ 0 ν(x)-a.e., by H-invariance
of ν , ∥∥∥∥∥ ∑
h∈Fn\Fn,ν
Iµ,ν(Li|G
−
i )(h · x)
∥∥∥∥∥
ν
= ∑
h∈Fn\Fn,ν
∥∥Iµ,ν(Li|G−i )(h · x)∥∥ν(97)
= |Fn \Fn,ν |
∥∥Iµ,ν(Li|G−i )∥∥ν .(98)
Therefore, we conclude by observing that∥∥∥∥∥ ∑
h∈Fn,ν
Iµ(Li|T
−
n,h(i))(h · x)− ∑
h∈Fn
Iµ,ν(Li|G
−
i )(h · x)
∥∥∥∥∥
ν
(99)
≤
|Fn,ν |
γ(n)
+ |Fn \Fn,ν ||
∥∥Iµ,ν(Li|G−i )∥∥ν ,(100)
and using ‖Iµ,ν(Li|G
−
i )‖ν < ∞, |Fn,ν | ≤ |Fn|, and limn
|Fn\Fn,ν |
|Fn|
= limn
1
γ(n) = 0. 
Remark 4.2. Notice that
supnmaxh∈Fn\Fn,ν
∥∥∥Iµ(Li|T−n,h(i))∥∥∥ν < ∞(101)
⇐⇒ limsupnmaxh∈Fn\Fn,ν ‖Iµ(Li|T
−
n,h(i))‖ν < ∞(102)
=⇒ |Fn|
−1 ∑h∈Fn\Fn,ν ‖Iµ(Li|T
−
n,h(i))‖ν −−−→n→∞
0(103)
⇐⇒ |Fn|
−1 ∑h∈Fn\Fn,ν Iµ(Li|T
−
n,h(i))(h · x)
L1ν−−−→
n→∞
0.(104)
4.4. Main theorem. Now, combining the previous results from this section, we are in
position to state the main theorem of this work.
Theorem 4.5. Consider
• G a countable discrete group,
• (H,6) an amenable linearly right-ordered subgroup H ≤ G of index [G :H]< ∞,
• K = {k1, . . . ,kd} ⊆ G a left transversal so that d = [G :H] and G= KH,
• A partition K = L1⊔·· ·⊔Lℓ with Li 6= /0 and 1≤ ℓ≤ d,
• X a nonempty G-subshift,
• {Fn} a left Følner sequence for H such that (X ,{KFn}) satisfies condition (D),
• Φ an (absolutely summable) potential such that G (X ,Φ) 6= /0,
• µ ∈ G (X ,Φ)⊆MG(X), and ν ∈MH(X).
For all 1≤ i≤ ℓ, denote
• Ki = L1⊔·· ·⊔Li,
• G−i = LiH
−⊔Ki−1H, where H
− = {h ∈ H : h< e},
• T−n,h(i) = Tnh
−1∩G−i , where Tn = KFn,
• Iµ(Li|T
−
n,h(i))(x) =− logµ([xLi ]|[xT−n,h(i)
]), and
• ϕK(x) = ∑
d
i=1 ϕi(x), where ϕi(x) = ϕ(ki · x).
Suppose that
Iµ(Li|T
−
n,h(i))
L1ν−−−→
[{Fn}]
Iµ,ν(Li|G
−
i ) for all 1≤ i≤ ℓ.(105)
If
|Fn|
−1 ∑
h∈Fn\Fn,ν
‖Iµ(Li|T
−
n,h(i))‖ν −−−→n→∞
0 for all 1≤ i≤ ℓ,(106)
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then
P(Φ) =
1
[G : H]
ℓ
∑
i=1
∫ (
Iµ,ν(Li|G
−
i )+
1
ℓ
ϕK
)
dν(107)
ν(x)-a.e.
=
1
[G : H]
ℓ
∑
i=1
Eν
[
Iµ,ν(Li|G
−
i )+
1
ℓ
ϕK
∣∣∣∣IH
]
(x).(108)
On the other hand, if ℓ= 1, we also have the following converse:
(109) |Fn|
−1 ∑
h∈Fn\Fn,ν
‖Iµ(K|T
−
n,h)‖ν −−−→n→∞
0
if and only if
(110) P(Φ)
ν(x)-a.e.
= Eν [Iµ,ν(K|G
−)+ϕK|IH ](x).
In particular, if ℓ= 1 and ν ∈M
erg
H (X), then
(111) |Fn|
−1 ∑
h∈Fn\Fn,ν
‖Iµ(K|T
−
n,h)‖ν −−−→n→∞
0 ⇐⇒ P(Φ) =
∫
(Iµ,ν(K|G
−)+ϕK)dν.
Proof. By Proposition 4.4, if Iµ(Li|T
−
n,h(i))
L1ν−−−→
[{Fn}]
Iµ,ν(Li|G
−
i ), then
(112) |Fn|
−1
[
∑
h∈Fn,ν
Iµ(Li|T
−
n,h(i))(h · x)− ∑
h∈Fn
Iµ,ν(Li|G
−
i )(h · x)
]
L1ν−−−→
n→∞
0.
Combining this with |Fn|
−1 ∑h∈Fn\Fn,ν ‖Iµ(Li|T
−
n,h(i))‖ν −−−→n→∞
0, we obtain
(113) |Fn|
−1 ∑
h∈Fn
[
Iµ(Li|T
−
n,h(i))− Iµ,ν(Li|G
−
i )
]
(h · x)
L1ν−−−→
n→∞
0.
Then, if we identify Iµ,ν(Li|G
−
i ) with fi, everything follows from Proposition 4.2 and
the fact that if ν ∈M
erg
H (X), then IH is trivial for ν . 
Remark 4.3. It is easy to check that when H = G and K = {e}, then we can recover from
Theorem 4.5 an analogous result to the ones that appear in [9, 26, 4].
Question 4.1. Is there an example where, under the other assumptions of Theorem 4.5,
|Fn|
−1 ∑h∈Fn\Fn,ν ‖Iµ(Li|T
−
n,h(i))‖ν −−−→n→∞
0 does not hold? In other words, is this assumption
redundant?
5. DISCUSSION
5.1. Comparison with previous results. Let G = Zd for some d ∈ N endowed with the
lexicographic order and consider the directed set (Θ,4), where Θ = {M ∈ F (G) : M ⊆
G−} and
(114) M1 4M2 ⇐⇒
[
for all n ∈ N, [−n,n]d ∩G− ⊆M1 =⇒ [−n,n]
d ∩G− ⊆M2
]
.
Notice that Θ is uncountable but it has a cofinal sequence exhaustingG−, namely {Mn}
forMn := [−n,n]
d ∩G−. We say that a potential Φ is nearest-neighbor if
(115) Φ(M,x) 6= 0 for x ∈ X =⇒ M = {h,h+ si}
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for some h ∈ Zd and 1≤ i≤ d, where si is the ith canonical vector which is 0 in every but
the ith coordinate where is 1. This notion can be naturally extended to any group G with a
generating set {s1,s2, . . .}.
Now we rephrase Theorem 3.1 from [26] in the language of this paper.
Theorem 5.1 ([26, Theorem 3.1]). Given a nonempty SFT X ⊆ SZ
d
and a nearest-neighbor
potential Φ, consider µ ∈ G (X ,Φ), ν ∈MG(X), and {Tn} a Følner sequence such that
(A1) (X ,{Tn}) satisfies condition (D),
(A2) limM→G− µ([xe]|[xM]) exists uniformly over x ∈ supp(ν), and
(A3) cµ,ν := infx∈supp(ν) infM∈Θ µ([xe]|[xM])> 0.
Then P(Φ) =
∫ (
Iµ(e|G
−)+ϕ
)
dν .
Condition (A2) means that for all ε > 0, there exists n ∈ N such that
(116) |µ([xe]|[xM1 ])− µ([xe]|[xM2 ])|< ε
for all x ∈ supp(ν) and for all [−n,n]d ∩G− ⊆ M1,M2 ⊆ G
−. This is equivalent to say
that for all ε > 0 there exists M0 ∈ Θ such that Eq. (116) holds for all M1,M2 < M0 and
x ∈ supp(ν).
This theorem was a generalization of [9, Theorem 1]. We claim that Theorem 4.5
is a generalization of Theorem 5.1 (i.e., [26, Theorem 3.1]). Indeed, Zd is a countable
discrete amenable linearly bi-ordered group if we consider ≤ the lexicographic order and
{[−n,n]d} as a Følner sequence. Now, given a nonempty SFT X and a nearest-neighbor
(and therefore, absolutely summable) potential Φ, it is always the case that G (X ,Φ) 6= /0
(see [30]) and, due to Corollary 2.3, supp(µ) = X for all µ ∈ G (X ,Φ).
Given M ∈ Θ, define fM : X → R as fM(x) := µ([xe]|[xM]) for x ∈ X . Notice that fM is
a local function (i.e., it depends on finitely many coordinates), it is defined everywhere on
supp(µ) = X , and therefore it is continuous.
If Y := supp(ν) ⊆ X , condition (A2) implies that { fM}M∈Θ converges uniformly (in
the net sense) on Y to some function f∞ : Y → R and condition (A3) implies that fM(x) ≥
cµ,ν > 0 for all x ∈Y andM ∈Θ. Consequently, each element in {− log fM|Y}M∈Θ is also
continuous and, due to the Mean Value Theorem, − log fM converges uniformly on Y to
− log f∞. Therefore, for any Følner sequence {Tn}, since T
−
n,h = Tnh
−1 ∩G− ∈ Θ for all
n ∈N and h ∈ Tn, it can be checked that
(117) Iµ(e|T
−
n,h) =− log fT−n,h
L1ν−−−→
[{Tn}]
− log f∞ = Iµ(e|G
−) =: Iµ,ν(e|G
−).
On the other hand, ‖Iµ(e|T
−
n,h)‖ν = ‖− log fT−n,h
‖ν ≤ ‖− log fT−
n,h
‖∞ ≤ log(1/cµ,ν), so
supnmaxh∈Tn\Tn,ν ‖Iµ(e|T
−
n,h)‖ν < ∞ and therefore,
(118) |Tn|
−1 ∑
h∈Tn\Tn,ν
‖Iµ(e|T
−
n,h)‖ν −−−→n→∞
0.
It can be noticed that in Theorem 4.5 no continuity of Iµ,G− is required nor uniform
convergence in supp(ν) necessary, in contrast to Theorem 5.1. Another advantage is that
convergence and bounds in Theorem 4.5 are all along a particular directed set of subsets of
the past and not all of them.
5.2. Some implications and examples. In [26], it is shown that Condition (A2) from
Theorem 5.1 holds for any nearest-neighbor potential Φ such that the corresponding Gibbs
(X ,Φ)-specification satisfies a form of correlation decay called strong spatial mixing (SSM),
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also known as regular complete analyticity; see [8] for a good survey on this subject. Al-
though the definition of strong spatial mixing is usually stated for nearest-neighbor (or
finite range) potentials or Markov random fields (e.g., see [26, Definition 2.11]), it can be
naturally extended to absolutely summable potentials (e.g., see [19] and the infinite range
Ising model case). On the other hand, in [4], it is proven that Conditions (A1) and (A3)
from Theorem 5.1 hold whenever the Zd-subshift X satisfies a property called topological
strong spatial mixing (TSSM), also introduced in [4].
These definitions and results were originally developed for Zd-subshifts. In the general
groupG case, what we mostly have to take into consideration is that the definition of SSM
and TSSM rely on a metric on G, which can be naturally taken to be the word metric for
a given generating set (and coincides with the graph metric in the corresponding Cayley
graph). Then, the definitions and most results can be naturally extended to G-subshifts
on finitely generated groups G and, more generally, to any closed set of colorings of a
countable graph (see [5, Definition 4.2 and Definition 4.6]).
Then, in the context of finitely generated groups G (i.e., when the generating set can
be chosen to be finite), our results can be easily proven to hold for any G-subshift X that
satisfies TSSM (which, in particular, implies X is an SFT) and any absolutely summable
potential Φ that induces a Gibbs (X ,Φ)-specification satisfying SSM (which, in particular,
implies there exists a unique Gibbs measure in G (X ,Φ)). Consequently, based on all the
discussion here and in Section 5.1, it is possible to prove the following corollary.
Corollary 5.2. Consider
• G a countable discrete finitely generated group,
• (H,6) an amenable linearly right-ordered subgroup H ≤ G of finite index,
• K ⊆ G a left transversal so that G= KH,
• X a nonempty G-subshift that satisfies TSSM,
• {Fn} a left Følner sequence for H such that (X ,{KFn}) satisfies condition (D),
• Φ a potential such that the Gibbs (X ,Φ)-specification satisfies SSM.
Then, for the unique Gibbs measure µ ∈ G (X ,Φ), we have that
(119) P(Φ) =
∫
(Iµ(K|G
−)+ϕK)dν
for any ν ∈MH(X).
As an application of Corollary 5.2, we have the following: In [9], it was shown that the
pressure of the hardcore lattice gas model with activity λ in the d-dimensional hypercu-
bic lattice Zd has a pressure representation that corresponds to a very particular case of
Theorem 4.5. Moreover, in [9], it is proven that this special representation –which cor-
responds to the case where ν is an atomic measure supported on a single fixed point–
holds whenever the model satisfies SSM in the Cayley graph associated to the canoni-
cal generating set of Zd . Using similar arguments and relying on Corollary 5.2, now it
can be checked that, for sufficiently small λ > 0, the same result is true for the hardcore
model on any Cayley graph of any finitely generated virtually orderable group G and for
any ν ∈ MH(X). In other words, for this family of models (that consists of G-subshifts
X ⊆ {0,1}G that satisfies TSSM, where 0 is a safe symbol and Φ is a single-site poten-
tial modulated by λ ), if the parameter λ is small enough, then SSM holds and we can
assert that P(Φ) =
∫
(Iµ(K|G
−)+ϕK)dν for any ν ∈MH(X). By small enough, we mean
that λ satisfies a criterion like, for example, the one that appears in [34], which depends
exclusively on the degree of the Cayley graph. In particular, if ν = δ0G , we have that
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P(Φ) = Iµ(0
K |0G
−
), as in the original case from [9] for G= Zd , but in a much more gen-
eral setting. This will be further explored in future work.
5.3. Case: ν = µ . A very important case is when the measure ν coincides with the Gibbs
measure µ . By Theorem 3.4 and Theorem 3.7.(2), we know that
(120) P(Φ) = h(µ)+
∫
ϕdµ =
∫
(Iµ,G− +ϕ)dµ .
Now, we show that we can obtain a more general expression for P(Φ), which resembles
the work in [13], but in the context of amenable virtually orderable groups. In the context
of Theorem 4.5, if ν = µ , we first claim that
(121) P(Φ) =
1
[G : H]
ℓ
∑
i=1
∫ (
Iµ(Li|G
−
i )+
1
ℓ
ϕK
)
dµ ,
because the assumptions
(1) Iµ(Li|T
−
n,h(i))
L1µ
−−−→
[{Fn}]
Iµ,µ(Li|G
−
i ) and
(2) |Fn|
−1 ∑h∈Fn\Fn,µ ‖Iµ(Li|T
−
n,h(i))‖µ −−−→n→∞
0
follow for free. It suffices to prove that
Iµ,µ(Li|G
−
i )(x)
µ(x)-a.e.
= Iµ(Li|G
−
i )(x) for all 1≤ i≤ ℓ.(122)
Here, by Iµ,µ(Li|G
−
i ), we mean the limit Iµ(Li|T
−
n,h(i))
L1µ
−−−→
[{Fn}]
Iµ,µ(Li|G
−
i ) and Iµ,G−
refers to the information function of αLi conditioned on BG− . The existence of the limit
and the equality follow from [18, Lemma 2.3] adapted to our case.
Lemma 5.3 ([18, Lemma 2.3]). Let Θ be a denumerable directed set and {Bθ : θ ∈ Θ}
an increasing family of sub-σ -algebras of BG. If M ∈ F (G) and C∞ =
∨
θ Bθ is the
σ -algebra generated by all Bθ , then Iµ(α
M|Cθ )
L1µ
−→
Θ
Iµ(α
M|C∞).
In our case, Θ= [{Fn}],C(n,h)=BT−
n,h(i)
, andC∞ =BG−i
, soBG−i
=
∨
(n,h)∈[{Fn}]BT−n,h(i)
,
andM = Li. Then, it is guaranteed that
(123) Iµ(Li|T
−
n,h(i))
L1µ
−−−→
[{Fn}]
Iµ(Li|G
−
i ).
On the other hand, it can be checked that
(124) |Fn|
−1 ∑
h∈Fn\Fn,µ
‖Iµ(Li|T
−
n,h(i))‖µ −−−→n→∞
0,
since ‖Iµ(Li|T
−
n,h(i))‖µ ≤Hµ(α
Li)< ∞ and
|Fn\Fn,µ |
|Fn|
→ 0. Therefore, Theorem 4.5 applies.
5.4. Entropy of lattice systems. To finish, notice that the decomposition given in Eq.
(58), Lemma 5.3, and the discussion above hold for arbitrary ν ∈MG(X), not necessarily
a Gibbs measure. Reusing these ideas, we can conclude that
(125) h(ν) =
1
[G : H]
ℓ
∑
i=1
∫
Iν(Li|G
−
i )dν =
1
[G :H]
ℓ
∑
i=1
Hν(α
Li |BG−i
).
In [13], Helvik and Lindgren explored ways to represent measure-theoretical entropy
of lattice systems as sums of conditional entropies. Formally, they considered an arbitrary
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d-dimensional point lattice G (see [13] for all relevant definitions) and a tiling (K,H)
consisting of a finite subset K ⊆ G with e ∈ K and a d-dimensional subgroup H ≤ G
satisfying
(1) K+H = G, and
(2) (K+ h1)∩ (K+ h2) = /0 for all h1,h2 ∈ H, h1 6= h2.
Then, they had the following theorem (where we have combined notation and termi-
nology from their work and the present one in order to help the reader to compare both of
them).
Theorem 5.4 ([13, Theorem 1]). Let G be a d-dimensional point lattice, ν ∈ MG(S
G),
and (K,H) be a tiling of G. Partition K into ℓ nonempty pairwise disjoint sets L1, . . . ,Lℓ,
with 1≤ ℓ≤ |K|, and define Ki =
⋃i
j=1L j. Then,
(126) h(ν) =
1
|K|
ℓ
∑
i=1
Hν
(
αLi |B(Li+H−)∪(Ki−1+H)
)
.
By comparing Eq. (125) and Eq. (126), it is easy to see that, after identifying and
renaming some terms, the two equations are identical. This gives a generalization of the
result from Helvik and Lindgren and, in particular, covers both the abelian and non-abelian
(virtually orderable) cases.
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