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Abstract
The oxides of iridium, a 5d transition metal, have recently attracted interest in a number of
scientific disciplines, ranging from fundamental solid state physics, to more applied areas of
research such as spintronics and catalysis. The metallic oxides IrO2 and Bi2Ir2O7, in particular,
are known to be good catalysts of the commercially important oxygen evolution reaction; IrO2
has also been identified as a promising material for spin current detection, and Bi2Ir2O7 has
received attention due to its unusual magnetic response at low temperatures. 
In  the  work  reported  in  this  thesis,  X-ray  photoelectron  spectroscopy  using  an  Al  Kα
photon source (XPS), synchrotron-based hard X-ray photoelectron spectroscopy (HAXPES), X-
ray emission spectroscopy (XES), X-ray absorption spectroscopy (XAS), and resonant inelastic
X-ray  scattering  (RIXS)  were  used  to  characterize  the  electronic  structures  of  IrO2 and
Bi2Ir2O7. The results were compared to simulated spectra derived from the results of density
functional theory calculations performed by collaborators, and analyzed in terms of qualitative
models of the electronic structure. Excellent agreement between theory and experiment was
observed, especially if the effects of final state lifetime broadening were accounted for. A new
formalism was derived that allows final state lifetime effects to be included in band structure
based RIXS simulations. The results of the theoretical calculations were also used to analyze
the properties of the low energy electronic states in IrO2 and Bi2Ir2O7, and it was found that in
both cases there are strong deviations from the predictions of the popular jeff   = 1/2 model.
The results  of  preliminary high pressure photoemission measurements  of  IrO2 are  also
presented in this thesis, alongside a more detailed discussion of fundamental aspects of this
relatively new technique. In particular, the issue of the pressure profile that is formed around
the sample and the first aperture in differentially pumped spectrometers is addressed using a
combination of  experimental  measurements  and computational  fluid dynamics  simulations.
For the flow of N2 through a 0.3 mm aperture, the calculated pressures at the plane of the
sample are tabulated for a range of sample-to-cone distances and pressures of 5.0 mbar, 9.4
mbar and 30 mbar.
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Chapter 1
Introduction
The field of science concerned with the discovery and characterization of functional oxides
has been remarkably successful over the past several decades, and continues to feature at the
forefront of both fundamental and applied research. Its scope extends across both physical and
life sciences, and in numerous instances discoveries that were made in research laboratories
during  the  last  quarter  of  the  previous  century  have  enabled  the  development  of  new or
improved devices that people may encounter in industrial applications, medical applications, or
indeed everyday life. A few examples are given below.
The phenomenon of  high-temperature  superconductivity  was  discovered  in  1986  when
Bednorz and Müller showed that a mixed oxide of La, Ba and Cu undergoes a transition to a
superconducting state at a critical temperature of Tc ~ 30K.[1] Soon afterwards, it was found
that the related material Y1.2Ba0.8CuO4 has an even higher Tc of 93 K, making it the first known
material that exhibits superconductivity at a temperature that is higher than the boiling point
of  liquid nitrogen.[2] Since then, several  other mixed oxides of Cu have been found to be
superconductors with transition temperatures of upto 135 K at atmospheric pressure.[3] The
commercial use of high Tc superconductivity has been hindered by the difficulties associated
with  processing  the  brittle  ceramic  materials,  however  recent  advances  have  enabled
applications in clinical research, and even power transmission as part of the national grid in
the United States.[4,5]
One of the most important factors that has allowed the computing industry to develop at a
staggering rate since the inception of the first digital computers in the 1940s is the constant
and  ongoing  process  of  downsizing  the  elementary  components,  which  has  allowed
manufacturers to build increasingly complex types of circuitry whilst minimizing the space
requirements  and  keeping  the  power  consumption  and  heat  dissipation  of  systems  under
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control. However, by the beginning of the 21st century a hard limit was being approached, as
the insulating layers used in transistors, traditionally formed of SiO2, were becoming so thin
that unacceptably high tunneling currents would occur if the size were reduced further.[6] This
had motivated scientists to search for alternative materials with a higher dielectric constant,
and eventually,  in  part  as  a  result  of  rather  simple thermodynamic arguments based on a
consideration of  which  metal  oxides  could  exist  in  thermodynamic  equilibrium with  Si  at
elevated temperatures, HfO2 became the preferred choice.[7,8] Since the mid 2000s, microchips
utilizing  HfO2 resistive  layers  have  been  used  in  commercial  systems  by  Intel  and  other
companies.[9,10]
Functional oxides have also played a key role in finding solutions to the challenge of high-
density energy storage in batteries.  Portable electronic devices in particular have benefited
enormously from the development of Li-ion battery technology, and various oxides can be used
as the cathode material in these electrochemical devices. Many of the scientific advances that
have enabled the widespread adoption of Li-ion batteries have come from the work of J. B.
Goodenough.  In  1980  he  demonstrated  reversible  Li  deintercalation  from  LiCoO2,  which
continues to be widely used as an electrode material in commercial batteries to the present
date.[11] The major limitation of LiCoO2 based batteries is the relatively high risk of thermal
runaway, which can pose a serious safety issue and was the reason behind the temporary
grounding of the entire fleet of Boeing 787 aircraft following an incident in 2013.[12] In fact,
the safety risks associated with LiCoO2 based batteries were already known long before –
alternative  cathode  materials  such as  LiMn2O4 and LiFePO4 have  been developed,  also  by
Goodenough, to address this issue, and both find extensive use in the industry, although they
do have the downside of offering a somewhat lower energy density.[13,14]
There are many other cases in which certain oxides have been shown to exhibit unique
properties that have not yet been implemented in commercial devices, but may well be in the
future. A good example of this would be colossal magnetoresistance, first discovered in a mixed
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oxide  of  La,  Ca  and  Mn  in  1994.[15] Moreover,  the  discovery  of  new  phenomena  of
fundamental interest in oxides is very much an ongoing process and given the enormous scope
of the field and the great chemical variety exhibited by this class of compounds there is no
danger of the situation changing in the foreseeable future. 
An  important  part  of  the  ongoing  work  has  to  do  with  the  development  of  our
understanding of these materials, and indeed one can envisage an ideal scenario in which new
compounds could be “tailor made” to suit a specific list of “user demands” for a particular
practical role. For this to be possible, it would be necessary to first of all be able to accurately
predict  whether  the specified requirements  would be met  by a trial  material  based on the
results of first principles calculations, but equally importantly it is essential for the scientists to
have a good qualitative understanding of  the problem at hand,  as this  type of  knowledge,
sometimes referred to as “chemical intuition” must be used to constrain the search space in
any computational  materials  discovery  exercise,  and will  thus  have a huge impact  on the
likelihood of a successful outcome.
1.1 The Content of this Thesis
The majority of the work presented in this thesis is concerned with the binary and ternary
oxides of the 5d transition metal iridium, and in particular the metallic conductors IrO2 and
Bi2Ir2O7. It is focussed on developing an understanding of structure-property relationships in
these  materials,  and  specifically  concerned  with  their  electronic  structures,  for  it  is  the
behaviour  of  the  electrons  that  determines  the  majority  of  the  functional  properties  of  a
material.  The  main  experimental  technique  that  is  used  throughout  all  chapters  is
photoelectron spectroscopy,  and  in  the  work  presented  in  Chapters  4-6  X-ray  Absorption
Spectroscopy, X-ray Emission Spectroscopy and Resonant Inelastic X-ray scattering have also
been  used  to  study  IrO2 and  Bi2Ir2O7.  The  results  of  the  experimental  measurements  are
compared to those of first principles electronic structure calculations that have been performed
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by  B.J.  Morgan  (University  of  Bath)  and  D.O.  Scanlon  (UCL),  and  discussed  in  terms  of
qualitative electronic structure models.  The comparison between theory and experiment in
itself  is  the  main  focus  of  Chapter  4,  and  specifically  in  Section  4.1  the  formalism  for
calculating RIXS spectra that is subsequently used in the rest of the thesis is developed. Finally,
Chapter  7  contains  some  new  results  from  the  field  of  high  pressure  photoelectron
spectroscopy – there, the focus is mainly on the technique itself, rather than the systems that
are being studied, although at the end of the chapter in Section 7.3 some preliminary results
from high pressure photoemission measurements of water on IrO2 are also shown.
In the rest of this introductory chapter, a literature review of the previous work on the
oxides of iridium is presented, and the motivations for studying these materials are discussed.
Some more general aspects of electronic structure theory, as well as the fundamentals of the
experimental techniques used throughout this thesis are described in Chapter 2.
1.2 An Overview of the Oxides of Iridium
Element number 77, iridium (Ir), is located in group 9 and period 6 of the periodic table,
between Os and Pt, and below Co and Rh. It is also often referred to as a 5d element, or a third
row transition metal. Traditionally, it has been assumed that compounds of the second and
third  row  transition  metals  should  be  somewhat  simpler  than  those  of  their  1st  row
counterparts  –  the  4d and  5d orbitals  have  a  greater  spatial  extent  than  the  3d orbitals,
allowing for greater overlap, the formation of wider bands, and the reduction of correlation
effects. If the  d-shell is partially occupied, metallic conductivity should therefore ensue. This
prediction  is  borne  out  by  the  simplest  binary  oxide  of  iridium,  IrO2,  which  is  a  Pauli
paramagnetic metal. The good conductivity of IrO2 as well as the potency of iridium to form
effective covalent bonds are also reflected in its uses: like many compounds of the late  5d
transition metals, IrO2 is known to exhibit excellent catalytic properties.[16–19] 
Somewhat  more  surprisingly,  however,  when  it  comes  to  the  electronic  and  magnetic
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Table 1.1  A selection of binary and mixed Ir(IV) oxides.
IrO2 Rutile Pauli paramagnetic metal [16,44]
Ir2O4 Spinel with empty tetrahedral sites Narrow gap insulator [58]
α-Li2IrO3 Honeycomb, space group C2/m Insulator, magnetically ordered below 15 K [59,60]
β-Li2IrO3 Hyperhoneycomb Insulator, magnetically ordered below 38 K [61]
γ-Li2IrO3 Harmonic honeycomb Magnetically ordered below 38 K [62,63]
Na2IrO3 Honeycomb, space group C2/m Insulator, antiferromagnetically ordered 
below 15 K
[64,65]
CaIrO3 Post-perovskite, space group Cmcm Insulator, quasi one-dimensional 
antiferromagnet
[66,67]
CaIrO3 Perovskite, space group Pbnm Pauli paramagnetic metal [68]
SrIrO3 6H-hexagonal perovskite, space group 
C2/c
Pauli paramagnetic metal [20,21]
SrIrO3 Orthorhombic perovskite, space group 
Pnma
Pauli paramagnetic metal; insulator with 
no magnetic order below 44 K.
[21,22]
BaIrO3 Monoclinic 9-layer structure, space 
group C2/m (9R-phase)
Insulator, ferromagnetic below 175K [23–26]
BaIrO3 Monoclinic 5H phase, space group C2/m Metal, ferromagnetic below 50 K. [25,27]
BaIrO3 Monoclinic 6H phase, space group C2/c Pauli paramagnetic metal [25,27,28]
BaIrO3 Tetragonal 3C perovskite, space group 
I4/mcm
Pauli paramagnetic metal [29]
Sr2IrO4 Ruddlesden-Popper phase with n = 1, 
space group I41/acd
Weakly ferromagnetic below 240 K, 
complex temperature dependence of 
conductivity
[30–32]
Ba2IrO4 Ruddlesden-Popper phase with n = 1, 
space group I4/mmm 
Insulator, antiferromagnetically ordered 
below 240 K
[33,34]
Sr3Ir2O7 Ruddlesden-Popper phase with n = 2, 
some uncertainty in fine structural 
details
Insulating, magnetically ordered below 
285 K
[35–41]
Na4Ir3O8 Hyperkagome (space group P4132) Insulating, no magnetic order down to 75 
mK
[42,43]
Li8IrO6 Li8SnO6-type, space group R-3h Not known [45]
Ba4Ir3O10 A network of units of three face-sharing 
octahedra, space group Cmca 
No magnetic order [46]
Ba7Ir6O19 A network of units of three face-sharing 
octahedra, space group C2/m
Not known [47]
Ca4IrO6 Rhombohedral, space group R-3c Insulating, antiferromagnetically ordered 
below 12 K
[48–50]
Sr4IrO6 Rhombohedral, space group R-3c Antiferromagnetically ordered below 12 K [51,52]
Ln2Ir2O7 Pyrochlore, space group Fd-3m Metal – magnetically ordered insulator 
transition at 0 K across the series
[53–57]
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properties of the oxides of iridium in general, IrO2 seems to be the exception, rather than the
norm. Table 1.1 summarizes the key attributes of a selection of the known binary and ternary
oxides of iridium. They range from metals to insulators, with or without magnetic ordering; a
number show temperature-dependent metal-insulator transitions, and indeed in many cases,
the precise nature of the ground state remains a subject of debate. 
The extent  of  the variety becomes truly remarkable  when one considers  that,  in  fact,
all of the compounds in Table 1 share a number of common traits. The oxidation state of Ir
is  always  +4,  the  coordination  number  of  Ir  is  six  and  the  coordination  geometry  is
approximately octahedral. In the resultant electronic structure the highest occupied electronic
states are of Ir 5d-O 2p π-antibonding character, and leaving aside for the moment the effects
of  non-octahedral  components  of  the  crystal  field,  the  electronic  configuration  can  be
expressed as t2g5.
Understanding the nuances of the electronic structures of Ir(IV) oxides, often referred to as
iridates, has become one of the hottest topics in condensed matter physics in recent years.
Interest is being fuelled by links to high-temperature superconductors,[69–72] the possibility
of topological insulating behaviour in oxides,[73–75] and opportunities for the realization of
the  Kitaev  model  relevant  to  supercomputing.[76,77] On  the  other  side  of  the
chemistry./.physics  or  applied./.fundamental  divide,  materials  such  as  IrO2,  Bi2Ir2O7 and
Pb2Ir2O7 have  attracted  attention  as  promising  catalysts,  in  particular  for  the  industrially
important  water oxidation reaction,  and significant  research efforts  have been focussed on
nanostructuring,  doping,  and  advanced  device  integration  as  ways  for  improving  their
performance and stability.[19,78–82] Recent studies in the fields of optics and spintronics lie
somewhere in between on the applied.‒.fundamental scale, yet as shown in Figure 1.1 even the
extremities  are  in  fact  conceptually  closely  related.  Knowledge  of  the  band  structures  of
iridates is particularly important in all of the disciplines, and it should be emphasized that any
first principles calculations of these materials, whether to examine their magnetic properties or
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Figure 1.1 (Left) The interlinked chemistry and physics of the oxides of iridium. Figure 1.2 (Right) One
unit cell of IrO2.
the catalytic behaviour,  are inherently reliant on an understanding of  the various physical
interactions that control the behaviour of  the valence electrons.  Another practical  point of
contact between the more applied and the more fundamental fields is provided by the surface
science  of  single  crystal  iridate  surfaces,  where  the  most  direct  links  between  electronic
structure  and  chemical  reactivity  could  be  seen.[83,84] In  the  following  sections,  a
representative selection of oxides of iridium will be introduced, beginning with the simplest,
IrO2,  and  moving  on  to  the  more  complicated  systems,  whilst  introducing  the  relevant
theoretical models from physics and chemistry along the way.
1.3 The Simplest Binary Oxide of Iridium, IrO2
When iridium metal is annealed in oxygen, the black metallic oxide IrO2 is formed.[85]
IrO2 adopts the rutile structure (Figure 1.2) with lattice parameters a = b = 4.5050  Å and c =
3.15806  Å.[44] The iridium atom sits in an octahedral  site compressed along one of  the C2
symmetry axes, resulting in D2h local symmetry about iridium. Adjacent IrO6 octahedra share
edges along the direction of the crystallographic c-axis and corners in the a-b plane. IrO2 has
been studied intensively over the years: amongst other things, it has gained attention due to its
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electrochromic properties,[86] as a field emission cathode,[87,88] and as an oxygen diffusion
barrier in non-volatile memories,[89,90] but by far the most widely studied aspect of IrO2 so
far is its excellent behaviour as an electrocatalyst of the Oxygen Evolution Reaction (OER)
(Equation 1.1).
2 H2O → 4 e‒ + 4 H+ + O2 (1.1)
Its  high catalytic activity towards the OER has led to the widespread usage of IrO2 in
renewable  energy  research,  specifically  as  a  catalyst  material  in  electrochemical  or
photoelectrochemical water splitting. In the latter case, IrO2,  often in nanoparticulate form,
plays the role of the co-catalyst deposited onto the main photoelectrode material. Successful
examples include a sensitized nanocrystalline TiO2-anatase photoanode where 1-5 nm IrO2
particles are linked to the TiO2 anode via ruthenium tris(bipyridyl) dye molecules, and a nano-
structured  α-Fe2O3 photoanode modified with 2 nm IrO2 particles.[18,91] In the latter case,
compared to the bare hematite anode, the IrO2-decorated anode exhibited a -0.2 eV shift of the
onset potential for water oxidation and a concurrent increase in the plateau photocurrent to
3.75 mA cm‒2 which is one of the highest ever reported values for a metal oxide photoanode. 
On polycrystalline IrO2, the overpotential required to drive the OER has been quoted at
~0.32 V.[92] This  compares favourably to Pt  metal,  for  example,  and whilst  RuO2 displays
higher  activity,  IrO2 is  generally  preferred  due  to  its  superior  stability  in  aqueous
environments.[93,94] An obvious disadvantage of using IrO2 stems from the scarcity of iridium
in  the  Earth's  crust,  and  so  considerable  effort  has  been  devoted  to  the  development  of
alternative catalyst materials based on Earth-abundant elements. In recent years significant
advances have been made in the design of catalysts for water-oxidation in alkaline media. For
example,  Grimaud  et  al.  have  reported  that  double  perovskites  with  the  composition
(Ln0.5Ba0.5)CoO2‒δ (where Ln = Pr, Sm, Gd and Ho) exhibit even higher activity than iridium
oxide in 0.1 mol dm‒3 KOH.[95] However, the stability of these novel materials during the OER
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in an acidic environment remains a significant issue, so at present IrO2 remains the preferred
choice for OER catalysis under such conditions. Other oxides of iridium, including Pb2Ir2O7
and Bi2Ir2O7 have also been considered as catalysts for the OER, and the latter was recently
reported to exhibit comparable activity to IrO2-RuO2 composites, whilst also displaying good
performance even after 1000 voltammetric cycles.[79]
An  alternative  strategy  for  the  development  of  superior  OER  catalysts  involves  the
modification of IrO2 itself, either by doping, nanostructuring or both. Particularly promising
results have been obtained in studies of ultra-small IrO2 nanoparticles of a diameter of just 2
nm.[19] A mesoporous film of such nanoparticles catalyses the OER at a rate of 0.5 mA cm‒2 at
an applied overpotential of just 0.25 V, which was claimed to be the lowest overpotential ever
reported  for  the  OER  for  any  material.  Furthermore,  extreme  nanoscaling  of  this  sort
significantly  reduces  the  mass  of  IrO2 required  to  cover  a  particular  area,  which  partially
alleviates the problems which arise due to the scarcity and high cost of iridium.
An important aspect that needs to be considered whenever nanoscale IrO2 is used is the
chemical state of iridium in the nanoparticles. Often, the material formed is oxygen-deficient,
and to reflect this its formula is typically presented as as IrOx,[19,78,92] but it should be noted
that typically the disordered forms of IrO2 have not been characterized in detail, making it
difficult to interpret their behaviour and properties. Occasionally it is also claimed that another
oxide of iridium, for example Ir2O3 is involved in the catalytic processes, and it has even been
suggested  on  multiple  occasions  that  commercial  IrO2 powder  contains  some  Ir2O3.[96–
98] However,  these claims are based on an erroneous interpretation of  Ir  4f  x-ray photo-
electron spectroscopy (XPS) core level spectra, and a crystalline phase with the composition
Ir2O3 has never been isolated in the bulk, although as a surface oxide it  has recently been
shown to grow on the Ir(111) surface.[99–103]
The  investigation  of  the  mechanism  of  the  OER  on  IrO2 has  traditionally  relied  on
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electrochemical and spectroscopic techniques. A possible reaction scheme for oxygen evolution
on IrO2 was proposed by Kötz et al, where successive deprotonation steps occur with anodic
polarization of the initial hydroxylated surface containing IrO(OH)2 groups, until an oxygen
atom is split  off from iridium in the +6 oxidation state.[104] However, the analysis in this
study, and many others, is unfortunately hampered by the complicated XPS peak shape of Ir 4f
core levels, which arises from a combination of intrinsic screening effects and possible changes
in the chemical state of iridium. More recent in-situ XPS and XAS measurements suggest that
the  highest  oxidation state  attained by iridium during the water  oxidation  reaction is  +5.
[105,106] In addition, several groups have carried out computational studies of the OER on
pure and modified forms of IrO2,  with a particular focus on the thermodynamics of water
adsorption and the formation of reactive intermediates on the IrO2(110) surface. The currently
favoured reaction scheme is given below, where the symbol (*) is used to denote an active
surface species.[107] This mechanism agrees with the experimental observation that iridium
does not reach oxidation states above +5 (in the -OOH substituted intermediate) during the
catalytic process.
2H2O(l) → HO* + H2O + H+ + e‒
HO* + H2O(l) → O* + H2O(l) + H+ + e‒
O* + H2O(l) → HOO* + H+ + e‒
HOO* → O2(g) + H+ + e‒
The (110) single crystal surface of IrO2, as well as several vicinal surfaces, were also the
subject of the first atomic resolution scanning tunneling microscopy (STM) study of IrO2 in
2007.[84] Subsequently,  several  experimental  and  theoretical  studies  concerned  with  the
fundamental surface science of IrO2 have been published, motivated not only by the potential
applications of IrO2 in catalysis and elsewhere, but also to a large extent by the desire to inves-
tigate a system that is structurally almost identical to, yet electronically quite different from
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the most widely studied metal oxide in the field of surface science, rutile TiO 2.[83,108,109]
A recent review focussing on the OER on IrO2 and other metal oxides has been written by
Park et al.[17] Studies of the surface science of oxides of the late transition metals have also
been reviewed by Weaver.[110]
It is interesting to note that the role of spin-orbit coupling at the iridium site has so far
been largely ignored in the catalytic literature on IrO2, even though it is known to be crucial in
other  areas  of  iridate  research,  including  the  photophysics  of  organometallic  iridium
complexes,[111] and the solid state physics of ternary iridates which will be discussed in much
more detail later on. Moreover, during water oxidation, if the produced O2 molecule is released
in  its  electronic  ground  state,  then  the  overall  reaction  is  a  form  of  spin-catalysis,  as  a
magnetic product is produced from only non-magnetic starting materials.[112,113] This has
been discussed in a recent theoretical study by Torun et al., who showed that surface magnetic
moments on the RuO2(110) surface enable the formation of triplet O2 whilst conserving the
total angular momentum over the course of the reaction.[114] In light of the above the roles of
angular momenta (both spin and orbital) and relativistic effects in the surface chemistry of
IrO2 and other iridates certainly warrant further investigation.
Aside  from its  catalytic  applications,  IrO2 has  recently  been  identified  as  a  promising
material in the field of spintronics. Fujiwara et al have reported the detection of the inverse
spin-Hall effect in IrO2, and the recorded value of the spin Hall resistivity, ρSH = 38 μΩ cm is
one of the largest ever measured.[115] This discovery, together with the recent work on the
electronic structures of the insulating iridates, have also inspired a revival of interest in the
fundamental electronic properties of IrO2. A discussion of these will be postponed, however,
until the key ideas in the study of the physics of the insulating iridates have been introduced.
1.4 The Physics of Insulating Iridates
To consider what happens to d-orbitals in the combined presence of an octahedral ligand
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Figure 1.3 (a) An MO-diagram for an octahedral IrO6 unit ignoring spin-orbit coupling. (b) The effect of
spin-orbit  coupling  on  the  d-orbitals  of  a  free  atom.  (c)  The  splitting  of  the  d-orbitals  under  the
combined influence of spin-orbit coupling and an octahedral field.
field and strong spin-orbit coupling, it is sensible to first consider the two effects separately.
The effect of an octahedral ligand field on the d-orbitals with π-donor ligands such as O2‒ is
illustrated in Figure 1.3(a). It can be seen that an octahedral field partly lifts the degeneracy by
splitting the d-orbitals into a threefold degenerate t2g set and a twofold degenerate eg set. The
effect of spin-orbit coupling on the d-orbitals is shown in Figure 1.3(b). In this case, spin-orbit
coupling also lifts the degeneracy of the d-states leaving a three-fold degenerate set with j = 5/2
and a two-fold degenerate set with j = 3/2. The combined effect of the two types of interactions
has been considered in the context of the optical spectroscopy of transition metal complexes by
Tanabe and Sugano, and more recently, in the context of the electronic structure of Sr 2IrO4 by
Kim et al., and is illustrated in Figure 1.3(c).[116,117] It can be rationalized by first considering
the effect of the octahedral crystal field that splits the d orbitals into the t2g and eg sets: the t2g
orbitals behave as a set with an effective orbital  angular momentum of  leff  = -1. This can
further interact with the spin angular momentum to yield two energy levels with  jeff = 3/2
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(a) (b)
(c)
Figure 1.4  A graphical depiction of the jeff  = 1/2 spin-orbital. The colour-coding denotes the spin state.
Reproduced with permission from reference [76].
and jeff = 1/2, the first one being two-fold degenerate. The energy ordering of these levels is as
shown in Figure 1.3(c). An iridium atom in the 4+ oxidation state has an outer shell electronic
configuration 5d 5, meaning that in the ground state the jeff = 3/2 spin-orbitals are full, and the
jeff  = 1/2 spin-orbital is occupied by one electron. In the language commonly used in solid state
physics, this means that each IrO6 unit in an iridate(IV) carries a jeff = 1/2 magnetic moment.
The energy levels in the presence of both an octahedral field and spin-orbit coupling can also
be traced back to the pure spin-orbit coupling case; in this picture, the jeff  = 3/2 level is derived
from the j = 3/2 level in a free atom, and the jeff  = 1/2 and the eg levels are derived from j = 5/2
level in a free atom. These associations can be useful when considering the selection rules for
optical  transitions in iridates.  The functional  form of the  jeff  = 1/2 spin-orbital  is  given in
Equation 1.2, where σ denotes the spin state, and illustrated in Figure 1.4. 
∣jeff = 1/2, mjeff  = ±1/2  = ∣yz ± σ ∓ i∣zx ± σ ∓ ∣xy ∓ σ √3 (1.2)
The spatial part of a jeff  = 1/2 spin-orbital is identical to an equal admixture of the three t2g
orbitals  and  has  a  characteristic  cubic  shape.  The  spin  and  orbital  parts  of  the  angular
momentum are completely entangled, as depicted by the colour coding in Figure 1.4. This has
strong implications on the magnetic interactions between adjacent  jeff  = 1/2 moments in an
extended  solid,  as  discussed  briefly  in  Sections  1.4.1-1.4.2  and  in  much  more  detail  in
references [76,118,119]. It should be noted that in the preceding discussion it has been assumed
that the Ir atom is indeed situated in a perfect octahedral field – in real iridates this is never
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the case, as the coordination environment of the central Ir atom is always distorted to varying
degrees.  This  can  have  profound consequences  on the  resultant  behaviour,  a  point  that  is
returned to on a number of occasions throughout the rest of this thesis.
The combined effects of spin-orbit coupling and the octahedral field result in the loss of
degeneracy in the highest occupied energy level in iridates. In an extended solid, the lifting of
the degeneracy can lead to a narrowing of the bands, and this in turn can be enough to tip the
balance between a metal and a Mott insulator. This gives rise to the concept of a spin-orbit
Mott insulator, and Sr2IrO4 was the first material classified as such, although it should be noted
that in practice structural distortions such as the tilting of IrO6 octahedra also contribute to the
formation of narrow bands in Sr2IrO4.[116,120] Theoretical investigations suggest that other
novel electronic and magnetic phases can also be expected to arise from the combined action
of spin-orbit coupling and electronic correlations, and the desire to realize them in practise has
been the key driving force behind the surge of recent experimental research into iridates.[121] 
1.4.1 The Srn+1IrnO3n+1 Ruddlesden-Popper Phases
Strontium  and  iridium  are  known  to  form  a  series  of  mixed  oxides  with  chemical
compositions Sr2IrO4, Sr3Ir2O7 and SrIrO3 that correspond to the n = 1, 2 and ∞ members of the
Srn+1IrnO3n+1 Ruddlesden-Popper series.[122] The n = 1 member has so far received the largest
amount of attention, and a brief introduction to the chemistry and physics of this material will be
provided next.
The  preparation  of  Sr2IrO4 was  first  reported  in  1957.[123] It  is  a  layered  compound
consisting of layers of SrO and IrO2 with a stacking sequence -SrO-SrO-IrO2-SrO-SrO-IrO2-.
The local coordination environment of Ir is approximately octahedral, but the octahedra are
elongated  along a C4 axis  rendering the local  symmetry around Ir  tetragonal,  rather  than
perfectly cubic.[30] Within the layers, adjacent IrO6 units are linked by shared corners. The
octahedra are rotated by approximately 11° around the crystallographic c-axis relative to the
ideal  structure;  the  pattern  of  the  rotations  is  shown  in  Figure  1.5.[30,120] In  reference
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Figure 1.5 (a) The crystal structure of Sr2IrO4. (b) The alignment of the jeff  = 1/2 magnetic moments at
zero applied field. (c) The alignment of the jeff  = 1/2 magnetic moments under an applied magnetic field
H > HC. Redrawn based on Figure 3 in reference [120].
[30] Sr2IrO4 was  also  characterized  as  an  insulator  that  undergoes  a  transition  into  a
magnetically ordered state below a temperature of  ~250 K, in contrast to the predictions of
simple band theory,. The insulating properties of Sr2IrO4 were rationalized in 2008/09 by Kim
et al.[116,120] Kim et al. used Ir L-edge Resonant Inelastic X-ray Scattering to study Sr2IrO4,
and found that whilst a large resonant intensity enhancement was observed at the L3 edge,
only  a  very  weak  signal  could  be  detected  at  the  L2 edge.[120] This  observation  can  be
explained if it is assumed that the ground state electronic structure of Sr2IrO4 can be captured
by the jeff  = 1/2 model, as described in the previous section – based on this model, all of the
valence orbitals with 5d3/2 atomic orbital character are fully occupied, thus excitation from a
2p1/2 to a 5d level is not observed, as the j selection rule Δ j = 0, ±1 forbids transitions between
the 2p1/2 and 5d5/2 levels. The insulating character of Sr2IrO4 could then be explained by Mott-
Hubbard physics in the narrow  jeff  = 1/2 band. It should be noted, though, that it has since
been shown that the RIXS intensity at the L2 edge will also diminish for certain experimental
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Figure 1.6  The dispersion of single magnon excitations in Sr2IrO4 and La2CuO4. The intensity of the
magnetic reflections is depicted in the lower panels. Reproduced with permission from reference [126].
geometries and magnetic  orders even if  the surroundings  of  the Ir  atom are not  perfectly
octahedral. Thus, the absence of a strong resonant enhancement at the L2 edge is consistent
with, but not by itself a proof of the existence of the jeff  = 1/2 state in Sr2IrO4.[124,125] 
The complementary roles of spin-orbit coupling and on-site electron-electron repulsion in
Sr2IrO4 have also been examined by theoretical electronic structure calculations. In reference
[116],  the  electronic  structure  of  Sr2IrO4 was  investigated  within  the  framework  of
DFT+SOC+U (Density Functional Theory + Spin-Orbit Coupling + U), and it was found that
whilst naturally, bare DFT predicts Sr2IrO4 (as well as any other material with a partly filled
valence shell) to be a metal, neither spin-orbit coupling nor reasonable values of the Hubbard
U would on their own drive Sr2IrO4 into an insulating state. However, when both SOC and U
were included in the calculations, the insulating state could be reproduced at small values of U.
The alignment  of  the  magnetic  moments  in  Sr2IrO4 has  been investigated  using X-ray
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Resonant Magnetic Scattering, and it is found that the  jeff  = 1/2 moments align in a canted
antiferromagnetic arrangement as depicted in Figure 1.5.[120] Due to the canting, each IrO2
layer carries a net magnetic moment: these moments are aligned antiferromagnetically at low
applied  fields,  but  above  a  certain  field  strength  they  realign  to  form a  state  with  a  net
ferromagnetic moment. Kim et al. have also used momentum-resolved Resonant Inelastic X-
ray Scattering (RIXS) to study the nature of dispersive magnetic excitations, or magnons, in
Sr2IrO4, and the results are reproduced in Figure 1.6.[71,126] Notably, the magnon dispersion
curves of Sr2IrO4 show a remarkable similarity to those of La2CuO4, the parent oxide of high-
temperature  cuprate  superconductors.[127] This  observation  has  led  to  suggestions  that
superconductivity could also be observed in doped Sr2IrO4,  although so far all experimental
attempts  to  induce  superconductivity  in  Sr2IrO4 have  been  unsuccessful.  However,  very
recently,  a  number  of  other  similarities  have  been  observed  between  Sr2IrO4 and  cuprate
superconductors, particularly with regards to the evolution of the Fermi surface under doping,
and as such it is believed that further studies of Sr2IrO4 may contribute valuable information
that could assist in developing the understanding of the superconducting state observed in
cuprates.[128–130]
As n is increased in the Srn+1IrnO3n+1 series, the materials undergo a transition from an
antiferromagnetic insulator (Sr2IrO4) to a strongly correlated metal (SrIrO3).[122] This can be
rationalized by noting that as the number of connected layers of IrO6 octahedra increases, the
increased three-dimensionality results in the formation of wider bands, tipping the balance in
favour  of  an  itinerant  ground  state.  There  is  also  a  remarkable  change  in  the  magnetic
properties between Sr2IrO4 and Sr3Ir2O7 which has been the subject of several experimental
investigations.[40,71,120,131–133] Whilst  in  Sr2IrO4 the  antiferromagnetically  ordered
magnetic moments are aligned along the IrO2 planes, in Sr3Ir2O7 they align perpendicular to
the planes.[120,132] In addition, whilst the magnetic excitation spectrum in Sr2IrO4 is gapless,
that in Sr3Ir2O7 shows a gap of ~92 meV.[71,133]
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1.4.2 Honeycomb and Pyrochlore Iridates
If  magnetic  moments  arranged  on  the  vertices  of  a  triangle  or  a  tetrahedron  interact
antiferromagnetically, it is not possible to simultaneously satisfy all pairwise interactions: this
situation  is  called  magnetic  frustration.  The  consequences  of  magnetic  frustration  in  an
extended solid, and in particular the possibility of ground states with a macroscopic level of
degeneracy and a large degree of residual entropy even at very low temperatures, have been
studied extensively for materials where the energy scale of spin-orbit coupling is smaller than
the energy scale of intersite magnetic interactions.[134] In iridates, the reverse is true, and
theoretically it has been shown that several fundamentally new types of magnetic ordering
may be realized as a result. In particular, shortly after the formulation of the jeff  = 1/2 model to
describe the ground state properties of Sr2IrO4, Jackeli et al. showed that if jeff  = 1/2 state can
be  realized  in  a  material  with  a  honeycomb  lattice,  then  the  magnetic  interactions  are
described by the exactly solvable Kitaev model with a spin liquid ground state. [76] They also
proposed that the honeycomb iridates with the formula A2IrO3 may provide a platform for
exploring this type of physics experimentally. 
This has motivated a large number of theoretical and experimental studies of  α-Na2IrO3
and  α-Li2IrO3,  however  it  has  been  found  that  these  materials  have  ground  states  with
(macroscopic) antiferromagnetic order.[64,135,136] Of the two materials,  α-Na2IrO3 has been
studied in greater detail,  and the factors that cause it  to behave differently to the initially
proposed model are now relatively well understood. Choi et al. showed that its structure differs
significantly  from  the  ideal  honeycomb  structure,  meaning  that  additional  terms  in  the
magnetic Hamiltonian will be significant, that would be zero for the ideal geometry with 90°
Ir-O-Ir bond angles.[65] Foyevtsova et al. have also investigated the electronic structure of α-
Na2IrO3 theoretically using Density Functional Theory, and highlighted the limitations of the
single site  jeff  = 1/2 model when describing its electronic structure.[137] In particular, it they
showed that the alternative view of the electronic structure of  α-Na2IrO3 based on a group-
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theoretical analysis of covalent bonding in a six-membered ring of edge sharing IrO6 units, in
the  absence  of  spin-orbit  coupling,[138] provides  a  similarly  accurate,  or  inaccurate,
description of the real material, and for the most accurate description, the effects of long-range
covalent interactions and spin-orbit coupling, which is most easily thought of as an atomic
process, need to be treated on an equal footing. 
Very recently, two new iridates with structures closely related to the honeycomb structure
have  been  synthesized:  β-Li2IrO3,  which  adopts  a  so-called  “hyper-honeycomb”  structure,
[61] and  the  “stripy  honeycomb”  material  γ-Li2IrO3.[62,63] The magnetic  properties  of  β-
Li2IrO3 have also been characterized by Takayama, and preliminary results suggest that it may
be closer to being a realization of the Kitaev spin liquid than the  α-phases,[61] although the
characterization of these new materials is still very much work in progress.
Another class of iridates of general interest are the lanthanide pyrochlores Ln2Ir2O7. Just
like  the  honeycomb  lattice,  the  pyrochlore  lattice  is  also  a  host  for  strongly  frustrated
magnetism – in light of that, and the similarity of the energy scales of spin-orbit coupling,
electron-electron  repulsion,  and  band-formation  in  iridates,  it  is  not  surprising  that  the
pyrochlores have been predicted to host a variety of different types of electronic and magnetic
orderings.[139,140] Moreover, the balance between the possible magnetically ordered phases
and  the  magnetically  disordered  metallic  state  is  very  delicate,  as  evidenced  by  the
experimental results. As the radius of the A-site cation in the lanthanide iridates is decreased,
their ground state changes from a magnetic insulator to a paramagnetic metal: this situation,
where a change in the ground state occurs at zero temperature as a function of some other
parameter, is sometimes described as a quantum phase transition.[54,141] Moreover, all of the
members of the series that are insulating at low temperatures also undergo a temperature-
driven insulator-to-metal transition as the sample is heated.[142] 
It is also interesting to consider the applicability of the jeff  = 1/2 model to pyrochlore iridates,
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especially as this model has been used as the starting point in theoretical studies,[74,143] and
is also frequently invoked for the qualitative interpretation of experimental data.[144–147] In
particular, in the pyrochlores, one should be wary of the possibility that the trigonal distortion
in  the  coordination  environment  of  Ir  may  lift  the  degeneracy  of  the  t2g states,  thereby
effectively “quenching” their Leff  = -1 angular momentum, or at the very least leading to some
degree of mixing between the states of j = 3/2 and j = 5/2 character. This has been thoroughly
investigated  by  Hozoi  et  al.[148] Based  on  quantum  chemical  calculations  of  a  cluster
containing a central IrO6 octahedron, six neighbouring  IrO6 octahedra and also the six nearest
A-site cations, embedded in an array of point charges simulating the Madelung potential of the
crystal, they concluded that in Eu2Ir2O7 and Y2Ir2O7 the magnitude of the splitting of the t2g
states due to the trigonal part of the crystal field is similar to the spin-orbit coupling parameter,
meaning  that  neither  effect  can  be  neglected  in  the  analysis  of  the  resultant  electronic
structure. Even more importantly, however, they found that the dominant contribution to the
trigonal  component  of  the  crystal  field  does  not  arise  from  the  deviations  from  perfect
octahedral symmetry in the nearest neighbour ligand shell that surrounds Ir, but instead from
the next-nearest neighbouring atoms, whose distribution is very different from cubic symmetry
in the pyrochlore structure. (The pyrochlore structure is illustrated in Figure 1.12, in the section
on the electronic structure of Bi2Ir2O7).  The importance of long-range crystal  symmetry in
determining the electronic structure can be expected to be a general feature of all iridates,
particularly  due  to  the  extended  nature  of  the  Ir  5d orbitals  and  the  significant  covalent
character of the Ir-O bond. The effect of the trigonal symmetry of the pyrochlore lattice on the
low lying electronic states in Eu2Ir2O7 has also been discussed in reference [149].
1.5 Other Iridates
The families of compounds discussed so far have been chosen to highlight the most fruitful
and active areas of research where iridates are used, but in a chemical sense they represent
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only a restrictive subset of the compounds containing both iridium and oxygen that are known.
In the following, examples of iridates that lie outside of these categories will be given: the
coverage  can only  be  cursory,  and preference  will  be  given to  representative  examples  of
structure types, rare oxidation states, or materials that have attracted special attention for their
unusual properties.
Compounds that contain isolated IrO6 octahedra, such as Ca4IrO6 and SrxLa11‒xIr4O24 have
been suggested as suitable platforms for studying single-site  jeff  = 1/2 physics.[48,150] Here,
the word "isolated" means not only that the IrO6 octahedra are not linked to each other, but
also that they are not linked by other atoms with orbitals of a suitable energy for effective
overlap with Ir 5d or O 2p states. In the SrxLa11‒xIr4O24 system, x can be varied from 1 to 5,
which allows the oxidation state of iridium to be tuned all the way between +4 and +5 within
the  same  crystal  structure.  Magnetic  measurements  of  members  of  the  series  were  also
performed,  and  it  was  found  that  the  effective  magnetic  moment  per  iridium  decreases
substantially as the oxidation state is increased from +4 to +5, thus validating the assumption
of the strong spin orbit coupling limit.[150]
A separate category is formed by compounds where IrO6 octahedra are connected to other
atoms  that  do  have  electronic  states  of  a  suitable  energy  and  spatial  extent  to  hybridize
strongly  with  the  Ir  and  O  based  orbitals.  Several  mixed  oxides  of  iridium  and  another
transition metal have been made, such as La2MIrO6, where M = Co, Ni or Zn, Sr3MIrO6, where
M = Ni, Cu, or Zn, Ba5CuIr3O12 and Ba16Cu3Ir10O39.[151–153] These systems are of particular
interest as they offer the potential for both electronic and magnetic interactions between the
3d and 5d metals, and in the case of Sr3CuIrO6 a highly unusual type of an exchange pathway
has already been identified in chains  of  alternating  sites  with strong and weak spin-orbit
coupling.[154] Iridates that adopt the pyrochlore structure, but where the A-site is occupied by
a post-transition metal instead of a lanthanide also in principle offer the opportunity of oxygen
2p-mediated electronic hybridization between the A and B site cations.
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Figure 1.7 The crystal structures of potassium iridates. KIr4O8 adopts the hollandite structure with open
channels along which the K atoms can diffuse at moderate temperatures; the average oxidation state of
Ir in the stoichiometric compound is +3.75. K4IrO4 is an unusual example of an Ir(IV) compound in
which the coordination number of Ir is 4. In KIrO3, the oxidation state of Ir is +5 and the compound
adopts the cubic KSbO3-type structure.
In 2010, the synthesis of a new binary oxide of Ir(IV), denoted as Ir2O4, was reported by
electrochemical deintercalation of Li from LixIr2O4.[58] In stark contrast to IrO2,  Ir2O4 was
reported  to  be  an  insulator,  and  is  expected  to  show  similar  magnetic  orderings  to  the
honeycomb  iridates.  Unfortunately  no  other  attempts  to  synthesize  or  experimentally
characterize Ir2O4 have been reported since, although these would be of considerable interest.
In the vast majority of its oxides, the coordination geometry of Ir(IV) is approximately
octahedral, yet a few exceptions to this are known, where the iridium atom lies in a planar 4-
coordinate site. One such material is K4IrO4, which can be prepared by annealing a mixture of
LiIrO3 and KO0.51 in a sealed silver bomb.[155,156] Several oxides in which the oxidation state
of Ir is higher than +4 have also been reported. For example, the +6 oxidation state is found in
the materials Sr2MIrO6 where M is either Ca or Mg, and the +5 oxidation state occurs in KIrO3
and NaIrO3.[157–159] Fractional oxidation states are also known, for example in KIr4O8 (=
K0.25IrO2).[160] The crystal structures of KIr4O8, K4IrO4 and KIrO3 are shown in Figure 1.7.
The first attempts to characterize the electronic, magnetic, or chemical properties of these more
exotic  oxides  of  iridium  have  only  started  to  appear  very  recently,  and  at  present  the
understanding of the chemistry and physics of these materials is still very limited.
Finally, brief note is made of some recent advances in the chemistry of molecular iridium
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compounds. Firstly, in 2009 the IrO4 molecule, analogous to OsO4, where the oxidation state of
iridium is +VIII, was synthesized as a trapped species in an inert gas matrix.[161] However,
unlike OsO4, IrO4 is not predicted to be stable as a pure solid. Even more remarkably, however,
in 2014 Wang et al. reported the detection of the IrO4 cation in the gas phase.[162] This makes
iridium the first and only element known to form a compound in the +IX oxidation state. Much
like the unusual solid state physics of some iridium compounds, the possibility of such high
oxidation  states  is  largely  a  result  of  relativistic  effects:  near  the  highly  charged  atomic
nucleus, s and p electrons travel at a significant fraction of the speed of light, leading to an
increase  in  their  relativistic  mass,  and  a  contraction  of  the  atomic  orbitals.  An  indirect
consequence of this is that the effective nuclear charge experienced by the electrons in the less
penetrating d-electrons is lowered, making them more diffuse, and enabling the formation of
more effective covalent bonds. The authors of reference [162] also reported several attempts at
forming  solid  salts  containing  the  IrO4 cation,  but  none  were  successful,  even  though
thermodynamically favourable reaction pathways are possible. It is not clear whether oxidation
states as high as +VIII or +IX will ever be stabilized in solid state iridium compounds, but these
examples nonetheless highlight the versatility of Ir as a chemical element.
1.6 Perspectives in Iridate Research
From  a  purely  scientific  point  of  view,  the  motivation  for  exploring  the  physics  and
chemistry  of  the  oxides  of  iridium  further  is  obvious.  In  catalysis,  for  example,  the
understanding of the surface chemical composition, morphology, and degree of crystallinity in
the nanostructured forms of IrO2, which are the most active catalysts for the water oxidation
reaction that are known, is still very limited, yet this sort of information would only be the
starting point for studies of the reaction mechanism under realistic conditions. Likewise, in the
context of solid state chemistry and physics, much of the current research is still concerned
with establishing which sorts  of  models  and formalisms are appropriate  for describing the
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behaviour of currently known and characterized systems – there is a long way to go before
quantitatively accurate predictions could be made with good reliability about the behaviour of
yet uncharacterized phases, including doped materials or artificially engineered structures such
as epitaxial thin films and multilayers. Even experimentally, only a small subset of the known
oxides of iridium have been characterized in any amount of detail, and so it is quite safe to
assume that there is a long way to go to harness the full potential of this class of materials
where rich phenomenology can be anticipated due to the similarity of a multitude of energy
scales. It is also clear that much of the knowledge that has been acquired in studies of iridates
will also be relevant to other similar systems, including other inorganic compounds of iridium
but also other late 5d transition elements. 
However, there is another side to this coin, and indeed a review of iridium compounds
could not be complete without a discussion of the earth abundance (or lack thereof) of iridium,
and its implications. Iridium is one of the rarest of the naturally occurring non-radioactive
elements, and the global annual consumption in 2013 was just 6160 kg.[163] In addition, as
Vesborg et al. have pointed out, since Ir is produced as a minor by-product during nickel or
copper production, it has almost zero supply elasticity, meaning that an increase in demand
would probably not result in any significant increase in supply.[164] Its scarcity is clearly a
limiting factor to the widespread practical use of iridium-containing materials, but this should
not discourage fundamental research when advances in fundamental solid state physics are
possible. Moreover, even in practical use, progress is possible if nanoscaling can be used to
minimize the mass of iridium that is required.
1.7 The Fundamental Properties of Metallic Iridates
In Section 1.7.1, previous work specifically concerned with the electronic structure of IrO2
will  be discussed.  Both experimental  and theoretical  aspects  will  be covered,  with the one
notable exception that work that has been published after the results on the electronic structure
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Figure 1.8 (Left) The proposed Fermi surface of IrO2 based on the magnetothermal oscillations data.
Reproduced with permission from reference [168]. Figure 1.9  (Right) The calculated density of states
from the theoretical calculations with and without spin-orbit coupling. Reproduced with permission
from from reference [169].
of IrO2 presented in this thesis were published will be omitted here, and discussed separately in
Section 5.3.  Section 1.7.2 provides a comprehensive introduction to fundamental  studies of
Bi2Ir2O7,  including the characterization of its crystal structure and magnetic properties, and
most notably its electronic structure.
1.7.1 Previous Work on the Electronic Structure of IrO2
The electronic and magnetic properties of IrO2 were first characterized in the 1960s and
70s. It was shown to be a metallic conductor with no magnetic ordering even when cooled
down to 4.2 K.[165,166] Heat capacity measurements between 0.54 and 10 Kelvin were also
reported by Passenheim et al., and fitted using a three-parameter model taking into account
the contributions of the nuclear magnetic moments, the phonons and the electrons.[167] The
first attempts to describe the details of the electronic structure were reported in 1976. Graebner
et al. used magnetothermal oscillation measurements to learn about the topology of the Fermi
surface,  and  theoretical  band  structure  calculations  were  carried  out  by  Mattheiss.
[168,169] The results of these early studies are summarized in Figures 1.8-1.9. Based on the
calculations it was argued that the electronic structure of IrO2 is similar to those of the other
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rutile oxides RuO2 and OsO2, with the main difference being the position of the Fermi level
which is different in IrO2 since Ir has one extra d-electron compared to Ru and Os. The results
showed that in all of these materials a localized MO-type treatment of the bonding around a
central metal atom in an octahedral environment, that was already shown in Figure 1.3, yields
a  qualitatively  reasonable  description  of  the  principal  features  of  the  electronic  structure.
Mattheiss also considered the effects of spin-orbit coupling on the electronic structure of IrO2,
and found that spin-orbit coupling alters the topology of the Fermi surface in IrO2, but does
not bring about major changes in the features of the density of states.[169] To obtain best
agreement with the experimental data of  [168], the value of the spin-orbit coupling constant
for the Ir 5d states was chosen to be 0.033 Ry (0.45 eV), which is 20% less than the free ion
atom value from the calculations of Herman and Skillman.[170] It is noteworthy that in most
aspects, the heavily parametrized calculations of Mattheiss are nontheless in good qualitative
and reasonable quantitative agreement with more recent work, including the data presented in
this thesis. 
In  reference  [169],  the electronic  structure of  RuO2 was also  analyzed in terms of  the
contributions of the individual d-orbitals of Ru to the total density of states, and the results are
shown in Figure 1.10. It transpires that the degeneracy of the three t2g-like orbitals is lifted in
the rutile structure, such that only two of them contribute significantly to the Fermi level,
whereas the third one forms a narrow band centered around 0.05 Ryd (0.7 eV) below EF. As
such, the calculations of Mattheiss validated the earlier generic electronic structure model for
conductive rutile oxides proposed by Goodenough in reference  [171].  In light of this,  it  is
intriguing to consider, what would happen in IrO2, where both the lattice symmetry and the
spin-orbit coupling interaction would tend to lift the degeneracy of the t2g-like Ir 5d states, but
in distinctly different ways. If the orthorhombic symmetry of the lattice dominates, then the
partial densities of states of the d-orbitals should look very similar to those obtained for RuO2;
in contrast, if spin-orbit coupling dominates, one should expect that all three π-antibonding d-
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Figure 1.10 (Left) The partial density of states for the different Ir 5d sub-bands in IrO2. Reproduced with
permission from reference [169]. Figure 1.11 (Right) Valence band photoelectron spectra of TiO2, RuO2
and IrO2. Replotted using digitized data from reference [172].
orbitals should contribute similarly to the DOS at the Fermi level, as dictated by the symmetry
of the jeff  = 1/2 state. The total density of states plots and the low energy band structure plots
given by Mattheiss, even if correct, do not give a definitive answer to this question, because the
total density of states would in both cases show the t2g manifold split in a 2:1 ratio with the
lower part  fully  occupied  by 4  electrons  and the upper  part  half  filled.  This  issue will  be
addressed in Section 5.3 of this thesis.
Valence  band  photoelectron  spectroscopy  was  first  used  to  characterize  the  electronic
structure of IrO2 by Riga et al in 1977.[172] The spectra measured using a monochromated Al
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Kα X-ray source are shown in Figure 1.11,  where  the  spectra of  TiO2 and RuO2 are  also
presented.  The spectra can be readily interpreted in terms of  a  localized molecular-orbital
based treatment of a transition metal in an octahedral field. The features I, II and III can be
ascribed to O 2p – Ir 5d σ-bonding, π-bonding, and π-antibonding bands respectively. In TiO2
with a d0 d-electron count only features I and II are visible. The binding energy positions of the
main peaks of the photoelectron spectrum were also found to be in reasonable agreement with
the  electronic  structure  calculations  published  in  reference  [169].  Riga  et  al  interpret  the
appearance of feature IV in the spectrum of IrO2 as a splitting of feature III of RuO2 due to the
spin-orbit effect in IrO2, referencing the work of Mattheiss.[172] However, based on the pre-
ceding discussion, this is not necessarily accurate: according to the calculations of Mattheiss,
feature IV would appear in the spectrum even if one extra electron per unit cell were added to
RuO2, and in the case of IrO2 a splitting of the t2g band was observed by Mattheiss regardless
of whether spin-orbit coupling was included in the calculations or not.[169]
Optical measurements of IrO2 in the energy range 0.5 ‒ 9.5 eV were performed by Goel et
al.[173] The data were also compared to the electronic structure calculations of Mattheiss,[169]
although Goel et al.  suggested that in order to obtain good agreement between theory and
experiment, the separation between the Ir 5d and O 2p bands needs to be manually adjusted by
5 eV. Such a large adjustment does not seem reasonable in light of the reasonable agreement
between the calculations of Mattheiss and the valence band photoelectron spectrum, however,
and it should also be noted that the interpretation of optical data is inherently more difficult
than that of photoemission data, as the optical response can only be related to a convolution of
the  occupied  and unoccupied  parts  of  the  electronic  structure.  The analysis  of  the  optical
properties of IrO2 will not be pursued further in this thesis, although this may be of interest in
the future.
Daniels et al. reported the results of an early synchrotron based photoemission study of
IrO2 in reference [174]. The data for IrO2 were found to be in remarkably poor agreement with
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the calculations of Mattheiss, and it was again suggested that the difference could be related to
the fact that the separation between the Ir 5d and O 2p states is incorrect in the calculations.
However, they suggested that in contrast to the findings of reference [173], the calculations do
not overestimate the separation, but actually underestimate it by several eV. Unfortunately, it
appears  that  there  must  have  been  an  error  in  the  experimental  work  of  [174],  for  the
photoelectron spectra show very poor agreement with more recent photoemission studies at
both higher, and lower energies, including the data presented in this thesis (Chapter 5), and
also with the oxygen K-edge XES data reported in this thesis, all of which agree reasonably
well with the band structure calculations. In particular, it is noted that according to the energy
calibration used in reference [174], the photoemission signal in IrO2 drops close to zero well
before the Fermi edge, in contrast to the expected behaviour for a metallic conductor. It would
be of some interest to repeat photoemission measurements of IrO2 at similar photon energies
to completely resolve the issue.
The results  of  self  consistent  electronic  structure  calculations  of  IrO2,  where spin-orbit
coupling effects were not included, were published in reference [175]. They were shown to be
in  good  agreement  with  the  experimental  results  of  Riga  et  al.  [172] and  the  earlier
calculations without spin-orbit coupling from reference [169]. The properties of the conduction
electrons in IrO2 were investigated by Brewer et al. using infrared spectroscopy and DFT: by
fitting the  Fourier  transform infrared  (FTIR)  reflectance data,  they were able  to  deduce  a
plasma frequency  of  202 00  cm-1 in  IrO2,  which  is  equivalent  to  2.5  eV  in  energy  units.
[176] However,  their  calculations  were  in  poor  agreement  with  the  experiment,  as  a
significantly lower plasma frequency was obtained in the calculations at room temperature.
Brewer et al. showed that a small degree of non-stoichiometry would lead to an increase in the
carrier concentration and the plasma frequency in IrO2,  and suggested that the presence of
oxygen vacancies in the real material may be responsible for the discrepancy between the
theory and the experiment.[176]
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Electronic structure calculations of IrO2 using density functional theory without valence
electron spin-orbit coupling were reported in reference [177], and found to be in good general
agreement with earlier work, and also the optical properties. However the details of the low
energy  electronic  states  were  not  discussed.  Miao  and  Seshadri  also  performed  DFT
calculations of IrO2, with the specific aim of learning about the relative stabilities of RhO2,
Rh2O3, IrO2 and the hypothetical Ir2O3.[178] They investigated the role of relativistic effects in
the pseudopotentials used in their code, and found that the use of relativistic pseudopotentials
is  necessary to accurately predict  the much higher stability of the +4 oxidation state in Ir
relative to Rh. It should be noted that the core electrons are also treated relativistically in other
theoretical studies of IrO2.
In 2012, following the discovery of the spin-orbit Mott insulating state in Sr2IrO4, Clancy et
al. used X-ray Absorption Spectroscopy to probe the electronic structures of a series of iridium
compounds, including IrO2.[179] In particular, they monitored the relative intensities of the Ir
L3 and  L2 absorption  edges  at  11.215  and  12.824  keV  respectively,  to  learn  about  the
populations of states of Ir 5d5/2 and Ir 5d3/2 character in the valence band. In a material where
spin-orbit coupling is not important, the L3/L2 intensity ratio, also referred to as the branching
ratio, is simply given by the relative multiplicities of the ground state orbitals, and is equal to 2.
Indeed,  branching  ratios  that  are  very  close  to  2  were  observed  for  Re,  ReO2,  ReO3 and
Ba2FeReO6 in reference [179]. In a material that is accurately described by the jeff  = 1/2 model,
however, the situation is very different, as all valence levels of 5d3/2 character are occupied.
Thus, transitions from the 2p1/2 level ought to be forbidden by the dipole selection rule Δ j =
0,±1. In this case, the branching ratio ought to be much greater than 2. Clancy et al found that
indeed the branching ratio was significantly higher than 2 in all tested iridium compounds, and
in the oxides Na2IrO3, Y2Ir2O7, Sr2IrO4 and IrO2 it was always above 5. These results indicate
that spin-orbit coupling effects are important in all of these materials – for the specific case of
IrO2 the situation will be discussed further in Chapter 5.
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Finally, it is noted that in 2013, Hirata et al. used resonant X-ray diffraction to probe the
electronic  structure  of  IrO2.[180] They  used  their  results  to  argue  that  IrO2 lies  almost
completely in the  jeff  = 1/2 limit, however, there appear to be some puzzling aspects in the
analysis presented. Most notably, as the authors have pointed out themselves, the crystal-field
splitting between the t2g and eg orbitals “is estimated to be 10 eV from the peak structure of the
ATS scattering at the Ir L3 edge. This value is somewhat larger than 3 eV in Sr2IrO4 deduced
from resonant inelastic x-ray scattering, 7 eV in CaIrO3 obtained by ATS scattering, and 4 eV
in  IrO2 estimated  by  the  theoretical  calculations.”.[180] Indeed,  in  light  of  the  other
experimental  evidence available for IrO2,  including the combined O K-edge XAS/XES data
presented in this thesis, and the experimental evidence available for all other oxides of iridium,
and also the theoretical studies of oxides of iridium, it is clear that a crystal field splitting of 10
eV in these materials is not reasonable, and the assignment of the features that lead to this
value is almost certainly wrong. In light of this observation, it seems like the results presented
in reference [180] need to be re-interpreted, although this will not be attempted in this work.
1.7.2 Previous Work on Bi2Ir2O7
The synthesis of Bi2Ir2O7 was first reported in reference [181]. It was shown to crystallize
in the pyrochlore structure, with a lattice parameter of 10.32609 Å, characterized as a metallic
conductor with a nearly temperature-independent conductivity, and a Pauli paramagnet with a
low room temperature susceptibility. The properties of a series of recently prepared pyrochlore
oxides, Bi2Ru2O7, Bi2Ir2O7, GdBiRu2O7, Eu2Ru2O7 and Eu2Ir2O7 were also discussed in terms of
the two-network view of the pyrochlore structure, which will be introduced next.
The pyrochlore unit cell is shown in Figure 1.12(a). It contains 88 atoms, making it too
difficult to comprehend at first sight: thus, alternative ways of describing this structure type
have been developed. With an eye on developing an understanding of the electronic structure
of Bi2Ir2O7, it makes sense to first consider the local coordination environments of the different
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atoms. There are four distinct (occupied) atomic positions in a pyrochlore: these are illustrated
in Figures 1.12(b-e).[182] All iridium atoms are equivalent, and surrounded by six (equivalent)
nearest neighbour oxygen atoms (Figure 1.12(c)). The coordination shell of Ir can be described
as an octahedron compressed along the direction of one of the threefold axes, the local point
group symmetry is D3d, and the Wyckoff label for the site is 16c.
† Likewise, all Bi atoms are
equivalent, and surrounded by eight nearest neighbour oxygen atoms – two of those are at a
considerably shorter distance than the other six (Figure 1.12(b)). The coordination shell of Bi
can be described as a puckered “cyclohexane-like” ring of O atoms, capped on the top and
bottom by another two oxygens that lie in a linear geometry. The local point group symmetry
is  also  D3d,  and  the  Wyckoff label  for  the  site  is  16d.  There  are  two  distinct  oxygen
environments, sometimes labelled as O and O', and as such the formulae of pyrochlore oxides
are also sometimes denoted as A2B2O6O'. The six (per formula unit) equivalent O atoms are
coordinated to two Ir atoms and two Bi atoms, as shown in Figure 1.12(e). The local point
group symmetry of the site is C2v,  and the Wyckoff label for the site is 48f. Finally, the O'
atoms are surrounded by four Bi atoms in a tetrahedral arrangement: the local point group
symmetry is Td, and the Wyckoff label for the site is 8b (Figure 1.12(d)).[183]
The analysis of the local coordination environments of the atoms suggests that to a first
approximation,  it  might  be  reasonable  to  describe  the  structure,  and  also  the  electronic
structure of a pyrochlore oxide in terms of two interpenetrating networks, one containing the
B and O atoms, and the other containing the A and O' atoms. These networks are illustrated in
Figures 1.12(f) and 1.12(g). The two networks are connected by the bonds between A and O,
but it is found that these bonds are always longer than the B-O or the A-O' bonds, so to a first
approximation it might be assumed that the two networks (B2O6 and A2O') are also decoupled
from each other in an electronic sense. Finally, atom-centred views of the connectivity of the
† Here and elsewhere in this thesis, the origin choice where the B cation in A 2B2O7 is located at the origin is
used. In the literature several different origin choices have been used for pyrochlore oxides so care needs to be
taken for example when comparing structural models presented in different articles.
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Figure 1.12  A number of different views of the crystal structure of Bi2Ir2O7.
polyhedra, in this case BO6 and AO8, are shown in Figures 1.12(h-m).
In reference [181] it was suggested that conductivity in the metallic pyrochlores could be
explained  solely  in  terms  the  formation  of  π-antibonding  bands  in  the  B2O6 framework,
similarly to other metal oxides that consist of networks of corner-sharing octahedra such as
SrRuO3.  However,  it  was  noted  that  that  on  its  own would  not  explain  why Bi2Ru2O7 is
metallic,  whereas  Eu2Ru2O7 is  not.  Thus  an  alternative  proposal  was  made  that  in  some
pyrochlores, the metallicity may arise from band formation in the A2O framework, or that even
if band formation in the B2O6 framework is responsible for the conductivity, it may be strongly
influenced by the A-cation, such that a more “acidic” A-cation would tend to polarize the O 2p
electrons towards itself thereby narrowing the width of the π-antibonding band of the other
framework.
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Figure 1.13  Schematic diagrams for the electronic structures of Bi2Ru2O7 and Pb2Ru2O7-y proposed in
reference [184].
In order to evaluate, whether conductivity in Bi2Ir2O7 can be rationalized solely in terms of
Ir 5d – O 2p overlap, or whether hybridization with the Bi 6s./.6p orbitals also plays a major
role, it would be necessary to firstly have an idea about the relative energy positions of the
various  atomic levels  inside the  solid material.  A qualitative  energy level  diagram for  the
electronic structure of Bi2Ru2O7 and Pb2Ru2O7-y was originally proposed by Egdell et al., and it
is likely that similar considerations should also be applicable to the iridates.[184] The diagram
is shown in Figure 1.13 – according to reference [184], the post-transition metal 6s level lies
close in energy to the top of the O 2p band. If this is the case, then energetically it seems
reasonable that the Bi 6s levels could also contribute strongly to the electronic states at the
Fermi level. However, it should be noted, that from more recent studies (also by Egdell et al.) of
a  range  of  post-transition  metal  oxides,  it  has  been  realized  that  in  actual  fact  the  post-
transition metal  ns levels usually lie below the O 2p bands, and that the  np levels lie above
them.[185] The interactions,  do,  however  have  a  partly  covalent  nature,  and as  such it  is
possible that states of post-transition metal ns and np character may nonetheless be observed
near the top of the O 2p band. Egdell et al. also studied the core level photoelectron spectra of
Bi2Ru2O7 and Pb2Ru2O7-y, and found that the core peaks of both Bi/Pb and Ru all exhibit strong
asymmetry.[184] The possible origins of asymmetry in core level lineshapes will be discussed
separately  in  Section  2.2.6,  however,  here  it  is  noted  that  according  to  one  model,  the
asymmetry index can be directly related to the contribution of the valence orbitals of that
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element to the density of states at the Fermi level.[186] This seems to suggest that in Bi2Ir2O7
Bi or Pb based orbitals contribute very strongly to the electronic states near EF .
The electronic structure of pyrochlore ruthenates was discussed further in reference [187].
One aspect of interest in these materials is the B-O-B bond angle, which is highly relevant to
the effectiveness of band formation in oxides. If the angle is 180°, each O atom has two  p
orbitals that can participate in the formation of  π and  π* bands, and one  p orbital that can
participate in the formation of σ and σ* bands. By contrast, if the angle is 90°, each O atom has
two  p orbitals that can form σ  bonds to adjacent metal atoms, but the hopping of electrons
along a chain of atoms, or band formation, is restricted. There is also one p orbital on each O
atom that can participate in the formation of  π bonds, and also a  π band. The situation is
somewhat more complicated at intermediate angles, but it suffices to say that there is a general
trend for the formation of progressively narrower σ bands as the bond angle becomes smaller,
and there is also a tendency for the availability of one of the p-orbitals for the formation of a π
band to decrease as the bond angle is reduced from 180°. With regards to the width of the π-
bands, in reference [187] it has been argued that π-overlap should be little affected as the bond
angle is reduced from 180° to 135°. In contrast, more recent systematic studies of a range of
transition  metal  oxides  with  the  perovskite,  pyrochlore  and  other  structures  with  corner-
sharing MO6 octahedra indicate that there is a general tendency for the widths of both the σ*
and π* bands to be highest when the M-O-M bond angle is 180° degrees, and changes in the M-
O-M bond  angle  have  also  been  invoked  to  explain  the  metal-insulator  transition  in  the
pyrochlore lanthanide iridate series.[188–190] Reference  [187] also reports another study of
the core level photoemission spectra of of ruthenates. It is found that in general, the Ru 3d core
level lineshapes can be fitted according to the model of Kotani, which is described in Section
2.2.6 of this thesis, and that the intensity ratio of the screened and unscreened components
increases with increasing carrier density at the Fermi level. The core levels of the non-Ru metal
were also analyzed, and it was observed that in the metallic oxides Bi2Ru2O7 and Pb2Ru2O7-y
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the lineshapes are strongly asymmetric, whereas in the insulating compounds they are not. It is
noted here that in a different study the core level lineshapes of a series of ruthenates with the
composition Bi2-xGdxRu2O7 were also probed and it was similarly observed that the Ru 3d core
level  lineshape undergoes  a major change as  the system changes from a conductive to an
insulating oxide, with a two-component lineshape (in each half of the spin-orbit doublet) found
in the metallic end member and a simple single-component lineshape found in the insulating
Gd2Ru2O7.[191] In reference  [191] it  was also hypothesized that final state effects may be
important  in  determining the lineshape of  the O 1s core level  peak in RuO2,  although in
general the investigation of possible final state effects in the O 1s lineshapes in metallic oxides
has received much less attention than the analysis of the core levels of the metal atoms.
A detailed structural study of Bi2Ir2O7 based on the Rietveld refinement of powder neutron
diffraction data was reported in [182]. The refined structural parameters are given in Table 1.2.
Notably, refinement of the site occupancies showed that the real stoichiometry of the samples
is best described as Bi1.9Ir2O6.8 – the oxygen vacancies were found to be located solely on the
O' sites, and they are mostly compensated by Bi vacancies, yielding an average Ir oxidation
state very close to +4. The tendency for the formation of vacancies in the A 2O' sublattice, and
in particular in the O' site is a general feature of pyrochlore oxides. In the same work, a study
of the XPS core levels of Bi2Ir2O7 was also presented, and perhaps the most substantial finding
was that there appears to be some enrichment or segregation of Bi atoms towards the surface
of the material. The tendency for the surface enrichment of the A-site cation is also a general
Table 1.2  The structural parameters of Bi2Ir2O7 at room temperature from reference [182].
Space group: Fd3m, a = 10.32506 Å
Site x y = z N U 11 U 22 = U 33 U 12 = U 13 U 23
Bi 16d 0.5 0.5 0.965 1.11 '= U 11 -0.27 '= U 12
Ir 16c 0 0 1 0.21 '= U 11 -0.01 '= U 12
O 48f 0.329085 0.125 1 0.48 0.50 0 0.30
O' 8b 0.375 0.375 0.815 1.44 '= U 11 0 0
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feature of post-transition metal pyrochlores, and it may be tentatively explained in terms of the
lower energy cost of putting a post-transition metal ion in the n-2 oxidation state into an
undercoordinated environment,  relative to a transition metal,  due to the “lone pair effect”,
although  more  detailed  studies  of  the  surfaces  of  pyrochlore  oxides  would  be  required  to
validate this hypothesis. In principle, one should also consider the possibility of a displacement
of the Bi atom from the high symmetry site in Bi2Ir2O7 -  in the refinement of the crystal
structure no evidence for a static displacement was found, but the thermal parameters for the
Bi atom were found to be large and highly anisotropic, with substantially greater motion in the
plane perpendicular to the axis between the two O' sites, than in the direction along this axis.
It should be noted, that static displacement of the Bi atoms from the high symmetry site has
been observed in some other Bi pyrochlores.[192–194]
With  the  aim of  exploring  the  electronic  effects  responsible  for  the  presence  of  static
displacements of the Bi atom in certain Bi pyrochlores, Hinojosa et al. performed a theoretical
analysis of the electronic structures of Bi2M2O7 where M = Ti, Ru, Rh, Ir, Os, or Pt.[195] Via
structure optimization, they predicted that large static displacements of the Bi atom should be
observed in the  semiconducting  Bi2Ti2O7,  but  not  in  any of  the  metallic  iridates,  in  good
agreement with the available experimental data, except for the report of a static displacement
in  Bi2Ru2O7.  It  was  argued  that  the  greater  covalency  in  the  metallic  compounds  was
responsible for the delocalization of the “lone pair” electrons of Bi eliminating the driving force
for  the  structural  distortion.  A  density  of  states  plot  for  Bi2Ir2O7 was  not  shown  in  the
manuscript, however the DOS and pDOS data was provided for Bi2Ru2O7, and is reproduced in
Figure 1.14, as it was claimed that the data for the other metallic pyrochlores is similar.
The pDOS data for Bi2Ru2O7 presents a picture which is somewhat different to the earlier
discussions of the electronic structures of the Bi2Ru2O7 and Bi2Ir2O7, however in good agree-
ment with the more recent work on the binary oxides of the post-transition metals. The major
contribution of the Bi 6s orbitals to the density of states lies approximately 10 eV below the 
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Figure  1.14 (Left)  Atomic  orbital  projected  densities  of  states  from DFT calculations  in  Bi2Ru2O7.
Reproduced with permission from reference [195] Figure 1.15 (Right) The photoconductivity spectrum
of Bi2Ru2O7 together with a qualitative diagram describing the assignment of the features. Reproduced
with permission from reference [197].
Fermi level, and the major contribution of the Bi 6p orbitals lies several eV above EF. There is,
of course some covalency in the Bi-O bond, giving rise to some Bi 6s character near the top of
the O 2p band, and some Bi 6p character near the bottom of the O 2p band. The Bi 6s and 6p
orbitals were also found to contribute somewhat to the DOS at the Fermi level, however from
Figure 1.14 their contribution can be seen to be much smaller than the contributions of the O
2p and Ru 4d orbitals. (It should be noted that in Figure 1.14, the pDOS are plotted in a “per-
atom” basis,  whereas to get the contributions for the whole crystal  these curves should be
scaled  according  to  the stoichiometry,  i.e.  the  contribution  of  the  O (p)  orbitals  would  be
increased by a factor of 3 relative to Bi and Ir.) One thing that may be noteworthy is that the
effects  of  spin-orbit  coupling,  which  have  in  general  been  shown  to  be  important  in
determining the electronic structures of late 5d transition metal oxides, were not considered in
this study.
In  recent  years  there  have  also  been  several  theoretical  and  experimental  studies
specifically concerned with the fundamental physics of Bi2Ir2O7. Here, the insights gained into
the electronic structure of Bi2Ir2O7 will be reviewed carefully, and brief note will also be made
of the magnetic properties.
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In 2012, Qi et al. performed bulk magnetization, specific heat, and resistivity measurements
on Bi2Ir2O7, and found that this material exhibits no magnetic order down to 50 mK, however
anomalous behaviour was found in all datasets.[196] It was argued that the “unconventional
properties suggest the existence of an exotic ground state in Bi2Ir2O7”. They also performed
electronic structure calculations using DFT+SOC and DFT+SOC+U and found that the metallic
state in Bi2Ir2O7 was stable up to U values as high as 2.0 eV which was considered to be higher
than the physically reasonable U value in these systems. To rationalize this observation it was
noted that  “strong hybridization between Ir 5d and Bi 6p electrons suppresses the magnetic
insulating state that exists in the R2.Ir2.O7 compounds, and drives Bi2.Ir2.O7 across a quantum
critical point to a nearly magnetic, itinerant ground state”. The language of the jeff  = 1/2 model
was also used when describing the features of the electronic structure of Bi2Ir2O7, although the
detailed properties of the low energy electronic states were not investigated.
In 2013, Lee et al. performed infrared spectroscopy and photoconductivity measurements
on single crystals of Bi2Ir2O7.[197] The origin of the conductivity in Bi2Ir2O7 was discussed,
and attributed to two reasons: firstly, the ionic radius of Bi3+ is greater than that of Pr3+, which
is also metallic, and it is known that among the lanthanide iridates there is a tendency for
more itinerant behaviour as the radius of the A-site cation increases. The second suggested
reason was that the Bi 6p orbitals in Bi2Ir2O7 lie near the Fermi level, and hybridize strongly
with the Ir 5d bands, making the 5d bandwidth greater. The optical conductivity data presented
in reference  [197] is  reproduced in Figure  1.15,  together  with  the  qualitative  energy-level
scheme that was used for the interpretation. In essence, the jeff  = 1/2 model was used, and the
features α, β, and γ were thus assigned to intraband excitation in the jeff  = 1/2 band, a jeff  = 3/2
to jeff  = 1/2 interband excitation, and a jeff  = 1/2 to Ir 5d eg interband excitation. Furthermore, it
was claimed that “without strong spin-orbit coupling the two interband features would merge
into a single transition from the t2g to eg bands”, which lead them to conclude that “spin-orbit
coupling plays a crucial role in determining the electronic structure of Bi2Ir2O7”. This analysis
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of course ignores the possibility that the trigonal distortion in the environment of Ir might lift
the degeneracy of the t2g levels. In the same article, the results of the structural analysis of the
Bi2Ir2O7 single crystals from a synchrotron-based X-ray diffraction study were also presented.
The refined structure was found to be in good agreement with the structural model published
in  reference  [182],  and  in  particular,  the  composition  was  refined  to  Bi1.94Ir2O6.91,  again
indicating the presence of vacancies at the Bi and O' sites.
In contrast to the previous studies of the magnetic properties of Bi2Ir2O7, in 2013 Baker et
al. reported that Bi2Ir2O7 undergoes a magnetic transition at 1.84 K, and another one at 0.23 K,
based on the analysis of muon spin relaxation measurements.[198] In the same year, another
group  performed  magnetoresistance  measurements  on  Bi2Ir2O7 and  based  on  the  results
suggested that there must be a magnetic phase transition between 0.38 and 0.58 K.[199] Muon
spin relaxation was also used to probe the magnetic properties of Bi2Ir2O7 by Fernandez et al.
who in turn found that the system remains paramagnetic down to temperatures as low as 30
mK, and found no evidence for magnetic ordering under any of the tested conditions. [200] At
present, it thus appears that the low temperature magnetic properties of Bi2Ir2O7 remain poorly
understood, and more work is required to reconcile the contradictions present in the literature.
In 2015 a combined Angle-Resolved Photoelectron Spectroscopy (ARPES) and DFT study
of Bi2Ir2O7 was reported.[201] The major results that were presented are reproduced in Figure
1.16.  The spectral  features at  binding energies between 0-2.5 eV are ascribed to the Ir  5d
t2g-like states, and those at a binding energy above 2.5 eV are ascribed to O 2p based states
based on the electronic structure calculations presented in reference  [196].  The features at
binding energies below 2.5 eV were interpreted in terms of the jeff  = 1/2 model, as illustrated in
Figure 1.16(b). Thus the features at 0.7 and 1.5 eV were ascribed to  jeff  = 3/2 bands, and the
feature at the Fermi level was ascribed to the jeff  = 1/2 band. However, it should be pointed out,
that according to the jeff  = 1/2 model as presented in reference [116] and described in Section
1.4, the jeff  = 3/2 states should be degenerate, thus, if anything, the appearance of three distinct
62
Figure 1.16 Top row: (a) Experimental angle-integrated photoemission spectra of Bi2Ir2O7 and Na2IrO3.
(b) A “fitting” of the low energy features of the photoelectron spectrum of Bi2Ir2O7. (c) The same region
as is  shown in (b),  in the theoretical  density of  states plot.  Second and third rows:  (d-f)  Different
representations  of  the  calculated  Fermi  surface  of  Bi2Ir2O7.  (g-h)  A  comparison  between  the
experimental ARPES data and the calculated band structure. In (h) both the raw experimental data
(top)  and  the  second  derivative  of  the  experimental  data  (bottom)  are  shown.  Reproduced  with
permission from reference [201].
features in the energy range where Ir 5d – O 2p π-antibonding states are expected to lie could
be taken as evidence against the jeff  = 1/2 model, not evidence in favour of it. It was also noted
in this work that the on-site Hubbard U correction was not used in the DFT calculations, as the
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strong hybridization between the Ir 5d and Bi 6p states reduces the effects of correlations and
drives the system into a metallic state.  In the ARPES data presented in Figure 1.16, sharp
dispersive features  were not observed,  and there is  only moderate  agreement  between the
experiment and the theory – experimental difficulties arose from the lack of a natural cleavage
plane in  Bi2Ir2O7 which  meant  that  an  atomically  smooth and clean  surface  could  not  be
prepared.
From the preceding discussion, it can be concluded that it is generally accepted that (i)
Bi2Ir2O7 is metallic, in contrast to most of the lanthanide iridates, mostly due to the strong
hybridization between the Ir 5d and Bi 6s or 6p orbitals, and (ii) the low energy electronic
states in Bi2Ir2O7 are accurately described by the jeff  = 1/2 model. However, these two premises
do not appear to be entirely compatible with each other: it was shown by Hozoi et al. that
already in the lanthanide iridates which also adopt the pyrochlore structure the long-range
anisotropy of the lattice, and in particular the effect of the “ring” of A cations that surrounds
each Ir atom are sufficient to lift the degeneracy of the Ir 5d O 2p π-antibonding orbitals, and
cause a significant departure from the pure  jeff  = 1/2 state that would be observed in a pure
cubic environment.[148] A similar situation should also arise in Bi2Ir2O7, and indeed if there is
strong O 2p – mediated hybridization between the Ir 5d and Bi 6p states then the effects of the
trigonal environment ought to be even greater. These issues will be addressed in Chapter 6,
where  the  results  of  the  work done  on the  electronic  structure  of  Bi2Ir2O7 as  part  of  my
doctoral studies are presented. 
Finally, it is noted that the motivations for studying Bi2Ir2O7 are not limited by the desire of
learning about its fundamental electronic or magnetic properties, or indeed the properties of
comparable materials. In fact, there is a practical interest in Bi2Ir2O7 as well, and just like for
IrO2, this interest is related to the use of Bi2Ir2O7 as a catalyst for water oxidation under acidic
conditions. The good catalytic properties of Bi2Ir2O7 were demonstrated by Sardar in reference
[79]: in particular, it was shown that Bi2Ir2O7 exhibits similar activity in catalyzing the oxygen
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evolution reaction to IrO2-RuO2 composites, and remains stable over 1000 voltammetric cycles.
It remains to be seen whether the high activity and stability of Bi2Ir2O7 are sufficient to justify
the expense associated with using an iridium-containing material  in a commercial  setting,
however just  like for  IrO2,  there is  a  clear  motivation for learning about  the fundamental
mechanism of water oxidation on Bi2Ir2O7 regardless, as few if any other materials are known
that exhibit comparable activity and stability during water oxidation under acidic conditions.
The specific technological advantages of operating water electrolyzers under acidic rather than
basic conditions have been discussed in reference [202].
1.8 The aims of this work
The principal  aim of  the work presented in  this  thesis  is  to learn about  the electronic
structures of  IrO2 and Bi2Ir2O7.  It  would be of interest to understand, what role electronic
correlations  and spin-orbit  coupling have  in  the electronic  structures  of  these  oxides,  that
seemingly behave like traditional broad band materials. The transferability of models that were
originally developed for insulating iridates to IrO2 and Bi2Ir2O7 also needs to be addressed.
Throughout the work, particular attention will be paid to the interpretation of the experimental
spectroscopic data,  and answers to the following two questions will be sought.  Is the one-
electron picture of  the valence band photoemission, XES and XAS data adequate in these
materials? What information can be extracted from the RIXS spectra?
The secondary aim is to find out, what can be learnt from high pressure photoemission
studies of metallic iridates. Here, the long term goal is to understand the surface chemistries of
active photo- and/or electrocatalysts, but the work in the present thesis is focussed on more
fundamental  aspects.  The first  task is  to characterize  the performance and understand the
capabilities of the new high pressure photoelectron spectrometer delivered to Imperial College
London.  Secondly,  the  issue  of  pressure  gradients  within  a  high  pressure  photoelectron
spectrometer will be investigated – the need for this will be discussed in Sections 2.4 and 7.2.
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Finally, the results of preliminary high pressure photoemission measurements of IrO2 under a
humid atmosphere will be presented, and the first aim in the analysis will be to identify the
origin of the features that are observed in the core level spectra under vacuum and in the
presence of water vapour.
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Chapter 2
Background
In the simplest valid model of atomic structure, an atom consists of a positively charged
nucleus, surrounded by a “cloud” of negatively charged electrons. The nuclear particles, which
contribute  over  99.9% of  the  mass  of  the  atom,  are  held  together  by  forces  which  decay
extremely rapidly with distance, so under ordinary conditions nuclei of different atoms will
never interact strongly enough to significantly alter each other’s internal structure. Instead,
when two atoms are brought together, the strongest and most important interactions will be
between those electrons from each atom that extend furthest from their atomic nuclei. It is
precisely  these  interactions  that  give  rise  to  the  enormous  variety  of  known  chemical
compounds and their associated properties. As such, the effort to understand them lies at the
very heart of the fields of chemistry, materials science and solid state physics.
The  behaviour  of  electrons  and  other  subatomic  particles  is  governed  by  the  rules  of
quantum mechanics. All of the information about a quantum mechanical system is contained
in its wavefunction: if the exact wavefunction is known, it is possible to predict the outcome of
an  experimental  measurement  of  the  system  by  calculating  the  expectation  value  of  the
relevant observable by using the corresponding quantum mechanical operator. If a system is in
a stationary state, i.e. the expectation values of its observables remain constant with time, then
its  wavefunction  is  a  solution  of  the  time-independent  Schrödinger  equation.  Therefore,
solving the time-independent Schrödinger equation for systems of chemical interest such as
atoms, molecules or extended solids would allow us to directly compute all of their ground
state properties from first principles.
Unfortunately, in practise, this is not possible: in fact, the only chemical systems for which
the exact solutions of the time-independent Schrödinger equation are known are “hydrogenic
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atoms”, i.e. atoms (or positively charged ions) with just one electron. In all other cases, various
approximations need to be made that allow one to predict the properties of chemical entities
either via approximate numerical solution of the Schrödinger equation, or using the framework
of  density  functional  theory.  The development  of  these  numerical  methods  is  an  ongoing
process, and frequent comparisons to experimental data are required to evaluate the progress
and to understand the scope and validity of the assumptions that are used.
Experimentally,  arguably  the  most  powerful  technique  for  characterizing  the electronic
structures of materials is Photoelectron Spectroscopy (PES). In its simplest form the binding
energies  of  the  electrons  in  the  material  are  measured,  but  information  about  the  linear
momentum,  the  orbital  and  spin  components  of  the  angular  momentum,  and  the  spatial
distribution of the electrons can also be accessed in more advanced experiments.[1–7] As such,
PES provides data that is uniquely well suited for assessing and developing our understanding
of the behaviour of electrons in chemical compounds. Another advantage of PES, and indeed
all experimental methods, is that they can provide information about a real physical sample,
whereas in computational studies it is often necessary to consider an idealized version of the
subject of investigation. For example, a polycrystalline sintered pellet of an inorganic solid
may contain lattice defects, impurity atoms or phases, grain boundaries and exposed surfaces.
Even if it were feasible to consider the effects of all of the above in terms of computational
complexity, it would not usually be possible due to the lack of detailed structural information.
The fundamental  principles of  photoelectron spectroscopy and the related spectroscopic
techniques  X-ray  adsorption  spectroscopy  (XAS),  X-ray  emission  spectroscopy  (XES)  and
resonant  inelastic  X-ray  scattering  (RIXS)  are  covered  in  Sections  2.2-2.5.  Prior  to  that,
however, the next section introduces several concepts from electronic structure theory that are
essential for the interpretation and analysis of the experimental results presented in the rest of
the thesis.
80
2.1 An Introduction to Electronic Structure Theory
The time-independent  Schrödinger  equation for  an atom or  a  molecule  is  given below
(Equation 2.1).
H^Ψ(r,R) = EΨ(r,R) (2.1)
where H^  is the Hamiltonian operator, E is an energy eigenvalue, and Ψ is the many-body wave-
function that is expressed in terms of the position vectors of the electrons r and the nuclei R.
The Hamiltonian can be further expressed as
H^ = T^  + T^  + V^  + V^   + V^   (2.2)
where  T^ are the kinetic energy terms for the electrons  e and the nuclei  n,  and  V^  are the
potential  energy  terms  describing  the  Coulomb  interactions.  As  was  noted  before,  this
equation can be solved for hydrogenic atoms, and the solutions take the form of the familiar
atomic orbitals. In the treatment of many-electron atoms, it is convenient to make the orbital
approximation,  where  the  actual  many-body  wavefunction  is  replaced  with  a  Slater
determinant  of  one-electron wavefunctions  – doing so  allows us  to  use  the  hydrogen-like
atomic orbitals  also  when discussing the  electronic  structure of  many-electron atoms.  The
major limitation of the orbital approximation is that it requires that the electrons in a many-
electron atom are completely uncorrelated. This seems like a very crude approximation at first,
given that the strength of the repulsive Coulomb interactions between the electrons in an atom
is comparable to the strength of the attractive Coulomb interactions between the electrons and
the  nucleus,  yet  the  orbital  approximation  nonetheless  yields  a  qualitatively  reasonable
description of atomic structure – it forms the basis of the modern interpretation of the periodic
table, and finds extensive use in chemistry and related sciences.
2.1.1 Spin-Orbit Coupling
The state of the electron in a hydrogenic atom can be described by five quantum numbers.
The principle  quantum number  n,  the  orbital  angular  momentum quantum number  l,  the
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quantum number for the z-component of the orbital angular momentum ml, the spin angular
momentum quantum number  s,  and the quantum number for the z-component of the spin
angular momentum ms. When the electron is in an orbital with l ≠ 0, it carries two types of
angular momenta: the intrinsic spin-angular momentum, and the orbital angular momentum
that arises from the motion of the electron around the nucleus. In quantum mechanics, it is
possible to express two general angular momenta (vector observables j1 and j2 with associated
vector  operators)  in  the  coupled  or  the  uncoupled  representations.  In  the  uncoupled
representation, the magnitudes and z-components of both j1 and j2 are simultaneously defined,
but the magnitude of the total angular momentum, j is not. In the coupled representation, one
defines  the  magnitude  and  the  z-component  of  the  total  angular  momentum  j  and  the
magnitudes of j1 and j2. It is not possible to simultaneously define the magnitude of j and the z-
components of  j1 and  j2 as their associated quantum mechanical operators do not commute.
The  allowed  values  for  the  total  angular  momentum  quantum  number,  j,  in  the  coupled
representation for given j1 and j2 are given by the Clebsch-Gordan series.
j = j1+ j2 , j1+ j2−1 , ... , | j1−j2| (2.3)
In a one-electron atom, the energy of the spin-orbit coupling interaction is given by
ESO =
1
2
hcζ [ j( j  +1)−l(l +1)−s(s  +1)] (2.4)
where  h is  the  Planck  constant,  c is  the  speed of  light,  j is  the  total  angular  momentum
quantum number with j = l ± s, and ζ is the spin-orbit coupling constant.
ζnl =
2α2R∞Z
4
n  l(l+1)(2l+1)hc
(2.5)
where  α is  the  dimensionless  fine structure constant  equal  to  ~  1/137,  R∞ is  the  Rydberg
constant, and Z is the nuclear charge. It is noteworthy that the value of ζ scales with Z4,  l–3
and n–3.
In many-electron atoms, it becomes necessary to use a coupling scheme to consider the
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interactions between a large number of angular momenta. In the Russell-Saunders (or  L-S)
coupling  scheme,  one  first  determines  the  combined  spin  angular  momentum  of  all  the
electrons, S, and the combined orbital angular momentum of all the electrons, L, and then the
possible values of the total (spin+orbital) angular momentum quantum number J are given by
the Clebsch-Gordan series of  L and S. Use of the Russell-Saunders coupling scheme is most
justified  when  the  spin-orbit  interactions  are  weak  in  comparison  to  the  Coulombic
interactions between the electrons. When spin-orbit coupling is strong, it is more appropriate
to use the j-j coupling scheme, where the spin and orbital angular momenta of each electron
are coupled first to give a combined angular momentum of the electron, j. The j values are then
in turn combined to obtain the total angular momentum J.
2.1.2 The Born-Oppenheimer Approximation
In systems of more than one atom, all of the terms in Equation 2.2 take a non-zero value,
and thus the full wavefunction contains information about the correlated behaviour of all of
the electrons and the nuclei. The problem of solving the Schrödinger equation in such a case
can be tackled by applying the Born-Oppenheimer approximation, which states that nuclei can
be treated as being effectively stationary on the timescale of electronic motion. In a qualitative
sense, this can be justified by noting that whilst the forces that apply to the electrons and the
nuclei are similar, the masses of the nuclei are three orders of magnitude higher. In the Born-
Oppenheimer approximation, the many-body wavefunction for all  of the electrons and the
nuclei is expressed as a product of the wavefunction for the motion of the nuclei, χn ,  and the
electronic wavefunction that depends parametrically on the nuclear positions,  Ψe . (Equation
2.6)
Ψ(r,R)= χ   (R)Ψ   (r∣R) (2.6)
H^  = H^  − T^ (2.7)
In  Equation  2.7,  H^  is  an  electronic  Hamiltonian  for  stationary  nuclei.  The  Born-
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Oppenheimer approximation is of great fundamental significance, as without it it would not
make  sense  to  talk  about  the  “electronic  structure”,  as  distinct  from  the  full  many-body
wavefunction, in any system consisting of more than one atom.
2.1.3 The Electronic Structures of Crystalline Solids
 When describing the electronic structures of molecules, it is common to make the orbital
approximation  that  was  previously  introduced  in  the  context  of  many-electron  atoms.
Furthermore, the molecular orbitals are often approximated to linear combinations of atomic
orbitals. It is possible to extend this approach to periodic solids, as from a chemical perspective,
a solid can be thought of as the limiting case of a very large molecule. A simple consequence of
this model is that as the number of atoms increases, the energy gaps between consecutive
electronic  states  become so  small  that  it  becomes more natural  to  think  of  the  electronic
structure as consisting of continuous bands of energy levels, as illustrated in Figure 2.1. An
energy region in which there are no electronic states can then be described as a gap between
the bands, and the density of states (DOS),  N(E) can be defined as the number of electronic
states per unit volume with energies in the range E to E + δE. 
Crystalline solids are further characterized by long-range translational symmetry, which
places  special  constraints  on  the  types  of  electronic  states  that  are  possible  in  them.  For
simplicity, the following discussion is based on the model of a periodic one-dimensional solid,
but  similar  results  are  reached in two or three dimensions.  Bloch's  theorem states that  all
solutions of the Schrödinger equation ψ(x) for a one-dimensional chain of atoms must meet the
following condition:
ψ(x) = eikxu(x) (2.8)
where u(x) is a periodic function with the same periodicity as the lattice:
u(x+a) = u(x) (2.9)
where a is the lattice spacing. 
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Figure 2.1  A pictorial representation of orbital energies in (a) an atom, (b) a small molecule, (c) a large
molecule and (d) a solid. The density of states N(E) corresponding to (d) is shown in (e). Redrawn based
on Figure 1.7 in reference [137].
One possible choice for u(x) would be a linear combination of atomic orbitals (LCAO). k is a
quantum number that describes the wavelength of the crystal orbital  ψ(x). All unique crystal
orbitals correspond to values of k in the range –π/a ≤ k ≤ π/a. In free electron theory it can be
further shown that  k is proportional to the momentum of the electron, which has important
implications on conductivity in solids. In a partly filled band, a current can be induced if the
uniform occupation  of  crystal  orbitals  with  quantum  numbers  k  and  –k  is  disturbed,  for
example by applying an electric field. Thus, all materials with partly filled bands are expected
to be metallic in simple band theory. In a filled band, however, it is not possible to induce a
current, since all of the unique crystal orbitals are already occupied.
2.1.4 Density Functional Theory
Even with the aid of the Born-Oppenheimer approximation, it is not possible to solve the
Schrödinger  equation  for  any  systems with  more  than  one  electron.  Various  schemes  for
approximate  solutions  are  available,  but  the  most  widely  used  method  for  the  quantum
mechanical simulation of crystalline solids makes use of a somewhat different approach. In
1964,  Hohenberg  and  Kohn  published  two  fundamental  theorems  that  form  the  basis  of
modern Density Functional Theory (DFT).[8,9]
The first  theorem states  that  the  external  potential  is  (to  within  a  constant)  a  unique
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functional of  the ground state electron density of the system, ρ(r). In the context of chemistry,
the external potential is the potential arising from the positively charged nuclei. If the external
potential is kown, the rest of the terms in the electronic Hamiltonian are merely a function of
the total number of electrons, which can be trivially determined by integrating ρ(r) across all
space. 
The second Hohenberg-Kohn theorem states that for any valid trial electron density ρt(r),
E(ρ ) ≥ E (2.10)
In other words, this means that the ρ(r) obeys the variational principle.
The  Hohenberg-Kohn  theorems  establish  that  there  exists  a  universial  functional  E(ρ)
which allows the ground state energy of a system to be uniquely determined from knowledge
of the electron density, but they offer no clues as to what the form of this functional might be.
By analogy with the Schrödinger equation the energy functional may be broken up into three
terms.
E(ρ)= T(ρ) + V    (ρ) + V   (ρ) (2.11)
where T(ρ) gives the kinetic energy of the electrons, Vext(ρ) gives the potential energy of the
interaction  between  the  electron  density  and  the  external  potential,  and  Vee(ρ) gives  the
potential energy of the electron-electron interactions. Of those, only the form of  Vext(ρ) is
known. 
To make progress, the kinetic energy of the real system of N interacting electrons may be
approximated to the kinetic energy of a ficticious system of N non-interacting electrons that
reproduce the same total electron density, according to the formalism developed by Kohn and
Sham.[10] The ground state wavefunction of the system of N non-interacting electrons takes
the form of a Slater determinant of one-electron Kohn-Sham orbitals  ϕi, which also ensures
that the total electron density corresponds to a valid antisymmetric many-body wavefunction.
Finally it is noted that the classical Coulomb interaction accounts for a significant part of Vee .
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This allows the energy functional to be expressed as follows:
E(ρ) =T  (ρ) + V    (ρ) + V  (ρ) + E   (ρ) (2.12)
where  Ts is the kinetic energy of the system of non-interacting electrons,  VH is the Hartree
energy, and Exc is the exchange-correlation functional, which contains the difference between
Ts and the true kinetic energy functional for a system of interacting electrons, as well as the
non-classical  contributions  to  Vee.  The  analytical  forms  of  Ts,  VH and  Vext are  given  in
Equations 2.13-2.15, where atomic units have been used for convenience.†
T  (ρ) =
 1
2∑
i
N
〈ϕ i ∣
2 ∣ϕi〉 (2.13)
V  (ρ) =
1
2∬
ρ(r1)ρ(r2)
|r1−r2|
dr1dr2 (2.14)
V    (ρ) = −∑
i
N
∑
M
∫ Z|r1−r   ||ϕi(r1)|
2 dr1 (2.15)
where i iterates over the electrons and A over the nuclei;  r are position vectors and Z is the
nuclear charge. An exact expression for Exc, the exchange-correlation functional is not known,
but several approximations are available. By applying the variational principle, it is possible to
further show that in order to minimize the total energy, the Kohn-Sham orbitals must satisfy
Equation 2.16.
−
1
2
∇    
2− ∑
 
M Z
|r1−r   |
 +∫ ρ(r2)|r−r2|dr2  +  νxc(r)  ϕi(r) = εi ϕi(r) (2.16)
where νxc is the functional derivative of Exc with respect to ρ.
In the Kohn-Sham formalism of DFT, in addition to the total energy, one computes the
Kohn-Sham  wavefunctions  and  the  corresponding  one-electron  energies.  In  a  strict
mathematical sense, these quantities have no direct physical significance: they describe the
imaginary  system  of  non-interacting  Fermions,  rather  than  the  real  (strongly  interacting)
† e = 1, h/(2π) = 1, me = 1, 1/(4πε0) = 1, where e is the elementary charge, h is Planck's constant, me is the mass
of an electron and ε0 is the permittivity of vacuum.
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electrons. In practise, however, it is commonplace to use the Kohn-Sham eigenfunctions and
eigenvalues in qualitative interpretations of bonding in molecules and extended solids.  The
justification for this is twofold: firstly, Equation 2.16 has a similar mathematical form to the
equivalent  equations  in  other  self-consistent  electronic  structure  methods  including  the
Hartree method and the Hartree Fock method. Secondly, there is a large amount of empirical
evidence  in  favour  of  the  assertions  that  in  many  cases  the  Kohn-Sham  eigenfunctions
correspond well to the shapes of orbitals that are predicted by other qualitative or quantitative
means, and the relative energies of the orbitals agree well with those obtained using other
theoretical methods, as well as experimental data.[10–12]
2.1.5 Correlations and the Hubbard Model
A key consequence of simple band theory is that all materials with a partly filled valence
band should be metallic conductors. In practise, many solids that should be metallic based on
band-filling arguments exhibit  insulating behaviour.  The reasons for this  are related to the
correlated behaviour of electrons, and in many cases the insulating states found in solids that
appear to contain a partly filled valence band can be rationalized using the single-site Hubbard
model. A brief overview of the qualitative aspects of the Hubbard model is given below.
Figure 2.2(a) shows a linear chain of N atoms, with one localized orbital per atom, each
occupied by one electron. In band theory the N localized (atomic) orbitals would combine to
form  N  delocalized  (crystal)  orbitals:  the  bonding  orbitals  would  be  occupied,  and  the
antibonding orbitals would be empty; in the presence of an electric field the system would
respond as a metallic conductor. Alternatively, conductivity could be described by considering
the hopping of electrons along the chain of localized orbitals, as depicted in Figure 2.2(b). The
energy associated with moving from the state in Figure 2.2(a) to the one in Figure 2.2(b) is
given by the difference between the ionization energy I and the electron affinity A.
U = I−A (2.17)
where U is termed the Hubbard U parameter. The Hubbard U quantifies the strength of the
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Figure. 2.2  (a-b) The conduction of electricity via the hopping of electrons between localized orbitals on
adjacent atoms.  In (a), there is exactly one electron at each site. In (b), two electrons occupy the same
orbital resulting in an increase in electron-electron repulsion. (c) The evolution of the Hubbard sub-
bands as the bandwidth is increased from zero to W = U and beyond.
repulsion between two electrons localized on the same atom. In a system with a half-filled
band, there exists therefore a competition between itinerant and localized behaviour: in the
itinerant  state,  the kinetic  energy of  the electrons  is  the  lowest,  whereas  to  minimize the
potential energy of the electron-electron interactions, it is most favourable for them to be fully
localized. Figure 2.2(c) illustrates the resultant electronic structure according to the Hubbard
model as a function of the bandwidth  W and the Hubbard  U.  If  W is zero, there are two
relevant energy levels: the lower one (at energy -I) corresponds to a singly occupied orbital
and the higher one (at energy -A) is the energy of adding an extra electron to form a doubly
occupied  orbital.  The lower  and higher  energy levels  are  also  called  the  lower and upper
Hubbard bands (LHB and UHB). As the lower and upper Hubbard bands are broadened, at the
point where W and U are equal they touch: there is no longer an energy barrier to moving an
electron from one band to the other, so the solid becomes metallic.
Spectroscopic studies of strongly correlated materials indicate that whilst the simple argu-
ments presented above are valid when U >> W, a more sophisticated treatment of the Hubbard
model is required to rationalize the spectra when U ~ W. In reference [13] it was shown that as
U is increased in a metallic system, the spectral feature that corresponds to the removal of a
delocalized  electron  from  the  band  that  crosses  the  Fermi  level  becomes  narrower,  and
simultaneously additional peaks due to the LHB and UHB begin to appear. The metal insulator
transition occurs when the width of the (quasiparticle) peak at the Fermi level collapses to zero.
89
W
(a)
(b) (c)
E
U
insulator metal
UHB
LHB
W=U
2.2 General Principles of Photoelectron Spectroscopy
Photoelectron spectroscopy makes use of the photoelectric effect to measure the binding
energies of the electrons in a material. The photoelectric effect was first discovered in 1887 by
Heinrich  Hertz.[14] A  schematic  diagram  of  an  experimental  setup  for  quantitative
measurements of the photoelectric effect is shown in Figure 2.3: when the photocathode is
exposed to radiation of a sufficiently short wavelength, photoelectrons are generated, and some
of them will be collected at the anode. The current between the two electrodes is measured
using the ammeter, and may be controlled by varying the intensity of the light, the applied
potential and the wavelength of the light. In 1902, Philipp Lenard discovered that there exists a
well-defined maximum negative potential  above which no current passes between the two
electrodes – the stopping potential. Moreover, he observed that whilst the magnitude of the
photocurrent depends on the intensity of the light, the stopping potential does not, but that the
stopping potential does depend on the wavelength of the incident light.[15]
These  observations  were  finally  explained  by  Albert  Einstein,  who  formulated  the
fundamental equation for the photoelectric effect (Equation 2.18).[16]
Ekin,max  =  hν – ϕ (2.18)
In Equation 2.18, hν is the energy carried by one photon; h is the Planck constant, ν is the
frequency of light, ϕ is the minimum energy required to remove an electron from the material
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Figure 2.3  A schematic diagram of a setup for quantitative measurements of the photoelectric effect.
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Figure 2.4  The alignment of energy levels during a photoemission experiment.
-  the  work  function,  and  Ekin,max is  the  maximum  possible  kinetic  energy  of  an  emitted
photoelectron.
The fundamental equation of photoelectron spectroscopy is given in Equation 2.19.
Ekin  =  hν – EB – ϕanalyzer (2.19)
It takes a similar form to Equation 2.18, but there are two key differences. Firstly, to generalize
Equation 2.18 to the kinetic energies of all emitted electrons, not just those with the highest
kinetic energy, the concept of the binding energy of  an electron,  EB,  has been introduced.
Secondly, whilst the energy in Equation 2.18 corresponds to the photoelectrons immediately
after leaving the sample, the energies in Equation 2.19 are the energies of the photoelectrons at
the point of measurement. To achieve this, the workfunction of the sample has been replaced
with the work function of the electron energy analyzer. This point can be elucidated further
with the aid of Figure 2.4. When the photoelectron leaves the sample, its kinetic energy is
indeed given by 
Ekin,s =  hν – EB – ϕsample (2.20)
However, as the photoelectron travels from the sample to the analyzer, it must also traverse a
potential difference equal to the contact potential between the sample and the analyzer, which
is equal to the difference between the work functions. The contact potential arises due to the
requirement that the Fermi levels of two bodies in good electrical contact must be the same.
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Therefore, at the point of measurement, the kinetic energy of the photoelectron is given by
Equation 2.19.
2.2.1 Instrumentation
A  basic  setup  for  a  photoelectron  spectroscopy  experiment  consists  of  three  principle
components. The photon source, the sample held on a sample manipulator, and the electron
energy analyzer. The fourth part of the experimental setup which is not actively involved in
the measurements but is essential for the operation of the photon source and the analyzer is
the vacuum system. In this section, the designs and operating principles of the basic elements
of a photoelectron spectrometer are described, with a focus on the types of apparatus that were
used for the measurements presented in this thesis.
The photon sources used for PES can be classified according to their operating mechanisms
as well  as  the wavelength of the radiation they produce.  In a laboratory setting, the most
commonly used photon sources are X-ray anodes,  and gas discharge lamps which produce
ultraviolet  radiation.  Recently,  significant  progress has also been made in the use of  laser
photon sources for PES,  but since almost all  of  the presently known lasers operate  in the
infrared or visible parts of the spectrum, frequency up-conversion is necessary to generate
light of a sufficiently short wavelength to overcome the work functions of most materials. In
addition, extremely intense radiation of a wide range of photon energies from less than 1 eV to
more than 100 keV can be generated at synchrotron light sources.
All  of  the photoelectron spectra presented in  this  thesis  have been recorded at  photon
energies in the X-ray part of the spectrum, using both laboratory-based and synchrotron-based
equipment. A schematic diagram of a monochromated laboratory-based X-ray source is shown
in Figure 2.5. The cathode wire is heated up to a temperature where the thermal emission of
electrons becomes significant by passing a large current through it. When the electrons leave
the cathode, they are accelerated towards the anode by the electric field that is generated by
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Figure 2.5 (Left) A schematic diagram of a monochromated Al Kα X-ray source. Figure 2.6 (Right) A
schematic diagram of a synchrotron light source. 
applying a high voltage between the cathode and the anode. When reaching the anode, the
high energy electrons pass their kinetic energy to the core electrons in the solid by exciting
them into an empty electronic state above the Fermi level. When the excited atoms decay back
to the ground state,  one of  the the pathways by which the excess energy can be released
involves  the  emission  of  electromagnetic  radiation  of  wavelengths  corresponding  to  the
characteristic  X-ray emission lines  of  the relevant  element.  This,  in general  polychromatic
radiation  may  be  used  as  the  excitation  source  in  photoelectron  spectroscopy,  but  the
interpretation of spectra measured using an unmonochromatized X-ray source is complicated
as the resultant spectrum is the sum of the spectra arising from all of the photon energies
present  in  the  incident  light.  Instead,  in  modern  spectrometers,  a  single-crystal
monochromator is usually used for energy filtering of the incident X-rays based on Bragg's
law. The monochromator crystals are also bent such that the photon beam would be focussed
at  the  sample  position.  The full-width  at  half  maximum energy  resolution  of  the  Scienta
MX650 monocromated Al Kα X-ray source used for the measurements presented in Chapter 7
is approximately 0.2 eV, whereas in comparison the total total linewidth of the Al Kα X-ray line
which consists of a superposition of the Kα1 and Kα2 X-ray lines is over 0.8 eV.[17]
At synchrotron light sources, the radiation is generated by accelerating charged particles. A
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Figure 2.7 (Left)  A schematic diagram of electron energy filtering in a hemispherical analyzer.  Figure
2.8 (Right) A schematic diagram of a micro-channel plate electron multiplier and a cross-sectional view
of a single channel of the MCP.
schematic diagram of a synchrotron light source is shown in Figure 2.6. The electrons are
generated at the electron gun, and accelerated initially in the linear accelerator (linac) and then
in the booster ring until  they are eventually fed into the storage ring,  where their  kinetic
energies are of the order of several GeV. In the storage ring, the electrons follow a closed
trajectory. Along the trajectory there are bending magnets, wigglers or undulators at which
strong magnetic fields accelerate the electrons in a transverse direction causing them to emit
radiation. During each cycle around the storage ring, the electron loses a part of its kinetic
energy to the emitted photons – to compensate for this the electrons can be accelerated further
inside the storage ring using radio frequency cavities. Some of the emitted radiation will enter
beamlines,  in  which  optical  elements  such  as  single  crystal  monochromators  or  gratings,
mirrors and slits are typically used to produce a monochromatic, focused photon beam of the
desired wavelength at the point of measurement. Synchrotron radiation can also be tuned to
have a particular temporal structure with pulse durations down to the picosecond timescale,
but  in  all  of  the  experimental  work presented  in  this  thesis  the  measured signal  was  the
average over the course of a very large number of X-ray pulses so in the context of the analysis
of the data presented in Chapters 4 ‒ 6 the temporal structure of synchrotron light can be
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safely ignored.
The kinetic  energies  of  the  photoelectrons  that  are  produced when  the  X-rays  hit  the
sample are measured using the electron energy analyzer: a large number of different designs of
these  analyzers  have  been  introduced  over  the  years,  but  in  modern  photoelectron
spectrometers by far the most commonly used type is the hemispherical analyzer. A schematic
diagram of a basic hemispherical analyzer is shown in Figure 2.7. Energy filtering is achieved
by applying a voltage U between the inner and outer hemispheres. An electron will move along
a circular trajectory of radius  R = (R1 + R2)/2 concentric with the hemispheres if  its kinetic
energy is equal to the pass energy EP given by Equation 2.21.
  E  =
eU
R   /R   − R   /R   
(2.21)
where  e is the elementary charge,  U is the potential difference between the inner and outer
hemispheres, and R1 and R2 are the radii of the inner and outer hemispheres respectively. The
electrons that pass through the hemisphere are detected using a two-dimensional position-
sensitive detector. A common detector type consists of a microchannel plate coupled with a
phosphor  screen and a digital  camera.  The microchannel  plate  (Figure 2.8)  functions  as  a
traditional  electron  multiplier  based  on  secondary  electron emission,  but  preserves  spatial
information: the batches of electrons it generates are accelerated onto a phosphor screen and
the detection events are  recorded by the camera.  The area detector can be used to record
electrons with a range of kinetic energies simultaneously, thereby significantly increasing the
count rate in comparison to a single-channel detection system. It is also possible to use the
other axis of the 2D detector to collect information about the starting position or emission
angle of the photoelectrons, depending on the design and operation of the electrostatic lens
elements that the electrons pass prior to entering the hemisphere.
It is usually a requirement that all of the components of a photoelectron spectrometer need
to be maintained under high vacuum conditions (p < 10–6 mbar) throughout the duration of the
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Figure  2.9 The  mean  free  paths  of  photoelectrons  with  a  range  of  kinetic  energies  in  elemental
compounds.  The  dots  are  experimentally  determined  values,  the  line  is  a  guide  to  the  eye.  The
compilation of data from a number of different studies was first published in reference [133].
experiment. This is essential for several reasons: firstly, electrons are attenuated strongly when
they  travel  through  a  gas.  Secondly,  the  application  of  high  voltages  to  manipulate  the
electrons is only possible if the resistivity of the medium is high enough to prevent arcing.
Thirdly, both the X-ray anode and the cathode filament are particularly vulnerable to damage
via oxidation if air were to leak into the system during operation as they operate at an elevated
temperature. The fourth requirement for high vacuum arises from the surface sensitivity of
PES, which is discussed in greater detail next.
2.2.2 Surface Sensitivity in Photoelectron Spectroscopy
In  principle,  there  are  two  possible  origins  of  surface  sensitivity  in  photoelectron
spectroscopy, since both the incident photons as well as the emitted photoelectrons have finite
mean free paths in a solid, yet in practise, the penetration depth of the photon beam is usually
several orders of magnitude greater than the escape depth of the electrons, so the information
depth  is  determined  entirely  by  the  attenuation  of  the  latter.  Approximately  95%  of  the
photoelectrons that leave the sample originate from the topmost layer of a thickness of 3λ,
where λ is the mean free path of the photoelectrons.
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It has been experimentally observed that the mean free paths of photoelectrons in a wide
range of materials tend to follow the “universal curve” which is plotted in Figure 2.9. It can be
seen that there exists a minimum at around 50 eV where the mean free path is only of the
order of 3Å, which corresponds to just a couple of monolayers of atoms. Other kinetic energy
ranges that are of interest are determined by the photon energies of commonly used photon
sources. For example, photoelectrons emitted by absorbing an Al Kα X-ray will have kinetic
energies that are less than 1487 eV, or mean free paths that are below 2 nm. The only exception
are those photoelectrons whose binding energy happens to fall in the narrow range between
1440 eV and 1487 eV, whose kinetic energy will lie on the steep part of the universal curve
below Ekin = 50 eV. Varying the degree of surface sensitivity in photoemission by choice of the
incident photon energy will be discussed further in Section 2.3.1.
If more accurate estimates of photoelectron mean free paths are required than what the
universal curve provides, it is possible to use the TPP-2 relation named after the scientists who
formulated  it:  Tanuma,  Powell  and  Penn.[1,18,19] The  mathematical  form  of  the  TPP-2
expression is given in Equation 2.22:
λ = E  /  {E2  [  β  ln(γE)  –  (C/E)  +  (D/E2)]} (2.22)
where λ is the inelastic mean free path in Å, E is the kinetic energy of the electron in eV, EP is
the free electron plasmon energy given by EP = 28.8(Nvϱ/M)
1/2, ϱ is the density in g/cm3, Nv
is the number of valence electrons per atom (for elements) or molecule (for compounds), M is
the mass of the atom, molecule, or formula unit in atomic mass units, and β,  γ,  C and D are
additional parameters whose values are determined by the equations below.
β =–0.0216  +  0.944/(E2  +  E2)1/2  +  7.39  ‧10–4ϱ  (2.23)
γ =0.191ϱ–0.50 (2.24)
C =1.97  –  0.91  U (2.25)
D =53.4  –  20.8  U (2.26)
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Figure 2.10  Photoelectron spectra of a clean gold foil (top) and one contaminated with a fingerprint
(bottom). Reproduced with permission from reference [134].
U = Nvϱ/M = E2/829.4 (2.27)
where  Eg is  the  band  gap  energy  in  eV  for  insulators.  The  high  surface  sensitivity  of
photoelectron spectroscopy means that care must be taken during sample handling to ensure
that the measured signal corresponds to the actual sample that was intended to be studied. A
famous example of this has been given by the original inventor of the technique, the Nobel
prize laureate Kai Siegbahn – Figure 2.10 shows two photoelectron spectra measured of the
same specimen, except for the fact that in the one at the bottom a fingerprint was left on the
surface of the sample before it was introduced into the spectrometer. It can be seen that in fact
all of the original peaks are missing from the spectrum of the contaminated sample and instead
only those peaks arising from the fingerprint are observable. Even if great care is taken during
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Table 2.1  The time in which one monolayer's worth of gas atoms hit the sample surface at various
pressures.
Pressure (Torr) 760 1 10–8 10–9 10–10 10–11
Time for monolayer coverage (s) 4x10–9 3x10–6 300 3000 300 00 3000 00
sample handling, any sample that is exposed to the ambient atmosphere will get covered in a
thin layer of adventitious carbon due to organic matter present in the air, so the carbon 1s core
level line is usually present in any spectrum of an “as-presented” sample. Fortunately, in X-ray
photoelectron  spectroscopy  this  does  not  usually  pose  too  much  of  a  problem  since  the
hydrocarbon contaminants do not commonly form strong chemical bonds to the surface, and
the photoionization cross-section of carbon 2p electrons is very low in the X-ray regime so
their contribution to the signal in the valence band part of the spectrum is often negligible. [20]
In other applications, such as angle-resolved ultraviolet photoelectron spectroscopy, preparing
a clean, ordered and carbon-free surface may be essential for meaningful measurements. In
those situations  it  is  also  of  great  importance  to  consider  the  time-scale  over  which it  is
possible to maintain a well-defined clean surface at different levels of vacuum. An approximate
formula for calculating the time that it takes for one monolayer's worth of gas atoms to stick
on the sample surface is given in Equation 2.28.[1]
t = 
1.7  × 10−6
0.6 ⋅ p ⋅ S
(2.28)
where  t is the time in seconds,  p is the pressure in Torr (1 Torr  ≈ 1.33 mbar)  and  S is the
sticking coefficient. A selection of calculated values for various pressures, assuming a sticking
coefficient of unity, are given in Table 2.1. Given a typical experimental timescale of tens of
hours, it can be seen that pressures in the 10–11 mbar range may be required to maintain a
clean surface throughout the course of the measurements.
2.2.3 The Three-Step Model of Photoemission
Attention  is  now  turned  to  the  interpretation  of  the  commonly  observed  features  in
photoelectron spectra. In a general sense, a single photoemission event can be described as the
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Figure 2.11  The three-step model of photoemission.
transition between an N-electron ground state and an excited state of N-1 bound electrons that
remain in the sample, and one unbound photoelectron with a given wavevector and kinetic
energy, induced by the vector potential of the incident photon beam.[21] From this starting
point, various levels of approximate theories have been derived and the development of new
theoretical methods for the numerical simulation of photoemission spectra remains an active
area of research today. The most commonly used theoretical framework for the interpretation
of photoelectron spectra of solids, which also forms the basis of the relevant discussions in this
thesis is called the three-step model of photoemission. The three-step model is illustrated in
Figure 2.11. In step 1, an electron absorbs a photon to undergo a transition between two Bloch
states in the solid.  In step 2, the electron propagates through the solid until it  reaches the
surface, and in step 3 it travels across the potential step at the surface and escapes into the
vacuum.[1,21]
Within  the  theoretical  description  of  step  1,  it  is  common  to  also  make  the  sudden
approximation, in which it is assumed that the timescale of photoemission is so much shorter
than the timescale of the electron-electron and electron-nucleus interactions, that the emission
process of the photoelectron is effectively independent of the other particles in the system. In
the language of  quantum mechanics,  photoemission would thus  be described as  a  diabatic
process, in which the combined probability density of the remaining N-1 electrons remains
unchanged during the removal of the photoelectron, and the final state of the system (before
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the  onset  of  relaxation)  is  in  general  a  linear  combination  of  several  Eigenstates  of  the
Hamiltonian of the N-1 electron system.
To simplify the theoretical  treatment and the qualitative interpretation of photoelectron
spectra further, it can be assumed that the wavefunction of the initial state can be factorized
into a product of one-electron wavefunctions, and that the individual probability distributions
and energies of each of the remaining (N-1) electrons are the same in the final state as they
were  in  the  initial  state  (the  so-called  frozen  orbital  approximation).[1] In  this  case,  the
measured binding energies are equal to the negative orbital energies of the emitted electrons.
This approximation is also known as Koopmans' theorem. The frozen orbital approximation
has  clear  limitations,  particularly  for  core-level  photoemission  where  satellite  structures
corresponding to different final states are frequently observed. In valence band photoemission,
however, it  allows the measured photoelectron binding energies to be directly compared to
calculated  ground  state  band-structures,  and  often,  especially  in  the  case  of  broad  band
materials,  excellent  quantitative  as  well  as  qualitative  agreement  is  observed.  This  "one-
electron"  picture  of  photoemission  is  also  used  in  the  interpretation  of  the  valence  band
photoelectron spectra of IrO2 and Bi2Ir2O7 in Chapters 5 and 6.
In order to rationalize the appearance of a photoelectron spectrum it is also necessary to be
able to predict the relative intensities of the various features that are observed, in addition to
their energy positions. This process is relatively straightforward for the core level peaks, whose
intensities  usually  correspond  well  to  calculated  photoionization  cross-sections  for  atomic
orbitals which have been tabulated for all of the non-radioactive elements for a wide range of
incident photon energies by Scofield, and Yeh and Lindau.[20,22] In the case of the valence
band, it is possible to use the so-called “single-scatterer final-state approximation”.[23] In this
procedure, the contribution of each "atomic orbital" to the valence band part of the spectrum is
calculated as the orbital-projected valence band density of states times the photoioinzation
cross-section for that orbital, and the total spectrum is given by the sum of the contributions of
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all of the orbitals that contribute significantly to the occupied valence levels.
Step 2 of the three step model, the transmission of the photoelectron across the solid to the
surface is responsible for the surface-sensitivity of the technique, which was already discussed
in section 2.2.2. An additional effect of the inelastic scattering of the photoelectrons as they
travel towards the surface is the presence of rising inelastic bacgrounds in all photoelectron
spectra. These inelastic bacgrounds can make it more difficult to judge the shape of the "raw"
photoemission peaks, so methods have been developed for subtracting them from the spectral
lineshape.  In  the  work  presented  in  this  thesis,  Shirley  type  backgrounds  have  been used
whenever peak-fitting or quantification has been necessary.[24] It is also noted here, that other
processes  that  occur  during  step  2  are  crucial  to  some  specialized  applications  of  PES,
including photoelectron diffraction and the study of extrinsic energy loss features in spectra,
but these aspects will not be discussed further in this thesis.
Step  3  of  the  three  step  model,  transmission  into  the  vacuum,  is  also  of  paramount
importance in  some forms of  photoelectron spectroscopy,  most  notably low energy angle-
resolved PES, where the conservation rule for the component of the wavevector perpendicular
to  the  surface  allows  the  k-dependence  of  quasiparticle  energies  to  be  measured
experimentally.  However,  in  non-momentum  resolved  X-ray  photoemission  it  is  usually
sufficient to assume that the potential step at the solid-vacuum interface does not affect the
relative kinetic energies or emission probabilities of different photoelectrons.
2.2.4 The Angle-Dependence of Photoionization Cross-Sections
The atomic orbital photoionization cross-sections that were introduced in section 2.2.3 are
not  only  dependent  on  the  photon  energy  of  the  incident  photon  beam,  but  also  on  the
experimental  geometry  used in  the measurements.  This  dependence has  been discussed in
detail in references [25] and [26] for atomic orbitals of a random spatial orientation. The case
of random orientation is appropriate for gas phase photoemission, but also for photoemission
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from a polycrystalline solid sample, provided the spot size of the photon beam and the area
from which electrons are detected are considerably smaller  than the crystallite  size in the
sample. For excitation with an unpolarized photon source (such as a laboratory-based X-ray
anode),  the  differential  (= ...angle-dependent)  photoionization  cross-sections  are  given  by
Equation 2.29.
dσ
dΩ
 = σ
4π
  1−β
2
P  (cosθ) +  
γ
2
sin θ +δ  cosθ (2.29)
where σi is the photoionization cross-section, Ω is the differential solid angle, β, γ and δ are
parameters,  θ is the angle between the photon propagation vector  k and the photoelectron
propagation vector p, and P2 denotes the second order Legendre polynomial:
P  (cosθ) = 
1
2
(3cos  θ−1) (2.30)
For the case of linearly polarized radiation, Equation 2.31 should be used:
dσ
dΩ
 = σ
4π
  1+ βP   (cosθ) + ( δ + γcos   θ) sinθ cos φ  (2.31)
where θ is  the angle  between  p and the photon polarization vector  ε,  and φ is  the angle
between k and the plane defined by ε and p. The angles are also defined in Figure 2.12.
At low photon energies, the non-dipolar terms containing the parameters γ and δ may be
ignored to a first approximation. In this case, it can be shown that if θ or θ = 54.74°, the angle-
dependent  term  becomes  zero  and  only  the  total  (integral)  cross-sections  need  to  be
considered. Many laboratory-based XPS instruments have been designed in such a way that
the angle between the X-ray source and the analyzer is approximately 54.74°.
2.2.5 Additional Effects in Core and Valence Level PES
So far it has been established that the binding energies of the photoelectrons can be related to
ground state orbital energies via Koopmans' theorem, and that the relative intensities of the
spectral features can be rationalized in terms of atomic orbital photoionization cross-sections.
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Figure 2.12 (Left) The definitions of the angles used in Equations 2.29-2.31. Reproduced with permission
from reference  [26].  Figure 2.13  (Right)  The C 1s core  level  region of  the  XPS spectrum of  ethyl
trifluoroacetate. Reproduced with permission from reference [27].
It is also known that (by definition), to a first approximation the core electrons of a certain
element have similar spatial distributions and orbital energies in all compounds containing that
element.  At this level of theory it  is possible to use the core level photoemission peaks to
identify the elemental composition of the surface-region of the sample. The most important
factors  that  determine  the  lineshapes  of  the  core  level  photoemission  peaks,  and  cause
variations  in  energy  positions  of  the  same  core  peaks  between  different  materials  are
considered  next.  These  factors  can  be  broadly  classified  into  three  categories:  initial  state
effects, final state effects, and factors related to the experimental procedure. 
Initial state effects are those that can be rationalized within the frozen orbital  approxi-
mation. The most important one is the so-called “chemical shift” - in essence, if the oxidation
state of an element is increased (decreased) by removing (adding) a valence electron, the effec-
tive nuclear charge experienced by all other electrons increases (decreases), and the binding
energies follow the same trend. A famous example of chemical shifts in PES can be seen in the
photoelectron spectrum of ethyl trifluoroacetate (Figure 2.13),  where the four well-resolved
features in the C 1s spectrum correspond to the four distinct carbon environments.[27,28] 
The core level  peaks  of  all  non-s core levels  are  split  into  a  doublet  due to  spin-orbit
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coupling.  This can be most easily described as a final-state effect, although this distinction is
somewhat arbitrary.† In a closed shell, there can be no net spin or orbital angular momentum.
However, when one electron is removed, the system is left in a state with a total spin angular
momentum of  S = 1/2 and a total orbital angular momentum of  L =  l, where  l is the orbital
angular  momentum quantum number of  the electron that  was removed.  (Interactions with
valence electrons are ignored here.) Thus, if l ≠ 0, there are two possible final states with J = L
+ 1/2, L - 1/2 with multiplicities given by 2J + 1. Therefore, the core level spectra of p-orbitals
are split in a ratio of 1/2, those of d-orbitals are split in a ratio of 2/3, and those of f-orbitals are
split in a ratio of 3/4. Deviations from the ideal intensity ratios can be observed due to cross-
section  effects,  however,  and  for  light  elements  the  spin-orbit  splitting  may  not  be
experimentally resolvable.
Final state broadening effects are observed in all core level photoemission spectra. In an
atom, the core hole can decay via radiative recombination or Auger processes resulting in a
finite lifetime and consequent peak broadening due to the time-energy uncertainty principle.
In a solid vibrational broadening also makes a significant contribution to the linewidth of a
core level peak, since the equilibrium bond distances in the ionized state are usually different
to the ground state. Final state lifetime effects in the context of valence band photoemission
are discussed separately in Chapter 4.
The valence orbital region of the photoelectron spectra of solid C6H6, and C6H6 vapour are
shown in Figure 2.14. In the spectrum of the solid, the peaks are not only broader than in the
gas, but also shifted to a lower binding energy. There is no particular reason to assume that the
ground state orbital energies should be strongly affected by the weak van der Waals inter-
actions in solid C6H6;  instead,  the difference can be attributed to final state  screening. As
† The designation of the spin-orbit splitting as a final state effect is an artefact of the L-S coupling scheme. In
the j-j coupling scheme, all core electrons also carry a total angular momentum in the initial state, such that
the z-components of the total angular momenta of all the electrons in a closed shell add up to zero. In all
cases, exactly the same intensity ratios are predicted for the two components of the spin-orbit doublet by both
coupling schemes.
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Figure 2.14  Photoelectron spectra of solid C6H6 (top) and gaseous C6H6 (bottom). Redrawn based on
Figure 2.3 in reference [137]. Original data published in [135] and [138].
the core electron is removed, the other electrons in the system will be polarized towards the
positive  charge  that  is  left  behind,  so  as  to  lower  the  overall  energy of  the  system.  In  a
molecule, only intra-molecular screening is possible, whereas in a solid both intra-molecular
and inter-molecular contributions are significant. 
2.2.6 Core Level PES of Metallic Oxides
In addition to what has been covered thus far, there are a large number of possible final-
state effects that are specific to certain classes of materials. Here, only a brief introduction to
models that are relevant to core-level photoemission from metallic oxides is given. It has been
known for a long time that the core level peaks of metallic oxides show asymmetric lineshapes
which cannot in general be explained by the presence of multiple initial states whose spectra
differ due to chemical shifts. However, the underlying phyiscal mechanisms that give rise to
this asymmetry are not fully understood and in many cases several competing theories can be
used to account for the same observations.
In the case of simple metals, the response of the conduction electrons to the effectively
instantaneous  removal  of  a  core  electron from one  atom is  well  described  by  the  theory
developed in  [29] and  [30]. The corresponding analytical form of the core level peakshape
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was derived by Doniach and Sunjic, and within an energy window that is similar to the width
of  the  conduction band the Doniach Sunjic  lineshapes  reproduce  the core level  spectra  of
simple metals with good accuracy.[1,31,32] The Doniach Sunjic lineshape (Equation 2.32) can
be considered a convolution of a Lorentzian function with a singular function of the form
1/(EB,0–E)
1–α, where EB,0 is the (reference) binding energy of the core level, E is the measured
binding energy and α is the asymmetry parameter.
Intensity ∝
Γ(1−α)cos{ πα/2 + (1−α) arctan[ (E −E) / γ]}
[ (E −E)2+ γ2](1−α)/2
(2.32)
where  Γ denotes the  Γ-function, and 2γ is the FWHM of the Lorentzian. Qualitatively the
functional form of Equation 2.32 is justified by assuming that the high binding energy tail of
the  asymmetric  lineshapes  arises  due  to  excitations  in  the  conduction  band,  and that  the
probability of an excitation is inversely proportional to the energy. The minimum energy of
such excitations is 0, and the maximum energy is given by the width of the conduction band.
The sudden removal of a core electron can also lead to quantized collective excitations in
the “sea” of conduction eletrons called plasmons. This mechanism of plasmon excitation is also
called “intrinsic” to distinguish it from the “extrinsic” plasmons that may be excited elsewhere
in the solid by the outgoing photoelectron. Identifying whether a plasmon loss peak in a core
level spectrum arises due to the intrinsic or extrinsic excitation is difficult as the peaks would
have the same energy; however in simple metals the identification of intrinsic plasmon loss
features has been possible by making use of the knowledge that the probabilities of successive
plasmon excitations are different for the intrinsic and extrinsic mechanisms.[1,33,34] In simple
metals the plasmon energies are typically greater than 10 eV, so the plasmon loss features are
well separated from the main peak. On the other hand, in some metallic oxides where the
density of charge carriers  is much lower and the effective mass of conduction electrons is
higher the plasmon energy may be even less than 1 eV, meaning that the main peak and the
plasmon loss peak may overlap strongly. Plasmon excitations have been used to succesfully
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Figure 2.15  The Cu 2p regions of the photoelectron spectra of CuF2, CuCl2 and CuBr2. A schematic
diagram  of  the  binding  energies  associated  with  the  different  initial  and  final  state  electronic
configurations. Reproduced with permission from reference [36].
describe the evolution of the lead core level peakshapes in PbO2 as the carrier concentration is
varied by introducing additional oxygen vacancies.[35]
In systems with more localized orbitals, or, equivalently, narrower bands, the appearance of
multiple  components  in  core  level  spectra,  or  in  the  case  of  small  energy  separations
asymmetric core level  lineshapes can arise from the existence of  multiple final states with
different electronic configurations. In strongly localized systems it is most convenient to use
the  language  of  molecular  orbital  theory to  describe  the occupation of  valence  states.  For
example, using a very simplified model the ground state electronic configuration of CuF2 can
be written as 3d 9L which is here taken to mean that in the ground state the Cu d-levels are
occupied by 9 electrons, and the valence orbitals of the ligand are fully occupied. When a core
electron is removed from the Cu atom, the system can in principle reach several final states
with different electronic configurations – it turns out that the two that are most relevant can be
written as c-13d   9L and c-13d  10L-1, where c-1 denotes the core hole. In the second configuration,
there is an additional electron on the Cu site that partly screens the positive potential of the
core hole. In the case of CuF2, the final state with the c
-13d 10L-1 configuration has the lowest
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Figure 2.16  (Left) A schematic diagram of the Kotani model. When a core electron is removed from the
system, it leaves behind a localized positive potential that brings a normally empty localized state below
the Fermi level.   In the “unscreened” final state, the localized state remains empty, whereas in the
“screened” final state it is filled. Figure 2.17 (Right) The Ru 3d region of the photoelectron spectrum of
RuO2,  where the peaks corresponding to the (well) screened and unscreened (poorly screened) final
states are denoted by “s” and “u” respectively. Reproduced with permission from reference [136].
energy and corresponds to the “main line” in the core level photoemission spectrum, and the
final state with the c-13d9L configuration gives rise to a higher binding energy satellite, as
illustrated in Figure 2.15.[36]
A related  scenario  can  arise  when core level  photoemission  occurs  from a  metal  with
unoccupied d or f orbitals in the ground state. In the model of Kotani, the attractive potential of
the core hole can specifically stabilize a normally unoccupied localized electronic state centred
on the same atom, so as to bring it down in energy and below the Fermi level.[37] In this case,
again,  two  final  states  are  possible:  in  the  “screened”  final  state  the  localized  orbital  is
occupied,  whereas  in  the  “unscreened”  or  “poorly  screened”  final  state  it  is  empty.  The
screened final state will give rise to a sharper peak in the photoelectron spectrum at lower
binding energy, whereas the unscreened final state will give rise to a broader, more Lorentzian
peak towards higher binding energy. Schematically the Kotani model is illustrated in Figure
2.16, and a representative spectrum is shown in Figure 2.17.
2.2.7 Other Experimental Considerations
In addition to the theoretical aspects outlined above, the recorded spectral data is obviously
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dependent on the properties of the instrumental setup. Whilst a detailed account of the design
of the various components of photoelectron spectrometers lies beyond the scope of this thesis,
the most important aspects of their operation are discussed below. 
In Section 2.2.1 and Figure 2.7 it was shown how a hemispherical analyzer with a line or
area detector can be used to simultaneously detect electrons with a range of kinetic energies.
However, typically, the transmission function of the analyzer is not uniform across the entire
detector area. To compensate for this, most photoelectron spectra are measured in swept mode.
In swept mode, the electrostatic field of the lens-elements in front of the analyzer hemisphere
is scanned during the measurement,  such that in the final angle-integrated spectrum, each
datapoint is an average of the signal due to electrons of that kinetic energy over the entire
detector area.  In a properly-calibrated instrument operated in swept mode it can usually be
assumed that the transmission function of the analyzer is approximately constant over energy
windows of a few tens of eV that are used in detailed scans of a specific core level or the
valence region.
The  binding  energies  of  the  core  or  valence  levels  reported  in  the  literature  are  by
convention given relative to the Fermi level, however in many samples the density-of-states at
the Fermi level can be negligibly small, making it impossible to identify the position of the
Fermi edge in the experimental spectrum. However, it was shown in Section 2.2 that in fact,
the workfunction of  the sample does not appear in the fundamental  equation of PES, and
instead the energy position of the Fermi level is solely determined by the work function of the
spectrometer. Therefore, by measuring the Fermi edge of a known reference sample such as a
gold foil, it is possible to calibrate the binding energy scale of every other sample measured in
the same instrument. There is one limitation in this procedure though, in that it is implicitly
assumed that the sample must be grounded, and remain grounded throughout the duration of
the experiment. This can be problematic with insulating samples which often accumulate a
charge during photoemisison measurements. In this case, a charge-compensating device such
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as an electron flood-gun may be used, but even so, charge compensation may not be perfect, so
it is usually safer to use the binding energy of a known core level peak for energy calibration.
Often, the C 1s peak of the adventitious carbon layer is used for this purpose, and its energy is
conventionally taken as 284.7±0.2 eV.[38]
Finally, the appearance of an experimental photoelectron spectrum is strongly affected by
the resolving power of the instrument. In measurements of conductive samples, the overall
experimental resolution is the result of the combined energy resolutions of the incident photon
beam and the electron energy analyzer. Typically (for most analyzers and for monochromated
light  sources)  it  is  sufficient  to  assume  that  the  experimental  energy  broadening  can  be
expressed using a Gaussian function. The convolution of two Gaussian line profiles is another
Gaussian whose full width at half maximum (FWHM) is given by Equation 2.33
ΔGtotal = ΔG1 + ΔG2 (2.33)
where ΔG1 and ΔG2 are the FWHMs of the original functions. The experimental resolution of
the instrument can be determined experimentally by measuring the Fermi edge of a gold foil,
and  fitting  the  measured  data  with  the  Fermi  function  that  has  been  convoluted  with  a
Gaussian line profile  with an appropriate FWHM. In measurements of  insulating samples,
imperfect charge compensation resulting in differential charging can often lead to a significant
degree of additional peak-broadening.
2.3 Hard X-ray Photoelectron Spectroscopy
The first ever well-resolved photoelectron spectrum published in 1957 showed the Cu 1s
core level peak recored using Mo Kα1,2 radiation with a photon energy of over 17 keV.[39] In
modern parlance, this  experiment,  and any other where the photon energy of the incident
photon  beam  is  in  excess  of  ~2  keV would  be  described  as  Hard  X-ray  Photoelectron
Spectroscopy (HAXPES). However, it was soon realized that much greater energy resolutions
and higher counting rates could be achieved using photon sources with considerably lower
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Figure 2.18  One-electron photoionization cross-sections for the Bi 6s,  Bi 6p,  Ir 5d,  O 2s,  and O 2p.
orbitals as a function of photon energy.
photon energies, so for the next several decades hard X-ray photoemission fell out of favour.
The situation began to  change  once more  in  the  2000s,  soon after  the  first  3rd generation
synchrotron light sources  began their operations. In the next sections the opportunities and
challenges that arise in photoemission experiments with high photon energy light sources will
be discussed.
2.3.1 Challenges and Motivation
The principal challenge in measuring photoelectron spectra at photon energies of several
keV  or  higher  can  be  understood  by  inspection  of  Figure  2.18,  where  the  calculated
photoionization cross-sections of a selection of atomic orbitals of Bi, Ir and O are shown.[20]†
Upon increasing the photon energy from 1 keV to 6 keV the presented cross-sections fall by
one to three orders of magnitude - similar behaviour is also observed for other subshells and
elements, and as a consequence under otherwise similar conditions HAXPES spectra would
always have much lower intensity than photoelectron spectra measured at  lower energies.
Achieving a narrow energy bandwidth of the incident photon beam is also more difficult at
high photon energies, since the resolving power of a single crystal monochromator is typically
† Here and elsewhere, the one-electron cross-sections have been obtained by dividing the published subshell
cross-sections by the occupancy numbers. In the case of p, d, and f-orbitals, the weighted average of the one-
electron cross-sections of the two spin-orbit states is given, unless noted otherwise.
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almost constant when expressed as  ΔE/E, or in other words for the same Bragg peak the
energy resolution will decrease linearly with photon energy. It is finally noted that the energy
resolution of a hemispherical analyzer is approximately proportional to the pass energy that it
is operated at, so in order to achieve similar resolutions, similar pass energies need to be used
when measuring HAXPES spectra as are used for lower photon energy PES. This means that
very high retardation ratios need to be employed for measuring low binding energy electrons
emitted with photon energies of several keV, resulting in lower analyzer collection efficiency,
since the throughput of a retarding electrostatic lens decreases approximately linearly with the
retardation ratio according to the Liouville theorem.[40]
The key motivation for  using higher  photon energies  in  PES arises  from the desire  to
minimize the surface-sensitivity of the technique which can be a great nuisance if the bulk
electronic or chemical properties of the sample are of primary interest. From the “universal
curve” (Figure 2.9) it is apparent that the mean free path of photoelectrons increases at both
very low ( << 50 eV) and very high (>> 50 eV) photon energies, so in principle there should be
two strategies for increasing the probing depth in PES. However, the low energy end of the
mean free path vs electron kinetic energy curve is actually not “universal” at all but instead
very strongly material dependent.[41,42] Moreover, if a photon source with a very low photon
energy (hv < 30 eV) is used, then only valence electrons can be measured, and so chemical
analysis of the sample is not possible. Several other factors that complicate the interpretation
of photoemission spectra recorded at very low photon energies are discussed in references [43]
and  [44]. If higher photon energies are chosen such that the photon energy is only slightly
higher than the binding energy of the feature under study, then that feature will appear on top
of a strong background signal due to secondary electrons that are created when photoelectrons
with  higher  kinetic  energies  are  inelastically  scattered,  making  any  form of  quantitative
analysis of the direct photoemission feature very challenging.  It can thus  be concluded that
going to higher photon energies is the only practical way to reliably increase the probing depth
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Figure 2.19 (Left) Valence band photoelectron spectra of β-PbO2 recorded at photon energies 1486.6 eV
and  6000  eV.  Reproduced  with  permission  from  reference  [45].  Figure  2.20  (Right)  One-electron
photoionization cross-sections of O 2p, Pb 6s and Pb 6p orbitals.[20]
in photoelectron spectroscopy.[7]
Another major motivation for HAXPES studies arises from the fact  that as the photon
energy is raised from about 1 keV to 6 keV, in addition to the general decrease in the absolute
values of photoionization cross-sections, there are major changes in the relative values of the
cross-sections of different atomic orbitals. This property can be useful in the analysis of the
atomic orbital  character of  different valence levels,  as  illustrated in Figure 2.19,  where the
valence band photoelectron spectra of PbO2 recorded at photon energies of 1487 eV and 6000
eV are shown.[45] The photo-ionization cross-sections of the valence orbitals of  Pb and O at
those two photon energies are  plotted in Figure 2.20. At hv = 1487 eV, the states of both Pb
6s/p and O 2p character contribute to the experimental  spectrum, whereas at  6000  eV the
cross-sections of Pb 6s and Pb 6p orbitals are more than a hundred times higher than the cross-
section of the O 2p orbital. This suggests that features II and III in the experimental spectrum
can be expected to arise from electrons centred on Pb, and this prediction is indeed borne out
by first principles electronic structure calculations. 
As a general rule, cross-sections drop faster with photon energy for orbitals with higher
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values of l,  and when the valence orbitals of different elements are compared then the cross-
sections drop faster for elements with smaller atomic number  Z. This can be rationalized by
considering the transition matrix element  ∣〈Ψf∣e∙r∣Ψi〉∣2 , where  Ψi and  Ψf  are the initial and
final state wavefunctions and e∙r denotes the electric dipole operator. In the simplest possible
picture, the final state can be represented by a plane wave, and the initial state by an atomic
orbital. The wavelength of the electron in the final state is determined by its kinetic energy,
and for kinetic energies in the keV range wavelengths of the order of 10-40 pm are obtained.
Conversely,  the wavelength of  a  photon with a similar photon energy is  over an order of
magnitude greater. Now, if the length scale of oscillations in the spatial part of the ground state
wavefunction, i.e. the atomic orbital, is also much greater than the wavelength of the electron
in the final state, then the product Ψf * (r) [e∙r] Ψi(r) will be a rapidly oscillating function, and its
integral over all space will take a small value as the positive and negative parts cancel each
other out. On the other hand, if the length scale of oscillations in the atomic orbital is similar
to the wavelength of  the electron in the final state,  effective overlap is  possible.  Since the
wavelength of the electron in the final state for kinetic energies in the keV range (~10-40 pm)
is  small  compared  to  atomic  dimensions  (~100-200  pm),  it  transpires  that  at  high  photon
energies the transition probabilities are highest  for atomic orbitals  with a large number of
radial nodes, i.e. with large n and small l, and vice versa.
In the context of photoemission with hard X-rays, it is finally noted that the use of high
photon  energies  also  permits  the  utilization  of  X-ray  optical  effects  in  combination  with
photoelectron spectroscopy.[7,46]
2.3.2 Instrumental Aspects
The  problem  of  low  signal  intensities  in  Hard  X-ray  Photoemission  has  been  largely
overcome since the advent of 3rd generation synchrotron light sources that produce radiation
which is several orders of magnitude more intense than the X-rays generated using conven-
tional X-ray anodes. The extremely high intensity of the radiation also permits the use of com-
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binations of crystal monochromators with total resolving powers E.../ΔE as high as 790 00.[47]
The specific layout of the beamline that was used to record the HAXPES spectra presented in
this thesis is shown in Section 3.1. As a result of the improvements in available photon sources,
new  energy  analyzers  have  also  been  developed  to  specifically  suit  the  requirements  of
HAXPES, for example the Scienta EW4000 analyzer has an acceptance angle of 60° compared
to  the  38° or  44° in  standard  models  resulting  in  a  significant  increase  in  the  collection
efficiency of photoelectrons.[48–50] As a result of the combined advances in photon sources
and analyzers, photoemission measurements with an overall energy resolution of ~250 eV at a
photon energy of 6 - 7 keV can now be routinely performed at several beamlines.[47,48,51,52]
More recently, there has also been renewed interest in laboratory-based HAXPES, for example
a system with a monochromated Cr Kα X-ray source that is capable of achieving a total energy
resolution of 0.53 eV has been developed by Kobayashi et al,[53] and a system using a liquid-
jet gallium X-ray source has been released by Scienta Omicron.
It is also insightful to consider the effect of the experimental geometry on the intensity of a
HAXPES spectrum. To this regard, there are two important aspects of interest: the orientation
of the electron energy analyzer relative to the polarization vector of the incident photons, and
the orientation of the sample relative to the photon propagation vector. Typically, the insertion
devices at a synchrotron generate a linearly polarized photon beam, and in most HAXPES
endstations  the  analyzer  is  positioned  such  that  its  symmetry  axis  lies  parallel  to  the
polarization  vector.  In  this  geometry,  photoemission  intensity  is  (within  the  dipole
approximation)  maximized  for  randomly  oriented  atoms  provided  the  dipolar  asymmetry
parameter  β (as defined in Equation 2.29) takes a positive value, which is the case for most
atomic orbitals at photon energies of several keV.[47] 
The sample is then usually positioned such that the incidence angle is very small (< 5°). This
is advantageous, because the attenuation length of the X-ray in a solid is so much longer than
that of the photoelectrons, that it makes sense to maximize the path length that the X-rays
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travel close to the sample surface to have as many photoemission events within the top layer of
a thickness defined by the information depth as possible. If it is assumed that the X-ray spot is
significantly  smaller  than  the  analyzer  field  of  view,  which  is  often  the  case  at  modern
synchrotron beamlines, then the number of irradiated atoms in a near-surface region that is
much thinner than the attenuation length of the X-rays scales as 1/sin(θ), where θ is the angle
between the incident photon beam and the sample surface.[54]
2.3.3 Additional Effects
From Figure  2.9  it  can  be  seen  that  whilst  in  the  keV range  the  mean  free  paths  of
photoelectrons increase rapidly with increasing kinetic energy, even at 10 keV they are still
only of the order of nanometers, indicating that even in HAXPES care needs to be taken to
avoid damaging the surfaces of the samples. However, fortunately there is another mechanism
that makes HAXPES particularly insensitive to the adventitious carbon overlayers that are
found  on  all  “as-presented”  specimens;  namely,  the  photoionization  cross-section  of  C  2p
photoelectrons is very low at high photon energies. To give an example of this, at hν = 5000 eV,
the calculated cross-sections of the S 3p, Fe 3d, Ru 4d,  Ce 4f,  Au 5d, and Pb 6s subshells are
respectively 110, 112, 1012, 85, 8781 and 723 times greater than the cross-section of the C 2p
subshell.[20] This means that in the valence band region, the contribution of the adventitious
carbon overlayer to the overall density of states is almost never observable in HAXPES.
Since very high photon fluxes are used in synchrotron-based HAXPES, one needs to be
aware of the possibility of beam damage during HAXPES measurements. For example, beam
damage  has  been  observed  in  studies  of  MgO/Au/Fe  multilayers  by  Döring  et  al.[55]
Sometimes,  preventative measures  such as  beam defocusing,  sample cooling,  or  frequently
changing the position that the beam hits on the sample may be useful in prolonging the usable
measurement time.[56,57] On the other hand, Kobayashi has identified that in fact for several
organic materials beam damage is much reduced in HAXPES in comparison to lower energy
PES:  this  can be rationalized  in  terms of  the lower photoionization cross-sections  at  high
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photon energies,  particularly  for  the  valence  orbitals,  and the  fact  that  the  higher  kinetic
energies of the emitted photoelectrons make them less likely to induce secondary electron
emission.[58]
The interpretation of HAXPES features from light elements can sometimes be complicated
by  recoil  effects.  These  can  be  most  easily  understood  in  the  context  of  gas  phase
photoemission  from  a  monoatomic  gas.  In  the  reference  frame  of  an  atom  before
photoemission, if a photoelectron leaves the atom with a kinetic energy Ekin,e and a momentum
pe, the atom must begin to move in the opposite direction with a momentum pa = –  pe. The
kinetic energies of the electron (Ekin,e)  and the atom (Ekin,a)  are given by  Ekin,e = pe /2m and
Ekin,a =  pa /2M, where m and M are the masses of the electron and the atom respectively. Since
pe  =  pa, it follows that Ekin,a /Ekin,e = m /M, or
ΔE =  Ekin,e(m /M) (2.34)
In Equation 2.34,  Ekin,a is relabelled as  ΔE,  to highlight the fact that it  gives the difference
between the real kinetic energy of the photoelectron and the hypothetical kinetic energy in the
case of no recoil (m <<< M). In the preceding discussion the momentum of the photon has been
ignored as it is over an order of magnitude smaller than the momentum of the electron. From
Equation 2.34, it is apparent that the recoil shift is the largest for high kinetic energy electrons
originating from light atoms. Calculated recoil shifts from Equation 2.34 for atomic masses
corresponding to the rare gases over a range of kinetic energies are plotted in Figure 2.21. In a
solid,  the  momentum of  the  leaving  photoelectron  is  transferred  to  phonons  –  a  detailed
analysis of the effect of this on the appearance of the photoelectron spectrum has been carried
out by Takata et al. in references [59] and [60]. Experimental and theoretically modelled C 1s
photoelectron spectra of graphite at different excitation energies are shown in Figure 2.22, and
both the shift and the broadening of the peakshape at high photon energies are reproduced
excellently by the simulations. It should be noted that the absolute magnitudes of the shifts are
in fact very similar to those predicted from Equation 2.34, indicating that even in an extended
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Figure 2.21 (Left)  A selection of  calculated  recoil  shifts  from Equation 2.34.  Figure 2.22  (Right)  A
comparison  between  experimental  and  simulated  C  1s core  level  spectra  of  graphite  at  different
excitation energies, reproduced with permission from reference [59].
solid Equation 2.34 serves as a useful guide for rough estimates of the expected magnitudes of
recoil shifts.
Finally, it is noted that due to the longer mean free paths of high energy electrons through
a  gas,  as  well  as  a  solid,  using  hard  X-rays  has  certain  advantages  in  high  pressure
photoelectron spectroscopy, which is the subject of the next section.
2.4 High Pressure Photoelectron Spectroscopy
Most  of  the  discussion  thus  far  has  been  concerned  with  the  use  of  photoelectron
spectroscopy  for  the  study  of  the  bulk  properties  of  materials,  but  it  must  always  be
remembered that the information depth is only of the order of nanometers, and the probability
of  an  electron  escaping  into  vacuum decays  exponentially  with  distance  into  the  sample.
Indeed it has been demonstrated that with soft X-ray excitation it is possible to detect the
presence of species adsorbed onto a clean surface even if the coverage is less than one percent
of  a  monolayer.[54] The surface sensitivity of  PES has made it  a workhorse of  traditional
surface science, however the requirement that all measurements performed in a conventional
spectrometer must be carried out under high or ultrahigh vacuum limits the applicability of
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PES  for  the  study  of  phenomena  that  occur  under  much  higher  pressures,  i.e.  almost  all
phenomena of technological, environmental or biological relevance.[61–64] To surmount this
so-called  “pressure  gap”  various  methods  have  been  developed  that  allow  spectra  to  be
recorded at significantly higher pressures. A brief introduction to high pressure photoelectron
spectroscopy is presented next, in order to set the scene for Chapter 7 where certain aspects of
the technique will be discussed in much greater detail. The details of the instruments used for
the high pressure XPS measurements presented in this thesis are described in Chapter 3.
2.4.1 Electron Spectrometers with Differential Pumping
The requirements for high vacuum during PES measurements were already discussed in
Section 2.2.1: in essence these can be categorized into two types – all components where high
voltages  are  applied  to  manipulate  charged  particles  must  be  operated  under  vacuum  to
prevent arcing, and the pressures along the trajectories of both photons and electrons must be
sufficiently low to prevent  the loss of  useful  signal due to inelastic scattering events.  This
means that, at least in principle, the sample itself does not necessarily need to be kept under
vaccum, as long as it is possible to separate the sample environment from the photon source
and the electron energy analyzer such that the path lengths that the photons and the electrons
travel in the high pressure region can be kept to a minimum. Achieving a sufficiently high
photon flux on the sample is usually relatively easy: at a given pressure and a similar kinetic
energy the mean free path of photons through a gas is orders of magnitude longer than the
mean free path of electrons, and the photon source can be separated from the analysis chamber
by  an  X-ray  transparent  window that  is  made  of  an  alloy  of  a  light  element  with  good
mechanical properties, such as Be or Al. A similar strategy can be pursued for the electrons,
and  there  has  been  moderate  success  in  the  use  of  partly  electron-transparent  silicon  or
graphene windows for high pressure photoemission,[65,66] but the more common strategy is
to separate the analysis chamber and the electron energy analyzer by a differential pumping
setup, such that the distance between the sample and the aperture leading to the first pumping
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Figure 2.23 (Left)  Mean free  paths  of  photoelectrons  in  nitrogen at  different  pressures  and kinetic
energies.  Figure  2.24  (Right)  A  schematic  diagram  of  the  original  high  pressure  photoelectron
spectrometer. Redrawn based on Figure 1(a) in reference [70].
stage is  minimized as  far  as possible.  The mean free paths of  electrons of  a  given kinetic
energy can be estimated from published inelastic scattering cross-sections via Equation 2.35.
λ  =  
RT
√2σN   P
(2.35)
where σ is the scattering cross-section, λ is the mean free path, R is the universal gas constant,
T is the absolute temperature, NA is Avogadro's number and P is the pressure. For example, the
mean free paths of electrons in N2 at a number of kinetic energies and pressures, based on
scattering cross-sections from reference [67], are plotted in Figure 2.23. It is apparent that for
measurements with an Al Kα X-ray source (hν = 1487 eV) at pressures in the mbar range the
path length of the electrons through the gas must be no more than ~1 mm.
The use of differential pumping in photoelectron spectrometers was pioneered by Kai and
Hans Siegbahn during the development of instruments for recording photoelectron spectra of
gases, and later liquids.[68,69] The first instrument designed specifically to study solid surfaces
in the presence of a gas atmosphere using PES was developed by Roberts et al. in the late
1970s.[62,70] A description of this instrument was published in reference.[70] A schematic of
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the design of the analysis chamber is shown in Figure 2.24. The original high-pressure electron
spectrometer was capable of measuring spectra at gas pressures of up to 1 Torr (~1.33 mbar). In
the subsequent two decades, some incremental improvements in instrument design were made,
but the range of operating pressures remained largely constant.[71]
To allow for higher pressures still, one would need to increase the efficiency of differential
pumping, for example by reducing the size of the aperture through which the electrons escape
the  sample  chamber,  or  by  increasing  the  length  of  the  differentially  pumped  region.  As
pointed out in reference [72] however, these steps reduce the effective sample area and solid
angle contributing to the photoemission signal, resulting in a rapid drop in signal intensity. An
innovative solution to this problem was presented by D. F. Ogletree et al. in 2002, in a paper
titled  “A  differentially  pumped  electrostatic  lens  system  for  photoemission  studies  in  the
millibar  range”.[72] They  incorporated  an  electrostatic  lens  system  into  the  differential
pumping setup, such that the beam of photoelectrons is focused when it passes through each
successive aperture. This enables the use of much smaller apertures and consequently a much
steeper pressure gradient without mechanically filtering out a vast proportion of the emitted
photoelectrons.  The  new  generation  of  high  pressure  photoelectron  spectrometers  allows
measurements at pressures in the millibar range. This is particularly significant for studies of
catalysis and biological materials, since the saturated vapour pressure of water varies from 6 to
32 mbar between 0˚C and room temperature.[73]
2.4.2 Applications of High Pressure Photoelectron Spectroscopy
The majority  of  the  current  applications  of  High  Pressure  Photoelectron  Spectroscopy
(HiPPES) can be divided into four categories,  according to the scientific and technological
significance of the subject of the experiment: catalytically active materials, energy materials,
environmental  chemistry  and  the  fundamental  properties  of  wet  interfaces.  The  study  of
catalysts under realistic reaction conditions has received the largest amount of attention –
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examples  of  recent  work  include  an  investigation  of  the  interaction  of  O2 with  gold  and
platinum,  as  well  as  the  adsorption  and  chemical  activity  of  CO on  ruthenium.[63,74,75]
Studies of methanol reforming on PdGa and methanol decomposition over palladium have also
been  published.[76,77] In  the  context  of  energy materials,  HiPPES,  and  also  in  operando
HiPPES have been used to characterize the interfaces formed in solid oxide fuel cells.[78–81]
An understanding of the complex chemistry occurring at wet and dry interfaces is also
crucial  to  address  challenges  like  climate  change,  degradation  and  preservation.  To  date,
HiPPES has been used to unravel the reaction mechanisms of a variety of systems, including
the  adsorption  of  acetone  and acetic  acid  on  ice,  the  chemistry  of  NOx on TiO2 and the
heterogeneous  oxidation  of  coronene,  a  common  fossil  fuel  pollutant.[82–85] However,
perhaps the most significant and promising recent developments in HiPPES are related to the
application of the technique to the study of wet interfaces. Early work in this field was mostly
concerned with the evaluation of whether the adsorption modes of water molecules at low
coverages identified using traditional surface science methods are also relevant at much higher
pressures and temperatures. Bluhm et al. investigated the adsorption of water onto different
crystal  surfaces  of  Cu and concluded that  for the Cu(110)  surface,  both the nature of  the
adsorbed  species  and  their  relative  stabilities  under  “ambient”  conditions  show  a  close
correspondence to earlier results obtained in UHV.[86] Similarly, they found that the Cu(111)
surface is much more hydrophobic than the Cu(110) surface under “ambient” conditions, in
agreement  with  the  previous  tendency  observed  under  UHV  that  thermally-induced
dissociation of water molecules to form -OH species occurs on Cu(110), but does not occur on
Cu(111).([86] and references within.) They also studied the interactions of water with rutile
TiO2, and the results are shown in Figures 2.25-2.26. It was found that at very low relative
humidities  (<  10–3 %),  water  adsorption  is  dominated  by  dissociative  adsorption  at  defect
sites;  as the relative humidity is  increased,  the -OH groups act  as nucleation sites around
which other water molecules adsorb forming a hydrogen bonded OH-H2O network. At rela-
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Figure 2.25 (Left) The O 1s region of the XPS spectrum of TiO2 under a humid atmosphere. The top
curve corresponds to the spectrum recorded at 270 K under 1 Torr H2O; the bottom curve was recorded
at 298 K and 17 mTorr H2O. The photon energy was 690 eV in both cases. Peaks A and B are assigned
to adsorbed OH species and molecular water respectively. The peak at 536 eV is due to gas phase water.
The position of the peak corresponding to adsorbed water is found to be dependent on the coverage.
Reproduced with permission from reference [86]. Figure 2.26 (Right) The coverage of the adsorbed H2O
and OH species as a function of relative humidity. Reproduced with permission from reference [87]. 
tive humidities above 1% multilayer adsorption becomes significant. The position of the O 1s
core  level  XPS  peak  is  found  to  shift  when  the  coverage  is  increased  from  ~0.25  to  ~2
monolayers.[86,87] 
The next major advance in HiPPES involved the study of real electrochemical interfaces.
Axnanda et al. showed that “tender” X-ray photoelectron spectroscopy with photon energies in
the range 2-7 keV can be used to probe the solid-liquid interface buried under an adsorbed
water layer of a thickness between 10-30 nm.[88] At such a thickness it is conceivable that a
true electrochemical double layer could form at the interface. In their work the thin film of
water was created using a “dip and pull” approach, in which an open beaker containing the
electrolyte is placed inside the analysis chamber, and the wetted layer was formed by partly
withdrawing the electrodes from the solution. This method dictates that the pressure inside the
analysis chamber must be at least equal to the vapour pressure of the liquid, which for water at
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room temperature is approximately 20 mbar, providing another reason for why a high photon
energy excitation source is particularly desirable when the dip-and-pull technique is employed.
A very different, but complementary approach was taken by Nemšák et al. who showed that by
using standing-wave excitation in combination with HiPPES chemical state sensitive depth-
distribution curves of all the elements present in the interfacial region with sub-nanometer
resolution  can  be  derived.[89] Their  sample  consisted  of  a  polycrystalline  layer  of  Fe2O3
covered in a ~1 nm thick adsorbed layer of water that contained some CsOH and NaOH, which
had been introduced onto the sample surface by deposition from a droplet before the sample
was placed into the vacuum chamber. The use of standing wave excitation was possible since
the ~4 nm thick layer of Fe2O3 had been grown on a Si/Mo multilayer mirror. It was found that
in a mixed electrolyte of CsOH/NaOH the Na+ ions are preferentially adsorbed onto the Fe2O3
surface, in agreement with previous electrochemical measurements.[90]
The scope of HiPPES studies is expected to continue to broaden in the upcoming years, and
progress will be sped up by the recent advent of laboratory-based systems. These allow the
technique  to  reach  far  beyond  the  confines  of  typical  synchrotron  radiation  research,
particularly  into  areas  where  limited  beam  time  and  high  beam  intensities  pose  serious
problems, such as the study of slow corrosion processes, or biological materials.
2.4.3 Some Comments on Nomenclature
In  the  scientific  literature,  a  large  number  of  different  names  (High  Pressure
Photoemission,  Controlled  Atmosphere  Photoelectron  Spectroscopy,  In-situ  Photoelectron
Spectroscopy,  Environmental  X-ray  Photoelectron  Spectroscopy,  Ambient  Pressure
Photoelectron  Spectroscopy)  and  acronyms  (HPPES,  HP-XPS,  CAPES,  E-XPS,  APPES,
APXPS) have been used describe what is essentially the same technique, so a brief discussion
is warranted to justify the choices (High Pressure Photoelectron Spectroscopy, HiPPES) used
in  this  thesis.[71,72,91–95] The phrase  “high  pressure  electron spectrometer”  was  used  to
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describe the first dedicated instrument for measurements of solids under gas pressures of upto
1  Torr  by  Roberts  in  1979.[70] Furthermore,  in  the  paper  titled  “A  differentially  pumped
electrostatic lens system for photoemission studies in the millibar range” published in 2002,
which marks the beginning of the modern era in HiPPES, Ogletree et al. used the term “high
pressure photoemission” to describe both the technique and the instrument.[72] Referring to
photoemission  measurements  performed  using  a  differentially  pumped  electron  energy
analyzer as “high pressure photoemission” is appropriate, since the pressure in the analysis
chamber  is  at  least  6,  but  sometimes upto 13 orders of  magnitude higher than the typical
pressures used in photoelectron spectrometers that operate under high or ultrahigh vacuum.
However, it can be somewhat confusing to those who are not familiar with the technique that
pressures well below atmospheric pressure are described as “high”. In terms of the acronym,
HPPES was used in reference [72], but this has not found widespread adoption since. In this
work the acronym HiPPES standing for High Pressure Photoelectron Spectroscopy, which has
the  benefit  of  being  pronounceable,  is  suggested  based  on  the  analogy  of  the  commonly
adopted  acronym HAXPES used  for  hard  X-ray photoemission.  HiPPES  is  preferred  over
terms like HP-XPS because it does not have the (usually unintentional) connotation that the
photon source must necessarily produce X-rays, and not ultraviolet radiation. 
Terms such as  “environmental”,  “in-situ”  or “controlled atmosphere”  do not necessarily
indicate that the sample is held at a pressure above high vacuum during the measurements, so
in  the  view of  the  author  of  this  thesis  they are  not  general  or  distinguishing  enough to
describe the whole technique, and they also haven't found widespread use in the community.
The term “Ambient Pressure (X-ray) Photoelectron Spectroscopy”, and the associated acronyms
have found widespread adoption by the community, however strictly “ambient” only means
“surrounding,  encircling,  encompassing,  enveloping  or  pertaining  to  the  immediate
surroundings  of  something”,[96] and  as  such  the  sample  is  almost  always  under  ambient
pressure,  i.e.  the  same  pressure  as  its  immediate  surroundings,  during  photoemission
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measurements. If ambient conditions are taken to mean atmospheric pressure, one could point
out that in fact no photoemission measurements at atmospheric pressure have been carried out
yet, and even when such measurements will become possible many photoemission experiments
in  systems with  a  differentially  pumped  analyzer  will  probably  still  be  carried  out  under
conditions that relative to human perception would not be considered “ambient”, i.e. pressure
ranges from <1 mbar to potentially >1 bar, temperature ranges from <100 K to as high as 1000
° and various gas compositions that may or may not resemble the composition of the Earth's
atmosphere.
2.5 X-ray Spectroscopies
In  addition  to  photoelectron  spectroscopy,  the  related  experimental  techniques  X-ray
Absorption  Spectroscopy  (XAS),  (nonresonant)  X-ray  Emission  Spectroscopy  (XES)  and
Resonant Inelastic X-ray Scattering (RIXS) have been used in the work presented in Chapters
4.....‒.....6 of this thesis. In the following sections, a basic introduction to these techniques will be
presented. The instruments used for the XAS, XES and RIXS measurements presented in this
thesis  are  described  in  greater  detail  in  Chapter  3,  and  a  framework  for  the  theoretical
simulation  of  RIXS  spectra  that  allows  for  the  inclusion  of  final  state  lifetime  effects  is
developed in Chapter 4.
2.5.1 X-ray Absorption Spectroscopy
A cartoon depicting the one-electron interpretations of X-ray Photoelectron Spectroscopy
(XPS), XAS, XES and RIXS is shown in Figure 2.27. It can be seen that in XAS, a core electron
is excited into one of the unoccupied electronic states above the Fermi level. Therefore, by
monitoring the changes in the absorption of X-rays, as the photon energy is varied around the
threshold for excitation from a particular core level, allows one to learn about the unoccupied
part  of  the  electronic  structure.  Provided  the  core  levels  are  sufficiently  widely  spaced  in
energy,  the  absorption  spectra  can  be  interpreted  by  only  considering  the  excitation  of
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Figure 2.27 A schematic diagram of (a) XAS,  (b) XPS, (c) XES and (d) RIXS.
electrons from one particular core orbital. This property makes XAS an element (and orbital)
specific technique.
In this thesis, only the region of the absorption spectrum that is no more than ~10 eV above
the threshold is considered, as this is the region in which the spectrum reflects the electronic
structure of the sample. At higher photon energies, the fluctuations commonly observed in
absorption spectra arise from the scattering of the emitted photoelectron off the nearby atomic
nuclei, and as such, X-ray Absorption Fine Structure (XAFS) measurements are a sensitive and
extremely  useful  probe  of  the  local  coordination  gemetries  of  atoms,[97,98] but  these
experiments will not be discussed further in this work.
Fundamentally, the X-ray absorption process is governed by Fermi's golden rule:[99]
IXAS  ∝  |〈Φ ∣^e⋅r∣Φ 〉|  
2 δ(E f − E i− h ) (2.36)
where Φi and Φf are the initial and final state wavefunctions, e⋅r is the electric dipole operator,
Ei and Ef are the initial and final state energies and hν is the photon energy. The delta function
is  required  for  energy  conservation.  Here  it  is  assumed  that  the  electric  dipole  moment
describes the “active compoment” of the incident radiation: sometimes transitions due to the
electric quadrupole moment can also be resolved in spectra,[99,100] but particularly for soft X-
rays their intensities are usually much lower than the intensities of the dipolar transitions, so
in many cases they can be neglected entirely. In the case of atoms, the dipole approximation
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dictates  the  selection  rule  Δl = ±1 for  one-electron  transitions  due  to  the  absorption  of  a
photon. If  the one-electron picture is assumed for a solid, then the absorption spectrum is
taken to be proportional to the unoccupied density of states (DOS), where the dipole selection
rule can be included by projecting the DOS onto an atom-centred spherical harmonic with the
appropriate l-value or values. In the case of transitions from a non-s core orbital, the relative
probabilities of the transitions with  Δl = +1 and  Δl = -1 would also need to be estimated in
order  to  theoretically  predict  the  appearance  of  the  spectrum,  which  is  only  possible  by
evaluating the relevant overlap integrals. For L-edge XAS in transition metal compounds, this
has been done for example in references [101–103], and it has been found that in this case the
Δl = +1 channel dominates the absorption process.
The “final state rule” states that if XAS and XES are interpreted in terms of one-electron
matrix elements then these matrix elements need to be evaluated using the valence electron
wavefunctions calculated for the core electron configuration of the final state: i.e. with a filled
(ground state) core shell in XES and one core electron vacancy in XAS.[104] However,  as
pointed out in reference [99], the calculation of the relaxed band structures in the presence of a
core  hole  would  require  the  use  of  large  supercells,  thereby  considerably  increasing  the
computational expense, so often the XAS spectra are compared against the results of ground
state calculations. For the case of O K-edge XAS in first row transition metal oxides, this has
been shown to give good agreement between theory and experiment.[99,105,106] In materials
with narrow bands and strongly localized valence orbitals the strong interactions between the
core hole and the valence electrons localized on the same atom render interpretation of XAS
based on simple band theory invalid: in these cases the results can often be interpreted in
terms of  ligand field  multiplet  theory,[107–109] but  this  will  not  be  pursued further  here.
Likewise, the reader is directed to references [110–112] for a discussion of the current state-of-
the-art in the theoretical description of many-body effects in X-ray spectroscopies.
In all XAS spectra the spectral features are broadened due to the limited lifetime of the
129
final state with a core hole. The magnitude of the lifetime broadening varies strongly between
different core levels, from less than 0.5 eV to more than 100 eV for 1s holes in actinides.[113]
Clearly,  measuring  XAS  at  edges  associated  with  core  levels  with  a  natural  linewidth  of
< 1.0 eV and ideally < 0.5 eV is advantageous if one is interested in the electronic states within
a few eV of the Fermi level.
Experimentally, the major challenge in XAS is the requirement of a photon source whose
photon energy can be varied continuously over a wide range. Historically, this severely limited
the development of XAS, as the continuous part of X-ray emission spectra is very weak in
comparison to the characteristic lines, and particularly feeble in the soft X-ray region.[114,115]
Since the 1950s, however, XAS has benefited enormously from the use of synchrotron radiation
and after the development of electron storage rings in the 1960s-70s laboratory-based XAS
quickly  became  obsolete.[116] The  measurement  of  the  absorption  coefficient  can  be
performed  in  several  different  ways.  Conceptually  the  simplest  way  is  to  measure  the
transmission of X-rays through the sample, however this technique is difficult to implement as
it requires the preparation of a very thin, yet uniform sample. Transmission measurements are
particularly difficult in soft X-ray XAS, where the penetration depth of the incident photon
beam is only of the order of 0.1 μm.[117] Currently, in most X-ray absorption spectrometers
the absorbance is measured by monitoring a secondary process which occurs after the initial
photoexcitation  step.  In  Total  Electron  Yield  (TEY)  measurements,  the  photoelectrons  and
Auger electrons leaving the sample are monitored, either directly using a channeltron electron
multiplier  or  a  microchannel  plate  pointed  towards  the  sample  surface,  or  indirectly  by
measuring  the  total  current  passing  from  the  sample  into  the  sample  holder.  TEY
measurements  are  most  sensitive  if  non-radiative  recombination  processes  involving  the
emission  of  Auger  electrons  are  the  dominant  channel  for  the  decay  of  the  core  hole.
Limitations  of  the  TEY  technique  include  the  fact  that  these  measurements  are  surface
sensitive due to the limited path length of electrons through a solid, and that they require the
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sample  to  be  at  least  moderately  conductive.[117,118] In  Total  Fluorescence  Yield
measurements, the emission of radiation from the sample is monitored, for example using a
photomultiplier or a photodiode. TFY measurements do not suffer from many of the drawbacks
of the TEY technique: they are less surface-sensitive, can be performed on insulating samples,
are insensitive to the presence of magnetic fields and do not require that the sample should be
kept under vacuum. However, the TFY technique is vulnerable to the effects of saturation and
self-absorption.[119] Figure 2.28 illustrates two possible geometries for an XAS measurement
in TFY. In Figure 2.28(b), the incident photons enter the sample at a grazing angle, and the
emitted  photons  are  collected  at  an  angle  normal  to  the  sample.  In  this  geometry,  if  the
attenuation lengths of the incident and emitted photons are similar, then nearly all emitted
photons  created  within  the  sample  would  be  collected,  making  the  measurements  very
insensitive to the absorption coefficient.  This results in the spectrum appearing “saturated”
beyond the absorption edge. In the second geometry shown in 2.28(c), if the incident photons
enter the sample at a near normal angle and the fluorescence is detected at a grazing angle, the
detected signal is related to the number of photons that are emitted close to the sample surface,
and as such much more strongly dependent on the absorption coefficient. However, even in
this  case  the  signal  is  not  directly  proportional  to  the  absorption  coefficient  due  to  self-
absorption effects. The effects of self-absorption on the measured fluorescence yield have been
studied in detail by Eisebitt et al,[119] and for the case where the thickness of the sample is
much  greater  than  the  attenuation  length  of  the  incident  X-rays  the  strength  of  the
fluorescence signal is given by Equation 2.37.
IX  = η A
r2
ωX I0(E )
μX (E)
μtot (E ) + μtot(E f ) g
(2.37)
In Equation 2.37, X denotes a particular core level of a particular element, E is the energy
of the incident photons and E f is the energy of the emitted ones. The intensity of the incident
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Figure 2.28  (a) The general geometry of TFY detection in XAS. (b) The geometry for grazing incidence
and near-normal emission. (c) The geometry for near-normal incidence and grazing emission. Redrawn
based on Figure 1 in reference [119].
photon beam is given by I0(E), A/r
2 denotes the solid angle seen by the detector and η is the
efficiency of the detector. The factor  g is defined as  g = sin(α)/sin(β), where α and β are the
angles between the sample surface and the incident and emitted photon beams as defined in
Figure 2.28.  The variation of  β over the solid angle is  assumed to be negligible.  ωX is  the
probability  that  the  core  hole  decays  by  emitting  a  photon with  an  energy  Ef ,  μX is  the
absorption  coefficient  associated  with  the  process  in  which  a  core  hole  in  the  level  X is
produced,  μtot is the total  absorption coefficient of the sample.  I
X is the fluorescence signal
measured at the detector associated with absorption events in which a hole in the core level X
is created.
2.5.2 X-ray Emission Spectroscopy
A schematic diagram of nonresonant XES is shown in Figure 2.27(c). The initial state in
nonresonant XES is a core-ionizied excited state that may be reached in a number of ways,
including  photoemission,  electron-impact  induced  ionization,  or  (heavier)  particle  impact
induced  ionization.[120] If  the  energy  given  to  the  emitted  electron  is  well  above  the
absorption  threshold  then  the  emission  process  can  be  described  by  Fermi's  Golden  Rule
similarly to XAS, with the same selection rules. Likewise, akin to XAS, the resolution in XES is
limited by the core-hole lifetime. 
In XES it is possible to make a distinction between the radiation given off during core-to-
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core transitions and valence-to-core transitions. Core-to-core XES lines are characteristic of a
particular element, and due to the greater probing depth of XES compared to XPS, core-to-core
XES is  frequently used in elemental  analysis.[120,121] On the other  hand,  valence-to-core
XES, like valence band photoemission, is a sensitive probe of the occupied part of the valence
level electronic structure. In contrast to XAS, in valence-to-core XES the core hole is present in
the initial state and not in the final state, so according to the final state rule, valence-to-core
XES probes the electronic structure of the material that corresponds to the ground state core-
electron configuration.[104]
The initial state in nonresonant XES is the same as the final state in core-level XPS – thus,
observation of the core-level  XPS spectrum allows one to evaluate whether a one-electron
treatment of XES is likely to be reasonable or not. If the core level XPS peak can be fitted by a
single Voigt line-shape then it can be assumed that multi-electron excitations can to a first
approximation be ignored and in this case XES probes the ground state electronic structure of
the  material;  in  contrast,  if  prominent  satellite  structures  are  observed  in  XPS  then
corresponding satellite lines may be observable in XES. It should be noted, however, that the
probing depth of XES with photon excitation is several orders of magnitude greater than the
probing depth of XPS, so additional components due to surface species that are frequently
observed in XPS do not necessarily influence the XES spectrum to a significant degree.
It is also noteworthy that in addition to radiative recombination it is possible that a core
hole  may decay via  a  non-radiative  pathway,  usually  involving  the  emission of  an  Auger
electron.  The  intensity  of  a  particular  emission  channel  can  be  estimated  from  tabulated
fluorescence yields – extensive tabulations of thoretical and experimental data are available
from several sources, for example [122] and [123]. 
2.5.3 Resonant Inelastic X-ray Scattering
A schematic diagram of RIXS is shown in Figure 2.27(d). In a RIXS experiment, the X-rays
emitted from the sample are detected using an energy-dispersive detector, whilst the incident
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photon energy is scanned across a particular X-ray absorption edge. Under these conditions it
is often found that both the total intensity as well as the lineshape of the detected emission
spectrum are strongly dependent  on the excitation energy.  RIXS is  a  second order  optical
process, and is theoretically described by the Kramers-Heisenberg equation.[124]
F (Ω , ω)  =  ∑
f |∑n 〈 f ∣T2 ∣n 〉〈n ∣T1 ∣ g 〉Eg− En +  Ω  −  (i Γn /2) |
2
×
Γ     /2π
(E g− E f + Ω − ω)
2  + (Γ     /4)
(2.38)
where Ω is the energy of the incident photons, ω is the energy of the emitted photons, ∣ g 〉 is
the ground state of the system, ∣   f   〉 is the final state and ∣ n  〉 is an intermediate state, Eg, Ef and
En are  the  respective  energies,  T1 and  T2 are  the  transition  operators  that  describe  the
interaction between the photons and the electrons, and Γn and Γfin are the lifetime broadenings
of the intermediate and final states respectively.
In the literature the term RXES (Resonant X-ray Emission Spectroscopy) is sometimes used
to describe the same technique as RIXS – a distinction can be made by using RXES to denote
both the elastic and the inelastic features of the spectrum, and RIXS for the inelastic features
only.[125] Similarly to XES, it is also possible to make a distinction between core-to-core and
valence-to-core RIXS, and in this thesis only valence-to-core RIXS is considered. Even in the
context of valence-to-core RIXS, the Kramers-Heisenberg equation is very general and allows
the energy of X-rays to be transferred to various different types of fundamental excitations.
[126] Thus, RIXS has been used to study plasmons, phonons, magnons and varius sorts of
charge  and  orbital  excitations.[127–130] By  tracking  the  momenta  of  the  incoming  and
outgoing photons and using a single crystal sample, k-space mapping of excitation energies is
also possible. A major advantage of RIXS over the nonresonant techniques XAS and XES is
that the active core level is filled both in the initial or the final states, so it is possible to observe
features that are much sharper than the intrinsic lifetime broadening of the core hole.† In this
† The lifetime broadening of the intermediate state does still affect the appearance of the features in a two-
dimensional  RIXS plot,  however,  as  discussed in P.  Glatzel  et  al.,  Journal  of  Electron Spectroscopy and
Related Phenomena 188, 17 (2013).
134
2
fin
fin
Figure 2.29  Two-dimensional L3-edge valence-to-core RIXS maps (Energy transfer against Incident
Energy) of polycrystalline WO3 and WO2 pellets. Reproduced with permission from reference [132].
thesis, RIXS is only applied to non-magnetic materials with weakly or moderately correlated
electrons, so all the results are interpreted in terms of electronic excitations.
A formalism that allows the measured RIXS intensity to be related to the ground state band
structure of a material has been developed by Jimenez-Mier et al.[131] According to Equation
2.39, in a polycrystalline sample, the intensity of the RIXS signal, as a function of the energies
of the incident and emitted photons, can be evaluated in terms of the energies of the one-
electron energy levels of the core hole present in the intermediate state, ϵc‒1, and the valence
hole present in the final state, ϵν‒1, as well as the occupied and unoccupied densities of states ρ
and ρ' at the given energies. Γint is the intermediate state lifetime broadening which is assumed
to be the same for all intermediate states, i.e. given simply by the lifetime width of the core
hole. 
F(Ω,ω) ∝ ∫dϵν     
ρ (ϵν   )ρ' (ϵν    + Ω − ω)
(ϵc    − ϵν    + ω)
2  + (Γ int /4)
(2.39)
A number of approximations need to be made in the derivation of Equation 2.39, including
the neglect of many-body effects, interference effects, and even the conservation of the linear
momentum of the electrons. These will be discussed further in Chapter  4, where it  is also
shown that Equation 2.39 can be extended to allow for the inclusion of (in general) variable
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final state lifetime effects, and a full derivation of the new equation is given. In spite of the
large number of approximations, Equation 2.39 has been shown to reproduce the appearance of
experimental RIXS spectra of polycrystalline samples of weakly correlated materials with good
accuracy, as discussed below. 
Figure 2.29 shows two-dimensional W L3 edge RXES maps of WO3 and WO2 reproduced
from reference [132]. Even without numerical simulations, some of the features seen in both of
these  maps  can  be  rationalized.  In  all  panels  of  Figure  2.29  the  measured  (or  simulated)
intensity is plotted on the contour maps as a function of the energy loss (Ω ‒ ω, vertical axis)
and the incident energy (Ω,  horizontal axis). The line of high intensity at zero energy loss
corresponds  to  the  elastic  peak.  Very  little  intensity  is  observed  at  negative  energy  loss,
because in the initial state the material is also in the electronic ground state (except for, of
course, the occupation of low-lying electronic states according to the Fermi-Dirac distribution).
Also, the intensity of the emitted signal is very low for photon energies below ~100196 eV. This
corresponds approximately to the onset of the W L3 absorption edge. In a RIXS/RXES map,
features that appear as horizontal lines (constant energy loss) as well as those that appear as
diagonal  lines  (constant  emission energy)  may be observed.  Features  at  constant  emission
energy  are  predominant  well  above  the  absorption  edge,  when  excitation  occurs  into  a
continuum of  unoccupied  energy  levels.  In  contrast,  closer  to  the  absorption  edge  where
sharp(er) peaks exist in the unoccupied density of states, features at (nearly) constant energy
loss, whose intensity goes through a peak as the incident photon energy is scanned through the
resonance condition,  may appear.  Theoretical  spectra,  also from reference  [132],  that  have
been simulated using Equation 2.39 and calculated partial densities of states are also shown in
Figure 2.29. For both WO3 and WO2, all of the major features of the experimental data are
reproduced by the simulations,  although the elastic lines have been added manually to the
theoretical  plots  as  Equation  2.39  does  not  describe  elastic  scattering.  It  should  be  noted,
however, that clearly features that have their origins in collective excitations of electrons, like
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plasmons, magnons or otherwise, cannot be reproduced by Equation 2.39 in which RIXS is
reduced to a single-particle process.
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Chapter 3
Experimental Methods
In this chapter, a description of the instrumentation used for the measurements reported in
this thesis will be provided.† In addition, the procedures followed during the acquisition of the
data presented in Chapters 4-6 will be outlined here, whilst the experimental procedures of the
high pressure photoemission measurements presented in this thesis will be described in detail
throughout Chapter 7.
3.1 HAXPES Measurements at the Galaxies Beamline at Soleil
The Galaxies beamline at synchrotron Soleil (L’Orme des Merisiers, 911 92 Gif-sur-Yvette,
France)  is  designed  for  Inelastic  X-ray  Scattering  and  Hard  X-ray  Photoemission
measurements using photon energies in the range 2.4 – 12 keV.[1] A schematic diagram of the
beamline optics is given in Figure 3.1. The beam is produced at an undulator installed on a
straight section of  the synchrotron storage ring.  On its  way to the HAXPES endstation it
traverses a Si(111) double-crystal pre-monochromator (DCM), a collimating mirror (M1), a 4-
bounce high-resolution monochromator (HRM), and a toroidal mirror (M2A). Different silicon
crystals  and  diffraction  peaks  can  be  used  in  the  HRM  in  order  to  achieve  an  optimal
compromise between energy resolution and photon flux. The toroidal mirror focusses the X-
rays to a spot size of 30   100  μm at the measurement position. A photo of the HAXPES
endstation is shown in Figure 3.2. During measurements the sample is stored in the analysis
chamber  on  a  sample  stage  with  the  possibility  of  cryostatic  cooling.  The  photoemitted
electrons  are  detected  using  a  VG  Scienta  EW4000  hemispherical  analyzer  with  a  60°
acceptance angle. The system is also equipped with a preparation chamber for standard UHV
surface treatment and characterization methods including Low Energy Electron Diffraction
† A note  on  authorship:  I,  the  author  of  this  thesis,  recorded  all  the  photoemission  spectra  presented  in
Chapters 4-7, other than those that have been explicitly identified as previously published work that has been
included  for  comparison;  the  novel  XAS,  XES,  and  RIXS spectra  presented  in this  thesis  have  all  been
recorded by the beamline scientists of the respective beamlines.
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Figure 3.1 (Left) A schematic diagram of the Galaxies beamline at synchrotron Soleil. Redrawn based
on Figure 1 in reference  [1].  Figure 3.2 (Right) A photo of the HAXPES endstation at the Galaxies
beamline. Reproduced with permission from reference [1].
(LEED), ion sputtering and a heating stage, and a load lock for the rapid transfer of samples
between the lab and the UHV environments. A detailed description of the beamline and the
endstation is given in reference [1].
The HAXPES data presented in Chapters 5-6 of this thesis was recorded from as-presented
samples at room temperature. The spectra presented in Chapter 5 were recorded using the
Si(111) diffraction peak in the HRM that yields a resolving power  ΔE/E = 1.14   10–4.  For
the photon energies used, this implies that the energy resolution at FWHM was 0.34 eV at
hν = 2984 eV, 0.62 eV at hν = 5414 eV and 1.05 eV at hν = 9250 eV. The analyzer was operated
at a pass energy of 100 eV using a 0.3   25 mm curved entrance slit, such that the energy
resolution of the analyzer was approximately 145 meV, and thus the total energy resolutions
(as calculated using Equation 2.33) were 0.37 eV at hν = 2984 eV, 0.64 eV at hν = 5414 eV, and
1.06 eV at  hν = 9250 eV. For each photon energy, the position of the Fermi level was ob-
tained by finding where the second derivative of the valence band spectrum of IrO2 passes
through zero;  it  has been verified that the position of  the Fermi level  determined via this
procedure matches the one determined by fitting the Fermi edge of polycrystalline gold in a
separate set of measurements.
The data presented in Chapter 6 was recorded using the Si(333) diffraction peak in the
HRM that  yields  a  resolving  power  ΔE/E..=..6....10–6.  The analyzer  was  operated  at  a  pass
energy of 500 eV using a 0.2  25 mm curved entrance slit, such that the energy resolution of
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Figure  3.3 (Left)  An  X-ray  diffraction  pattern  of  the  polycrystalline  IrO2 pellet  used  in  the
measurements reported in Chapter 5 recorded using unmonochromatized Cu Kα radiation.  Figure 3.4
(Right) An X-ray diffraction pattern of the polycrystalline Bi2Ir2O7 pellet used in the measurements
reported in Chapter 6 recorded using unmonochromatized Cu Kα radiation.
the analyzer was approximately 483 meV, and thus the total energy resolution at hν = 7500 eV
was 0.487 eV. The same procedure as described above was used for energy calibration.
The IrO2 and Bi2Ir2O7 samples used for the measurements reported in Chapters 5 and 6
were polycrystalline pellets. The pellets had been previously prepared by F. Oropeza and R.
Walker (both Imperial College London), but for completeness the preparation procedures are
outlined below. The pellet of IrO2 (99.9%, Sigma Aldrich), was pressed at 5 tonnes and sintered
at 800 ° for 5 hours in air. Its phase purity was confirmed using X-ray diffraction (Figure 3.3).
The pellet of Bi2Ir2O7 was synthesized from stoichiometric amounts of Bi2O3 and IrO2 (99.9%,
Sigma Aldrich), by calcining the hand-mixed powders at 600  ° for 12h, 800  ° for 24h and
1050 ° for 48h with grinding and re-pelleting between each calcination step. Its phase purity
was also confirmed using X-ray diffraction (Figure 3.4).
3.2 Soft X-ray XAS, XES and RIXS at Beamline 8.0.1 of the ALS
Beamline  8.0.1  at  the  Advanced  Light  Source  (ALS)  in  Lawrence  Berkeley  National
Laboratory was designed for soft X-ray spectroscopy experiments in the photon energy range
70 – 1200 eV.[2] A schematic diagram of the beamline, showing the positions of the undulator,
the apertures, mirrors, and the spherical grating monochromator is shown in Figure 3.5. The
147
Figure 3.5  A schematic diagram of the X-ray optics of Beamline 8.0.1 at the Advanced Light Source.
Redrawn based on Figure 1 in reference [2].
Figure 3.6  Oxygen K-edge X-ray absorption spectra of IrO2 and Bi2Ir2O7. The coloured solid lines show
the total electron yield data, whilst the open circles show the total fluorescence yield data. The light
grey lines show another set of total electron yield data that was recorded after the sample had been
exposed to the beam during other measurements.
soft X-ray fluorescence endstation consists of an energy dispersive X-ray spectrometer that
uses a multi-channel area detector. It is also equipped for X-ray absorption measurements in
both total fluorescence yield (TFY) and total electron yield (TEY). A detailed description of the
beamline and the endstation is available in reference [2].
The O K-edge XAS, XES and RIXS measurements of IrO2 and Bi2Ir2O7 were performed on
as-presented samples at room temperature. The samples used were the same as those that had
been used for the HAXPES measurements beforehand. XAS measurements were performed
in both TFY and TEY,  and very similar results  were obtained,  indicating that  the surface
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Figure 3.7 A CAD drawing of the MERIX spectrometer. S is the position of the sample, A the position of
the analyzer crystals, and Det the position of the detector. Reproduced with permission from [3].
electronic structures were representative of the bulk properties in both materials. It was also
verified that the spectra did not change over time whilst the sample was exposed to the beam,
indicating that no significant beam damage had taken place during the measurements. The
results of these tests are shown in Figure 3.6.  The energy resolution of the incident photon
beam was  0.2  eV  during  the  XAS  measurements,  and  0.3  eV  during  the  XES  and  RIXS
measurements. The energy resolution of the emission spectrometer was 0.5 eV.
3.3 Hard X-ray RIXS at the MERIX Endstation at the APS
The Medium Energy Resolution Inelastic X-ray Scattering (MERIX) instrument is designed
for RIXS experiments in the hard X-ray region (hν  ≈ 4 – 14 keV). It is installed at beamline
27ID  at  the  Advanced  Photon  Source,  in  Argonne  National  Laboratory,  USA.  (It  was
previously installed at beamline 30ID, as described in reference  [3].) A computer-generated
drawing of the MERIX instrument is shown in Figure 3.7,  and a schematic describing the
principle of operation is shown in Figure 3.8. The analyzer consists of an array of flat crystals
placed on a sphere whose radius is  RA, that is centred at position  O. The crystals reflect the
radiation  originating  at  the  sample  towards  the  detector  in  Bragg  diffraction.  Optimal
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Figure 3.8 A schematic diagram of the geometry of the MERIX spectrometer. The analyzer crystals are
placed on a sphere with radius  RA centred at  O. The sample and the detector are placed on a sphere
with radius RA/2 centred at O'. ΘA denotes the average incidence angle at the analyzer crystals, and Φ
denotes the average scattering angle at the sample among the rays that are analyzed. ΔdD is the spatial
resolution of the position sensitive detector. Reproduced with permission from reference [3].
focussing is achieved, if the sample (S in Figure 3.8), and the analyzer (F in Figure 3.8) are
positioned on a circle of radius  RA/2, centred at position  O' – the Rowland's circle. Notably,
whilst all of the beamline components are maintained under vacuum, the sample itself and the
emission spectrometer are instead surrounded by a large Helium-filled tank. This is possible
due to the large mean free path of high energy X-rays through light He, and necessary to
simplify the design and operation of the very large and moving piece of apparatus (the length
of the analyzer arm is approximately 2 meters).
The RIXS measurements presented in Chapter 6 were recorded from a Bi2Ir2O7 pellet made
following the same procedure as described in Section 3.1, and the sample temperature was
~30K during the measurements. For measurements at the Ir L3 edge, the Si(220) reflection was
used in the incident beam monochromator, and the Si(400) reflection was used in the analyzer.
In the geometry of the experimental setup, the incidence and emission angles were both close
to 45°. The energy resolution of the incident beam was equal to 110 meV, and that of the
analyzer was 15 meV. Prior to the RIXS measurements, the position of the Ir L3 absorption
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Figure  3.9 (Left)  A CAD drawing of  the  high  pressure  photoelectron  spectrometer  for  testing  the
performance  of  the  HiPP-2  analyzer.  Reproduced  from  reference  [4].  Figure  3.10 (Right)  (a)  The
pumping stages of the differential pumping system. (b) A schematic drawing of the Scienta HiPP-2
analyzer. Reproduced from reference [4].
edge in  Bi2Ir2O7 was  verified by XAS measurements  in  TFY recorded using a  photodiode
mounted at a 90° angle relative to the incident beam.
3.4 HiPPES at VG Scienta Laboratory in Uppsala, Sweden
The  high  pressure  photoelectron  spectrometer  that  was  used  for  the  measurements
presented  in  Sections  7.1-7.2  of  Chapter  7  was  designed  primarily  for  the  testing  and
evaluation of  the Scienta HiPP-2 analyzer.[4] A CAD drawing of  the system is  shown in
Figure 3.9, and a schematic diagram of the analyzer is shown in Figure 3.10. It consists of a
Scienta MX 650 HP monochromated Al Kα X-ray source (hν = 1486.6 eV), a stainless steel
analysis  chamber  with a  μ-metal  liner,  a  load lock chamber,  and a  Scienta R4000 HiPP-2
electron energy analyzer. The monochromator is mounted at an angle of 62.5° relative to the
symmetry axis of the analyzer; it is separated from the analysis chamber by a reinforced alu-
minium window which is located at a distance of 102 mm from the focal point on the sample.
The size of the X-ray spot at the measurement position, as given by the horizontal and vertical
12/88 widths, is 4.7 × 1.4 mm. The sample is mounted on a sample stage connected to a VG
151
Scienta Transax four-axis manipulator. During high pressure measurements the entire analysis
chamber is filled with gas, using a needle valve to control the flow.  Further details about the
design of this instrument are available in reference [4], and its performance during operation
is described in more detail in Chapter 7 and also in reference [4]. The principles and operation
of the “swift acceleration” lens mode, in which a bias is applied onto the second aperture of the
differential pumping system to accelerate the photoelectrons on their path through the gas
phase, thereby increasing the collection efficiency, is described in reference [5].
The  measurements  reported  in  Sections  7.1-7.2  of  Chapter  7  were  performed  on
commercially available polycrystalline Ag and Au foils (99.95% from A. Rasmussen a.s. and
99.99% from KarAna AB); when nitrogen gas was used it was supplied directly from a gas
bottle (99.999% Alphagaz 1TM from Air Liquide AB).
3.5 HiPPES at Imperial College London
 The high pressure photoelectron spectrometer in the Materials Department of Imperial
College London shares the same photon source and analyzer as the system described in the
previous  section,  but  offers  many  additional  possibilities  for  sample  pretreatment  and
manipulation, and has a much more sophisticated gas delivery setup. 
A CAD drawing of the instrument is shown in Figure 3.11. It consists of a load lock; a
preparation chamber,  an analysis chamber,  the Scienta R4000 HiPP-2 analyzer,  the Scienta
MX650 X-ray source,  the Scienta VUV5000 photon source,  and two enclosures for storing
parts of the retractable high-pressure cell. The preparation chamber is equipped with a sputter
gun,  a  LEED  instrument  and  a  heating  stage  that  allows  the  sample  to  be  heated  to
temperatures of up to 1200 K. The gas pod, in which components of the gas delivery system are
installed is also shown in Figure 3.11, and a more detailed schematic of the gas (including
water vapour) delivery system is shown in Figure 3.12. The analysis chamber is equipped with
a sample stage on a four-axis manipulator that can be heated to 1200 K or cooled to 100 K  and
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Figure 3.11 (Left) A CAD drawing of the High Pressure Photoelectron Spectrometer in the Materials
Department at Imperial College London. Figure 3.12 (Right) A schematic of the gas control pod of the
same system. Both figures were provided by G. Kerherve (Imperial College London). 
Figure 3.13  A schematic diagram of the layour of the analysis chamber. Provided by G. Kerherve
(Imperial College London).
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Figure 3.14  A schematic diagram showing the design of the high pressure cell. p0 denotes the pressure
in the analysis chamber, p1 is the pressure in the reaction cell feedthrough port, and p2 is the pressure
in the reaction cell itself, denoted by the yellow dotted line. Provided by G. Kerherve (Imperial College
London).
an electron flood gun for charge compensation during measurements in UHV, and a 150W Xe
arc-lamp. A diagram displaying the layout of the analysis chamber is given in Figure 3.13.
During high pressure experiments, the sample is mounted inside a retractable high pressure
cell, as illustrated in Figure 3.14. The high pressure cell consists of two halves: when not in use,
the bottom half is typically stored in a tube below the analysis chamber, and the top half can be
stored in a compartment to the side of the analysis chamber. The top half must be removed to
allow for the transfer of samples into and out of the high pressure cell. When in operation, the
top half sits on top of the bottom half, and is driven against the front end of the analyzer for a
vacuum-tight contact. The use of a dedicated high pressure cell allows the rest of the system to
be maintained under conditions of high or ultrahigh vacuum whilst the gas pressure in the
sample environment may be as high as 30 millibar. Also, in this arrangement, the analyzer
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front cone and the X-ray transparent window are part of the high pressure cell, which means
that they are not used during UHV experiments,  where they would serve no purpose and
adversely affect the performance of the instrument by reducing the X-ray flux at the sample
position and limiting the analyzer field of view. Further details about the design and operation
of the instrument are given in reference [6].
The high pressure photoemission measurements described in Section 7.3 were performed
on  a  polycrystalline  pellet  of  IrO2 that  was  made  and  characterized  following  the  same
procedure as detailed in Section 3.1. During the measurements that were performed under a
humid  atmosphere,  water  vapour  was  allowed  to  enter  the  gas  cell  using  a  pulse  valve
connected to a water vapour reservoir, and fine control of the vapour pressure inside the gas
cell was achieved by use of a PID controlled throttling valve which allows excess water vapour
to be pumped away by a scroll pump.
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Chapter 4
Final State Lifetime Effects in Spectra
The spectroscopic  processes  described  in  Chapter  2  in  general  leave  the  system in  an
excited final state. Often, the timescale over which these excited states decay is sufficiently
short to give rise to an energy broadening of the associated spectral features due to the time-
energy uncertainty relation, that is comparable to, or greater than the experimental resolution.
The importance of final state lifetime effects in core level spectroscopy was already described
in Section 2.2.5. The significance of these effects in valence level measurements has also been
known for a long time, and for example the quasiparticle lifetimes of low-energy photoholes
can sometimes be directly measured by angle-resolved photoelectron spectroscopy.[1,2]
In  this  Chapter,  in  Section  4.1  a  new theoretical  model  is  developed  that  enables  the
inclusion of final state lifetime broadening effects in the calculation of RIXS spectra within the
one-electron picture, where the final state lifetime is in general allowed to vary as a function of
the energy of the one-electron state. Then, in Section 4.2, it is shown that the assumption of a
model  in  which  the  inverse  lifetime of  a  valence  hole  or  an  excited  electron  in  a  bound
electronic  state  is  assumed  to  scale  as  (E – EF)2 yields  excellent  agreement  between  the
experimental HAXPES, XES and O K-edge RIXS data of IrO2 and Bi2Ir2O7 presented in this
thesis, and theoretical electronic structure calculations of these materials within the framework
of DFT. In addition, the generality of final state lifetime effects in valence level spectra of other
materials will also be briefly discussed. 
4.1 The Theory of Lifetime Effects in RIXS
The basic theory of RIXS was outlined in Section 2.5.3. It is a second-order optical process,
and is described by the Kramers Heisenberg equation, which is reproduced in Equation 4.1 for
convenience.
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F (Ω , ω)  =  ∑
f |∑n 〈 f ∣T2 ∣n 〉〈n ∣T1 ∣ g 〉Eg − En +  Ω  −  (i Γn /2) |
2
×
Γ     /2π
(E g− E f + Ω − ω)
2  + (Γ     /4)
(4.1)
where Ω is the energy of the incident photons, ω is the energy of the emitted photons, ∣ g 〉 is
the ground state of the system, ∣   f   〉 is the final state and ∣ n  〉 is an intermediate state, Eg, Ef and
En are  the  respective  energies,  T1 and  T2 are  the  transition  operators  that  describe  the
interaction between the photons and the electrons, and Γn and Γfin are the lifetime broadenings
of the intermediate and final states respectively.
To evaluate the Kramers-Heisenberg equation, further simplifications are usually required.
The derivation  of  a  new equation  for  calculating  RIXS  spectra  is  given  below.  It  follows
otherwise the same steps as in reference [3], but does not make the assumption of zero final
state lifetime broadening and therefore gives a more general final result.  The sum over all
intermediate  states  in  the  Kramers-Heisenberg  equation  is  considered  first.  This  can  be
rearranged as shown in Equation 4.2:
|∑n 〈 f ∣T2 ∣ n〉〈 n ∣T1 ∣ g〉Eg − En +  Ω  −  (i Γn /2) |
2
  =  ∑
n | 〈 f ∣T2 ∣n 〉〈 n ∣T1 ∣ g 〉Eg − En +  Ω  −  (i Γn /2) |
2
+ 2 Re∑
n<m
〈 f ∣T2 ∣ n 〉〈 n ∣T1 ∣ g 〉〈 f ∣T2 ∣m 〉〈 m ∣T1 ∣ g 〉
[E g − En +  Ω  − ( i Γn /2)][Eg− Em +  Ω  +  ( iΓm /2)]
(4.2)
The second (interference) term is ignored as a first approximation. This simplification is
essential to be able to express the transition probabilities in terms of the partial densities of
states  later  on,  although  it  should  be  noted  that  since  the  energy  spread  of  the  possible
intermediate states is similar to the lifetime broadening of the core hole, the contribution of the
interference terms to the overall signal is not negligible.[4,5] The neglect of interference effects
is probably the most significant limitation of Equation 2.39, as well as Equation 4.8 that will be
derived  here,  yet  nonetheless  good  agreement  between  theory  (using  Equation  2.39)  and
experiment has been observed in several previous studies.[3,6–8]
158
fin
fin
2
Next, a one-electron picture is assumed for the process. Considering this makes it possible
to express the states involved as follows:
∣g = ∣cv   ;   ∣n = ∣c‒1ve   ;   ∣f   = ∣cv‒1e' (4.3)
where  c denotes  a  core  electron,  v denotes  a  valence  electron,  and  e denotes  an  excited
electron in the normally unoccupied part of the density of states.
The corresponding energies of the states are given by:
Eg = 0   ;   En = ϵe ‒ ϵc‒1   ;    Ef = ϵe' ‒ ϵv‒1 (4.4)
It is assumed that the excited electron is a spectator electron, i.e.  e = e'. Also, only dipole
allowed electronic transitions are considered. The transition matrix elements now become:
n∣T1∣g = n∣e1  ∙  r∣g = e∣e1  ∙  r∣c (4.5)
  f  ∣T2∣n =   f  ∣e2  ∙  r∣n = v‒1∣e2  ∙  r∣c‒1 δ  e',  e (4.6)
The transition matrix elements now describe one-electron transitions from the core orbitals
to  unoccupied  valence  levels,  and  from  the  occupied  valence  levels  to  the  core  hole.
Substituting the one-electron expressions for the states and the energies into the Kramers-
Heisenberg equation, and leaving out the interference temrs, one obtains Equation 4.7. 
F (Ω , ω)=∑
f
∑
n
∣〈 v   ∣e2⋅r∣c   〉∣
2∣〈e∣e1⋅r∣c 〉∣
2 δ     
(ϵ   − ϵ   +  Ω)2  +  (Γ 2 /4)
×
( Γ  / 2 π)
(ϵ       − ϵ  +  Ω− ω)
2  +  ( Γ 2 / 4)
(4.7)
Finally, the transition matrix elements are assumed to take an energy-independent constant
value for dipole allowed transitions, and to be zero otherwise. This allows the sums over dis-
crete states to be replaced with integrals over energy. The number of unoccupied/occupied
valence levels, to/from which dipole allowed transitions are possible, in a given energy window
E to E + δE, is approximated to the unoccupied/occupied DOS, projected onto a particular set of
atomic orbitals of a given angular momentum quantum number, at energy E, ρ'(E)/ρ(E).
F(Ω,ω) ∝ ∫ dϵ      ∫dϵ    
ρ(ϵ     )ρ' (ϵ  )
(ϵ      − ϵ   + Ω)
2  +  ( Γ 2   / 4)
 × 
( Γ      /2π)
(ϵ     − ϵ    + Ω − ω)
2  + ( Γ 2  / 4)
(4.8)
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Figure 4.1 Nonresonant O K-edge X-ray emission and absorption spectra of IrO2. The hollow circles are
the experimental data, and the solid lines the calculated spectra. 
When replacing the transition matrix elements with partial densities of states, one also
neglects the conservation of linear momentum during the RIXS process, which at first seems
diffcult to justify. To probe the situation further, it is interesting to consider how the magnitude
of the transferred momentum in soft X-ray RIXS compares to the size of a Brillouin zone of a
simple inorganic solid. This will be done next using the example of O K-edge RIXS in IrO2. The
wavenumber of a photon with a kinetic energy of 530 eV is p  / ħ = k = 0.27 Å‒1. For comparison,
the lengths of the Brillouin zone of IrO2 are 1.39 Å‒1 and 1.99 Å‒1. In a polycrystalline sample
the  magnitude  of  the  transferred  momentum  will  always  be  the  same  for  the  same
measurement geometry but its  orientation relative to the lattice will  be different for every
crystallite. This results in sampling a considerable part of the Brillouin zone, which justifies the
use  of  Equations  2.39  and  4.8.  In  addition,  it  is  possible  that  some  momentum  could  be
transferred to vibrational excitations that may occur during the inelastic scattering event.
It  is  finally noted that in recent years,  theoretical  models  have been developed for the
simulation of RIXS spectra in which the effects of final state lifetime broadening are included
from first  principles,  and which also go beyond the simple one-electron description of  the
process,[9–11] although none of the methods have yet been shown to yield consistently good
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agreement with experimental data for a wide range of materials. At present, one advantage of
the  much  simpler  method  based  on  Equation  4.8  has  to  do  with  the  significantly  lower
computational complexity of this approach, but in a more general sense, it is interesting to
probe the extent to which simple and restrictive models such as Equation 4.8 succeed or fail at
reproducing experimental observations, even when more sophisticated and complete theories
may be available, as this facilitates the development of our qualitative understanding of the
properties of materials.
4.2 Lifetime Effects in Spectra: Theory vs. Experiment
Figures 4.1(a) and (b) display a comparison between the O K-edge XES and XAS spectra of
IrO2, and the O 2p partial density of states from DFT calculations that has been broadened to
account for the finite instrumental resolution. The details of these spectra will be discussed in
Chapter 5, however, here it is sufficient to note, that whilst in general the agreement between
the two sets  of  data is  very  good,  features  III  and IV do appear  clearly  too sharp in  the
theoretical curves. It can be demonstrated, that if it is assumed that the lifetime of a hole in the
valence band in IrO2 scales as [α(E  ‒ EF)2 +
 β], where α and β are empirical parameters whose
values are here taken to be  α = 0.032 eV.-1 and  β = 0.1 eV, then the agreement bewteen the
theory and the experiment is vastly improved, as shown in Figures 4.1(c) and (d). (The same
values were used for holes in the valence band and electrons above the Fermi level). At low
temperatures and for states close to the Fermi level, the use of an  E2 dependent broadening
parameter would be justified by Fermi liquid theory, according to which the inverse lifetime of
a quasiparticle should scale with the square of its energy.[12] Over the energy range of ~10 eV,
that is relevant in the present work, and at room temperature, it is more likely that the energy-
dependent term simply reflects an increased phase space for scattering for states further from
the Fermi level,  and the energy-independent  term could possibly be attributed to impurity
scattering, or alternatively, the use of variable final state lifetime broadening can be treated as
a fully empirical correction, like the term-dependent broadening applied in reference  [13].  
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Figure 4.2 (a) The valence band HAXPES spectrum of IrO2 measured at hν = 6500 eV. (b) The cross-
section weighted DOS with constant and variable broadening as described in the text. (c) The cross-
section weighted DOS with constant broadening only. (d) O K-edge RIXS spectra of IrO2 recorded at
four different  excitation energies (e) Simulated RIXS spectra from Equation 4.8 (f)  Simulated RIXS
spectra from Equation 2.39.
Whatever  the  case,  the success  of  a  simple broadening function  in removing most  of  the
disagreement between experiment and theory suggests that the origin of the disagreement lies
within final state lifetime effects, as opposed to for example errors in the calculated DOS or the
breakdown of other assumptions.
If the additional broadening that has been applied to the XES spectrum truly reflects the
lifetimes  of  the  final  states,  similar  effects  should  also  be  observable  in  valence  band
photoemission.  Figures  4.2(a-c)  display  the  previously  published  valence  band  HAXPES
spectrum of IrO2,[14] as well as the broadened cross-section weighted DOS (PBEsol + SOC),
with either constant Gaussian broadening across the entire valence band, or a combination of
constant Gaussian broadening reflecting the experimental resolution, and variable Lorentzian
broadening using the same parameter values as above. As expected, the application of variable
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Lorentzian broadening improves the agreement between experiment and theory considerably.
It is noted here that variable Lorentzian broadening of the form FWHM = [α(E  ‒ EF)2 +
 β] has
been previously used by Panda et al. to make a comparison between their theoretical results
and a previously published valence band XPS spectrum of IrO2.[15] However, their treatment
of broadening did not account for the effect of limited instrumental resolution, which was ca
0.6 eV in the experimental data used.[16] As a result the theoretical spectrum was significantly
overbroadened at high binding energies whilst not broadened  enough near the Fermi level.
In Figure 4.2(d), RIXS spectra of IrO2 are shown for four different incident energies near
the O K absorption edge. All spectra have been normalized to the same intensity of the highest
peak. For comparison, spectra simulated using Equation 2.39 (no final state broadening) are
displayed in Figure 4.2(f), and those simulated using Equation 4.8 (with final state broadening)
are displayed in Figure 4.2(e). When using Equation 4.8 to calculate RIXS spectra, the same
final state lifetimes are assumed for the excited electrons and the photoholes that were used for
nonresonant XAS and XES, and for simplicity the decays of the electrons and the holes are
assumed to be independent of  each other.  The effect  of  the instrumental  resolution of  the
emission spectrometer has been included by applying 0.5 eV Gaussian broadening in emission
energy to the calculated data. From Figure 4.2 it is clear that in RIXS, like in the nonresonant
techniques, the inclusion of Fermi-liquid like final state broadening considerably improves the
agreement  between  theory  and  experiment.  When  contrasting  the  experimental  and
theoretical data, it is noteworthy that in addition to the general shape of the RIXS spectra,
Equation 4.8 also qualitatively captures the shifts of peaks I and II with increasing photon
energy of the exciting beam, as well as the broadening of these features as the incident energy
is moved away from the absorption edge, although the calculated peak shifts are somewhat
greater than the experimental ones.
In  Figure 4.3,  similar  data  is  shown for  Bi2Ir2O7.  Again,  the  use of  variable  final-state
lifetime broadening is  found to  yield a  consistent  improvement in the agreement  between
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Figure 4.3 HAXPES, O K-edge XES and O K-edge XAS spectra of Bi2Ir2O7, compared against simulated
spectra from DFT calculations. The energy – lifetime broadening relations are expressed in units of eV.
theory and experiment, although in this case the value of the optimal α parameter is somewhat
smaller than in IrO2, and hence the effect is also less dramatic. The details of the spectra of
Bi2Ir2O7 will be discussed in Chapter 6. Finally, Figures 4.4(a-e) display spectroscopic data for
BiVO4,  PbTe, CdO, CaVO3 and Sr0.5Ca0.5VO3,  all  compared against theoretical spectra from
DFT calculations of the respective materials.† In all of these cases, the agreement between
theory and experiment is substantially improved if a simple model in which the quasiparticles'
inverse lifetime scales with the square of  (E  ‒ EF) is assumed, and indeed in some instances
after the additional broadening has been applied, almost all of the disagreement seen in the
original data is resolved. 
These observations highlight the ubiquitous nature of final state lifetime effects in valence
† The raw photoemission and (unbroadened) DOS data shown in Figures 4.4(a) and 4.4(b) was received from
Russel G. Egdell and Christopher Poll respectively. The data shown in Figures 4.4(d-e) was provided by Jude
Laverock, University of Bristol.
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Figure 4.4 Final state lifetime effects in valence level spectra of a selection of materials. (a) The valence
band Al Kα XPS spectrum of BiVO4. (Data previously published in Reference  [20].) (b) The valence
band HAXPES spectrum of PbTe. (Data previously published in Reference [17].) (c) The valence band
Al Kα XPS spectrum of CdO. (Original data with constant broadening published in Reference [18]) (d)
O K-edge XES spectra (solid lines) of CaVO3 (CVO) and Sr0.5Ca0.5VO3 (Sr-CVO), compared against the
theoretical O 2p pDOS with constant broadening (dashed lines). Original data published in reference
[19]. (e) The same spectra as shown in (d), but with variable lifetime broadening applied to the pDOS.
The energy – lifetime broadening relations are expressed in units of eV.
band photoemission, valence-to-core XES, and XAS and valence-to-core RIXS, and indicate
that in a number of cases a one-parameter model in which the inverse lifetime of an excited
electron or a photohole is assumed to be a simple function of (E  ‒ EF)  appears to be adequate
for describing the  influence of  lifetime effects on the spectral shape.  This gives reason to
believe that Equation 4.8, which was already shown to be remarkably successful in reproducing
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the appearance of the O K-edge RIXS spectra of IrO2 in Figure 4.2, will also be useful for
simulating one- or two-dimensional RIXS spectra of other materials, especially as Equation
2.39,  which  is  derived  similarly  but  neglects  final  state  lifetime  effects  has  already  been
demonstrated to accurately predict the energy positions of the main spectral features in several
different instances.[3,6–8] It is finally noted that in principle, Equation 4.8 allows the lifetimes
of the final states to have any energy dependence, and as such, its use is not restricted to
simplistic models such as the energy square dependence assumed in the present work.
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Chapter 5
The Electronic Structure of IrO2
In this chapter, an interpretation of the core and valence level HAXPES, O K-edge XES,
XAS and RIXS spectra of IrO2 will be presented, and the electronic structure of this material
will be discussed in light of the experimental data and the results of theoretical band structure
calculations that were performed by B.J. Morgan (University of Bath) and D.O. Scanlon (UCL).
The findings will  also be evaluated in the context of the recent scientific literature on the
electronic  structure  of  IrO2 and  other  similar  materials,  building  on  the  overview  of  the
literature presented in Section 1.7.1.
5.1 The Basic Interpretation of the Spectra
The valence band HAXPES spectrum recorded at hv = 2984 eV and the O K-edge XES and
O K-edge XAS spectra of IrO2 are shown together in Figure 5.1(a). In addition, a full set of
HAXPES data recorded at hv = 5414 eV, displaying the survey spectrum, several core level
regions, and the valence band, is shown in Figures 5.1(b-g) As discussed previously, a good
starting point for discussing the electronic structure of IrO2 is the molecular orbital diagram of
an octahedral IrO68‒ unit, shown in Figure 1.3. It is also presumed that the spectroscopic data
can be interpreted, at least qualitatively, under the assumption of one-electron transitions –
this assumption was in fact already validated by the excellent agreement between the spectra
and ground state electronic structure calculations shown in Figures 4.1 and 4.2. Based on the
MO diagram,  it  is  proposed that  feature  IV can be assigned to  Ir-O  σ-bonding  electrons,
feature III as  π-bonding, features II-I' as  π-antibonding and features II'-III' as σ-antibonding,
in full agreement with previous studies.[1,2] The  σ-bonding and  π-bonding states are fully
occupied, and the  π-antibonding states are 5/6 occupied. The splitting of the  π-antibonding
states into features II and I is attributed to a loss of degeneracy either due to deviations from
perfect octahedral symmetry, spin-orbit coupling, or a combination of the two.
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Figure 5.1 (a) The valence band HAXPES spectrum of IrO2 recorded at hν = 2984 eV, compared with the
nonresonant  O  K-edge  XES  spectrum and  the  O K-edge  XAS  spectrum measured  in  TFY.  (b)  A
HAXPES survey spectrum recorded at  hν = 5414 eV. (c-f) Core level HAXPES spectra recorded at  hν
= 5414 eV, showing the Ir 3d (c), Ir 4d (d), Ir 4p and O 1s (e), and the Ir 4f. and 5p (f) regions. (g) The
valence band HAXPES spectrum recorded at hν = 5414 eV also showing the O 2s peak.
The data presented in Figure 5.1(a) can also shed some light on the nature of the chemical
bond in IrO2. In a purely ionic picture, the bonding orbitals would have 100% O 2p character
and the antibonding orbitals would have 100% Ir 5d character – in the real material, this is
obviously not the case, as indeed evidenced by the non-zero spectral weight of features II-III'
in the O K-edge spectra, and similarly by the appearance of features III and IV in the HAXPES
spectrum, which is mostly sensitive to the Ir 5d states. (The photoionization cross-section of Ir
5d electrons is ~87 times greater than the cross-section of O 2p electrons at hν = 3000 eV.[3])
Nonetheless, the partial ionic character of the bonds is verified by the spectra, as features IV
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and III appear relatively much more intense in the O K-edge XES spectrum than features II+I,
whereas  the  opposite  is  true  in  the  HAXPES spectrum.  The idea  that  both  the  ionic  and
covalent  contributions  are  significant  to  the  bonding  in  IrO2 is  entirely  consistent  with
traditional arguments based on electronegativities, for Ir is one of the most electronegative
metallic elements (E.N. = 2.2 on the Pauling scale). 
It is somewhat more interesting to note that the data in Figure 5.1 also clearly demonstrates
that Ir-O hybridization is more effective in the  σ-bonding states than the  π-bonding states,
which corroborates the assignment of these features. Indeed, whilst feature III is much more
intense than feature IV in the O K-edge XES spectrum, their spectral weights are much more
similar in HAXPES, indicating that the  σ-bonding states that are responsible for feature IV
have, in comparison, a greater Ir  5d character than the  π-bonding states. Finally, it is noted
that from the combination of the XES/XAS spectra, the crystal field splitting in IrO2 can be
estimated to be approximately 3 eV, which is similar to the previously determined value in
Sr2IrO4.[4,5]
5.2 Comparison Between Experiment and Theory
As was discussed in Sections 1.4  - 1.7, the solid state physics of the oxides of iridium is
extremely diverse. In a number of iridates, the combined effect of on-site electron-electron
repulsion and spin-orbit coupling is found to drive the system into an insulating state:  the
theoretical treatment of such correlated electronic states is intrinsically difficult, and electronic
spectra of such materials are likely to contain signatures of the correlated nature of the ground
state, as well as the complex many-body response of the system to the perturbation caused by
the impinging particle. In contrast, the parent oxide IrO2 is a metal with no magnetic ordering,
and in Section 4.2 it was demonstrated that the valence band HAXPES, O K-edge XES and O
K-edge RIXS spectra of  IrO2 can be  reproduced with excellent  accuracy by standard DFT
within a one-electron picture. The agreement is less good, but still reasonable also for the O K-
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edge XAS: this is to be expected, as the simulation of the XAS spectrum is more difficult for
two principle reasons, the first being that density functional theory which is a ground state
method is in general much less reliable at describing the unoccupied electronic states, than the
occupied ones, and the second being that according to the final state rule, the effect of the core
hole potential should be considered in accurate simulations of X-ray absorption spectra,[6] but
it has not been included in the data presented in Figure 4.1.
The calculations that were used to simulate the spectra shown in Figures 4.1 and 4.2 were
run using the VASP software package.[7,8]† The valence states were expanded using a plane-
wave basis set, using a cutoff energy of 750 eV, and valence-core interactions were modelled
within the projector augmented wave approach. The [He] and [Xe] cores were used for O and
Ir respectively. A 6  6  4 Monkhorst Pack grid was used for sampling the Brillouin zone, and
structure-optimization  was  used,  with  a  convergence  criterion of  residual  forces  on atoms
being less than 0.01 eV Å‒1. Spin-orbit coupling was included in the calculations whose results
were used to simulate the spectra shown in Figures 4.1 and 4.2, but to probe the effects of spin-
orbit coupling on the electronic structure, the same calculations were also repeated without
including spin-orbit coupling. The results of these calculations and the HAXPES spectrum of
IrO2 were published in reference [9].
In 2014, Panda et al. also reported DFT calculations of IrO2, and observed good agreement
between the theoretical results and a previously published Al Kα XPS spectrum.[10] However,
unlike in reference [9], a parametrized correction to account for the on-site electron-electron
repulsion at the Ir site (Hubbard U value) was used in the calculations reported in reference
[10]. It is known that use of the Hubbard U correction is required to reproduce the insulating
ground state observed in some iridates, however it is much less clear, whether the use of a
similar correction is appropriate in the metallic oxides. To probe this situation further, another
† As detailed before, all of the DFT calculations presented in this thesis were performed by B.J. Morgan and
D.O. Scanlon; the methodologies that were used are described here for completeness.
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Figure  5.2 (a)  The  l-projected  densities  of  states  from  the  different  sets  of  electronic  structure
calculations of IrO2. (b) The valence band HAXPES spectrum of IrO2 recorded at hν = 2984 eV and the
RIXS spectrum recorded at  hν  = 530.5  eV compared  against  simulated  spectra.  (c)  The O K-edge
nonresonant XES and XAS spectra of IrO2 compared against simulated spectra.
set of DFT calculations was performed in which the effect of the Hubbard U value on the den-
sity of states was probed systematically. These calculations were also run in VASP, using the
PBE exchange correlation functional, a cutoff energy of 500 eV, and a 20  20  30 Monkhorst-
Pack grid. Experimentally determined lattice parameters from reference  [11] were used, and
the U correction was performed using the approach described in reference  [12]. Spin-orbit
coupling was included in all cases.
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The results of the different calculations are displayed in Figure 5.2(a). There are no major
qualitative differences in the atomic orbital projected densities of states between the different
formulations of DFT employed. In particular, the splitting of the  π-antibonding manifold is
observed  in  all  cases,  even  if  spin-orbit  coupling  is  not  included  in  the  calculations,  in
agreement with the work of Mattheiss.[1] Comparison of the Ir 5d and O 2p pDOS plots also
reveals good agreement with the qualitative description of bonding in IrO2 presented in the
previous section: for example, as could be deduced from the experimental data, the σ-bonding
states have a greater Ir 5d character than the π-bonding states. 
It is also observed that introduction of the Hubbard U parameter causes a significant shift
in the energy position of feature II, and also changes the shape of both the Ir 5d and O 2p
pDOS curves at the position of feature II (1-3 eV below the Fermi level). However, the opening
of an insulating gap was not found for U values in the range of up to 2 eV. Figures 5.2(b)-(c)
show  a  comparison  between  the  experimental  HAXPES,  O  K-edge  XES,  XAS  and  RIXS
spectra and theoretical spectra from different types of DFT calculations. In all cases, constant
Gaussian broadening, and energy dependent Lorentzian broadening using the same parameter
values  have  been  applied  to  the  theoretical  data,  as  described  in  Section  4.2.  The  most
noticeable difference between the PBEsol + SOC (Spin-Orbit Coupling) and PBE + SOC results
is that the shape of feature I is predicted more accurately by the simpler PBE functional, but
otherwise  the  simulated  spectra  are  very  similar  for  those  two  choices  of  an  exchange-
correlation functional. However, the spectra derived from the calculations using U = 2.0 exhibit
clear differences. In particular, the agreement for feature II becomes considerably worse if the
U correction is used. This is most clear in the O K-edge XES data, where in addition to an
energy shift of ca 0.35 eV, feature II appears much too intense, i.e. the PBE + SOC + U calcu-
lations overestimate the O 2p contribution to the corresponding electronic states. The disagree-
ment in the energy positions of features III and IV is also the greatest in the PBE + SOC + U
calculations, although the binding energies are always slightly underestimated. In all cases,
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there is good correspondence between the results of the different spectroscopic techniques.
It  can be summarized that within the one-electron approximation, the unmodified DFT
calculations (PBE functional) yield the best agreement with the spectroscopic data. Whilst in
the insulating Sr2IrO4 the Hubbard U correction is essential to predict the correct ground state,
in the metallic rutile oxide IrO2 the localization correction provided by the Hubbard U seems to
be unsuitable. It is finally noted that very recently a similar conclusion has also been reached
by  Ping  et  al.,  who  compared  the  valence  band  XPS  spectrum  of  IrO2 from  reference
[2] directly to the calculated densities of states.[13] However, the greater detail of both the
experimental data and the analysis presented in this work add a substantial amount of new
evidence to support this argument.
5.3 Symmetry Considerations and Bonding in IrO2
Attention is now turned to the description of the low energy electronic states in IrO2, with
the specific aim of understanding the origin of the splitting of the π-antibonding bands, and
symmetry properties of the resultant electronic states. So far it has been established that even
in the absence of spin-orbit coupling, the non-cubic environment of the Ir atom is sufficient to
produce a splitting that is similar to the experimentally determined value, and also the calcula-
ted splitting from the calculations where spin-orbit coupling is included. To probe the situation
further, the projections of the total DOS onto five Ir-centred spherical harmonics are displayed
in Figure 5.3(b), for the calculations using the PBEsol functional with spin-orbit coupling. The
coordinate system used for defining the localized d-orbitals is illustrated in Figure 5.3(c) – the
axes are aligned with the two-fold rotational axes of the local environment of Ir that has D2h
point group symmetry. This choice of reference frame allows the results to be discussed in
terms of  Goodenough's  model for the electronic  structure of  conductive rutile oxides.[14] 
From Figure 5.3(b) it can be seen that whilst in principle the crystal field of D 2h symmetry
completely lifts the degeneracy of the five d-orbitals, it is still possible to identify two of them
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Figure 5.3 (a) A graphical illustration of the five Ir-centred d-orbitals in IrO2. (b) The projected densities
of states that correspond to the d-orbitals shown in (a). (c) The coordinate system used for defining the
orbitals shown in (a), and an illustration of the connectivity of the octahedra in IrO2. (d) A schematic
description of the electronic structure of IrO2 based on reference [14].
(dz2 and dxy) as being primarily σ-antibonding in nature (eg-like), whereas the other three are
primarily  π-antibonding (t2g-like).  The dx2−y2 orbital  gives  a  narrow band ∼1 eV below EF,
whereas the dyz and dxz bands are much broader and are responsible for almost all  of the
electron density at the Fermi level. These observations can also be described in terms of the
connectivity of the IrO6 octahedra in the rutile structure, using the terminology introduced by
Goodenough in reference [14]. Along the c axis, neighbouring octahedra share edges and the
t2g-like orbitals differ in their relative orientation to the plane formed by these shared edges.
One of the t2g orbitals lies within the plane formed by the shared edges and is denoted  t ||
because it has σ symmetry with respect to the axis defined by the chain of octahedra. The t ||
orbitals show little mixing with the O 2p states. The other two t2g orbitals lie perpendicular to
the octahedra-edge-sharing plane and are denoted t⊥. It is these orbitals that contribute almost
all of the density of states at the Fermi level. Figure 5.3(b) shows that the interpretation of the
electronic structure of IrO2 with this model remains valid in spite of  the strong spin-orbit
coupling present in IrO2.
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At first sight, it appears that the above results contradict the findings of Panda et al. who
used a model Hamiltonian to examine the combined effect of non-cubic components of the
crystal  field  and  spin-orbit  coupling  on  low  energy  electronic  states  of  IrO2.  The  model
Hamiltonian proposed in reference [10] is given below.
H± = ( −2ϵ  ±
λ
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    ϵ t ∓ i
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i λ
2
t ± i λ
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 ϵ ) (5.1)
The basis functions used for representing H± are ∣xy ± σ, ∣yz ∓ σ, ∣zx ∓ σ, where σ is
the spin state. ϵ and t are parameters that describe the orthorhombic components of the crystal
field, and λ is the spin-orbit coupling constant. Panda et al. estimated the values of ϵ and t from
N-th order muffin tin orbital (NMTO) calculations to be 0.17 eV and 0.08 eV respectively in
IrO2, and took λ to be 0.5 eV which is a generally accepted reasonable value in iridates. If these
values are inserted into Equation 5.1, the Eigenvalues of the Hamiltonian are obtained to be
0.568 eV, −0.481 eV and −0.086 eV, and the energy differences between the Eigenvalues are
0.65 eV and 0.39 eV as shown in Figure 2(b) in reference [10]. The Eigenstate corrseponding to
the highest energy Eigenvalue is given in Equation 5.2.
∣ψ3± ≈ (0.3579  ± 0.04492 i)∣xy ± σ + (0.16095 i ± 0.63997)∣yz ∓ σ + 0.65995 i∣zx ∓ σ (5.2)
Panda et  al.  suggested  that  the  overlap  integral  ∣〈ψjeff.=1/2
±∣ψ3±∣2 between the  jeff = 1/2
wavefunction and the highest energy t2g wavefunction obtained from the model Hamiltonian
can be used to judge whether the electronic structure of  IrO2 is  a close realization of  the
jeff = 1/2 state. The value of this overlap integral is 0.93, which indeed seems to indicate that the
jeff = 1/2 state is formed in IrO2.
† 
† In the text in reference [10] it is stated that based on evaluating this overlap integral, ψ3± “has about 90%
jeff  = 1/2 character”, however this seems to be an error, because in Figure 4 in reference [10], where the
overlap integral is plotted as a function of λ, it is shown to take a value of 0.93 at λ = 0.5, in agreement with
the present calculations.
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Very recently, Kim et al.  have used DFT and polarization dependent O K-edge XAS to
study the electronic structure of IrO2, and concluded similarly to reference [9] and the present
study that the low energy electronic structure of IrO2 differs markedly from the jeff = 1/2 state.
[15] Kim et al. argued that the difference in their results and those of reference [10] may be
due to  the inability  of  the model  Hamiltonian to  accurately describe the bonding in IrO2.
Whilst this may be true, it can also be shown that even if the results of the model Hamiltonian
study are correct, upon closer inspection they do not imply that the jeff = 1/2 state is formed in
IrO2. To illustrate this, it is useful to consider the probability densities of the jeff = 1/2 electron,
and an electron whose wavefunction is ψ3. In Equation 5.4, α and β are used to denote +σ and
-σ for convenience. In equations 5.5-5.7 ∫dspin denotes integration over the spin coordinates.
∣jeff = 1/2, mjeff  = ±1/2  = ∣yz ± σ ∓ i∣zx ± σ ∓ ∣xy ∓ σ √3 (5.3)
ψjeff.=1/2
+ψjeff.=1/2
+ = 1/3 (yz*α* + izx*α* – xy*β*) (yzα – izxα – xyβ) =
= 1/3 (yzα* + izxα* – xyβ*) (yzα – izxα – xyβ) =
= 1/3 [xy2β*β + yz2α*α + zx2α*α – xyyz(β*α+α*β) + ixyzx(β*α-α*β) + iyzzx(α*α-α*α)]
(5.4)
∫ψjeff.=1/2
+ψjeff.=1/2
+dspin  = 1/3 (xy2 + yz2 + zx2) (5.5)
Similarly:
∫ψjeff.=1/2
–ψjeff.=1/2
–dspin  = 1/3 (xy2 + yz2 + zx2) (5.6)
and:
∫ψ3+ψ3+ dspin = ∫ψ3-ψ3- dspin  ≈  0.130 xy2 + 0.435 yz2 + 0.435 zx2 + 0.212 yz zx (5.7)
Equation 5.7 highlights that even though ∣〈ψjeff.=1/2
±∣ψ3±∣2 takes a high value of 0.93, the spatial
part of ψ3± is clearly different from an equal superposition of three t2g orbitals. The probability
densities are also plotted in Figure 5.4, and the different symmetry properties of ψjeff.=1/2
± and
ψ3± are very evident. Thus, it can be concluded that the results of the model Hamiltonian used
by Panda et al. in fact also show that IrO2 does not host a close realization of the jeff = 1/2 state,
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Figure 5.4  A comparison of the probability distributions of the ψjeff.=1/2
± and ψ3± orbitals.
in agreement with the findings of reference [15] and the present work.
It is also noteworthy that it has been shown in other iridates, that a large L3/L2 branching
ratio in XAS does not necessarily imply the existence of the pure jeff = 1/2 state.[16,17] Thus
the  observation  of  a  large  L3/L2 branching  ratio  in  the  XAS  of  IrO2 is  not  necessarily
inconsistent  with  the description of  the  ground state  electronic  structure proposed in  this
section, although further work, possibly along the same lines as was carried out for Na2IrO3 in
reference [17], is still required to establish a definitive account of the Ir L-edge XAS of IrO2. 
To summarize, it can be said that the combined HAXPES, O K-edge spectroscopy, and DFT
study  of  IrO2 demonstrates  that  standard  DFT  can  reproduce  the  results  of  a  range  of
spectroscopic measurements of IrO2 with excellent accuracy. It suggests that the ground state
electronic structure of IrO2 closely follows the model proposed by Goodenough, in which the
long-range anisotropy of the crystal structure that is most readily described in terms of the
connectivity of the IrO2 octahedra, is responsible for the lifting of the degeneracy of the Ir 5d
“t2g”-like orbitals, such that the orbitals denoted t⊥ contribute most of the Ir-centred DOS at the
Fermi level, and the orbitals denoted t || that lie in the plane formed by the shared edges of the
octahedra contribute most strongly to the DOS around 2 eV below EF. It is important to stress,
though,  that  this  does  not  mean that  spin-orbit  coupling  is  unimportant  in  the  electronic
structure of IrO2, as clear signatures of the importance of spin-orbit coupling can be observed
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   ψjeff.=1/2
±                                                     ψ3
± 
in the XAS data, as well as the measurement of a strong inverse spin Hall effect in IrO 2.[18,19]
Moreover, theoretical work has demonstrated that the low energy band structure of IrO2 is
strongly affected by spin-orbit coupling, and for the bands located within 1 eV from the Fermi
level the effect is most notable along the Z-U-R high symmetry line of the Brillouin zone.
[15] However, a key message of the current study is that spin-orbit coupling is not in any way
the “dominant” type of interaction in the electronic structure of IrO2, as has been claimed in
references  [19] and  [20]. Instead, it is more accurately described as a secondary effect that
alters the shape of the Fermi surface in IrO2, but does not bring about any qualitative or major
quantitative changes in the real-space distribution of the electrons around each Ir atom, or the
total DOS on a scale greater than approx. 0.3 eV, both of which are primarily determined by
the symmetry of the rutile lattice.
5.4 Core Level Lineshapes in Photoemission
The chapter  on  the  electronic  structure  of  IrO2 is  concluded  with  a  discussion  of  the
HAXPES core level lineshapes in this material, which exhibit a distinctly asymmetric shape. In
Figure 5.5(a) the Ir 4f and 5p region of the HAXPES spectrum is displayed. This region was
chosen  for  comparison  with  previously  published  core  level  XPS  studies  of  IrO2,  which
primarily focus on the interpretation of the Ir 4f peak shape.[21–36] The most striking feature
of the core levels in IrO2 is that all of the peaks show a strong asymmetry. The most tenable
explanation  for  this  is  formulated  in  terms of  final-state  effects  during  the  photoemission
process, which were already introduced in Section 2.2.6.
It  is  noteworthy  that  fitting  the  Ir  4f core  level  photoemission  peaks  is  inherently
complicated  as  the  Ir  5p1/2 feature  coincidentally  lies  on  top  of  the  4f spin-orbit  doublet.
Interestingly,  this  fact  has  been  completely  ignored  in  the  majority  of  the  core  level
photoemission studies of IrO2.[21,22,24–31,34–36] Omission of the Ir 5p1/2 feature from the fits
can be partially justified by the relatively much lower photoionization cross-section of the 5p
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Figure 5.5 Core level HAXPES spectra of IrO2 recorded at hν = 5414 eV. Each peak has been fitted using
two  main  components:  a  narrower,  more  Gaussian  peak  towards  lower  binding  energy  (labelled
“screened” and shown as solid lines),  and a broader, more Lorentzian peak towards higher binding
energy (labelled “unscreened” and shown as dashed lines).  In addition, there exists a weak satellite
approximately 12 eV to the higher binding energy side of each main peak. The 12 eV satellite is also
visible in the 3d core level spectrum shown in Figure 5.1(c).
electrons,  compared  to  the  4f,  at  the  photon  energies  typically  used  in  laboratory  based
photoemission. However, at hν = 1500 eV, the calculated photoionization cross-section of the
5p1/2 subshell is still  ~3% of the cross-section of the 4f subshell,[3] so even at those photon
energies the 5p1/2 component should be included in the overall fit if quantitative information
about  the  composition  or  the  spectral  lineshapes  is  desired.  At  the  much  higher  photon
energies used in this study, the relative cross-section of the 5p electrons is significantly higher,
so the inclusion of both 4f and 5p components is essential.
Core level photoemission spectra of simple metals can often be fitted using Doniach-Sunjic
(DS) lineshapes that were introduced in Section 2.2.6. However, all attempts to fit the spectra
shown in Figure 5.5 using DS lineshapes were unsuccessful. A similar observation was made
by Wertheim et al in reference [21], who also pointed out that the DS function is only directly
applicable for an energy range in which the density of states is approximately constant, whilst
in IrO2 the DOS changes rapidly with energy around EF. A formalism that allows the real DOS
to be included in the calculation of the core level lineshape has been published in reference
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 (a)                                                                                                 (b)                                  (c)
[37], and Wertheim et al. attempted to use that formalism and the calculated DOS of IrO2 from
reference  [1] to  simulate  the  spectrum  of  IrO2.  However,  this  procedure  did  not  lead  to
satisfactory agreement with experimental data. Instead, they demonstrated, that if a “model
density of states” based on the valence band XPS spectrum, but cut off at approximately 3 eV
below the Fermi level, and set to an adjustable constant value above EF, is assumed, then the
measured Ir 4f  lineshapes can be reproduced with good accuracy. However, it is questionable
to what extent this model can truly represent the spectrum of possible electron-hole excitations
in  IrO2,  particularly  in  light  of  the  knowledge  that  based  on  more  recent  band  structure
calculations and XAS studies the unoccupied DOS in IrO2 is also strongly modulated near the
Fermi level.
In this work, it is shown that the Ir 4f, and other Ir core levels in IrO2 can be fitted in a way
that is consistent with Kotani's model, according to which each core level peak should consist
of two components: a “screened” component at lower binding energy, and an “unscreened”, or
more accurately “poorly screened” component at higher binding energy, that is significantly
lifetime broadened and thus more Lorentzian in shape, as was described in Section 2.2.6. In the
fits shown in Figures 5.5(a-c), constraints were applied to the relative intensities of the two
halves of each spin-orbit doublet, and the relative positions of the main peaks. Good fits were
obtained for various core levels – the detailed parameters are given in Table 5.1. Interestingly,
it  was  found  that  constraining  the  separation  between  the  screened  and  unscreened
components of each individual core line to the same value leads to a rapid deterioration in the
quality of the peak fits. This suggests that the simple plasmon excitation model which has been
shown to be suitable for describing the core level photoemission spectra of PbO 2 and In2O3 is
not appropriate for IrO2.[38,39] 
Very recently, Pfeifer et al have also studied the fundamental aspects of core level pho-
toemission in IrO2.[40] The Ir  4f spectrum measured at  hν = 900 eV was fitted using one
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Table 5.1  The parameters of the fits presented in Figure 5.5.
Peak Position (eV) Area FWHM (eV) %GL (%) 
5p3/2 screened 48.874 4720 2.116 14 
5p3/2 unscreened 49.964 171 56 4.745 90 
5p1/2 screened 64.14 2480 2.100 15 
5p1/2 unscreened 65.29 8990 5.154 78 
4f7/2 screened 61.715 7592 0.767 5 
4f7/2 unscreened 62.368 191900 2.066 100 
4f5/2 screened 64.722 6320 0.845 8 
4f5/2 unscreened 65.400 171300 2.945 85 
4f7/2 satellite 74.515 1233 5.500 78 
4f5/2 satellite 77.522 1011 5.500 84 
4p1/2 screened 579.127 221960 5.154 43 
4p1/2 unscreened 580.690 931599 9.679 70 
4p1/2 satellite 591.744 8627 9.436 73 
4p3/2 screened 495.516 471474 3.769 65 
4p3/2 unscreened 496.941 2021643 6.970 89 
4p3/2 satellite 507.099 121438 9.346 90 
*FWHM stands for the full peak width at half of the maximum peak height, %GL stands for the contribution of
the Lorentzian peak shape to the overall peak area (0% = pure Gaussian, 100% = pure Lorentzian)
Doniach-Sunjic peak and one high binding energy Gaussian satellite separated from the main
line by 1 eV for each half of the spin-orbit doublet, and one additional satellite located 3 eV to
the high binding energy side of the Ir 4f5/2 peak, as shown in Figure 5.6(a). It is noteworthy
that in this fit an odd number of components have been used to fit a spin-orbit doublet. Pfeifer
et al. also used DFT to calculate the electronic structure of a 4  4  4 supercell of IrO2 in which
one 4f core electron has been removed from one of the Ir atoms, to learn about the final state
of the photoemission process. The DOS projected onto the Ir atom with a core hole contains a
sharp peak located at approximately 1 eV above EF (Figure 5.6(b)). It was argued that the 1 eV
satellite that is used in the fit of the experimental spectrum corresponds to excitations from
valence states at EF to the empty states located at 1 eV, however it is not obvious from the data
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Figure 5.6  (a) The Ir 4f core level XPS spectrum of IrO2 recorded at hν = 900 eV. (b) The calculated
partial Ir 5d density of states of IrO2 in the presence of a 4f core hole. The DOS in the absence of the
core hole is shown in the inset. Reproduced with permission from reference [40]
presented  in  reference  [40] why  these  excitations  should  dominate  over  other  possible
electron-hole excitations, particularly as the DOS shown in Figure 5.6(b) takes a very low value
near EF, or indeed whether one-electron excitations in the calculated ground state electronic
structure of a system that contains an Ir 4f vacancy can describe all the relevant final states
that may be reached following the photoemission of a 4f electron. It is also pointed out that
whilst the inset in Figure 5.6(b) shows the Ir-projected DOS of the system with no core holes,
the DOS of the system with a core hole is only plotted over the narrow energy range from −1
to 4 eV in reference [40]. 
It  can  thus  be  concluded  that  the  fundamental  physics  behind  the  characteristically
asymmetric  core  level  line  shapes  in  the  photoemission  spectrum of  IrO2 remains  poorly
understood.  There  is  abundant  evidence  to  suggest  that  the  origin  of  the  asymmetry  is
intrinsic: in reference [21] it was observed that the lineshapes remain unaltered irrespective of
the surface preparation that is applied to the samples prior to measurement, and in the present
work it  was shown that  strongly asymmetric lineshapes  are also  observed at  high photon
energies  when the technique is  considerably less surface sensitive.  However,  at  least  three
different models have been shown to be suitable for fitting the spectra, and in principle, there
are of course countless ways in which combinations of Voigt and other common lineshapes
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(a)                                      (b)
could be used for reproducing the experimental data, and many further opportunities still if all
the different approaches for treating the background, that is supposed to represent the signal
from  the  electrons  that  have  been  inelastically  scattered  before  leaving  the  material,  are
included.  It  is  thus  suggested  that  a  different  approach,  for  example  based  on  the  first
principles modelling of the entire 4f region, or better yet, the 4f +5p region, would be required
to make substantial progress in understanding the mechanism of conduction electron screening
in the core level XPS of IrO2.
5.5 Summary
The electronic structure of IrO2 has been studied using HAXPES, O K-edge XES, XAS and
RIXS, and the spectra have been compared against, and interpreted with the aid of the results
of DFT simulations. It can be said that standard DFT is suitable for the description of the
electronic structure of IrO2, and notably the use of a Hubbard U correction in the calculations
is not appropriate.  The effects of spin-orbit coupling in the electronic structure of IrO 2 are
confined to the states within a couple of eV from the Fermi level – crystal field effects and
band  formation  are  dominant,  and  the  spatial  distribution  of  the  electrons  obeys  the
predictions of a nonrelativistic model.[14] The core level lineshapes observed in photoemission
spectra of IrO2 remain poorly understood: even though the observation of strongly asymmetric
lineshapes in HAXPES, which is more bulk sensitive than standard XPS, further solidifies the
claim that the origin of asymmetry is intrinsic to the bulk material, the detailed mechanism of
the screening response remains unknown.
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Chapter 6
The Electronic Structure of Bi2Ir2O7
This chapter is concerned with the electronic structure of another metallic oxide of iridium,
Bi2Ir2O7. The results of laboratory-based XPS, HAXPES, O K-edge XES and XAS, and Ir L3-
edge RIXS measurements of this material are presented, interpreted in terms of qualitative
electronic structure models, and compared against the results of first principles calculations
performed by B.J. Morgan and D.O. Scanlon. Much of the discussion follows a similar path to
the previous chapter on IrO2, and is specifically concerned with the existence (or lack thereof)
of the jeff = 1/2 state in Bi2Ir2O7; special attention is also paid to the possible role of Bi based
orbitals near the Fermi level. Where appropriate, the results will be compared to the findings of
previous studies of Bi2Ir2O7 that were already reviewed in Section 1.7.2.
6.1 The Basic Interpretation of the Spectra
The Al Kα XPS, HAXPES, O K-edge XES and XAS spectra of Bi2Ir2O7 are shown in Figure
6.1(a). Similarly to the case of IrO2, the principal spectral features can be rationalized in terms
of the local coordination environments of the metal atoms, in this case Ir and Bi, with the aid
of molecular  orbital  diagrams.  The MO diagram of an octahedral  [IrO6]8‒ unit  is  given in
Figure 6.2(a), where the effect of a trigonal distortion, lowering the symmetry from Oh to D3d is
also shown, and the MO diagram of a linear [BiO2]‒ unit is shown in Figure 6.2(b). The smaller
BiO2 unit is chosen instead of BiO6O2 because the two O' atoms are considerably closer to the
central Bi atom (bond distance 2.24  Å) than the six O atoms (bond distance 2.53  Å).[1] A
description of the pyrochlore structure, including the definitions of the O and O' sites can be
found in Section 1.7.2.
The diagram in Figure 6.2(a) is,  of course, the same as the one that was used for IrO 2,
except for the trigonal distortion. Thus, just like in IrO2, the spectral features corresponding to
the Ir-O σ-bonding, π-bonding, π-antibonding and σ-antibonding states can be readily identi-
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Figure 6.1  (a) The O K-edge XES and XAS, HAXPES and Al Kα XPS spectra of Bi2Ir2O7. (b) The Ir L3-
edge XAS spectrum of Bi2Ir2O7.  (c) Ir  L3-edge RIXS spectra of Bi2Ir2O7 recorded at seven different
incident photon energies around the L3 absorption edge.
fied (Figure 6.1(a)) although it should be emphasized that the distinction between  σ- and  π-
bonding  is  not  absolute  under  D3d symmetry.  Interestingly,  the  trigonal  distortion  that  is
always present in pyrochlores lifts the degeneracy of the t2g set such that two of the π* orbitals
remain degenerate, and the third one, of a1g symmetry, lies higher in energy in the case of
compression along the C3 axis.[2] The end result looks very similar to the case of the strong
spin-orbit  coupling  limit.  As  such,  the  relative  importance  of  SOC  in  comparison  to  the
trigonal component of the crystal field in determining the low energy electronic structure of
Bi2Ir2O7 cannot be determined from a simple qualitative analysis of the spectral data.
The diagram in Figure 6.2(b) has been drawn using the currently available knowledge of
bonding in binary post-transition metal oxides. Thus, the energy level of the O 2p orbitals lies
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Figure 6.2  Molecular orbital diagrams of two metal centred structural units that are present in Bi2Ir2O7.
in between those of the Bi 6s and 6p. Experimentally, one should expect that the contribution
of the Bi based orbitals to the valence band could be discerned by comparison of the Al Kα XPS
and HAXPES spectra.  The one electron cross-sections of  the O 2p,  Ir  5d,  Bi 6s and Bi 6p
orbitals  at  hν..=..1487 eV and  7500 eV are  given in  Table  6.1.  (The cross-sections  at  these
energies are obtained from interpolating the data in reference  [3].) It is noted that the O 2p
cross-section is very small at both energies, and that whilst at 1500 eV the Bi 6 s and 6p cross-
sections are much smaller than the Ir 5d cross-section, they decrease much more slowly with
increasing  photon  energy,  and  at  7500  eV  their  values  are  comparable  to  that  of  Ir  5d.
Accordingly,  any  features  that  appear  in  the  HAXPES  spectrum but  are  absent  or  much
weaker in the XPS data can be interpreted as arising from states with significant Bi 6s or 6p
Table 6.1  Calculated one-electron photoionization cross-sections (Barns).[3]
Photon energy (eV) O 2p Ir 5d Bi 6s Bi 6p 
1487 eV 63.80 1844.59 569.30 376.76
7500 eV 0.13 33.82 34.31 20.58
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character.  Since  the  most  notable  difference  between  the  XPS  and  HAXPES  data  is  the
appearance of a strong feature EB ~ 11.5 eV in HAXPES, it is possible to identify this feature as
originating from Bi 6s – O 2p bonding states. The fact that the corresponding feature in the O
K-edge XES spectrum is very weak indicates that these states are mostly of Bi 6s character.
This would suggest that Bi 6s states do not contribute very strongly to the electronic states
near EF, and indeed, there is no clear evidence for the strong involvement of Bi 6s or 6p states
at the top of the valence band, although this assessment is somewhat compromised by the
poorer  quality  (in  terms  of  both  resolution  and  signal-to-noise  ratio)  of  the  XPS  data  in
comparison to HAXPES.
The Ir L3-edge XAS and RIXS spectra of Bi2Ir2O7 are shown in Figures 6.1(b-c). The peaks
at  zero energy loss  that  arise  from elastic  scattering have been subtracted  from the RIXS
spectra, and in addition, the spectra recorded at different incident beam energies have all been
normalized to the height of the most intense (inelastic) peak. Since the lifetime broadening at
the Ir L3 edge is greater than 5 eV, the details of the unoccupied electronic states within a few
eV of the Fermi level are not directly observable in the XAS.[4] The RIXS spectra shown in
Figure 6.1(c) are a lot more feature-rich, which is possible because of the fact that there is no
core hole in the initial or the final states of the RIXS process. However, the assignment of the
RIXS features is complicated, and will be discussed with the aid of theoretical modelling in the
next section.
6.2 Comparison of Experiment and Theory
The details of the theoretical calculations of Bi2Ir2O7 are given below for reference. The
calculations were run in VASP, a cut-off energy of 500 eV was used for the plane wave basis
set, and the  [Xe]4f145d 10,  [Xe] and  [He] cores were used for Bi, Ir and O respectively. The
calculations were deemed converged when the residual forces on the atoms were less than 0.01
eV  Å‒1.  The calculations were performed using the PBEsol exchange-correlation functional
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Figure 6.3   Calculated atom- and l-projected densities of states in Bi2Ir2O7 from DFT calculations with
and without spin-orbit coupling.
both with and without spin-orbit coupling.
The results of the DFT calculations of Bi2Ir2O7 are summarized in Figure 6.3. Similarly to
IrO2, the principal features of the pDOS plots are the same in the calculations with and without
spin-orbit coupling. However, also similarly to the case of IrO2, it is found that SOC does bring
about changes in the details of the Ir 5d pDOS plot that are most significant for the Ir-O π-
antibonding states.
In Figure 4.3 (Section 4.2) it was already shown that the PBEsol + SOC calculations can
reproduce  the  HAXPES and O K-edge  XES spectra  with  great  accuracy,  if  the  effects  of
photoionization cross-sections (HAXPES) or selection rules (XES), experimental broadening
and lifetime effects  are accounted for.  It  was also shown that  reasonable,  but  not as  good
agreement is observed for the O K-edge XAS data, which can be rationalized by noting that
DFT is known to yield a less reliable description of the unoccupied electronic states, and that
the effects of the core hole potential on the valence states, that are known to be important in
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Figure 6.4  A comparison between (a),  the experimental L3 edge RIXS spectra of Bi2Ir2O7,  and (b),
simulated spectra that have been obtained from the application of Equation 4.8 to the Ir 5d pDOS from
the PBEsol + SOC calculations.
XAS,  are  not  included  in  the  calculations.[5] Attention  is  now  turned  to  the  theoretical
treatment of Ir L3 edge RIXS.
In L3 edge RIXS of Bi2Ir2O7 the dipole selection rules allow transitions between the 2p3/2
core level and the 6s1/2, 5d3/2 and 5d5/2 valence levels. However, previous studies indicate that
the p-d channel typically dominates over the p-s channel due to much larger matrix elements,
so only 2p–5d transitions will be considered here.[6,7] Figure 6.4 shows a comparison between
the experimental data and spectra that have been simulated from the 5d pDOS using Equation
4.8. In the simulations, the position of the absorption edge is set at 112 18.0 eV, a value of 5.25
eV is  used  for  the  core hole  lifetime broadening,  based on reference  [4],  and the  lifetime
broadening of valence holes and excited electrons is assumed to be given by Γ = 0.01 E2 + 0.1,
in units of eV. (The same parameter values were used in the simulation of the HAXPES, O K-
edge XES and XAS spectra, shown in Figure 4.3.) It is noted that all of the spectral features in
both the experimental and the theoretical spectra are much broader than the energy resolution
of the dispersive analyzer, which was and 15 meV during these measurements.
Reasonable  general  agreement  between theory and experiment  is  observed in both the
194
(a)                                                                              (b)
energy positions of the spectral features and the evolution of the spectra with incident photon
energy, however the agreement is not as good as what was observed for HAXPES or O K-edge
XES. Also, the level of agreement is worse than what was observed in the O K-edge RIXS of
IrO2. Possible reasons for this will be discussed in the following sections.
Firstly,  spin-orbit  coupling  effects  are  non-existent  for  the  O 1s electrons,  and for  the
present study, negligibly small for the O 2p electrons. On the other hand, for the Ir 2p and 5d
electrons, they are strong, and in the case of the 2p subshell, they are in fact so large that the L2
and L3 edges are separated from each other by over 1600 eV. At the L3 edege, transitions to
both the 5d3/2 and 5d5/2 orbitals are allowed by the j selection rule, but they do not have equal
probabilities. Unfortunately, in the calculations used for the RIXS simulations in this thesis, the
5d3/2 and  5d5/2 contributions  to  the  DOS  cannot  be  resolved,  so  the  effects  of  SOC  are
completely neglected in the theoretical  spectra,  except for what  influence SOC has on the
ground state partial density of states.
Secondly, similarly to the case of the RIXS simulations that were carried out for IrO2, the
effect of the core hole on the unoccupied electronic states is not considered in the theoretical
spectra shown in Figure 6.4(b). However, for IrO2, the O K-edge RIXS spectra were recorded at
incident  energies  very  close  to  the  absorption  edge,  and  the  intermediate  state  lifetime
broadening is much smaller at the O K-edge than the Ir L-edge. As such, only the unoccupied
electronic states within a few eV of the Fermi level were relevant in the simulation of the RIXS
spectra  presented  in  Figure  4.2,  and it  is  noted  that  in  the  O K-edge  XAS of  IrO2,  good
agreement  between theory  and  experiment  was  observed  over  that  range  (Figure  4.1).  In
contrast,  already due to the much greater lifetime broadening at the Ir L3 edge, theoretical
knowledge of the unoccupied electronic states over a much greater energy range is used for
simulating the RIXS spectrum at any incident energy.
The greater lifetime broadening at the Ir L3 edge also makes the neglect of interference
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Figure 6.5   (a)-(d) The division of the Ir 5d pDOS used for probing the nature of the simulated RIXS
features. In each plot the dark blue line indicates the portion of the occupied pDOS, and the dark red
line indicates the portion of the unoccupied pDOS that were used in the corresponding simulation. (e)-
(h) Simulated RIXS spectra corresponding to four different incident photon energies between 112 15 eV
and 112 23 eV, showing the contributions of π*- π*, π*- σ*, “O 2p” - π* and “O 2p” - σ* excitations to the
total intensity in each case.
effects in the derivation of Equation 4.8 a more severe approximation. From Equation 4.2, it
transpires  that  interference  terms  are  most  significant  between  intermediate  states  whose
energy  separation  is  small  compared  to  the  intermediate  state  lifetime  broadening.  Thus,
interference effects can be expected to be a lot more important at the Ir L-edge than at the O
K-edge. Finally, it is noted that self-absorption effects that were discussed in Section 2.5.1 are
not included in the present calculations.
In spite of the shortcomings highlighted above, the agreement between the experimental
and theoretical  data is nonetheless sufficient to justify using the theoretical  calculations to
identify the qualitative origin of the spectral features. To this avail, the Ir 5d pDOS has been
broken up into four distinct regions as shown in Figures 6.5(a-d). Then, in Figures 6.5(e-h) the
simulated RIXS spectra at four different incident photon energies are shown, and in each case
the contributions of the π*-π*, π*-σ*, “O 2p”-π* and “O 2p”-σ* transitions,  that  have been
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derived from applying Equation 4.8 to the truncated partial densities of states shown in Figures
6.5(a-d), are also given. It is noted that the label “O 2p” is here used to describe the region of
the Ir 5d pDOS that is ascribed to O 2p – Ir 5d bonding states.
Based on Figures 6.5(e-h), the RIXS features centered at  1.5 eV energy loss arise from
transitions  within  the  Ir-O π-antibonding  states:  the relative  intensity  of  these  transitions
drops considerably as the incident photon energy is scanned across the absorption edge. The
features arising from π*-σ* excitations (also referred to as crystal field excitations) are centered
at 3.5 eV at incident energies below the absorption edge; as the incident energy is increased,
the spectral weight shifts to higher energy loss, as excitation to σ* states further above the
Fermi level will be at resonance.  The signal at higher energy loss values arises from transitions
in which a hole is created in the Ir 5d – O 2p bonding bands (also referred to as charge transfer
excitations).  It  is  noteworthy  that  the  most  significant  contribution  to  the  disagreement
between the  theory  and  the  experiment  appears  to  be  that  the  relative  intensity  of  these
“charge transfer” features is consistently too high in the simulated data at all photon energies.
This  might  be  interpreted  to  suggest  that  the  covalent  character  of  the  Ir-O  overlap  is
overestimated  by  the  calculations,  but  this  interpretation  is  at  odds  with  the  excellent
agreement  observed  in  XES  and  HAXPES for  both  the  energy  positions  and  the  relative
intensities of the features. Alternatively, it may be that the radial distribution function used for
projecting the Ir 5d DOS onto the atom-centred spherical harmonics is too broad, as the RIXS
matrix elements are only significant in the spatial region defined by the Ir 2p core orbital.
Further work is required for a more definitive understanding of the differences between the
theory and the experimental RIXS data.
6.3 Symmetry Considerations and Bonding in Bi2Ir2O7
At the end of Section 1.7.2, in which the previous work on Bi2Ir2O7 was reviewed, two key
issues  were  identified:  the first  one is  concerned with the  role  of  Bi-based orbitals  in  the
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Figure 6.6  (a-e) The calculated bandstructure of Bi2Ir2O7 from the PBEsol + SOC calculations, where
the projection onto a specific set of spherical harmonics is indicated as the thickness of the lines. (f) The
corresponding pDOS curves.
electronic structure, and specifically asks whether Bi2Ir2O7 is a metal, whereas a number of
lanthanide iridates are not, due to the strong hybridization between the Ir 5d and Bi 6s or 6p
states. The second question is about the applicability of the jeff = 1/2 model to Bi2Ir2O7. These
will now be addressed in turn.
As  was  noted  in  section  6.1,  from  a  comparison  of  the  XPS  and  HAXPES  data  one
concludes that whilst the Bi 6s states contribute strongly to the valence band feature at 11 eV,
there is no experimental evidence in favour of the strong involvement of Bi based states at the
Fermi level. From the DFT calculations it is possible to extract the relative weight of the Bi-
based pDOS, as a percentage of the total DOS at EF, which is found to be approximately 8%.  It
is also noted that for conductivity in the Bi2O' framework the strong involvement of the O' 2p
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orbitals in the states at EF would be required, yet according to Figure 6.6(f) the O' 2p pDOS
takes a very low value at EF. It is therefore concluded that whilst Bi-based orbitals do make a
slight contribution to the DOS at the Fermi level, conductivity in Bi2Ir2O7 arises primarily from
Ir-O π overlap, just like in the lanthanide iridates.
The nature of the chemical bonds in Bi2Ir2O7 can be investigated further with the aid of
Figures 6.6(a-e), in which the contributions of the different atomic orbitals to the individual
bands in Bi2Ir2O7 are indicated on calculated band structure diagrams. Notably, it is found that
there is some hybridization between the Bi 6s – O 2p antibonding states, and occupied Ir 5d
states, but that these states lie approximately 2.0 – 2.5 eV below the Fermi level. The Bi 6p
orbitals  contribute  most  strongly  to  the  bands  above  EF,  and  in  particular  they  are  very
strongly hybridized with the Ir 5d – O 2p σ-antibonding states. These observations highlight
that in compounds with the same structure, but a different transition metal with a different d-
electron count, the contribution of the Bi orbitals may be crucial to the conductivity, even
though they are  not  in  Bi2Ir2O7.  In  fact,  the crucial  role  of  post-transition metal  (TM) ns
orbitals  in reducing the band gap in mixed oxides of a d0 transition metal  and a post-TM
element in the n ‒ 2 oxidation state, as compared to the band gap in the corresponding binary
TM oxide, is well known, and widely utilized as a design strategy for making new visible-light
active photocatalytic materials.[8–11] The results also indicate that Bi 6p orbitals may play a
strong role in the low-energy physics of Bi2Pt2O7 which would have one extra d-electron per
B-site compared to Bi2Ir2O7.
To answer the question of why Bi2Ir2O7 is conductive, whilst several lanthanide iridates
that  adopt  the  pyrochlore  structure are  not,  it  is  sufficient  to  consider  simple  geometrical
trends. Firstly, in the lanthanide pyrochlore series it is observed that the materials undergo a
changeover from insulating to metallic behaviour as a function of the radius of  the A-site
cation, as shown in Figure 6.7. From Figure 6.7 it is also apparent that Bi3+ lies well over to the
metallic  side  of  the  boundary.  A  structural  property  that  can  be  related  to  the  Ir-O  π*
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Figure 6.7  The temperature of the metal-to-insulator transition in pyrochlore iridates as a function of
the ionic radius of  the A-site cation.  Redrawn from reference  [17] with the datapoint  for Bi2Ir2O7
added. The ionic radii are from reference [16].
bandwidth in a more direct way is the Ir-O-Ir bond angle – in general, the closer to 180° the
angle, the greater the bandwidth. Unfortunately, reliable experimental data about the positional
parameter that defines the location of the O atoms, and hence also the Ir-O-Ir bond angle, is
not available for all lanthanide iridates, however it is noted that in a comparative study of
several Ru and Ir pyrochlores Koo et al.  found that the Ir-O-Ir angle in Pr2Ir2O7,  which is
metallic is greater than the angle in Nd2Ir2O7, which has an insulating ground state, and that
the corresponding angle in Bi2Ir2O7 is greater still.[12]
To evaluate, whether the jeff = 1/2 state can be formed in Bi2Ir2O7, it is insightful to consider
the calculated partial densities of states shown in Figure 6.3. It is found, that even when spin-
orbit coupling is not included in the calculations, the DOS that corresponds to the Ir-O  π*
states is split in an approximately 2:1 ratio into two peaks, separated by about 1.0 eV. The
calculated bandstructure shown in Figure 6.8 also shows that the two DOS features centered at
1.0  eV and  0.0  eV originate  from different  bands.  When SOC is  turned on,  the  situation
remains similar, but an additional splitting of the peak at 1.0 eV into two peaks separated by
approximately 0.5 eV is observed. Similarly, in the bandstructure plot two groups of bands can
be identified, one centered at 1 eV and the other centred at 1.5 eV, with only slight overlap.
These results can be compared to the predictions of the single-site Hamiltonian given in
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Figure 6.8  The low-energy region of the calculated bandstructure of Bi2Ir2O7,  from the calculations
with and without SOC.
reference  [13].  According to  this  Hamiltonian,  under  the combined influence of  spin-orbit
coupling and a trigonal crystal field, the Ir-O π-antibonding orbitals are split into three non-
degenerate levels with energies given by Equations 6.1-6.3.
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Where λ is the spin-orbit coupling constant, and Δ is the trigonal part of the crystal field. If
λ is equal to zero, E(3,4) and E(5,6) are degenerate, and the energy difference between E(3,4),E(5,6)
and  E(1,2) is equal to  Δ. Now, if it is assumed that the splitting of the t2g-states observed in
Figure 6.3(b) can be ascribed to the effect of the trigonal field, thereby giving Δ = 1 eV, and λ is
taken to be 0.5 eV, then one obtains that E(3,4) – E(1,2) ≈ 1.0 eV, and E(5,6) – E(1,2) ≈ 1.4 eV. These
values are similar to the splittings observed in Figure 6.3(a), which suggests that there is a
correspondence between the DFT results and the model Hamiltonian. It should be noted that
the bandwidth of the  π-antibonding bands (~1 eV) is similar in magnitude to the spin-orbit
splitting, and the splitting caused by the trigonal distortion, so there are inherent limitations to
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using a single-site Hamiltonian to describe the low energy electronic structure of Bi2Ir2O7.
It would be good to also directly analyze the spatial properties of the results of the DFT
calculations. In a trigonally distorted octahedral environment, the choice of basis functions for
representing  the  d-orbitals  becomes  a  non-trivial  matter:  a  suitable  set  would  have  two
properties: firstly, all orbitals would transform as one of the irreducible representations of the
relevant point group, and secondly, the orbitals would, if possible, be chosen such that they
would predominantly participate in either π-bonding or σ-bonding with the ligand orbitals. A
suitable set that satisfies these properties under D3d symmetry is given in Equations 6.4-6.8.
Here,  the  3-fold  symmetry  axis  is  defined  as  the  z-axis,  and  the  x-axis  lies  in  the  plane
determined by the symmetry axis  and one of the M-O bonds.  However,  unfortunately,  the
built-in functionality of  VASP only allows the results  to be projected onto the pre-defined
(standard) set of d-orbitals, and not linear combinations thereof.
a1g  = d z (6.4)
e g
π(1)  = (√2dx  −y   +  dxz)  / √3 (6.5)
e g
π(2)  = (√2dxy  −  dyz)  / √3 (6.6)
e g
σ(1) = (dx  −y   − √2dxz) / √3 (6.7)
e g
σ(2) = (dxy  +  √2dyz)  /√3 (6.8)
Nonetheless,  based on the previous  discussion,  and also the knowledge that  significant
deviations from the jeff = 1/2 state are observed in other pyrochlore iridates, it is reasonable to
assume that the jeff = 1/2 state is also not observed in Bi2Ir2O7. The minimal statement that can
be said with confidence is that the previous observations of references [14] and [15], that the
degeneracy of the t2g* states is lifted in Bi2Ir2O7, can not be interpreted as evidence for the
existence of the jeff = 1/2 state in Bi2Ir2O7, as a large splitting of ~1 eV is also observed in the
calculations  without  SOC, and the same calculations with SOC have been shown to  yield
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excellent agreement with the experimental O K-edge XES and HAXPES data.
6.4 Summary
The results of the present study suggest that, in contrast to the commonly accepted view, O
2p-mediated hybridization between the Ir 5d and Bi 6s/6p states does not play a major role in
stabilizing  the  itinerant  state  in  Bi2Ir2O7.  Instead  it  is  found  that  conductivity  arises
predominantly from Ir 5d – O 2p π-antibonding overlap, just like in the lanthanide iridates,
and that the conductive nature of Bi2Ir2O7 is entirely consistent with the geometrical trends
observed in the other pyrochlores. It is also found that the currently available experimental and
theoretical data suggests that the low energy electronic structure of Bi2Ir2O7 deviates strongly
from the predictions of the  jeff = 1/2  model, although further work is still required to give a
definitive  account  of  the  spatial  distribution  of  the  low-lying  electronic  states  in  Bi2Ir2O7.
Finally, it is noted that throughout the preceeding discussion, only the effects that are present
in  stoichiometric  and  perfectly  ordered  Bi2Ir2O7 have  been  considered,  whereas  previous
structural studies have indicated the presence of Bi and O' vacancies in this compound, and
also  shown  that  there  are  large  (dynamic)  displacements  of  the  Bi  atom  from  its  high
symmetry position.[1,14] In future studies it would be of interest to consider how these factors
affect the electronic structure and properties of Bi2Ir2O7.
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Chapter 7
High Pressure Photoemission
All of the photoemission spectra presented in Chapters 4-6 were recorded under pressures
of ~10‒8 mbar or below. In this chapter, the detection of photoelectrons from a sample that is
held under a considerably higher pressure will be considered. Specifically, Section 7.1 provides
an overview of the performance tests  that  were carried out on the Scienta R4000 HiPP-2
analyzer; then in Section 7.2 the issue of the pressure profile that is formed at the boundary
between the analysis chamber and the first pumping stage is analyzed in detail; and finally in
Section 7.3 some results from high pressure photoemission measurements of IrO2 in a humid
atmosphere  will  be  presented  and  briefly  discussed.  The  general  aspects  of  high  pressure
photoemission  were  already  covered  in  Section  2.4,  and  the  instruments  used  for  the
measurements presented in this chapter were described in Sections 3.4-3.5.
7.1 Testing Data from the Prototype HiPP-2 Spectrometer
An essential part of the operation of a high pressure photoelectron spectrometer is the
ability to maintain a pressure difference of several orders of magnitude between the analysis
chamber  and the  first  pumping  stage  of  the  differential  pumping  system.  The  maximum
pressure difference that can be reached is determined by several factors, including the nature
of  the  gas,  the size  of  the  aperture  connecting the chambers,  and the  throughput  of  the
pumps that pump the lower pressure chamber. In Figure 7.1,  the experimentally recorded
pressure in  the  first  pumping  stage  is  plotted against  the  pressure  of  N 2 in  the  analysis
chamber  for  three  different  aperture  sizes:  0.3  mm,  0.5  mm and  0.8  mm (diameter).  As
expected, the steepest pressure gradient is achieved for the smallest cone, and for example
with the 0.3 mm cone and a pressure of 10 mbar in the analysis chamber, the pressure in the
first pumping zone is found to be a factor of 2  104 lower. Attention is now turned to the
spectral  performance  of  the  instrument  under  high  pressure  conditions.  A  number  of
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Figure 7.1 (Left) The pressure in the first pumping stage against the pressure in the analysis chamber for
three different first aperture sizes. Figure 7.2 (Right) The evolution of the Ag 3d core level spectrum of a
polycrystalline silver foil with the pressure of the surrounding N2 atmosphere.
measurements were performed on a  polycrystalline Ag foil held at room temperature under
the atmosphere of dry N2 gas to monitor the effect of elevated pressure on both the intensity
and the shapes of the spectral features. A series of spectra showing the evolution of the Ag 3d
core level spectrum as the pressure of N2 in the analysis chamber is increased are shown in
Figure 7.2. In Figure 7.3, the spectra at high vacuum and 30 mbar are shown normalized to the
same peak intensity and overlaid. It is noteworthy that as the pressure is increased, both the
positions of the peaks and their FWHM are found to remain unchanged to within the error of
the measurement. 
The valence band region of the photoelectron spectrum of Ag foil is shown in Figure 7.4.
The  blue  curve  is  the  spectrum  recorded  under  high  vacuum,  whereas  the  dots  are  the
spectrum measured under a 2.2 mbar nitrogen atmosphere. Again, the two spectra are found to
be very similar. (Features corresponding to photoemission from gaseous nitrogen are found at
binding energies above 12 eV, as shown in reference [1].) 
Further details about the performance of the instrument can be found in reference [1]. In
addition, a description and evaluation of the “swift acceleration” lens mode that was used for
the measurements shown in Section 7.3 is provided in reference  [2]. Briefly, in this mode a
positive bias is applied to the second aperture of the differential pumping system in order to
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Figure 7.3 (Left) The Ag 3d spectrum of a silver foil measured under vacuum, and under a 30 mbar
nitrogen  atmosphere,  normalized  to  the  same peak  intensity.  Figure  7.4  (Right)  The  valence  band
spectrum  of  a  silver  foil  measured  under  vacuum,  and  under  a  2.2  mbar  nitrogen  atmosphere,
normalized to the same peak intensity.
increase the collection efficiency of the analyzer. This is particularly critical for the detection of
low kinetic energy photoelectrons under high pressure, as in the 102 eV range the mean free
path of photoelectrons through a gas is found to shorten considerably with decreasing kinetic
energy.[3]
7.2 The Pressure Profile Around the Sample and the First Aperture
In all of the measurements presented in the previous section, the sample was positioned at
a distance of one aperture diameter from the entrance aperture of the differential pumping
system. A shorter distance would be ideal for minimizing the attenuation of the signal due to
inelastic  scattering  of  the  photoelectrons  by the  gas  molecules.  However,  if  the  sample  is
brought too close to the aperture, the local pressure at the sample surface will differ from the
value measured in the back of the chamber, and there may also exist a pressure gradient along
the plane of the sample. Both of these effects complicate the analysis of the data considerably,
and are  thus  best  avoided.  It  would be desirable  to  determine the  optimal  position of  the
sample during measurements, where the attenuation of the photoelectron signal is minimized
as far as reasonably possible, without compromising the required level of knowledge or control
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of the actual pressure at the sample surface.
7.2.1 Previous Work on Determining the Pressure Variations
Presently, the experimental practise follows the analysis presented in the paper by Ogletree
et al.,[4] who derived the centre-line pressure profile for flow through a circular orifice in an
infinitely thin plane, under the conditions of pure molecular flow:
p( l)  = 
1
2
p0(1 − l√1 + l2 ) (7.1)
where p(l) denotes the pressure at distance l, where the positive direction of l points towards
the analyzer. p0 is the pressure at the back of the analysis chamber. The profile is illustrated in
Figure 7.12 on page 219 and also in Figure 7.6 (dashed line).
It  is  instructive  to  consider,  whether  the  application  of  the  molecular  flow  regime  is
appropriate for the experimental situation in modern spectrometers. The transition from free
molecular  flow to  macroscopic  continuum flow is  described  by  the  Knudsen  number,  Kn,
defined as the ratio between the mean free path of the gas molecules, λ, and the characteristic
length scale of the flow, L.[5]
Kn  = 
λ
L
(7.2)
For  Kn < 0.01, i.e. when the mean free path of the molecules is much smaller than the
characteristic length scale, the continuum formulation of fluid dynamics holds and the Navier–
Stokes  equations  can  be  used to  model  the  flow.[5] In contrast,  when  Kn >  10,  collisions
between gas molecules are rare, and the physics of free molecular flow apply. Intermediate
Knudsen numbers are more difficult to treat, although in the range 0.01 < Kn < 0.1 the Navier–
Stokes equations can still yield reasonable results, if the no-slip boundary condition at solid
surfaces is relaxed. This is the so-called “slip flow” regime.[5]
In a high pressure photoelectron spectrometer, the characteristic dimension can be taken as
the diameter of the aperture, which is here chosen to be 0.3 mm. The operating pressures of
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interest are in the millibar range. The mean free path of nitrogen molecules can be obtained
from Equation 7.3, and is equal to 68 μm at 1 mbar and 2.3 μm at 30 mbar.[6]
λ  =  
kBT
√2πd2p
(7.3)
where  λ denotes  the  mean  free  path,  kB is  the  Boltzmann  constant,  T is  the  absolute
temperature, πd2 is the collision cross-section of the molecule and p is the pressure.
The obtained Knudsen numbers are 0.23 at 1 mbar and 0.01 at 30 mbar, indicating that the
assumption  of  free  molecular  flow is  probably  not  very  accurate,  and  that  at  the  highest
operating pressures the continuum flow models should be expected to yield reasonable results.
Numerical simulations of flows and pressure profiles based on the continuum equations can be
readily performed using commercial computational fluid dynamics packages, and via the use of
partial slip boundary conditions it is also possible to similarly model slip flow. Such simulations
also allow one to consider more realistic geometries for the flows than a circular orifice in an
infinitely thin plane. Indeed, in a real photoelectron spectrometer the aperture is located at the
end of a cone, rather than in a flat wall; the walls of the cone also have a finite thickness, and
the flow through the aperture can be affected by the presence of the sample and the sample
holder in the near vicinity.
There have also been some previous efforts to experimentally verify the true pressure at the
sample surface during a high-pressure photoemission experiment.  The first  of  the reported
methods is based on observing the adsorption-desorption isobars of the condensation of a gas
on the sample. If the pressure/temperature behaviour of the process being studied is known,
the  pressure  at  the  sample  surface  can  be  estimated  from  the  apparent  behaviour,  and
compared  to  the  background  pressure  measured  in  the  chamber.  In  the  paper  titled
“Controlled-Atmosphere Photoelectron Spectroscopy”, Grunze et al. recorded the temperatures
at which ice multilayers are formed at different background pressures and compared them to
the vapour pressure of water at those temperatures.[7] The real pressure at the sample was
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estimated  to  be  approximately  an  order  of  magnitude  lower  than  the  pressure  at  the
manometer. This relatively large difference could be explained by the fact that the sample-to-
aperture distance (1.2 mm) was relatively small compared to the size of the aperture (5.4 mm 
0.89 mm) in the instrument that was used. The authors also pointed out the effect of cooling of
the gas in the vicinity of the sample surface by heat transfer to the liquid nitrogen-cooled
sample rod.
The second type of method, also used in reference  [7], is based on an adaptation of the
Beer–Lambert law for the attenuation of electrons passing through a gaseous atmosphere:
I  = I0e
−pd/λ (7.4)
where I0 is the original intensity, I is the transmitted intensity, p is the pressure in Pascal, d is
the path length of the electrons through the gas in meters, and λ is the electron mean free path
at unit pressure in Pa  · m. They recorded core level spectra at different background pressures,
and then calculated the mean free paths from the slope of a plot of −ln  (I/I0) against pressure.
Under the assumption that the attenuation of the elastic photoelectron flux is solely due to
ionization processes,  ionization cross-sections were also obtained for different gases,  which
could in turn be compared against literature values. However the formulation of the Beer–
Lambert law given in Equation 7.4 is directly applicable for regions of constant pressure only.
For a region of varying pressure, the same formulation can only be used if the concept of an
effective path length is introduced, but in general, the effective path length that the electrons
traverse through the gaseous atmosphere is not known  a priori.  Effective path lengths can
themselves be obtained from experimental data using Equation 7.4, if the nominal pressure and
a tabulated mean free path for photoelectrons of a given kinetic energy are used, but this
procedure does not yield any information about the actual pressure at the sample surface.[8,9]
7.2.2 Theoretical Methods
To gain a more detailed understanding of the pressure profiles formed, theoretical simu-
lations of the flow through the entrance aperture of the differential pumping setup of a high
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Figure 7.5  A 2D projection of the geometry used in the simulations. The green walls with inwards
arrows are inlet boundaries, the yellow walls with outwards arrows are outlet boundaries, and the black
walls,  corresponding to  the  cone and the  sample,  are  wall  boundaries.  The dashed  horizontal  line
through the centre denotes the symmetry axis.
pressure photoelectron spectrometer were performed using the commercial computational fluid
dynamics package Star-CCM+ v.9.04.011 (CD-Adapco).† The geometry used for the simulations
is  based  on  an  axisymmetric  model,  whose  cross-section  is  shown  in  Figure  7.5.  In  the
geometry used, a wall boundary is placed in the close vicinity of the aperture, and flow is only
allowed to enter from the sides. The wall boundary represents the sample, which is assumed to
be  much  larger  than  the  size  of  the  aperture,  as  is  the  case  in  most  high-pressure
photoemission experiments.
The size of the simulation cell is considerably larger than the region with steep pressure
gradients,  to ensure that it  would not affect the outcome of  the simulation in the area of
interest (i.e. near the cone). It has been verified that enlarging the simulation cell further does
not affect the outcome of the simulation. The symmetry about the axis was also used as a
boundary  condition  for  the  simulations,  i.e.  all  of  the  simulations  are  performed  in
axisymmetric space. The implicit unsteady time integration scheme with a time step of 10−4 s
was used, and the centre line pressure profiles were found to converge to a steady state in all
† I (the author of this thesis) have set up and run all of these simulations, and analyzed all of the results, but
considerable assistance was received from Paul Bruce and Peter.  E Vincent (Department  of  Aeronautics,
Imperial College London) in choosing the appropriate theoretical models for this work. In this section, the
details of the calculations are presented for completeness.
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simulations. The results given in this chapter are for calculations where the laminar flow model
was used, but the Reynolds stress turbulence model with quadratic pressure strain was also
tested, and the calculated pressures along the symmetry axis differed by less than 1% of the
base pressure. The use of the laminar flow model can be further justified a posteriori by the
results of the simulation at 30 mbar, from which a Reynolds number of 290 can be calculated
for flow through a 0.3 mm aperture. The coupled flow solver is used, and the fluid is modelled
as an ideal gas with the physical parameters of nitrogen.
The gas inlet type used was a stagnation inlet, and the outlet type used was a pressure
outlet. The pressure at the inlet was set to 30 mbar, 9.4 mbar or 5.0 mbar as required. The
pressure at the outlet was set to 10−3 mbar, which is similar to the actual pressures measured
in the 1st differential pumping stage during high pressure experiments.[1,10,11] Varying the
outlet pressure in the range 10−4 mbar to 3  10−3 mbar had a negligible effect on the obtained
pressure profiles near the sample region. The temperature at the inlet was set to 300 K in all
simulations. To ensure numerical stability a minimum allowable pressure for one simulation
cell was set to 10−4 mbar. Lower values down to 10−8 mbar were tested and did not affect the
outcomes  of  the  simulations,  when  stable,  but  frequently  lead  to  the  divergence  of  the
solution.
The trimmer and prism layer meshers were used for generation of the volume mesh. The
base size of the mesh was 0.05 mm, and two additional levels of volumetric controls were used
to create a finer mesh in the close vicinity of the aperture, such that at the aperture plane, the
cell size was 0.0125  mm. A finer mesh with a base size of 0.03 mm was also tested to ensure
the resolution of the mesh did not affect the outcome of the simulation. The thickness of the
prism layer was set to 100% of the base size, and 6 prism layers with a scaling factor of 1.1
were used. The combination of the volumetric controls and the prism layer mesher ensured
that there were approximately 36 cells across the width of the aperture.
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Two  types  of  wall  boundary  conditions  were  employed.  For  simulations  using  the
macroscopic continuum flow assumption, a no-slip boundary condition is applied, forcing the
layer of fluid in immediate contact with the wall to have zero tangential velocity. For slip flow
simulations,  this  no-slip  boundary condition  was  relaxed.  The implementation  of  slip-flow
simulations in Star-CCM+ is described next. Relaxing the no-slip boundary condition at solid
surfaces  results  in  a  discontinuity  in  the  velocity  at  the  surface,  which  is  described  by
Maxwell’s slip equation (Equation 7.5).[5]
U       =  
2− σ
σ
λ [ ∂U∂ y ]y= 0 (7.5)
where  Uwall is  the  tangential  slip  velocity,  σ is  the  tangential  momentum accommodation
coefficient, λ is the mean free path and y is the distance normal to the wall. Instead of σ, a “slip
coefficient” α is sometimes used, such that α = (2 − σ) / σ.[12] A somewhat different formulation
of the slip equation is used in the present work:
U       +  mKn[ ∂U∂ n ]n =0=  0 (7.6)
where  Kn is the Knudsen number and  m is a positive constant characterizing the molecular
interaction of the gas with the wall. However, these formulations become equivalent by setting
y = −n and  m = αL,  where  L is  the  characteristic  length  scale  of  the  flow.  Following  the
recommendations of references  [12,13], a value of  α = 1.15 was used for the slip coefficient,
corresponding to a tangential momentum accommodation coefficient (TMAC) of approximately
σ = 0.93.
For the implementation of slip-flow in Star-CCM+, it is also necessary to also consider the
relationship between the tangential velocity at the wall surface, and the tangential velocity at
the centre of a nearby simulation cell. It is assumed that for sufficiently small distances from
the surface, the derivative of the tangential velocity component with respect to the distance
normal to the surface is constant. In that case,
213
wall
wall
U cell = Uwall  +  ncell [ ∂U∂n ]n= 0
(7.7)
U cell = −mKn[ ∂U∂ n ] n= 0+ ncell [ ∂U∂ n ]n= 0
Noting that the positive direction of  n points into the wall,  ncell = −Δn,  where  Δn is the
separation between the centroid of the cell and the wall.
U cell = (−mKn −Δn ) [ ∂U∂n ]n= 0= (−mKn − Δn)
Uwall
−mKn
(7.8)
Uwall = 
mKn
Δn + mKn
U cell = 
mKn /Δn
1 + (mKn /Δn)
Ucell
For any particular simulation, values of the Knudsen number and the constant m are first
determined. Then, a vector field function is created, which relates the tangential velocity in a
cell close to the wall to the tangential wall velocity. This vector field function is then applied as
the tangential velocity specification to the wall boundaries along which slip-flow is simulated.
7.2.3 Experimental methods
The  experimental  apparatus  used  for  the  photoemission  measurements  has  been
characterized in Sections 3.4 and 7.1. During the measurements presented in Section 7.2, the
following procedure was followed in order to determine the distance between the sample and
the entrance aperture. The sample is first moved right up to the aperture, whilst the X-ray
source is on and one of the core level XPS peaks from the sample is monitored. When the
analyzer count rate drops to zero, it is assumed that the sample is touching, or very close to
touching the aperture. At the same time, the sample and the cone can be visually monitored
through  a  view port  in  the  analysis  chamber.  Then,  using  the  manipulator  the  sample  is
retracted  to  the  desired  position.  If  this  procedure  is  followed  carefully,  the  real  distance
between the  sample  and the  aperture  should  always  be slightly  larger  than the  measured
distance, as the count rate will drop to noise level due to almost all of the X-ray beam being
blocked just before the sample and the aperture come into physical contact.
214
Figure 7.6  Pressure profiles along the axis of symmetry obtained using different tangential velocity
boundary conditions for  wall  boundaries.  The molecular  flow result  for  the  ideal  geometry  is  also
included for comparison.
7.2.4 Results and Discussion
In Figures 7.6-7.9, the pressure profiles, 2D pressure maps, 2D Mach number maps and 2D
velocity maps are shown for two simulations: one using the no-slip boundary condition, and
the other using the Maxwell slip boundary condition. The other models and parameter values
used in the simulations are listed in Table 7.1.
In  Figure  7.6  the  pressure  profile  from  Ogletree  et  al.  has  also  been  displayed  for
comparison. As expected, at 30 mbar, the results of the simulations using the no-slip boundary
condition  or  the  Maxwell  slip  boundary  condition  are  very  similar.  The difference  in  the
boundary conditions can be best seen in the zoomed version of Figure 7.9, where a stationary
Table 7.1  Physics models and parameter values used in the simulations shown in
Figures 7.6 – 7.9.
Sample-to-cone distance 0.3 mm
Aperture width 0.3 mm
Pressure outlet conditions 10‒3 mbar, 300 K
Stagnation inlet conditions 30 mbar, 300 K
Minimum cell pressure 10‒4 mbar
Flow physics model Coupled flow
Gas physics model Ideal gas
Turbulence specification Laminar
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Figure 7.7  2D pressure maps obtained using different tangential velocity boundary conditions for wall
boundaries.
Figure 7.8  2D Mach number maps obtained using different tangential velocity boundary conditions for
wall boundaries.
fluid layer (blue in colourmap) against the aperture wall is present for the no-slip simulations,
but not in the other case. However, the calculated centre-line pressure profiles do clearly differ
from that obtained for molecular flow in the idealized geometry. For the slip-flow simulation at
30 mbar, the pressure at the aperture plane is 18.59 mbar, or 62.0% of the pressure in the
analysis chamber, far away from the aperture; and the pressure at the sample surface at the
point of the symmetry axis is 29.85 mbar, or 99.5% of the pressure away from the aperture. A
comparison of the results of the slip-flow simulations at three different pressures and a range
of sample-to-cone distances is given in Table 7.2.
Attention is now turned to the experimental verification of the calculated pressure profiles.
For  this,  a  simple  method  is  used  that  involves  monitoring  the  intensity  of  a  specific
photoemission peak at high pressure, as the distance between the sample under study and the
first aperture of the differential pumping system is varied. This dependence of the intensity on
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Figure 7.9  2D velocity maps obtained using different tangential velocity boundary conditions for wall
boundaries. In the zoomed in images one can observe the contrastingbehaviour in the close vicinity of
the cone aperture: for the no slip case, a stationary fluid layer is maintained against the aperture walls,
whereas in the Maxwell slip case, no such stationary layer is present.
the position of the sample contains information about the attenuation of the photoelectron
signal when travelling through the gas phase, which can be analyzed using an adapted version
of the Beer–Lambert law. A series of spectra measured at different sample positions, showing
the Ag 3d5/2 core level peak of a polycrystalline silver foil measured under 5 mbar nitrogen
atmosphere, are shown in Figure 7.10. It is evident that the intensity of the photoemission peak
Table 7.2  Results of the slip flow simulations for different base pressures and sample-to-cone distances.
Base pressure:        5.0 mbar        9.4 mbar         30 mbar
Sample 
position (mm)
Sample 
position (R)
p at sample
(mbar)
% of 
base p
p at sample
(mbar)
% of 
base p
p at sample
(mbar)
% of 
base p
0.15 1.00 4.23 84.6 8.55 90.9 28.88 96.3
0.20 1.33 4.60 92.1 8.99 95.6 29.50 98.3
0.25 1.67 4.77 95.4 9.18 97.6 29.74 99.1
0.30 2.00 4.85 97.0 9.26 98.5 29.85 99.5
0.40 2.67 4.93 98.7 9.34 99.4 29.95 99.8
0.60 4.00 4.98 99.5 9.39 99.9 29.99 100.0
1.00 6.67 5.00 100.0 9.40 100.0 39.00 100.0
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Figure 7.10  (Left) XPS spectra of a polycrystalline silver foil showing the Ag 3d5/2 region, measured
under a 5 mbar N2 atmosphere, as the separation between the sample and the first aperture of the
differential pumping setup was varied. Figure 7.11  (Right) Intensity of the X-ray beam at the point of
the sample, as a percentage of the intensity under conditions of high vacuum, plotted as a function of
pressure in the analysis chamber.
depends  strongly  on  the  position  of  the  sample,  but  this  dependence  is  in  general  rather
complex as it results from a combination of multiple factors, including the intensity of the
incident X-ray beam, the collection efficiency of the electron energy analyzer and, in the case
of operation under high pressure, the attenuation of both the incident X-rays as well as the
emitted photoelectrons as they travel through a high pressure atmosphere. To eliminate the
influence of “instrumental” factors, a similar series of spectra was acquired under high vacuum
conditions, where attenuation of the signal due to scattering can be assumed to be negligible,
keeping  other  parameters  (sample  position,  beam  intensity  and  alignment,  acquisition
parameters)  unchanged.  All  of  the  differences  between  the  spectra  at  high  vacuum  and
elevated pressures can then be attributed to two causes: attenuation of the incident X-ray beam
before hitting the sample, and attenuation of the photoelectron signal along the path from the
sample to the analyzer. Of course, in a general scenario, one would also have to consider the
possibility of the formation of an adsorbent overlayer under high pressures which would mask
some  of  the  signal  originating  from  the  underlying  sample,  or  indeed  the  possibility  of
chemical changes occurring at elevated pressures. However, for the study of a polycrystalline
silver foil under a molecular nitrogen atmosphere at room temperature these effects can be
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Figure 7.12  A schematic showing the integration regions used in Equation 7.11, overlaid on the theo-
retical pressure profile obtained from molecular flow simulations. The position l0 is chosen such that in
region 1 the pressure remains approximately equal to the pressure in the bulk of the analysis chamber.
safely ignored.
The effect of the attenuation of the incident X-ray beam in the gas phase is easily obtained
by  reference  to  photodiode  measurements  of  the  intensity  of  the  X-ray  spot  at  various
pressures (Figure 7.11), adapted from the data published in reference [1]). In this Chapter, to
eliminate the effect of the attenuation of the X-ray beam, all of the reported signal intensities
have been normalized to the same actual incident X-ray intensity at the position of the sample.
This  procedure  leaves  attenuation  of  the  photoelectron  signal  due  to  scattering  of  the
photoelectrons in the gas phase as the only factor which causes the signal intensity at elevated
pressures to  be lower than that  under  high vacuum. As such,  the intensity of  any photo-
emission peak under high vacuum,  Is,  can be treated as the “original” intensity, before any
attenuation of  the photoelectron beam has  occurred,  of  the same peak recorded under  an
elevated pressure. Attention is now turned to the quantitative analysis of the attenuation.
For an infinitesimal path length, dl, the attenuation of the signal, dI, is given by the Beer–
Lambert law in terms of the signal intensity,  I, the concentration of the absorbing species,  c,
and the absorption coefficient of the absorbing species, α (Equation 7.9).
dI  =   cIdl (7.9)
To find an expression for the intensity of the signal that reaches the detector, as a function
of  Is,  it  is  necessary to  integrate  Equation 7.9  across  the entire path length of  the photo-
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Figure 7.13  (Left) Negative logarithm of the intensity of the Ag 3d5/2 photoemission peak, normalized
to the intensity in high vacuum, plotted against distance between the sample and the first aperture of
the differential pumping system. The datapoints for both 9.4 and 5 mbar lie on a straight line, indicating
that in the region of the datapoints the pressure remains constant within the error of the measurements.
Figure 7.14  (Right) A plot of αp0 vs  p0 for measurements of both the Ag 3d5/2 and the Au 4f7/2 core
levels  corresponding  to  photoelectrons  emitted  with  a  kinetic  energy  of  1116  eV  and  1399  eV
respectively.  As  expected,  the  slope  of  the  line,  equal  to  the  value  of  the  attenuation  coefficient,
decreases with increasing electron kinetic energy.
electrons, allowing for the fact that the exact pressure profile along this path is unknown. To
simplify the problem, we consider this path to consist of two distinct regions, chosen to lie on
either side of position l0, as shown in Figure 7.12.
The position  l0 is  chosen such that in region 1 (l <  l0)  the pressure remains effectively
constant and equal to the pressure measured in the bulk of the analysis chamber, whereas in
region 2  (l >  l0)  the pressure is  in  general  a  function  of  position.  Furthermore,  all  of  the
photoelectrons are treated as though they travelled along the shortest straight line from the
sample  through  the  middle  of  the  differential  pumping  apertures.  This  is  justified  by  the
relatively small angular acceptance of the instrument of ±13°, limited by the size of the second
aperture (cos(13°) ≈ 0.97).
Integrating Equation 7.9 across the path length of the photoelectrons from the sample ( l =
s) to the detector (l = f) gives:
∫
s
f
dI  =  ∫
s
f
−   p( l)Idl (7.10)
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For convenience the pressure of the gas, p, is used instead of the concentration c, which is
justified  as  long  as  the  gas  behaves  approximately  like  an  ideal  gas.  The  proportionality
constant for p vs c is absorbed into the attenuation coefficient α. Provided the sample is located
in region 1, such that s < l0, the right hand side can be rewritten as a sum of two integrals. By
definition in region 1 p = p0.
∫
s
f
d ln(I) = −  ∫
s
l0
p0dl  − ∫
l0
f
p(l)dl (7.11)
If it is first assumed that the pressure profile at l > l0 is independent of the position of the
sample, the second term on the right hand side is independent of s and can therefore be treated
as a constant. Thus, defining l0 − s = x as the coordinate of the sample along the principal axis:
ln( I fIs ) = −   p0x + C (7.12)
Accordingly,  provided  all  of  the  sample  positions  are  chosen  in  the  region  where  the
pressure is effectively constant, a plot of − ln ( If /Is ) vs x should give a straight line with a slope
αp0. Such plots are shown for two different pressures in Figure 7.13, and it can indeed be seen,
that the experimental data points fit well to a straight line in both cases (coefficient of determi-
nation > 0.999).
These results indicate that in the region more than one diameter of the aperture away from
the  first  aperture  the  pressure  does  indeed  remain  constant  within  the  error  of  the
measurements. To estimate the magnitude of this error, alternative slopes were fitted between
any two consecutive data points in the data series. Such an analysis yields a variance of up to
±12%, indicating that the present method would be insensitive to pressure fluctuations of a
smaller magnitude. Nevertheless, these results provide supporting experimental evidence to the
prediction that  the pressure at  distances greater than 1 diameter of  the aperture from the
aperture should be no less than ca 90% of the pressure at the back of the analysis chamber.
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Figure 7.15  A comparison of the experimentally observed attenuation of the Ag 3d5/2 photoemission
signal at different pressures and sample positions with the theoretical curves for −  ln(If /Is) vs d in units
of  R,  obtained using the experimentally determined attenuation coefficient  and either  the  pressure
profiles from the slip-flow simulations or the molecular flow expression from reference [4].
According to Equation 7.12, the slopes of the lines in Figure 7.13 are equal to αp0. A plot of
αp0 vs p0 should also yield a straight line with a slope equal to the attenuation coefficient. In
Figure 7.14, such plots are shown for two sets of data, one corresponding to the Ag 3d core
level electrons emitted at a kinetic energy of 1116 eV, and the other corresponding to Au 4 f
core level electrons emitted at a kinetic energy of 1399 eV. Straight line plots are found in each
case, and as expected, the attenuation coefficient is found to decrease with increasing electron
kinetic energy. Alternatively, if it is assumed that attenuation of the photoelectron signal arises
solely  from gas  phase  ionization processes,  Equation 7.9  can be  rewritten in terms of  the
scattering cross-section,  ς, and the number density of the gas atoms,  Ng /V (Equation 7.13).
Table 7.3  A comparison of published scattering cross-sections for electrons in N2 gas.
Kinetic energy Scattering cross-section Source
1116 eV 1.26  10‒20 m2
This work
1399 eV 8.74  10‒21 m2
1200 eV 1.87  10‒20 m2 [16]
1296 eV 1.65  10‒20 m2
[17]
1444 eV 1.49  10‒20 m2
886 eV 9.9  10‒21 m2 [11]
1000 eV 2.13  10‒20 m2 [18]
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Following substitution of the ideal gas law and rearrangement (Equation 7.14), photoelectron
scattering cross-sections in nitrogen are obtained for the two kinetic energies. These can be
compared to literature values for the total (elastic + inelastic) scattering cross-sections for elec-
trons of similar energy in nitrogen gas (Table 7.3). It should be noted that in the present case
some elastically scattered electrons may still reach the detector, however, their contribution to
the overall signal is expected to be minor due to the narrow acceptance angle of the analyzer.
dI  = −ς
N  
V
Idl (7.13)
ς = 
αRT
N  
(7.14)
Knowledge of the obtained attenuation coefficients allows one to obtain the “theoretical”
curves for If / Is vs distance plotted in Figure 7.15 as dashed and dotted lines. For this,  Equation
7.9 has been integrated over the path of the electron using either the molecular flow equation
for the pressure profile, or the pressure profiles from the Star-CCM+ simulations, and the  α
value  determined  from  Figure  7.13.  For  the  molecular  flow  case,  the  integration  can  be
performed analytically (Equations 7.15-16), whereas for the simulated pressure profiles it is
done numerically, independently for every simulation corresponding to a different sample-to-
cone distance. It should be emphasized here that this procedure is only meaningful as long as
the value of α has been obtained without making any assumptions about the pressure profile in
the region where p < p0, as is the case in the present work. In Equations 7.15-16 the distance l
is expressed in units of R, where R is the radius of the 1st aperture. For consistency the value of
the attenuation coefficient α also needs to be expressed in units of Pa−1 R−1.
∫
f
dI  =  ∫
f
−   p( l)Idl  ≈ ∫
 
 ∞
−   p( l)Idl
(7.15)
p( l)  = 
1
2
p0(1 − l√1+l2 )
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∫
 
f
d ln(I) = − 1
2
p0   ∫
 
 ∞
(1− l√1+ l2 ) dl (7.16)
ln
I
I
 = − 1
2
p0   (√s +1 − s )
It is finally noted that the present analysis is reliant on the fact that the kinetic energy of
the photoelectrons remains approximately constant in the region where there is a significant
gaseous atmosphere, i.e. where a significant amount of signal attenuation occurs. This is true
for the standard operation mode of the HiPP-2 analyzer, used for the measurements in this
paper, as no electric fields are applied between the first and the second apertures. It is not true
for the swift acceleration lens tables that have been optimized for maximum throughput.[2]
From  Figure  7.15  it  is  apparent  that  the  molecular  flow  pressure  profile  vastly
underestimates  the  amount  of  signal  attenuation  that  occurs  between  the  sample  and the
analyzer.  The slip-flow simulations  do  considerably  better,  but  the  total  amount  of  signal
attenuation is still somewhat underestimated. There are three likely reasons for this. Firstly, in
the simulation geometry perfect pumping is assumed for gas molecules that hit the boundaries
beyond the first aperture. In practise, there is a likelihood that molecules may collide off the
walls  of  the  chamber  or  the  second  aperture  cone,  which  is  not  accounted  for  in  the
simulations.  The  manometer  in  the  first  pumping  stage  in  the  experimental  apparatus  is
mounted between the apertures and the turbopump entrance so the pressure reading is likely
an  underestimate  of  the  actual  pressure  at  the  second  aperture.  Secondly,  it  was  noted
previously that the procedure for experimentally determining the distance between the sample
and the aperture always produces a slight underestimate of the actual distance, although the
magnitude of the error should be much smaller than what would be required to account for the
difference  between  the  theoretical  and  experimental  curves  in  Figure  7.15.  Thirdly,  it  is
assumed in the calculations that all electrons travel along the symmetry axis of the analyzer,
whereas in practise the finite angular acceptance means that the paths of some electrons are
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longer, resulting in greater signal attenuation.
7.2.5 Conclusions
To summarize  the  findings  of  the presented simulations,  it  is  noted  that  at  a  working
distance of 1 aperture diameter, the pressure at the sample surface was always no less than
∼95% of the pressure measured at the back of the chamber. A working distance of 2 diameters
ensured that the pressure at the sample surface was at least ∼98.5% of the pressure at the back
of the chamber, but typically more than 99%. These values are broadly similar to the previous
findings based on the molecular flow model. However, the calculations also indicate that there
is a general  tendency for the pressure drop at the aperture to become steeper, as the base
pressure of the chamber is raised. For example, for a base pressure of 30 mbar anda 0.3 mm
cone, the calculated pressure at the sample surface is over 96% of the base pressure even if the
sample-to-cone distance is just 0.15 mm, whilst at 5 mbar, at the same working distance the
pressure at the sample surface along the symmetry axis is just ∼84% of the base pressure, and
there also exists a significant pressure gradient along the plane of the sample.
Finally,  it  is  hypothesized that  under  certain special  circumstances it  could actually  be
advantageous to deliberately measure at a working distance much shorter than the aperture
diameter.  A  shorter  sample-to-aperture  distance  will  in  general  mean  a  steeper  pressure
gradient  along  the  symmetry  axis,  and  the  steeper  the  pressure  gradient,  the  weaker  the
attenuation of the signal for a given actual pressure at the point of measurement. The use of an
excitation source with a spot size that is much smaller than the aperture would also ensure that
under  the  illuminated  area,  the  pressure  and  temperature  can  be  expected  to  be  nearly
constant, even if considerable variations exist across the whole sample. Further experimental
and theoretical work is required, though, to verify whether this strategy would be practicable
for  extending  the  pressure  range  under  which  high-pressure  photoelectron spectra  can  be
recorded.
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7.3 High Pressure Photoelectron Spectroscopy of IrO2
The Chapter on high pressure photoemission is concluded with a discussion of some work
performed on IrO2 under a humid atmosphere. The motivation for investigating wet interfaces
of IrO2 stems from its excellent catalytic properties that were discussed in Section 1.3, and the
ultimate aim of this endeavour would be to obtain a detailed mecahnistic understanding of the
oxygen evolution reaction on IrO2,  in the hope that such knowledge could be used for the
reasoned design of superior catalysts in the future. A lot of work has already been carried out
in this field, and some of it was also reviewed in Section 1.3. The particular advantages of high
pressure  photoemission  stem from the  ability  to  obtain  experimental  data  concerning  the
composition, the chemical state of the species, and the electronic structure of the near-surface
region of the sample under a variety of conditions including those that closely mimic an actual
electrochemical device in operation.
7.3.1 Previous Work
There has been one previous high pressure photoemission study of IrO2 under a humid
atmosphere, whose results were published in reference  [14]. The sample under study was a
full electrochemical cell, the details of which are described in  [14]. The working electrode of
the cell was covered in IrO2 nanoparticles and that was the side from which spectra were
obtained. The results of the study are reproduced in Figures 7.16-7.17. The O 1s core level
spectra recorded under vacuum, a 10 Torr (13.3 mbar) H2O atmosphere, and a 10 Torr H2O
atmosphere with a potential of 1.75 V applied between the working electrode and the platinum
counter-electrode are displayed in Figure 7.17(a).  It  was argued in reference  [14],  that  the
spectrum measured under vacuum corresponds to the hydroxide-free surface;  the spectrum
under 13.3 mbar H2O corresponds to the hydroxylated surface, and when a positive bias is
applied, the concentration of hydroxide species on the surface is reduced. The Ir 4f spectra,
under a 13.3 mbar H2O atmosphere at open-circuit voltage, and an applied voltage of 1.75 V
are shown in Figure 7.16. The spectrum under vacuum was not shown in reference [14], but it
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Figure 7.16 (Left) The Ir 4f core level region of the XPS spectrum of a working electrode covered in IrO2
nanoparticles. Spectra recorded at hν = 390 eV are shown in (a)-(c), and spectra recorded at hν = 760 eV
are shown in (d). In (a),  the spectra measured under a 13.3 mbar H2O atmosphere at OCV and an
applied voltage of 1.75 are overlayed; in (b) and (c) the fits of the same two spectra are shown. 
Figure 7.17 (Right) The O 1s core level region of the same sample as in Figure 7.16. Spectra recorded in
vacuum at OCV, under a 13.3 mbar H2O atmosphere at OCV and under a 1.75 V applied potential are
overlayed  in  (a).  In  (b)  the  region  where  the  peak  corresponding  to  gas  phase  oxygen  is  shown,
indicating that oxygen evolution occurs at 1.75 V. In (c) Fits of the spectra shown in (a) are displayed.
Both figures are reproduced with permission from reference [14].
was claimed that  humidification  alone  did  not  bring about  any noticeable  changes  in  the
spectrum. The major difference between the spectra at open circuit voltage (OCV) and 1.75 V
applied potential was the appearance of additional intensity towards the high binding energy
side of both halves of the spin-orbit doublet. In reference [14] this was interpreted as evidence
for the formation of  Ir  in the +5 oxidation state during the water oxidation reaction. This
assignment was justified by noting that previously, a binding energy shift of 1.4 eV has been
observed between the +4 and +6 oxidation states in Ir,[15] and the difference between the
additional fitted peaks in Figure 7.16(c), and the main lines corresponding to Ir 4+ is found to
be approximately half of that value. It  is also in agreement with the mechanism for water
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oxidation on IrO2 proposed by Rossmeisl et al.,[16] where Ir in the +5 oxidation state is part of
a key intermediate (see also Section 1.3), and similarly, in an in-situ XAS study of IrO 2 it was
also found that some Ir in the +5 oxidation state is formed during the course of the catalytic
activity.[17] However,  it  should  be  noted,  that  in  contrast,  in  reference  [18],  Pfeifer  et  al.
recorded core level photoemission spectra of crystalline and amorphous IrO2, and used density
functional theory to analyze the recorded binding energies to find that the additional intensity
observed to the higher binding energy side in amorphous IrO2 actually stems from Ir in the +3
oxidation states. That is to say, Pfeifer et al. suggested that between the +3 and +4 oxidation
states, a "negative chemical shift" is observed in the core level XPS of IrO2.
7.3.2 Results and Discussion
In this work core level high pressure photoemission using a laboratory-based X-ray source
were used to study IrO2 under vacuum and a 1.0  ‒ 2.5 mbar H2O atmosphere. (A description of
the experimental apparatus is given in Section 3.5.) In these measurements a polycrystalline
pellet was used as the sample, although the construction and use of a working electrochemical
cell for in-operando measurements would be of interest for future work. 
The Ir 4f core level spectra recorded under high vacuum (~10–8 mbar measured at the start
of the experiment), 1 mbar of H2O, 2.5 mbar of H2O, and after pumpdown are shown in Figure
7.18, normalized to the same peak intensity. The measurement parameters used are given in
Table 7.4. The four lineshapes are very similar, although there is a small increase in intensity
on the low binding energy side of the peaks at 2.5 mbar that remains after pumpdown. As the
difference between the four spectra is only very slight, it can nonetheless be argued that upon
exposure to water vapour no major changes are brought about in the local electronic structure
at the Ir sites in the near-surface region. A series of O 1s core level spectra are shown in Figure
7.19.  It  is  noteworthy  that  two  clearly  distinguishable  peaks  are  observed  already  under
vacuum. However, in comparison to reference [14], these peaks are much sharper, and indeed
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Figure  7.18 (Left)  The  Ir  4f region  of  the  XPS  spectrum  of  a  polycrystalline  IrO2 pellet.  After
normalization to the same peak intensity, the spectra  recorded in vacuum, during exposure to water
vapour, and after pumpdown look very similar. Figure 7.19 (Right) The O 1s region of the XPS spectrum
of a polycrystalline IrO2 pellet. The peak betseen 535 – 537 eV is assigned to water in the gas phase.
The inset shows the gas phase peaks at 1 mbar and 2.5 mbar normalized to the same peak height.
the FWHM of the combined lineshape (~2 eV) is similar to that of the lineshape observed in
reference [14]. When 1 mbar of water vapour is introduced, the feature at ~531 eV is found to
become more intense, and additional intensity is also found at higher binding energies. The
peak corresponding to gas phase water is also observed at 535.7 eV. The features between
531.5-534 eV gain further intensity when the vapour pressure of water is increased to 2.5 mbar,
and the gas phase peak is also found to become relatively more intense, as one should expect. 
Interestingly, between 1 mbar and 2.5 mbar the gas phase peak is also found to shift to a
higher binding energy, whereas the main peak of IrO2, attributed to the bulk oxide, remains
constant at  ~530.1 eV. These kinds of shifts have been previously observed in reference [19],
and can be attributed to changes in the work function of the sample, or possibly the analyzer
front cone near the sample. Immediately after leaving the sample, the kinetic energy of the
photoelectrons  is  given by Equation 7.17.  However,  as  the electron moves  away from the
Table 7.4  The measurement parameters used for the HiPPES study of IrO2.
Size of first aperture 0.8 mm
Analyzer pass energy 100 eV
Analyzer entrance slit 1.5 mm  30 mm
Analyzer lens mode Swift acceleration
Acquisition mode Swept
Energy step 50 meV
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immediate vicinity of the sample, into a chamber, then its kinetic energy in eV will change by
an amount that is determined by the contact potential between the sample and the chamber
walls (Equation 7.18). In a differentially pumped spectrometer, the electron will pass through a
number of chambers between reaching the analyzer hemisphere, and each time it will gain or
lose kinetic energy due to the contact potential between the two chambers. However, as shown
in Equations 7.17-7.20, the final kinetic energy at the analyzer is unaffected by the trajectory
of the electron and always given by Equation 7.20, which is the same as Equation 2.19 in
Section 2.2. In particular, it is noted that changes in the work functions of the walls of the
analysis chamber or the first differential pumping stage, which are quite possible if reactive or
strongly absorbing gases are used in the measurements, do not affect the kinetic energy of the
photoelectrons from the Fermi level at the point of measurement, as long as the conditions
within the analyzer hemisphere remain unchanged over the course of the measurements. The
end result does not depend on the number of pumping stages either. (The effect of applied
potentials within the analyzer pre-lens is neglected in Equations 7.17 – 7.20 as their effect will
be the same irrespective of whether the electrons originate from a solid or gaseous sample, and
is accounted for in the calibration of commercial instruments.) 
In the case of a photoelectron emitted from a gas phase atom within the analysis chamber,
however, the kinetic energy at the point of photoemission is immediately referenced to the
Table 7.5  The kinetic energy of an electron emitted from the sample at various points along its path.
At the sample: EK = hν − EB − φsample (7.17)
In the analysis chamber:
EK = hν − EB − φsample − (φa−cham − φsample) =
= hν − EB − φa−cham
(7.18)
In the pumping stage:
EK = hν − EB − φa−cham − (φpumpzone − φa−cham) =
= hν − EB − φpumpzone
(7.19)
In the analyzer:
EK = hν − EB − φpumpzone − (φanalyzer − φpumpzone) =
= hν − EB − φanalyzer
(7.20)
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Table 7.6  The kinetic energy of an electron emitted from the gas at various points along its path.
In the analysis chamber: EK = hν − EB (7.21)
In the pumping stage: EK = hν − EB − (φpumpzone − φa−cham) (7.22)
In the analyzer:
EK = hν − EB − (φpumpzone − φa−cham) − 
(φanalyzer  − φpumpzone) = hν − EB + φa−cham  − φanalyzer ≈
 ≈ hν − EB + φsample  − φanalyzer
(7.23)
vacuum level of the analysis chamber. Therefore, at the point of detection, its kinetic energy is
given by Equation 7.23. If it is assumed that the majority of the photoelectrons emitted from
the gas atoms originate from the region of space very close to the sample – this is a reasonable
assumption for both the X-ray source and the analyzer have been optimized to maximize the
intensity  originating  from  the  sample  position  –  then  the  work  function  of  the  analysis
chamber can be replaced by the work function of the sample. Therefore, as stated previously,
the  kinetic  energies  of  the  photoelectrons  from the  gas  are,  somewhat  counterintuitively,
dependent  on  the  work  function  of  the  sample,  whereas  the  kinetic  energies  of  the
photoelectrons from the sample itself are not. 
The observation that between 1 mbar and 2.5 mbar, the gas phase peak is found to shift
towards lower kinetic energy suggests that between those two scans the work function of the
sample decreased by 0.15 eV. It is hypothesized that this change in sample work function is
indicative of  the formation, or evolution,  of  an electrified interface,  i.e.  an electrochemical
double-layer, between the sample and the ultrathin film of condensed water molecules, but
much more work would be required for a definitive account of these changes. If this is true,
however, the potential gradient formed perpendicular to the sample surface would also need to
be considered in the interpretation of all spectral features that arise from adsorbed species,
hydroxide-like or otherwise.
A puzzling aspect of Figure 7.19 is that the additional intensity towards the high binding
energy side of the "main" oxide peak is not found to disappear, or even decrease, when the
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Figure 7.20 (Left) Survey spectra of the polycrystalline IrO2 pellet. The spectrum labelled “before” was
recorded immediately after introducing the sample into the vacuum chamber; the spectrum labelled
“after” was recorded after the measurements in vacuum, and under a humid atmosphere were finished,
the cell had been pumped down to vacuum, and flooded with nitrogen gas for 2h. Figure 7.21 (Right) A
zoomed version of the figure on the left, showing the Ir 4d5/2 and C 1s peaks.
system is returned to vacuum, and even after flushing the cell with nitrogen for 120 minutes.
This seems to suggest that the additional intensity cannot be ascribed to weakly interacting
species such as physisorbed mono- and multilayers of H2O. A comparison of the survey spectra
recorded before and after the sample was exposed to water vapour within the spectrometer
shows that the intensity of the carbon peak increased during the course of the measurements,
relative to the intensities of the other peaks (Figures 7.20-7.21). Unfortunately, high resolution
scans of the C 1s region were not taken during these measurements, but an examination of the
C 1s peaks in the survey spectra shows no evidence of carbonates, that are expected to show
up at ~ 289 eV, and suggests that the signal can probably be attributed to a weakly interacting,
“adventitious” carbon layer, formed mostly of hydrocarbons, and giving rise to a peak centred
at 285 eV.[20]
It therefore remains unclear, why exposure to a maximum of 2.5 mbar of water vapour
inside  the  instrument  should  bring  about  an  irreversible  change  to  the  surface  of  a
polycrystalline IrO2 pellet that has been previously exposed to the laboratory atmosphere, for
2.5 mbar of H2O amounts to a relative humidity of just  ~10% at room temperature.[21] It is
possible  that a thin overlayer of frozen H2O is formed and maintained at the sample surface
due to the cooling of the gases, either at introduction into the high pressure cell, or upon being
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pumped from the high pressure cell into the 1st pumping stage through the aperture that is
located in close proximity to the sample surface. Further work, in which the temperature of the
sample is monitored in situ, and the dependence of the spectra on the sample temperature and
the  distance  between  the  sample  and  cone  is  monitored,  would  be  required  to  test  this
hypothesis.
The  results  of  those  preliminary  measurements  highlight  some  interesting  points.  For
example, the appearance of two strong peaks in the O 1s spectrum of the as-presented sample
would suggest that the sample is indeed strongly hydroxylated already from the exposure to
water vapour in air. This is not surprising for a metal oxide that is a potent oxygen evolution
catalyst, and indeed in a number of metal oxides it is found that the surface hydroxide peak
lies 1-2 eV higher in binding energy than the peak corresponding to bulk O2‒.[22] The peak
assigned to the bulk oxide ions lies at approximately 530.1 eV, in agreement with reference
[23], whereas the main peak in the spectrum of the as-presented sample in reference [14] is
centered at ~532 eV. This observation suggests that the O 1s peak of the as-presented sample
observed in reference  [14] does not correspond to the "pristine" surface, but indeed that the
surface of the nanoparticles is also strongly hydroxylated, which would also be consistent with
the very large FWHM of the O 1s peak observed in reference  [14]. The extent and effect of
sample  cooling  due  to  the  vicinity  of  the  differentially  pumped aperture  warrants  further
investigation, as a  solid understanding of  this  phenomenon would be valuable for all  high
pressure photoemission studies. Finally, the changes in the surface work function, as evidenced
by the shift of the gas phase peak, are of great interest in their own right, and certainly deserve
to be studied further.
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Chapter 8
Conclusions
The principal aim of the studies presented throughout this thesis was to learn about the
electronic structures of the metallic iridates IrO2 and Bi2Ir2O7, and considerable progress has
been made in this regard. The first issue that was addressed in Chapters 4-6 was to establish,
which quantitative theoretical models are suitable for the description of these materials. To
answer this question, a range of spectroscopic techniques were applied to IrO2 and Bi2Ir2O7,
and the results were compared against simulated spectra that were derived from the results of
band structure calculations performed by collaborators. The findings can be summarized as
follows: in general,  density functional theory, combined with the one-electron treatment of
spectroscopic processes can predict the appearance of the spectra with a high level of accuracy,
especially for the techniques that probe (under the assumption of one electron transitions) the
occupied electronic states, i.e. PES and XES. Particularly good agreement is observed if final
state lifetime effects are taken into account. 
It  has  been previously observed that  the  assumption of  a  model,  in  which the  inverse
lifetime of the final state of a spectroscopic process is assumed to scale as a simple function of
(E ‒ EF), where  E is the energy of a hole in the valence band or an excited electron in the
conduction band, can lead to a remarkable improvement in the agreement between theory and
experiment.[1,2] Several new examples of this, including the cases of IrO2 and Bi2Ir2O7, were
given in Chapter 4. In addition, in Section 4.1, a new formalism was developed that allows final
state lifetime effects to be also included in band-structure based RIXS calculations via Equation
4.8 (reproduced below, the definitions of the symbols are given in Section 4.1).
F(Ω,ω) ∝ ∫ dϵ      ∫dϵ    
ρ(ϵ     )ρ' (ϵ  )
(ϵ      − ϵ   + Ω)
2  +  ( Γ 2   / 4)
 × 
( Γ      /2π)
(ϵ     − ϵ    + Ω − ω)
2  + ( Γ 2  / 4)
(4.8)
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Equation 4.8 was shown to be very successful in reproducing the O K-edge RIXS data of
IrO2,  and  also  moderately  successful  in  reproducing  the  Ir  L-edge  RIXS  in  Bi 2Ir2O7,  as
discussed in Sections 4.2 and 6.2. In Section 5.2 the effect of the choice of models within DFT
on the agreement between theory and experiment was considered for IrO2, and it was found
that  the  simplest  calculations  using  a  non-hybrid  exchange-correlation  functional,  and  no
Hubbard U correction, yielded the best results in this instance. 
Once good quantitative agreement between the theory and the experimental data had been
established, attention was turned to the qualitative evaluation of the electronic structures of
IrO2 and Bi2Ir2O7. In the introductory chapter it was said that iridates are of interest from a
fundamental  perspective due to the similarity of multiple energy scales,  including those of
orbital overlap, correlations and spin-orbit coupling. In light of this, one should consider how
the different types of interactions manifest themselves in the resultant electronic structures.
Already from the physical properties of IrO2 and Bi2Ir2O7, materials that remain metallic down
to  the  lowest  temperatures,  one  can  infer  that  in  these  oxides  orbital  overlap  and  band
formation dominate over the effects of electron-electron repulsion. Moreover, the fact that the
introduction of a Hubbard U correction into electronic structure calculations of IrO2 makes the
agreement between theory and experiment worse for all U values further validates the notion,
that bulk IrO2 behaves like a typical weakly correlated material.
The role of spin-orbit coupling in these materials was considered next. For a number of
iridates it has been proposed that the effect of spin-orbit coupling is captured by a single-site
model  for  a  d5 transition  metal  ion  with  strong  spin-orbit  coupling  in  an  even  stronger
octahedral field, whose ground state carries a total effective angular momentum of  jeff  = 1/2.
However, this model is only exact for the case of perfect cubic symmetry about the central Ir
atom, which is not present in the crystal structures of neither IrO2 nor Bi2Ir2O7. In this study it
was shown for both  IrO2 and  Bi2Ir2O7 that the experimentally recorded splitting of the t2g*
manifold is reproduced by the calculations with spin-orbit coupling, but also by those without,
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which demonstrates that that the non-cubic terms of the crystal field are of (at least) a similar
magnitude to SOC in these materials.  For  IrO2,  it  was further shown, that even if  SOC is
considered,  the resultant  electronic  structure still  conforms closely to  the model  electronic
structure  for  conductive  rutile  oxides  proposed  by  Goodenough,  in  which  the  long-range
symmetry of the lattice is the driving force behind the loss of degeneracy of the pi-antibonding
electrons.[3] It was also shown that the results of the calculations presented in reference [4], in
which it was claimed that IrO2 hosts a close realization of the jeff  = 1/2 state, in fact prove that
the low energy electronic states in IrO2 deviate strongly from perfect cubic symmetry, in spite
of  the  deceptively  large  value  of  the  overlap integral  ∣〈ψjeff.=1/2
±∣ψ3±∣2 of  0.9.  It  should be
stressed however, that the present results do not in any way show, that the effects of spin-orbit
coupling are not important in IrO2 and Bi2Ir2O7, for there is clear experimental and theoretical
evidence of the opposite, but they simply highlight that the jeff  = 1/2 picture is too limiting to
capture the low energy physics of these materials in a way that is even qualitatively correct. A
special point of interest with regard to  Bi2Ir2O7 is the role of Bi centred orbitals in the low
energy electronic states. In contrast to the claim made in several previous studies that O 2p
mediated hybridization between the Ir 5d and the Bi 6s or 6p orbitals is crucial to the metallic
conductivity observed in Bi2Ir2O7,[5–7] the results presented in Chapter 6 show that in fact the
contribution of Bi 6s and 6p states to the DOS at the Fermi level is fairly low, but that the
conductivity of this material can be readily explained solely in terms of Ir 5d – O 2p overlap.
Finally,  Chapter  7  of  this  thesis  focussed  on high pressure photoelectron spectroscopy.
Here, one of the long term aims would be to use this technique to probe the surface chemistry
of both IrO2 and Bi2Ir2O7 under realistic reaction conditions for oxygen evolution from water,
for both of these materials have been shown to be amongst the best known water oxidation
catalysts, and indeed the results from some preliminary high pressure measurements of  IrO2
were presented in Section 7.3. However, for high pressure photoemission is still a relatively
young  technique,  most  of  the  chapter  was  focussed  on  more  fundametal  aspects  of  the
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measurements themselves. In particular, the issue of the pressure profile that is formed in the
vicinity of the sample and the first aperture of the differential pumping system was analyzed in
detail in Section 7.2 – reliable knowledge of this pressure profile is absolutely essential for
making optimal use of differentially pumped high pressure photoemission spectrometers, as
only with this knowledge can one determine the optimal distance at which the sample should
be placed from the cone. If a distance that is too short is chosen, the conditions at the point of
measurement may deviate strongly from those recorded in the back of the chamber, making
the interpretation of the recorded data considerably more complicated. In contrast, at distances
that are too long, valuable information is needlessly wasted, as the direct photoemission signal
drops exponentially with the distance that the electrons must travel through the high pressure
region. In Section 7.2, a combination of experiments and theoretical modelling in the form of
computational fluid dynamics (CFD) simulations was used to tackle this issue, and a selection
of the results are tabulated in Table 7.2. The present study is a significant step forward from
the previously used result (Equation 7.1) that is based on the analysis of free molecular flow
through a circular orifice in an infinitely thin wall.[8] Specifically, in the CFD simulations, a
much more realistic geometry can be considered, where the infinitely thin wall is replaced with
a cone of finite thickness, and the sample which is always present, and close to the aperture, is
also included. In addition, physics models that are much more appropriate for cone sizes of the
order of 0.1 – 1 mm and pressures in the mbar range, than free molecular flow, were employed.
However, the work is not yet finished, and in particular the issues of heat transfer between the
sample and the cone, and cooling due to the expansion of the gas into vacuum very close to the
sample require further investigation.
Other aspects where further work is still required were highlighted throughout the various
Chapters. For example, the theoretical simulations of the XAS and Ir L-edge RIXS spectra did
not yield agreement with experiment that is as good as what was observed for PES, XES, and
O K-edge RIXS for excitation energies close to the absorption edge, and the role of the core
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hole potential on the unoccupied electronic states in particular is something that should be
considered  in  future  calculations.  Similarly,  the  present  understanding  of  the  core  level
photoelectron spectra of IrO2 and Bi2Ir2O7 is still very limited. It would also be of significant
interest to apply Equation 4.8 to a number of other systems in order to probe the generality of
this approach, or to combine it with theoretical methods in which the final state lifetimes are
evaluated directly, instead of being derived from an approximate empirical model as was done
in this work.
Experimentally, in order to further our understanding of the electronic structures of  IrO2
and Bi2Ir2O7, measurements on single crystals or epitaxial thin films of these materials would
be required. In particular, the use of angle resolved photoelectron spectroscopy (ARPES), and
polarization dependent HAXPES, would allow one to obtain direct experimental information
about the distribution of the electrons in reciprocal space and real space respectively. In the
view of the author of the present thesis, the latter technique in particular has a lot of unused
potential in the field of solid state physics, and would be well suited for the study of almost any
material whose electronic structure is of interest, so long as a suitable sample can be prepared,
and the material exhibits the required level of conductivity and stability that are necessary for
a successful photoemission experiment.
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