Abstract. Let X be a nonsingular variety defined over an algebraically closed field of characteristic 0, and D be a free divisor. We study the motivic Chern class of D in the Grothendieck group of coherent sheaves G0(X), and another class defined by the sheaf of logarithmic differentials along D. We give explicit calculations of the difference of these two classes when: D is a divisor on a nonsingular surface; D is a hyperplane arrangement whose affine cone is free.
introduction
Let X be a nonsingular complex variety, let D be a free divisor, and let U = X D be the open complement of D in X. The present paper aims to compute the following class
, where G 0 (X) denotes the Grothendieck ring of algebraic coherent sheaves on X, mC y is the motivic Chern class transformation (see section 2), and Ω p X (log D) is the sheaf of logarithmic p-forms along D (see section 3). Here and in the rest of the paper, instead of writing [F ] for the image of a coherent sheaf F in G 0 (X), we will simply write F , for the ease of notation.
The primary motivation for our computation is the following comparison theorem [Lia] .
Theorem 1.1. Let X be a nonsingular algebraic variety defined over an algebraically closed field of characteristic 0, let D be a free divisor of linear Jacobian type, and let U = X D be the open complement of D in X. We have
in A * (X).
In this formula, the left side is the Chern class transformation of the indicator function on U (which sometimes is also called the Chern-Schwartz-MacPherson class of U ), the right side is the total Chern class of the sheaf of logarithmic derivations along D, and A * (X) is the Chow group of X. The formula is in particular true for locally quasi-homogeneous free divisors. See section 3 for more explanation on this formula.
As will be explained in section 3, the difference class (1) is a K-theoretic lift of the difference c * (1 U ) − c(Der X (− log D)) ∩ [X]. So Theorem 1.1 raised our expectation that (1) might be zero for free divisors of linear Jacobian type. If the expectation were true, applying the Todd class transformation would give us an alternative prove of equation (2) in A * (X) ⊗ Q. However, it is unfortunately not the case except for SNC divisors. We will compute the class (1) when D is a curve on a nonsingular surface in section 4, and when D is a projective hyperplane arrangement whose affine cone is free in section 5. Nevertheless, the difference class (1) will represent a vanishing class for free divisors of linear Jacobian type, in the sense that after applying the generalised Todd class transformation td (1+y) * to (1) and specialising y to −1, the class (1) becomes 0 in A * (X) ⊗ Q. This is an easy consequence of theorem 1.1 and our discussion in section 3.
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Hirzebruch classes of singular spaces
For a nonsingular complete complex variety X, the Hirzebruch χ y -genus is a polynomial in a parameter y with rational coefficients. Assigning −1 to y, the value of the polynomial equals the topological Euler characteristic of X. Similarly, assigning 0 to y, the value of the polynomial equals the arithmetic genus of X. And moreover, assigning 1 to y, the value of the polynomial thereof equals the signature of the complex manifold X.
Recently, the motivic Chern class transformation and the Hirzebruch class transformation were introduced by Brasselet-Schurmann-Yokura. These characteristic class transformations generalise the Hirzebruch χ y -genus, are applicable to singular spaces, and unify the Chern class transformation theory of MacPherson-Schwartz, the Todd class transformation theory of Baum-Fulton-MacPherson, and the L-class transformation theory of CappellShaneson. We will provide here the basic formulation of the Motivic Chern class transformation and Hirzebruch class transformation, in view of our applications in the rest of the paper. For a complete treatment of the theory, the readers are referred to [BSY10] .
Definition 2.1. [Bit04] Let X be a complex variety. The relative Grothendieck group of varieties over X is the quotient of the free abelian group generated by all the morphisms Y → X, by the subgroup generated by all the additivity relations
where Z is a closed subvariety of Y . We denote this group by K 0 (var/X).
Notice that the construction of the relative Grothenieck group of varieties gives us a functor K 0 (var/−) in the category of complex varieties. This functor assigns to any X the group K 0 (var/X), and to any morphism X 1 → X 2 , the group homomorphism defined by the natural composition
For any variety X, G 0 (X) denotes the Grothendieck group of coherent sheaves on X. It is also a functor, but only for proper morphisms. The key of the theory of Hirzebruch class is the existence of the motivic Chern class transformation mC y , from K 0 (var/−) to
The natural transformation mC y satisfies the normalisation condition that
for a smooth and purely d-dimensional variety X.
Let A * (−) be the Chow functor. Namely, for any X, A * (X) is the Chow group of X. The todd class transformation from G 0 (−) to A * (−) ⊗ Q in the singular Riemann-Roch theorem [Ful98] extends to a natural transformation from
, for which we still write td * . The unnormalized Hirzebruch class transformation is then the composition of mC y and td * . To normalise it, we first expand an arbitrary class α in A * (X) ⊗ Q[y] by its dimension:
. We then define its normalisation to be
We denote the normalised Hirzebruch class transformation by T y * . The composition of td * with the normalisation is the generalised Todd class transformation td (1+y) * , defined by Yokura, used in the singular Riemann-Roch theorem [Yok98] . Therefore, we have
Fixing a variety X, from the procedure we have described, it is clear that T y * takes values in A * (X) ⊗ Q[y, (1 + y) −1 ]. However, one can show that T y * actually takes values in the smaller group
. Therefore, it makes sense for us to specialise the y value to −1, 0, and 1, as we have commented on Hirzebruch χ y genus. The result is amazingly elegant. When y = −1, the natural transformation T y factors through the Chern class transformation c * of Schwartz and MacPherson; when y = 0, it by construction factors through the Todd class transformation td * ; when y = 1 and X is compact, cl • T y * likewise factors through the L-class transformation of Cappell-Shaneson, where cl : A * (X) → H 2 * (X) is the cycle map from the Chow group to the Borel-Moore homology. Since the rest of the paper concerns little with the factorisation of T y * , we are gratified by stating them in the vaguest fashion, leaving the readers to find the precise statements in [BSY10] . The only fact about factorisation we will use in the sequel is that, in A * (X) we have
where U → X is an open embedding and 1 U is the function on X such that 1 U (p) = 1 if p ∈ U and 1 U (p) = 0 otherwise.
sheaf of logarithmic derivations
Let X be a nonsingular variety, let D be a reduced divisor on X, and let i : D → X be the closed embedding. There is a natural morphism of sheaves on X:
which intuitively is the quotient map from the tangent bundle of X to the normal bundle of D. When D is singular, the morphism is not surjective. The cokernel of this morphism is O D s (D) where D s is the singular subscheme of D. We define the sheaf of logarithmic derivations along D as the kernel of this morphism, and denote it by Der X (− log D). If h is a local equation of D, then Der X (− log D) is locally the set of all derivations δ such that δh = 0. A logarithmic differential p-form ω along D is a rational differential p-form such that hω and h · dω has no poles on local charts. The sheaf of logarithmic p-forms along D is denoted by Ω X (log D). It is known that Der X (− log D) is a reflexive coherent sheaf, dual to Ω 1 X (log D). From the definition, we see that the sheaves of logarithmic forms fit into a logarithmic De Rham complex
We say that D is a free divisor if Der X (− log D) is locally free. In this case, the rank of Der X (− log D) is the same as the rank of T X, which is the dimension of X. The morphism Der X (− log D) → T X is an injective morphism of sheaves, but not a morphism of vector bundles.
For free divisors, we have
A basic reference to logarithmic derivations, logarithmic forms and free divisors is [Sai80] .
Example 3.1. [Sai80] (i) Any reduced curve on a nonsingular surface is a free divisor.
(ii) Let f be a germ of a holomorphic function which has an isolated critical point at the origin. The discriminant in the parameter space of the universal unfolding f is a free divisor germ at the origin.
A divisor D is locally quasi-homogeneous if at any point p ∈ D we can find a local analytic coordinate chart such that p is the origin and D has a weighted homogeneous local equation. A divisor D is of linear Jacobian type if the Jacobian ideal of D defined by the equation of D and all its partial derivatives (in a coordinate chart) is an ideal of linear type. Namely, the symmetric algebra of the ideal is isomorphic to the Rees algebra of the ideal. It is shown that a locally quasi-homogeneous free divisor is of linear Jacobian type [CMNM02] . Theorem 1.1 states that equation (2) holds for free divisors of linear Jacobian type.
Recalling equation (3), we can reformulate (2) by
This is the primary motivation for our study in this paper. For we naturally ask how is T y ([U → X]), or even mC y ([U → X]) related to Der X (− log D)? Jörg Schürmann pointed out to us that the expected relation must be
There are two justifications for the expectation. First, its truth implies a weaker version of equation (2).
Proof. Because X is nonsingular, the Todd class tranformation td * is the classical GrothendieckRiemann-Roch transformation ch(−) · td(T X) ∩ [X]. We need to apply this transformation to the right side of (4), normalise the result, and then plug in y = −1. Using the fact that Ω
where the α i 's are the Chern roots of Der X (− log D), the β i 's are the Chern roots of T X and d = dim X. To normalise this cohomology class, by the procedure described in section 2, we only need to multiply (1 + y) i−d by its component in
. Therefore, the normalised class equals
Calculating the limit by L'Hospital's rule for y → −1, we see that the expression is reduced to (1 + α i ), which is the total (cohomology) Chern class of Der X (− log D). The other Chern roots mysteriously disappear at the calculation of the limit.
Secondly, equation (4) is true for simple normal crossing (SNC) divisors [MS15] . In fact, we have an even stronger statement.
Proposition 3.3 ([Kov11] exercise 3.10). Let D be a SNC divisor on a nonsingular complex variety X, we have a filtered quasi-isomorphism
The left side of the quasi-isomorphism is the Du Bois complex of the pari (X, D). It is equipped with the Hodge filtration. The complex
is equipped with the trivial filtration. Therefore, another way to express (5) is Can equation (4) be true in grearter generality? In particular, if it were true for locally quasi-homogeneous free divisors, it would be a nice generalisation of theorem 1.1. Unfortunately, we will see this expectation fails even in very simple cases. In the next two sections, we will calculate the difference class (1) in explicit forms when D is a singular curve on a surface and when D is a projective hyperplane arrangement whose affine cone is free. On the other hand, if equation (4) were true for a certain class of free divisors, it must at least be true for the parameter y = 0, namely,
Using (6), this means that
in G 0 (X). It is also known that for any p, the complex Gr
where Ω ) is a quasi-isomorphism. Even though we don't know how to characterise reduced divisors satisfying equation (7), we see at least from previous definition that hypersurfaces having only Du Bois singularities are a natural set of objects satisfying equation (7). Can we find reduced hypersurfaces which are free and have only Du Bois singularities but are not normal crossing? The following result indicates that our pursuit is most likely futile. If the conjecture were true, we would have no chance of finding free and Du Bois divisors other than normal crossing divisors. The conjecture was proved for locally quasihomogeneous free divisors [LS] .
motivic Chern classes of curves
Let X be a nonsingular complex surface, and let D be a reduced curve on X. We first aim to write down an explicit expression of mC y ([U → X]. As the readers will see, the calculations are local in nature. Without loss of generality, we may assume D has only one singularity at x.
LetD be the normalisation of D. We have the following diagram of resolution of singularity.
Consequently
by normalisation property of mC y
Note that because π is a finite morphism, no higher direct image is needed in the expression above. We also have omitted, and will tacitly omit writing all push forward operators along closed embeddings. We then have
We can also obtain this equation by using the Du Bois complex associated to the resolution diagram above. The Du Bois complex of D is ([KS11] equation (4.2.5))
There is a natural morphism of complexes f : Ω • X → Ω 
The graded quotients are
where the first non zero terms of all complexes all sit in degree 0. Using (6), we again get (8) the expression for mC y ([U → X]). Now the difference class (1) can be written as
We have
where δ = length(OD/O D ) is the δ-invariant of the singularity x and i = length(O E ) = #(π −1 (x)) is the number of the branches ramified at x. Quite generally, for a free divisor D on a nonsingular X of dimension d, we have (see section 3)
Because any reduced divisor on a surface is free, we see that the coefficient for the y 2 is 0.
To calculate the coefficient for y, we use the logarithmic residue sequence
where R D is the logarithmic residue, and the standard sequences
Note that for any closed embedding Y → X of complex analytic spaces defined by a coherent sheaf I ,
X ⊗ O D is due to the isolated singularities on D, and can be verified by a local computation as follows. Let f ∈ O X,x be a local equation of D in the neighbourhood of the singular point x, and let z 1 , z 2 be local analytic coordinates on X. Locally, the morphism
, then bothg∂ 1 f andg∂ 2 f are contained in (f ). Using the fact that O X,x is a UFD, and denoting the gcd of ∂ 1 f, ∂ 2 f, f by h, we conclude that gh ∈ (f ). However, if h were not a unit in O X,x , D would not have isolated singularities. Henceg ∈ f and g = 0.
We then obtain
There are natural morphisms f : 
Putting these together, we now prove the following Theorem 4.1. Let X be a nonsingular complex surface, let D be a reduced divisor on X, and let U = X D be the open complement of D in X. Then the different class (1) has the expression
, where the sum is taken over all singular points on D.
Proof. By what we have discussed above, the difference class (1) is
. So what truly requires proving is the equality α x = δ x . To do this, let us compute the difference c * (1 U ) − c(Der X (− log D)) by applying the generalised Todd class transformation td (1+y) * to (1) and substituting −1 for the parameter y. Because
by GRR, the result before normalisation is
Since this class is in A 0 (X) ⊗ Q[y], normalisation has no effect on it (cf. section 2). Consequently we can directly plug in −1 for y in this expression, and get
On the other hand, by [Lia12] corollary 3.2,
Comparing these equations, we get µ x = δ x + α x − i x + 1. With the help of Milnor's fomula µ x = 2δ x − i x + 1, we conclude that α x = δ x .
Remark 4.2. (i) Let the parameter y be 0. We see that
The term −δ x + i x − 1 can be interpreted as the local difference of the geometric genus and the arithmetic genus of D, according to Hironaka's general genus formula ( [Hir57] Theorem 2).
(ii) It is desirable if one can show α x = δ x by a direct computation in the local ring. It seems an easy question, but I can't find any reference for it.
motivic Chern classes of free hyperplane arrangements
In the section we consider hyperplane arrangements of projective spaces. We follow the notation used in [Alu13] . The fixed ambient nonsingular space X is P n . We write A for the hyperplane arrangement (instead of D), and M (A ) for the complement of the hyperplane arrangement. We also letÂ be the affine cone of A in A n+1 . We assume moreover that A is a free hyperplane arrangement in A n+1 . This is a significantly stronger condition than that A is a free divisor in P n , for it indicates that Der P n (− log A ) splits into a direct sum of line bundles. More precisely, let h be the defining equation for the free hyperplane arrangementÂ , and let {e 1 , . . . , e n+1 } be its exponents. We have the following exact sequence of S-modules (S = k[x 1 , . . . ,
where d = deg(h) is the number of the hyperplanes in A , J(h) = (∂ x 1 h, . . . , ∂ xn h) is the Jacobian ideal of h, and e 1 = 1. The generator of S(1 − e 1 ) is mapped to the Euler vector
Comparing this exact sequence with the exact sequence
appeared in the definition of Der X (− log D), we immediately see that
Let us drop the assumption thatÂ for a moment. The calculation of mC y ([M (A ) → P n ]) follows easily along the line of calculating the Chern-Schwarz-MacPherson class of M (A ) performed in [Alu13] (proof of theorem 3.1). There, it was shown that
where L(Â ) denotes the intersection lattice ofÂ , x is any linear subspace of A n+1 belonging to the intersection lattice, µ(x) is the value of the Möbius function of the intersection lattice at x, and x is the corresponding projective space of x. This formula can be reinterpreted in our context as
Now, applying mC y to this equation, and using the normalisation property of mC y , we obtain that
(ii) Let i : P m → P n be an inclusion of a linear subspace P m into P n . Then in G 0 (P n ) we have
Proof. (i) This follows immediately from the λ-ring structure of G 0 (P n ) and the Euler sequence
Alternatively, this sequence gives us the following relation Multiplying y p to both sides of the equation and summing over p, we get
which is equivalent to (10).
(ii) Tensoring O(k) over the Kozul resolution
and taking its class in G 0 (P n ), we get
(iii) According to (i), we have
. Applying i * to this equation and using (ii) yield the result.
Continue with the calculation of mC y ([M (A ) → P n ]). With the help of the lemma, we get
Recall that the characteristic polynomial χÂ (t) of the intersection lattice L(Â ) is defined by
Using the characteristic polynomial, we get the following expression of mC y ([M (A ) → P n ]).
Theorem 5.2. Let A be a hyperplane arrangement in P n , and let χÂ be the characteristic polynomial ofÂ . We have mC y ([M (A ) → P n ]) = (1 − O P n (−1)) n+1 1 + y χÂ 1 + O P n (−1)y 1 − O P n (−1)
This result is true regardless of the freeness of A (or evenÂ ), However, whenÂ is a free arrangement with exponent {e 1 , . . . , e n+1 }, Terao's factorisation theorem ([OT92] theorem 4.61) tells us that χÂ (t) = (t − e 1 ) . . . (t − e n+1 ).
This factorisation implies that
Corollary 5.3. Let A be a hyperplane arrangement in P n whose affine coneÂ is free with exponents {e 1 , . . . , e n+1 }. We have
1 − e i + (e i + y)O P n (−1) 1 + y .
On the other hand, the splitting (9) of Der P n (− log D) whenÂ is free implies that Ω 1 P n (log D) ∼ = O P n (e 2 − 1) ⊕ . . . ⊕ O P n (e n+1 − 1), and by the λ-ring structure of G 0 (P n ) we get 1 + O P n (e i − 1)y .
Using the fact that e 1 = 1 and O P n (D) ∼ = O P n (e 1 + . . . + e n+1 ), we get
O P n (−e i ) + O P n (−1)y 1 + y .
We see that the difference class (1) cannot be 0 unless all the exponents are 1, a situation which only happens when A is normal crossing.
Even though (1) is nonzero in general, we can nevertheless check by hand that the Chern class formula (2) is true whenÂ is free, as a corollary of our computation thus far. In fact, we just need to apply the generalised Todd class transformation td (1+y) * to the classes (14) and (15) 1 − e i + e −(1+y)h (y + e i ) 1 − e −(1+y)h · h .
Calculating the limit y → −1, we obtain the expression (1 + (1 − e i )h) ∩ [P n ].
Performing the same procedure to (15), we will obtain c(Der
too. The calculation is omitted.
