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Abstract
In this paper, we present some new and interesting equivalent conditions for generalized
H -matrices which arise in the numerical solution of Euler equations in fluid flow computations
and in the study of invariant tori of dynamical systems. Some remarks on Definition 5.1 in [R.
Nabben, On a class of matrices which arise in the numerical solution of Euler equations,
Numer. Math. 63 (1992) 411–431] are given.
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1. Introduction
Elsner and Mehrmann [1] presented a generalization for Z-matrices, i.e., a block
matrix A = [Aij ] ∈ Cmk,mk is a generalized Z-matrix if the blocks Aij ∈ Ck,k are
Hermitian and the off-diagonal block matrices Aij , i /= j are negative semidefi-
nite. This class of matrices was denoted by Zkm. Matrices in Zkm arise, for example,
in the numerical solution of 2-D or 3-D Euler equations in fluid dynamics [3,5],
and in the study of invariant of dynamical systems [2]. Furthermore, Elsner and
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Mehrmann presented a generalization of M-matrices. A matrix A = [Aij ] ∈ Zkm is
called a generalized M-matrix if there exists a positive vector u = (u1, u2, . . . , um)T
such that the matrix
∑m
j=1 ujAij is positive definite for all i ∈ 〈m〉, where 〈m〉 :=
{1, 2, . . . , m}. This class of matrices is denoted by Mkm. In [1], properties of these
matrices were discussed, in particular, the convergence of block iterative methods
for generalized M-matrices was proved.
Nabben [2] gave a further extension for generalized M-matrices. Define Dkm :={
A = [Aij ] ∈ Cmk,mk | Aij ∈ Ck,k is Hermitian for i, j ∈ 〈m〉 and Aii is positive
definite for i ∈ 〈m〉}. A block matrix A = [Aij ] ∈ Dkm is a generalized H -matrix if
there exists a positive vector u = (u1, u2, . . . , um)T such that the matrix ui |Aii | −∑m
j=1,j /=i uj |Aij | is positive definite for all i ∈ 〈m〉, where, |Aij | := (AijAij )
1
2
. Fur-
thermore, Nabben [2] gave some further results for this class of matrices, such as
the convergence of the associated block Gauss-Seidel method, the incomplete block
LDU -factorization, the invariance under Gaussian elimination and an equivalence
theorem for a subclass of generalized H -matrices.
In this paper, after introducing the notations in Section 2, we will present several
new and interesting equivalent conditions for generalized H -matrices in Section 3.
In Section 4, some remarks on Definition 5.1 in [2] are given.
2. Notations
Let z ∈ C, A ∈ Cn,n. We denote by 〈n〉 the set {1, 2, . . . , n}; Rn+ the set of positive
vectors in Rn; AT the transpose of A; AH the conjugate transpose of A; ρ(A) the
spectral radius of A; Re(z) the real part of z.
Notation 2.1. Let A ∈ Cm,n. Then, we denote
diag(A,A, . . . , A) =


A
A
.
.
.
A

 .
Definition 2.1 [4]. Let A ∈ Cn,n. Then, A is positive definite if Re(xHAx) > 0 for all
0 /= x ∈ Cn, and A is positive semidefinite if Re(xHAx)  0 for all x ∈ Cn. This is
denoted by A > 0 and A  0, respectively. Analogously, we write A < 0 if −A > 0
and A  0 if −A  0.
The following notations and definitions were introduced in [1,2].
Notation 2.2 [2]. (i) Let A ∈ Cn,n be Hermitian positive semidefinite. Then, there
exists a unitary matrix U such that A = UHU , where  := diag(λ1, λ2, . . . , λn) ∈
Rn,n. Then, we define A 12 := UH˜U , where ˜ := diag(λ 121 , λ 122 , . . . , λ 12n ).
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(ii) Let A ∈ Cn,n be Hermitian. Then, we denote by |A| the matrix |A| := (AA) 12 .
In particular, we have |A| = A if A is a Hermitian positive semidefinite matrix.
Notation 2.3 [1,2]. (i) We denote by Dkm the set Dkm :=
{
A = [Aij ] ∈ Cmk,mk |
Aij ∈ Ck,k, AHij = Aij for i, j ∈ 〈m〉 and Aii > 0 for i ∈ 〈m〉
}
.
(ii) By Zkm we denote the set Zkm :=
{
A = [Aij ] ∈ Cmk,mk | Aij ∈ Ck,k is Hermi-
tian for i, j ∈ 〈m〉 and Aij  0 for i, j ∈ 〈m〉, i /= j
}
.
(iii) By Z˜km we denote the set Z˜km :=
{
A = [Aij ] ∈ Cmk,mk | Aij ∈ Ck,k is Her-
mitian for i, j ∈ 〈m〉, Aij  0 for i, j ∈ 〈m〉, i /= j and Aii > 0 for i ∈ 〈m〉
}
.
Definition 2.2 [2]. Let A ∈ Dkm. Then, its block comparison matrix µ(A) := [A˜ij ] ∈
Cmk,mk is defined by A˜ii = |Aii | for i ∈ 〈m〉 and A˜ij = −|Aij | for i, j ∈ 〈m〉, i /= j .
Definition 2.3 [1]. A = [Aij ] ∈ Cmk,mk is called a generalized M-matrix if A ∈ Z˜km
and there exists a vector u ∈ Rm+ such that
m∑
j=1
ujAij > 0 for all i ∈ 〈m〉.
This class of matrices is denoted by Mkm.
Definition 2.4 [2]. A block matrix A ∈ Dkm is called a generalized H -matrix if there
exists a vector u ∈ Rm+ such that the matrix
ui |Aii | −
m∑
j=1,j /=i
uj |Aij | > 0 for i ∈ 〈m〉.
This class of matrices is denoted by Hkm.
For presenting new equivalent conditions for generalized H -matrices, we give
“′(A, u)” corresponding to “(A, u)” in [2].
Definition 2.5. Let A ∈ Dkm and u ∈ Rm+ . Then, we define′(A, u) =
{
B = [Bij ] ∈
Dkm | there exists a vector v ∈ Rm+ such that for each i ∈ 〈m〉 there exists it ∈ 〈m〉
with
∑m
j=1,j /=i vj |Bij | 
∑m
j=1,j /=it uj |Ait j | and viBii  uit Ait it
}
.
3. New equivalent conditions for generalized H -matrices
In this section, we will generalize and improve Theorem 5.4 and Corollary 5.5 in
[2] and present new equivalent conditions for generalized H -matrices.
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Theorem 3.1. Let A ∈ Zkm. Then A ∈ Mkm if and only if for each
0 /= X ∈ Ck and B := diag(X,X, . . . , X),
BHAB ∈ Rm,m is an M-matrix.
Proof. ⇒: Since A ∈ Mkm, we can get A ∈ Z˜km and there exists a vector u ∈ Rm+
such that
m∑
j=1
ujAij > 0 for i ∈ 〈m〉.
For each 0 /= X ∈ Ck , we have
XHAiiX > 0 for i ∈ 〈m〉, XHAijX  0 for i, j ∈ 〈m〉, i /= j
and
XH

 m∑
j=1
ujAij

X = m∑
j=1
XH(ujAij )X =
m∑
j=1
uj (X
HAijX) > 0 for i ∈ 〈m〉.
Whence
BHAB =


XHA11X XHA12X · · · XHA1mX
XHA21X XHA22X · · · XHA2mX
· · · · · · · · · · · ·
XHAm1X X
HAm2X · · · XHAmmX

 ∈ Rm,m
is a Z-matrix. Let
C := (BHAB) diag(u1, u2, . . . , um) ∈ Rm,m.
We have
|Cii | −
∑
j /=i
|Cij | = Cii +
∑
j /=i
Cij =
m∑
j=1
uj (X
HAijX) > 0 for i ∈ 〈m〉,
i.e., C is a row strictly diagonally dominant matrix. So BHAB is an M-matrix.
⇐: Assume that each X ∈ Ck with X /= 0 such that BHAB ∈ Rm,m, where B :=
diag(X,X, . . . , X), is an M-matrix. Then, there exists a vector u = (u1, u2, . . . , um)
∈ Rm+ such that
m∑
j=1
uj (X
HAijX) =
m∑
j=1
XH(ujAij )X = XH

 m∑
j=1
ujAij

X > 0 for i ∈ 〈m〉.
It is obvious that
m∑
j=1
ujAij > 0 for all i ∈ 〈m〉.
So A ∈ Mkm. 
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Due to Theorem 3.1 and the properties of M-matrices, the following result can be
obtained immediately.
Corollary 3.1. Let A ∈ Mkm and B ∈ Hkm. Then AH ∈ Mkm and BH ∈ Hkm.
Lemma 3.1. Let A ∈ Hkm. Then there exist two positive diagonal matrices
E = diag(U1, U2, . . . , Um) and F = diag(V1, V2, . . . , Vm), (1)
where
Ui = diag(ui, ui, . . . , ui), Vi = diag(vi, vi, . . . , vi) ∈ Rk,k for i ∈ 〈m〉
and
ui > 0, vi > 0 for i ∈ 〈m〉,
such that µ(EAF) + µ(FAHE) ∈ Mkm.
Proof. A ∈ Hkm implies that there exists a vector v = (v1, v2, . . . , vm)T ∈ Rm+ such
that
vi |Aii | −
∑
j /=i
vj |Aij | > 0 for i ∈ 〈m〉.
We define
Vi := diag(vi, vi, . . . , vi) ∈ Rk,k for i ∈ 〈m〉,
F := diag(V1, V2, . . . , Vm) and B := AF,
then
|Bii | −
∑
j /=i
|Bij | > 0 for i ∈ 〈m〉.
So B ∈ Hkm. By Corollary 3.1, we can get BH ∈ Hkm. Analogously, there exists a
positive diagonal matrix E = diag(U1, U2, . . . , Um), where
Ui = diag(ui, ui, . . . , ui) ∈ Rk,k and ui > 0 for i ∈ 〈m〉,
such that
C := BHE, |Cii | −
∑
j /=i
|Cij | > 0 for all i ∈ 〈m〉
and
∣∣CHii ∣∣−∑
j /=i
∣∣CHji∣∣ = |(EB)ii | −∑
j /=i
|(EB)ij | = ui
(
|Bii | −
∑
j /=i
|Bij |
)
> 0
for i ∈ 〈m〉.
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We can easily find
|Cii | +
∣∣CHii ∣∣−∑
j /=i
(|Cij | + ∣∣CHji∣∣) > 0 for i ∈ 〈m〉.
Thus, µ(EAF) + µ(FAHE) ∈ Mkm. 
Lemma 3.2. Let A ∈ Hkm. Then there exist positive diagonal matrices E, F defined
as (1) such that EAF is a positive definite matrix.
Proof. Since A ∈ Hkm, we know that EAF ∈ Dkm immediately. By Lemma 3.1, A ∈
Hkm implies that there exist positive diagonal matrices E, F defined as (1) such that
µ(EAF) + µ(FAHE) ∈ Mkm.
By Lemma 3.4 in [2], EAF is a positive definite matrix. 
Lemma 3.3. Let A ∈ Hkm and A = D − N, where
D = diag(A11, A22, . . . , Amm) and N = D − A.
Then ρ(D−1N) < 1.
Proof. According to Lemma 3.1, A ∈ Hkm implies that there exist positive diagonal
matrices E, F defined as (1) such that
µ(EAF) + µ(FAHE) ∈ Mkm with EAF ∈ Dkm,
We have, by Theorem 4.2 in [2],
ρ((EDF)−1(ENF)) = ρ(F−1(D−1N)F) = ρ(D−1N) < 1. 
Using the lemmata above and the corresponding results in [2], the following new
equivalence theorem can be obtained easily.
Theorem 3.2. Let A ∈ Dkm. Then the following conditions are equivalent:
(i) A ∈ Hkm;
(ii) There exists a vector u ∈ Rm+ such that every B ∈ ′(A, u) has ρ(D−1B NB) <
1, where
DB = diag(B11, B22, . . . , Bmm) and NB = DB − B;
(iii) There exists a vector u ∈ Rm+, for each B ∈ ′(A, u), there exist positive diag-
onal matrices E, F defined as (1) such that EAF is a positive definite matrix;
(iv) There exists a vector u ∈ Rm+, for each B ∈ ′(A, u), there exists a positive
diagonal matrix E′ defined as (1) such that AE′ is a positive definite matrix;
(v) There exists a vector u ∈ Rm+ such that the real parts of eigenvalues of every
B ∈ ′(A, u) are positive;
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(vi) There exists a vector u∈Rm+ such that the real eigenvalues of every B ∈′(A, u)
are positive;
(vii) There exists a vector u ∈ Rm+ and a permutation π of 〈m〉 such that
uiiAii −
∑
j /=i
uj |Aij |  0, uπ(i)π(i)Aπ(i)π(i) −
∑
π(j)>π(i)
uπ(j)Aπ(i)π(j) > 0
for all i ∈ 〈m〉.
Proof. (i) ⇒ (ii): Since A ∈ Hkm, then there exists a vector u ∈ Rm+ such that
uiAii −
∑
j /=i
uj |Aij | > 0 for all i ∈ 〈m〉.
By B ∈ ′(A, u), it is easy to see that B ∈ Hkm. Thus, we have ρ(D−1B NB) < 1 by
Lemma 3.3.
(ii) ⇒ (i): By the “(ii) ⇒ (i)” of Theorem 5.4 in [2], we only need replace “B” by
B :=


uiAii −∑j /=i uj |Aij | · · · 0
−∑j /=i uj |Aij | uiAii · · · 0
· · · · · · · · · 0
0 0 · · · uiAii

 .
(i) ⇒ (iii): According to “(i) ⇒ (ii)”, we have B ∈ Hkm. By Lemma 3.2, the con-
clusion holds.
(iii) ⇒ (iv): For each 0 /= X ∈ Cmk , let
E′ = FE−1, X = EY,
then we have Y /= 0 and
Re(XHBE′X) = Re(YH(EBE′E)Y ) = Re(YH(EBF)Y ) > 0.
So BE′ is positive definite.
(iv) ⇒ (v): For every eigenvalue λ of the matrix B, there exists a corresponding
eigenvector 0 /= X ∈ Cmk . Then BX = λX. Let X = E′Y , then
Y /= 0 and BE′Y = λE′Y.
We can get
YH(BE′)Y = λYHE′Y and YH(E′BH)Y = λYHE′Y,
where λ is the conjugate complex number of λ. Whence,
YH(BE′ + E′BH)Y = (λ + λ)YH(E′ + E′)Y = 2(λ + λ)YHE′Y
with BE′ + E′BH and E′ Hermitian. So λ + λ > 0, i.e., the real parts of the eigen-
values of the matrix B are positive.
(v) ⇒ (vi): It is trivial.
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(vi) ⇒ (i): By the “(vi) ⇒ (i)” of Theorem 5.4 in [2], we only need replace “B˜”
by
B˜ :=
[
uiAii −∑j /=i uj |Aij |
−∑j /=i uj |Aij | uiAii
]
,
and pay attention to B˜ is a Hermitian matrix.
(i) ⇒ (vii): It is trivial.
(vii) ⇒ (i): Applying Theorem 3.11 in [1], we easily deduce u(A) ∈ Mkm. So
A ∈ Hkm. 
4. Some remarks on Definition 5.1 in [2]
The following definition was introduced by Nabben [2].
“Definition 5.1 in [2]”. Let A = [Aij ] ∈ Dkm. A is of block generalized positive
type, if there exists a vector u ∈ Rm+ such that
Ri(A, u) := uiAii +
m∑
j=1,j /=i
ujAij  0 for i ∈ 〈m〉
and the set
J := {i ∈ 〈m〉 | Ri(A, u) > 0} /= ∅.
For each i0 ∈ 〈m〉/J , there exist indices i1, i2, . . . , it ∈ 〈m〉 with Ailil+1 /= 0, 0 
l  t − 1 such that it ∈ J .
Based on the definition above, in [2], Nabben gave an equivalent condition for{
A ∈ Dkm | µ(A) + µ(AH) ∈ Mkm
}
.
“Theorem 5.4 in [2]”. Let A= [Aij ] ∈Dkm. Then the following conditions are equiv-
alent:
(i) µ(A) + µ(AH) ∈ Mkm;
(ii) µ(A) + µ(AH) is of block generalized positive type.
By “Theorem 5.4 in [2]”, Nabben also obtained an equivalent condition for gen-
eralized H -matrices.
“Corollary 5.5 in [2]”. Let A = [Aij ] ∈ Dkm. Then the following conditions are
equivalent:
(i) A is a generalized H -matrix.
(ii) The block comparison matrix µ(A) is of block generalized positive type.
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In fact, based on the “Definition 5.1 in [2]”, “Theorem 5.4 in [2]” does not hold,
we now give a counterexample.
Consider
A :=


3 0 −4 0 0 0
0 3 0 0 0 2
−2 0 9 0 −3 0
0 0 0 6 0 0
0 0 3 0 3 0
0 −4 0 0 0 3


∈ D23,
and
B := µ(A) + µ(AH) =


6 0 −6 0 0 0
0 6 0 0 0 −6
−6 0 18 0 −6 0
0 0 0 12 0 0
0 0 −6 0 6 0
0 −6 0 0 0 6


∈ Z23 .
Take u = (1, 1, 1)T, it is clear that
R1(B, u)  0, R2(B, u) > 0, R3(B, u)  0,
and
J = {2} /= ∅, 1 /∈ J, A12 /= 0, 3 /∈ J, A32 /= 0,
whence B is a block generalized positive type matrix, but B /∈ M23 . Assume B ∈
M23 , by the definition of generalized M-matrix, there exists a positive vector u =
(u1, u2, u3)T such that Ri(B, u) > 0 for i = 1, 2, 3, i.e.,
6u1 − 6u2 > 0, 6u1 − 6u3 > 0, 18u2 − 6u1 − 6u3 > 0,
12u2 > 0, 6u3 − 6u2 > 0, 6u3 − 6u1 > 0.
We can easily have u1 > u3 and u3 > u1. Obviously, this is a contradiction. So,
“(i)” is not equivalent to “(vi)” under the condition A ∈ Dkm.
The reasons for the error exist in the process of the proof of “(vi) ⇒ (i)” in “Theo-
rem 5.4 in [2]”. In fact, “Bir−1ir /= 0” could not guarantee “Rir−1(B, u1) > 0”. When
Bir−1ir /= 0 is a negative semidefinite matrix, the matrix Rir−1(B, u1) is not necessary
to be positive definite. Let us return to the example above. Take u0 = u = (1, 1, 1)T,
we have 1 /∈ J , but A12 /= 0, 2 ∈ J . Let
u12 = (1 − ξ2)u02, u11 = u01 and u13 = u03,
then, for each ξ2 ∈ (0, 1), the matrix
R1(B, u
1) =
[
6ξ2 0
0 0
]
is positive semidefinite but not positive definite.
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Analogously, we can deduce “Corollary 5.5 in [2]” does not hold too.
We think that the author just made an incorrect definition of block generalized
positive type matrices. The following is what we correct the “Definition 5.1 in [2]”.
Definition 4.1. Let A ∈ Dkm, there exists a vector u ∈ Rm+ such that
(i) Ri(A, u) := uiAii +∑j /=i ujAij  0 for i ∈ 〈m〉,
(ii) J := {i ∈ 〈m〉|Ri(A, u) > 0} /= ∅,
(iii) For every i0 ∈ 〈m〉/J ,there exist indices i1, i2, . . . , it ∈ 〈m〉 with Ailil+1 > 0 or
Ailil+1 < 0 for 0  l  t − 1 such that it ∈ J .
Then we call A is a block generalized positive type matrix.
Obviously, assume A ∈ Hkm, then A must be a block generalized positive type
matrix.
Compared with “Definition 5.1 in [2]”, we only replaced “Ailil+1 /= 0 ” by “Ailil+1
> 0 or Ailil+1 < 0” in the definition above. We can get “Theorem 5.4 in [2]” and
“Corollary 5.5 in [2]” are both hold under the Definition 4.1.
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