High Dynamic Range (HDR) technology offers high levels of immersion with a dynamic range meeting and exceeding that of the Human Visual System (HVS). A primary drawback of HDR images and video is that memory and bandwidth requirements are significantly higher than for conventional images and video. Many bits can be wasted coding redundant imperceptible information. The challenge is therefore to develop means for efficiently compressing HDR imagery to a manageable bit rate without compromising perceptual quality. In this paper, an HDR image compression method, based on an HVS optimized wavelet subband weighting method is proposed. The method has been fully integrated into a JPEG 2000 codec. Experimental results indicate that the proposed method outperforms previous approaches and operates in accordance with characteristics of the HVS, tested objectively using a HDR Visible Difference Predictor (VDP).
INTRODUCTION
The human visual system can adapt from scotopic (10 −5 − 10 cd/m 2 ) to photopic (10 − 10 6 cd/m 2 ) conditions [1, 2] . HDR (prototype) displays can now achieve a contrast ratio of 1,000,000:1 with a peak luminance of 4000 cd/m 2 . State of the art HDR imaging methods can cover a dynamic range from extremely dark (10 −6 cd/m 2 ) to bright sunshine (10 8 cd/m 2 ) by using higher bit-depths for the luminance channel. HDR imaging allows a better dynamic range of exposures than conventional digital imaging techniques. However, an uncompressed HDR image demands significant storage space and occupies substantially more transmission bandwidth than Standard Dynamic Range (SDR) images.
To achieve HDR image compression, the Radiance RGBE/ XYZE file format uses 8 bits for the Red, Green and Blue color channels and another 8 bits for the exponent, using runlength encoded 32 bit-per-pixel data [3] . The logluv color space encodes HDR pixels using a 16-bit logarithmic channel * Contact author's e-mail: Yang.Zhang@bristol.ac.uk representation for luminance and two 8-bit CIE chrominance (u',v') channels for chrominance [4] and is implemented as part of the public domain TIFF library. Industrial Light and Magic introduced the Extended Range format (known as OpenEXR), which encodes pixels by using 16-bit floating point values for R, G and B channels respectively [5] . These existing HDR image formats mostly use lossless compression strategies, so they are not compatible with reduced bit rate transmission and storage. A JPEG 2000 based HDR stillimage encoding was proposed [6] , which provides effective lossy compression, but performs poorly compared to other HDR image formats for lossless compression. Ward in 2005 [7] proposed a backward compatible HDR extension to JPEG.
In this paper, we propose a method of applying perceptually lossless HDR image coding within a JPEG 2000 framework. In LogLuv color space [4] , HDR images require 16-bit for the luminance channel, which is compatible with JPEG 2000. A Discrete Wavelet Packet Transform (DWPT) based on an HVS-model is employed to reduce the imperceptible information caused by the imaging system. A Contrast Sensitivity Function (CSF) weighting is applied in the wavelet subband domain. This leads to significant improvements in terms of rate-distortion performance and visual quality, as measured with the HDR-VDP-2 visible difference predictor [8] .
PERCEPTION-BASED WAVELET PACKET TRANSFORMATION

HVS-model for imaging applications
Several HVS models have been developed over recent decades. One of the most important issues with HVS models concerns the inverse relationship between contrast sensitivity and spatial frequency. This phenomenon is described by the contrast sensitivity function (CSF), which is quantified by psychophysical experiments [9, 10] . The perceptual CSF model can be used for reduction of imperceptible information, and describes the capacity of the HVS to recognize differences in luminance and chrominance as a function of contrast and spatial frequency. Essentially, the HVS is more sensitive to lower spatial frequencies and less sensitive to high spatial frequencies. Mannos and Sakrison [11] originally presented a CSF model for grayscale images as a non-linear transformation followed by a Modulation Transfer Function (MTF), as defined in the following. The spatial sampling frequency f s (pixels per degree) is given by:
where υ is the viewing distance (set to one meter in our experiments) and γ is the resolution of the display (pixels per inch). The maximum frequency represented in the CSF is defined as f max according to the Nyquist theorem, i.e. f max = 0.5f s . The CSF in the luminance and chrominance channels are CSF L , CSF u and CSF v :
where f is the spatial frequency in cycles per degree (cpd, measured in radians Figure 1 shows the luminance and chrominance CSFs, where the black curve is the luminance CSF L , the blue and red curves are the chromatic CSF u and CSF v respectively.
CSF Weighting in DWPT Subbands
To obtain the best trade-off between visual quality and compression ratio, the perceptual CSF model is employed in conjunction with the Discrete Wavelet Transform (DWT), which is one of the most efficient techniques for image compression and denoising and was shown to be useful for HVS modeling [12, 13, 14, 15] . However, many applications require a finer frequency analysis (such as the nonlinear CSF weighting). One approach to achieve an accurate weighting method is to use the Continuous Wavelet Transform (CWT) to obtain better frequency resolution. The CWT provides almost unlimited flexibility but comes at the price of increased complexity. An alternative method which achieves better frequency localization than the DWT, whilst retaining the structure of a discrete decomposition is the Wavelet Packet Transform (WPT). Wavelet packets are functions that are defined continuously but can be discretely implemented similarly to the wavelet and scaling functions within a DWT. The benefit of WPT over DWT is that WPT allows signals can be adaptively decomposed according to a selection condition, based on for instance, a threshold condition (see Equation 4 ). The better frequency localization of WPT of signals where as the DWT may not produce the best result because it is limited to wavelet bases [13] . We apply the Discrete Wavelet Packet Transform (DWPT) to decompose HDR images into several spatial frequency channels with a limited range of orientations. Figure 1 shows the relation between the CSF and the wavelet subbands, where L and H represent low-pass and high-pass filtered image data. Parameters λ and Φ represent the levels and orientations of the DWPT, and (f h ,f v ) are the horizontal and vertical frequency ranges which correspond to the DWPT subbands. To adapt a wavelet packet decomposition to CSF weighting, each subband is further decomposed only if a given threshold condition is met:
where θ is the wavelet packet transformation level and η is the index of the wavelet packet subband. var(f h , f v ) denotes the average variance value of the CSF in the spatial frequency range corresponding to the given DWPT subband, which is computed as follows:
The preset threshold condition T h can be computed with: 
This type of conditional test adapts the decomposition tree to match the desired properties of the transform. In this equation, f hLL denotes the horizontal spatial frequency range of the CSF which corresponding to the LL subband (when λ = 4 and Φ = 0). Parameter μ represents the mean value of the CSF in the spatial frequency range corresponding to the DWPT subband:
We defineW CSF (f h , f v ) as a band-average DWPT coefficient weighting function from the CSF curve in the spatial frequency domain:
We implemented a five-level discrete 2-D wavelet packet transform followed by the above processing using the CohenDaubechies-Feauveau (CDF) 9/7 wavelet filter pair. The luminance and chrominance CSFs are employed in the DWPT domain. We weigh each subband coefficient by a normalized constant weighting value (W CSF (f h , f v )) which implements the CSF within the wavelet filtering algorithm. For the 5 level DWPT decomposition, the HVS is most sensitive in level 3 and sensitivity decreases with spatial frequency in levels 1, Figure 1 . Finally, the filtered wavelet coefficients are inverse transformed and, if necessary, tone mapped for SDR display.
RESULTS AND DISCUSSION
We tested our proposed method on ten HDR images of natural scenes, as listed in Table 1 . Figure 2 shows an overview of the proposed system, implemented as an extension to Open-JPEG 1 (Version 1.4). We use 16 bits per channel, the maximum bit-depth supported by JPEG 2000. To evaluate the performance of the proposed algorithm, the High Dynamic Range Visible Difference Predictor (HDR-VDP-2) [8] is used for objective testing. This algorithm is the most recent and accurate metric for assessing visible differences between HDR images, and therefore appropriate for determining the quality of our results. In this model P det ∈ [0, 1] is the probability of detecting a difference for the entire image assuming that each part of the image is equally attended. Under conservative conditions P det < 0.5 indicates that visible differences are unlikely to be detectable [8] . Figure 3 shows the performance of the proposed method compared to the original OpenJPEG (JPEG 2000) compression system on two HDR test images. We use the compression ratio parameter of OpenJPEG to reduce the compressed data to a desired bit rate and HDR-VDP value. The output of our system is the compressed HDR data where the HDR-VDP value is just below the perceptible threshold to produce an optimized bit rate. Table 1 shows the improvements offered by our approach for ten HDR test images compared to the JPEG 2000 (Open-JPEG) and numerically lossless HDR formats. Our proposed 
