We study 3-point functions at finite temperature in the closed time path formalism. We give a general decomposition of the eight component tensor in terms of seven vertex functions. We derive a spectral representation for these seven functions in terms of two independent spectral functions. We derive relationships between the seven functions and obtain a representation of the vertex tensor that greatly simplifies calculations in real time.
I. INTRODUCTION
In this paper, we discuss the analytical structure of the three-point function at finite temperature. We consider bosonic fields and work in the real time formalism. Historically, the real time formalism has been much less popular than the imaginary time formalism because of the mathematical difficulties associated with the doubling of degrees of freedom.
The advantage of the real time formalism is that one avoids the difficulties involved in the analytic continuations that are necessary in the imaginary time formalism.
Throughout this paper we use the Keldysh or closed time path (CTP) formalism [1] [2] [3] .
The integration contour has one branch running from negative infinity to positive infinity, and a second branch running backwards from positive infinity to negative infinity. We call the top branch of this contour C 1 and the bottom branch C 2 . The arguments of the fields can take values on either branch of this contour. This choice of contour then leads to a doubling of degrees of freedom.
II. PROPAGATOR
To establish our notation and for later use we first consider the propagator. In real time, the propagator has 2 2 = 4 components, since each of the two fields can take values on either branch of the contour. Thus, the propagator can be written as a 2 × 2 matrix of the form
where D 11 is the propagator for fields moving along C 1 , D 12 is the propagator for fields moving from C 1 to C 2 , etc. The four components are given by 
where T is the usual time ordering operator, andT is the antichronological time ordering operator. These four components satisfy,
as a consequence of the identity θ(x) + θ(−x) = 1.
It is more useful to write the propagator in terms of the three functions
D R and D A are the usual retarded and advanced propagators, satisfying
and D F is the symmetric combination
In Appendix (A 1) we show that in momentum space these propagators are related by the
where n(p 0 ) is the thermal Bose-Einstein distribution
ρ − (p) is the spectral density in terms of which all propagator components can be expressed via spectral integrals, for example
Equations (3), (4) are inverted by
These equations can be written in a more convenient notation as [5] 2
where the outer product of the column vectors is to be taken. Using the relation (7) we further obtain [6] 
For later use we give the decomposition of the inverse propagator:
These representations are very useful for doing calculations in real time.
Similar relations can be obtained for the polarization tensor, although they are perturbatively less useful. The polarization tensor is the 1PI two-point function and is obtained by amputating the external legs from the propagator. The Dyson equation gives
The analogues of (3) and (4) are
and
The analogues of (11), (7) and (12) are
III. THREE-POINT FUNCTION
In the real time formalism, the three-point function has 2 3 = 8 components. We denote these by Γ abc where {a, b, c = 1, 2}. In analogy to (2), they are given by the following expressions [5] :
Only seven of these components are independent because of the identity
which follows in the same way as (3) from θ(x) + θ(−x) = 1. The seven combinations that we use are defined as [5] 
In coordinate space we always label the first leg of the three-point function by x and call it the "incoming leg (i)", the third leg we label by z and call it the "outgoing leg (o)", and the second (middle) leg we label by y. Inserting the definitions (20) into (22) one finds
where we have used the obvious shorthands φ 1 ≡ φ(x), φ 2 ≡ φ(y), φ 3 ≡ φ(z), and θ 12 ≡ θ(x 0 − y 0 ), etc. The first three are the retarded three-point functions; Γ Ri is retarded with respect to x 0 , Γ Ro is retarded with respect to z 0 , and Γ R is retarded with respect to y 0 .
A. Decomposition of the three-point function
For calculational purposes, it is useful to obtain a decomposition of the three-point function in terms of the seven functions (22), in analogy to (11) for the two-point function.
Inverting (22) we obtain
B. Spectral representation of the three-point functions
In Appendix A 2 we show in detail that the seven three-point functions (22) can be rewritten in terms of two independent spectral densities. Starting from (23), the three-point functions are constructed as products of theta functions and expectation values of the form
We calculate these expectation values in the usual way, by going to the Heisenberg representation and using translation invariance in the form of (A1), and inserting complete sets of states between the operators. Because of the cyclic property of the trace, there are only two independent expectation values. This allows us to write all of the three-point functions in terms of two spectral functions. We define
where
with M nml = l|φ(0)|n n|φ(0)|m m|φ(0)|l = M * lmn . The two independent spectral functions ρ A and ρ B are real in coordinate space since
We now write down the spectral representation of the vertex functions in momentum space, Γ α (p 1 , p 2 , p 3 ), where p 1 , p 2 , p 3 (with p i = (E i , p i )) are the momenta associated with
x, y, z, respectively (i.e. the three momenta flowing into the three legs of the vertex). Due to translation invariance p 1 + p 2 + p 3 = 0, and we exploit this by writing
We use the following shorthand notation:
;
Then the spectral integrals for the vertex functions are
These are the real-time analogues of the spectral representations for the vertex function given by Evans in the imaginary time formalism (ITF) [7] . Explicit expressions for the spectral densities in the "hard thermal loop approximation" were given in Ref. [8] for the ITF vertex; their transcription into the real time formalism will be an interesting subject for a separate publication.
C. Relationships between the three-point functions
From the spectral representation, we obtain relationships between the three-point functions which allow us to eliminate the three Γ F 's and Γ E in terms of the retarded vertex functions and their complex conjugates. We use again shorthands N i = N(E i ) = 1 + 2n(E i ) = 1 + 2n i where E 1 , E 2 , E 3 are the energies flowing into the three legs of the vertex. Using
Re a
and doing some tedious algebra we obtain
Substituting (32) into (24) we obtain the analogue of (12):
This result can be rewritten as
This expression, together with the spectral representations given by the first three lines in (30), is the main result of this paper.
IV. OUTLINE OF A CALCULATION WITH FULL VERTICES
As an example of the usefulness of these techniques, in particular the decomposition (34),
we set up the calculation of the polarization tensor in φ 3 theory in six dimensions. This theory is interesting as a toy model since the φ 3 interaction is mathematically similar to the three gluon interaction in QCD. The Lagrangian is given by
We work at one loop order and include vertex corrections. Constructing the polarization tensor to satisfy the coupled Schwinger-Dyson equation, we use one corrected vertex and one bare vertex. We follow the notation of [6] . The bare vertex contributes a factor of −igτ 3 , where τ 3 is the third Pauli matrix. We obtain
which gives
We insert Eqs. (13) and (34) and use the following rules [6] : 1) internal indices
′ , c, d, x) are to be summed over. In terms of the column vectors ocurring in (13) and (34) this means that one adds the product of the upper components to the product of the lower components of two column vectors carrying the same internal index. For example, two vectors carrying the same internal index give a scalar: give a vector:
We obtain
where we have used the identity
To obtain Π A in a symmetric notation we use a corrected vertex on the right side of the polarization tensor, and a bare vertex on the left side. We use
and proceed in exactly the same way to obtain
These results satisfy
and (47) agrees with (18).
V. CONCLUSIONS
We have given a simple decomposition of the eight component real time vertex tensor in terms of seven vertex functions. We have shown that these seven functions can be obtained through a spectral representation from two independent spectral functions. We have obtained a set of relationships between the seven vertex functions, and derived an expression for the vertex tensor as a function of the three retarded vertex functions and their complex conjugates. We have demonstrated that this expression greatly simplifies calculations in real time.
Previous attempts to derive spectral representations for the finite temperature vertex functions in the real time formalism [9, 10] have used a different representation which was based on the formalism of Thermo Field Dynamics (TFD). It was recently shown (see [6] and references therein) that there exist several equivalent representations of the formalism of TFD, in particular one which is equivalent to the CTP formalism used here. In our opinion the CTP formalism is preferable to the one used in [9, 10] because it leads to much simpler expressions which crucially reduce the amount of work involved in perturbative finite temperature calculations in real time.
We note that work similar to that presented here was recently done by Fauser and
Henning for the Yukawa theory [11] . We give a short derivation of (7). We start from (5) and (6) and evaluate the thermal expectation value in the Heisenberg picture by inserting complete sets of energy and momentum eigenstates. Exploiting translation invariance in the form
where p is the momentum (gradient) operator and φ(0) the Schrödinger field operator, we
where p 0 m,n = E m,n . Fourier transforming with respect to x − y one finds
Using the energy conserving δ-function we can write
From (A3), (A4), (5), (6) we obtain
in agreement with (7) . Alternatively, one can start from the KMS condition [12] A(x, x 0 )B(y,
and apply it to φ(x)φ(y) ± φ(y)φ(x) . In momentum space this leads directly to
where ρ ± are the respective Fourier transforms, with Lehmann representations (A3).
Three point functions
In this section we show in more detail how to obtain the spectral representation for the seven connected vertex functions. We will show that the seven vertex functions can be written in terms of two independent spectral functions. We define
We have similar definitions for other combinations of theta functions. Using an obvious short hand notation we have
In terms of these definitions, the seven vertex functions are
We calculate the expectation values of the form (25) by using (A1), inserting complete sets of states between the operators and using the cyclic property of the trace. We obtain the four spectral functions (27).
The 24 functions (A7), (A8) can be written in terms of the four spectral functions (27) 
Not all of the spectral functions (27) are independent. We can define the two independent combinations (26) and express all results in terms of ρ A and ρ B by using the relations
