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Repertoire Builder: high-throughput structural
modeling of B and T cell receptors†
Dimitri Schritt,‡§a Songling Li,§ab John Rozewicki,§ab Kazutaka Katoh,ab
Kazuo Yamashita,¶a Wayne Volkmuth,c Guy Cavetc and Daron M. Standley *ab
Repertoire Builder (https://sysimm.org/rep_builder/) is a method for generating atomic-resolution, three-
dimensional models of B cell receptors (BCRs) or T cell receptors (TCRs) from their amino acid sequences.
It is currently capable of handling batches of up to 104 sequences in approximately 30 minutes. This per-
formance was achieved by applying a multiple sequence alignment extension technique originally devel-
oped for phylogenetic analysis to the template selection problem of complementarity determining region
(CDR) loops. Under comparable conditions, average all-atom root-mean square deviations (RMSDs) from
experimentally-determined structures of CDRH3 loops in BCRs were significantly lower than tested third-
party high-throughput modeling methods, including ABodyBuilder, PigsPro, and LYRA. For TCRs, similar
trends were observed when Repertoire Builder was compared with TCRmodel and LYRA. We also found
that Repertoire Builder model errors were, in general, lower than those produced by our earlier Kotai Anti-
body Builder, even when CDRH3 loop refinement was used. However, in a subset of cases, which could be
distinguished by poor Repertoire Builder scores, refinement by Kotai Antibody Builder or Rosetta Antibody,
both of which utilize extensive structural sampling, improved the third heavy chain CDR (CDRH3) RMSD on
average. Taken together, these results indicate that the MSA extension approach used by Repertoire Builder
resulted in a favorable balance between speed and accuracy when compared to alternative methods. Fur-
thermore, we conclude that more sensitive scoring, rather than extended structural sampling, is needed to
further improve the accuracy of BCR and TCR modeling.
Introduction
Recent single-cell resolution sequencing technologies can elu-
cidate the natively paired (heavy–light) B cell receptor (BCR)
and T cell receptor (TCR) sequences in a high-throughput
manner.1 Although the coverage has not yet reached that of
bulk sequencing methods, state-of-the-art paired sequencing
platforms can yield thousands of unique receptor sequences
in a single experiment. Because of the critical role of B and T
cells in the prevention or progression of disease, new
methods to functionally analyze emerging sequence data are
needed. Structural modeling can, in principle, contribute to
such functional analysis, since structures allow physical and
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Design, System, Application
Repertoire Builder is a tool for building 3D models of B cell receptors (BCRs) or T cell receptors (TCRs) to atomic resolution. The strategy used by
Repertoire Builder is an application of the multiple sequence alignment (MSA) extension feature of the MAFFT software. The particular application here is
to represent structural templates for each complementarity-determining region (CDR) of a given length by a single MSA. By repeatedly applying the MSA ex-
tension method, a complete set of templates that covers the 3 CDRs and 1 framework for each chain can be obtained. The input must be either paired
(heavy and light) or unpaired (heavy or light) chain amino acid sequence of the variable region for the receptor in question (BCR or TCR). The immediate
application of Repertoire Builder is to render 3D models in a high-throughput and accurate manner, in order to allow structure-based analyses for BCR or
TCR sequence data. Because the volume of such data is currently growing exponentially, Repertoire Builder represents a unique approach to large-scale
BCR or TCR repertoire data analysis.
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Modeling of stimuli-responsive nanoreactors: rational
rate control towards the design of colloidal enzymes
Matej Kanducˇ,a Won Kyu Kim,b Rafael Roac and Joachim Dzubiellade
In modern applications of het rogeneous liquid-pha e nanocatalysis, the catalysts (e.g., metal
anoparti les) need to be typically affixed to a colloidal carrier system for stability and asy han-
dling. “Passive carriers” (e.g., simple polyelectrolytes) serve for a controlled synthesis of the
nanoparticles and prevent coagulation during catalysis. Recently, however, hybrid conjugates of
nanoparticles and synthetic thermosensitive polymers have been developed that enable to change
the catalytic activity of the nanoparticles by external triggers. In particular, nanoparticles embed-
ded in a stimuli-responsive network made from poly(N-isopropylacrylamide) (PNIPAM) have be-
come the most-studied examples of such hybrids. It has been demonstrated that the permeability
of the polymer network and thus the reactant flux can be switched and controlled by external
stimuli. Such “active carriers” may thus be viewed as true nanoreactors that open up new design
routes in nano-catalysis and elevate synthesis to create highly selective, programmable “colloidal
enzymes”. However, only a comprehensive understanding of these materials on all time and
length scales can lead to a rational design of future, highly functional materials. Here we review
the current state of the theoretical and multi-scale simulation approaches, aiming at a fundamental
understanding of these nanoreactors. In particular, we summarize a theoretical approach for re-
action rates of surface-catalyzed bimolecular reactions in responsive nanoreactors in terms of the
key material parameters, the polymer shell permeability P and the reactant partition ratio K . We
discuss recent computer simulation studies of both atomistic and coarse-grained polymer models
in which these quanti ies have been charac erized in som detail. We conclude with an outlook
on selected open questions and future theoretical challenges in nanoreactor modeling.
1 Introduc ion
Synthetic nanoreactors are an emerging and promising new nan-
otechnology for liquid-phase heterogenous catalysis. In these
nanoreactors, the catalysts are confined in a permeable nanos-
tructure, which acts as a carrier and can be used to shelter and
control the catalytic processes. In particular, the catalysis can be
made selective and r sponsive if the nanoreactor perme bil y dif-
ferentiates among molecules and can be modulated by external
stimuli.1–14 These nanoreactors can be used for a large variety
of applications, ranging from analytical tools to study chemical
a Jožef Stefan Institute, Jamova 39, SI-1000 Ljubljana, Slovenia
b Korea Institute for Advanced Study, 85 Hoegiro, Seoul 02455, Republic of Korea.
c Departamento de Física Aplicada I, Facultad de Ciencias, Universidad de Málaga,
Campus de Teatinos s/n, E-29071 Málaga, Spain
d Research Group for Simulations of Energy Materials, Helmholtz-Zentrum Berlin,
Hahn-Meitner-Platz 1, D-14109 Berlin, Germany
e Institut für Physik, Albert-Ludwigs-Universität Freiburg, Hermann-Herder-Str. 3, D-
79104 Freiburg, Germany
reactions1–12 to biosensors for the diagnosis of diseases.10–14 Ex-
amples of natural nanoreactors are lipid-based membranes (e.g.,
liposomes), cage-like proteins (e.g., ferritins), protein-based bac-
terial microcompartments, and viruses.11–13,15 Artificial nanore-
actors (based on spherical polyelectrolyte brushes, dendrimers,
ligands, or ven DNA) are simpler than the natural o s and thus
easier to control fo targeted applications.4–12,16,17
In particular, nanoreactors containing metal nanoparticles have
emerged as a promising catalytic system.4–9,18–21 For exam-
ple, gold becomes an active catalyst when divided down to the
na ophase.22–27 However, the handling of the particles in the
liquid phase is an important problem: The surf ce of the parti-
cles sh uld be easily accessible for the mixture of the reactants.
This condition would require the na oparticles to be freely sus-
pended i the solution, and coag lation or any type of Ostwald
ripening of the nanoparticles should not occur during the cat-
alytic reaction. Also, leaching of metal or loss of nanoparticles
from the carrier must be prevented to ensure a meaningful and
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repeated use of the catalyst. The latter requirements necessitate
a suitable carrier that ensures a safe and repeated handling of
the nanoparticles.28,29 It was demonstrated that suitable carrier
systems include colloidal particles,30,31 dendrimers,32–42 meso-
porous materials,43–45 spherical polyelectrolyte brushes,46,47 and
other systems48 structured on a length scale between one and a
few hundred nm.
In recent years, the concept of such carrier systems has been
further advanced with the synthesis of hydrogel-based nanoreac-
tors, for which rate control by external stimuli has become pos-
sible.6,7,10,12,15,18,49–57 Thermosensitive hydrogels made from
a network of poly(N-isopropylacrylamide) (PNIPAM) and its
copolymers provide a good example:4–8,18–21,58–67 Typical col-
loidal carrier architectures are of core-shell or yolk-shell type
where the polymer gel constitutes a permeable shell around a
solid core (core-shell) or around a hollow void (yolk-shell).6 The
core can be the nanoparticle itself, cf. Fig. 1, or, for example, a
polystyrene core. The catalytic nanoparticles can be located dur-
ing synthesis in a well controlled fashion, e.g., into the voids,
onto the cores, or distributed within the polymer shell. Some-
times simply a pure hydrogel (nano- or microgel) particle is the
carrier for the catalysts. In this case carrier and polymer shell in
our context are essentially the same. A survey of selected but very
typical experimental architectures and results for polymer-based
nanoreactor carriers is provided in Tab. 1.
The responsive polymer shell is in a swollen hydrophilic state at
low temperature, but sharply collapses into a rather hydrophobic
state above the critical solution temperature.68 The sharp volume
transition of the gel is reversible69–75 and depends on the temper-
ature,76,77 or more general, solvent quality. This has substantial
influence on reactant partitioning close to the catalysts as well as
reactant transport towards it.78 Hence, there are two key roles of
the polymer shell. On the one hand, the shell acts as a integral
part of the whole carrier that protects nanoparticles from aggre-
gation and hinders chemical degradation processes, e.g., oxida-
tion.8 On the other hand, the polymer ability to switch between
states with different physicochemical properties upon changes in
environmental parameters, e.g., temperature, pH, or concentra-
tion of certain solutes, provides a handle to actively control the
nanoreactor’s catalytic properties.78
A quantitative study and understanding of a nanoreactor re-
quires kinetic data measured with the highest precision possible.
Up to now, most of the testing of the catalytic activity of nanopar-
ticles in aqueous phase has been done using the reduction of 4-
nitrophenol by borohydride. Pal et al.79 and Esumi et al.36 have
been the first who have demonstrated the usefulness of this re-
action. In the meantime, the reduction of 4-nitrophenol has be-
come the most used model reaction for the quantitative testing
and analyzing of the catalytic activity of nanoparticles in the liq-
uid phase.80,81 Further examples of catalytic reactions in aqueous
solution studied in this system are the reductions of nitrobenzene
and hexacyanoferrate (III) by borohydride ions6,7,18,19 and the
decomposition of methyl orange under visible light.8
All the aforementioned examples deal with surface-catalyzed
bimolecular reactions, being a very common type. As pointed out
before,5–7,78 pseudo-unimolecular surface-catalyzed reactions in
r
A
B
C
bulk solution
polymer
shell
D in
D 0
ΔG
ΔG(r )
RNR
R
A
B
Fig. 1 Bimolecular reactions in core-shell nanoreactors. (A) Two reac-
tants, A and B, diffusing from a bulk solution, generate a product, C, in the
proximity of a catalyst nanoparticle (central yellow sphere) embedded in
a PNIPAM polymer network. (B) Schematic representation of a core-shell
nanoreactor. A nanoparticle of radius R is embedded in a spherical shell
of outer radius RNR. The shell permeability depends on the diffusivity,
D(r), and on the transfer free energy profiles, ∆G(r). We model both as
step functions with values Din and ∆G inside, and D0 and zero reference
outside the shell, respectively.
responsive nanoreactors can be described by combining a thermo-
dynamic two-state model for the polymer volume transition with
the appropriate reaction–diffusion equations. In particular, the
important effect of a change in the shell permeability on the reac-
tants approach to the catalyst’s surface can be described by theory
of diffusion through an energy landscape,7,78,82,83 in the spirit of
Debye–Smoluchowski diffusion-controlled rate theory.84–88 Im-
portantly, the latter also takes into account the local reactant
concentration, i.e., the partitioning inside the polymer shell close
to the catalyst. Recently, we have presented an extended theory
of diffusion-limited bimolecular reactions in nanoreactors, which
can be employed to rationally design the activity and selectivity
of a nanoreactor.78,83 The main result of our consideration was
the following formula for the total catalytic rate in bimolecular
reactions in core-shell nanoreactors (cf. Fig. 1):
ktot =
1
2
[
kDAkDB
kR
+ kDA + kDB
−
√(
kDAkDB
kR
+ kDA + kDB
)2
−4kDAkDB
]
. (1)
Here, kDA(PA) and kDB(PB) are the diffusion rates of the reactants
A and B, which explicitly depend on the shell permeability P i, and
kR(K A,K B) is the surface reaction rate, explicitly depending on
partitioning K i as defined below.
In general, permeability of a material defines the ability of the
2 | 1–17Journal Name, [year], [vol.],
Table 1 Survey of selected publications on responsive nanoreactor catalytic experiments with different architectures. Polymer abbreviations:
poly(N-isopropylacrylamide) (PNIPAM), polysterene (PS), maleated carboxymethylchitosan (MACACS), poly(N-vinylcaprolactam) (PVCL),
poly(styrene-NIPAM) (P(S-NIPAM)), poly(NIPAM-co-methacrylic acid) (P(NIPAM-co-MAA)), poly(NIPAM-co-2-(dimethylamino)ethyl methacrylate)
(P(NIPAM-co-AMPS)), poly(4-vinylphenylboronic acid-co-NIPAM-co-acrylamide) (P(VPBA-NIPAM-AAm)). Solute abbreviations: 4-nitrophenol (NP),
4-aminophenol (AP), nitrobenzene (NB), aminobenzene (AB), hexacyanoferrate(III) (HCF), hexacyanoferrate(II) (HCF2),
o-nitrophenyl-D-glucopyranoside (oNPG).
Ref. Architecture Core - Polymer Catalyst Reaction Result
7 Yolk-shell Au - PNIPAM Au reduction: NP→ AP & NB→ AB T -dependence on gel swelling and reaction rate
5,6 Core-shell Au - PNIPAM Au reduction: HCF→ HCF2 T -dependence on gel swelling and reaction rate, rate dependence
on nanoreactor concentration and cross-linking density
6,67 Core-shell Pt/Au - PNIPAM Pt/Au reduction: NP→ AP rate dependence on reactant concentration
8 Core-shell Cu2O - PNIPAM Cu2O decomposition by visible light: methyl orange T -dependence on gel swelling and reaction rate
21 Core-shell Au - PNIPAM Ag reduction: NP→ AP photoresponsive gel size and reaction rate
65 Core-shell Au - P(VPBA-NIPAM-
AAm)
Au reduction: NP→ AP & NB→ AB glucose concentration dependence on gel swelling and reaction
rate
4,51 Core-shell PS - PNIPAM Au/Pt/Rh oxidation: benzyl alcohol→ benzaldehyde T -dependence on gel swelling and reaction rate
4,56 Core-shell PS - PNIPAM β-D-
glucosidase
hydrolysis: oNPG→ D-glucose + o-nitrophenol T -dependence on gel swelling and reaction rate
57 Core-shell PS - PNIPAM Ag reduction: NP→ AP T -dependence on gel swelling and reaction rate
59 Core-shell P(S-NIPAM) -
P(NIPAM-co-MAA)
Ag reduction: NP→ AP & NB→ AB T -dependence on gel swelling and reaction rate
19 Microgel PNIPAM/MACACS Ag reduction: NP→ AP T -dependence on gel swelling and reaction rate
55 Microgel PVCL-α-cyclodextrin Au reduction: NP→ AP T -dependence on gel swelling and reaction rate
60 Hydrogel P(NIPAM-co-MAA) Au reduction: NP→ AP T -dependence on gel swelling and reaction rate
61 Microgel cellulose cellulase
(enzyme)
hydrolysis: cellulose→ glucose T -dependence on gel swelling and time-dependent product con-
centration
62 Microgel P(NIPAM-co-AMPS) Ni reduction: NP→ AP T -dependence on gel swelling and reaction rate
63 Microgel P(NIPAM-co-AMPS) Ag reduction: methylene blue T -dependence on gel swelling and reaction rate, pH-dependence
on gel swelling
penetrating molecules (e.g., gas, ligands, reactants, etc.) to per-
meate and flow through a given medium under the action of an
external field or chemical gradient. It is thus without doubt one of
the most fundamental transport descriptors employed in the phys-
ical sciences and material engineering. In the standard ‘solution–
diffusion’ picture for permeable membranes, it is commonly de-
fined on the linear response level by89–99
P =KDin, (2)
where
K =
cin
c0
(3)
is the partition ratio, in this work simply referred to as partition-
ing, defined as the ratio of number densities of the solutes in-
side (cin) and outside (c0) the medium in equilibrium, and Din is
the diffusion coefficient of those inside. Permeability can be thus
defined as the inverse of a diffusional resistance of a medium re-
garding the total mass transport (flux) towards the catalyst driven
by the reaction. The optimization of permeability, especially
for being highly selective among different solutes, has been a
grand challenge in material design over the last decades.95,99,100
Prominent applications revolve around gas separation and re-
covery,90,95,99,101–103 desalination and nanofiltration (‘molecular
sieving’),104–106 medical treatments by dialysis or selective drug
transport,107,108 hydrogel-based soft sensors, and the nanoreac-
tors.2,4,83,93 We have studied partitioning and permeability of
polymer networks and PNIPAM polymers recently on the molec-
ular level by coarse-grained109,110 as well as all-atom molecular
dynamics computer simulations.111–114
Hence, in the last couple of years many quantitative concepts
have emerged both on the continuum and the microscopic level
that will eventually lead to a more fundamental understanding
of nanoreactors in the future. The possibility arises to optimize
responsive nanoreactors to reach the high recognition, selectiv-
ity, and feedback control as found for enzymes,115,116 to create
“colloidal enzymes”. Here we review the state-of-the-art of the
current understanding of the intricate links between nanoreactor
reaction rate and polymer permeability. Most of the results pre-
sented here are based on our recent research endeavor of multi-
scale modeling schemes of hydrogel systems in order to establish
rational design principles of responsive nanoreactors. We start
in Section 2 by summarizing the rate theory for nanoparticle-
catalyzed bimolecular reactions including partitioning and per-
meability of the polymer shell. The key property to be tuned
and ‘programmed’ during the synthesis in order to select and
switch catalytic activity is the permeability. In Section 3 we thus
proceed with mesoscale coarse-grained computer models, which
give fundamental insights on partition–diffusion correlations in
the permeability and how they can be tuned qualitatively by mi-
croscopic interactions. In the last part we turn to atomistically-
resolved molecular simulations of the PNIPAM hydrogel models
in swollen and collapsed state. Here we address the question of
the influence of the ‘chemistry’ of the interactions, e.g., role of
(temperature-dependent) hydration, polarity, reactant type and
size, etc. Obviously, there are many open questions, missing con-
nections, and remaining challenges to overcome to obtain a com-
prehensive multi-scale model. We will briefly discuss those and
give an outlook in the final, concluding section.
2 Bimolecular reactions in nanoreactors
2.1 Macroscopic rates and dependence on permeability
We review the rate theory for nanoreactors for the case of surface-
catalyzed bimolecular reactions in one of the simplest nanoreac-
tor geometries, a core-shell nanoreactor,83 depicted in Fig. 1A,
where a catalytically active metal nanoparticle of radius R is em-
bedded in a thermoresponsive hydrogel matrix of outer radius
Journal Name, [year], [vol.],1–17 | 3
RNR. In this spherically symmetric system, we consider that two
species A and B diffuse from a bulk solution with respective (ini-
tial) concentration cA0 and c
B
0 through the polymer shell towards
the catalyst nanoparticle. A fraction of the reactants arriving at
the surface combines with each other to produce a third molec-
ular species C. Assuming a total concentration of nanoreactors
cNR, the experimentalist would measure the transformation of a
reactant (say reactant A) per time, according to
dcA(t)
dt
=−ktot(cA(t),cB(t))cNR (4)
with instantaneous bulk concentrations cA(t) and cB(t), and ktot
has the units of inverse time and is a non-trivial function of the
reactant concentrations. In general, and as we will see below, the
chemical reaction has no well-defined order. In some limits, e.g.,
in an abundance of species B, it may reduce to pseudo unimolec-
ular or even pseudo first-order kinetics83 (see also Section 2.2
later).
To derive the functional form of the total catalytic rate, we as-
sume ktot (number of molecules reacting per unit of time) is equal
to the radial flux of reactants at the nanoparticle surface. In bi-
molecular reactions, then the fraction of molecules A reacting is
proportional to the number of molecules B at the same location,
and vice versa. Thus, ktot can be estimated through the standard
mean-field relation78,117
ktot = KvolcA(R)cB(R) , (5)
where cA(R) and cB(R) are the reactant concentrations at the
nanoparticle surface, and Kvol the probability that the two species
react on the surface (with units per time and per concentration
squared). To calculate ktot, we solve the stationary continuity
equation for the density fields of reactants,
∇ ·Ji = 0 , (6)
with Ji(r) being the radial flux of the species i= A, B, C as a func-
tion of the distance from the nanoparticle. We make the station-
arity assumption that the system is always in a steady-state and
there is no explicit time-dependence of the fluxes. In other words,
we assume the microscopic relaxation of the system, roughly
given by the time of reactants to diffuse through the nanoreac-
tor R2NR/D0, is faster than the reaction time as defined in eqn (4).
If we use the fastest, diffusion-controlled (Smoluchowski) rate
ktot ' k0D = 4piRD0c0 as the reaction rate scale, we find the condi-
tion for stationarity that c0  1/(4piR2NRR) ' 10−5 mol/l for typ-
ical geometries where R ' 1 nm and RNR ' 102 nm. In experi-
ments, typically sub-micromolar reactant concentrations are used
and the reaction rate is at least 1–2 orders slower than the fastest,
fully diffusion-controlled limit, so that the condition is in most
cases very well satisfied.
In their diffusive approach to the catalyst nanoparticle, reac-
tants have to permeate the shell. The kinetics of this process is
thus governed by the shell permeability, which depends on the
diffusivity profile, Di(r), and on the thermodynamic barrier, i.e.,
the transfer free energy between bulk and shell, ∆Gi(r). For sim-
plicity, we take both profiles to be shell-centered step functions of
the width equal to the polymer shell width (see Fig. 1B), i.e.
Di(r) =
{
Diin R≤ r ≤ RNR ,
Di0 elsewhere ,
(7)
and
∆Gi(r) =
{
∆Gi R≤ r ≤ RNR ,
0 elsewhere .
(8)
Here, Diin and D
i
0 stand for the diffusion coefficients in the poly-
mer shell and solution, respectively. ∆Gi represents the transfer
free energy from bulk water into the shell and as such strongly
depends on the state (swollen/collapsed) of the nanoreactor. Us-
ing standard thermodynamic relations, we connect the flux of the
species i to its local concentration ci(r)
Ji =−Di ci∇βµi , (9)
where µi(r) is the chemical potential of the species i, and β =
1/kBT , with kB denoting the Boltzmann’s constant and T the ab-
solute temperature of the system. The chemical potential of a
molecule interacting with an external environment with a spa-
tially dependent concentration and free energy is
βµi = ln
(
ci
ciref
)
+β∆Gi , (10)
where ciref is a reference concentration whose value can be chosen
arbitrarily. Equation (10) can now be used to relate the transfer
free energy ∆Gi and partitioning, eqn (3),
K i = exp
(
−β∆Gi
)
. (11)
With the aforementioned definitions, the shell permeability to the
species i is calculated as
P i =K iDiin (12)
where for r > RNR we have P i = Di0.
We found83 that the total catalytic rate for bimolecular reac-
tions in responsive nanoreactors is obtained as in eqn (1). In this
expression,
kR = KvolcA0 e
−β∆GA(R)cB0 e
−β∆GB(R) = KvolcA0 c
B
0K
AK B (13)
stands for the surface-part of the reaction rate, which is explicitly
partitioning-dependent, and
kDi = 4pici0
[∫ ∞
R
1
P i(r)r2
dr
]−1
(14)
is the permeability-dependent diffusion part of the reaction rate
of the reactant i. In the absence of the shell, P i(r) = Di0, and the
diffusion rate turns into the Smoluchowski rate k0Di = 4piRD
i
0c
i
0.
For the core-shell configuration depicted in Fig. 1B the step pro-
files in eqn (7) and eqn (8) apply and the relation between the
4 | 1–17Journal Name, [year], [vol.],
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Fig. 2 (A) Temperature dependence of the measured pseudo-first-order
constant kobs (blue filled squares) of the electron-transfer reaction be-
tween HCF and borohydride ions in Au-PNIPAM nanoreactors. The mea-
sured temperature dependence of the nanoreactor hydrodynamic radius
is shown by orange opened circles. All data were taken from Ref. 5.
(B) Temperature dependent nanoreactor shell permeability for HCF esti-
mated using eqn (15).
shell permeability and the diffusion rate, eqn (14), simplifies to
kDi
k0Di
=
[
1+
(
Di0
P i
−1
)(
1− R
RNR
)]−1
. (15)
Equation (1) is the main analytical result for nanoparticle
surface-catalyzed bimolecular reactions. It shows that, in the
fully bimolecular case, the diffusional fluxes of the different re-
actants are coupled. Thus, ktot depends in a non-trivial way on the
surface and the diffusion rates and nanoreactor shell permeabil-
ity, in contrast to the simple unimolecular case (i.e., in general
k−1tot 6= k−1D + k−1R in bimolecular reactions).
Equation (1) together with eqs. (13) and (15) can be used
to predict the total catalytic rate once the nanoreactor shell
permeability and the reactant partition ratios are known (e.g.,
from experiments, or from simulations, see Sections 3 and 4),
or, conversely, to extract the parameters by fitting to experi-
mental data. Carregal-Romero et al.5 investigated the bimolec-
ular electron-transfer reaction between hexacyanoferrate (III),
Fe(CN)3−6 (HCF), and borohydride BH
−
4 ions in Au-PNIPAM core-
shell nanoreactors. In a previous work83 we demonstrated
that that bimolecular reaction is diffusion-controlled and can be
treated as pseudo-unimolecular (see also next Section 2.2), that
is, dcHCF(t)/dt =−kobscHCF(t).
The temperature dependence of the measured pseudo-first-
order constant is shown by blue filled squares in Fig. 2A. We
observe that the reaction rate decreases by one order of mag-
nitude when the temperature of the solution exceeds the lower
critical solution temperature (LCST) of the PNIPAM polymer. The
measured nanoreactor hydrodynamic radius data, displayed by
orange open circles in Fig. 2A, exhibit the well-known volume
transition between the swollen and the collapsed states below
and above the LCST, respectively. As we pointed out before, this
transition changes the physicochemical properties of the polymer,
which leads to different reactant diffusivity and transfer free en-
ergy values resulting in a nanoreactor permeability switch at the
LCST. In the diffusion-controlled limit for pseudo-unimolecular
kinetics we can identify kobs = kHCFD cNR/c
HCF
0 . The c
HCF
0 is the
initial bulk concentration, which can be replaced by the instan-
taneous cHCF(t) in the equations during the reaction because of
the stationarity assumption. Using eqn (15) together with the
experimental data from Fig. 2A, we estimate the temperature de-
pendence of the nanoreactor shell permeability for HCF (Fig. 2B)
and clearly observe the aforementioned permeability switch be-
low and above the LCST. The permeability decreases around one
order of magnitude from the swollen to the collapsed state. By
comparing Figs. 2A and B we clearly see that the nanoreactor
shell permeability is the essential ingredient to understand the
reaction rate response of nanoreactors in diffusion-controlled re-
actions. Detailed mesoscopic and microscopic insights on the in-
fluence of effective interaction potentials, hydrogel density, and
chemistry on the permeability of polymer shells is presented in
Sections 3 and 4.
2.2 Pseudo-unimolecular reactions in nanoreactors
Bimolecular reactions are typically treated as pseudo-
unimolecular when one of the reactants is in large excess
with respect to the other. The reasoning behind this assumption
is that, according to the simple Smoluchowski rate, the reactant
in larger concentration would diffuse towards the nanoparticle
surface at a much larger rate than the other one. Therefore,
when the reactant in limiting concentration arrives to the
catalyst, it will always find a reactant of the other species to
combine with. However, this is not always true when considering
nanoreactors. In this case, the diffusion rate, eqn (14), not only
depends on the bulk reactant concentration but also on the shell
permeability and thus on the molecular interactions of reactants
with the shell. It is thus the combination of both quantities that
determines whether a bimolecular reaction can be treated as
pseudo-unimolecular or not.
If one of the reactants has a much larger diffusion rate than
the other one, e.g., kDB  kDA , the total reaction rate, eqn (1),
reduces to (see Supporting Information in Ref. 83)
ktot→ k1tot =
(
k−1DA + k
−1
R
)−1
, (16)
which is the well-known expression of the total reaction rate
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Fig. 3 Total rate for unimolecular reactions k1tot, eqn (16), divided by the
total reaction rate ktot for bimolecular reactions, eqn (1), as a function of
the relative reactant bulk concentration, cB0 /c
A
0 . The lines stand for dif-
ferent relative nanoreactor shell permeabilities to the reactants, PB/PA.
We assume kR = kDA .
in unimolecular reactions, k1tot. In this case, the total catalytic
time is the sum of the diffusion time of the slower reactant and
the surface reaction time. Hence, in nanoreactors, unimolecu-
lar reactions can be diffusion- or surface-controlled if kD  kR
or kD  kR, respectively. If both rates are comparable in magni-
tude, the reaction is termed diffusion-influenced. Analogously, a
reaction is diffusion- or surface-controlled if DaII 1 or DaII 1,
respectively, where DaII = ktot/kD is the second Damköhler num-
ber.6 If both reactants diffuse from the bulk solution, according
to eqn (14), this condition is satisfied when cB0 P
B cA0 PA. This
means that one of the reactants should be in a much higher bulk
concentration and/or subject to a much larger shell permeability
than the other.
In Fig. 3 we analyze how large should be the excess of re-
actant B for the pseudo-unimolecular reaction limit to be valid.
This value depends on the relative nanoreactor shell permeabil-
ity, PB/PA. For simplicity, we consider that the surface rate is
equal to the diffusion rate of the reactant in limiting concentra-
tion (kR = kDA , diffusion-influenced reaction). When both reac-
tants have the same permeability (red line), the concentration of
reactant B should be roughly 10 times larger than the one of A
to have a unimolecular reaction. If we then decrease the shell
permeability to the reactant B by 10 times, its concentration has
thus to become 100 times higher with respect to that of A to keep
this limit. Figure 3 also shows that the catalytic rate predicted
for a pseudo-unimolecular reaction for the reactant in limiting
concentration may differ from the fully bimolecular one by or-
ders of magnitude. Thus, when dealing with nanoreactors, it is
necessary to consider not only the difference between the bulk
concentrations of the reactants but also the difference in the shell
permeability to the reactants.
Hence, when considering nanoreactors, care should be taken
since in these systems it is not the bulk mobility and concentra-
tion that determine the reaction type (diffusion versus surface
control), but the values in the polymer shell, which can be the
limiting factor. The latter is defined by the shell permeability P
and can thus strongly differ from the bulk value. Because of the
responsive nature of the gating shell of nanoreactors, this depen-
dence crucially implies that the identity of the limiting reactant
can switch upon a change in the external stimulus. Failure to
recognize this fact can lead to very large discrepancies between
the correct and the approximate rate. This theoretical framework
for pseudo-unimolecular reactions qualitatively rationalizes the
large and sharp variations in catalytic rate observed in the rele-
vant nanoreactor experiments.6–8,78
3 Partitioning and diffusion: coarse-grained
simulations
As we have just described, key parameters to understand a
nanoreactor’s selectivity and rate response to stimuli are the
permeability of its polymeric shell and the reactant partitioning
within. In the following, we review two selected coarse-grained
(CG) simulation studies of partitioning, diffusion, and permeabil-
ity in model membranes.109,110 Mesoscopic models, neglecting
chemical resolution, play a pivotal role not only as a bridge be-
tween the aforementioned macroscopic reaction model and the
following microscopic all-atom models but also for the deeper
understanding of essential physics, e.g., of molecular adsorption
and transport in polymer systems. Particle-based simulations on
various scales with increasing complexity and chemical detail are
now emerging. For the convenience of the reader, we have sum-
marized selected relevant simulation efforts in Tab. 2.
3.1 Influence of gel volume transition on reactant partition-
ing in a model polymeric membrane
Responsive polymers feature a sharp volume transition where the
density of the polymer drastically changes. The partitioning of
reactants across the volume transition and the feedback of the
polymer to the permeation is complex and poorly understood. We
thus first discuss a CG simulation model with details described
previously109 consisting of permeating reactants in a polymer-
based thin membrane (Fig. 4A), where we aim at a qualitative
study of the effects of structural transitions of gels on the reactant
partitioning and its back-coupling to the volume transition. In
the following, we refer to the permeating reactants generally as
‘solutes’.
The membrane is constructed as cross-linked semi-flexible net-
work of polymers formed on a regular cubic lattice,118–123 and
the solutes can diffuse throughout the membrane and the bulk
regions. This enables a direct sampling of the solute partition-
ing from the simulations simply according to eqn (3). We use
the Lennard-Jones (LJ) pair potential and its size unit σ as the
diameter for all particles and the monomer–monomer (bonded)
distance in the polymers. In order to model such a gel in the
presence of various solutes, we employ inter- and intra-particle
interactions in terms of LJ pair potentials. We focus on two
key interaction parameters: The membrane–membrane interac-
tion εmm controls the solvent quality, turning it from good to poor
upon the increase of εmm. The membrane–solute interaction εms
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Fig. 4 (A) Various conformational states and regimes in the mesoscopic network membrane–solute system from CG computer simulations are depicted
in the main phase diagram (center) depending on the Lennard-Jones (LJ) interactions εmm and εms: (1) is a ‘solute-induced collapsed’ state, (2) is a
‘critical’ transition line (yellow contour) between the intrinsic (3) ‘swollen’ and (6) ‘collapsed’ states. (4) is a ‘solute-involved collapsed’ state, while (5) is
a ‘solute-adsorbed’ collapsed state where solutes adsorb mostly on the membrane surface. For details see text. Reprinted with permission from Ref.
109, copyright 2017 American Chemical Society. (B) Solute partitioning landscape K depending on εmm and εms.
governs the membrane–solute coupling and thus models different
kinds of solutes. For the solute–solute interaction we always use
εss = 0.1 kBT , essentially being a steep (r−12) repulsion.
In Fig. 4A we show the landscape of the gel structural phases,
depending on both interaction parameters. The red region de-
picts swollen states, where the gel volume is relatively large,
while the blue region indicates collapsed states. Without the so-
lutes (εms = 0) our model exhibits a collapse transition at around
εmm ' 1.0 kBT . In the presence of the solutes, however, the pic-
ture becomes more complex: The ‘critical’ transition line (yellow
contour line) between swollen and collapsed states depends sub-
stantially on the membrane–solute interaction, as shown by the
label (2). The stark color contrast around this critical line signifies
the sharp transition. In addition, one can identify in total five dis-
tinct phase regions (or states), classified into (1) “solute-induced
collapsed”, (3) “swollen”, (4) “solute-involved collapsed”, (5)
“solute-adsorbed collapsed", and (6) “collapsed” states, indexed
by the numbers in the colored center panel of Fig. 4A. Inter-
estingly, the “solute-induced collapsed” state (state 1) can occur
even in good solvent conditions, where the membrane undergoes
a relatively sharp collapse transition induced by a strong ‘bridg-
ing’ attraction between the solutes and the network monomers.
The effect has been reported in computer simulations before but
only on the single polymer level.124–131 The “solute-involved” col-
lapsed state (state 4) occurs at the intermediate solvent quality
where the membrane collapses with most of the internal solutes
embedded, yielding a bulkier collapsed gel than the intrinsically
collapsed case. The “solute-adsorbed collapsed” state (state 5) is
an example for the limiting case, where both of the membrane–
membrane and membrane–solute attractions are strong, but the
first one dominates and excludes the solutes, therefore leading to
a strong surface accumulation of those.
The solute partitioning K (on a log-scale) averaged over the
membrane slab is shown in Fig. 4B in a 2D-landscape plot, and
is related to the transfer free energy from the bulk into the net-
work, ∆G = −kBT lnK , which quantifies the average transfer free
energy for the solute transfer from bulk to the membrane. The
partitioning varies by several orders of magnitude, depending not
only on the membrane–solute interaction but also significantly on
the solvent quality. The partitioning overall becomes large (i.e.,
higher adsorption) as the membrane–solute attraction, εms, in-
creases, while it has large regions of unity in the swollen states
(light blue-greenish areas). Note that when compared with the
structural landscape in Fig. 4A, both extrema of K (i.e., the min-
imum and the maximum) are in the collapsed regions, indicating
that the collapsed phase can relate to extremely different parti-
tionings and there is no unique mapping. Moreover, at interme-
diate values of εms, K is a nonmonotonic function of the solvent
quality, meaning that it can be maximized by an optimal solvent
quality. The maximization of the partitioning is in fact a quite
general feature in attractive but crowded systems as we will dis-
cuss in the following section.
To sum up, the CG simulation model of a polymer network in
the presence of solutes reveals a rich topology of structure phases
and their relation to solute partitioning, entering the rate equa-
tions eqs. (13) and (15). In particular, for very attractive solute–
membrane interactions (εms & 1 kBT ) the network structure and
partitioning are coupled. The mesoscopic model thus provides a
landscape of the partitioning, thereby bridging the macroscopic
continuum model and microscopic discrete data in terms of the
generic interaction parameters. In addition, the results will be
helpful for the interpretation of experiments for certain polymer–
reactant systems and could also be useful to design feedback-
systems where the local reactant (or product) concentration may
couple back to polymer structure in a prescribed way.
3.2 Partitioning, diffusion, and permeability in a model lat-
tice membrane
Now we present a related but different CG model110 of a
membrane–solute system (Fig. 5A) in order to study permeability
in dense media qualitatively on a generic level. We demonstrate
how the permeability can be tuned massively in magnitude by
systematically varying the membrane–solute interactions and the
density of the membrane. The study also gives important insights
about how partitioning and diffusion are correlated.
The permeability is defined following the solution–diffusion
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Fig. 5 (A) Snapshot of the mesoscopic lattice membrane–solute system. The membrane sites (red) are fixed on a face-centered-cubic (fcc) lattice with
the volume fraction φm, and the penetrating solutes (blue) are diffusing and interacting via the LJ potentials with εms. (B) Solute partitioning K (φm) at
different εms. The solid lines depict the exact relation, eqn (17), and the dashed line depicts the approximated partitioning KB2 with βεms = 0.6 (see
text for details). (C) Solute diffusivity Din(φm)/D0 with different εms. The dashed lines depict the approximation Din/D0 = exp(−φm) valid for low εms and
φm, and the scaling Din/D0 ∼ φ−2/3m valid for high εms and low φm. (D) Permeability P (φm)/D0 at different εms. Reprinted with permission from Ref. 110,
copyright 2019 American Physical Society.
theory89–91,94–99 by eqn (2). There have been pioneering the-
oretical models to elucidate the transport phenomena in mem-
branes 89–91,94,132–135 based on simple theories for either parti-
tioning or diffusion. Recently, a simulation study revealed maxi-
mization of partitioning of penetrating solutes in polymer mem-
branes tuned by the polymer volume fraction.136 Diffusion in
dense membranes is usually quite complex and highly dependent
on details of the interaction potentials.102,103,113,137–141 Never-
theless, there have been no comprehensive studies on the perme-
ability P , being a product of partitioning and diffusion.
In the CG model membrane–solute system as shown in Fig. 5A
the diffusive solutes are ideal (εss = σss = 0), and the membrane
consists of immobile interaction sites, located on a face-centered-
cubic (fcc) lattice with a fixed unit cell size l, variation of which
tunes the monomer packing fraction φm. The simplicity of such
an ordered and rigid model membrane with ideal solutes ren-
ders the problem easier for interpretation and perhaps theoret-
ically tractable. The ideal solutes diffuse throughout the simu-
lation box but interact only with the membrane sites via the LJ
potential with the coupling strength εms. For the ideal solutes the
partitioning can be exactly computed via the transfer free energy
shown in eqn (11). In our case ∆G = −kBT lne−βHms 142, where
Hms(r) = ∑iUms(|r− ri|) is the total Hamiltonian (summing over
all membrane sites i), and x ≡ ∫ dVx/Vm is the volume average,
yielding
K = e−βHms . (17)
which verifies the simulation results (Fig. 5B).
The computed partitioning as a function of the membrane vol-
ume fraction φm is shown in Fig. 5B for various εms. For rel-
atively low membrane–solute couplings (βεms . 0.3), the LJ in-
teraction between solutes and membrane sites is essentially re-
pulsive (signified by a positive second virial coefficient), and the
partitioning monotonically decreases as the membrane becomes
dense, owing to the dominant exclusion by the membrane. For
intermediate couplings around βεms = 0.6, which is moderately
attractive, partitioning reaches a maximum at an optimal mem-
brane density around φm = 0.6. The partitioning maximization
is attributed to a balance between adsorption and steric exclu-
sion. In addition, a leading order approximation of K on a two-
body level, KB2(φm,εms) = exp
[−2cmBms2 ] for βεms = 0.6 is de-
picted by the dashed line, where cm ∝ φm is the membrane con-
centration, and Bms2 is the second virial coefficient. Figure 5C
shows the solute diffusivity Din/D0 in the membrane as a func-
tion of φm, rescaled by the free diffusivity in the bulk. As the
membrane becomes dense, Din tends to exponentially decrease,
showing more complex behavior with higher couplings. We com-
pare the simulation results with scaling theories for diffusion in
two limiting cases. The upper dashed line indicates the limit-
ing law Din/D0 = exp(−φm) based on the ‘volume-exclusion’ the-
ory.102,134,135,143,144 It is indeed valid only for low couplings,
which acts essentially repulsive. For high membrane–solute at-
tractions and low membrane density, the diffusivity follows the
power law Din/D0 ∼ φ−2/3m . The scaling relation is derived by the
limiting law from the Kramers’ barrier crossing over the distance
l ∼ φ−1/3, and therefore Din ∼ l2/τ∼ φ−2/3m .110
The resulting permeability, the product of K and Din, shown
in Fig. 5D, exhibits intriguing features. For essentially repulsive
solutes, P decreases monotonically as the membrane density in-
creases, and the overall magnitude is below unity, almost ap-
proaching zero for very dense membranes. We speculate that this
essentially repulsive case may be the scenario in the experiments
with the highly charged reactant HCF in Section 2.1, which prob-
ably does not like to enter the collapsed gel, but this suspicion
needs further scrutiny. On the other hand, for high couplings (at-
traction) the permeability is first minimal around φm = 0.1, then
maximized at large membrane densities φm ' 0.8. The perme-
ability vanishes at the maximum overlapping density (φm ∼ 1),
where no percolating holes for diffusion are present anymore.
This demonstrates a clear maximization of permeability when the
system is highly attractive and dense. The nonmonotonic behav-
ior of permeability results from drastic nontrivial cancellations
between the partitioning and the diffusivity, which exponentially
increase and decrease, respectively. The massive cancellation be-
tween two largely varying functions over several orders of mag-
nitude yields a permeability of the order of unity,110 implying a
high potential for fine-tuning of the permeability behavior in ex-
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periments by small changes in density or interactions.
Mesoscopic models of membrane–solute systems demonstrate
that the permeability, typically resulting from large cancellation
effects of partitioning and diffusion, is very sensitively tuned by
the effective interaction potentials and the membrane density.
The results indicate that most drastic selectiviy effects are at high
membrane densities and significant (& kBT ) membrane–solute at-
tractions. The effective potentials in realistic material design as-
semblies can be somewhat controlled by various external param-
eters, such as temperature, ionic strength, pH, and possibly var-
ious additives in the solution. The results from the mesoscopic
models thus provide useful physical insight and may bear impor-
tant applications in design and engineering of molecular systems
to achieve a selective transport by fine-tuning interactions and
topologies, particularly in highly attractive membrane systems.
4 Partitioning and diffusion: all-atom simu-
lations
The advantage of the mesoscopic simulations in the previous sec-
tion is that we can obtain fundamental and qualitative insights
on how permeability depends on basic input parameters such as
interaction energies, lattice geometry, and single solute diffusion.
However, in experiments we deal with specific, chemical systems,
where the effects of interactions are highly convoluted and solva-
tion, polarity, electrostatics, and specific steric constraints come
explicitly into play. Hence, for a more detailed insight and quan-
titative numbers for the continuum approach to reaction rates in
Section 2, we need to resort to higher resolution, molecular dy-
namics computer simulations. All-atom simulation studies of par-
titioning and diffusion through polymer networks with increasing
complexity and chemical detail are now emerging and growing
in the literature. Selected works in this field are given in Tab. 2.
In the following, we will review our recent efforts to understand
partitioning and diffusion of solutes in swollen and collapsed PNI-
PAM hydrogels by all-atom (AA) MD simulations.111–114
4.1 Swollen state
In order to model the swollen state of a hydrogel shell one can fo-
cus on one elongated PNIPAM chain, as shown in Fig. 6A.i, where
the chain is replicated through periodic boundary conditions. The
cylindrical geometry allows for a simple extraction of adsorption
properties111 of solvated molecules in the solution. The first step
is to evaluate the cylindrical radial distribution function (RDF) of
the solute molecules from the backbone, g2D(r), as shown in an
example for nitrobenzene (NB) in Fig. 7A. The adsorption coef-
ficient Γ∗m per monomer of the polymer is then obtained by inte-
gration along the spatial coordinates,167
Γ∗m = ∆Lm
∫ ∞
0
[g2D(r)−1]2pirdr, (18)
where ∆Lm = 0.265 nm is the distance between neighboring
monomers in the chain. The total adsorbed number of molecules
Γchain on the chain is proportional to the number of monomers Nm
and, in the infinite dilution limit, to the bulk solute concentration
c0,
Γchain = Γ∗mNmc0, (19)
Another setup of swollen hydrogels, shown in Fig. 6.ii, mimics
the cross-linker unit of a hydrogel network, and thus lends itself
to study the influence of cross-linkers on adsorption of molecules.
In our previous study112, we considered a very common N,N’-
methylenebisacrylamide (BIS) cross-linker, connecting four PNI-
PAM chains with their ends tethered in a tetrahedral geometry.
The solute molecules in general adsorb in different proportions to
the chain regions and the cross-linker neighborhood. The overall
adsorption in the radial interval [r1,r2] from the cross-linker is ob-
tained in a straightforward manner by integrating the (spherical)
RDF g(r) of the solutes
Γ(r1,r2) = c0
∫ r2
r1
[g(r)−1]4pir2dr. (20)
With this, we can scan the adsorption in different regions with
respect to the cross-linker. It also allows us to evaluate Γ∗m, as
in the single-chain geometry. Finally, the total adsorption can be
deconvoluted into two contributions,
Γtot = Γchain+Γxlink. (21)
The adsorption on the chains Γchain (unperturbed by the presence
of cross-linker) is given by eqn (19), whereas Γxlink represents the
effect on the adsorption due to the presence of the cross-linker.
The value of Γxlink can be evaluated from known Γtot and Γchain.
In the infinite-dilution limit, the adsorption on the cross-linker
is proportional to the bulk solute concentration, Γxlink = Γ∗xlinkc0,
where Γ∗xlink is the adsorption coefficient of the cross-linker.
The resulting adsorption coefficients Γ∗m are shown in Fig. 7B
(blue shaded bars), from the single-chain111 and cross-linker112
geometries. Quite generally, the adsorption grows with the
molecular size. The effect of the cross-linker, Γ∗xlink, is shown in
Fig. 7B by orange bars: The apolar compounds C4, C6, and B
show a low affinity to the cross-linker. In contrast, the adsorption
of nitro-aromatic solutes to the cross-linker is significant, in par-
ticular for NP0.112 NB shows more than doubled and NP0 even an
order of magnitude higher adsorption to the cross-linker region
than to a monomer of the polymer. Note that the BIS cross-linker
has two amide groups and is slightly more hydrophilic than the
PNIPAM chain, hence favoring polar molecules.
From the known adsorptions on individual chains and cross-
linkers we can predict the partitioning in extensive hypothetical
swollen polymer architectures, such as hydrogels. The partition-
ing follows from K = 1+Γtot/(c0V ), where V is the volume of the
gel and Γtot the total adsorption of molecules on all the chains
and cross-linkers [eqn (21)], which leads to
K = 1+nmΓ∗m+nxlinkΓ∗xlink, (22)
where nm and nxlink are the monomer and cross-linker number
densities, respectively. The former can be easily linked to the
polymer volume fraction φm as nm = φm/(piR20∆Lm), where R0 =
0.5 nm is an estimated effective radius of the polymer chain.111
Assuming φm = 0.1 for a typical architecture of a swollen state, we
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Table 2 Survey of selected publications on computer simulations of diffusion D, partitioning K , permeability P , or related adsorption or transport
phenomena of (co)solutes in polymers. Abbreviations: All-atom (AA), Coarse-Grained (CG), Molecular Dynamics (MD), Monte-Carlo (MC), Langevin
Dynamics (LD), Brownian Dynamics (BD), Dissipative Particle Dynamics (DPD).
Ref. Simulation
methods
Architecture Polymer Resulting quantity Comment
145 AA-MD swollen cross-linked
network
polyethyleneglycole diffusivity of water, ions,
rhodamine
water content: 75–91%, mesh size: 2.3–5.5 nm
146 AA-MD collapsed polyethylene diffusivity and partitioning
of oxygen and water
permeability for oxygen 5–6 orders of magnitude larger than for water
147 AA-MD collapsed poly(vinyl alcohol) diffusivity of O2 water uniformly distributes
148, 149 AA-MD collapsed poly(vinyl alcohol) diffusivity of water hydrogel with 4–40 % water
150 AA-MD collapsed polydimethylsiloxane diffusivity of water and
ethanol
water/ethanol mixtures; water molecules faster than ethanol
151 AA-MD + tran-
sition state ap-
proach
collapsed polystyrene and its
copolymers
diffusivity and partitioning
of gas and water molecules
152 AA-MD single chain PNIPAM adsorption of urea studying volume phase transition
153 AA-MD single chain PNIPAM adsorption of TMAO, urea studying volume phase transition
154 AA-MD collapsed and sol-
vent phase
PNIPAM partitioning of ions thin core-shell membrane, direct measuring of partitioning
155 AA-MD cross-linked net-
work
PNIPAM diffusivity of water; vol-
ume transition
studying volume transition; cross-linking inhibits the collapse
156 AA-MD collapsed and sol-
vent phase
PNIPAM (3mer) water–polymer coexis-
tence
also 30mer of PNIPAM: no conclusions on chain configuration
157 AA-MD swollen & collapsed
finite aggregate
PNIPAM partitioning of large ions umbrella sampling of the potential of mean force of the ions
158 Gibbs-ensemble
CG-MD
cubic network bead-spring solvent sorption and
swelling isotherm
effects of solvents on swelling
119 Two-box–
particle-transfer
CG-MD
cubic network bead-spring solvent sorption and
swelling isotherm
effects of cross-linkers on swelling
159, 160 CG-MC tetra-functional net-
work
bead-spring solvent sorption and
swelling isotherm
effects of polymer network density and deformation on swelling
120 CG-MC cubic network rigid rod cosolute diffusivity effects of cosolute size and polymer density on cosolute diffusivity
121 CG-LD cubic network charged bead-spring energy conversion effects of compression and solvents on energy contribution
122 CG-LD highly swollen cubic
network
charged bead-spring adsorption and conforma-
tional response
counterion-induced deformation
123 LD cubic network charged bead-spring ion transport effects of electrostatic coupling between polymer and ions on ion transport
136 CG-MC tetra-functional net-
work
bead-spring cosolute partitioning effects of polymer density on partitioning
139 CG-MD polymer melt semi-flexible gas partitioning, diffusivity
and permeability
effect of gas size and polymer semi-flexibility on gas transport
161 CG-BD cubic network bead-spring cosolute diffusivity effects of cosolute density on cosolute diffusivity
162 CG-DPD random network semi-flexible permeability and cosolute
diffusivity
effects of porosity and deformation on permeability
163–165 CG-BD cubic network rigid rod cosolute diffusivity effects of interactions, hydrodynamics, and network heterogeneity on
cosolute diffusivity
166 CG-BD random cubic net-
work
rigid rod cosolute diffusivity effects of network porosity, flexibility, degree of cross linking, and electro-
static interaction on cosolute diffusivity
compute K for several solutes from the obtained MD parameters
in Fig. 8. The values range around unity, K ≈1–3, as also resulted
from the CG models in Fig. 5B for this polymer fraction range. As
we will see in the following, the collapsed state can give rise to
much higher partitioning.
4.2 Collapsed state
The collapsed state of the PNIPAM hydrogel can be modeled as a
bulk of aggregated polymeric chains (in our case 20 monomeric
units long) at 340 K (above the LCST), where cross-linkers are
ignored. The amount of sorbed water between the polymeric
chains is chosen such that it corresponds to the chemical equi-
librium with bulk water.113 The amount of water in the col-
lapsed state depends on temperature, and amounts to around
20 wt. % (somehow less than experimental estimates of around
30 wt. %168–172), which roughly correspond to the polymer vol-
ume fraction of φm = 0.8. Note that this is in the range of packing
fractions for which we observed the most interesting behavior of
permeability in the CG simulations in Section 3.
Water molecules are very non-uniformly distributed through-
out the phase and tend to flock together into irregular clusters
of various nanoscopic sizes, which were observed also in simu-
lations of other amorphous polymer structures151,173–176. This
water–polymer spatial heterogeneity is a crucial player in the sol-
vation of small molecules, whereby the nature of the solute (being
polar, nonpolar, or ionic177) is a decisive property. Two represen-
tative snapshots in Fig. 9A, showing a benzene (nonpolar) and a
phenol (polar) molecule, demonstrate that nonpolar solutes are
preferentially expelled from water clusters and tend to reside in
‘dryer’ regions of the gel, whereas polar molecules tend to parti-
tion closer to or inside water clusters. Thus, the “dual” character
of the gel can favorably accommodate both polar and nonpolar
species.
The transfer free energy for a given molecule is obtained as the
difference between the solvation free energy in PNIPAM (Gg) and
in water (Gw), ∆G = ∆Gg−∆Gw, both evaluated via the thermo-
dynamic integration procedure.114 Figure 9B shows ∆G for var-
ious solutes plotted versus the molecular surface area Am of the
solutes (defined as the envelope area of the fused union of the
atoms178). The results follow a clear linear trend for the groups
of nonpolar and aromatic solutes as well as alcohols and water.
The linearity in the very heterogeneous polymer–water medium
is rather surprising. The results can be conveniently described in
terms of an effective molecular surface tension γm,179,180
∆G= ∆G0+ γmAm. (23)
10 | 1–17Journal Name, [year], [vol.],
Fig. 6 (A) Atomistic modeling of PNIPAM hydrogels: i) elongated, infinitely long chain (mimicking a part of a swollen network where the adjacent chains
are far apart), ii) a cross-linker connected with four chains in a tetrahedral structure (representing a unit of a swollen network), iii) dense aggregate of
PNIPAM polymers at 340 K (a model for a collapsed PNIPAM hydrogel). (B) Solute molecules in our study; polarity is characterized by the hydroxyl
(OH) group.
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γm is strongly related to the difference in the molecule-PNIPAM
and molecule–water surface tension. Note that the sign de-
pends on the transfer direction. The fit of eqn (23) to the
nonpolar solutes (dashed line in Fig. 9B) gives the value γm =
−18 kJ mol−1 nm−2. For the alcohols and water, the transfer free
energies are by about 7 kJ/mol above the trend of the nonpo-
lar solutes, owing to a slightly different character of the hydroxyl
group than in alkyl chains.181 The molecular size is hence the
dominant factor that determines its affinity to the hydrogel. In
the CG description (Section 3) the molecular size is therefore re-
flected in the interaction parameter εms.
Using eqn (11), we show the partitioning in the collapsed state
in Fig. 8. In general, the partitioning of our neutral molecules
is larger in the collapsed state. Also, the larger the partitioning
in the swollen state, the progressively larger it is in the collapsed
state. With some heuristic arguments, we showed that the parti-
tioning roughly follows the relation Kcollapsed ∝ K 2swollen.
114 This
is in line with the universal observation from our CG model (Sec-
Journal Name, [year], [vol.],1–17 | 11
0 0.5 1 1.5 2
Am (nm2)
-40
-20
0
20
∆G
 
(kJ
 m
ol−
1 )
nonpolar
polar (aromatic)
polar (alcohols, water)
He
Ne
Me
H2O
MeOH
NP0
NB
B
Et
PrOH
B
Ph
0 1 2 3 4 5
x (nm)
0
1
2
3
4
5
y
(n
m
)
0 500 ns 1000 nsC
0 0.1 0.2 0.3
aw (nm)
10-4
10-3
10-2
10-1
100
101
D
 
(nm
2  
n
s−
1 )
nonpolar
polar
He
Ne
Ar
Me
Et
NB
BH2O
MeOH NP0
D
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tion 3.1), namely that a collapsed state can have much more ex-
treme effects on partitioning than a swollen state.
Moving on to the diffusion properties of solutes in the col-
lapsed PNIPAM, we first look at the projected trajectory of a NP0
molecule in Fig. 9C. Its connected blob-like structure suggests
that the diffusion advances via the hopping mechanism182,183:
A penetrating solute resides for longer time in a local cavity
and suddenly performs a longer jump into a neighboring cav-
ity through a transient water channel113 that forms between the
chains (schematically illustrated in the bubbles in Fig. 9C). We
plot the diffusion coefficients versus the size of the solutes aw (de-
fined as the Stokes radius in pure water) in Fig. 9D. As the size
of a solute increases by a factor of 7, the diffusion coefficients
decreases by dramatic 5 orders of magnitude. The diffusion coef-
ficients depend on the solute size aw roughly exponentially,
D= D0 e−aw/λ. (24)
The fit to the data points yields the decay length λ= 0.019 nm.113
Note that the rate-determining step in the hopping diffusion is
the opening of a channel, which is associated with a free energy
barrier ∆Fa and can be via Boltzmann probability related to the
diffusion coefficient as D ∼ exp(−∆Fa/kBT ). In conjunction with
the empirically obtained diffusion relation [eqn (24)], this implies
∆Fa(aw) =
kBT
λ
aw. (25)
That is, the free energy barrier depends linearly on the particle
size, and hence represents a special case of possible scenarios pre-
dicted by an assortment of different theories. The majority of the-
ories that are based on activated diffusion predict either square
or cubic scaling. A possible linear dependence of the free energy
barrier has recently been theoretically envisioned in scaling the-
ories for particle mobility in dense polymer solutions137,184 and
in dense liquids by using a self-consistent cooperative hopping
theory.140 As also seen from eqn (25) the height of the free en-
ergy barrier is related to the decay length λ in eqn (24). We also
showed that in a less hydrated gel, the the diffusion of solutes is
lower (i.e., higher ∆Fa) and at the same time the diffusion coeffi-
cients indeed decay faster with solute size.113
In conclusion, all-atom MD simulations offer insights into the
molecular nature of the transport and solvation properties of
molecules in hydrogels. These mechanisms are not only impor-
tant for PNIPAM hydrogels, but most probably play important
roles also in other responsive hydrogels, and their understand-
ing is important for the rational design of novel materials. No-
tably, we see drastically larger effects for K and D in the collapsed
phase than in the swollen states, but apparently also a large anti-
correlation between them, like in the coarse-grained simulations
in Section 3. The dense, collapsed state is thus more decisive for
nanoreactor design and control. Very recent studies indicate that in
particular for charged molecular reactants, the presence of water
clusters and resulting substantial interfacial effects within a dense
hydrogel may decisively affect their permeability behavior.177
5 Concluding remarks
Stimuli-responsive nanoreactors are of high potential for the de-
sign of programmable and selective nano-devices for controlled
catalysis and can therefore serve as candidates to create novel
synthetic enzymes on the colloidal scale. However, they consti-
tute complex devices with non-equilibrium processes starting at
the electronic scale, defining the chemical surface reactions, cou-
pled to those at the polymer network scale with all the intrinsic
complexity of polymer–reactant interactions, including the feed-
back of responsive polymers, up to the device scale where re-
actants diffuse and react in a suspension of colloids. Here we
reviewed the recent theoretical attempts of understanding some
parts of the processes by focussing mostly on the key roles played
by the permeability of the polymer shell and the reactant parti-
tioning in order to control activity and selectivity, and how those
enter the continuum rate predictions for the nanoreactors.
As an important general result, we see substantial variations
and correlations among K and D in the dense, collapsed polymer
phases, in both coarse-grained and atomistically-resolved simu-
lations, which are thus more decisive and tuneable for nanore-
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actor rate control than for the swollen states. Results for the
temperature-induced rate switch observed in reference experi-
ments, like the HCF reduction briefly discussed in Section 2.1,
can be thus traced back to, for example, the large exclusion (low
partition ratio) and significant slowing down (low diffusion) of
reactants in the collapsed state of neutral PNIPAM. However, a
quantification of partitioning and diffusion of molecular ions by
simulation approaches remains a challenge because of the water
heterogeneities in the collapsed states.177
A large number of challenges and questions remain, which
we try to tackle currently or leave open for future studies. For
example, continuum approaches to diffusion- and permeability-
influenced rates in confinement are often based on mean-field
theories (like presented here), but more elaborate and accurate
treatments, like Green’s-function approaches,185 are yet to be de-
vised.
The polymer permeability and the knowledge of how reactants
partition in the polymer are the keys to program the desired func-
tion and response into a nanoreactor. Clearly, the number of ex-
perimental and chemical ways to synthesize a responsive hydro-
gel shell (e.g., with various combinations of copolymerization) is
basically infinite. Modeling the features of diverse polymer sys-
tems on various scales is therefore out of reach. Our CG and all-
atom studies so far delivered some basic but important insights
into the physics of these systems. However, we are continuing
the endeavors towards even more refined notions of the general
response features of hydrogels both experimentally and theoreti-
cally. Some of such features are ions, charged reactants,6,177 and
even charged (pH-responsive) hydogels,2 which we ignored in
this review, but are of high practical relevance. Combining all the
simulations with continuum-based approaches will help devising
models, or at least semi-empirical rules how the hydrogel prop-
erties, in particular the permeability of certain molecular species,
are connected and can be tuned by stimuli.
In order to formulate improved rate equations that carry more
physical information, also the chemical processes on the nanopar-
ticle surface in the solvent/polymer environment have to be bet-
ter understood, which we did not touch in this review. For in-
stance, rate-limiting chemical intermediates67 could be present.
It would be also important to know whether and how strong the
(often charged) reactants and products adsorb and diffuse on the
nanoparticle surface in the crowded polymer environment. In
some cases this may lead to steric hindrance and reaction inhibi-
tion on the reactive surface by both reactants and products and
highly nonlinear rate behavior.186 Here, particle-based reaction–
diffusion simulations may also help illuminating dynamical tran-
sitions and collective effects during the reaction.187
Only the fundamental understanding on all scales will enable
us to reach the high recognition, selectivity, and feedback be-
havior in these colloidal devices as found for the nano-sized en-
zymes.115,116 On the other hand, the large scale and diverse
building blocks that constitute the nanoreactors in various archi-
tectures establish the opportunity to develop many new design
directions within the goal of programmable, ‘intelligent’ nanopar-
ticle catalysis in the liquid phase.
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