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Abstract—We consider the problem of reconstructing the
dynamic state matrix of transmission power grids from time-
stamped PMU measurements in the regime of ambient fluctua-
tions. Using a maximum likelihood based approach, we construct
a family of convex estimators that adapt to the structure of
the problem depending on the available prior information. The
proposed method is fully data-driven and does not assume any
knowledge of system parameters. It can be implemented in near
real-time and requires a small amount of data. Our learning
algorithms can be used for model validation and calibration,
and can also be applied to related problems of system stability,
detection of forced oscillations, generation re-dispatch, as well as
to the estimation of the system state.
Index Terms—Transmission grid dynamics, Swing equations,
Parameter learning, Phasor measurement units, Reconstruction
algorithm, Synchronous measurements
I. INTRODUCTION
Ensuring stable, secure and reliable operations of the power
grid is a primary concern for system operators [1]. Security
assessment and control actions heavily rely on the accuracy of
the assumed power system model and its parameters and of the
estimated state [2]. Thus, inaccuracies in state estimation data
or in the networked dynamic model can impact the assessment
of the system stability and the efficacy of the corresponding
control measures. In this paper, we explore the possibility
to leverage the proliferation of Phasor Measurement Units
(PMUs) that collect time synchronous data in a distributed
way, for validating the assumed power system model and
the current system state. In particular, our goal is to de-
velop a data-efficient learning framework for performing an
online reconstruction of the dynamic model using the minimal
number of assumptions and exclusively relying on the PMU
measurements.
A number of recent works showed promising results in
attacking this problem [3], [4], [5], [6], [7], [8], [9]. Here,
we propose to extend the scope of existing works to the
problem of extracting the dynamic state matrix from PMU
measurements in a purely data-driven way, without assuming
any knowledge of model parameters. We take advantage of
the separation of scales that exists in the regime of ambient
fluctuations around the steady state leading to power system
dynamics excited by stochastic load variations. Under quite
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general and widely accepted assumptions in this ambient
regime, we develop a provably consistent maximum likelihood
based method that recovers the dynamic state matrix with
a low number of observations. Importantly, the proposed
methodology can be naturally extended to cases of unknown
network topology and partial observations, and has a low
computational complexity which is conducive for real-time
estimations.
An accurate estimation of the dynamic state matrix has a
large number of applications that have been well explored
in the literature [10], [11], including model validation and
parameter calibration [3], [4], probing the proximity to insta-
bility and helping in design of the corresponding emergency
control actions [12], [13], optimization and resource allocation
[14], [15], as well as identification and analysis of forced
oscillations in the system [16]. The potential ability to use
the learned dynamic parameters to simultaneously perform a
purely measurement-based state estimation of deviations in
power consumption from nominal values represents another at-
tractive feature of our framework. A validated state estimation
can improve resource allocation for generation re-dispatch.
The paper is organized as follows: in Section II we for-
mulate the model and the reconstruction problem; in Section
III we state our learning method and discuss the convergence
properties of the proposed algorithm; in Section IV we illus-
trate our approach on a test system, and provide an empirical
assessment of the performance of our algorithms; finally, in
Section V we discuss possible extensions of our method and
state some open problems.
II. PROBLEM FORMULATION
We model the power network by a graph G = (V, E) with
a set of N nodes (buses) V and a set of edges (transmission
lines) E ⊆ V × V . We consider the regime of ambient
oscillations around the steady state that is governed by the
dynamics of generator angles. It is common to model ambient
dynamics with a classical equivalent model of aggregated
generators [17] that corresponds to a network-reduced power
system where passive loads are eliminated via Kron reduction
[18]. Although this modeling choice is not necessary for
our analysis, it facilitates a uniform mathematical description
where we can assume that every node i in V essentially
corresponds to a generator with non-zero inertia Mi and
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damping Di coefficients with temporal evolution governed by
the swing equations [1]:
Miθ¨i +Di(θ˙i − ω(0)) = P (m)i − P (e)i , (1)
where ω(0) is the synchronous frequency (60 Hz in U.S.A.);
θi and θ˙i(= ∂θi/∂t) respectively correspond to the generator
rotor angles and speeds; P (m)i is the net power injection
(e.g. the generator mechanical power input); and P (e)i is the
electrical power output. P (e)i can be further expressed as a
sum of power flows out of node i: P (e)i =
∑
(ij)∈E Pij , with
Pij = |Vi||Vj | (gij cos(θi − θj) + bij sin(θi − θj)) , (2)
where conductance gij > 0 and susceptance bij > 0
correspond to the real and imaginary parts of the complex
admittance yij = gij − jˆbij (jˆ2 = −1) associated with each
line (i, j) ∈ E in the network.
In the vicinity of the synchronous state, the difference of
rotor angles is typically small, so that θi − θj is close to
zero for every pair (i, j) ∈ E . Therefore, in the regime of
moderate ambient fluctuations it is standard [1] to linearize
the expression (2) around the current operating point using
cos(θi−θj) ≈ 1 and sin(θi−θj) ≈ (θi−θj). Over the period
of time where the voltage magnitudes can be approximately
considered as constant, line admittances are characterized by
effective susceptances βij = |Vi||Vj |bij and conductances
γij = |Vi||Vj |gij , that absorb constant voltage magnitudes by
definition. Given these simplifications due to DC linearization,
we assume that the following relation is valid in expectation
in the steady state regime:
EP (m)i = EP
(e)
i =
∑
(ij)∈E
(
γij + βij(θ
(0)
i − θ(0)j )
)
, (3)
where θ(0)i denote the mean steady state values of rotor angles,
and deviations of phase from these values δi = θi − θ(0)i are
small. Note that conductances gij are typically negligible for
power transmission lines and hence γij is usually omitted in
the expression (3) under the assumption of purely inductive
lines [1].
Finally, the resulting dynamic model that we consider in
this paper takes the following form:
Miω˙i +Diωi = −
∑
(i,j)∈E
βij(δi − δj) + δPi, (4)
where δPi = P
(m)
i − P (e)i represents the effect of exoge-
nous power deviations, and ωi = δ˙i denotes the relative
generator rotor speed measured with respect to the reference
synchronous frequency ω(0).
From (4), equations for the whole system can be written in
the matrix form as[
δ˙
ω˙
]
=
[
0N×N IN×N
−M−1L −M−1D
] [
δ
ω
]
+
[
0
M−1δP
]
, (5)
where y = [y1, . . . , yN ]T denotes a generic N -component
vector and y can refer to θ, θ˙, ω, ω˙ and δP ; 0 is a N -
dimensional vector; and 0N×N and IN×N denote N × N
zero and identity matrices, respectively. L is the susceptance-
weighted Laplacian matrix defined as Lij = −βij for (ij) ∈
E ; Lii =
∑
(ik)∈E βik; and Lij = 0 otherwise. Finally, M
and D respectively represent diagonal inertia and damping
matrices parametrized by Mi Di. For compactness, let us
rewrite the system (5) as
X˙t = AdXt + ξ˜t, (6)
where Xt is a shorthand notation for the system state vector
[δ, ω]> at time t, and ξ˜t is the δP dependent vector.
t
Mi, Di
βij=|Vi||Vj|bij
Learning
minutes 10xminutes hourscycle (60Hz)
Figure 1. Separation of scales in our estimation problem in the setting of
ambient fluctuations. Learning procedure should be sample-efficient and only
use the amount of data observed during the time period which is no longer
than minutes or tens of minutes, the typical scale over which Ad is stable.
In this paper, our goal is to estimate the dynamic state matrix
Ad from PMU data providing time series measurements of
dynamic variables Xt. In principle, Ad can be computed if
all parameters entering (1) are known. As motivated above,
here we deliberately pursue a purely data-driven approach that
will provide a characterization of the system dynamic based
on the solution of the inverse problem using the observed
time series, and hence would allow to validate the assumed
dynamic model. However, the dynamic state matrix can be
assumed to be constant only at time scales for which the
parameters entering (5) remain unchanged. In the ambient
fluctuations setting, there exists a natural separation of time
scales in parameter variations, see Figure 1. The parameters
of generators, such as inertia Mi or damping coefficients
Di can be regarded as stable on the scale of several hours,
with a potential slow drift due to droop or local feedback
control [2]. Although infrequent changes in the system may
provoke a change in |Vi|, overall voltage magnitudes may be
considered stable on the time interval of the order of tens
of minutes [1]. The same conclusion holds for the values bij
that may fluctuate due to variations in temperatures that rarely
happen on shorter scales compared to tens of minutes. On the
other hand, we assume that ambient fluctuations themselves
are caused by fluctuations of loads Pmi and P
e
i around base
nominal values or generator noise [9], and therefore occur at
very short scales of the order of the frequency cycle of 60 Hz.
Because of this reason and due to the aggregated nature of
loads, the total power deviations δPi are commonly modeled
as random Gaussian variations [19]. Therefore, learning must
take place using measurements obtained during the interval
of time that happens on the scale of minutes, below the
scale on which voltage magnitudes might change, and above
the scale of load fluctuations δPi. We model δPi as a zero
mean Gaussian noise term with standard deviation σPi that
incorporates the aggregated ambient fluctuations in power
injection and consumption.
PMU measurements are discrete in nature, and arrive as
time-separated data samples with a typical frequency of several
cycles. Therefore, the observed data points approximately
follow the dynamics representing the discretization of (6) with
a certain step ∆t. Using the Euler-Maruyama discretization
scheme, we get to the first order in ∆t:
Xt+1 = AXt +Bξt, (7)
with A = (Ad∆t + I2N×2N ), ξt ∼ N (0, I2N×2N ) is the
standard multivariate normally distributed noise and B sum-
marizes the resulting scale of fluctuations. It is reasonable to
assume that load fluctuations are spatially independent across
nodes so that B is diagonal; however, variance at individual
buses can be different, so that Bii = M−1i σPi
√
∆t for
i ∈ [N+1, 2N ] has a meaning of the noise standard deviation
at node i and Bii = 0 for i ∈ [1, N ]. As we will see below,
∆t is an important parameter that drives the reconstruction
procedure. Indeed, ∆t can not be smaller than the resolution
of the PMU data, and should not be too small so that ξt
could be conveniently interpreted as uncorrelated white noise
across time. At the same time, ∆t can also not be too large
because in this case Xt would be essentially independent
across time, meaning that the dynamic state matrix Ad could
not be recovered in principle, and one could only hope to get
the estimation of the steady state covariance [20]. In order
to facilitate the learning task, it is advantageous to select
∆t in such a way that it satisfies the trade-off between the
amount of observations used and the accuracy achieved. In
what follows and unless stated otherwise, we will assume that
ξt is independent and identically distributed for the purpose
of reconstruction of the dynamic state matrix Ad.
III. ESTIMATORS
A. Maximum likelihood formulation
In this section, we present our estimators for the dynamic
state matrix from T discrete observations of the system
{Xt}t=1,...,T . Consider the empirical cross-correlation matri-
ces with and without displacement that respectively read
Σ1 =
1
T − 1
T−1∑
t=1
Xt+1X
>
t , (8)
Σ0 =
1
T − 1
T−1∑
t=1
XtX
>
t . (9)
Based on Eq. (7) we introduce the following estimator for the
matrix A which exists whenever the cross-correlation matrix
in Eq. (9) is invertible:
Â = Σ1Σ
−1
0 . (10)
We refer to this estimator as to the Maximum Likelihood
(ML) estimator for the A. Notice that the 2N × 2N matrices
Σ0 and Σ1 are at most of rank T − 1 as expressions (8)
and (8) are sums of T − 1 rank one matrices. This implies
that the matrix Σ0 is not invertible for T ≤ 2N . When
T ≥ 2N+2, the matrix is invertible with probability one since
rank
{
X>T−1, . . . , X
>
1
}
= rank
{
ξ>T−2, . . . , ξ
>
1 , X
>
1
} ≥ 2N
and ξt are independent normally distributed vectors.
Bounds on the expected reconstruction error for the ML
estimator are given by the following theorem.
Theorem 1 (Reconstruction error for discrete dynamics): Let
 > 0 and T > 2N + 2. The ML estimator (10) reconstructs
the matrix A with probability at least 1−  within a Frobenius
norm error bounded by
‖Â−A‖F ≤ ‖B‖2

√
T − 1
√
E [Tr(Σ0)]E
[‖Σ−10 ‖2F]. (11)
Proof: The proof is given in Appendix A.
The bound in Theorem 1 is valid without any assumptions
on the matrix A. For a stable system with a steady state
dynamics one expects that Σ0 concentrates to its expectation
as T → ∞. In this case Theorem 1 shows that the error on
the ML estimator decreases as the inverse square-root of the
number of observations and increases linearly with the noise
intensity.
The dynamic state matrix describing the continuous dynam-
ics in Eq. (6) is estimated from the discrete dynamic matrix
using the relation
Âd =
Â− I2N×2N
∆t
. (12)
Guarantees on the reconstruction error for the continuous
dynamic matrix follow from Theorem 1.
Corollary 2: Let  > 0 and T > 2N + 2. The error on the
reconstruction of Ad is with probability at least 1 −  upper-
bounded by
‖Âd −Ad‖F ≤ −1
√∑N
i=1M
−2
i σ
2
Pi
∆t(T − 1) E [Tr(Σ0)]E
[‖Σ−10 ‖2F].
(13)
Proof: It is a direct application of Theorem 1 with B
satisfying Bii = M−1i σPi
√
∆t for i ∈ [N + 1, 2N ].
The main implication of Corollary 2 is that the error on
Ad decreases with respect to the product T∆t. This product
corresponds to the total observation time of the system tobs.
Therefore, if the number of data samples T is large enough for
Σ0 to concentrate to its average, the reconstruction error only
depends on tobs = T∆t through its inverse square root. Notice
that for a fixed observation time, the error does not depend on
the discretization, see [21] for an extended discussion on this
property.
As mentioned earlier, (10) can be interpreted as the max-
imum likelihood estimator for the dynamic matrix A. This
means that the estimator Â can be seen as the outcome of
some minimization procedure. While obtaining Â through an
optimization problem might seem unnecessarily more compli-
cated, formulating the estimator as a minimization procedure
renders possible the incorporation of extra information in the
estimation. This extra information can take the form of a
prior on the inertia, damping parameters or line susceptances
in the system, or it can serve as a prior on the location of
zero elements in A. As it is crucial to keep the learning time
below the typical time for which system parameters drift (see
Figure 1), adding extra information in the reconstruction help
in accomplishing this task by increasing the learning accuracy
for a fixed observation period. The precise minimization
procedure is given by the following proposition.
Proposition 3 (Maximum-Likelihood estimator): Given T
observations {Xt}t=1,...,T resulting from the discrete linear
dynamics (7), the maximum likelihood estimator of A rep-
resents the solution of the following least-squares regression
Â = argmin
A
T−1∑
t=1
‖Xt+1 −AXt‖22. (14)
Moreover, for T ≥ 2N + 2, the minimum of the least-square
regression is achieved by Â = Σ1Σ−10 .
Proof: The proof is given in Appendix B.
Notice that the first N rows of the dynamic state matrix Ad
in Eq. (5) are [0N×N IN×N ]. Even though it seems natural
to incorporate this information in the estimation procedure, in
fact it appears to be unnecessary as these rows are not directly
affected by noise (given that Bii = 0 for i ∈ [1, N ]) and
are always reconstructed perfectly. However the situation is
different for the diagonal lower-right block of A,
[
M−1D
]
that
is subject to noise. Thanks to the optimization formulation in
Eq. (14), we can restrict the regression to matrices A that have
a diagonal lower-right N × N block to obtain the following
constrained estimator,
Â = argmin
A
T−1∑
t=1
‖Xt+1 −AXt‖22
s.t. Aij = 0 ∀i, j ∈ [N + 1, 2N ] and i 6= j. (15)
While the constrained estimator (15) provides a more accurate
reconstruction than its unconstrained counterpart (10), it is
computationally more expensive as it requires to solve an
optimization problem. This trade-off between computational
power and accuracy can be crucial for practical applications.
B. Extensions
Other extensions of the ML estimator can be considered
based on prior information that we can incorporate in the
least-squares regression (14). For instance, when the system
parameters are expected to drift slowly it is beneficial to
incorporate a prior on the matrix A. This prior can take
the form of a Gaussian prior centered around a previous
reconstruction. This translates into a least-squared regression
with a Tikhonov regularization [22], i.e.
Â = argmin
A
(
T−1∑
t=1
‖Xt+1 −AXt‖22 + ν‖A− Âprev‖22
)
,
(16)
where ν is a parameter indicating our degree of confidence
that the current matrix is close to its previous estimate Âprev.
There exists instances when the system parameters might
not have been previously estimated, for example when the
topology has been modified due to outages, lines tripping
or controller changes [9], but the topology of the observed
grid is known to be sufficiently sparse. In this case it would
be beneficial to promote the sparsity of the matrix A with
a Laplace prior P (A) ∝ e−λ‖A‖1 . This prior leads to the
following LASSO estimator
Â = argmin
A
(
T−1∑
t=1
‖Xt+1 −AXt‖22 + λ‖A‖1
)
. (17)
The LASSO estimator proves to be much more efficient than
the unconstrained least-squares (14) when the matrix is sparse,
rendering the sample requirement very weakly dependent of
the size of the problem N [21].
Finally in cases where the state of only a subset of buses
is observed [20], it is still possible to retrieve part A of the
dynamic state matrix corresponding to the visible part of the
system. This can be done with the so-called “sparse plus low-
rank” heuristic producing Â and L̂, the minimizers of
T−1∑
t=1
‖Xt+1 − (A+ L)Xt‖22 + λ‖A‖1 + η‖L‖∗, (18)
where L summarizes the effects of the unobserved mea-
surements and the nuclear norm penalty represents a convex
surrogate for the low rank constraint, see [23] for more details.
IV. CASE STUDY
We illustrate the performance of our learning algorithms on
the IEEE 39-bus 10-generator test system [24]; the topology of
this system is shown in Figure 2 (A). We assume that PMUs
are located at the generator buses. First, we perform Kron
reduction and eliminate passive loads, obtaining the param-
eters of the system (5) obeyed by the generators [9]. Given
the established parameters of the reduced network and hence
the ground truth Ad, we use the discretized representation (7)
to simulate the dynamics and produce the time series on δi
and ωi for each generator i ∈ V using the smallest resolution
∆t = 1/60 sec (1 cycle) for which our model (4) is still valid;
in Figure 2 (B), we show one example of such run with the
simulated data over 10 minutes. In all simulations, the load
variation is fixed at the level of σPi = 0.01 p.u. [9]. We use
data obtained in this way in all reconstruction experiments
reported below.
Notice that PMUs might have a lower time resolution,
subsampling these data points with a different time step ∆t,
for instance once every k cycles (for many measuring devices,
the maximum sampling rate corresponds to k = 2 or k = 3).
Moreover, because of the data processing reasons, one might
wish to deliberately sample data at a lower frequency for the
reconstruction purposes. Therefore, it is instructive to check
the sensitivity of the algorithmic performance to the chosen
subsampling step ∆t. But prior to that, we need to establish
the measure of performance for the two estimators introduced
in this paper: the Unconstrained Maximum Likelihood (UML)
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Figure 2. (A) Topology of the IEEE 39-bus system with 10 generators [24].
(B) Synthetic PMU-measured data generated using the parameters of the
Kron-reduced system and sampled at 60 Hz frequency. 10 minutes of data is
presented for every generator except generator 2 that serves as the reference
slack bus. The “time” t counting the number of sample points is expressed in
terms of the number of cycles. Note that the time series for the generator 1
has a distinct appearance due to a significantly larger interia coefficient M1.
estimator (10) and the Constrained Maximum Likelihood
(CML) estimator (15), where the word “constrained” means
that the support pattern of Ad has been explicitly enforced. We
use both algorithms to produce an estimate Âd of the dynamic
state matrix Ad. For a given time separation ∆t between
measurement samples {Xt}, first the discrete matrix Â at the
corresponding scale (7) is estimated, and then the dynamic
state matrix is recovered using the linear approximation (12).
In order to account for the additional sparsity structure
present in Ad, we supplement the application of (10) in the
UML estimator with a post-estimation thresholding of matrix
elements that are known to be zero, in particular in the
block corresponding to the diagonal submatrix M−1D in (5).
We quantify the quality of the estimation using the relative
Frobenius error ε, defined as
ε =
‖Âd −Ad‖F
‖Ad‖F , (19)
where Âd is the recovered matrix and Ad is the ground
truth dynamic state matrix used to produce data (at finer
discretization ∆t = 1/60 sec).
The dependence on ∆t is shown in Figure 3 (A). In this
figure, the observation window tobs is fixed to 10 min, and
therefore the number of samples T seen by the algorithms de-
creases with ∆t as T = tobs/∆t. According to the Corollary 2,
the reconstruction error ε should stay constant in T∆t = tobs.
We see that for both algorithms we don’t see any clear plateau
in ε(∆t) dependence even for small ∆t. This is due to the
increasing with ∆t error in the first-order approximation (7)
of the fine-grained dynamics and hence to the level of validity
of (12). Nevertheless, we see that for both estimators ε is
growing slowly with ∆t, and the error seen for ∆t = 3 cycles
is very close to the one realized when the finest possible
discretization ∆t = 1 is taken, although the algorithms use
three times less samples in the former case. Moreover, given
that ∆t = 3 cycles represents a normal sampling rate for
many measurement devices, we use this sampling rate in the
subsequent experiments. The final thing that we observe is
that the algorithm CML that exploits the structure of Ad
systematically yields a lower error compared to UML even
with the added heuristic post-reconstruction thresholding; on
the other hand, it should be noted that CML is slower as
one needs to solve the optimization problem (15) instead
of just inverting the matrix (in the present experiments, the
optimization was carried out using the Ipopt solver). Still, both
algorithms run in seconds for this test case, which represents
a premise for an online real-time implementation.
0 3 6 9 12 15 18 21 24 27 30
t
0.04
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0.10 UMLCML
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2.5%
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0.0
0.1
0.2
0.3
0.4
0.5
2.5% 1.75%
UML
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B
Figure 3. Performance of the estimators as a function of (A) time discretiza-
tion ∆t and (B) total observation time tobs = T∆t. Each data point is
averaged over 50 independent realizations of the dynamics for reducing the
noise due to statistics.
In Figure 3 (B), we study the performance of our estimator
as a function of the number of samples T for a fixed sampling
step ∆t = 3 cycles (and hence for growing observation time
tobs from 1 to 20 minutes). We see that the experiment confirms
the conclusion of the Corollary 2: the estimated dynamic state
matrix Âd quickly converges to the ground truth matrix Ad,
with CML algorithm achieving the relative error of 2.5% by
tobs = 10 min and 1.75% by tobs = 20 min. This fact shows
that it is possible to estimate the dynamic state matrix to
an impressive accuracy under the time constraints outlined in
Figure 1.
Besides the accurate prediction of the dynamic state matrix
Ad per se, a desirable feature of the estimators would consist
in an accurate prediction of the properties of this matrix, in
particular including the spectral properties [9]. Indeed, the
critical eigenvalue is known to serve as measures of proximity
to the instability [10], [12], [13], while the associated critical
eigenvector might provide useful information on the system
response and facilitate the design of control actions such as
the generation re-dispatch [12], [16]. In Figure 4, we test
the accuracy of the critical eigenvalues prediction using the
samples obtained within the tobs = 10 min observation interval
at the sampling rate ∆t = 3 cycles. Is is apparent that the
critical eigenvalues are predicted to a good accuracy, which
shows that our learning procedure can be used for the online
monitoring of the system stability.
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λcritical 
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Figure 4. Quality of prediction of the critical eigenvalues of the dynamic
state matrix Ad with tobs = 10 min and ∆t = 3 cycles.
V. DISCUSSION AND CONCLUSIONS
In this work, we explored the maximum likelihood based
approach to the problem of estimation of the dynamic state
matrix from PMU measurements. In particular, we constructed
and tested two least-squares estimators, one based on a fast
inversion of the empirical covariance matrix, and another one
based on the solution of a convex quadratic regression taking
full advantage of the problem structure and leading to a more
accurate reconstruction, but at an expense of a slightly higher
computational time. These two estimators realize a common
trade-off in practical applications between the accuracy and
the speed of computations. In this contribution, we have
verified the properties of our algorithms on synthetic data
from standard IEEE test case; in future studies, it would be
instructive to test their performance on data collected from
real-world PMUs.
As clarified in section III, our framework is very broad and
can naturally accommodate the regularized online learning by
incorporating the previously learned models as a prior thus
potentially decreasing the computational time even further, as
well as extensions to the case of sparse network topologies
and to realistic scenario of incomplete observations due to a
partial PMU coverage [20]. It would be useful to perform a
theoretical finite-sample analysis of these extensions in the
future similarly to the analysis presented in this paper, as
well as to provide an empirical assessment of the algorithm
performance in realistic problems.
As we commented while motivating the dynamic learning
problem, estimated parameters can be useful in a number of
tasks related to optimization, control and security of the trans-
mission grid. Another attractive feature of our methodology
consists in an ability to perform data-driven state estimation of
power fluctuations through estimation of the matrix B related
to power fluctuations (7), as explained in the proof of the
Proposition 3 in Appendix B. It is important to quantify the
potential advantage of using the learning-based method in
these applications.
Some of relevant open questions that we did not address
in this work include the construction of optimal estimators
in the cases of more general noise distributions than the
Gaussian case (for example, the power-law distributed noise),
as well as for noise correlated in space and time. We anticipate
that in the regime of weak spatial and temporal coupling
the estimators introduced in this paper should be sufficiently
robust and perform reasonably well, but this statement should
be thoroughly checked on realistic test cases.
Finally, an interesting and natural direction for future ex-
ploration consists in extending our scheme to non-stationarity
and to higher-order dynamic models.
APPENDIX A
PROOF OF THEOREM 1
First multiply both sides of Eq. (7) by X>t and perform a
sum over t to obtain
Σ1 = AΣ0 +R, (A.20)
where
Rij =
1
T − 1
T−1∑
t=1
Biiξt,iXt,j . (A.21)
Since T ≥ 2N + 2, the cross-correlation matrix Σ0 is
invertible. Multiplying both sides of Eq. (A.20) by Σ−10 gives
Â − A = RΣ−10 . In expectation the difference in Frobenius
norm between the ML estimator and the matrix A is upper-
bounded by the following expression
E
[
‖Â−A‖F
]
= E
[‖RΣ−10 ‖F] , (A.22)
≤ E [‖R‖F‖Σ−10 ‖F] , (A.23)
≤
√
E [‖R‖2F]E
[‖Σ−10 ‖2F], (A.24)
where in two last lines we have used Cauchy-Schwarz in-
equality for the Frobenius norm and for the expectation,
respectively. In order to compute the expected Frobenius norm
of R, we first evaluate the expectations of its elements squared
E
[
R2ij
]
=
(
Bii
T − 1
)2 T−1∑
t1=1
T−1∑
t2=1
E [ξt1,iXt1,jξt2,iXt2,j ] ,
(A.25)
=
(
Bii
T − 1
)2 T−1∑
t=1
E
[
X2t,j
]
, (A.26)
where we used that E
[
ξ2t,i
]
= 1 and E [ξt1,iXt1,jξt2,iXt2,j ] =
0 if t1 6= t2. It is now easy to compute the expected Frobenius
norm of the matrix R,
E
[‖R‖2F] = ‖B‖22T − 1E [Tr (Σ0)] . (A.27)
The final step of the proof consists in combining Eq. (A.24),
Eq. (A.27) and Markov inequality.
APPENDIX B
PROOF OF PROPOSITION 3
The likelihood function is the probability density function
(PDF) of the observation given the parameters A,B that define
the model. Since ξt = B−1(Xt+1 − AXt) and the noise is
identically and independently distributed, we can related the
PDF of X = X1, . . . , XT for a given A,B to the PDF of a
single ξ, i.e.
ρXt(X) =
ρX1(X1)
det(B)
T−1∏
t=1
ρξ(B
−1(Xt+1 −AXt)). (B.28)
The maximum likelihood estimator is given by the argmax
of the likelihood in Eq. (B.28) with respect to A,B. Equiva-
lently one can minimize the opposite of the logarithm of the
likelihood to obtain
(Â, B̂) = argmin
A,B
[
ln detB −
T−1∑
t=1
ln ρξ(B
−1(Xt+1 −AXt))
]
(B.29)
After replacing the normally distributed PDF for ξ, we arrive
at the following optimization problem
(Â, B̂) = argmin
A,B
N∑
i=1
[
lnBii +
(2B2ii)
−1
T − 1
T−1∑
t=1
(Xt+1 −AXt)2i
]
(B.30)
Notice that in Eq. (B.30), the optimization over A is inde-
pendent of the value of B and can be performed separately,
yielding the optimization problem (14) that after some algebra
can be equivalently represented as
Â = argmin
A
Tr(A>AΣ0 − 2A>Σ1). (B.31)
Whenever Σ0 is invertible, the minimization in Eq. (B.31) can
be done analytically and gives Â = Σ1Σ−10 . The estimate B̂
can then be obtained by solving (B.30).
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