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ABSTRACT
The size-mass galaxy distribution is a key diagnostic for galaxy evolution. Massive compact
galaxies are of particular interest as potential surviving relics of a high-redshift phase of star
formation. Some compact galaxies at low redshift could be nearly unresolved in Sloan Digital
Sky Survey (SDSS) imaging and thus not included in SDSS galaxy samples. To overcome this,
a sample was selected from the 9-band combination of SDSS and UKIRT Infrared Deep Sky
Survey (UKIDSS) photometry to r < 17.8. This was done in two stages: first using colour-
colour selection, and then by obtaining accurate photometric redshifts (photo-z) using scaled
flux matching (SFM). Compared to spectroscopic redshifts (spec-z), SFM obtained a 1-sigma
scatter of 0.0125with only 0.3% outliers (|∆ ln(1+z)| > 0.06). A sample of 163 186 galaxies
was obtained with 0.04 < z < 0.15 over 2300 deg2 using a combination of spec-z and photo-
z. Following Barro et al., logΣ1.5 = logM∗ − 1.5 log r50,maj was used in order assess the
completeness and number density of massive compact galaxies (logM∗ > 10, logΣ1.5 >
10.5). The spectroscopic completeness was 76% for compact galaxies compared to 92% for
normal-size galaxies. This difference is primarily attributed to SDSS ‘fibre collisions’ and not
the completeness of the main galaxy sample selection. Using environmental overdensities,
this confirms that compact quiescent galaxies are significantly more likely to be found in high-
density environments compared to normal-size galaxies. By comparison with a high-redshift
sample from 3D-HST, logΣ1.5 distribution functions show significant evolution, with this
being a compelling way to compare with simulations such as EAGLE. The number density of
compact quiescent galaxies drops by a factor of about 30 from z ∼ 2 to log(n/Mpc−3) =
−5.3 ± 0.4 in the SDSS-UKIDSS sample. The uncertainty is dominated by the steep cut off
in logΣ1.5, which is demonstrated conclusively using this complete sample.
Key words: galaxies: evolution — galaxies: luminosity function, mass function — galaxies:
distances and redshifts — galaxies: structure
1 INTRODUCTION
The galaxy population of the local Universe is very different to its
ancestral population ten billion years ago at z ∼ 2. One of the
most striking changes is the transformation of the radially small
massive galaxies seen at high redshift to the larger and more dif-
fuse red galaxies seen today. Multiple observations indicate that a
high proportion of galaxies at z > 2 are already ‘red and dead’
as well as unusually small for their mass relative to local red
galaxies (e.g., Daddi et al. 2005; Trujillo et al. 2007). A quintessen-
tial high-redshift quiescent galaxy, or ‘red nugget’, has a stellar
mass (M∗) of ∼ 10
11M⊙ and a half-light radius of ∼ 1 kpc
(van Dokkum et al. 2008; Damjanov et al. 2009).
Considering the demographics in more detail, at z ∼ 2 al-
most half of the massive (M∗ > 10
10M⊙) galaxy population are
both quiescent (e.g. Cimatti et al. 2004; Kriek et al. 2006) and ra-
dially smaller than quiescent galaxies locally (Daddi et al. 2005;
Trujillo et al. 2007; Longhetti et al. 2007; Buitrago et al. 2008;
Barro et al. 2013). The red nuggets at z ∼ 2.3 measure 5–6 times
smaller than the median size of low-redshift samples (Shen et al.
2003; Lange et al. 2015) for the same mass (van Dokkum et al.
2008). These observations have posed a significant challenge for
theories of galaxy evolution.
In a hierarchical structure formation scenario, red nuggets
should evolve into the most massive ellipticals in the local Uni-
verse (e.g., Trujillo et al. 2007). An early proposed mechanism
for this evolution involved an adiabatic expansion of stellar sys-
tems in response to a significant mass loss from their inner re-
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gions. This mass expulsion is thought to be driven by means of
stellar winds or/and quasars and to reduce the effective radius
as Re ∝ M
−1 (Fan et al. 2008; Damjanov et al. 2009; Fan et al.
2010; Ragone-Figueroa & Granato 2011). However, the amount
of the stellar mass loss is too small to explain the size evolution
(Damjanov et al. 2009). Compact massive galaxies are already qui-
escent in terms of star-formation activity at high z and they do not
seem to possess sufficient gas to increase their stellar component
significantly (Bezanson et al. 2009).
A natural hierarchical explanation for this radial growth would
involve major mergers (∼ 1:1 mass ratio) building the red sequence
from the high-redshift compacts to the local red giant ellipticals.
However, major mergers result in equal growth of both mass and
radius (Damjanov et al. 2009); they shift galaxies along the high-
redshift mass-radius relation rather than towards the low-redshift
relation (see also Boylan-Kolchin et al. 2006). Major mergers are
effectively ruled out of consideration for this reason, and because
‘wet’ (star-forming) mergers would leave a signature in the stellar
density profiles of galaxies that is not seen (Szomoru et al. 2012).
The current view for explaining the size-mass evolution is that
a series of minor mergers together with accretion of a stellar en-
velope have combined to build either local elliptical galaxies or
massive spiral/S0 galaxies (Hopkins et al. 2010; Sonnenfeld et al.
2014; van Dokkum et al. 2014; Graham et al. 2015). Progenitor
bias has also been invoked in explaining the apparent size evo-
lution of the red galaxy population as a class (e.g. Szomoru et al.
2012; Carollo et al. 2013). In fact, as noted by Barro et al. (2013),
both paths must operate: an early formation of massive compact
galaxies that become quenched and then grow via minor merg-
ers (Naab et al. 2009; Hilz et al. 2012), and a late-arrival path in
which larger star-forming galaxies build mass and then form ex-
tended quenched galaxies (Barro et al. 2013).
It has long been recognised that local massive ellipticals gen-
erally have old stellar populations with little recent star forma-
tion. However, they could still have undergone significant evolu-
tion due to mergers unless they are compact. The stochastic na-
ture of merging processes suggests that a non-negligible num-
ber of quiescent massive compact galaxies at each redshift be-
tween 2 and 0 should be unaltered, old and compact ‘relics’
(Trujillo et al. 2014). Quantifying the number density of these mas-
sive compact relics in the present-day universe is thus an impor-
tant constraint on galaxy formation models (Quilis & Trujillo 2013;
Ferre´-Mateu et al. 2017), in addition to relics being local analogs
of the high-redshift red nuggets (Saulder et al. 2015; Yıldırım et al.
2017; Martı´n-Navarro et al. 2019).
Valentinuzzi et al. (2010) searched for and found a popula-
tion of compact galaxies in local 0.04 < z < 0.07 clusters using
mass and surface mass density lower limits. Poggianti et al. (2013)
showed that the fraction of these ‘superdense’ galaxies was 3–4
times higher in groups with high velocity dispersion (> 500 km/s)
compared to the field. This means that it requires large volumes
using blind surveys in order to sample compact galaxies in high-
density environments. Saulder et al. (2015) searched the Sloan Dig-
ital Sky Survey (SDSS) for compact quiescent galaxies, using a
lower limit on galaxy velocity dispersion (> 300 km/s) in addition
to an upper limit on size (. 2 kpc), finding only 76 galaxies at
0.05 < z < 0.3. Even these are not as extreme as the high red-
shift red nuggets. Using deeper imaging in the Galaxy And Mass
Assembly (GAMA) survey regions, Buitrago et al. (2018) found 22
massive compact galaxies (logM∗ > 10.9) with number density∼
10−6 cMpc−3 at z < 0.3. Various authors have quantified the evo-
lution in the number density of compact galaxies (e.g. Barro et al.
Table 1. Sky areas. RA and DEC limits for selection of sources from cata-
logs. The areas were chosen to approximately match UKIDSS LAS cover-
age.
RA range (deg.) DEC range (deg.) note
125 to 238 −2 to 15 LAS main region
114 to 128 18 to 30
190 to 210 22 to 36
240 to 250 22 to 32
> 309.2 or < 58.6 −1.26 to 1.26 Stripe 82
2013; Cassata et al. 2013; van Dokkum et al. 2015; Tortora et al.
2016; Charbonnier et al. 2017), for logM∗ > 10 or higher limits,
for quiescent/star-forming galaxies, and with various definitions of
compactness (e.g. Gargiulo et al. 2016; Lu et al. 2019). The num-
ber density of compact quiescent galaxies peaks around z ∼ 1–2.
There is some concern that local galaxy surveys could be miss-
ing extremely compact galaxies due to mis-identification with stars
in the input catalogue. For example, for the SDSS main galaxy
sample, r < 17.77mag, a profile separator is used for galaxy se-
lection (Strauss et al. 2002). Without this, there would be about ten
times as many stars as galaxies for this magnitude limit. Liske et al.
(2006) spectroscopically identified all sources over 1.14 deg2 to
B < 20mag for the Millenium Galaxy Catalogue (MGC). They
estimated that about 1% of galaxies in the MGC input catalogue
were mis-identified as stars. The volume probed in the ∼ 1 deg2
region, however, was not sufficient to search for massive compact
galaxies. Taylor et al. (2010) considered the selection of galaxies
in SDSS, which includes cuts against saturation, spectroscopic fiber
crosstalk, and the concentration of light. All of these characteristics
predispose compact galaxies to exclusion by the SDSS automated
data pipeline for spectroscopic selection. Taylor et al. concluded
that the SDSS completeness should be& 75% for the types of com-
pact galaxies seen at high redshift but maybe as low as ∼ 20% for
the smallest galaxies.
The aim of this paper is to determine the local number den-
sities of compact galaxies using a complete sample. This is en-
abled by star-galaxy separation using colours and photometric
redshifts based on 9-band photometry from the combination of
SDSS (York et al. 2000) and the UKIRT Infrared Deep Sky Survey
(UKIDSS, Lawrence et al. 2007). The sample selection and pho-
tometric redshifts are described in § 2 and § 3. The results of the
size-mass relations and distributions are presented and discussed in
§ 4, and a summary is presented in § 5. We assume a flat ΛCDM
cosmology withH0 = 70 kms
−1Mpc−1 and Ωm,0 = 0.3.
2 SAMPLE SELECTION
2.1 Data
Sources were selected from the SDSS DR14 database with r <
17.8 (r-band extinction-corrected Petrosian magnitude) covering
five separate sky areas as shown in Table 1 (from tables PHOTO-
PRIMARY and, where available, SPECOBJ). This approximately
matched the UKIDSS Large Area Survey (LAS) sky coverage. No
restrictions were applied based on photometric flags or star-galaxy
separation. This produced a catalog of 3.38 million sources cover-
ing 2664 deg2.
Sources were selected from the UKIDSS database
LASYJHKSOURCE table, which provides combined data for
the LAS survey. The magnitude limits were Y < 18.4 or J < 18.1
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with magnitude types petromag, apermag3 or apermag4. These
limits were a magnitude fainter than expected for any typical
type of galaxy given the SDSS r-band limit. The aim was to be
inclusive at this stage. This produced a catalog of 15.28 million
sources.
Sources were selected from the GAIA DR2 GAIA SOURCE ta-
ble over the areas defined in Table 1. This produced a catalog 12.02
million sources, of which, 687 471 have a GAIA G-band magni-
tude brighter than 15.
2.2 Masking radii around GAIA sources
The SDSS main galaxy sample (Strauss et al. 2002) excluded
sources for which the saturated flag was set. This was to remove
artifacts that are caused by light either diffracted or scattered from
bright stars. Without resorting to this flag, it is instead possible to
remove these types of artifacts by masking the sky area around se-
lected stars. These stars are, of course, uncorrelated with the galaxy
distribution and there is no bias in trimming the catalogue using this
method.
The exclusion radius around GAIA stars was empirically
determined using the spectroscopically-confirmed galaxy sample
from SDSS. To do this, the sky density of confirmed galaxies
around each star was measured in bins of separation and GAIA
magnitude of the star. Two examples of this are shown in Figure 1.
The radius at which the sky density (within the radius) is 25% of
the expected sky density was determined. This was chosen as visu-
ally this is the radius at which the impact of the stellar stray light
becomes negligible. Figure 2 shows the resulting exclusion radii
versus the GAIA magnitude.
2.3 Trimming the area
The sample selection requires UKIDSS data and since the initial
query did not take account of the exact coverage, significant adjust-
ment to the area was needed. In particular, there is a requirement
for Y , J and K data, and the UKIDSS coverage was defined with
the criteria that valid photometry exists in all these bands. At the
same time, there are genuine SDSS galaxies without a UKIDSS
catalogue match and these should not be rejected. Therefore the
SDSS sample was trimmed by area and not by match criteria.
The SDSS master sample was trimmed in area using the fol-
lowing:
• Seven polygons were defined where there was no UKIDSS
coverage and sources within these polygons were removed.
• A 6′ × 6′ grid was defined and sources in grid areas without
any UKIDSS coverage were removed.
• One polygon was defined where there was no SDSS spec-
troscopy and sources within this polygon were removed.
• Sources in areas with g-band Galactic extinction greater than
0.4 were removed.
• Sources in the masked areas around G < 13.5 GAIA stars
were removed (§ 2.2). Note GAIA sources include galaxies but no
spectroscopically-confirmed SDSS galaxies had a GAIA aperture1
magnitude brighter than 14.5 in the sample. Therefore, 13.5 is a
safe limit that even compact galaxies would not be excluded.
1 GAIA G-band flux measurements use a rectangular aperture of 0.7′′ ×
1.05′′ (12×18 pixels) for sources brighter than 16th mag, and 0.7′′×0.7′′
for fainter sources (Gaia Collaboration et al. 2016).
Figure 1. Examples of SDSS spectroscopically-confirmed galaxy sky den-
sities around GAIA stars. The grey solid-line shows the sky density his-
togram. The dashed line shows the mean sky density away from the stars.
The dotted line shows the cumulative sky density (accounting for sky area).
The vertical dash-dot line show the radius at which the cumulative sky den-
sity is 25% of the mean. This corresponds to the empirical estimate of the
exclusion radius.
This produced a catalog of 2.48 million sources covering
2300 deg2.
2.4 Colour-colour galaxy selection
In order to avoid using a profile separator for star-galaxy sepa-
ration, galaxies were selected using a combination of SDSS and
UKIDSS colours. To do this, we considered two colour-colour di-
agrams: J − K versus g − i and Y − K versus g − z. These
show the cleanest separation between galaxies and stars, while also
not requiring matched-aperture or matched-profile photometry be-
tween UKIDSS and SDSS. For UKIDSS, we used APERMAG4 and
for SDSS, we used PSF and PETROmagnitudes.
The basic method is to obtain a quadratic fit to the stellar locus
of the UKIDSS colour as a function of the SDSS colour over a
suitable range, with clipping of the function beyond that range. The
galaxy selection is then defined as galaxies with UKIDSS colour
greater than 0.2 above the function value.
c© 2020 RAS, MNRAS 000, 1–15
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Figure 2. Top panel: exclusion radius versus GAIA G magnitude. The
squares and dotted line represent the results from the empirical determi-
nation for each bin (examples in Fig. 1). The solid grey line shows a fit to
the these points, with the parameters and equation annotated. Lower panel:
percentage of excluded area including all stars and using exclusion-radius
values from the fit. The solid line shows the magnitude range used for this
project, while the dashed line shows a small extension to 15th magnitude.
The J −K separator is given by
∆sg,jk,gi = JAB −KAB − flocus(g − i) (1)
with the locus function as per Baldry et al. (2010). For this paper,
we determined the locus function for Y −K versus g − z colours
using spectrosopcially-confirmed stars and with point-spread func-
tion (PSF) magnitudes for the SDSS colours. This additional sepa-
rator is given by
∆sg,yk,gz = YAB −KAB − f
′
locus(g − z) (2)
where
f ′locus(x) =
−0.8297
−1.04 + 0.74x − 0.13x2
0.0128
for
x < 0.3
0.3 < x < 2.8
x > 2.8
(3)
Figure 3 shows the two colour-colour diagrams used to distin-
guish stars from galaxies. Note that when determining the∆ values
for the selection, the bluer of SDSS PSF and SDSS Petrosian mag-
nitudes are used for each source. This is in order to be inclusive
toward galaxy selection (where the Petrosian colours could be dif-
ferent from the PSF colours). The colour-only galaxy selection is
then given by
0.2 < ∆sg,jk,gi < 3 & 0.2 < ∆sg,yk,gz < 3 (4)
with the high cuts used to exclude some cases of photometric mea-
surement problems. Figure 4 shows these selection boundaries with
the distributions of∆sg,yk,gz versus∆sg,jk,gi for stars and galaxies.
The colour-colour selection results in 225 634 sources. Of
these, 198 123 have an associated reliable SDSS redshift, with
99.2%, 0.3% and 0.5% classified as a galaxy, star and quasar, re-
spectively (a galaxy being defined to have 0.002 < z < 0.4 or by
Figure 3. Colour-colour distributions for spectroscopically-confirmed
galaxies and stars. The distributions are shown by contours and points. The
blue lines show the stellar locus fits. The green lines show the selection
boundaries for galaxies, 0.2 above the locus function.
Figure 4. Boundaries in the ∆ values used to select galaxies. The distri-
butions are shown for spectroscopically-confirmed galaxies (black contours
and points) and stars (orange contours and points).
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spectral class from the SDSS pipeline). This demonstrates the high
purity of this selection.
2.5 Additional selections
The above selection is not complete because of the reliance on
UKIDSS-SDSS matching, and this can miss extended sources
where the UKIDSS aperture position is offset or undefined. In ad-
dition, the method of trimming the area to UKIDSS Y , J and K
coverage is not perfect. Additional sources with SDSS photometry
but no UKIDSS match were selected using the SDSS star-galaxy
profile separator,
∆sg,prof = rmodel − rpsf , (5)
satisfying the following criteria:
∆sg,prof > 0.5 & not SATURATED & µr,50 < 24.5 , (6)
where µr,50 is the Petrosian half-light surface brightness. These
criteria selected 15 309 sources.
On top of the UKDSS-SDSS and SDSS-only selections, 4533
sources that were galaxy targets in DR7 and 169 spectroscopically-
confirmed galaxies, but not otherwise selected, were included.
Including all four selections, this results in 245 645 sources, of
which 86.1% have redshifts from SDSS and 0.2% from 2MRS
(Huchra et al. 2012). This leaves 13.7% without spectroscopic red-
shifts (spec-z).
3 PHOTOMETRIC REDSHIFTS FROM SCALED FLUX
MATCHING (SFM)
The above combined selection (§ 2) primarily selects galaxies.
However, 1.0% of the sources are spectroscopically-confirmed stars
(kept in for testing purposes) and a significant fraction of those
without spec-z are stars. This is because there are about 10 times
as many stars as galaxies at these magnitudes (r < 17.8), and find-
ing any nearly unresolved galaxies is like ‘looking for a needle in
a haystack’. To refine the search further, we use a photometric red-
shift (photo-z) technique that identifies sources with galaxy-like
fluxes (beyond that already considered with the colour-colour se-
lection). In addition, redshifts are needed to estimate luminosities
and physical sizes.
Photo-z methods are generally divided into two classes: tem-
plate fitting (e.g. Babbedge et al. 2004; Brammer et al. 2008) and
empirical. When there are many sources with reliable spec-z cov-
ering the colour and magnitude space of a sample, which is the
case for this SDSS-UKIDSS sample, empirical methods should be
more accurate (Koo 1999). Here, we note that empirical meth-
ods can be further divided into: (a) predictive modelling, for
example, using neural networks (Firth et al. 2003) or analytical
functions (Connolly et al. 1995; Sedgwick et al. 2019a); and (b)
photometric-property matching, typically using colours and a mag-
nitude (Beck et al. 2016). In the latter method, a source’s photo-z
is obtained by the distribution of spec-z for galaxies with similar
properties. Here, we use scaled flux matching (SFM). This is simi-
lar to colour matching except that it works in linear flux space with
the advantage that it can naturally deal with missing data, low S/N
measurements (Sedgwick et al. 2019b) or, more generally, different
errors in each band.
3.1 General method
For each source i and band k, the uncertainty in the flux is given
by:
σ2i,k = σ
2
i,k,P + (akfi,k)
2
(7)
where σi,k,P is the Poisson/counting or linear error, ak is the band-
dependent fractional error, and fi,k is the flux. If the Poisson error
is not well determined, then a band-dependent value could be used.
The flux measurements and flux uncertainties are also corrected for
Galactic extinction.
For each source, the fluxes are matched to the matching-set
galaxy (j) fluxes with chi-squared defined as:
χ2i,j =
∑
k
(fi,k − ni,jfj,k)
2
σ2
i,k
(8)
where ni,j is the usual best-fit normalization when scaling a model
to fit data points with errors (obtained from solving dχ2/dn = 0):
ni,j =
∑
k
fj,kfi,k/σ
2
i,k∑
k
f2j,k/σ
2
i,k
. (9)
Note that no uncertainty is applied to the matching-set fluxes in the
calculaton of chi-squared.2
The reliability weight of the match is then given by:
wi,j = exp(−χ
2
i,j/2)Wj (10)
where Wj is any additional weight assigned to galaxy j of the
matching set. This could be, for example, to downweight redshift
bins that are well populated. Importantly, wi,j is set to zero where
i and j refer to the same galaxy. This is so the photo-z of the
matching-set galaxies are independent of their spec-z.
These weights could then be used to estimate a probability dis-
tribution function (PDF) if desired. In general, this method is accu-
rate if the matching set is large and the galaxies for which photo-z
are desired are within the covered range of spectral-energy distribu-
tion (SED) type and redshifts. A characterization of the PDF is then
given by the weighted mean and standard deviation. The weighted
mean of the redshift variable is given by:
ζi,phot =
∑
j
wi,jζj,spec∑
j
wi,j
where ζ = ln(1 + z) . (11)
Noting that ζ (zeta) is the appropriate quantity to use when dealing
with redshift measurements and errors (Baldry 2018).3
The initial estimate of the uncertainty (nominal error) is given
by:
ζ2i,err =
(∑
j
wi,jζ
2
j,spec∑
j
wi,j
− ζ2i,phot
)
Ni,eff
Ni,eff − 1
(12)
which is the weighted standard deviation multiplied by a correc-
tion factor to obtain the sample standard deviation. The effective
number of measurements for reliability weights is given by
2 Note for coding purposes in languages like IDL, R and PYTHON, the
calculations can be performed using inbuilt matrix multiplation where ap-
propriate rather than loops. This is known to be signficantly faster.
3 To reduce computation time and to obtain an estimate of the weighted
mean even if too many matching-set galaxies have similar weight, only a
set number of the matching-set galaxies with the highest weights (lowest
χ2) are included in the calculation of the weighted mean and nominal error.
In this paper, we used 2500. For comparison, Beck et al. (2016) used the
best 100 matching-set galaxies with all these given the same weight.
c© 2020 RAS, MNRAS 000, 1–15
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Ni,eff =
(∑
j
wi,j
)2
∑
j
w2i,j
. (13)
3.2 Specific implementation
SDSS MODELMAG values were converted to fluxes (Lupton et al.
1999) in units of nanomaggies (log-flux zeropoint of 22.5mag,
AB system; Blanton et al. 2005). UKIDSS APERMAG4 (1.4′′-
radius aperture) magnitudes were converted to fluxes in the
same units (Vega to AB magnitude conversion was taken to
be +0.63,+0.94,+1.38,+1.90 for Y, J,H,K, Hill et al. 2011;
though we note this is not necessary for SFM).
Despite the fact that the SDSS and UKIDSS fluxes were not
obtained using the same types of apertures, the SFM method could
still be used to calculate photo-z. However, an improvement can
be made by scaling the SDSS fluxes to better match the UKIDSS
fluxes prior to using SFM. This allows for a greater number of po-
tential low χ2 matches. For each source, the i-band flux within a
1.4′′ circular aperture was estimated using both the de-Vaucouleurs
and exponential profile fits (§ 4.4.5.5 of Stoughton et al. 2002) and
combined with weights FRACDEV and 1−FRACDEV, respectively
(analogous to CMODEL, Abazajian et al. 2004). This is effectively a
(PSF-deconvolved) circular-aperture flux estimated using a galaxy
profile model. The ratio between this flux and the i-band MODEL-
MAG was determined, and used to scale the SDSS fluxes, for each
source.
The choice of flux errors is important as it sets the rela-
tive weights between the best fitting matching-set galaxies. By
guidance from nominal limiting magnitudes and by trial and er-
ror, the linear errors, in place of Poisson errors, were taken
to be (0.84, 0.54, 0.72, 1.08, 4.44, 3.0, 3.0, 3.0, 3.0) nanomaggies
for (u, g, r, i, z, Y, J,H,K). The fractional errors (ak) were taken
to be 0.05 in the u-band and 0.02 in all the other bands. The u-
band was down weighted by this because of the signicantly larger
spread in these magnitudes compared to a median SDSS magni-
tude for each source. This spread primarily reflects variations in
star-formation rate (SFR) with less constraint on photo-z.
For any missing measurements (mostly where no UKIDSS
match was available), the error is set to a extremely large value
and the flux to zero (i.e. to give no effect on normalization or
chi-squared). In addition, for each source the magnitudes (SDSS
and UKIDSS, separately) were compared to a median value, and
any measurements outside a large tolerance were set as if missing.
Thus, some bad measurements are accounted for and do not affect
the photo-z determination.
The matching set was chosen as a subset of the sample with
all the following criteria: ZWARNING= 0, spectroscopic classifica-
tion as a galaxy, valid photometric measurements in all nine bands,
and 0.002 < ζ < 0.5. The matching-set galaxies were binned in
ζ with binsize of 0.002. The weights Wj for all (nbin) galaxies in
a bin were set to 100/nαbin with α = 0.5 with a maximum weight
of 20 (when nbin 6 25). The choice of α = 0.5 is a compromise
between equal weight to all galaxies (α = 0) and effectively set-
ting equal weight to all bins (α = 1). The number of matching-set
galaxies was 194 183.
3.3 Selecting reliable galaxy redshifts
In order to assess the reliability of the photo-z, the number of
matches with χ2 < 30 is considered, hereafter C30, along with
Figure 5. Upper panel: histogram in C30 of the photo-z measurements.
Lower panel: fraction of sources (stacked bar chart) classified as stars (or-
ange) and fraction with a redshift offset between the spec-z and photo-z
given by |∆ln(1 + z)| > 0.08 (blue). The range used to select reliable
photo-z is shown by the dashed line in both panels.
Figure 6. Upper panel: histogram in ζi,err of the photo-z measurements.
Lower panel: fraction of sources (stacked bar chart) with a redshift offset
between the spec-z and photo-z given by |∆ln(1 + z)| > 0.08 (blue), and
fraction with offset between 0.06 and 0.08 (pink). The range used to select
reliable photo-z is shown by the dashed line in both panels. The sample
used for this figure was selected to have 6 < C30 < 100000, i.e., within
the reliable range shown in Fig. 5.
the nominal error (ζi,err, Eq. 12). Figure 5 shows the distribution in
C30 in the upper panel. Taking only photo-z measurements where
there is also a reliable spec-z, the lower panel indicates the frac-
tion of sources spectroscopically classified as stars and the fraction
where there is a significant redshift offset |∆ ln(1 + z)| > 0.08
between photo-z and spec-z. To eliminate poor photo-z and stars
from the sample, only sources with 6 < C30 < 100000 were set
as having reliable photo-z.
Figure 6 shows the distribution in ζi,err. As expected, the frac-
tion of photo-z outliers generally increases with the nominal error
estimate. To select sources with reliable photo-z, we additionally
applied the criteria ζi,err < 0.031. In total, 93.1% of the 245 645
c© 2020 RAS, MNRAS 000, 1–15
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Figure 7. Distribution of photo-z versus spec-z for sources with reliable
photo-z and spectroscopic ZWARNING= 0. The solid-line contours show
logarithmically spaced densities with a factor of two between each contour.
98% of the data are represented by the contours, and 2% by the points. The
dashed lines show the limits of |∆ln(1 + z)| = 0.06 (99.7% of the data).
sources from Section 2 have reliable photo-z; and 98.3% of spec-z
confirmed galaxies. Thus most of the 6.9% of the sample without
reliable photo-z are expected to be stars. Of the reliable photo-z
sample, only 1 in 1000 are spec-z confirmed stars; and of those with
photo-z > 0.04, only 1 in 3000. Thus without using any photomet-
ric profile information, these have a very low stellar contamination.
3.4 Redshift accuracy
Figure 7 shows a plot of spec-z versus photo-z for the reliable
photo-z sample. The correlation is good with no obvious bias (con-
sidering that the contours represent logarithmically-spaced number
densities). The 68th percentile (σ68) of |∆ ln(1+z)| is 0.0125, and
the 95th percentile (σ95) is 0.030.
These SFM (ugrizY JHK) redshifts were compared with
the empirical photo-z for SDSS from Beck et al. (2016). The lat-
ter were determined using ‘local linear regression’ for redshift as a
function of the r-band magnitude and four colours (u − g, g − r,
r − i, i − z). For the Beck et al. photo-z to spec-z difference,
σ68 = 0.0144 and σ95 = 0.0357 using a comparison sample
of photo-z for which the Beck et al. analysis defines as reliable
(PHOTOERRORCLASS= 1). Thus, the SFM photo-z have a 25-30%
reduction in the error variance compared to the Beck et al. photo-z.
This is because of the addition of the near-IR data rather than the
method, which is a similar empirical method using a χ2 matching
formalism. In any case, the Beck et al. photo-z were not determined
for SDSS sources photometrically classified as stars. Therefore we
only use the SFM photo-z that also do not have a magnitude prior.
3.5 Final galaxy sample selection
For the 245 645 sources from § 2, redshifts are assigned with the
following priority: reliable SDSS spec-z, 2MRS, and then reliable
Figure 8. Sky positions of the galaxy sample with 17.3 < r < 17.5
demonstrating the ugrizY JHK coverage (2300 deg2) from SDSS and
UKIDSS. The black dots represent galaxies with spec-z and the red dots
with photo-z.
photo-z (§ 3.3), with 86.1%, 0.2%, and 9.4%, respectively. The re-
mainder are assumed to be stars or quasars. Redshifts are converted
from the heliocentric to the CMB frame, used hereafter. The galaxy
sample selection for this study is then 0.04 < z < 0.15.
Compact galaxy candidates were visually inspected and 27
sources whose photometry was significantly affected by scattered
light (missed by the masking procedure) or a bright neighbour were
rejected. In addition, 138 sources with GAIA photometry that had
S/N > 5 for their parallax measurement or S/N > 10 for their
proper motion were rejected. The latter cut was set high because
there were many obviously extended sources that had S/N between
5 and 10, some of which may be star-galaxy blends but in other
cases it was not clear. After the redshift limits and these cuts, a
sample of 163 186 sources remained. Figure 8 shows the sky posi-
tions of a subset of the sample.
4 RESULTS AND DISCUSSION
4.1 Stellar masses
Stellar masses (M∗) were determined for the spec-z and photo-z
sample using the the method of Sedgwick et al. (2019a) (updated
from Bryant et al. 2015) such that
logM∗ = −0.4i+ 0.4D + f(z) + g(z)(g − i)obs (14)
where i is the i-band CMODEL magnitude, D is the distance mod-
ulus, and (g − i)obs is the observed colour using Petrosian magni-
tudes. This effectively folds the mass-to-light ratio and k-correction
into the same formula. The functions f(z) and g(z) are calibrated
to a stellar-population fitted set of stellar masses. In this case, the
functions were calibrated using the GAMA survey photometry and
products (Baldry et al. 2018) with the stellar masses from the MAG-
PHYS code (da Cunha et al. 2008) applied by Driver et al. (2016).
These masses were used in order to be consistent with the high-z
comparison sample.
The functions used in this paper are given by f(z) = 1.008−
3.531z + 21.64z2 − 35.28z3 and g(z) = 0.8132 + 3.304z −
30.26z2 + 55.60z3 . The calibration is valid over the range 0 <
z < 0.35. The stellar initial mass function (IMF) assumed was the
Chabrier (2003) IMF.
We note that dynamical modelling using resolved spec-
troscopy (Cappellari et al. 2012; Posacki et al. 2015) and de-
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tailed stellar population analysis (Conroy & van Dokkum 2012;
La Barbera et al. 2013) have suggested that there is a bottom-heavy
IMF in early-type galaxies that have high velocity dispersion.
This is relevant for massive and/or compact galaxies. However,
Collier et al. (2018) showed that the mass obtained using gravi-
tational lensing for four low-redshift (z < 0.07) massive ellipti-
cals was consistent with a Kroupa (2001) IMF. Strong lensing of
these galaxies is dominated by their stellar mass (Smith & Lucey
2013) and therefore is an accurate constraint on stellar mass-to-
light ratios. Stellar masses obtained assuming a Kroupa IMF are
only about 0.05 dex higher than using the Chabrier IMF.
The stellar mass approximation, above, uses observed colour.
To define red galaxies, we use
(u− r)adj = u− r − 4.5 ln(1 + z) . (15)
This approximates the k-and-evolution correction for dividing the
red and blue sequences of galaxies at a rest-frame u− r ∼ 2.
Specific star formation rates (SSFRs) were obtained for the
sample from the SDSS table GALSPECEXTRA. These were derived
from spectral emission lines (Brinchmann et al. 2004) with aper-
ture corrections using photometry (Salim et al. 2007). For sources
without a match, e.g. with photo-z only, the nearest SFMmatching-
set galaxy was used for the SSFR. This provided SSFR measure-
ments for 98.6% of galaxies with logM∗ > 10. Red galaxies
were defined using (u − r)adj > 2.0 while quenched galaxies
were defined using log(SSFR/yr−1) < −11.2 (or using the red
galaxy definition for the 1.4% without SSFR measurements) for
this z < 0.15 sample.
4.2 Half-light radii
Various half-light radii (r50) are provided for SDSS. The SDSS
pipeline computes Petrosian r50 (circular), de Vaucolueurs and ex-
ponential profile fits (elliptical) (Stoughton et al. 2002). Only the
profile fits take account of the PSF. In addition, Simard et al. (2011)
provides bulge plus disk simultaneous fits, and Sersic fits for SDSS
galaxies with spec-z, using GIM2D (Simard et al. 2002). These are
provided for the g- and r-bands.
Since the Simard et al. fits are not provided for sources with-
out spec-z, or for the i-band, we used the half-light radii from
SDSS with a weighted geometric average of the two models for
each band:
log r50,maj = fdev log rdev + (1− fdev) log rexp (16)
where fdev (FRACDEV) is the coefficient that provides the best lin-
ear combination of the two profile fits, clipped between 0 and 1
(Abazajian et al. 2004). Figure 9 shows a comparison between the
the radii from these non-simultaneous fits with the simultaneous
fits (de Vaucolueurs bulge plus exponential disk) of Simard et al..
There is generally good agreement with 93% of galaxies within
0.1 dex, and 98.5% within 0.2 dex. The geometric weighted mean
for SDSS agreed marginally better with the comparison sample
than the linear weighted mean.
The final r50,maj we used was taken as the mean between the r
and i-band. This was to increase the fidelity, ensuring that compact
galaxies had to have small fitted radii in two bands, while avoiding
the bluer g-band that crosses the 4000A˚ break at z > 0 and the
z-band which is of lower S/N. The mean rest-frame effective wave-
length of the r- and i-bands is∼6000–6500A˚ for 0.04 < z < 0.15.
For a few sources, half-light radii were clipped to a minimum of
0.3′′ . In total, there were 34 unresolved sources with mean ra-
dius < 0.35′′ and that were photometrically classified as a star
Figure 9. Comparison between the half-light radii determined using the
SDSS profile fits (weighted average) with the radii from Simard et al.
(2011). The dashed contours and points show the bivariate distribution,
of the galaxy sample, in the ratio between the radii measurements versus
FRACDEV R, which is determined by the SDSS pipeline. (Note jitter has
been added to FRACDEV R to spread out the data at 0 and 1.) The red and
blue solid lines show the median, 16th and 84th percentiles of the ratios
binned in FRACDEV R. For the whole sample, 93% of the galaxies have
measurements differing by less than 0.1 dex (ratios between 0.79 and 1.26).
by the SDSS pipeline. Of the 18 that had estimated stellar masses
logM∗ > 10, all but one had log SSFR > −10. This sample
is of interest as candidate compact starbursts but has no signifi-
cance for the number densities of the compact quiescent popula-
tion. Note Taylor et al. (2010) used a minimum of 0.75′′ for the
z-band sizes, however, we find that reasonable agreement between
the Simard et al. (2011) and pipeline half-light radii, and between
i- and r-bands, extends to lower values. This is testament to the
accuracy with which the PSF is measured and accounted for in the
galaxy profile fitting.
4.3 Size-mass distribution
Figure 10 shows the size-mass distribution of the SDSS-UKIDSS
selected sample. Following Barro et al. (2013), we define a pro-
jection in the size-mass distribution that runs perpendicular to the
quiescent size-mass relation at high masses. This is given by
log Σ1.5 = log(M∗/M⊙)− 1.5 log(r50,maj/kpc) .
Thus Σ1.5 has units of M⊙kpc
−1.5 and uses physical half-light
radius. Compact galaxies are shown with circles in the figure that
have log Σ1.5 > 10.5. This represents only 0.12% of the sample
at logM∗ > 10. Note we prefer to use the major axis to define
radii and Σ1.5 because cicularization of effective radii is strongly
inclination dependent (Devour & Bell 2017).
The orange circles in Fig. 10 represent the 26% of the com-
pact galaxy sample that have photo-z only. For compact galaxies,
there is a significantly larger fraction with photo-z compared to the
full sample. This demonstrates a bias against compact galaxies in
the SDSS spectroscopic sample. Figure 11 shows the spectroscopic
and target completeness as a function of log Σ1.5 (r < 17.75 to
minimise the issue of photometric scatter across the 17.77 selec-
tion boundary between SDSS data reduction versions). The target
completeness, in this paper, is the fraction of sources that were
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Figure 10. Size-mass distribution for the galaxy sample (0.04 < z <
0.15). The contours and points represent the majority of the galaxy sam-
ple, while the circles represent galaxies with log Σ1.5 > 10.5 (black with
spec-z and orange with photo-z). The dashed line shows log Σ1.5 = 9.85,
which is the median for the quiescent population at log(M∗/M⊙) > 10.
The dotted lines show the two-power-law fits from Lange et al. (2015) for
the r- and i-bands r50,maj with the early-type division using Sersic index
and u− r.
selected as targets for SDSS spectroscopy regardless of whether
a spectrum was obtained. The spectrocopic (target) completeness
is 91.6% (99.4%) in the normal log Σ1.5 range (8.8–10.3). This
drops to 75.8% (96.7%) for log Σ1.5 > 10.5. This means that the
majority of the bias against compact galaxies is due to ‘fibre col-
lisions’ and not the SDSS photometric selection. Fibre collisions
were caused by the restriction of how close fibres could be placed
on the spectroscopic plate (Stoughton et al. 2002). The bias arises
because compact galaxies are more likely to be found in proximity
to other SDSS galaxies (Trujillo et al. 2014) (§ 4.6).
The fraction of red galaxies and quenched galaxies as a func-
tion of log Σ1.5 is also shown in Figure 11. The red fraction is
higher than the quenched fraction for less compact galaxies. This
is because the estimate of SSFR takes account of internal dust at-
tenuation whereas the u− r colour does not. In other words, some
dusty star forming galaxies appear as red but not as quenched. The
red/quenched fraction rises from less than 0.2 at log Σ1.5 ∼ 9.0 to
0.95 at∼ 10.2. This range is where the majority of galaxies are dis-
tributed. For compact galaxies (log Σ1.5 > 10.5), the red/quenched
fraction drops below 0.85. This is due to a small population of
quasars and starburst galaxies, for which, the SDSS half-light radii
likely do not represent the overall stellar population within each
galaxy.
4.4 High-z comparison
In order to compare the distribution functions from the SDSS-
UKIDSS sample at z ∼ 0.1 to high redshift, we used the 3D-
HST survey data. These are five fields with near-IR grism spec-
tra (Brammer et al. 2012) and photometry from HST primarily
from the CANDELS treasury programme (Grogin et al. 2011). The
Figure 11. Completeness as a function of log Σ1.5. The solid line shows
the spectrosopic completeness of the sample, while the dashed line shows
the SDSS target completeness i.e. the fraction of galaxies that were part of
the SDSS main galaxy sample, primarily. Also shown are the fraction of red
galaxies [(u− r)adj > 2.0] and quenched galaxies [log(SSFR/yr
−1) <
−11.2].
construction of the photometric catalogues, including space and
ground-based imaging, is described in Skelton et al. (2014). The
science area (USE PHOT=1) of the combined fields is 0.249 deg2.
The sources were assigned photo-z, ground-based spec-z or grism
redshifts (Momcheva et al. 2016).
Structural parameters using Sersic models were determined
for the sources by van der Wel et al. (2012) in the near-IR F160W
(H) and F125W (J) bands. These included half-light radii and
profile-integrated magnitudes. Stellar masses and SSFR were de-
termined by Driver et al. (2018) using MAGPHYS. For this paper,
the stellar masses were corrected for the difference between the
F160W magnitude (Skelton et al. 2014) used in the MAGPHYS fit-
ting and the Sersic F160W magnitude. F125W was used if F160W
was not available (< 0.5% of sources). The same procedure was
used in van der Wel et al. (2014), except here we use the MAG-
PHYS stellar masses. Selecting galaxies with 0.5 < z < 2.5,
logM∗ > 10, USE PHOT= 1, and rejecting poor fits visually
checked by van der Wel et al. (2014), produced a volume-limited
sample of 9757 galaxies (over 4.8 × 106 cMpc3).
The half-light radii were obtained using the F160W band
(> 99.5% of sources), which has a pivot wavelength of 15400A˚.
This matches the rest-frame wavelength used for the low-redshift
sample at z ∼ 1.5. At higher redshifts, the rest-frame wavelength
drops below 6000A˚ and thus the measured radii are potentially af-
fected more significantly by younger stellar populations. This is
mitigated by the fact that the colour gradients in galaxies are close
to zero at z ∼ 2–2.5 (Suess et al. 2019). Therefore, measurements
in F160W in the high-z sample can be reasonably compared to the
low-z measurements without significant concern regarding the de-
pendence of radii on rest-frame wavelength.
Star-forming galaxies form a ‘main sequence’ in SSFR ver-
sus stellar mass that evolves with redshift (Noeske et al. 2007;
Salim et al. 2007; Pearson et al. 2018; Popesso et al. 2019). There-
fore, we define ‘quenched’ using a dividing line that evolves with
redshift such that
log(SSFRdivide/yr
−1) = −11.2 + 1.2 ln(1 + z) , (17)
which corresponds to −10.4 at z = 1 and −9.7 at z = 2.5
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Figure 12. Galaxy stellar mass functions. The hatched regions represent the
Poission counting uncertainties (±σ).
[−11.2+ 2.76 log(1+ z)]. This dividing line is about 1 dex below
the SSFR versus redshift of the main sequence for logM∗ > 10
galaxies.
4.5 Distribution functions
The total volume covered by the SDSS-UKIDSS sample is 54.6 ×
106 cMpc3. This is only a volume-limited sample for logM∗ &
10.9. To determine distribution functions including galaxies less
massive than this, 1/Vmax weighting was used (Eales 1993).
Vmax was determined from the observed r-band Petrosian mag-
nitude, redshift and limiting magnitude of 17.8 for each galaxy. At
logM∗ = 10.0, Vmax is about 5× 10
6 cMpc3 for the least lumi-
nous galaxies, which are quenched galaxies. Thus the volume cov-
ered is larger than, or comparable to, the high-z comparison sample
for all types of galaxies with logM∗ > 10.
Figure 12 shows the galaxy stellar mass functions (GSMFs)
for the SDSS-UKIDSS sample and for the high-z comparison
split into three redshift bins. This demonstrates the trend that
most of the highest mass galaxies (logM∗ > 11) have been in
place since z ∼ 2 with more growth in number density occur-
ring at lower masses (Davidzon et al. 2013; Muzzin et al. 2013;
Mortlock et al. 2015; Wright et al. 2018; Kawinwanichakij et al.
2020). Kawinwanichakij et al. noted that the near absence of ob-
served evolution in the number density of logM∗ > 11 galaxies
does not mean no mass growth. This is because stellar mass loss
from late-stage stellar evolution could be compensated by mass
growth from dry mergers or residual star formation. They estimated
an upper limit of 0.16 dex for this mass growth of supermassive qui-
escent galaxies from z = 1.0 to 0.4.
Size-mass distributions of the high-z sample are shown in fig-
ure 5 of van der Wel et al. (2014). In this paper, in order to demon-
strate the evolution of the size-mass distribution in comparison to
the SDSS-UKIDSS sample, we computed the distribution functions
in log Σ1.5. In other words, this represents the number density of
galaxies running perpendicular to the high-mass quiescent relation.
Such a representation is suggested by the analysis of Barro et al.
(2013). Figure 13 shows the log Σ1.5 distribution functions for
the SDSS-UKIDSS sample and three high-z redshift bins for: (a)
log(M∗/M⊙) > 10.0, (b) quenched galaxies with the same mass
limit, and (c) quenched galaxies with log(M∗/M⊙) > 10.9.
The evolution in the log Σ1.5 distribution functions (Fig. 13)
Figure 13. log Σ1.5 distribution functions. The hatched regions represent
the Poisson counting uncertainties (±σ). Upper panel (a): for all galax-
ies with log(M∗/M⊙) > 10.0. Middle panel (b): for quenched galaxies.
Lower panel (c): for supermassive quenched galaxies (log(M∗/M⊙) >
10.9).
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is far more striking than the GSMF evolution (Fig. 12). The high
log Σ1.5 cutoff becomes sharper and moves to lower values as the
galaxy population evolves (from high to low redshift). At the same
time, there is an increase in number density of the less compact
galaxies (log Σ1.5 . 10). The pattern is similar for all three se-
lections with narrowing of the functions for the quenched galaxies,
and the supermassive (log(M∗/M⊙) > 10.9) quenched galaxies.
This supports the picture of Barro et al. (2013) (their figure
6): size growth due to minor mergers (Naab et al. 2009; Hilz et al.
2012) for compact quenched galaxies that primarily formed at z &
2, and galaxies with normal sizes quenching at all these epochs.
In this way, the log Σ1.5 distribution cutoff at high values becomes
steeper. In this paper, we have demonstrated this by using a rigor-
ously complete low-redshift galaxy selection for compact sources,
and we also used the major axis for the half-light radii. Note that the
increase of half-light radii caused by minor merger growth cannot
be entirely due to addition of light at large radii. This was demon-
strated by van Dokkum et al. (2014) who showed that the number
density of high-mass-core galaxies, with logM∗ > 10.5 within
the central kpc of each galaxy, decreased from high to low redshift.
This could be explained by a small amount of stellar-evolutionmass
loss from the core leading to adiabatic expansion.
In summary, compact quiescent galaxies can grow primar-
ily through minor mergers that increase a galaxy’s mass and size.
The size growth is a combination of adding mass to the enve-
lope (Huang et al. 2013) and dynamical friction causing the core
to expand (Naab et al. 2009). The mass increase can be compen-
sated by mass loss from stellar evolution, and the core can also
grow marginally through adiabatic expansion (van Dokkum et al.
2014). It should also be noted that compact galaxies can accrete
a disk becoming early-type spirals (Gao & Fan 2020), and then
in some cases becoming low-redshift S0 galaxies (Graham et al.
2015; Deeley et al. 2020). No doubt there is more than one path
to galaxy growth given the stochastic nature of hierarchical assem-
bly. Gao & Fan (2020) estimated, based on a spectral and structural
analysis of SDSS galaxies, that about 15% of compact quiescent
galaxies become spirals with a massive bulge with the remaining
growing through dry minor mergers to become massive early types.
The evolution of the size-mass distribution of galaxies can be
examined using cosmological-scale hydrodynamical simulations.
Furlong et al. (2017) found good agreement for the size-mass evo-
lution in the EAGLE simulation compared to the van der Wel et al.
(2014) observational measurements. In all cases of z = 2 compact
galaxies identified in the simulation, stars formed at high redshift
migrated to larger radii at z = 0 (Furlong et al. 2017). For some of
these galaxies, further growth occurred by mergers and star forma-
tion. Wellons et al. (2015) looked at the formation of supermassive
compact galaxies at z = 2 in the Illustris simulation, finding that
they could be formed by gas-rich mergers at z < 4 or by assembly
at early times when the universe was much denser.
To examine the EAGLE simulation in terms of the log Σ1.5
distribution functions, we obtained data for five snapshots (different
redshifts), four that matched the midpoints of the low- and high-z
comparison measurements plus one intermediate redshift, from the
106 cMpc3 reference simulation box (McAlpine et al. 2016). To-
tal stellar masses were defined in spheres of radius 30 kpc around
each galaxy, with half-mass radii also defined in 3D (Furlong et al.
2017). Figure 14 shows the distribution functions from the simu-
lation using these definitions ofM∗ and r50 for massive quenched
galaxies using the SSFR cut of Eq. 17. There are clear quantita-
tive differences compared to the observational data: a lower num-
ber density at all redshifts; and a lack of ultracompact galaxies at
Figure 14. log Σ1.5 distribution functions using the EAGLE hydrodynam-
ical simulation. These are shown with solid lines, while the hatched regions
represent the Poisson counting uncertainties (±σ). The dashed lines show
the observational measurements that are the lowest and highest redshift bins
from the middle panel of Fig. 13.
high redshift that is not unexpected given the gravitational soften-
ing length of 0.7 kpc (Schaye et al. 2015). There is however strik-
ingly good qualitative agreement. Crain et al. (2015) note that it is
important for hydrodynamical simulations to match the observed
size-mass relation otherwise simulations can end up with unrealis-
tically compact low-z galaxies. While the EAGLE reference simu-
lation was calibrated to the low-z relation, it was not to the high-z
relations, and therefore this qualitative agreement is a success of
the model.
The distribution functions in Fig. 13 clearly demonstrate the
number density evolution without the need to define a compact
sample. Nevertheless, there is interest in the number density of
compact relics that have largely evolved passively since high red-
shift. Figure 15 shows the evolution in the number density of com-
pact galaxies with log Σ1.5 > 10.5 (cf. Barro et al. 2014 and
Gu et al. 2020 use a limit of 10.45 with circularized radii). To es-
timate the uncertainty, the number densities were also determined
using cuts at 10.4 and 10.6. The number density of low-redshift
compact galaxies depends significantly on the cut since it is on
the steep part of the log Σ1.5 distribution function, and this is
the dominant uncertainty. The evolutionary trend is clear though
with a peak at z ∼ 2 and a steep decline in the number den-
sity towards low redshift (van der Wel et al. 2014). The z ∼ 0.1
number density of compact quenched galaxies from this study is
log(n/cMpc−3) = −5.3 ± 0.4 (−6.4 ± 0.5) for logM∗ > 10.0
(> 10.9).
4.6 Environment
The spectroscopic completeness of the SDSS-UKIDSS galaxy
sample drops from 92% for normal-size galaxies to 76% for com-
pact galaxies (Fig. 11). This is primarily due to fibre collisions. To
evaluate the reason for and physically quantify this effect, we com-
puted environmental densites for a selected galaxy sample.
A density-defining population (DDP) of galaxies was selected
over an expanded redshift range (0.024–0.168) to avoid a red-
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Figure 15. Evolution in the number density of compact galaxies. The lines
and squares from top to bottom represent: all galaxies with logM∗ > 10,
compact galaxies with log Σ1.5 > 10.5, compact quenched galaxies, su-
permassive compact quenched galaxies. The hatched regions represent the
range in number density from changing the definition of compact galaxies
from log Σ1.5 > 10.4 to 10.6.
shift edge when determining densities at the sample limits of 0.04
and 0.15. The DDP was selected: (i) with logM∗ > 10.5 or
logM∗ > 10.0 for quenched galaxies; and (ii) with a spec-z or
a photo-z that had a nominal error ζ2i,err < 0.015. For a calibra-
tion sample with both spec-z and good photo-z (within this error
limit), 90% had∆ ln(1+z) < 0.015 (difference between the spec-
z and photo-z). This DDP thus supplements the spec-z with accu-
rate photo-z enabled by the SDSS-UKIDSS data and significantly
reduces biases associated with fibre collisions when measuring en-
vironmental densities.
For each galaxy, the projected distances to the three nearest
DDP neighbours were determined. The neighbours had to have
∆v < 1200 km/s using spec-z or ∆v < 4500 km/s using photo-z
(for either the potential neighbour and/or the target), where ∆v =
c∆ ln(1 + z) is the velocity difference (Baldry 2018) between the
target and DDP galaxy. The surface neighbour density for each
galaxy is then given by
log Σddp =
1
2
log
(
2
pid22
)
+
1
2
log
(
3
pid23
)
(18)
where d2 and d3 are the projected comoving distances (cMpc) to
the 2nd and 3rd nearest neighbours. This is then converted to an
environmental overdensity (δ) using
log(1 + δ) = log Σddp − fddp(z) , (19)
where fddp(z) is a fitted function for the global surface density of
the DDP (in bins of 2400 km/s) that accounts for the observational
flux limit because the DDP is not a volume-limited sample. For this
DDP and rpetro < 17.8, fddp(z) was approximated by fddp =
−0.978 for z 6 0.0784 and −0.351 − 8.30 ln(1 + z) otherwise
(−1.511 at z = 0.15). This ensures that the median value of δ is
similar across the full redshift range for a particular type of galaxy.
Figure 16. Upper panel: environmental densities for the quenched galaxy
sample (0.04 < z < 0.15). Lower panel: fraction of galaxies in high
density environments [log(1 + δ) > 1.5]. The circles represent galaxies
with log Σ1.5 > 10.5 (black with spec-z and orange with photo-z)
This was tested for both quenched and star-forming galaxies with
logM∗ > 10.5.
Figure 16 shows the environmental overdensity versus
log Σ1.5 for the quenched galaxies. The lower panel shows the frac-
tion of galaxies in high density environments with log(1 + δ) >
1.5. From this, there is a clear difference with 69 ± 8% of the
most compact galaxies (> 10.6) found in high density environ-
ments compared to 24% for normal-size quenched galaxies. This
noticeable effect is in contrast to the median log Σ1.5 that is 9.875
in high-density environments compared to 9.866 at lower densi-
ties. In other words, for quenched galaxies, there are small or neg-
ligible differences between the general size-mass relations at low
redshift (Maltby et al. 2010; Matharu et al. 2019). Matharu et al.
noted that while minor mergers in clusters are less likely than in the
field, the dissapearance of compact cluster galaxies that are seen at
high redshift can be explained by a combination of mergers with
the brightest cluster galaxy and being tidally destroyed. For the
rarer compact galaxies, they are nevertheless more likely to survive
in high density environments (Poggianti et al. 2013; Trujillo et al.
2014; Buitrago et al. 2018). This is demonstrated conclusively us-
ing this complete SDSS-UKIDSS sample.
5 SUMMARY
The primary aim of this analysis was to determine the number den-
sity of compact galaxies using a complete sample with photome-
try from SDSS and UKIDSS. After masking around GAIA stars
(Figs. 1–2), rather than using a not-saturated criterion, and select-
ing galaxies using primarily colours (JKgi, Y Kgz, Figs. 3–4),
a sample of 245 645 sources was obtained covering 2300 deg2 to
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r < 17.8. The majority (92%) of the sample were selected without
using a profile separator, i.e. with no bias against compact galax-
ies, with the additional selection being mainly extended sources
that did not have catalog-matched UKIDSS photometry and which
were added in for completeness.
To refine the sample further, photo-z were determined using
an accurate scaled flux matching (SFM) empirical method. The
matching set were galaxies with reliable spec-z and photometry.
A photo-z estimate can be obtained for any source even if it is
missing or has bad photometry in one or more bands. The criteria
for a reliable photo-z estimate were determined using: the number
of matches within a chi-squared limit (Fig. 5), and the estimate of
the error (Fig. 6). For sources with reliable spec-z and photo-z, the
68th percentile of |∆ ln(1 + z)| was 0.0125 (0.010 for quenched
galaxies, 0.016 for star-forming galaxies) and 99.7% were within
0.06 (Fig. 7). These photo-z were more accurate than the SDSS
Beck et al. (2016) photo-z because of the additional near-IR pho-
tometry.
Sources were assigned reliable photo-z if reliable spec-z were
not available; otherwise they were not included and assumed to
be stars or quasars. The selection of sources with 0.04 < z <
0.15 produced a sample of 163 186 galaxies (10.4% with photo-z,
Fig. 8). Utilizing SDSS pipeline half-light radii that were shown to
be similar to the sizes from the two-component fits of Simard et al.
(2011) (Fig. 9), a size-mass distribution was produced (Fig. 10).
This is complete for compact galaxies because of the colour se-
lection and photo-z. The slope of the high-mass relation for quies-
cent galaxies is is about 2/3, and thus following Barro et al. (2013),
we computed Σ1.5 (M∗/r
1.5
50,maj inM⊙kpc
−1.5, Eq. 4.3) that runs
perpendicular to this slope. The spectroscopic completeness drops
from 92% for normal-size galaxies to 76% for compact galaxies
with log Σ1.5 > 10.5 (Fig. 11) (logM∗ > 10). This can be at-
tributed primarily to fibre collisions, and thus environments, rather
than incompleteness of the SDSS target selection.
A high-z comparison sample was obtained from 3D-HST
data with structural measurements from van der Wel et al. (2012)
and stellar masses from Driver et al. (2018). The evolution in the
log Σ1.5 distribution functions (Fig.13) from high to low redshift
shows: a gradual rise in the number density at log Σ1.5 . 10;
while at > 10, there is a sharp cutoff in the number density at
lower redshifts. In the SDSS-UKIDSS sample, the number densi-
ties of compact galaxies are about a factor of 30–100 below the
peak at z ∼ 2 (Fig. 15). The consensus mechanism for the growth
of compact galaxies is primarily via minor mergers.
Comparing the distribution functions with different redshift
snapshots from the EAGLE hydrodynamical simulation shows
good qualitative agreement (Fig. 14). In addition to the GSMF
(Fig. 12) and size-mass relations, using log Σ1.5 distributions is
an informative way to compare simulations with data because the
number densities for both normal-size and compact galaxies are
clearly conveyed. This is an avenue for future research, for exam-
ple, for simulations that agree with observations, the past merger
history and environments of quenched galaxies with different low-
and high-redshift log Σ1.5 values could be compared.
We searched amongst the entire population of (more than two
million) stars and galaxies to r < 17.8, using 9-band photome-
try, for compact galaxies. This confirmed the low number densities
(. 10−5 cMpc−3) of local compact galaxies in agreement with the
SDSS analysis of Taylor et al. (2010). The log Σ1.5 distribution of
local quenched galaxies is similar in low- and high-density envi-
ronments (Fig. 16 upper panel). However, the rare compact galax-
ies are significantly more likely to survive in high density environ-
ments (Fig. 16 lower panel).
There is substantial evolution in the size-mass distribution
since z ∼ 1. In the future, the WAVES-DEEP survey with 4MOST
aims to obtain redshifts for galaxies to z & 0.8 over ∼ 60 deg2
(Driver et al. 2019). Coupled with Euclid imaging (Laureijs et al.
2010; da Silva et al. 2019), this will provide galaxy structural mea-
surements over a cosmic volume that is sufficient to divide the sam-
ple into several epochs and different types of environments. The di-
versification of the compact galaxy population will be illuminated
in detail.
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