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ANOTACE 
Cílem práce je posoudit a navrhnout možné metody navyšování přenosových 
rychlostí po televizních kabelových rozvodech, konkrétně na síti UPC v Brně. 
První část souhrnně zpracovává všeobecné poznatky a uvádí čtenáře do dané 
problematiky. Následuje rozbor televizní kabelové sítě UPC v Brně, především 
z pohledu datových přenosů.  
Po seznámení s fyzickou stránkou sítě je popsána samotná datová komunikace 
včetně standardu DOCSIS, resp. EuroDOCSIS. Zvláštní pozornost je věnována 
faktorům, které mají vliv na datové přenosy a jejich rychlosti. Přínosem je výpočet 
dělících poměrů v jednotlivých částech sítě a porovnání s reálným zatížením. V rámci 
možností jsou v práci uvedeny výsledky provedených měření s ohledem na kvalitu sítě. 
Poslední část je o možnostech navyšování rychlostí. Perspektivním řešením je 
především technologie založená na standardu EuroDOCSIS 3.0, který zavádí spojování 
jednotlivých kanálů. Výsledek provedeného testování prvního kabelového modemu 
EuroDOCSIS 3.0 potvrzuje velmi vysoké rychlosti a součastně připravenost na další 
významný krok v už tak dlouhém vývoji televizní kabelové sítě. 
Klíčová slova: televizní kabelová síť, přenosová rychlost, DOCSIS, CMTS, kabelový 
modem, HFC, UPC 
ABSTRAKT 
The purpose of this work is to assess and propose possible methods 
for increasing the transmission speed of the cable television distribution, concretely 
the UPC network in Brno.  
The first part of work collectively processes general knowledge and gives 
the reader into the issue. After that follows an analysis of TV cable networks UPC in 
Brno, especially view of data transmission.  
After familiarization with the physical aspect of the network is described data 
communications itself, including standard DOCSIS, respectively EuroDOCSIS. 
Particular attention is paid to factors that have effect on data transmission and speed. 
Benefit is the calculation of dividing ratio in different parts of the network 
and compared with the real load. As far as possible in the given work results 
of measurements with regard to the quality of the network.  
The last part is about how to increase speeds. Perspective solution is mainly 
a technology which is based on standard EuroDOCSIS 3.0, which introduces 
the concatenation of individual channels. Result of made tests of  first cable modem 
EuroDOCSIS 3.0 confirms the very high speeds and currently preparedness for other 
major step in so long development of TV cable network. 
Keywords: cable television network, transmission speed, DOCSIS, CMTS, cable 
modem, HFC, UPC 
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9ÚVOD 
Televizní kabelové sítě už dávno nejsou využívány pouze pro distribuci 
analogového televizního vysílání. Kapacita, žádná signalizace a rozsáhlé pokrytí 
domácností jsou hlavními důvody jejich rozvoje a využití. Nové datové služby, častější 
využívání internetu v běžném životě a celkově tak pronikání neživých nul a jedniček 
do našich životů, nutí provozovatelé sítí stále častěji zvyšovat rychlosti datových 
přenosů. 
Cílem této práce je posoudit a navrhnout možné metody navyšování rychlostí 
po televizních kabelových rozvodech. Konkrétně pak na síti UPC v Brně.  
Postup vypracování je zvolen tak, aby na sebe jednotlivé kapitoly logicky 
navazovali. První z nich představuje obecný úvod do problematiky. Ve druhé části 
je konkrétně popsána televizní kabelová síť UPC v Brně, především z pohledu datových 
přenosů. Třetí kapitola se věnuje standardu DOCSIS, resp. EuroDOCSIS. Čtvrtá část 
se zabývá samotnými rychlostmi a uvádí na pravou mírů počty okolo dělení sítě a jejich 
vliv na reálný provoz. Pátá kapitola obsahuje měření některých faktorů, které ovlivňují 
rychlost datových toků. Poslední šestá část navrhuje možnosti navyšování rychlostí 
a především se zabývá přechodem sítě UPC na EuroDOCSIS 3.0. Její součástí je i test 
přenosu pod tímto standardem. 
10
1 TELEVIZNÍ KABELOVÉ SÍTĚ
1.1 Historie 
Začátky televizních kabelových sítí jsou spojeny s šířením terestriálního vysílání 
analogové televize. Nejprve byl kabelový rozvod použit v systému společné televizní 
antény (STA, CATV), kdy obraz přijímaný jednou anténou je prostřednictvím 
domovních rozvodů zpřístupněn více domácnostem. Později byly televizní kabelové 
rozvody rozšiřovány. Našly především uplatnění tam, kde nebyly signály dostupné 
vzduchem nebo byly velmi slabé, kvůli terénu či velkým vzdálenostem přijímače 
od vysílače.  V takových případech byl signál rozváděn pomocí koaxiálních kabelů opět 
od jediné antény, která byla na nějakém vhodném vyvýšeném místě, do jednotlivých 
domů. Postupně tak vznikaly celé televizní kabelové sítě, jejichž primárním úkolem byl 
přenos televizního signálu [1]. 
První sítě byly budovány na přelomu čtyřicátých a padesátých let minulého 
století v amerických státech Oregon a Pensylvánia. Právě v USA se kabelové sítě
a jejich využití nejrychleji rozvíjely a rozvíjí. Především ve velkých městech jako 
je New York, kde je velmi obtížné přijímat signál vzduchem kvůli odrazům a stínění, 
bylo jeho šíření po kabelu směrem k zákazníkovi velmi vítáno. Po roce 1960 téměř
všechny oblasti USA mohly využívat televizních služeb [2]. Zajímavostí je, že údajně
už počátkem 40. let minulého století plánoval tehdy německý kancléř Adolf Hitler 
propagandistickou kabelovou televizi, která měla propojit Berlín s Norimberkem. 
Okolo roku 1970 vdechly kabelovým televizím nový život satelitní přenosy. 
Kabelové sítě umožnily šíření a příjem satelitních programů bez nutnosti vlastnit drahé 
přijímače. Zvýšení nabídky operátorů o nové programy mělo za následek velký nárůst 
zájmu o kabelovou televizi. Postupně vznikaly odlišné nabídky, specializované placené 
kanály a nové marketingové koncepce (např. Pay Per View) [2] [3]. 
11
1.2 Současný stav 
Přes poměrně dlouhou historii mají kabelové sítě dodnes ve světě pevné místo. 
Požadavky na trhu nutily postupně provozovatele zvyšovat kapacitu, kvalitu sítě
a přenosu. Současné kabelové sítě již nepřenášejí pouze televizní signál, ale také data 
a hlas. Operátoři tak mohou poskytovat širokou škálu služeb. Výhody, schopnost 
konkurence a předpoklady pro další rozvoj těchto sítí jsou zřejmé. Především rozsáhlé 
pokrytí domácností a kapacita sítě, která umožňuje další využití a nasazení nových 
telekomunikačních a informačních služeb.  
1.2.1 HFC sítě
Proto, aby kabelové sítě obstály ve světě konkurence a mohly nabízet dnešní 
služby, musely projít vývojem od analogové jednosměrné distribuční sítě pro televizní 
signály k sítím podporujícím obousměrný přenos. Kabelové sítě, jak je známe dnes, 
využívají optických kabelů, které kombinují s koaxiálními, a proto se často nazývají 
hybridní opticko-koaxiální sítě. Značí se zkratkou HFC z anglického pojmenování 
Hybrid Fiber Coax.  
Využití optického vlákna přineslo zvýšení kvality signálu, snížení počtu 
potencionálních zdrojů chyb, dosažení vyšší spolehlivosti, snížení prostoru na údržbu, 
rozšíření přenosového pásma, snížení provozních nákladů a již zmiňovanou možnost 
obousměrného přenosu [3]. Koaxiální kabely neztratily v rozvodech kabelové televize 
své místo a nadále se jich využívá. 
Na obrázku 1.1 a 1.2 jsou znázorněny dvě různé topologie HFC sítě, stromová 
a kombinace kruhové a stromové. Obrázky jsou kresleny především z pohledu topologie 
a přenosových médií. Podrobnější schéma odpovídající současným kabelovým sítím 
je pak popsáno v kapitole 3. V obou uvedených případech lze přenosovou trasu rozdělit 
na 3 základní úseky. První je primární část sítě založená dnes již výhradně na optických 
vláknech. Druhý úsek se nazývá sekundární, obsahuje trasové zesilovače a jedná 
se o stromové koaxiální rozvody mezi jednotlivé domy.  Terciální částí jsou koncové 
koaxiální rozvody do jednotlivých domů a bytů. Struktura rozvodů v jednotlivých 
stavbách může být různá, záleží na daných podmínkách. Platí však, že délka kabelu 
by neměla přesáhnout 100 metrů [1][4]. 
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Obr. 1.1: Kombinace kruhové a stromové topologie TKR 
Obr. 1.2: Stromová topologie TKR 
Nejdůležitější součástí sítě je hlavní stanice. V tomto bodě se přijímají televizní 
a rádiové vysílání z pozemních antén a satelitů, součastně je zde zajištěno připojení 
do sítě Internet. Z hlavní stanice vedou optické kabely a na jednotlivých vláknech 
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jsou pak připojené optické uzly, kde se optický signál přeměňuje na elektrický a je dále 
rozváděn po koaxiálních kabelech až k účastníkovi. Obvykle platí, že pro danou oblast 
(sídliště) jsou vždy jeden nebo dva optické uzly. Na trase koaxiálních kabelů je signál 
zesilován distribučními a koncovými (domovními) zesilovači, za nimiž následují 
frekvenční filtry pro oddělení konkrétních služeb. Přes odbočovač (TAP) je signál 
rozveden do jednotlivých zásuvek, na které jsou připojeny televizní přijímače 
a přes kabelové modemy telefony a počítače. 
1.2.2 Obousměrný přenos 
HFC sítě umožňují obousměrný přenos a tedy i nasazení datových přenosů. 
Koaxiální kabel je schopný přenášet signály až do 1 GHz, avšak horní hranice je 
omezená aktivními (zesilovače) a pasivními (filtry, odbočovače) prvky na síti. 
Za použitelné se přibližně považuje pásmo od 5 do 860 MHz. Přesně je dáno 
standardem DOCSIS (pro Evropu EuroDOCSIS). Tyto normy také mimo jiné stanovují 
kmitočtové rozsahy pro dopředný a zpětný směr. Koaxiální kabel se používá pro oba 
směry přenosu, zatímco v optické části je pro každý směr vyhrazeno zvlášť vlákno.  
Poměr přenosové kapacity směrem k uživateli, a naopak,  je asymetrický. 
Rozložení kanálů v kmitočtovém spektru:
5 – 65 MHz: Zpětný směr (datové kanály) 
65 – 860 MHz: Dopředný směr (datové kanály, analogové a dig. TV vysílání) 
Směr dopředný:
Běžně označovaný anglickým termínem downstream. Jedná se o směr od hlavní 
stanice směrem k uživateli. V tomto frekvenčním pásmu se používá kmitočtové dělení 
pásma (FDM) s jednotlivými kanály o šířce 6 MHz (USA) nebo 8 MHz (Evropa), podle 
specifikací televizního vysílání. V USA je specifikace NTSC a v Evropě PAL/SECAM. 
Modulace se používají 64-QAM nebo 256-QAM, podle použitého standardu pro datové 
přenosy na kabelové síti [3][6].  
Směr zpětný:
Anglicky upstream, je přenos směrem od uživatele zpět do hlavní stanice. Šířka 
jednoho kanálu se pohybuje v rozmezí od 200 kHz do 3,2 MHz. Používá se modulace 
QPSK nebo 256-QAM [3].  
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Poznámka: Uvedené parametry jsou pouze orientační a závisí na standardu 
pro datové přenosy na kabelové síti. Problematika datových přenosů je rozebrána 
v kapitole 4. 
1.2.3 Služby 
HFC sítě umožňují nabízet velké množství telekomunikačních a informačních 
služeb. Poskytují obrazové, hlasové a datové služby, dohromady někdy označované 
jako triple play.  
Obrazové služby jsou v kabelových sítích přirozeně nejstarší. Vedle analogového 
televizního vysílání,  je dnes samozřejmostí i digitální, které umožňuje distribuci 
většího počtu programů, díky menším požadavkům na šířku pásma. Jako další lze uvést 
video na vyžádání (VoD), které je známo v několika různých podobách. Placené 
televizní programy (PPV), televizní vysílání vysoké kvality (HDTV), možnosti 
nahrávání digitálních programů a další.  
Hlasové služby jsou provozovány několika různými způsoby. Od VoIP telefonie 
až po speciální řešení pro kabelové televize. Jednotlivé technologie telefonního přenosu 
se často liší operátor od operátora. 
Datové služby představují elektronické hry, telemetrie, dohledové systémy 
a především pak samotný přístup k Internetu v podobě pevného připojení. Internet 
sebou přirozeně přináší další služby a aplikace, například web, elektronická pošta, 
přenosy souborů, internetové bankovnictví, elektronické obchody a další.  
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2 KABELOVÁ SÍŤ UPC V BRNĚ
Prvotním cílem celé této kapitoly a obrázku 2.1 je snaha čtenáři obecně přiblížit 
topologii, jednotlivá zařízení a zorientovat se v cestě datových toků, nikoliv podrobně
analyzovat celou síť.  
2.1 Společnost UPC 
Z ohledem na téma diplomové práce a spolupráci s největším českým kabelovým 
operátorem, je vhodné stručně tuto společnost představit.  
Společnost UPC Česká republika, a.s. je největším českým provozovatelem 
kabelových sítí, které jsou v dosahu cca 1 303 000 domácnostem v 370 lokalitách, 
samozřejmě včetně Brna. Internet od UPC využívá k 31. 12. 2008 přibližně 312 000 
zákazníků v celé republice.  UPC je dceřinou společností Liberty Global, Inc., divize 
UPC Broadband.  
Liberty Global je přední mezinárodní společnost provozující služby 
prostřednictvím kabelových sítí, včetně pokročilých obrazových služeb a přístupu 
k internetu. Její širokopásmové komunikační sítě slouží přibližně 17 milionům 
zákazníků v 15 zemích světa. 
UPC Broadband je evropská divize Liberty Global, Inc. Své služby nabízí 
přibližně 10 milionům zákazníků v 10 zemích Evropy. [8][9] 
2.2 Popis architektury sítě z pohledu datových přenosů
Brněnská síť televizních kabelových rozvodů UPC je v podstatě rozdělena 
na dvě přibližně stejně velké části. To je dáno dva roky starým propojením sítí operátora 
UPC a dnes již neexistujícího Karneval Media. Každá část má svou hlavní stanici. Jedna 
se nachází v oblasti Vinohrady  a je centrálním místem pro východní část Brna, zatímco  
druhá stanice spravuje západní část  města a nachází se v Žabovřeskách. Topologie 
páteřní (primární) sítě má podobu dvou vzájemně propojených kruhů a v některých 
oblastech je stromovitě rozšířená. 
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Hlavní stanice jsou srdcem každé kabelové sítě. Jedná se o budovu, ve které 
je umístěno veškeré vybavení pro příjem televizního a rádiového vysíláni, zařízení 
potřebná pro datové přenosy, optické lasery pro vysílání signálů do sítě a podobně. 
Je to místo, ve kterém optické kabely, rozvedené po celém městě, začínají a současně
i končí. Každé jednotlivé optické vlákno je v hlavní stanici odděleno a ukončeno 
optickým konektorem. Některá vlákna jsou připojena na příslušná zařízení a jiná slouží 
pouze jako záložní nebo pro potřeby monitoringu a práce na síti. Zařízení ve stanici lze 
rozdělit na tři skupiny. První se stará o datové přenosy, druhá o televizní vysílání a třetí 
skupinu tvoří rozbočovače, optické vysílače a přijímače, které jsou společné pro oba 
dva druhy přenosu.  
Z pohledu datových služeb je v hlavní stanici nejdůležitější zařízení zvané 
CMTS (Cable Modem Termination System), česky překládané jako zakončovací systém 
kabelových modemů. Toto zařízení je na jedné straně, přes IP router nebo switch, 
připojeno k síti internet a na druhé k HFC síti. Tvoří tak jakousi pomyslnou hranici. 
Kabelová síť UPC v Brně, a podobně v jiných městech, nemá připojenou hlavní stanici 
přímo do internetu. Prostřednictvím pronajatých optických linek (ethernet 10 Gbit/s) 
je vytvořena MAN síť kruhové topologie, na které leží jednotlivé městské kabelové sítě. 
Popřípadě jsou k MAN síti připojeny samostatnými spoji (1 Gbit/s). Skutečný přístup 
k internetu, stejně jako potřebné servery, jsou na UPC kabelové sítí v Praze. 
Tam se také nachází centrální monitorovací systém schopný analyzovat provoz 
v ostatních městech.  
Na druhé straně CMTS začíná vlastní HFC síť. Zakončovací systém je rozdělen 
na dvě části, jedna komunikuje s kabelovými modemy v dopředném a druhá ve zpětném 
směru. Popisovaná problematika je znázorněna na obrázku 2.1. Data z CMTS odchází 
po koaxiálních kabelech, a jsou sloučena s televizními a rádiovými signály. Ještě
předtím mohou být použity rozbočovače, které odchozí provoz rozdělí do více směrů. 
Kompletní obsah je vysílán optickými lasery do jednotlivých vláken. Optická vlákna 
jsou spojována v mikrotrubičky a pak v celé kabely. Z hlavní stanice odchází celkem 
216 vláken. [6] 
Dalšími důležitými prvky jsou optické uzly, které tvoří rozhraní mezi primární 
a sekundární částí sítě. V těchto místech končí optická síť a začínají koaxiální rozvody. 
Do jednoho optického uzlu jsou vyvedena celkem čtyři optická vlákna. Dvě v příchozím 
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a dvě v odcházejícím směru, kdy jedno z každé dvojice slouží jako záložní. V podstatě
se jedná o přerušení dvou vláken primárního kruhu. Samotný uzel je tvořen 
v dopředném směru optickým přijímačem, vysílačem pro metalickou část, zesilovačem 
a útlumovými členy. Podobně je tomu ve zpětném směru. Obsahuje také testovací body, 
kde je možné měřit úroveň signálu. V praxi je veškeré příslušenství umístěno 
ve zděných a plechových skříních podél chodníků. Na jeden optický uzel je připojeno 
250 až 500 bytů.  
Z optického uzlu se signál šíří koaxiálním kabelem, zesilován distribučními 
zesilovači, které jsou od sebe vzdáleny maximálně 300 metrů. Poslední zesilovač
je domovní (koncový), zesilující signál tak, aby byl na účastnické zásuvce 
v požadované úrovni. Za domovním zesilovačem následují frekvenční filtry, 
které oddělují jednotlivé nabídky služeb. Poslední částí před samotným bytem 
jsou odbočovače. V praxi to znamená, že například za filtrem propouštějící pouze 
datovou službu internet, je odbočovač, na který jsou připojení všichni účastníci v domě
mající předplacený pouze internet. Díky tomu nemusí být u každého jednotlivého 
účastníka filtry, které by se v případě změny užívaných služeb musely individuálně
měnit. Nový zákazník se pouze připojí na odbočovač podle služby, kterou požaduje.  
Koaxiální kabel je v bytě zakončen kabelovou zásuvkou, na kterou je připojen 
televizor a přes kabelový modem počítač.  
Směrem od zákazníka, respektive od jeho modemu, jde pouze datový signál. 
Má stejnou cestu až do optického uzlu, kde je vyfiltrován a přes zesilovače a útlumové 
členy přiveden na optický vysílač. Zpětný směr odchází po jednom optickém vlákně
až do hlavní stanice.  
Stejná situace je u každého optického uzlu. Pokaždé jsou vyvedeny dvě vlákna 
pro příchozí směr a dvě použita pro zpětný směr. Ne vždy jsou však na síti rovnou 
optické uzly. Jak již bylo uvedeno, kruhová topologie primární optické sítě
je na některých místech rozšířena o stromovou topologii. To znamená, že místo 
optického uzlu je jedno (dvě) vlákno přivedeno do takzvaného předsunutého centra. 
Pro jednu velkou oblast (městská část) je jedno takové centrum. Teprve z něj jsou poté 
stromovitě rozvedeny vlákna pro optické uzly, které se nikterak neliší od těch 
připojených přímo na optickém kruhu. Je zřejmé, že vlákna pro předsunutá centra 
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jsou mnohem více využívána, vzhledem k většímu počtu připojených uzlů. 
Proto obvykle pokrývají menší oblasti, typicky do 250 bytů. [6] 
Do hlavní stanice se vrací 216 vláken, na kterých jsou připojeny jednotlivé 
optické uzly, nebo předsunutá centra. Optické přijímače přijímají signál a přes případné 
rozbočovače nebo slučovače ho po koaxiálním kabelu přivádějí do upstream části 
CMTS.  
Na celé síti je asi 96 optických uzlů připojených přímo na primární síti 
a 175 menších uzlů připojených přes předsunutá centra, kterých je 10. Větší optické 
uzly pokrývají až 500 domácností a menší až 350. Podle velikosti a umístění optických 
uzlů je tak síť rozdělena v podstatě na dvě srovnatelné části pokrývající shodně
přibližně 45 000 domácností. Průměrně je na jednom optickém uzlu připojeno 
asi 250 kabelových modemů, to znamená 250 domácností využívající internet 
nebo telefonní službu. Výše popsaná problematika sítě TKR z pohledu datových 
přenosů je znázorněna na obrázku 2.1. Pro jednoduchost je na obrázku pouze západní 
polovina sítě. Předsunutá centra se nachází pouze ve východní části. Podrobněji jsou 
datové přenosy popsány v kapitole 3. 
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Obr. 2.1: Schéma sítě TKR z hlediska datových přenosů
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2.3 Používané technologie 
Na současné sítí UPC jsou v některých místech nasazeny zařízení od různých 
výrobců. To je dáno dva roky starým sloučením sítě UPC a Karnevalu. Postupně, 
s rostoucími nároky a modernizací, se zařízení mění a prvky na celé síti se tak 
sjednocují. Používané technologie přenosu jsou na celé síti stejné.  
UPC komunikuje s výrobci přímo v zahraničí. O logistiku se stará firma Lica. 
Na přenosové cestě se používají trasové a koncové zesilovače od společnosti Scientific 
Atlanta. Optické přijímače a vysílače, jsou převážně značky Harmonic nebo Teleste. 
Optické switche  od Cisca, kabelové modemy a CMTS od společností Motorola a Arris. 
Kabelové modemy a CMTS jsou založeny na standardu EuroDOCSIS verze 
1.1 a 2.0, které jsou hardwarově kompatibilní. V době psaní tohoto textu se počítá 
s budoucím zaváděním standardu EuroDOCSIS verze 3.0. V dopředním směru 
se používá modulace 256-QAM a ve zpětném 16-QAM. Podrobněji je problematika 
datového přenosu popsána v následující kapitole.  
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3 DATOVÉ PŘENOSY 
Fyzické prostředí televizních kabelových sítí je v mnohém odlišné od tradičních 
datových sítí. To je dáno především prvotními účely, pro které byly budovány 
a jejich pozdějším vývojem. Pro využití datových služeb na síti kabelové televize 
je zapotřebí modemu na straně uživatele a zakončovacího systému kabelových modemů
(CMTS) na straně hlavní stanice. Tato dvě zařízení spolu komunikují a zjišťují datový 
přenos.  
Vztaženo k OSI modelu pracují modemy na úrovni první a druhé vrstvy. Mimo 
jiné především modulují a demodulují signál. Původní kabelové modemy používaly 
proprietární protokoly, často odvozené z Ethernetu. Pro velký počet výrobců
a jejich specifikací bylo nutné zajistit kompatibilitu jednotlivých produktů a stanovit 
jasná pravidla datového provozu na síti. Jinými slovy zavést jednotný standard a provést 
normalizaci, stejně jako je tomu u všech ostatních datových sítí. Základem se tomu stala 
spolupráce skupiny provozovatelů kabelové televize a kabelové televizní laboratoře 
(CableLabs). Jejich vývoj byl označován zkratkou MCNS, označující multimediální 
kabelový síťový systém [3][5].  
Výsledkem snažení byla celá množina specifikací známá jako DOCSIS (Data 
Over Cable Services Interface Specification). Přijetím a uznáním mnoha organizací, 
včetně amerického národní instituce pro normalizaci (ANSI), byl položen základ 
rozvoje datových přenosů na televizních kabelových sítích [5].   
3.1 Standard DOCSIS a EuroDOCSIS 
DOCSIS (někdy označován také „MCNS DOCSIS“) je jako mezinárodní 
standard podporovaný mnoha významnými společnostmi např. Arris, Broadcom, Cisco, 
Intel, Motorola, Texas Instruments a jinými. Specifikuje pravidla pro obousměrné 
širokopásmové datové přenosy po kabelových sítích. Zajišťuje vzájemnou spolupráci, 
návrh, vývoj a využívání otevřených systémů pro přenos dat [3]. Řídí se jím velké 
množství televizních kabelových operátorů, které tak na svých HFC sítích umožňují 
přístup zákazníkům k Internetu.  
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Dodnes je spravován a testován v neziskovém vývojovém certifikačním centru 
CableLabs, které je financováno prodejci v kabelovém průmyslu [10] [11]. První 
specifikace DOCSIS 1.0 byla vydána v dubnu 1997. V současnosti je nejnovější verze 
DOCSIS 3.0 z roku 2006.  
Pro použití v Evropě bylo nutné specifikaci modifikovat. Změněná verze 
je publikována pod názvem EuroDOCSIS. Hlavním rozdílem je především odlišná šířka 
televizního kanálu. O evropský standard se stará organizace Cable Europe Labs [12]. 
3.1.1 Architektura 
Standard DOCSIS definuje fyzickou a spojovou vrstvu síťového modelu. Na 
obrázku 3.1, je porovnání architektury DOCSIS s referenčním modelem OSI [3].  
OSI DOCSIS (EuroDOCSIS) 
5-7: relační, prezentační, 
aplikační vrstva 
Aplikace 
po kabelových sítích 
4: transportní vrstva TCP/IP 




Podvrstva řízení logického spoje 
(LLC, Logical Link Control; IEEE 802.2) 
Podvrstva šifrování 
Podvrstva řízení přístupu k médiu 
(MAC, Media Access Control) 
2: spojová vrstva 
Podvrstva konvergence pro přenos MPEG-2 
(dopředný směr) 
1: fyzická vrstva 
Zpětný směr: 









Obr. 3.1: Porovnání DOCSIS s referenčním modelem OSI 
Fyzická vrstva je zvlášť definovaná pro dopředný a zpětný směr. Udává šířku 
přenosových kanálů, použitelný kmitočtový rozsah a způsob přístupu ke kanálu.  
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Nad fyzickou vrstvou je spojová vrstva, kterou lze rozdělit na 4 podvrstvy. 
Nejnižší z nich je tzv. podvrstva konvergence. Využívá se pouze v dopředném směru 
a stará se o zapouzdření dat z vyšších vrstev do rámce MPEG-2. Z toho je zřejmé, 
že vedle samotného internetového provozu (TCP/IP) a speciálních DOCSIS aplikací, 
podporuje tento model i digitální televizní vysílání. MPEG-2 rámec se skládá 
z datového pole o délce 187 oktetů, kterému předchází pole synchronizace o délce 
jednoho oktetu. V rámci datového pole je ještě čtyřoktetový indikátor obsahu rámce 
(MPEG-2 video nebo uživatelská data) [3]. 
Druhá nejnižší je podvrstva řízení přístupu k médiu (MAC), která je využita 
pro oba směry přenosu. Při tvorbě standardu DOCSIS byla snaha, aby se spojová vrstva 
chovala vůči síťové podobně jako Ethernet, který byl v mnoha ohledech inspirací. 
Důkazem je tomu obdobný systém MAC adres umožňující mnohonásobný přístup 
kabelových modemů ke sdílenému zpětnému kanálu. Podvrstva tedy zajišťuje rozdělení 
a efektivní využití přenosové kapacity. Sdílení upstream kanálu je založeno na principu 
časového multiplexu (TDMA).  
Třetí podvrstva má na starosti zabezpečení přenášených dat v obou směrech. 
Jednotlivé rámce jsou částečně šifrovány. Nešifrují se údaje potřebné pro úspěšnou 
komunikaci, například MAC adresa zdroje a cíle.  
Poslední je podvrstva řízení logického spoje (LLC), která zajišťuje komunikaci 
mezi kabelovou sítí a lokální sítí Ethernet. Jedná se tedy o rozhraní, které je na každém 
kabelovém modemu.  
Poznámka: Funkce a způsoby implementace jednotlivých vrstev a podvrstev 
architektury DOCSIS (EuroDOCSIS) se mohou lišit v závislost na verzi standardu. 
Obecný princip modelu však zůstává stejný.  
3.2 Přenos dat 
Obousměrný přenos IP paketů mezi kabelovým modemem a CMTS, tedy mezi 
zákazníkem a hlavní stanicí sítě, zajišťuje specifikace DOCSIS. Kabelové modemy 
si veškerou konfiguraci stahují ze sítě pomocí protokolu TFTP. Podobně je v některých 
případech možné provést upgrade softwaru, včetně samotného DOCSIS. Po uživateli 
tak není vyžadována žádná konfigurace. O přidělování IP adres se stará DHCP server. 
Management může být založen na protokolu SNMP. Jak již bylo naznačeno, spojová 
24
vrstva se vůči síťové chová podobně jako Ethernet. Každý modem má už z výroby svojí 
unikátní MAC adresu, která zajišťuje adresování, slouží pro identifikaci a autorizaci. 
3.2.1 Downstream 
Při zapojení a spuštění kabelového modemu do sítě nastává inicializace. Každý 
modem zapojený v sítí kabelové televize má v paměti uložené informace o naposledy 
použitém dopředném kanálu, na který se pokusí opět napojit. Komunikace tedy probíhá 
nejprve v dopředním směru. Když se to nepodaří, začne modem scanovat vyhrazené 
frekvenční pásmo pro dopředný směr, dokud není volný přenosový kanál nalezen. 
CMTS vysílá po downstream kanálech data všem kabelovým modemům, ale pouze ten, 
kterému jsou určeny je zpracuje. Vedle datových paketů (PDU) jsou posílány 
i informace potřebné k navázání a řízení spojení ve zpětném směru. Tímto způsobem 
se kabelový modem doví informace potřebné k odesílání dat. Dopředný kanál je tvořen 
nepřetržitým tokem MPEG-2 PDU o pevné délce 188 bytů, včetně synchronizační 
informace velikosti jednoho oktetu. Hodinový signál vysílá CMTS v pravidelných 
intervalech po každém dopředném kanálu. Důvodem je nutnost synchronizace zpětných 
kanálů vůči hlavnímu toku CMTS. V záhlaví datového pole je ještě čtyřmi oktety 
identifikován typ dat, to znamená uživatelská data, nebo digitální televize.  Do MPEG-2 
toku lze multiplexovat více datových služeb, které CMTS umí poskytovat [5][6][7]. 
3.2.2 Upstream 
Frekvenční pásmo, typ modulace a další informace potřebné pro odeslání dat 
do sítě, se modemy dovědí od CMTS. Na upstream kanálu posílá data mnoho 
kabelových modemů, proto je tento složitější. Jeho sdílení je založeno na principu 
časového nebo kódového multiplexu TDMA, resp. CDMA. Nejmenší používanou 
jednotkou jsou úseky o délce 6,25 mikrosekund, proto nutná synchronizace. Jednotkou 
pro přenos dat jsou tzv. minisloty. Počet bytů, které se vejdou do jednoho minislotu, 
závisí na šířce pásma a použité modulaci, resp. na verzi specifikace DOCSIS 
(EuroDOCSIS). Minislot se skládá z několika časových úseků a má konstantní velikost. 
PDU zabírá podle své velikosti různý počet minislotů. Lze tedy ve zpětném směru 
přenášet různě velké PDU [5][6]. 
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4 RYCHLOST DATOVÝCH PŘENOSŮ
Stanovit jednoznačně rychlost datových přenosů na televizní kabelové síti není 
jednoduché. Přenosové rychlosti ovlivňuje několik základních faktorů jako použitý 
standard, modulace (QPSK, 16-QAM, 32-QAM, 64-QAM, 128-QAM, 256-QAM), 
šířka pásma (dopředný směr 6/8 MHz, zpětný směr 0,2/ 3,2/ 6,4 MHz), struktura 
kabelové televizní sítě (kabeláž, trasová a koncová zařízení), úroveň signálu a šumu 
v obou směrech přenosu (vliv na modulace) a architektura televizní kabelové sítě (počet 
zákazníků na 1 optický uzel, rozdělení kabelových modemů na CMTS). 
4.1 Teorie 
4.1.1 Modulační rychlost 
Je rychlost, jakou se mění přenášený signál. Udává tedy počet změn signálu 
za jednu sekundu. Měří se v jednotkách Baud [Bd]. Nevypovídá nic o množství 
přenášených dat. To záleží na počtu bitů, které reprezentuje jedna změna signálu. Někdy 
se používá pojem symbolová rychlost. 




= ,  [Bd, 1/s],      (4.1) 
kde a je element signálu, tedy nejkratší možný časový úsek, po kterém může 
nastat změna stavu.  
4.1.2 Přenosová rychlost  
Udává, kolik bitů se přenese za jednu sekundu, respektive jak dlouho trvá přenos 
jednoho bitu. Měří se v bitech za sekundu [b/s] a má nominální charakter. Efektivní 
(skutečně dosahovaná) přenosová rychlost může být i výrazně nižší.  
Je dána vztahem 
Mvv mp 2log⋅= ,     [bit/s, Bd, -],     (4.2) 
kde M je počet stavů signálu. 
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4.1.3 Přenosový výkon 
Protože přenosová rychlost nevypovídá nic o skutečně přeneseném objemu dat 
za delší časový interval (hodina, den), zavedl se termín přenosový výkon, jinými slovy 
efektivní přenosová rychlost (skutečně dosahovaná). Může se často lišit od té 
nominální.  
Faktorem, který ovlivňuje zvýšení přenosového výkonu, může být například 
komprese přenášených dat. Naopak snížení  mohou zapříčinit různé druhy režie, řízení 
přístupu, agregace nebo i různá omezení v podobě limitů přenesených dat (tzv. fair use 
policy).  
4.1.4 Šířka přenosového pásma 
Souvisí s reálnými (obvodovými) vlastnostmi přenosových cest. Některé signály 
přenáší lépe, jiné hůře. Lze najít rozsah frekvencí, které daná přenosová cesta přenáší 
s ještě únosným pokažením. Platí, že čím větší šířka pásma, tím je přenos kvalitnější. 
Souvisí to s větším počtem přenesených harmonických složek. Přijatý signál 
věrohodněji odpovídá původnímu signálu a je méně zkreslen. Kvalitnější přenos 
umožňuje modulovat na nosný signál více dat, více jich přenést a tím vyšších rychlostí 
dosáhnout. 
Často se mluví o broadband přístupových sítích. Broadband se překládá jako 
širokopásmové připojení. Avšak mnohdy je zaměňováno s pojmem vysokorychlostní 
připojení. Širokopásmová síť ale ještě automaticky neznamená vysokorychlostní 
připojení k internetu. Termín broadband, je teoreticky analogový pojem, a vypovídá 
o „spotřebě“, nikoliv o „efektu“. Naopak přenosová rychlost je digitální pojem, který 
představuje rychlost přenosu bitů a odpovídá „efektu“. Koncové uživatele nezajímá 
rozsah využitelných frekvencí na jednotlivých přístupových sítích, ale jejich 
dosahovaná přenosová rychlost. V oblasti plánování zavádění internetu do domácností 
a firem, by se tedy mělo správně mluvit o strategii vysokorychlostního přístupu, nikoliv 
o broadband strategii. 
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4.2 Princip rozdělení přenosové kapacity 
Z principu datových přenosů, popsaných ve čtvrté kapitole, je zřejmé, 
že televizní kabelové sítě jsou sdílené. Jednotlivá CMTS zařízení v hlavní stanici 
rozdělují přenosovou kapacitu, v podobě přenosových kanálů, mezi jednotlivé optické 
uzly, na kterých přichází další dělení na jednotlivé modemy. Celý systém je tak vlastně
velmi variabilní. Pro výpočet jednotlivých dělících poměrů a zatížení sítě je nutné vzít 
jako výchozí bod šířku přenosového kanálu a použitou modulaci. Jinými slovy rychlost 
jednoho kanálu. To je samozřejmě dáno standardem DOCSIS, respektive EuroDOCSIS. 
Maximální teoretické rychlosti jednotlivých verzí jsou uvedeny v tabulce 4.1. 
Každá verze DOCSIS nebo EuroDOCSIS jasně definuje použité pásmo, velikost 
kanálů, druhy modulace a k nim příslušné přenosové rychlosti. Avšak nakonec 
je na samotném operátorovi, které konkrétní kanály z frekvenčního pásma využije 
pro přenos dat. Stejně tak jakou zvolí modulaci, protože vyšší verze specifikace 
jich nabízí hned několik.  
Tab. 4.1: Maximální přenosové rychlosti verzí DOCSIS a EuroDOCSIS 
 DOCSIS EuroDOCSIS 







1.x 42,88 10,24 55,62 10,24 
2.0 42,88 30,72 55,62 30,72 
3.0 (4 kanály) 171,52 122,88 222,48 122,88 
3.0 (8 kanálů) 348,04 122,88 444,96 122,88 
Uvedené hodnoty jsou reálné pouze za předpokladu, že celá kapacita 
přenosového kanálu připadá na jeden kabelový modem. Ve skutečnosti je kanál sdílen 
několika kabelovými modemy.  
Síť by měla být dimenzována tak, aby operátor mohl zajistit zákazníkům 
nasmlouvané hodnoty. To znamená měnit síť podle počtu modemů a podle plánovaných 
navyšování rychlostí připojení. V praxi ale kabelový operátoři nepočítají pouze s těmito 
proměnnými. Jak plyne z podstaty sdílení, do hry vstupují další faktory, především 
reálné rozložení zatížení  sítě během dne.  
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Každý zákazník generuje nějaký provoz na síti. Tato zatížení však nejsou 
rovnoměrná v čase, jejich velikost různě kolísá. Maximální celková hodnota zátěže 
je dána součtem maximálních zatížení, respektive nasmlouvaných rychlostí, od všech 
zákazníků. Jedná se ale pouze o teoretické zatížení sítě, neodpovídající reálnému 
provozu. Jinak řečeno, nikdy nevyužívají všichni zákazníci prostřednictvím svých 
modemů veškerou nakoupenou rychlost během celého dne a ve stejnou chvíli.  
Poskytovatelé připojení k internetu nedimenzují své přístupové sítě
podle teoretického maxima, ale vzhledem k očekávanému průměrnému stavu. Reálné 
zatížení na síti je obvykle podstatně menší. Poměr mezi teoretickým maximálním 
zatížením a očekávanou skutečnou zátěží vyjadřuje tzv. stupeň agregace. Samotný 
termín agregace vypovídá o počtu zákazníků providera v poměru ke kapacitě
přístupových bodů jeho sítě. Drtivá většina poskytovatelů negarantuje svým 
zákazníkům žádný maximální stupeň agregace a ani nezveřejňuje jeho skutečné 
hodnoty.  
4.3 Rozložení zatížení na síti UPC v Brně
Cílem této kapitoly je provést jakousi „přenosově kapacitní rozvahu“ konkrétní 
kabelové sítě. Spočítat dělící poměry a přenosové rychlosti v jednotlivých částech 
rozvodů. Následně pak vysvětlit vztahy mezi teoretickým a reálným vytížením této sítě.  
Uvedené počty a následné výpočty jsou pouze orientační a neodpovídají 
stoprocentně reálné situaci. Avšak velmi se jí přibližují a pro pochopení problematiky 
jsou dostačující.  
Výchozí přibližná situace na síti UPC Brno k 1. 5. 2009:
Stav sítě: CMTS EuroDOCSIS 3.0 + kabelové modemy EuroDOCSIS 2.0 
Počet zákazníků: 90 000 
Počet kabelových modemů: 60 000 
Rozmístění zákazníků po městě není rovnoměrné, proto je Brno z pohledu sítě
rozděleno na zhruba stejně velké lokality, podle počtu zákazníků. V dalším textu 
jsou tyto jednotlivé části sítě označeny termínem „oblast“.  
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Pro podrobnou analýzu nestačí pouhé osazení modemů a kapacita přenosových 
uzlů, ale je nutné vycházet ze samotných principů přenosu a síťových zařízení. 
Tab. 4.2: Popis zařízení CMTS 
CMTS 




Downstream část CMTS 
Počet karet 4 
Počet konektorů na kartě 4 
Počet kanálů na konektor 4 
Upstream část CMTS 
Počet karet 8 
Počet konektorů na kartě 10 
Počet kanálů na konektor 1 
Připojení CMTS 4 x 1 Gbit/s Ethernet 
Tab. 4.3: Popis kabelového modemu 
Kabelový modem 
Standard (nejvyšší) EuroDOCSIS 2.0 
Výrobce Motorola 
Model SB5101 SURFboard 
Tab. 4.4: Parametry dopředného přenosového směru 
Downstream směr:  EuroDOCSIS 3.0 
Přenosový kanál 8 MHz 
Modulace 256 QAM 
Přenosová rychlost 1 kanálu 55 Mbit/s 
Počet kanálů na 1 oblast 4 
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Tab. 4.5: Parametry zpětného přenosového směru 
Upstream směr:  EuroDOCSIS 2.0 + EuroDOCSIS 1.1 
 Verze 2.0 Verze 1.1 
Přenosový kanál 6,4 MHz 3,2 MHz 
Modulace 16 QAM 16 QAM 
Přenosová rychlost 1 kanálu 20 Mbit/s 15 Mbit/s 
Počet kanálů na 1 opt. uzel 1 1 
4.3.1 Západní část sítě – hlavní stanice v Žabovřeskách 
Protože televizní kabelová síť UPC v Brně je rozdělená na dvě stejně velké části 
(viz kapitola 3), které mají svou vlastní hlavní stanici a počtem zákazníků si téměř
odpovídají, vychází níže uvedené počty ze situace v západní části sítě.  
V dopředném směru platí, že na jednom konektoru jedné karty CMTS 
jsou 4 downstream kanály, které jsou vysílány do dvou optických uzlů, to znamená, 
že se o danou přenosovou kapacitu dělí celá oblast. Na základě komunikace CMTS 
a modemů je provoz rovnoměrně rozložen na všechny čtyři kanály. Naopak ve zpětném 
směru má danou přenosovou kapacitu k dispozici každý optický uzel. 
Počet CMTS: 3 
Počet oblastí: 48 
Počet optických uzlů: 96 (2 na 1 oblast) 
Počet modemů na 1 optickém uzlu: 200 – 300 











4.3.2 Dopředný směr 
Přenosová kapacita na 1 oblast: 
sMbitv oblastdown /220554/ =⋅=
Teoretická maximální přenosová rychlost jednoho modemu: 
- všechny modemy v oblasti se snaží o maximální přenos ve stejnou chvíli 










Teoretická maximální přenosová rychlost jednoho modemu: 
- všechny modemy v oblasti se snaží o maximální přenos ve stejnou chvíli 










Teoretické maximální přenosové zatížení připadající na 1 CMTS: 
 - všechny modemy připojené na CMTS se snaží o max. přenos ve stejnou chvíli 
- 4 downstream karty a na každé 4 konektory po 4 přen. kanálech (55Mbit/s) 
sMbitv CMTSdown /520355444. =⋅⋅⋅=
Teoretické maximální přenosové zatížení  dopředného směru: 
 - všechny modemy připojeny do h. stanice se snaží o max. přenos ve stejný čas 
- 3 CMTS v hlavní stanici 
sMbitvdown /5601035203 =⋅=
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4.3.3 Zpětný směr 
Přenosová kapacita na 1 optický uzel: 
sMbitv uzeloptup /351520./ =+=
Teoretická maximální přenosová rychlost jednoho modemu: 
- všechny modemy na 1 opt. uzlu se snaží o maximální přenos ve stejnou chvíli 










Teoretická maximální přenosová rychlost jednoho modemu: 
- všechny modemy na 1 opt. uzlu se snaží o maximální přenos ve stejnou chvíli 










Teoretické maximální přenosové zatížení připadající na 1 CMTS: 
 - všechny modemy připojené na CMTS se snaží o max. přenos ve stejnou chvíli 
- 8 upstream karet a na každé 10 konektorů, spojeny do 5 párů po 35 Mbit/s 
sMbitv CMTSup /40013558. =⋅⋅=
Teoretické maximální přenosové zatížení  zpětného směru: 
 - všechny modemy připojeny do hl. stanice se snaží o max. přenos ve stejný čas 
- 3 CMTS v hlavní stanici 
sMbitvup /200414003 =⋅=
4.3.4 Reálné zatížení sítě
V praxi je situace podstatně jiná, než bylo uvažováno u předchozích výpočtů. 
Jak bylo vysvětleno, síť je velmi variabilní. Mění se rozložení jednotlivých oblastí podle 
nárůstu nebo úbytku modemů. Stejně tak stav v hlavní stanici odpovídá vývoji 
navyšování rychlostí, to znamená zavádění vyšších tarifů.  
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Televizní kabelová síť je ve skutečnosti dimenzována podle vypozorovaného 
reálného vytížení. Někteří zákazníci nemají objednaný internet, ale pouze telefonní 
služby, které ke svému provozu potřebují pouze okolo desítek kbit/s. Malá část 
kabelových modemů v síti je vždy vypnutá a provoz aktivních modemů
je nerovnoměrně rozložen během celého dne. Běžné prohlížení webových stránek 
znamená zatížení v podobě velmi krátkých časových úseků. Až časté stahování velkých 
souborů opravdu zatěžuje síť. Takových uživatelů je však malá část. Ostatní stahují 
soubory výjimečně a navíc v různých časech.  
Zatížení sítě je průběžně hlídáno jak v Brně, tak i v Praze. Monitoring v hlavní 
stanici spočívá ve sledování vytížení jednotlivých přenosových kanálů. V momentě
přetížení, to znamená dosažení maximální možné přenosové kapacity (55 Mbit/s 
u dopředného 8 MHz širokého kanálu), jsou nastaveny alarmy pro personál, například 
v podobě upozornění SMS zprávou. Obvykle je hlídána určitá hranice pod tímto 
maximem. 
Bylo mi umožněno, pod dohledem pracovníka UPC, změřit reálné vytížení třech 
náhodně vybraných dopředných a třech zpětných přenosových kanálů. Měření bylo 
realizováno přímo systémem pro monitoring sítě. Protože výsledky byly velmi podobné, 
jsou v práci zdokumentovány pouze jeden dopředný a zpětný kanál, vykazující nejvyšší 
hodnoty. Průběhy jsou zachyceny na obrázcích 4.1 až 4.4.  
Obr. 4.1: Reálné zatížení jednoho downstream kanálu během dne 
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Obr. 4.2: Reálné zatížení jednoho downstream kanálu během týdne 
Obr. 4.3: Reálné zatížení jednoho upstream kanálu během dne 
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Obr. 4.4: Reálné zatížení jednoho upstream kanálu během týdne 
Jak bylo uvedeno v předchozích kapitolách, maximem pro downstream kanál 
je 55 Mbit/s a pro upstream kanál (EuroDOCSIS 2.0) 20 Mbit/s. Je zřejmé, že těchto 
hodnot není dosaženo. Pokrytí dané koncové oblasti lze tedy vyhodnotit jako bezpečně
vyhovující. Ostatní kanály, na které je lokalita připojena, jsou zatíženy podobně. 
To plyne z principu rozdělování kapacity CMTS jednotlivým modemům. V jiných 
oblastech může být situace jiná.  
Z výše uvedených průběhu je patrné nerovnoměrné rozložení provozu. Nejvyšší 
je mezi 18. a 22. hodinou a naopak nejnižší je v rozmezí 1. a 7. hodiny.  
4.4 Garance a omezení 
Vzhledem k povaze Internetu není UPC schopno garantovat specifické 
parametry přístupu ke všem objektům v síti. To plyne ze závislosti spojení obou 
koncových bodů (uživatel – server). UPC může kontrolovat pouze svou síť. Nejvyšší 
přenosová rychlost je dána „nejužším“ místem v cestě mezi zdrojem a příjemcem dat. 
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Obr. 4.5: Cesta mezi počítačem a internetem 
Přestože uvádění tarifů a rychlostí není v technické práci vhodné, nabízí 
se v tomto případě alespoň zmínit pojem garance a vysvětlit důvod častých 
nedorozumění. 
UPC v České republice nabízí k 20. 5. 2009 dva tarify vysokorychlostního 
připojení k internetu. Jejich označení „10M“ a „20M“ je však poměrně zavádějící. 
Před uváděnými rychlostmi obou tarifů je vždy slovíčko „až“. To znamená jediné, 
modemy zákazníků jsou na dálku nakonfigurovány (omezeny) na přenosové rychlosti, 
které jsou psány za slovíčkem „až“. V prvním případě downstream až 10 Mbit/s 
a v druhém až 20 Mbit/s. Tyto hodnoty nejsou garantované. Ale může jich být 
dosahováno, například v případech nízkého vytížení sítě. Garantovaná rychlost 
je podstatně nižší, okolo 6,5 Mbit/s resp. 13 Mbit/s. To jsou nejnižší možné rychlosti 
stahování dat, které operátor na své síti zaručuje. 
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5 FAKTORY OVLIVŇUJÍCÍ RYCHLOST DATOVÝCH 
PŘENOSŮ V SÍTÍCH TKR 
Každý druh přenosu, ať už digitální nebo analogový, má své specifické vlastnosti 
a určité hranice možností, stejně jako fyzické sítě, na kterých je provozován. 
Rychlost datových přenosů po televizní kabelové síti je ovlivňována především 
použitou modulací a šířkou pásma. Obecně platí, že lepších výsledků lze dosáhnout 
zvýšením modulační rychlosti a počtu modulačních stavů. Obojí však nejde dělat 
donekonečna. Při překročení určitého stupně modulace již není příjemce schopen 
jednotlivé stavy rozlišit. Zmíněné faktory upravuje a jasně specifikuje použitý standard. 
Aby spolu patřičná zařízení mohla bez problémů komunikovat, musí fyzická síť
odpovídat určité kvalitě. Rychlost datových toků negativně ovlivňují chybné hodnoty 
signálu v jednotlivých bodech přenosové cesty. S tím souvisí trasa vedení kabelové 
televize. Zdroje rušení se mnohdy nachází v okolí sítě, mohou to být například tzv. baby 
chůvičky nebo sazka terminály. Modemy a CMTS špatně vyhodnocují přijímaný signál, 
roste počet chybně přenesených bitů a s tím samozřejmě i opakovaná vysílání. 
Důsledkem je vyšší zatížení sítě a pomalejší komunikace mezi zákazníkem a hlavní 
stanicí. Kvalita, požadované úrovně a rušení signálu jsou hlídány monitorováním 
sítě. [4][7] 
Na snížení rychlosti datových přenosů má samozřejmě vliv již zmíněné sdílení 
sítě. Ne zřídka je také na vině samotný koncový účastník. Špatná konfigurace PC, 
popřípadě routeru, znamená další omezení. Stejně tak zavirované nebo výkonově
pomalé počítače. Zákazníci si mnohdy neuvědomují podstatu spojení mezi serverem 
v internetu a svojí stanicí. Rychlost je dána „nejužším“ místem na přenosové cestě
a televizní kabelové rozvody jsou pouze částí celé trasy. 
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5.1 Měření signálových úrovní na kabelovém modemu 
Pro správnou činnost přenosového systému je zapotřebí nutně udržovat potřebné 
signálové úrovně a adekvátní odstup signálu od šumu (C/N).  Specifické hodnoty 
pro standard EuroDOCSIS jsou v tabulce 5.1. 
Tab. 5.1: Parametry standardu EuroDOCSIS 
Parametr EuroDOCSIS Značení 
Downstream (modulace 256-QAM) 
Vstupní úroveň na modemu 46,3 – 75,0 dBµV CM Rx Power 
Odstup signálu od šumu   
- pro vst. úroveň 46,3 – 54,0 dBµV >=34,5 dB CM SNR 
- pro vst. úroveň 54,0 – 75,0 dBµV >=31,5 dB CM SNR 
Upstream (modulace 16-QAM) 
Výstupní úroveň na modemu 68,0 – 115,0 dBµV CM Tx Power 
  
Měření bylo provedeno pod dohledem zaměstnance UPC, ve dvou případech 
fyzicky přímo na účastnické zásuvce a u ostatních pak vzdáleně přes firemní 
monitorovací systém. Výsledky se nijak nelišily a potvrdily správnou funkčnost 
vzdáleného monitorování, které měří i vstupní signálovou úroveň na CMTS. 
Jejím odečtením od hodnoty výstupu na kabelovém modemu lze vypočítat útlum celé 
trasy ve zpětném směru. Jednotlivé parametry jsou uvedeny v tabulce 5.2 a značeny 
stejně jako v dokumentacích standardu. 
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1 37,2 66,2 87,9 71,5 16,4 
2 38,5 65,3 98,4 71,0 27,4 
3 38,7 66,9 95,8 71,0 24,8 
4 33,9 63,4 97,5 71,2 26,3 
5 38,4 62,7 98,5 71,0 27,5 
6 37,9 65,1 88,0 72,0 16,0 
7 37,2 64,6 95,2 71,0 24,2 
8 38,6 64,5 93,8 71,0 22,8 
9 37,1 65,0 93,0 71,0 22,0 
10 39,6 66,3 97,5 71,5 26,0 
11 35,5 59,8 97,5 71,2 26,3 
12 33,4 58,7 96,0 71,0 25,0 
13 37,3 65,2 91,2 71,0 20,2 
14 38,1 66,5 89,7 71,0 18,7 
15 33,9 66,1 89,7 71,0 18,7 
16 37,2 65,8 88,2 71,0 17,2 
17 34,9 59,9 95,0 71,0 24,0 
18 34,0 64,9 91,2 71,0 20,2 
19 36,7 61,2 94,5 71,2 23,3 
20 33,6 69,9 84,2 71,0 13,2 
Všech 20 kabelových modemů má vstupní signálové úrovně v požadovaných 
mezích. V případě nesplnění podmínek by mohl být příčinou poškozený koaxiální kabel 
nebo konektor u zákazníka. Odstup signálu od šumu je dostatečně vysoký, nejnižší 
hodnoty dosahuje u kabelového modemu číslo 12 (33,4 dB). Útlum jednotlivých 
přenosových tras se liší až o 10 dB. Důvodem mohou být různé vzdálenosti modemů
od hlavní stanice a jiné podmínky v koncových oblastech.  
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5.2 Měření chybovosti 
Digitální signál je průchodem kabelovou televizí degradován šumem a to se 
projevuje nepřesným umístěním příslušných bodů do konstelačního diagramu 
při demodulaci. Proto je na vysílací straně datový tok doplněn o tzv. kontrolní součet. 
V případě ztráty bitů může být zrekonstruován původní signál. Počet chybných bitů
je limitován jistou hranicí. Míru chybovosti uvádí parametr BER (Bit Error Ratio), 
který je roven počtu chybně přenesených bitů k počtu správně přijatých bitů. 
Tento poměr by měl být na modemu menší než jedna miliontina. Bezchybný přenos 
souvisí se signálovými úrovněmi. Jsou-li nízké, roste počet chyb [2][6].  
Měření bylo realizováno na úrovni účastnické zásuvky, opět pod dohledem 
zaměstnance UPC. Použitý měřící přístroj, ACTERNA SDA 3500, obsahuje 
integrovanou modemovou kartu. Získané hodnoty na kabelové zásuvce tak odpovídají 
těm na modemu. Výsledky jsou v tabulce 5.3. BER je uvedeno ve dvou variantách, 
před opravou a po opravě. Rozhodující pro zjištění bezchybného datového přenosu 
je opravená hodnota BER.   
Tab. 5.3: Na modemu změřená chybovost jednotlivých dopředných kanálů




[dBµV] Před opravou Po opravě
346 50,4 7,4 · 10-6 < 1,0 · 10-9
354 49,6 1,5 · 10-6 < 1,0 · 10-9
362 52,7 2,0 · 10-7 < 1,0 · 10-9
370 49,2 8,7 · 10-5 < 1,0 · 10-9
378 49,6 5,3 · 10-6 < 1,0 · 10-9
386 52,0 1,4 · 10-6 < 1,0 · 10-9
394 49,7 8,1 · 10-6 < 1,0 · 10-9
Na všech změřených kmitočtech je úroveň signálu v požadovaných mezích 
a chybovost datového toku je stále opravitelná na hodnoty menší jak 1,0 · 10-9. Znamená 
to, že počet správně přenesených bitů, je alespoň miliardkrát větší, než počet chybně
přenesených bitů. V případě neopravitelné hodnoty BER by byla příčinou 
pravděpodobně špatná signálová úroveň na modemů.  
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6 MOŽNOSTI NAVYŠOVÁNÍ RYCHLOSTÍ 
Na televizní kabelové síti existuje více způsobů, jakými dosáhnout vyšších 
přenosových rychlostí pro koncové zákazníky. Lze je pomyslně rozdělit na dvě skupiny, 
podle časového hlediska a náročnosti. Rozhodující je často především ekonomický 
pohled na věc. Velké investice do nových technologií, popřípadě zásadních fyzických 
změn na kabelové síti, jsou podmíněny rychlou návratností. Jinými slovy, malé zvýšení 
přenosové rychlosti pro koncové zákazníky v podobě finančně přijatelné investice, 
je pro kabelového operátora přijatelnější, než skokové zvýšení v podobě zásadních 
a finančně náročných změn na síti. Samozřejmě velký vliv na rozhodování kabelového 
operátora, kdy a jakým způsobem dojde k zvyšování rychlosti datových přenosů, 
má konkurence. Hlavně pak telekomunikační operátoři s technologií xDSL.  
Prakticky lze možnosti rozdělit na fyzickou úpravu sítě a na lepší využití 
přenosové šířky pásma. Druhá možnost jde ruku v ruce s novým standardem 
EuroDOCSIS 3.0. 
Poznámka: Uvedené možnosti jakým způsobem navyšovat rychlost datových 
přenosů na televizní kabelové síti se vztahují především ke kabelové síti společnosti 
UPC v Brně. Stávající situace a podmínky v ostatních městech se mohou lišit. Základní 
principy by však měly být stejné. 
6.1 Změna struktury HFC sítě
Rychlost datových přenosů je ovlivněna počtem připojených kabelových 
modemů na jednotlivých CMTS. Nabízí se tedy zvýšit počty zakončovacích kabelových 
zařízení a vytvořit více oblastí s nižším počtem modemů. To samo o sobě řeší i problém 
přibývání nových zákazníků. Takovým dělením sítě na menší celky, lze dosáhnout 
zvýšení přenosové kapacity. Popsaný krok je poměrně jednoduchý a lze ho celý 
realizovat v hlavní stanici. Pouze se přidají nová zařízení a přerozdělí optické lasery 
a vlákna. Avšak nelze počítat s nějakým zásadním zvýšením rychlosti datových toků. 
Jedná se spíše o dočasné řešení. 
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6.2 DOCSIS 3.0 / EuroDOCSIS 3.0 
Perspektivním řešením je nasazení zařízení podporujících nejnovější specifikaci 
pro datové přenosy po televizní kabelové síti v podobě DOCSIS verze 3.0, respektive 
EuroDOCSIS 3.0.  
Tento krok znamená kompletní výměnu CMTS a kabelových modemů. 
Pro představu, při dřívějším navyšování rychlostí, byl přechod ze standardu verze 1.1 
na 2.0, realizován pouhým nahráním upgrade souborů do jednotlivých zařízení. Změna 
znamenala především jiné modulace. Avšak nyní se jedná o zavedení úplně nového 
principu využití přenosového pásma. 
DOCSIS 3.0 a EuroDOCSIS 3.0 zavádí vícekanálový digitální přenos. Slučuje 
(využívá) minimálně čtyři frekvenční kanály, zatímco současná verze 2.0 uplatňuje 
pouze jeden. To dělá komunikaci čtyřikrát rychlejší. Mimo jiné také nová verze 
podporuje internetový protokol verze 6 (IPv6) [13].  
Obr. 6.1: Vícekanálová komunikace  
Kabelové televizní sítě založené na DOCSIS 3.0 a EuroDOCSIS 3.0 umožní 
velmi vysoké rychlosti datových přenosů. Lze použít přirovnání, že tato technologie 
znamená pro kabelové sítě to samé, co xDSL pro telefonní sítě. Rychlost až 220 Mbit/s 
v dopředném a 120 Mbit/s ve zpětném směru. Maximální rychlosti záleží na počtu 
spojovaných kanalů [13]. 
Přechod na nový standard lze rozdělit na 2 fáze. Nejprve je nutné vyměnit 
CMTS zařízení. Prakticky to znamená, že tam, kde byl v dopředném směru vysílán 
jeden dopředný kanál (široký 8 MHz), jsou nyní čtyři takové. Staré modemy verze 2.0 
si při komunikaci s CMTS vyberou jeden z této čtveřice a na něm komunikují. 
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Rozhodující je při tom zatížení jednotlivých kanálů, čímž dochází k rovnoměrnému 
rozložení přenosového výkonu. Modemy se v podstatě dělí o čtyřikrát větší šířku 
pásma. Tuto fázi UPC v Brně úspěšně dokončilo (duben 2009). Zákazníci to mohli 
pocítit navýšením rychlostí a zavedením tarifů 10M a 20M. 
V druhé fázi je nutné vyměnit kabelové modemy. O další velké navýšení 
rychlostí pravděpodobně nebudou mít zájem všichni zákazníci. Předpokládá se, 
že touto cestou se vydají spíše firmy.  Kabelový modem verze EuroDOCSIS 3.0 dokáže 
současně využít všechny čtyři kanály.  
Pro jednoduchost jsou níže shrnuty jednotlivé fáze inovace sítě TKR 
(pro dopředný směr a využití 4 přenosových kanálů (možné až 8 kanálů)). 
Fáze 0: CMTS EuroDOCSIS 2.0 + kabelový modem EuroDOCSIS 2.0
- 200 modemů se dělí o jeden 8 MHz široký kanál (55 Mbit/s) 
- modem umí komunikovat pouze po jednom kanálu 
- maximální teoretická rychlost jednoho modemu je 55 Mbit/s 
Fáze 1: CMTS EuroDOCSIS 3.0 + kabelový modem EuroDOCSIS 2.0
- 200 modemů se dělí o čtyři 8 MHz široké kanály 
- modem umí komunikovat pouze po jednom kanálu 
- maximální teoretická rychlost jednoho modemu je 55 Mbit/s 
- oproti fázi nula 4krát lepší podmínky při sdílení přenosové kapacity 
Fáze 2: CMTS EuroDOCSIS 3.0 + kabelový modem EuroDOCSIS 3.0
- 200 modemů se dělí o čtyři 8 MHz široké kanály 
- modem umí komunikovat po čtyřech kanálech současně
- teoretická maximální rychlost 220 Mbit/s 
- nepředpokládá se celoplošné nasazení u všech zákazníků
Na obrázku 6.2 a 6.3 je vyfocený zakončovací systém kabelových modemů
(CMTS), který podporuje EuroDOCSIS 3.0. Na první fotografii (čelní pohled) jsou 
vidět jednotlivé přenosové karty. Na levé polovině jich je 9 pro upstream a v pravé 
polovině jsou 4 pro downstream plus jedna karta pro připojení celé CMTS (čtyřikrát 
1 Gbit/s). Na druhé fotografii (6.3) jsou vidět jednotlivé konektory na kartách. Modré 
koaxiální kabely představují dopředný směr a hnědé zpětný směr. 
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Obr. 6.2: CMTS Arris podporující EuroDOCSIS 3.0 (čelní pohled) 
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Obr. 6.3: CMTS Arris podporující EuroDOCSIS 3.0 (zadní pohled) 
Zavedení a provoz nových kabelových modemů může podstatně zatížit síť. 
Z grafů reálného využití jednotlivých kanálů, uvedených v kapitole 4, je patrná určitá 
výkonová rezerva. Avšak otázkou zůstává, jak se projeví sdílená podstata kabelových 
rozvodů v momentě nasazení velkého počtu těchto modemů. Jak bylo vysvětleno, síť
je dimenzována podle aktuálního vytížení v průběhu dne a v jednotlivých oblastech. 
Problém může nastat při využití rychlostí pro velmi časté stahování velkých souborů. 
V takovém případě by bylo nutné opatření v podobě změny struktury HFC sítě a 
navýšení počtu CMTS.  
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6.2.1 Měření přenosové rychlosti modemu EuroDOCSIS 3.0 
První testování modemu EuroDOCSIS 3.0 na síti UPC v Brně bylo zahájeno 
v polovině května 2009. V rámci psaní diplomové práce mi bylo umožněno provést 
měření přenosové rychlosti. Testovaný modem Motorola SBV6120E je vidět 
na následujícím obrázku 6.4. 
Obr. 6.4: Kabelový modem Motorola SBV6120E podporující EuroDOCSIS 3.0 
Testování proběhlo pomocí softwarového nástroje Iperf, který je určen 
pro měření propustnosti datové sítě. Pracuje na bázi klient-server. Klientem byl počítač
s operačním systémem Windows umístěný v hlavní stanici v Brně a připojený 
na kabelový modem. Server se nachází v centrále UPC v Praze. Přenos byl tedy 
testován výhradně v síti UPC (počítaje i pronajaté optické linky do Prahy). 
Zadání parametrů datového toku a výpis testu:
V příkazovém řádku systému Windows byla zadána IP adresa serveru, časový 
úsek, ve kterém se mají zaznamenávat výsledky (1 s), doba po kterou má testování 
probíhat (30 s), požadovaná rychlost datového toku (120 Mbit/s pro oba směry přenosu) 
a příkaz pro výpis. Vše je vidět v prvním řádku výpisu testu (IP adresy a čísla portů
byly vymazány). Software Iperf nastaví rychlost přenosu na nejvyšší možnou. 
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C:\Program Files\iPerf>iperf -c ..IP.. -i1 -t30 -u -b120M -r 
------------------------------------------------------------ 
Server listening on UDP port 5001 
Receiving 1470 byte datagrams 
UDP buffer size: 8.00 KByte (default) 
------------------------------------------------------------ 
Client connecting to ..IP.., UDP port .... 
Sending 1470 byte datagrams 
UDP buffer size: 8.00 KByte (default) 
------------------------------------------------------------ 
Dopředný směr – upstream:
[1876] local ..IP.. port .... connected with ..IP.. port …. 
[ ID]      Interval          Transfer         Bandwidth 
[1876]   0.0- 1.0 sec   4.82 MBytes  40.4 Mbits/sec
[1876]   1.0- 2.0 sec   4.88 MBytes  40.9 Mbits/sec
[1876]   2.0- 3.0 sec   4.88 MBytes  40.9 Mbits/sec
[1876]   3.0- 4.0 sec   4.85 MBytes  40.7 Mbits/sec
[1876]   4.0- 5.0 sec   4.88 MBytes  40.9 Mbits/sec
[1876]   5.0- 6.0 sec   4.88 MBytes  40.9 Mbits/sec
[1876]   6.0- 7.0 sec   4.82 MBytes  40.4 Mbits/sec
[1876]   7.0- 8.0 sec   4.85 MBytes  40.7 Mbits/sec
[1876]   8.0- 9.0 sec   4.88 MBytes  40.9 Mbits/sec
[1876]   9.0-10.0 sec  4.88 MBytes  40.9 Mbits/sec 
[1876] 10.0-11.0 sec  4.85 MBytes  40.7 Mbits/sec 
[1876] 11.0-12.0 sec  4.88 MBytes  40.9 Mbits/sec 
[1876] 12.0-13.0 sec  4.88 MBytes  40.9 Mbits/sec 
[1876] 13.0-14.0 sec  4.82 MBytes  40.4 Mbits/sec 
[1876] 14.0-15.0 sec  4.85 MBytes  40.7 Mbits/sec 
[1876] 15.0-16.0 sec  4.88 MBytes  40.9 Mbits/sec 
[1876] 16.0-17.0 sec  4.88 MBytes  40.9 Mbits/sec 
[1876] 17.0-18.0 sec  4.85 MBytes  40.7 Mbits/sec 
[1876] 18.0-19.0 sec  4.88 MBytes  40.9 Mbits/sec 
[1876] 19.0-20.0 sec  4.88 MBytes  40.9 Mbits/sec 
[1876] 20.0-21.0 sec  4.82 MBytes  40.5 Mbits/sec 
[1876] 21.0-22.0 sec  4.85 MBytes  40.7 Mbits/sec 
[1876] 22.0-23.0 sec  4.88 MBytes  40.9 Mbits/sec 
[1876] 23.0-24.0 sec  4.88 MBytes  40.9 Mbits/sec 
[1876] 24.0-25.0 sec  4.85 MBytes  40.7 Mbits/sec 
[1876] 25.0-26.0 sec  4.88 MBytes  40.9 Mbits/sec 
[1876] 26.0-27.0 sec  4.88 MBytes  40.9 Mbits/sec 
[1876] 27.0-28.0 sec  4.82 MBytes  40.4 Mbits/sec 
[1876] 28.0-29.0 sec  4.85 MBytes  40.7 Mbits/sec 
[1876] 29.0-30.0 sec  4.88 MBytes  40.9 Mbits/sec 
[1876]  0.0-30.0 sec   146 MBytes  40.8 Mbits/sec 
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[1876] Server Report: 
[1876]  0.0-30.4 sec  26.4 MBytes  7.29 Mbits/sec  2.220 ms 85178/104023 
(82%) 
[1876] Sent 104023 datagrams 
Zpětný směr – downstream:
[1912] local ……IP….. port 5001 connected with ……IP…... port 28404 
[ ID]      Interval         Transfer          Bandwidth      Jitter     Lost/Total Datagrams 
[1912]   0.0- 1.0 sec   13.9 MBytes   117 Mbits/sec  0.099 ms 1380275023/ 
9939 (1.4e+007%) 
[1912]   1.0- 2.0 sec   13.9 MBytes   117 Mbits/sec  0.100 ms  21/ 9930 (0.21%) 
[1912]   2.0- 3.0 sec   13.9 MBytes   117 Mbits/sec  0.102 ms  309/10219 (3%) 
[1912]   3.0- 4.0 sec   13.9 MBytes   117 Mbits/sec  0.100 ms  307/10217 (3%) 
[1912]   4.0- 5.0 sec   13.9 MBytes   117 Mbits/sec  0.099 ms  309/10219 (3%) 
[1912]   5.0- 6.0 sec   13.9 MBytes   117 Mbits/sec  0.101 ms  310/10222 (3%) 
[1912]   6.0- 7.0 sec   13.7 MBytes   115 Mbits/sec  0.106 ms  305/10112 (3%) 
[1912]   7.0- 8.0 sec   13.9 MBytes   117 Mbits/sec  0.104 ms  311/10223 (3%) 
[1912]   8.0- 9.0 sec   13.9 MBytes   117 Mbits/sec  0.105 ms  308/10218 (3%) 
[1912]   9.0-10.0 sec  13.9 MBytes   117 Mbits/sec  0.106 ms  309/10219 (3%) 
[1912] 10.0-11.0 sec  13.9 MBytes   117 Mbits/sec  0.104 ms  310/10220 (3%) 
[1912] 11.0-12.0 sec  13.9 MBytes   117 Mbits/sec  0.100 ms  309/10220 (3%) 
[1912] 12.0-13.0 sec  13.9 MBytes   117 Mbits/sec  0.100 ms  308/10218 (3%) 
[1912] 13.0-14.0 sec  13.8 MBytes   115 Mbits/sec  0.107 ms  306/10116 (3%) 
[1912] 14.0-15.0 sec  13.9 MBytes   117 Mbits/sec  0.104 ms  309/10219 (3%) 
[1912] 15.0-16.0 sec  13.9 MBytes   117 Mbits/sec  0.105 ms  309/10220 (3%) 
[1912] 16.0-17.0 sec  13.9 MBytes   117 Mbits/sec  0.105 ms  309/10219 (3%) 
[1912] 17.0-18.0 sec  13.9 MBytes   117 Mbits/sec  0.104 ms  312/10219 (3.1%) 
[1912] 18.0-19.0 sec  13.9 MBytes   117 Mbits/sec  0.103 ms  310/10220 (3%) 
[1912] 19.0-20.0 sec  13.9 MBytes   117 Mbits/sec  0.101 ms  310/10220 (3%) 
[1912] 20.0-21.0 sec  13.8 MBytes   115 Mbits/sec  0.100 ms  305/10114 (3%) 
[1912] 21.0-22.0 sec  13.9 MBytes   117 Mbits/sec  0.103 ms  310/10220 (3%) 
[1912] 22.0-23.0 sec  13.9 MBytes   117 Mbits/sec  0.100 ms  307/10218 (3%) 
[1912] 23.0-24.0 sec  13.9 MBytes   117 Mbits/sec  0.103 ms  309/10219 (3%) 
[1912] 24.0-25.0 sec  13.9 MBytes   117 Mbits/sec  0.100 ms  310/10220 (3%) 
[1912] 25.0-26.0 sec  13.9 MBytes   117 Mbits/sec  0.102 ms  310/10220 (3%) 
[1912] 26.0-27.0 sec  13.9 MBytes   117 Mbits/sec  0.099 ms  308/10219 (3%) 
[1912] 27.0-28.0 sec  13.8 MBytes   115 Mbits/sec  0.104 ms  308/10120 (3%) 
[1912] 28.0-29.0 sec  13.9 MBytes   117 Mbits/sec  0.100 ms  308/10218 (3%) 
[1912] 29.0-30.0 sec  13.9 MBytes   117 Mbits/sec  0.100 ms  308/10218 (3%) 
[1912]   0.0-30.1 sec   417 MBytes   116 Mbits/sec  0.267 ms 8680/306119 
(2.8%) 
Nejvyšší možná dosažená rychlost odesílání dat (upstream) byla 40,9 Mbit/s. 
Za testovanou dobu 30s bylo odesláno celkem 146 MB dat. To znamená, že 700 MB dat 
(jedno CD) lze odeslat za 144 sekund. 
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V dopředném směru (downstream) byla nejvyšší možná dosažená rychlost 
117 Mbit/s. Za půl minuty bylo přijato celkem 417 MB. Obsah jednoho CD, tedy 700 
MB lze stáhnout za 51 sekund.  
Teoreticky lze dosáhnout vyšších přenosových rychlostí, avšak testovaný modem 
byl konfigurován na nižší maximální rychlosti. Konfigurační soubory si stahují modemy 
ze sítě v Praze. Konkrétní hodnoty konfigurace nebylo možné zjisti, ale podle výsledků
se dá předpoklad, že v downstream směru byla maximální rychlost datového toku 
nastavena na 120 Mbit/s. Odečtením maximální dosažené rychlosti 117 Mbit/s bychom 
dostali ztrátu 3 Mbit/s. To může být zapříčiněno určitou chybou měření, 
nebo samotným výkonem počítače. Při podobných rychlostech může mít problémy 
i samotný operační systém Windows.  
Na následujících obrázcích jsou vidět informace o jednotlivých přenosových 
kanálech.  
Obr. 6.5: Výpis downstream údajů z webového rozhraní modemu 
Obr. 6.6: Informace o počtu chybně přenesených kódových slov 
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Obr. 6.7: Výpis upstream údajů z webového rozhraní modemu 
6.3 Pohled do budoucna 
V současnosti se buduje a postupně zavádí digitální pozemní televizní vysílání. 
V budoucnu se pak počítá s úplným vypnutím analogového vysílání. V případě
televizních kabelových sítí přinese zrušení analogové televize více volných 
frekvenčních kanálů, z nichž některé mohou být použity pro datové přenosy. 
To znamená další teoretické možnosti budoucího navyšování rychlostí.  
Jako další řešení, které se nabízí je dovést optické kabely až k zákazníkům. 
V podstatě by tak byla dokončena fáze změn, které televizní rozvody od svého vzniku 
prodělaly. Vzhledem k tomu, že životnost koaxiálních kabelů na síti není nekonečná, 
lze očekávat v budoucnu postupnou transformaci HFC sítě na čistě optickou. Otázkou 
pak zůstává, zda budeme stále mluvit o televizních kabelových rozvodech.  
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7 ZÁVĚR 
Výsledkem diplomové práce je téměř kompletní zmapování datových přenosů
v síti televizních kabelových rozvodů. Veškeré obecné poznatky jsou podloženy 
praktickým základem vycházejícím z reálného provozu kabelové sítě UPC v Brně. 
Podrobným popisem její struktury je čtenáři umožněno pochopit cesty datových toků, 
uvědomit si všechny zákonitosti a v neposlední řadě také vlivy na tento druh přenosu. 
S rychlostmi provozu na rozvodech kabelové televize souvisí použité modulace 
a šířky pásma. Obojí jasně definuje standard DOCSIS, resp. EuroDOCSIS. Stanovuje 
mimo jiné také pravidla navazování komunikace a kvalitu signálu v jednotlivých 
bodech rozvodů.  
Televizní kabelová síť je ze své podstaty sdílená, a proto jedním z faktorů
omezující rychlost datových přenosů je poměr modemů připadající na kapacitu CMTS 
zařízení, resp. jednotlivých kanálů. Vypočtená teoretická rychlost, kterou může modem 
komunikovat při maximálním vytížení sítě, je velmi nízká. Přesto změřené využití 
jednotlivých kanálů ukazuje, že síť je dostatečně dimenzována a bezpečně počítá 
s reálným provozem. 
Provedená měření, v rámci možností, neodhalují žádné nedostatky v kvalitě sítě. 
Signálové úrovně na kabelových modemech, odstup signálu od šumu a chybovost 
datového toku jsou v požadovaných mezích. 
Jednou z možností jak dosáhnout navýšení rychlosti datových toků je dělení sítě
na menší celky. Tento způsob je ale spíše vhodný k pokrytí problému přibývajících 
zákazníků. Perspektivním řešením je převedení sítě na nový standard EuroDOCSIS 3.0, 
který umožňuje radikální zvýšení přenosových rychlostí, díky spojování až osmi kanálů. 
UPC v Brně je ve fázi přechodu na tuto technologii. Výsledek testování prvního 
kabelového modemu EuroDOCSIS 3.0 potvrzuje velmi vysoké rychlosti a současně
připravenost sítě na další významný krok v už tak dlouhém vývoji.  
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