Abstract. An algebra R is called an extension of the algebra M by B if M 2 = 0, M is an ideal of R and R/M ∼ = B as algebras. In this paper, by using the Gröbner-Shirshov bases, we characterize completely the extensions of M by B. An algorithm to find the conditions of an algebra A to be an extension of M by B is obtained. Keywords: algebra, module, Gröbner-Shirshov bases, extension AMS 2000 Subject Classification: 16S15, 13P10
Remark: Suppose that S ⊆ K X + is a Gröbner-Shirshov basis. In the (iii) of Lemma 1.5, 1 / ∈ Irr(S) but not the case in the Lemma 1.4.
For convenience, we identify a relation u = f u of an algebra presented by generators and relations with the polynomial u − f u in the corresponding free algebra.
The concepts of the extension of algebras was invented by Hochschild [9] (also see [7] and [10] ). In [9] , such an extension is called a singular extension.
Characterizations of extensions of algebras
Let M, B be k-algebras, M 2 = 0 and M a B-bimodule. + by the deg-lex order.
Equipping the above concepts, we have the following theorems which give characterizations of extensions of algebras. Theorem 2.1 Let M, B be k-algebras, M 2 = 0, M a B-bimodule, {b i |i ∈ I}, {m j |j ∈ J} k-bases of B and M, respectively and {(b, b ′ )|b, b ′ ∈ B} a factor set of B in M. Let
Then, S is a Gröbner-Shirshov bases for A if and only if the factor set satisfies the following condition in M: for any p, q, r ∈ I
Proof. Suppose that (1) holds. Then the possible compositions in S are related to the following ambiguities:
for any j, l, n ∈ J, p, q ∈ I, the correspondent compositions are trivial modulo S.
Similarly, for w = b p b q m j , the correspondent composition is trivial modulo S.
Thus, all compositions in S are trivial modulo S. Conversely, if S is a Gröbner-Shirshov bases for A, then, by noting that for w = b p b q b r , the compositions are trivial modulo S, we can easily check that the condition (1) holds in M = (M + Id(S))/Id(S). Then, by using Lemma 1.5, the algebra M is the same as M.
Moreover, assume that S is a Gröbner-Shirshov bases for A. Then, by Lemma 1.5, each element r ∈ A can be uniquely written as r = m + b, where m ∈ M, b ∈ B. Hence, A = M ⊕ B as k-modules with the following multiplication: for any m, m
From this it follows that M is an ideal of A and A/M ∼ = B as algebras. 
and there exists a factor set
Moreover, R ∼ = A as algebras, where 
Proof. Clearly, as k-modules, R= M ⊕ C, where C = i∈I kr b i with a basis {r b i |i ∈ I}. Thus, for any b, b ′ ∈ B, we have r b + r b ′ = r b+b ′ because σ is an algebra isomorphism.
Then, by the proof of Theorem 2.1, it is easy to see that τ :
By Theorem 2.1 and Theorem 2.2, we have the following theorem. 
an extension of M by B if and only if M is a B-bimodule and there exists a factor set
Now, we consider the general case when the algebra B is presented by generators and relations.
Let M, B be k-algebras, M 2 = 0, M a B-bimodule, B = k X + |R , where R is a Gröbner-Shirshov bases for B with the deg-lex order < B on X + .
For convenience, we can assume that R is a minimal Gröbner-Shirshov bases in a sense that the leading monomials are not contained each other as subwords, in particular, they are pairwise different. Let R = {u − f u |u ∈ Λ}, where u is the leading term of the polynomial
For convenience, we also call {(u)|u ∈ Λ} a factor set of B in M.
We order the set ({m j } J ∪X) + also by the deg-lex order which extends < B and satisfies x > m j for any x ∈ X and j ∈ J.
In S 1 , the possible compositions are related to the following ambiguities:
where w is an ambiguity appeared in R.
for any j, l, n ∈ J, x, x ′ ∈ X, the corresponding compositions are trivial modulo S 1 .
For
where each
where a i (u
where
In fact, by (3), we have an algorithm to find the function g (u 1 ,u 2 ) w . Therefore, we have the following theorem. 
is a Gröbner-Shirshov bases for A if and only if
) is defined by (4). Moreover, if this is the case, A is an extension of M by B in a natural way.
Proof. Assume that S 1 is a Gröbner-Shirshov bases for A. Then, by the previous statements, for any composition (
Then, by using Lemma 1.5, the algebra M is the same as M. So, the (5) holds. Conversely, if (5) holds, then it is clear that S 1 is a Gröbner-Shirshov bases for A. We need only to prove that A is an extension of M by B in a natural way if (5) holds. By Lemma 1.5, each element r ∈ A can be uniquely written as r = m + b, where m ∈ M, b ∈ B is R-irreducible. Hence, A = M ⊕ B as k-modules with the following multiplication: for any m, m 
) is defined by (4). Moreover, R ∼ = A as algebras, where
Proof. It is clear that M is a B-bimodule under the given operations.
For any u ∈ Λ, since r u + M = r f u + M, there exists a unique (u) ∈ M such that r u = r f u + (u). By noting that each composition (h u 1 , h u 2 ) w in R, (h u 1 , h u 2 ) w ≡ 0 mod(R, w), we have that g (u 1 ,u 2 ) w (u) = 0 in M by (3) . Now, by using the proof of Theorem 2.4, S 1 is a Gröbner-Shirshov bases for the algebra A and then the result follows.
The following theorem, which gives a complete characterization of an algebra to be an extension of M by B, follows from Theorem 2.4 and Theorem 2.5. 
Applications
Let M, B, R be k-algebras with M 2 = 0. The previous theorems give an answer to how to find the conditions which makes R to be an extension of M by B. We call the condition (4) the extension condition of M by B. In fact, for the extension condition, it is essential to find the function g (u 1 ,u 2 ) w (u), which can be obtained by algorithm (3).
As results, by using the extension conditions, let us give some examples. We give the characterization of the extension of M by B when the B is cyclic algebra, free commutative algebra, universal envelope of the free Lie algebra and Grassman algebra respectively. 
Proof. Clearly, R = {x n = f (x)} is a Gröbner-Shirshov bases for B. We need only to consider the composition in S:
. Thus, we obtain the extension condition: mx = xm. Now, by Theorem 2.6, the result follows.
Theorem 3.2 Let M, B, R be k-algebras with M 2 = 0. Let X = {x i |i ∈ I}, I a well ordered set and B = k X + |x p x q = x q x p , p > q, p, q ∈ I the free commutative algebra generated by X. Then, R is isomorphic to an extension of M by B if and only if M is a B-bimodule, there exists a factor set {(x p , x q )|p > q, p, q ∈ I} of B in M such that for any p, q, r ∈ I, p > q > r,
Proof. Let R = {x p x q = x q x p |p > q, p, q ∈ I}. Then, for the deg-lex order on X + , R is clearly a Gröbner-Shirshov bases for B and only one kind of compositions are in R, i.e., (x p x q −x q x p , x q x r −x r x q ) w , w = x p x q x r , p, q, r ∈ I, p > q > r. Then, in S, by calculating the composition (x p x q − x q x p − (x p , x q ), x q x r − x r x q − (x q , x r )) w , w = x p x q x r , p, q, r ∈ I, p > q > r, we obtain the extension condition (6) . Now, by Theorem 2.6, the result follows.
The following theorem is a generation of Theorem 3.2. M is a B-bimodule, there exists a factor set {(x p , x q ) |p, q ∈ I} of B in M such that for any p, q, r ∈ I, p > q > r,
Proof. By [4] , for the deg-lex order on X + , R is a Gröbner-Shirshov bases for B and only one kind of compositions are in R, i.e., (
and by using Jacobi identity
we have the extension condition mentioned in the theorem. Now, by Theorem 2.6, the result follows.
Theorem 3.4 Let M, B, R be k-algebras with M 2 = 0. Let X = {x i |i ∈ I}, I be a well ordered set, B = k X + |R the Grassman algebra, where R = {x 2 q = 0, x p x q = −x q x p |p > q, p, q ∈ I}. Then, R is isomorphic to an extension of M by B if and only if M is a B-bimodule, there exists a factor set {(x p , x q )|p ≥ q, p, q ∈ I} of B in M such that for any p, q, r ∈ I, p > q > r, (x q , x q )x r − x r (x q , x q ) + (x q , x r )x q − x q (x q , x r ) = 0 (x r , x r )x q − x q (x r , x r ) + (x q , x r )x r − x r (x q , x r ) = 0 (x q , x r )x p + (x p , x r )x q + (x p , x q )x r − x q (x p , x r ) − x p (x q , x r ) − x r (x p , x q ) = 0 and R ∼ = E k (M, X, (x p , x q )) = k ({m j } J ∪ X) + 
Proof. By [4] , for the deg-lex order on X + , R is a Gröbner-Shirshov bases for B and the possible compositions in R are related to the following ambiguities: w 1 = x 2 q x r , w 2 = x q x 2 r , w 3 = x p x q x r , p, q, r ∈ I, p > q > r. Then, in S, by calculating the corresponding compositions: (x 2 q − (x q , x q ), x q x r + x r x q − (x q , x r )) w 1 , (x q x r + x r x q − (x q , x r ), x 2 r − (x r , x r )) w 2 , ((x p x q + x q x p − (x p , x q ), x q x r + x r x q − (x q , x r )) w 3 , respectively, we obtain the extension conditions mentioned in the theorem. Now, by Theorem 2.6, the result follows.
