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ABSTRACT 
We prove s e v e r a l  e q u i v a l e n t  v e r s i o n s  of  t h e  i n v e r s e  func- 
t i o n  theorem: an i n v e r s e  f u n c t i o n  theorem f o r  smooth maps on 
c lo sed  s u b s e t s ,  one f o r  se t -va lued  maps, a  g e n e r a l i z e d  i m p l i c i t  
f u n c t i o n  theorem f o r  se t -va lued  maps. W e  p rov ide  a p p l i c a t i o n s  
of t h e  above r e s u l t s  t o  t h e  problem of l o c a l  c o n t r o l l a b i l i t y  of 
d i f f e r e n t i a l  i n c l u s i o n s .  
I d e d i c a t e  t h i s  paper  t o  P ro fe s so r  Ky-Fan, who has  
g r e a t l y  i n f luenced  m e ,  i n  p a r t i c u l a r ,  when I met him 
i n  CEREMADE dur ing  t h e  f a l l  of 1982. 
1 .  The I n v e r s e  Funct ion Theorem 
Le t  X be a  Banachspace,  K C X  be a  s u b s e t  of X .  W e  r e c a l l  
t h e  d e f i n i t i o n  of t h e  tangent cone t o  a  s u b s e t  K a t  xo i n t r o -  




We s t a t e  now our  b a s i c  r e s u l t .  
Theorem 1 . 1 .  
L e t  X be a  Banach space ,  Y be a  f i n i t e  d imensional  space ,  
K C X  be a  c lo sed  s u b s e t  of X and xo belong t o  K .  Le t  A be a  
d i f f e r e n t i a b l e  map from a neighborhood o f  K t o  Y .  W e  assume 
t h a t  A '  i s  con t inuous  a t  x  and t h a t  t h e  f o l l o w i n g  s u r j e c t i v i t y  0 
a s s u m p t i o n  ho lds  t r u e  
Then A(x ) belongs  t o  t h e  i n t e r i o r  o f  A ( K )  and t h e r e  e x i s t  con- 
0 
s t a n t s  p and k such t h a t ,  f o r  a l l  
I y 1 , y 2 E A ( x o )  + p B  and any s o l u t i o n  x l  E K  t o  t h e  e q u a t i o n  A ( x l )  = y1 s a t i s f y i n g  ixo-x l l  - < k p ,  t h e r e  
e x i s t s  a  s o l u t i o n  x 2 E K  t o  t h e  e q u a t i o n  A ( x 2 )  
= y 2  
s a t i s f y i n g  i x l - x  11 < elly -y ll . 2 - 1 2  A 
W e  r e c a l l  
D e f i n i t i o n  
A s e t -v a lued  map G from Y t o  X i s  p s e u d o - L i p s c h i t z  around 
( Y ~ I X ~  ) € G r a p h  ( G )  i f  t h e r e  e x i s t  ne ighborhoods  V of  yo and 
W of  xo and a  c o n s t a n t  k such  t h a t  
The above d e f i n i t i o n  w a s  i n t r oduced  i n  Aubin [1 9821 , [ I  9841 . 
(See  a l s o  Rocka fe l l a r  [ t o  appear ]  d )  f o r  a  thorough  s t u d y  of  
pseudo-Lipschi tz  maps.) 
Hence, t h e  second s t a t e m e n t  o f  Theorem 1.1 r e a d s :  
t h e  map y  + A-' ( y )  n K i s  pseudo- l ipsch  i t ;  around 
(Axo,xo) 
Remark 
I f  x0 belongs  t o  t h e  i n t e r i o r  of  K ,  t h e n  CK(xo) = X .  Then 
assumpt ion (1 ) s t a t e s  t h a t  A '  (x0) is  s u r j e c t i v e  , and w e  o b t a i n  
t h e  u s u a l  " i n v e r s e  f u n c t i o n  theorem",  a l s o  c a l l e d  t h e  " ~ i u s t e r n i k  
theorem". 
W e  deduce  a c h a r a c t e r i z a t i o n  o f  t h e  i n t e r i o r  o f  a c l o s e d  
s u b s e t  o f  a f i n i t e - d i m e n s i o n a l  s p a c e  g i v e n  by C l a r k e  [ 1 9 8 3 ] :  
xo E  I n t  ( K )  * CK (xo) = X 
( W e  t a k e  X = Y and A t o  b e  t h e  i d e n t i t y ) .  A 
The p roof  o f  Theorem 2.1 i s  based  on t h e  Ekeland v a r i a -  
t i o n a l  p r i n c i p l e  [I9741 and i s  g i v e n  i n  Aubin-Frankowska [ 1 9 8 5 ] .  
C o r o l l a r y  1 .2 .  
W e  p o s i t  t h e  a s s u m p t i o n s  o f  Theorem 1 . 1 .  L e t  
-1 M : = A  ( A ( x o ) )  nK be  t h e  se t  o f  s o l u t i o n s  x E K  t o  t h e  e q u a t i o n  
A ( x )  = A(xo) . Then t h e r e  e x i s t  a neighborhood U of  xo and a 
c o n s t a n t  R s u c h  t h a t  
F u r t h e r m o r e  
cK (xO) n Ker A '  (xo)  c cM(xo)  . A 
W e  s h a l l  d e r i v e  t h e  e x t e n s i o n  t o  s e t - v a l u e d  maps o f  t h e  
i n v e r s e  f u n c t i o n  theorem. L e t  X , Y  b e  Banach s p a c e s  and F  b e  a 
map from X i n t o  t h e  s u b s e t s  o f  Y .  
The d e r i v a t i v e  C F ( x o t y o )  of F  a t  (xo,y0 ) E Graph ( F )  i s  t h e  
s e t - v a l u e d  map from X t o  Y a s s o c i a t i n g  t o  any u E X  e l e m e n t s  
v E  Y s u c h  t h a t  ( u , v )  i s  t a n g e n t  t o  Graph ( F )  a t  ( x ~ ~ Y ~ )  : 
Theorem 1 . 3 .  
L e t  F be  a s e t - v a l u e d  map from a  Banach s p a c e  X t o  a f i n i t e  
d i m e n s i o n a l  s p a c e  Y and (xo ,yo  ) be long  to  t h e  g raph  o f  F. I f  
g r a p h  F is  c l o s e d  and CF (xo,y0 ) is  s u r j e c t i v e ,  
t h e n  F-' i s  pseudo-Lipsch i t z  a round  (yo.xo) EGraph ( F - ' ) .  
Proof 
We apply Theorem 1.1 when X is replaced by X x Y ,  K is the 
graph of F and A is the projection from X x Y  to Y. W 
Remark: - A dual formulation. 
Since the dimension of Y is finite, assumption (1) is 
equivalent to 
A' (x ) C (x ) is dense in Y 
0 K O  
which can be translated as 
* if A' (x0) q belongs to CK (xo) - , then q = 0 . 
If F is a set-valued map from X to Y, we define the coderiva- 
tive CF (xo , yo ) *  of F at (x,~Y, ) E Graph (F) as the "transpose" 
of CF (xo,yo), from Y* to X* defined by 
p ~ c ~ ( x ~ ~ y ~ ) * ( q )  * SUP (<p,u>-<q,v>) = o . 
(u,v) E Graph CF(xo,yo) 
Therefore, in Theorem 1.3, we can replace the surjectivity 
assumption by the "dual assumption" 
2. Applications to Local Controllability 
Let us consider a set-valued map F from Eln into compact 
subsets of IRn. We associate with F the differential inclusion 
A particular case of (3) is the parametrized system (also called a 
"control system") 
where U is a given set of controls; then F is defined by 
L e t  T > 0. A f u n c t i o n  x  E w1 (0.T) (Sobolev s p a c e )  i s  c a l l e d  a  
solution of differential inclusion ( 3 )  i f  
x '  ( t )  E F ( x ( t ) )  a . e .  i n  [O,T] . 
For a  p o i n t  6 E  denote by S T ( 6 )  t h e  set  o f  s o l u t i o n s  t o  ( 3 )  
s t a r t i n g  from 5 and d e f i n e d  on t h e  t i m e  i n t e r v a l  [O,T].  The 
reachable set f o r  ( 3 )  a t  t i m e  T from 5 i s  denoted  by R ( T , S ) ,  i . e .  
The sys tem ( 3 )  i s  c a l l e d  locally controllable around 5 i f  
f o r  some t i m e  T > 0  
The purpose  of  t h i s  s e c t i o n  i s  t o  p r o v i d e  a  s u f f i c i e n t  
c o n d i t i o n  f o r  ( 5 )  when 5 i s  a n  e q u i l i b r i u m  of  F ,  i . e .  0  E F  ( 5 )  . 
W e  s h a l l  ap p l y  t h e  r e s u l t s  of  S e c t i o n l .  The set of  s o l u t i o n s  
S T ( 5 )  is  c l o s e d  i n  w l "  ( 0 ,T )  whenever Graph ( F )  i s  c l o s e d  i n  
IRnx  IRn. Consider  t h e  con t inuous  l i n e a r  o p e r a t o r  A from t h e  
Banach s pace  w1 ' ( 0  , T )  i n t o  t h e  f i n i t e  d imens iona l  space  IRn 
d e f i n e d  by 
A ( X )  = X ( T )  f o r  a l l  ~ E W " '  ( 0 . ~ 1  
Theorem 1.1 t h e n  s t a t e s  t h a t  i f  xo deno t e s  t h e  c o n s t a n t  t r a -  
n  j e c t o r y  x0 ( 0  ) 1 5 and { w ( T )  : w E C ~ T ( 5 )  (x0) ) = IR t h e n  t h e  re- 
l a t i o n  ( 5 )  h o l d s  t r u e .  
L e t  B d en o t e  t h e  c l o s e d  u n i t  b a l l  i n  IRn. W e  s ay  t h a t  a  
s e t - v a l u e d  map F i s  L i p s c h i t z i a n  ( i n  t h e  Hausdorf f  metric) on 
an  open neighborhood V of  5 i f  f o r  a  c o n s t a n t  L >  - 0  and a l l  
x , y E V  
Thanks t o  t h i s  p r o p e r t y  w e  can  compute a s u b s e t  o f  C 
Theorem 2.1. A s s u m e  t h a t  F has  a c l o s e d  g raph  and i s  L i p s c h i t z i a n  
around t h e  e q u i l i b r i u m  5. Then every  s o l u t i o n  o f  t h e  d i f f e r - .  
e n t i a l  i n c l u s i o n  
I w '  ( t )  ECF(( ,O)  w ( t )  a . e .  i n  [O,T] w ( 0 )  = 0  
be longs  t o  C S T ( 5 )  (xo)  A 
The proof  o f  t h e  l a s t  r e s u l t  i s  ba sed  on a  F i l i p p o v  
Theorem [1967] .  
W e  s ay  t h a t  t h e  i n c l u s i o n  ( 6 )  i s  controZZabZe i f  i t s  
r e a c h a b l e  set a t  some t i m e  T >  0  i s  equa l  t o  t h e  whole space .  
Theorems 1.1 and 2 . 1  t o g e t h e r  imply 
Theorem 2 . 2 .  Assume t h a t  F  h a s  a c l o s e d  g raph  and i s  L i p s c h i t z -  
i a n  around t h e  e q u i l i b r i u m  5.  The i n c l u s i o n  ( 3 )  i s  l o c a l l y  
c o n t r o l l a b l e  around 5  i f  t h e  i n c l u s i o n  ( 6 )  i s  c o n t r o l l a b l e .  A 
Remark. A c t u a l l y  t h e  i d e a  of  t h e  proof o f   heo or em 1.1 a l l ows  US 
t o  p rove  a  s t r o n g e r  r e s u l t :  W e  d eno t e  by c o  F ( 5 )  t h e  c l o s e d  
convex h u l l  o f  t h e  se t  F ( 5 ) .  
Theorem 2.3. Assume t h a t  F  has  a c l o s e d  g raph  and i s  L i p s c h i t z -  
i a n  around t h e  e q u i l i b r i u m  5. The i n c l u s i o n  ( 3 )  i s  l o c a l l y  
c o n t r o l l a b l e  around 6 i f  t h e  i n c l u s i o n  
i s  c o n t r o l l a b l e .  A 
The proof r e q u i r e s  a  ve ry  c a r e f u l  c a l c u l a t i o n  o f  v a r i a -  
t i o n s  o f  s o l u t i o n s  (see Frankowska [ I  9841 ) . 
A n eces sa r y  c o n d i t i o n  f o r  t h e  c o n t r o l l a b i l i t y  of  t h e  i n -  
c l u s i o n s  (6), ( 7 )  i s  
Dom CF ( 5 , O )  := {WE lRn : CF ( 6 , O ) w  # 8 )  = IRn 
Whenever it h o l d s  t r u e  t h e  r i g h t - h a n d  s i d e s  o f  ( 6 ) ,  ( 7 )  
are s e t - v a l u e d  maps whose g r a p h s  a r e  c l o s e d  c o n v e x  c o n e s .  
Such maps, c a l l e d  " c l o s e d  convex p r o c e s s e s " ,  are  s e t - v a l u e d  
a n a l o g u e s  o f  l i n e a r  o p e r a t o r s .  The c o n t r o l l a b i l i t y  o f  s u c h  
d i f f e r e n t i a l  i n c l u s i o n s  i s  t h e  s u b j e c t  o f  t h e  n e x t  s e c t i o n .  
F i r s t ,  w e  p r o v i d e  t h e  f o l l o w i n g  
Example. .  Using Theorem 2 . 3  o n e  c a n  o b t a i n  a c lass ica l  r e s u l t  
o n  l o c a l  c o n t r o l l a b i l i t y  o f  c o n t r o l  s y s t e m  ( 4 )  w i t h o u t  assum- 
i n g  t o o  much r e g u l a r i t y .  L e t  U b e  a compact  set  i n  lRm and l e t  
f  : IR" x  U -t IR" b e  a c o n t i n u o u s  f u n c t i o n .  Assume t h a t  f o r  some 
( 5 , j )  E B ~ X U ,  f  ( 5 . u )  = 0 and f o r  some B > 0, L >  0 and a l l  u E U ;  
x t y E  5  + BB 
1 ( *  ,6;) i s  c o n t i n u o u s  o n  5  + 38 
Theorem 2 .4 .  I f  t h e  s u b l i n e a r i z e d  d i f f e r e n t i a l  i n c l u s i o n  
is  c o n t r o l l a b l e ,  t h e n  t h e  sys t em ( 4 )  is  l o c a l l y  c o n t r o l l a b l e  
a round  5. A 
3 .  C o n t r o l l a b i l i t y  o f  Convex P r o c e s s e s  
A c o n v e t  p r o c e s s  A from lRn t o  i t s e l f  i s  a s e t - v a l u e d  map 
s a t i s f y i n g  
o r ,  e q u i v a l e n t l y ,  a s e t - v a l u e d  map whose g r a p h  i s  a convex 
cone .  Convex p r o c e s s e s  are t h e  s e t - v a l u e d  a n a l o g u e s  o f  l i n e a r  
o p e r a t o r s .  W e  s h a l l  s a y  t h a t  a convex p r o c e s s  i s  c l o s e d  i f  i t s  
g r a p h  i s  c l o s e d  and t h a t  it i s  s t r i c t  i f  i t s  domain i s  t h e  
whole s p a c e .  Convex p r o c e s s e s  were i n t r o d u c e d  and s t u d i e d  i n  
R o c k a f e l l a r  [ I  9671, [ I  9701 , [ I  9741 (see a l s o  Aubin-Ekeland 
[ 1 9 8 4 ] ) .  W e  a s s o c i a t e  w i t h  a  s t r i c t  c l o s e d  convex p r o c e s s  A 
t h e  Cauchy problem f o r  t h e  d i f f e r e n t i a l  i n c l u s i o n  
x '  ( t )  E A ( x ( t ) )  a . e .  
x ( 0 )  = 0  
W e  s a y  t h a t  t h e  d i f f e r e n t i a l  i n c l u s i o n  ( 8 )  i s  c o n t r o l l a b l e  i f  
t h e  r e a c h a b l e  s e t  
R := { x ( t )  : X E W " '  ( O f t )  i s  a  s o l u t i o n  o f  ( 8 ) ,  t - > 01 
i s  e q u a l  t o  t h e  whole s p a c e  XIn. 
A p a r t i c u l a r  c a s e  o f  ( 8 )  i s  a  l i n e a r  c o n t r o l  s y s t e m  
where U i s  an m-dimensional s p a c e  and F E L (XIn ,  XIn) , G E  L (XIm, IR") 
a r e  l i n e a r  o p e r a t o r s .  
W e  o b s e r v e  t h a t  t h e  r e a c h a b l e  set R ( T ,  0)  of  ( 8 )  a t  t i m e  T 
i s  convex.  S i n c e  0 E A ( 0 )  t h e  f a m i l y  { R ( T , o )  i s  i n c r e a s i n g .  
Moreover,  R ==U R ( T , O )  . Hence ( 8 )  i s  c o n t r o l l a b l e  i f  and o n l y  
l > O  
i f  it i s  c o n t r o l l a b l e  a t  some t i m e  T > 0 ,  i . e . 3  T > 0  s u c h  t h a t  
a )  The r a n k  c o n d i t i o n  
1 L e t  A be a  s t r i c t  c l o s e d  convex p r o c e s s .  S e t  A ( 0 )  = A(0)  
and f o r  a l l  i n t e g e r  i - > 2 se t  
Theorem 3.1 .  The d i f f e r e n t i a l  i n c l u s i o n  ( 8 )  i s  c o n t r o l l a b l e  
i f  and o n l y  i f  
for some m - > 1 ~ ~ ( 0 )  = (-A)~(O) = mn 
A 
In the case of system (9) for all x E  lRn Ax = Fx + Im G. 
Thus 
Am(0) = (-A)~(O) = Im G + F(1m GI+. . .+p-' (Im G) 
The Cayley-Hamilton theorem then implies the Kalman r a n k  c o n d i -  
t i o n  for the controllability of the linear system (9): 
Theorem 3.1 is a consequence of the following 
b) "Eigenvalue" criterion for controllability 
We say that a subspace P of lRn is i n v a r i a n t  under a strict 
closed convex process A if A(P) CP. 
A real number X is called an eigenvalue of A if Im(A-XI)# 
# lRn, where I denotes the identity operator. 
Theorem 3.2. The differential inclusion ( 8 )  is controllable if 
and only if A has neither a proper invariant subspace nor eigen- 
values. A 
It is more convenient to write the above criterion in a 
" d u a l  form": 
c! "Eiaenvector" criterion for controllabilitv 
The convex processes can be transposed as linear operators. 
Let A be a convex process; we define its t r a n s p o s e  A* by 
PEA* (q) V(x,y) E Graph A, <p,x> - c cq,y> 
It can easily be shown that X is an eigenvalue of A if and 
1 
only if for some qEIm(A-XI) , q # 0 
We call such a vector q # 0 an eigenvector of A*. Theorem 3.2 
is then equivalent to 
Theorem 3.3. The differential inclusion (8) is controllable if 
and only if A* has neither a proper invariant subspace nor eigen- 
vectors. A 
The proof of Theorem 3.3 is based on a separation theorem 
and the KY-FAN coincidence theorem [I 9721 . (See Aubin- 
Frankowska-Olech [ 19851 ) . 
Examples: a) Let F be a linear operator from nn to itself. L 
be a closed convex cone of controls and A be the strict closed 
convex process defined by 
Then its transpose is equal to 
When L = {O),.i.e., when A = F ,  we deduce that A*=F*, so that 
transposition of convex processes is a legitimate extension of 
transposition of linear operators. 
Consider the control system 
(x' = Ax+u, u E L  
(10) 
Corollary 3.4. 
The following conditions are equivalent. 
a) the system (1 0 )  is co~trollable 
b) For soin2 m 31 L+F(L)+.. .+F'"(L)= 
m m L -  F(L)+. . .+(-I) F (L) = IRn (see Korobov [1980]). 
c) F has neither a proper invariant subspace containing L 
nor an eigenvalue h satisfying Irn(F-XI) + L  # IR" . 
d) F* has neither a proper invariant subspace contained in 
+ L+ nor an eigenvector in L . 
n- 1 
e) the subspace spanned by L, F(L),. ..,F (L) is equal 
+ to IRn and F* has no eigenvector in L (see Brammer 
[1972]) A 
b) Consider the control system with feedback in JR': 
Set F(x,y) = i(xv+y+u+xu, -x+w):(u,w,v) EUXUXV(X)) . 
Then 0 E F(0) , i.e. zero is a point of equilibrium. Direct 
computation gives 
Set ~(x,y) = CF(O,O) (x,y). Then 
2 A' (0) = IR+ x IR; (-A) (0) = IRx IR- 
Thus by Theorem 2.2 and 3.1 the control system (1 1 ) is locally 
controllable around zero. 
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