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We present the analysis of the interrelation between two processes accounting for the spreading of an epi-
demics, and the information awareness to prevent its infection, on top of multiplex networks. This scenario
is representative of an epidemic process spreading on a network of persistent real contacts, and a cyclic in-
formation awareness process diffusing in the network of virtual social contacts between the same individuals.
The topology corresponds to a multiplex network where two diffusive processes are interacting affecting each
other. The analysis using a Microscopic Markov Chain Approach (MMCA) reveals the phase diagram of the
incidence of the epidemics and allows to capture the evolution of the epidemic threshold depending on the
topological structure of the multiplex and the interrelation with the awareness process. Interestingly, the critical
point for the onset of the epidemics has a critical value (meta-critical point) defined by the awareness dynamics
and the topology of the virtual network, from which the onset increases and the epidemics incidence decreases.
PACS numbers: 89.65.-s, 89.75.Fb, 89.75.Hc
Real complex systems are often composed of several layers
of networks interrelated with each other; when the actors in
these different layers of networks are the same we call them
multiplex networks. The understanding of the emergent phys-
ical phenomena on multiplex networks is gaining much at-
tention [1–8] as a particular case of interdependent networks
[9, 10]. In particular, multiplex networks represent the nat-
ural way to describe social interactions that occur at differ-
ent contexts or in different categories. For example, people
have a series of persistent contacts in the day life with fam-
ily, friends and coworkers that form the network of physical
contacts, while at the same time, the same actors are con-
nected using online social networks with the previous men-
tioned contacts and also probably with others. These different
layers can support different dynamical processes, e.g. in on-
line social networks actors exchange information in any form,
while in the physical network actors exchange also biological
elements that can carry on diseases.
The described scenario is a good proxy to analyze the inter-
play between information spreading of the awareness to a cer-
tain epidemics, and the epidemic infection itself, in a certain
networked population. The importance of understanding this
interplay relies on the consequences the awareness can have
on the outbreak of the epidemics and its incidence. Several
works addressed the problem from different perspectives [11–
16] considering, for example, the risk perception, behavioral
changes, or competing viral agents.
In this letter, we propose the use of the Microscopic Markov
Chain Approach (MMCA) [17–19] to understand the inter-
play between an epidemic spreading process, and a cyclic
spreading of awareness process in quenched multiplex net-
works. The multiplex corresponds to a two layer network,
one where the dynamics of the awareness evolves and another
where the epidemic process spreads. The approximation using
MMCA has an accuracy up to 2.5% error for the prediction
of the epidemic threshold and epidemic incidence. The er-
ror has been computed comparing with extensive Monte Carlo
simulations of the same system. This setup is an abstraction
FIG. 1: (color online) Sketch of the multiplex structure type used in
this work. The upper layer (virtual contact) is supporting the spread-
ing of awareness, nodes have two possible states: unaware (U) or
aware (A). The lower layer (physical contact) corresponds to the net-
work where the epidemic spreading takes place. The nodes are the
same actors than in the upper layer, but here their state can be: sus-
ceptible (S) or infected (I).
for those epidemics that satisfy the dynamics of susceptible-
infected-susceptible processes (SIS) coexisting with a cyclic
process of awareness spreading satisfying the cycle unaware-
aware-unaware (UAU). It could represent the interrelated dy-
namics of those epidemics like influenza, with a marked sea-
sonal character, and the word of mouth of aware individuals
advising their social acquaintances to take a flu-shot. Note
that here we are not considering the effect of the media on the
vaccination campaign.
Let us start by defining the specific setup we analyze. We
use a multiplex, see Fig. 1, with different connectivity at each
layer, corresponding to the layer of physical persistent social
contacts (those that can infect you), and to the layer of vir-
tual contacts (those that communicate with you but are not
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FIG. 2: Transition probability trees for the states of the UAU-SIS dynamics in the multiplex per time step. The notation is: (AI) aware-infected,
(AS) aware-susceptible, (UI) unaware-infected, (US) unaware-susceptible, δ transition probability from aware to unaware, µ transition proba-
bility from infected to susceptible, ri transition probability from unaware to aware given by neighbors, qAi transition probability from suscep-
tible to infected, if node is aware, given by neighbors, and qUi transition probability from susceptible to infected, if node is unaware, given by
neighbors.
necessarily in physical contact, e.g. Facebook friends, etc.).
Note that we are not using a framework of general interde-
pendent networks, because the actors in both layers are the
same. However, as observed in interdependent networks [20]
the interrelation between two different structures is responsi-
ble for the emergence of new physical effects on the epidemic
onset and prevalence of the epidemics.
On top of the virtual network where the UAU process takes
place, nodes spread the awareness of the epidemics. The states
in this process are unaware (U), and aware (A) of the existence
of the epidemics and its prevention. Unaware individuals do
not have information about how to prevent infection, while
aware individuals reduce their risk to be infected. Awareness
can come from two sources, the communication with aware
neighbors (becoming aware with a probability λ) or because
the individual is already infected. Since the awareness corre-
sponds to cycles parallel to the seasonality of the epidemics,
there is a certain probability of an individual to forget the
awareness or not to care about it, and become again, at all
effects, unaware (with a probability δ).
In the physical layer, the nodes are susceptible (S) or in-
fected (I). The infection propagates from certain infected in-
dividuals to their neighbors with a probability β, and infected
nodes eventually recover with probability µ. After an indi-
vidual gets infected it is automatically aware of the infection
and changes its state in the virtual contact layer. On the other
hand, if an individual is aware in the virtual layer and is sus-
ceptible in the physical layer, it reduces its own infectivity by
a factor γ. We distinguish between the original unaware in-
fectivity βU and the subsequent infectivity after being aware
of the infection βA = γβU . In the particular case of γ = 0,
the aware individuals are completely immune to the infection.
According to this scheme, an individual can be in three dif-
ferent states: unaware and susceptible (US), aware and sus-
ceptible (AS) or aware and infected (AI). Note that the state
unaware and infected (UI) is spurious because according the
definition of the dynamical process stated it becomes immedi-
ately (AI). We propose the use of probability trees to reveal the
possible states of the nodes and their transitions, see scheme
in Fig. 2. The MMCA equations for the coupled dynamics
in the multiplex are derived using the total probability of the
different states according to Fig. 2.
Let us denote aij and bij the adjacency matrices that sup-
port the UAU and the SIS processes, respectively. Every node
i has a certain probability of being in one of the three states at
time t, denoted by pAIi (t), p
AS
i (t), and p
US
i (t) respectively. As-
suming the absence of dynamical correlations [21], the transi-
tion probabilities for node i not being informed by any neigh-
bors ri(t), not being infected by any neighbors if i was aware
qAi (t), and not being infected by any neighbors if i was un-
aware qUi (t) are
ri(t) =
∏
j
(1− ajipAj (t)λ)
qAi (t) =
∏
j
(1− bjipAIj (t)βA)
qUi (t) =
∏
j
(1− bjipAIj (t)βU) (1)
where pAj = p
AI
j +p
AS
j . Using Eqs. 1 and the scheme presented
in Fig. 2 we can develop the Microscopic Markov Chains for
the coupled processes for each node i as
3pUSi (t+ 1) = p
AI
i (t)δµ+ p
US
i (t)ri(t)q
U
i (t) + p
AS
i δq
U
i (t) (2)
pASi (t+ 1) = p
AI
i (t)(1− δ)µ+ pUSi (1− ri(t))qAi (t) + pASi (t)(1− δ)qAi (t)
pAIi (t+ 1) = p
AI
i (t)(1− µ) + pUSi
[
(1− ri(t))(1− qAi (t)) + ri(t)(1− qUi (t))
]
+ pASi (t)
[
δ(1− qUi (t)) + (1− δ)(1− qAi (t))
]
The stationary solution of the system of Eqs. 2 is com-
puted as a set of fixed point equations satisfying pAIi (t+ 1) =
pAIi (t) = p
AI
i and equivalently for (US) and (AS). Using sta-
tionarity we are now in the position of computing the onset
of the epidemics βc. Near the critical point the MMCA can
be expanded assuming that the probability of nodes to be in-
fected in the physical layer is pAIi = i  1. Consequently,
qAi ≈ 1 − βA
∑
j bjij and q
U
i ≈ 1 − βU
∑
j bjij . Inserting
this in Eqs. 2 we obtain
pUSi = p
US
i ri + p
AS
i δ (3)
pASi = p
US
i (1− ri) + pASi (1− δ)
µi =
(
pASi β
A + pUSi β
U)∑
j
bjij
and therefore∑
j
[(
1− (1− γ)pAi
)
bji − µ
βU
δji
]
j = 0 (4)
where δij are the elements of the identity matrix. Note that the
solution of Eq. (4) reduces to an eigenvalue problem for the
matrix H whose elements are hji = (1− (1− γ)pAi )bji. The
onset of the epidemics is the minimum value of βU satisfying
Eq. (4). Denoting Λmax(H) the largest eigenvalue of H , the
critical point is written as
βUc =
µ
Λmax(H)
(5)
Note that βc depends explicitly on the dynamics on the vir-
tual layer, in particular of the values of pAi . Interestingly, if
we consider the critical value λc = δ/Λmax(A) of the on-
set of awareness when decoupled from the infection, i.e. as
a simple spreading process on the virtual layer with no inter-
action with the physical layer, then for λ < λc Eq. (5) re-
duces to βc = µ/Λmax(B), and the onset of the epidemics, is
obviously independent of the awareness. The point (λc, βc)
defines a sort of meta-critical point for the epidemic spread-
ing. It is worth mentioning that this point could be a tricritical
point because even though there are only two different phases
in the steady state, those corresponding to the classical SIS,
in the transient, for certain values of beta, there is an initial
amplification of the number of infectious nodes. Later on, the
awareness level increases and the infection level goes back
down towards extinction. For values of λ > λc the onset
of the epidemics depends on the structure of the virtual layer
and the dynamics of the awareness. Specifically, it depends
on the stationary values of the probabilities pAi of the virtual
FIG. 3: (color online) Top: comparison of the stationary fraction of
aware individuals ρA = 1
N
∑
i p
A
i using Monte Carlo (dotted line)
simulations and the MMCA approach (solid line) as a function of the
infectivity β for a fixed value of λ = 0.15. Bottom: comparison
of the stationary fraction of infected individuals ρI = 1
N
∑
i p
I
i us-
ing Monte Carlo (dotted line) simulations and the MMCA approach
(solid line) as a function of the infectivity β. The initial fraction of
infected nodes is set to 0.2. The multiplex structure is, in this case:
i) physical layer, a scale-free network of 1000 nodes generated with
the configurational model, and with exponent 2.5, ii) virtual layer, the
same network than in the physical layer but with 400 extra random
links (non-overlapping with previous). The values for the recovery
probabilities are δ = 0.6, and µ = 0.4.
layer, decoupled from the multiplex. These values are found
by solving the fixed point equations of the virtual layer only.
We crosscheck our analytical results with extensive com-
puter simulations of the coupled dynamics UAU-SIS in dif-
ferent configurations of multiplex. For the sake of simplicity,
we will present the results for γ = 0, meaning that βA = 0
(and henceforth qAi = 1, and β
U = β).This corresponds to
complete immunity of nodes aware of the infection, although
the calculation is identical for any other different value of γ.
In Fig. 3 we plot the comparison of MMCA with Monte
Carlo simulations, for a quenched multiplex of two layers, in
the physical layer we build a power-law degree distribution
network generated with the configurational model with ex-
ponent 2.5 of 1000 nodes, and in the virtual layer the same
network with 400 extra random links (non-overlapping with
previous). Note that the MMCA approach is specially suited
for quenched networks, and then it is not necessary to assess
the validity of the approximation in the thermodynamic limit
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FIG. 4: (color online) Comparison between Monte Carlo and MMCA
for the fraction ρI of infected individuals in the stationary state (col-
ors represent the fraction of infected individuals). Top, full phase
diagram λ − β for the same multiplex described in Fig. 3 obtained
by averaging 50 Monte Carlo simulations for each point in the grid
100 × 100. Bottom, same for the MMCA. The relative error for the
full phase diagram is ≈ 1.6%.
[18, 19]. The average accuracy of the approximation is∼ 2%.
We use this multiplex as a representation of a structure that
could account for a realistic scenario, where all the connec-
tions in the physical layer are also present in the virtual net-
work, and the virtual network has additional links. Never-
theless, we have explored different multiplex for the sake of
completion, and in all of them, the qualitative behavior is the
same (see Supplemental Material).
We have also explored the full phase diagram (λ − β) of
the dynamics UAU-SIS for the same multiplex as before, see
Fig. 4. We represent the fraction of infected individuals in the
whole population, in the stationary state, ρI . The agreement
is very good for the full phase space, being the relative error
less than 2.5% in all the multiplex configurations explored,
e.g. composing random homogeneous networks (Erdo˝s-Re´nyi
networks) and heterogeneous networks (scale-free networks),
for different values of the parameters (see Supplemental ma-
FIG. 5: (color online) Dependence of the onset of the epidemics βc
as a function of λ computed using Eq. (5), for different values of
the recovery δ and µ, for the same multiplex described in Fig. 3.
The shaded rectangle corresponds to the area where the meta-critical
points may be, which are bounded by the topological characteristics
of the multiplex 1/Λmax(A) and 1/Λmax(B).
terial).
Finally, we plot the prediction of the critical epidemic
threshold line βc(λ) given by Eq. (5) for different values of
the recoveries δ and µ, Fig. 5. Note that there exists a region
where the meta-critical point is localized, corresponding to the
area bounded by [0, 1/Λmax(A)] × [0, 1/Λmax(B)]. Looking
at the curves in Fig. 5 we observe that initially the epidemic
threshold does not depend on the awareness. At a certain point
λc, what we call the meta-critical point, the epidemics is de-
layed and contained. This last effect will be observed for any
value (λ, β) outside the shaded area.
Summarizing, we have analyzed a coupled dynamical pro-
cess of awareness and infection on top of multiplex networks.
The results show that the coexistence of different topolo-
gies spreading antagonistic effects raises interesting physical
phenomena, as for example the emergence of a meta-critical
point, where the diffusion of awareness is able to control the
onset of the epidemics. Given the specific nature of the aware-
ness spreading proposed here, equivalent to a SIS process,
the results are also valid to describe two competing infec-
tious strains coexisting in a multiplex structure, the only dif-
ference being if the strains reinforce or weaken each other.
The genuine mechanism underlying the emergence of the de-
pendence of the onset of the epidemics on the diffusion of
the awareness is rooted to the cyclic character of both cou-
pled processes. If one of the processes is not cyclic δ = 0 or
µ = 0 this dependence disappears. The high accuracy of the
MMCA is specially useful in this scenario of coupled dynam-
ics in quenched networks, where heterogeneous mean-field
approximations for binary states, or in general approximations
for annealed networks [22–24] could be difficult to define be-
cause of the structure of the multiplex, where the degree-class
is multivalued. The results provide clues to quantify the effect
5of the word of mouth, for example using Facebook, or twitter,
in campaigns against seasonal diseases, and its power in pre-
vention the epidemics, decrease its incidence, or eventually
eradicate it.
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6FIG. 6: (color online) Dependence of the onset of the epidemics βc as a function of λ computed using Eq.(5) of main text, for different values
of the recovery δ and µ, for a multiplex formed by: physical layer, a scale-free network of 1000 nodes with degree distribution P (k) ∼ k−2.5,
and virtual layer, same scale-free network with 400 extra (non-overlapping) random links. The shaded rectangle corresponds to the area where
the meta-critical points may be, which are bounded by the topological characteristics of the multiplex 1/Λmax(A) and 1/Λmax(B).
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FIG. 7: (color online) Comparison between Monte Carlo and MMCA for the fraction ρI of infected individuals in the stationary state.
Multiplex formed by: virtual layer, Erdo¨s-Re´nyi network of 1000 nodes with 〈k〉 = 8, and physical layer, a scale-free network of 1000 nodes
with degree distribution P (k) ∼ k−2.5. Full 100× 100 λ−β phase diagram. MC values are averages over 50 simulations, and initial fraction
of infected nodes is 20%. The relative errors between MC and MMCA are: 0.9%, 1.0%, and 1.2%, respectively.
8MC, δ = 0.4, µ = 0.6 MMCA, δ = 0.4, µ = 0.6
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
`
h
 
 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
`
h
 
 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
MC, δ = 0.5, µ = 0.5 MMCA, δ = 0.5, µ = 0.5
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
`
h
 
 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
`
h
 
 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
MC, δ = 0.6, µ = 0.4 MMCA, δ = 0.6, µ = 0.4
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
`
h
 
 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
`
h
 
 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
FIG. 8: (color online) Comparison between Monte Carlo and MMCA for the fraction ρI of infected individuals in the stationary state. Multiplex
formed by: virtual layer, a scale-free network of 1000 nodes with degree distribution P (k) ∼ k−2.5, and physical layer, Erdo¨s-Re´nyi network
of 1000 nodes with 〈k〉 = 8. Full 100×100 λ−β phase diagram. MC values are averages over 50 simulations, and initial fraction of infected
nodes is 20%. The relative errors between MC and MMCA are: 0.4%, 0.4%, and 0.4%, respectively.
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FIG. 9: (color online) Comparison between Monte Carlo and MMCA for the fraction ρI of infected individuals in the stationary state.
Multiplex formed by: physical layer, a scale-free network of 1000 nodes with degree distribution P (k) ∼ k−2.5, and virtual layer, same scale-
free network with 400 extra (non-overlapping) random links. Full 100×100 λ−β phase diagram. MC values are averages over 50 simulations,
and initial fraction of infected nodes is 20%. The relative errors between MC and MMCA are: 1.2%, 1.5%, and 1.6%, respectively.
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FIG. 10: (color online) Comparison between Monte Carlo and MMCA for the fraction ρI of infected individuals in the stationary state.
Multiplex formed by: virtual layer, a scale-free network of 1000 nodes with degree distribution P (k) ∼ k−2.5, and physical layer, a scale-
free network of 1000 nodes with degree distribution P (k) ∼ k−3.0. Full 100 × 100 λ − β phase diagram. MC values are averages over
50 simulations, and initial fraction of infected nodes is 20%. The relative errors between MC and MMCA are: 1.9%, 2.3%, and 2.5%,
respectively.
