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λµ-calcul et dualite´ : appel par nom et appel par valeur
Je´roˆme ROCHETEAU
Re´sume´
L’extension a` la logique classique de la correspondance de Curry-Howard permet d’envisager deux
re´ductions de´terministes qui correspondent, pour la premie`re, a` une re´duction avec appel par nom et,
pour la seconde, a` une re´duction avec appel par valeur. On e´tudie cette dualite´, d’une part a` travers le
λµ-calcul dont les re´ductions reposent sur la distinction fonction/argument de la de´duction naturelle,
et d’autre part a` travers le λ¯µµ˜-calcul dont les re´ductions reposent sur une syme´trie gauche/droite
du calcul des se´quents. On montre des the´ore`mes de simulation entre le λµ-calcul et le λ¯µµ˜-calcul qui
respectent le me´canisme d’e´valuation (cbn/cbv).
Introduction
Les syste`mes cle´s de la logique classique en the´orie de la de´monstration sont les syste`mes NK et LK
de Gentzen. La diffe´rence entre ces syste`mes est qu’on effectue, dans NK, uniquement des ope´rations dans
le conse´quent tandis que dans LK on effectue des ope´rations dans le conse´quent et dans l’ante´ce´dent. Ces
deux syste`mes ont chacun un λ-calcul associe´. Il s’agit du λµ-calcul pour NK et du λ¯µµ˜-calcul pour LK. La
formation des termes du λµ-calcul correspond aux re`gles de de´duction dans NK et les re`gles de re´duction
du λµ-calcul correspondent a` la normalisation dans NK. Le λ¯µµ˜-calcul, lui aussi, peut eˆtre vu comme une
de´coration de LK par des termes. La formation de ces termes correspond aux re`gles de de´monstration
dans LK et ces re`gles de re´duction correspondent a` la normalisation dans LK. NK et LK sont e´quivalents
du point de vue des the´ore`mes de´ductibles dans ces deux syste`mes. Il existe un isomorphisme entre les
de´monstrations dans NK et les de´rivations du λµ-calcul type´ (cf. [3]) et il existe un isomorphisme entre
les de´monstrations dans LK et les de´rivations du λ¯µµ˜-calcul type´ (cf. [1]). Il reste a` montrer l’e´quivalence
entre le λµ-calcul non type´ et le λ¯µµ˜-calcul non type´. Curien et Herbelin ont montre´ que le λ¯µµ˜-calcul
non type´ simule le λµ-calcul non type´. On prolonge leur travail afin de montrer que le λµ-calcul simule en
retour le λ¯µµ˜-calcul.
On ne travaille pas d’emble´e au niveau des calculs type´s, on e´tudie, dans un premier temps, ces calculs
dans le cas non type´ et pour un me´canisme d’e´valuation non dirige´, e´tude qu’on e´tend, dans un second
temps, toujours aux cas non type´s mais pour des me´canismes d’e´valuation en appel par nom et en appel
par valeur ; et, dans un troisie`me temps, on aborde les calculs type´s.
Ces deux me´canismes d’e´valuation ont pour but de rendre de´terministes les λµ et λ¯µµ˜-calculs qui ne
le sont pas. L’e´valuation en appel par nom consiste en quelque sorte, dans les λ-calculs de la forme de
la de´duction naturelle, a` appliquer une fonction e´value´e a` un argument. L’e´valuation en appel par valeur
consiste, quant a` elle, a` appliquer une fonction e´value´e a` un argument lui-meˆme e´value´. Ces repe`res de
fonction et d’argument disparaissent pour des λ-calculs du style du calcul des se´quents qui se basent sur
une syme´trie gauche/droite. On montre l’e´quivalence calculatoire entre les λµ et λ¯µµ˜-calculs non type´s et
non dirige´s, ainsi que pour leurs me´canismes d’e´valuation cbn/cbv.
Dans la section 1, on expose le λµ-calcul de´fini par Parigot dans [3] – ainsi que ses projections cbn/cbv,
la projection cbn e´tudie´e par Parigot, la projection cbv sugge´re´e par Parigot et reprise par Currien et
Herbelin – auquel on ajoute les λµ-contextes afin de faciliter la comparaison avec le λ¯µµ˜-calcul de Curien
et Herbelin (cf. [1]) qu’on pre´sente section 2 (les projections cbn/cbv e´tant aussi de´finies dans [1]). La
section 3 est consacre´e a` la de´finition des traductions entre le λµ-calcul et le λ¯µµ˜-calcul. On reprend la
traduction du λµ-calcul dans le λ¯µµ˜-calcul due a` Curien et Herbelin et on de´finit une traduction du λ¯µµ˜-
calcul dans le λµ-calcul. On montre, dans la section 4, que les compositions des traductions sont l’identite´
sur leurs domaines respectifs (en re´alite´ on montre qu’elle le sont a` peu de choses pre`s). On termine, dans
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la section 5, par des the´ore`mes de simulation dans le cas d’e´valuation non dirige´e dont on de´duit facilement
les cas restreints cbn et cbv.
1 Le λµ-calcul
Le λµ-calcul a e´te´ de´fini dans [3] pour e´tendre la correspondance de Curry-Howard a` la logique classique.
Le λµ-calcul correspond au syste`me de de´duction naturelle NK. On pre´sente le λµ-calcul non type´ – le
langage des termes et les re`gles de re´duction – et on de´finit les re´ductions cbn/cbv. Le syste`me de typage
pour le syste`me des types simples est ensuite expose´. La nouveaute´ consiste dans la de´finition des λµ-
contextes et des re`gles de typage pour ces contextes. On introduit cet objet dans le but d’e´tudier la
traduction de LK vers NK a` travers un langage de termes et les contextes permettent d’exprimer a` quoi
correspondent les λ¯µµ˜-environnements au sein du λµ-calcul.
1.1 Le λµ-calcul non type´
De´finition 1 (la λµ-syntaxe). Soient un ensemble de λ-variables {x, y, z, . . .}, un ensemble de µ-variables
{α, β, γ, . . .} et les symboles λ, µ, (, ), [ et ]. On de´finit trois cate´gories d’objets syntaxiques, les λµ-termes,
les λµ-valeurs et λµ-les commandes :
t ::= V | (t)t | µα.c V ::= x | λx.t c ::= [α]t
λ et µ sont des lieurs. On conside`re les λµ-termes a` renommage des variables lie´es pre`s.
De´finition 2 (les λµ-re´ductions). On pre´sente les re`gles de re´duction du λµ-calcul qui correspondent
a` la normalisation dans NK :
(λx.u)v →1β u[x← v]
(µα.c)t→1µ µα.c[[α]u← [α](u)t]
(t)µα.c→1µ′ µα.c[[α]u← [α](t)u]
[β]µα.c→1ρ c[α← β]
µα.[α]t→1θ t si α n’est pas libre dans t.
Parmi ces re´ductions, on distingue les re´ductions line´aires qui corespondent dans NK a` des coupures-
axiomes. Les ρ et θ-re´ductions sont line´aires car elles correspondent a` l’identite´ dans NK. La β-re´duction –
(λx.u)y – dont l’argument est une variable correspond a` une coupure-axiome. La β-re´duction – (λx.u)v –
dont la variable x n’a qu’une seule occurence libre dans le terme u est elle-meˆme line´aire. On de´signe par
;
1
γ une e´tape de re´duction line´aire, par ;γ la cloˆture reflexive et transitive de ;
1
γ et par ; la re´union
des ;γ , pour γ = β, ρ, θ. On de´signe par→γ la cloˆture reflexive et transitive de →
1
γ pour γ = β, µ, µ
′, ρ, θ.
On de´signe par → (resp. ;) la re´union des re´ductions (resp. des re´ductions line´aires).
Ce syste`me de re´duction n’est pas de´terministe parce qu’il existe des paires critiques non confluentes :
(λx.t)µα.c et (µβ.c′)µα.c. Par exemple,
(µδ.[α]x)µδ.[β]y →1µ µδ.[α]x
et
(µδ.[α]x)µδ.[β]y →1µ′ µδ.[β]y
or ce sont deux formes normales distinctes.
De´finition 3 (λµ-re´duction avec appel par nom). On appelle λµ-re´duction avec appel par nom,
ou λµ-cbn, la re´duction →n = → \ →µ′ . Cette re´duction est de´terministe : la premie`re paire critique
(λx.t)µα.c se re´duit en t[x ← µα.c] et la seconde (µβ.c′)µα.c se re´duit en µβ.c′[[β]u ← [β](u)µα.c] parce
qu’on n’effectue aucune µ′-re´duction. La re´duction →n est confluente (cf. [3]).
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De´finition 4 (λµ-re´duction avec appel par valeur). On de´finit deux restrictions des β et µ-re´duc-
tions :
(λx.t)V →1βV t[x← V ]
(µα.c)V →1µV µα.c[[α]u← [α](u)V ]
On appelle λµ-re´duction avec appel par valeur, ou λµ-cbv, la re´duction →v = →βV ∪ →µV ∪ →µ′ ∪ →ρ
∪ →θ. Cette re´duction est de´terministe : la premie`re paire critique (λx.t)µα.c se re´duit en µα.c[[α]u ←
[α](λx.t)u] et la seconde (µβ.c′)µα.c se re´duit en µα.c[[α]u ← [α](µβ.c′)u] parce que µα.c n’est pas une
valeur. Cette de´finition de la re´duction cbv correspond a` la normalisation des preuves dans NK. Mais il y
a une autre fac¸on de de´finir la λµ-cbv, celle de Ong et Stewart dans [2]. Leur de´finition de la µ-re´duction
ne subit pas de restriction, c’est la µ′ qu’on restreint aux cas ou` le terme en position de fonction est une
valeur :
(V )µα.c→1µ′
V
µα.c[[α]u← [α](V )u]
Ainsi, la λµ-cbv de Ong et Stewart est →βV ∪ →µ ∪ →µ′V . Ces deux de´finitions ne conduisent pas aux
meˆmes formes normales. Pour s’en convaincre, il suffit de conside´rer la paire (µδ.c)µδ.c ′, avec δ /∈ c et
δ /∈ c′, qui se re´duit en cbv par la premie`re de´finition en µδ.c ′ et par la seconde en µδ.c. La re´duction
→v de´finie par Ong et Sewart est confluente (cf. [2]). La proprie´te´ de Church-Rosser n’est, quant a` elle,
pas prouve´e pour la λµ-cbv telle qu’on l’a de´finie. Cependant, comme on prolonge l’article de Curien et
Herbelin qui se base le premie`re de´finition de la λµ-cbv, on re´utilise cette de´finition.
1.2 Le λµ-calcul simplement type´
Si l’on se contente d’un syste`me de types simples, c’est qu’il est, d’une part, inte´ressant en lui-meˆme
et qu’il est, d’autre part, aise´ d’envisager des extensions avec la quantification du premier ou du deuxie`me
ordre puisque les traductions sont de´finies dans le cas pur.
De´finition 5 (les λµ-types simples). On conside`re un ensemble de variables de types {X, Y, Z, . . .}.
Les types simples sont : A ::= X | A→ A.
De´finition 6 (les λµ-se´quents). On de´finit deux formes de se´quents :
Γ ` t : A | ∆ c : (Γ ` ∆)
ou` t est un terme, c une commande, A un type, Γ est une application de domaine fini des λ-variables dans
les types et ∆ est une application de domaine fini des µ-variables dans les types.
De´finition 7 (le λµ-calcul simplement type´). Les re`gles de typage pour le λµ-calcul simplement type´
sont :
x : A ` x : A |
Γ ` t : B | ∆
Γ \ {x : A} ` λx.t : A→ B | ∆
Γ ` u : A→ B | ∆ Γ′ ` v : A | ∆′
(∗)
Γ, Γ′ ` (u)v : B | ∆, ∆′
Γ ` t : A | ∆
(∗)
[α]t : (Γ ` ∆, α : A)
c : (Γ ` ∆)
Γ ` µα.c : A | ∆ \ {α : A}
La restriction (∗) impose que les contextes Γ et Γ′ (resp. ∆ et ∆′) soient compatibles, c’est-a`-dire que pour
tout x ∈ dom(Γ) ∩ dom(Γ′), Γ(x) = Γ′(x) (resp. pour tout α ∈ dom(∆) ∩ dom(∆′), ∆(α) = ∆′(α)). On
de´finit alors Γ, Γ′ comme l’union des applications.
Si l’on oublie les λµ-termes dans les re`gles de typage, le syste`me obtenu correspond a` NK. A` titre
d’exemple, on pre´sente une de´rivation de la loi de Peirce dans NK et dans le syste`me des types simples :
(A→ B)→ A ` (A→ B)→ A
A ` A
A ` B, A
` A→ B, A
(A→ B)→ A ` A, A
(A→ B)→ A ` A
` ((A→ B)→ A)→ A
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y : (A→ B)→ A ` y : (A→ B)→ A |
x : A ` x : A |
[α]x : (x : A ` α : A)
x : A ` µδ.[α]x : B | α : A
` λx.µδ.[α]x : A→ B | α : A
y : (A→ B)→ A ` (y)λx.µδ.[α]x : A | α : A
[α](y)λx.µδ.[α]x : (y : (A→ B)→ A ` α : A)
y : (A→ B)→ A ` µα.[α](y)λx.µδ.[α]x : A |
` λy.µα.[α](y)λx.µδ.[α]x : ((A→ B)→ A)→ A |
1.3 Les λµ-contextes
On introduit les λµ-contextes pour permettre de relier les λ¯µµ˜-environnements a` une cate´gorie syn-
taxique du λµ-calcul. On donne aussi des re`gles de typage de ces λµ-contextes pour e´tendre ce rapport
des calculs purs aux calculs type´s. Ceux-ci correpondent aux calculs que l’on peut faire dans l’ante´ce´dant
des λµ et λ¯µµ˜-calculs type´s. Ainsi, si les λ¯µµ˜-environnements appartiennent naturellement a` la syntaxe du
λ¯µµ˜-calcul, les λµ-contextes ne sont pas ne´ce´ssaires au λµ-calcul. C’est pourquoi on les pre´sente se´pare´ment
des λµ-termes et commandes.
De´finition 8 (λµ-contextes). On de´finit les λµ-contextes, h ::= [α]{} | [β](t){} | h{({})t}.
De´finition 9. Soient h un λµ-contexte et t un λµ-terme. On de´finit la λµ-commande h{t} :
h{t} =


[α]t si h = [α]{}
[β](u)t si h = [β](u){}
h′{(t)u} si h = h′{({})u}
De´finition 10 (se´quents pour les λµ-contextes). On de´finit une nouvelle forme de se´quent pour les
λµ-contextes : Γ | h : A ` ∆ ou` h est un λµ-contexte, Γ une application de domaine fini des λ-variables
dans les types et ou` ∆ est une application de domaine fini des µ-variables dans les types.
De´finition 11 (re`gles de typage pour les λµ-contextes). On de´finit des re`gles de typage pour les
λµ-contextes :
| [α]{} : A ` α : A
Γ ` t : (A→ B) | ∆
(∗)
Γ | [β](t){} : A ` ∆, β : B
Γ ` t : A | ∆ Γ′ | h : B ` ∆′
(∗)
Γ, Γ′ | h{({})t} : (A→ B) ` ∆, ∆′
La condition (∗) est la meˆme que pour les re`gles de typage du λµ-calcul simplement type´, c’est-a`-dire
que les applications Γ et Γ′ (resp. ∆ et ∆′) doivent eˆtre compatibles (cf. de´finition 7).
Lemme 1. On a, dans le λµ-calcul simplement type´, la re`gle de´rivable :
Γ ` t : B | ∆ Γ′ | h : A ` ∆′
h{t} : (Γ, Γ′ ` ∆, ∆′)
De´monstration. On raisonne par induction sur h.
– si h = [α]{} alors h{t} = [α]t, et
Γ ` t : B | ∆
[α]t : (Γ ` ∆, α : A)
– si h = [β](u){} alors h{t} = [β](u)t, et
Γ ` u : (A→ B) | ∆ Γ′ ` t : A | ∆′
Γ, Γ′ ` (u)t : B | ∆, ∆′
[β](u)t : (Γ, Γ′ ` ∆, ∆′, β : B)
– si h = h′{({})u} alors h{t} = h′{(t)u} et
Γ ` t : (A→ B) | ∆ Γ′ ` u : A | ∆′
Γ, Γ′ ` (t)u : B | ∆, ∆′ Γ′′ | h′ : B ` ∆′′
hyp. rec.
h′{(t)u} : (Γ, Γ′, Γ′′ ` ∆, ∆′, ∆′′)
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2 Le λ¯µµ˜-calcul
Le λ¯µµ˜-calcul a e´te´ de´fini dans [1] afin de comple´ter l’e´tude des relations entre NK et LK au sein d’un
langage de termes. En effet, le λ¯µµ˜-calcul est a` LK ce que le λµ-calcul est a` NK. Les re´ductions du λ¯µµ˜-
calcul correspondent a` la normalisation dans LK. En revanche, pour de´finir ce que sont les λ¯µµ˜-re´ductions
avec appel par nom et avec appel par valeur, il faut restreindre la syntaxe du λ¯µµ˜-calcul. C’est ce qu’on
fait avec le λ¯µµ˜T-calcul et le λ¯µµ˜Q-calcul, le λ¯µµ˜T-calcul permettant de de´finir la λ¯µµ˜-re´duction par nom
et le λ¯µµ˜Q-calcul permettant de de´finir la λ¯µµ˜-re´duction par valeur. On de´finit ensuite le λ¯µµ˜TQ-calcul
afin d’avoir un unique calcul non type´ qui soit inde´pendant de l’e´valuation cbn ou cbv. Enfin, on expose
le λ¯µµ˜-calcul simplement type´.
2.1 Le λ¯µµ˜-calcul non type´
De´finition 12 (la λ¯µµ˜-syntaxe). Soient un ensemble de λ-variables {x, y, z, . . .}, un ensemble de µ-
variables {α, β, γ, . . .} et les symboles λ, µ, µ˜, ·, |, 〈 et 〉. On de´finit quatre cate´gories d’objets syntaxiques,
les λ¯µµ˜-termes, les λ¯µµ˜-valeurs, les λ¯µµ˜-commandes et les λ¯µµ˜-environnements :
t ::= V | µα.c V ::= x | λx.t c ::= 〈t | e〉 e ::= α | t · e | µ˜x.c
λ, µ et µ˜ sont des lieurs. On conside`re les λ¯µµ˜-termes, les λ¯µµ˜-valeurs et les λ¯µµ˜-environnements a`
renommage des variables lie´es pre`s.
De´finition 13 (les λ¯µµ˜-re´ductions). Les re`gles de re´duction qui correspondent aux re`gles de normali-
sation dans LK sont :
〈λx.u | v · e〉 →1β 〈v | µ˜x.〈u | e〉〉
〈µα.c | e〉 →1µ c[α← e]
〈t | µ˜x.c〉 →1µ˜ c[x← t]
µα.〈t | α〉 →1θ t si α n’est pas libre dans t
On distingue, la` encore, des re´ductions line´aires qui correspondent a` une coupure-axiome dans LK – c’est
le cas de la β-re´duction, de la µ-re´duction a` partir de 〈µα.c | β〉, de la µ˜-re´duction a` partir de 〈y | µ˜x.c〉,
et des β, µ et µ˜-re´ductions dans lequel la variable lie´e n’a qu’une seule occurrence libre. La θ-re´duction
est elle aussi line´aire parce qu’elle correspond dans LK a` l’identite´. On de´signe par ; 1γ une e´tape de
re´duction line´aire, par ;γ la cloˆture reflexive et transitive de ;
1
γ , pour γ = β, µ, µ˜, θ et par ; la re´union
des re´ductions line´aires. On de´signe par →γ la cloˆture reflexive et transitive de →
1
γ , pour γ = β, µ, µ˜, θ et
par → la re´union des re´ductions.
Ce syste`me de re´duction n’est pas de´terministe parce qu’il existe des paires critiques : 〈µα.c | µ˜x.c ′〉
dont les re´ductions ne sont pas confluentes. Par exemple, la paire 〈µα.〈x | y · α〉 | µ˜x.〈z | x · β〉〉 se re´duit
par µ en 〈x | y · µ˜x.〈z | x · β〉〉 mais elle se re´duit par µ˜ en 〈z | µα.〈x | y · α〉 · β〉 qui sont deux formes
normales diffe´rentes.
2.1.1 Le λ¯µµ˜T-calcul
De´finition 14 (la λ¯µµ˜T-syntaxe). La syntaxe du λ¯µµ˜T-calcul est celle du λ¯µµ˜-calcul ou` on a de´finit
des piles de termes E et dont on a restreint la formation des environnements :
t ::= V | µα.c V ::= x | λx.t c ::= 〈t | e〉 e ::= µ˜x.c | E E ::= α | t ·E
De´finition 15 (λ¯µµ˜-re´duction avec appel par nom). On restreint l’application de la µ-re´duction aux
piles de termes :
〈µα.c | E〉 →1µ c[α← E]
On appelle λ¯µµ˜-re´duction avec appel par nom, ou λ¯µµ˜-cbn, la re´duction →n = → dont on a restreint
l’application de la µ-re´duction de cette manie`re. Cette re´duction est de´terministe : la paire critique
〈µα.c | µ˜x.c′〉 se re´duit en c′[x ← µα.c] parce que la µ-re´duction ne s’effectue pas, µ˜x.c′ n’e´tant pas
une pile de termes. La re´duction λ¯µµ˜-cbn est confluente (cf. [1]).
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La λ¯µµ˜T-syntaxe est stable par λ¯µµ˜-cbn.
2.1.2 Le λ¯µµ˜Q-calcul
De´finition 16 (la λ¯µµ˜Q-syntaxe). La syntaxe du λ¯µµ˜T-calcul est celle du λ¯µµ˜-calcul ou` on a restreint
la formation des environnements de la forme u · e a` des valeurs :
t ::= V | µα.c V ::= x | λx.t c ::= 〈t | e〉 e ::= α | V · e | µ˜x.c
De´finition 17 (λ¯µµ˜-re´duction avec appel par valeur). On restreint l’application de la µ˜-re´duction
aux valeurs :
〈V | µ˜x.c〉 →1µ˜ c[x← V ]
On appelle λ¯µµ˜-re´duction avec appel par valeur, ou λ¯µµ˜-cbv, la re´duction →v = → dont on a res-
treint l’application de la µ˜-re´duction de cette manie`re. Cette re´duction est de´terministe : la paire critique
〈µα.c | µ˜x.c′〉 se re´duit en c[α ← µ˜x.c′] parce que la µ˜-re´dcuction ne s’effectue pas, µα.c n’e´tant pas une
valeur. La re´duction λ¯µµ˜-cbv est confluente (cf. [1]).
La λ¯µµ˜Q-syntaxe est stable par λ¯µµ˜-cbv.
2.1.3 Le λ¯µµ˜TQ-calcul
De´finition 18 (la λ¯µµ˜TQ-syntaxe). La syntaxe du λ¯µµ˜TQ-calcul est l’intersection des syntaxes du λ¯µµ˜T
et λ¯µµ˜Q-calcul ou` E est une pile de valeurs :
t ::= V | µα.c V ::= x | λx.t c ::= 〈t | e〉 e ::= µ˜x.c | E E ::= α | V · E
Il faut remarquer cependant que cette syntaxe n’est pas stable par re´duction. En effet, la λ¯µµ˜TQ-
commande 〈µα.c | µ˜x.〈t | x · β〉〉 se re´duit par µ˜ en 〈t | µα.c · β〉 qui n’est pas une λ¯µµ˜TQ-commande.
2.2 Le λ¯µµ˜-calcul simplement type´
De´finition 19 (les λ¯µµ˜-types). On conside`re un ensemble de variables de type {X, Y, Z, . . .}. Les types
simples sont : A ::= X | A→ A.
De´finition 20 (les λ¯µµ˜-se´quents). Les se´quents se pre´sentent sous trois formes :
Γ ` t : A | ∆ Γ | e : A ` ∆ c : (Γ ` ∆)
ou` t est un terme, e est un environnement, c une commande, A un type, Γ est une application de domaine
fini des λ-variables dans les types et ∆ est une application de domaine fini des µ-variables dans les types.
De´finition 21 (le λ¯µµ˜-calcul simplement type´). Les re`gles de typage pour le λ¯µµ˜-calcul simplement
type´ sont :
x : A ` x : A | | α : A ` α : A
Γ ` t : B | ∆
Γ \ {x : A} ` λx.t : A→ B | ∆
Γ ` t : A | ∆ Γ′ | e : B ` ∆′
(∗)
Γ, Γ′ | t · e : A→ B ` ∆, ∆′
c : (Γ ` ∆)
Γ ` µα.c : A | ∆ \ {α : A}
c : (Γ ` ∆)
Γ \ {x : A} | µ˜x.c : A ` ∆
Γ ` t : A | ∆ Γ′ | e : A ` ∆′
(∗)
〈t | e〉 : (Γ, Γ′ ` ∆, ∆′)
La restriction (∗) impose que les contextes Γ et Γ′ (resp. ∆ et ∆′) soient compatibles, c’est-a`-dire que pour
tout x ∈ dom(Γ) ∩ dom(Γ′), Γ(x) = Γ′(x) (resp. pour tout α ∈ dom(∆) ∩ dom(∆′), ∆(α) = ∆′(α)).
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On remarque que, si l’on oublie les λ¯µµ˜-termes, le syste`me de typage correspond a` LK. A` titre
d’exemple, on pre´sente la de´rivation dans le λ¯µµ˜-calcul simplement type´ de la loi de Peirce dans LK
et dans le λ¯µµ˜-calcul simplement type´ :
(A→ B)→ A ` (A→ B)→ A
A ` A A ` A
A ` A
A ` B, A
` A→ B, A A ` A
(A→ B)→ A ` A, A
(A→ B)→ A ` A, A
(A→ B)→ A ` A
` ((A→ B)→ A)→ A
y : (A→ B)→ A ` y : (A→ B)→ A |
x : A ` x : A | | α : A ` α : A
〈x | α〉 : (x : A ` α : A)
x : A ` µδ〈x | α〉 : B | α : A
` λx.µδ.〈x | α〉 : A→ B | α : A | α : A ` α : A
| λx.µδ.〈x | α〉 · α : (A→ B)→ A ` α : A
〈y | λx.µδ.〈x | α〉 · α〉 : (y : (A→ B)→ A ` α : A)
y : (A→ B)→ A ` µα.〈y | λx.µδ.〈x | α〉 · α〉 : A |
` λy.µα.〈y | λx.µδ.〈x | α〉 · α〉 : ((A→ B)→ A)→ A |
Les deux de´rivations sont identiques mais tandis que celle dans LK n’est pas en forme normale puisqu’on
peut e´liminer les coupures-axiomes, le terme du λ¯µµ˜-calcul simplement type´ est normal (la λ¯µµ˜-syntaxe
impose ces coupures-axiomes).
3 Les traductions
On pre´sente dans cette section une traduction ()† du λµ-calcul dans le λ¯µµ˜-calcul qui a e´te´ de´finie
par Curien et Herbelin dans [1] pour les λµ-termes et les λµ-commandes et qui leur associe respecti-
vement des λ¯µµ˜TQ-termes et des λ¯µµ˜TQ-commandes. On l’e´tend aux λµ-contextes auxquels on associe
des λ¯µµ˜-environnements. On ve´rifie ensuite que cette traduction est compatible avec le syste`me de ty-
page. Re´ciproquement, nous de´finissons une traduction ()o du λ¯µµ˜-calcul dans le λµ-calcul qui associe
des λµ-termes a` des λ¯µµ˜-termes, des λµ-commandes a` des λ¯µµ˜-commandes et des λµ-contextes a` des
λ¯µµ˜-environnements et qui, elle aussi, est compatible avec le syste`me de typage.
3.1 La traduction du λµ-calcul dans le λ¯µµ˜-calcul
De´finition 22 (traduction du λµ-calcul dans le λ¯µµ˜-calcul). On de´finit une application qui a` un
λµ-terme t associe un λ¯µµ˜-terme t†, qui a` une λµ-commande c associe une λ¯µµ˜-commande c† et qui a` un
λµ-contexte h associe un λ¯µµ˜-environnement h† :
t† =


x si t = x
λx.u† si t = λx.u
µβ.〈v† | µ˜y.〈u† | y · β〉〉 si t = (u)v (∗)
µα.c† si t = µα.c
c† = ([α]t)† = 〈t† | α〉
h† =


α si h = [α]{}
µ˜y.〈t† | y · β〉 si h = [β](t){} (∗∗)
t† · h′† si h = h′{({})t}
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(∗) On impose que la λ-variable y et la µ-variable β ne soient pas libres dans u †, ni dans v†. De meˆme, on
impose avec la condition (∗∗) que la λ-variable y ne soit pas libre dans t†.
La traduction de l’application de u a` v peut surprendre. Il semblerait, en effet, plus naturel de traduire
((u)v)† par µβ.〈u† | v† · β〉 – terme qui correspond a` la traduction dans LK de la re`gle d’e´limination de
l’implication dans NK :
 
Γ ` u : (A → B) | ∆ Γ′ ` v : A | ∆′
Γ, Γ′ ` (u)v : B | ∆,∆′
!†
=
Γ ` u† : (A → B) | ∆
Γ′ ` v† : A | ∆′ | β : B ` β : B
Γ′ | v† · β : (A → B) ` β : B, ∆′
〈u† | v† · β〉 : (Γ, Γ′ ` β : B, ∆,∆′)
Γ, Γ′ ` µβ.〈u† | v† · β〉 : B | ∆,∆
Cette traduction n’est cependant pas compatible avec la re´duction avec appel par valeur. En effet, si on
avait opte´ pour la traduction µβ.〈u† | v† · β〉 de (u)v, on n’aurait, en particulier, pas pu prouver que v† · β
e´tait un λ¯µµ˜TQ-environnement. Par ailleurs, si l’on avait opte´ pour une de´finition de la λµ-cbv de Ong et
Stewart (cf. [2]), il aurait fallu traduire ((u)v)† par µβ.〈u† | µ˜y.〈v† | µ˜x.〈y | x · β〉〉〉.
Lemme 2. Quels que soient le λµ-terme t et la λµ-commande c, t† est un λ¯µµ˜TQ-terme et c
† est une
λ¯µµ˜TQ-commande.
De´monstration. On raisonne par induction sur t et c.
– si t = x alors t† est une λ¯µµ˜TQ-valeur, et t est un λ¯µµ˜TQ-terme.
– si t = λx.v alors t† = λx.v†. Par hypothe`se d’induction, v† est un λ¯µµ˜TQ-terme donc t
† est un
λ¯µµ˜TQ-terme.
– si t = (u)v alors t† = µβ.〈v† | µ˜y.〈u† | y · β〉〉. Par hypothe`se d’induction, u† et v† sont des λ¯µµ˜TQ-
termes. β ∈ E et y ∈ V , donc y · β ∈ E. Par conse´quent µ˜x.〈u† | y · β〉 est un λ¯µµ˜TQ-environnement
et ((u)v)† est un λ¯µµ˜TQ-terme.
– si t = µα.c alors t† = µα.c†, par hypothe`se d’induction, c† est une λ¯µµ˜TQ-commande, donc t
† est un
λ¯µµ˜TQ-terme.
– si c = [α]t alors c† = 〈t† | α〉. Par hypothe`se d’induction, t† est un λ¯µµ˜TQ-terme et α ∈ E, donc c
†
est une λ¯µµ˜TQ-commande.
Lemme 3. Quels que soient le λµ-terme t et la λµ-commande c, les variables libres de t sont celles de t †
et les variables libres de c† sont celles de c.
De´monstration. On raisonne par induction sur t.
– si t = x alors t† = x et x est la seule variable libre de t et de t†.
– si t = λx.v alors t† = λx.v†. Par hypothe`se d’induction, les variables libres de v et de v† sont les
meˆmes, et les variables de t et de t† sont celles de v moins x.
– si t = (u)v alors les variables libres de t sont celles de u et de v. Par hypothe`se d’induction, u et u †
(resp. v et v†) ont les meˆmes variables libres. Les variables libres de ((u)v)† sont celles de u† et de
v† moins y et β. Mais y et β ne sont pas des variables libres de u† et v† par la de´finition 22. Par
conse´quent, (u)v et ((u)v)† ont les meˆmes variables libres.
– si t = µα.c alors les variables libres de t sont celles de c moins α. t† = µα.c†. Par hypothe`se
d’induction, c et c† ont ls meˆmes variables libres et les variables libres de t† sont celles de c† moins
α, c’est-a`-dire les variables libres de t.
– si c = [α]t alors les variables libres de c sont celles de t plus α. Par hypothe`se d’induction, t et t † ont
les meˆmes variables libres. t† = 〈t† | α〉, les variables libres de c† sont celles de c† plus α.
Lemme 4 (compatibilite´ de la traduction avec le typage). Quels que soient le λµ-terme, la λµ-
commande c, si Γ ` t : A | ∆ (resp. c : (Γ ` ∆)) alors Γ ` t† : A | ∆ (resp. c† : (Γ ` ∆)).
De´monstration. On raisonne par induction sur la hauteur des de´rivations.
– dans le cas d’une variable de terme :“
x : A ` x : A |
”†
= x : A ` x : A |
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– dans le cas d’une λ-abstraction :„
Γ ` t : B | ∆
Γ \ {x : A} ` λx.t : A → B | ∆
«†
=
Γ ` t† : B | ∆
Γ \ {x : A} ` λx.t† : A → B | ∆
– dans le cas d’une application : 
Γ ` u : A → B | ∆ Γ′ ` v : A | ∆′
Γ, Γ′ ` (u)v : B | ∆, ∆′
!†
=
Γ′ ` v† : A | ∆′
Γ ` u† : A → B | ∆
y : A ` y : A | | β : B ` β : B
y : A | y · β : (A → B) ` β : B
〈u† | y · β〉 : (Γ, y : A ` ∆, β : B)
Γ | µ˜y.〈u† | y · β〉 ` ∆, β : B
〈v† | µ˜y.〈u† | y · β〉〉 : (Γ, Γ′ ` ∆, ∆′, β : B)
Γ, Γ′ ` µβ.〈v† | µ˜y.〈u† | y · β〉〉 : B | ∆, ∆′
– dans le cas d’une commande :„
Γ ` t : A | ∆
[α]t : (Γ ` ∆, α : A)
«†
=
Γ ` t† : A | ∆ | α : A ` α : A
〈t† | α〉 : (Γ ` ∆, α : A)
– dans le cas d’une µ-abstraction :„
c : (Γ ` ∆)
Γ ` µα.c : A | ∆ \ {α : A}
«†
=
c
† : (Γ ` ∆)
Γ ` µα.c† : A | ∆ \ {α : A}
– dans le cas d’un contexte de la forme [α]{} :“
| [α]{} : A ` α : A
”†
= | α : A ` α : A
– dans le cas d’un contexte de la forme [β]′t){} :
„
Γ ` t : (A → B) | ∆
Γ | [β](t){} : A ` ∆, β : B
«†
=
Γ ` t† : (A → B) | ∆
y : A ` y : A | | β : B ` β : B
y : A | y · β : (A → B) ` β : B
〈t† | y · β〉 : (Γ, y : A ` ∆, β : B)
Γ | µ˜y.〈t† | y · β〉 : A ` ∆, β : B
– dans le cas d’un contexte de la forme h{({})t} : 
Γ ` t : A | ∆ Γ′ | h : B ` ∆′
Γ, Γ′ | h{({})t} : (A → B) ` ∆, ∆′
!†
=
Γ ` t† : A | ∆ Γ′ | h† : B ` ∆′
Γ, Γ′ | t† · h† : (A → B) ` ∆, ∆′
3.2 La traduction du λ¯µµ˜-calcul dans le λµ-calcul
De´finition 23 (traduction du λ¯µµ˜-calcul dans le λµ-calcul). On de´finit une application qui associe
a` un λ¯µµ˜-terme t un λµ-terme to, qui associe a` une λ¯µµ˜-commande c une λµ-commande co et qui associe
a` un λ¯µµ˜-environnement e un λµ-contexte eo :
to =


x si t = x
λx.uo si t = λx.u
µα.co si t = µα.c
co = 〈t | e〉o = eo{to}
eo =


[α]{} si e = α
fo{({})to} si e = t · f
[β](λx.µδ.co){} si e = µ˜x.c (∗)
(∗) On impose que la µ-variable δ ne soit pas libre dans co.
De´finition 24 (les µ˜-variables). Soient t un λ¯µµ˜-terme, c une λ¯µµ˜-commande et e un λ¯µµ˜-environ-
nement. On de´finit les µ˜-variables de to, co et eo par induction sur t, c et e :
– si t = x alors to n’a pas de µ˜-variable.
– si t = λx.u alors les µ˜-variables de to sont celles de uo.
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– si t = µα.c alors les µ˜-variables de to sont celles de co.
– si c = 〈t | e〉 alors les µ˜-variables de co sont celles de to et de eo.
– si e = α alors eo n’a pas de µ˜-variables.
– si e = u · f alors les µ˜-variables de eo sont celles de uo et de fo.
– si e = µ˜x.c alors les µ˜-variables de eo = [β](λx.µδ.co){} sont celles de co plus β.
Lemme 5. Quels que soient le λ¯µµ˜-terme t, la λ¯µµ˜-commande c et le λ¯µµ˜-envireonnement e, les variables
libres de t (resp. c et e) sont celles de to (resp. co et eo) moins les µ˜-variables de to (resp. de co et eo).
De´monstration. On raisonne par induction sur t, c et e.
– si t = x alors to = x et x est la seule variable de t et de to.
– si t = λx.v alors to = λx.vo. Par hypothe`se d’induction, v a les meˆmes variables libres que v o moins
ses µ˜-variables. Les variables libres de to sont celles de vo moins x, c’est-a`-dire que t a les meˆmes
variables libres que to moins ses µ˜-variables.
– si t = µα.c alors to = µα.co. Par hypothe`se d’induction, c a les meˆmes variables libres que co moins
ses µ˜-variables. Les variables libres de to sont celles de co moins α, c’est-a`-dire que t a les meˆmes
variables libres que to moins ses µ˜-variables.
– si c = 〈t | e〉 alors co = eo{to}. Par hypothe`se d’induction, t et e ont les meˆmes variables libres
que to et eo moins leurs µ˜-variables, c’est-a`-dire que c a les meˆmes variables libres que c o moins ses
µ˜-variables.
– si e = α alors eo = [α]{} et α est la seule variable libre de e et de eo.
– si e = u · f alors eo = f o{({})uo}. Par hypothe`se d’induction, u et f ont les meˆmes variables libres
que uo et fo moins leurs µ˜-variables, c’est-a`-dire que e a les meˆmes variables libres que e o moins ses
µ˜-variables.
– si e = µ˜x.c alors eo = [β](λx.µδ.co){}. Par hypothe`se d’induction, co a les meˆmes variables libres
que c moins ses µ˜-vaiables. Les variables libres de e sont celles de c moins x. Les variables libres de
eo sont celles de co moins x et plus β. β est une µ˜-variable libre de co, Par conse´quent, les variables
libres de e sont celles de eo moins ses µ˜-variables.
L’introduction des µ˜-variables dans la traduction ()o est ne´cessaire si on veut respecter la λµ-syntaxe.
Si on ajoutait la constante de type ⊥, on ne distinguerait pas les λµ-commandes des λµ-termes. Par
conse´quent, on traduirait µ˜x.c par (λx.co){} parce que co serait un λµ-terme de type ⊥, et on pourrait se
passer des µ˜-variables.
Lemme 6 (compatibilite´ de la traduction avec le typage). Quels que soient le λ¯µµ˜-terme t, la
λ¯µµ˜-commande c et le λ¯µµ˜-environnement e, si Γ ` t : A | ∆ (resp. c : (Γ ` ∆) et Γ | e : A ` ∆) alors
Γ ` to : A | ∆ (resp. co : (Γ ` ∆) et Γ | eo : A ` ∆).
De´monstration. On raisonne par induction sur la hauteur des de´rivations.
– dans le cas d’une variable de terme :“
x : A ` x : A |
”
o
= x : A ` x : A |
– dans le cas d’une λ-abstraction :„
Γ ` t : B | ∆
Γ \ {x : A} ` λx.t : A → B | ∆
«
o
=
Γ ` to : B | ∆
Γ \ {x : A} ` λx.to : A → B | ∆
– dans le cas d’une µ-abstraction :„
c : (Γ ` ∆)
Γ ` µα.c : A | ∆ \ {α : A}
«
o
=
c
o : (Γ ` ∆)
Γ ` µα.co : A | ∆ \ {α : A}
– dans le cas d’une commande : 
Γ ` t : A | ∆ Γ′ | e : A ` ∆′
〈t | e〉 : (Γ,Γ′ ` ∆, ∆′)
!
o
=
Γ ` to : A | ∆ Γ′ | eo : A ` ∆′
lemme 1
e
o{to} : (Γ, Γ′ ` ∆, ∆′)
– dans le cas d’une variable de pile :“
| α : A ` α : A
”
o
= | [α]{} : A ` α : A
– dans le cas d’une pile : 
Γ ` t : A | ∆ Γ′ | e : B ` ∆′
Γ, Γ′ | t · e : A → B ` ∆, ∆′
!
o
=
Γ ` to : A | ∆ Γ′ | eo : B ` ∆′
Γ, Γ′ | eo{({})to} : A → B ` ∆, ∆′
– dans le cas d’une µ˜-abstraction :
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„
c : (Γ ` ∆)
Γ \ {x : A} | µ˜x.c : A ` ∆
«
o
=
c
o : (Γ ` ∆)
Γ ` µδ.co : B | ∆
Γ \ {x : A} ` λx.µδ.co : (A → B)
Γ \ {x : A} | [β](λx.µδ.co){} : A ` ∆, β : B
4 Les compositions des traductions
On aurait souhaite´ que la composition ()†o des traductions soit l’identite´ sur le λµ-calcul et re´ciproque-
ment que l’application ()o† soit l’identite´ sur le λ¯µµ˜-calcul. Le proble`me re´side dans le fait que certains
termes qui existent dans l’un des langages n’existent pas dans l’autre. C’est la cas de l’application en
λ¯µµ˜-calcul et de la µ˜-abstraction en λµ-calcul. Leurs traductions pre´sentent alors des formes expanse´es.
On montre cependant que les traductions sont l’identite´ sur leur domaine respectif mais a` des re´ductions
line´aires pre`s.
4.1 La composition des traductions a` partir du λµ-calcul
La de´monstration que l’application ()†o est l’identite´ sur le λµ-calcul est directe :
The´ore`me 1 (composition des traductions a` partir du λµ-calcul).
Quels que soient le λµ-terme t et la λµ-commande c, t†o ; t et c†o ; c.
De´monstration. On raisonne par induction sur t et c.
– si t = x alors x†o = xo = x
– si t = λx.u alors (λx.u)†o = (λx.u†)o = λx.u†o ; λx.u par hypothe`se d’induction
– si t = (u)v alors
((u)v)†o = (µβ.〈v† | µ˜y.〈u† | y · β〉〉)o par la de´finition 22
= µβ.[γ](λy.µδ.[β](u†o)y)v†o par la de´finition 23
; µβ.[γ](λy.µδ.[β](u)y)v par hypothe`se d’induction
;
1
β µβ.[γ]µδ.[β](u)v
;
1
ρ µβ.[β](u)v
;
1
θ (u)v
– si t = µα.c alors (µα.c)†o = (µα.c†)o = µα.c†o ; µα.c par hypothe`se d’induction
– c†o = ([α]t)†o = (〈t† | α〉)o = [α]t†o ; [α]t par hypothe`se d’induction.
4.2 La composition des traductions a` partir du λ¯µµ˜-calcul
En revanche, en ce qui concerne l’application ()o†, on de´montre, au pre´alable, deux lemmes.
Lemme 7. Quels que soient l’entier n > 0, les λµ-termes t0, t1, . . . tn et le λ¯µµ˜-environnement e,
〈((t0)t1 . . . tn)
† | e〉; 〈t†0 | t
†
1 · . . . · t
†
n · e〉.
De´monstration. On raisonne par re´currence sur n. C’est imme´diat pour n = 0.
– pour n + 1 :
〈((t0)t1 . . . tntn+1)
† | e〉 = 〈µβ.〈t†n+1 | µ˜y.〈((t0)t1 . . . tn)
† | y · β〉〉 | e〉 par la de´finition 22
;
1
µ 〈t
†
n+1 | µ˜y.〈((t0)t1 . . . tn)
† | y · e〉〉
;
1
µ˜ 〈((t0)t1 . . . tn)
† | t†n+1 · e〉
; 〈t†0 | t
†
1 · . . . · t
†
n · t
†
n+1 · e〉 par hypothe`se de re´c.
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Lemme 8. Quels que soient le λµ-terme u et le λµ-contexte h, (h{u})† ; 〈u† | h†〉.
De´monstration. On raisonne par induction sur h.
– si h = [α]{} alors 〈u† | h†〉 = 〈u† | α〉 et
(h{u})† = ([α]u)†
= 〈u† | α〉 par la de´finition 22
– si h = [β](t){} alors 〈u† | h†〉 = 〈u† | µ˜y.〈t† | y · β〉〉 et
(h{u})† = ([α](t)u)†
= 〈µγ.〈u† | µ˜y.〈t† | y · γ〉〉 | β〉 par la de´finition 22
;
1
µ 〈u
† | µ˜y.〈t† | y · β〉〉
– si h = h′{({})t} alors 〈u† | h†〉 = 〈u† | t† · h′†〉 et
(h{u})† = (h′{(u)t})† par la de´finition 9
; 〈((u)t)† | h′†〉 par hypothe`se d’induction
; 〈u† | t† · h′†〉 par le lemme 7
The´ore`me 2 (composition des traductions a` partir du λ¯µµ˜-calcul). Quels que soient le λ¯µµ˜-terme
t, la λ¯µµ˜-commande c et le λ¯µµ˜-environnement e,
to† ; t, co† ; c et eo† ; e
De´monstration. On raisonne par induction sur t, c et e.
– si t = x alors xo† = x† = x
– si t = λx.u alors to† = (λx.u)o† = (λx.uo)† = λx.uo† ; λx.u par hypothe`se d’induction
– si t = µα.c alors to† = (µα.c)o† = (µα.co)† = µα.co† ; µα.c par hypothe`se d’induction
– co† = (〈t | e〉)o† = (eo{to})† ; 〈to† | eo†〉 par le lemme 8 ; 〈t | e〉 par hypothe`se d’induction
– si e = α alors eo† = (α)o† = ([α]{})† = α
– si e = u · f alors eo† = (u · f)o† = (fo{({})uo})† = uo† · fo† ; u · f par hypothe`se d’induction
– si e = µ˜x.c alors
eo† = (µ˜x.c)o†
= ([β](λx.µβ.co){})† par la de´finition 23
= µ˜y.〈λx.µβ.co† | y · β〉 par la de´finition 22
; µ˜y.〈λx.µβ.c | y · β〉 par hypothe`se d’induction
;
1
β µ˜y.〈y | µ˜x.〈µβ.c | β〉〉
;
1
µ˜ µ˜y.〈µβ.c[x← y] | β〉
;
1
µ µ˜y.c[x← y]
= µ˜x.c
La traduction ()o† envoie tout terme t du λ¯µµ˜-calcul dans le λ¯µµ˜TQ-calul. C’est pourquoi cette tra-
duction n’est pas l’identite´ sur le λ¯µµ˜-calcul. En contre partie, il existe pour tout terme t du λ¯µµ˜-calcul
un terme expanse´ line´airement, dans le λ¯µµ˜TQ-calcul.
5 Les simulations
Le point crucial de cette e´tude est de montrer que les λµ et λ¯µµ˜-caluls sont e´quivalents d’un point
de vue calculatoire. On cherche donc a` prouver des the´ore`mes de simulation. L’ide´e est de les de´montrer
dans le cas non type´ et non dirige´ de telle sorte qu’on obtienne ces meˆmes the´ore`mes pour les projections
cbn/cbv quasi imme´diatement.
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5.1 La simulation du λµ-calcul par le λ¯µµ˜-calcul
Avant d’attaquer le the´ore`me de simulation du λµ-calcul par le λ¯µµ˜-calcul, on montre des lemmes qui
e´tablissent ce qu’est le traduit du substitue´ par rapport au substitue´ du traduit, et ce pour les β, µ et
µ′-substitutions et pour la traduction ()†.
Lemme 9. Pour tous λµ-termes t, u et pour toute λµ-commande c,
(t[x← u])† = t†[x← u†] et (c[x← u])† = c†[x← u†]
De´monstration. On raisonne par induction sur t et c.
– si t = x alors t† = x, t†[x← u†] = u† et (t[x← u])† = u†
– si t = y 6= x alors t† = y, t†[x← u†] = y et (t[x← u])† = y† = y
– si t = λy.v alors t† = λy.v†, t†[x← u†] = λy.v†[x← u†] et
(t[x← u])† = λy.(v[x← u])† par la de´finition 22
= λy.v†[x← u†] par hypothe`se d’induction
– si t = (v)w alors t† = µβ.〈w† | µ˜y.〈v† | y · β〉〉,
t†[x← u†] = µβ.〈w†[x← u†] | µ˜y.〈v†[x← u†] | y · β〉〉
et
(t[x← u])† = ((v[x← u])w[x← u])†
= µβ.〈(w[x ← u])† | µ˜y.〈(v[x← u])† | y · β〉〉 par la de´finition 22
= µβ.〈w†[x← u†] | µ˜y.〈v†[x← u†] | y · β〉〉 par hypothe`se d’induction
– si t = µα.c alors t† = µα.c†, t†[x← u†] = µα.c†[x← u†] et
(t[x← u])† = µα.(c[x← u])† par la de´finition 22
= µα.c†[x← u†] par hypothe`se d’induction
– si c = [α]t alors c† = 〈t† | α〉, c†[x← u†] = 〈t†[x← u†] | α〉 et
(c[x← u])† = ([α]t[x← u])†
= 〈(t[x← u])† | α〉 par la de´finition 22
= 〈t†[x← u†] | α〉 par hypothe`se d’induction
Lemme 10. Pour tous λµ-termes t, v et pour toute λµ-commande c,
(v[[α]u← [α](u)t])† ; v†[α← t† · α] et (c[[α]u← [α](u)t])† ; c†[α← t† · α]
De´monstration. On raisonne par induction sur v et c.
– si v = x alors v† = x, v†[α← t† · α] = x et (v[[α]u← [α](u)t])† = x† = x
– si v = λx.w alors v† = λx.w†, v†[α← t† · α] = λx.w†[α← t† · α] et
(v[[α]u← [α](u)t])† = λx.(w[[α]u ← [α](u)t])†
; λx.w†[α← t† · α] par hypothe`se d’induction
– si v = (a)b alors v† = µβ〈b† | µ˜y.〈a† | y · β〉〉,
v†[α← t† · α] = µβ〈b†[α← t† · α] | µ˜y.〈a†[α← t† · α] | y · β〉〉
et
(v[[α]u← [α](u)t])† = ((a[[α]u← [α](u)t])b[[α]u← [α](u)t])†
= µβ.〈(b[[α]u← [α](u)t])† | µ˜y.〈(a[[α]u← [α](u)t])† | y · β〉〉 de´f. 22
; µβ〈b†[[α← t† · α] | µ˜y.〈a†[[α← t† · α] | y · β〉〉 hyp. rec.
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– si v = µβ.c alors v† = µβ.c†, v†[α← t† · α] = µβ.c†[α← t† · α] et
(v[[α]u← [[α](u)t])† = µβ.(c[[α]u← [α](u)t])†
; µβ.c†[α← t† · α] par hypothe`se d’induction
– si c = [α]w alors c† = 〈w† | α〉, c†[α← t† · α] = 〈w†[α← t† · α] | t† · α〉 et
(c[[α]u← [α](u)t])† = ([α](w[α]u ← [α](u)t])t)†
= 〈((w[α]u ← [α](u)t])t)† | α〉 par la de´finition 22
; 〈w([α]u ← [α](u)t])† | t† · α〉 par le lemme 7
; 〈w†[α← t† · α] | t† · α〉 par hypoth‘e`se d’innduction
– si c = [β]w alors c† = 〈w† | β〉, c†[α← t† · α] = 〈w†[α← t† · α] | β〉 et
(c[[α]u← [α](u)t])† = [β](w[[α]u← [α](u)t])†
= 〈(w[[α]u← [α](u)t])† | β〉 par la de´finition 22
; 〈w†[α← t† · α] | β〉 par hypothe`se d’induction
Lemme 11. Pour tout λµ-terme t, v et pour toute λµ-commande c,
(v[[α]u← [α](t)u])† ; v†[α← µ˜y.〈t† | y · α〉] et (c[[α]u← [α](t)u])† ; c†[α← µ˜y.〈t† | y · α〉]
De´monstration. On raisonne par induction sur v et c.
– si v = x alors v† = x, v†[α← µ˜y.〈t† | y · α〉] = x et v[[α]u← [α](t)u] = x† = x
– si v = λx.w alors v† = λx.w†, v†[α← µ˜y.〈t† | y · α〉] = λx.w†[α← µ˜y.〈t† | y · α〉] et
(v[[α]u← [α](t)u])† = λx.(w[[α]u ← [α](t)u])†
; λx.w†[α← µ˜y.〈t† | y · α〉] par hypothe`se d’induction
– si v = (a)b alors v† = µβ〈b† | µ˜z.〈a† | z · β〉〉,
v†[α← µ˜y.〈t† | y · α〉] = µβ〈b†[α← µ˜y.〈t† | y · α〉] | µ˜z.〈a†[α← µ˜y.〈t† | y · α〉] | z · β〉〉
et
(v[[α]u← [α](t)u])† = ((a[[α]u← [α](u)t])b[[α]u← [α](u)t])†
= µβ.〈(b[[α]u← [α](t)u])† | µ˜z.〈(a[[α]u← [α](t)u])† | z · β〉〉 de´f. 22
; µβ〈b†[α← µ˜y.〈t† | y · α〉] | µ˜z.〈a†[α← µ˜y.〈t† | y · α〉] | z · β〉〉 hyp. rec.
– si v = µβ.c alors v† = µβ.c†, v†[α← µ˜y.〈t† | y · α〉] = µβ.c†[α← µ˜y.〈t† | y · α〉] et
(v[[α]u← [α](t)u])† = µβ.(c[[α]u← [α](t)u])†
; µβ.c†[α← µ˜y.〈t† | y · α〉] par hypothe`se d’induction
– si c = [α]w alors c† = 〈w† | α〉, c†[α← µ˜y.〈t† | y · α〉] = 〈w†[α← µ˜y.〈t† | y · α〉] | µ˜y.〈t† | y · α〉〉, et
(c[[α]u← [α](t)u])† = ([α](t)w[[α]u ← [α](t)u])†
= 〈µβ.〈(w[[α]u ← [α](t)u])† | µ˜y.〈t† | y · β〉〉 | α〉 par la de´finition 22
;
1
µ 〈w
†[α← µ˜y.〈t† | y · α〉] | µ˜y.〈t† | y · α〉〉 hyp. rec.
– si c = [β]w alors c† = 〈w† | β〉, c†[α← µ˜y.〈t† | y · α〉] = 〈w†[α← µ˜y.〈t† | y · α〉] | β〉 et
(c[[α]u← [α](t)u])† = [β](w[[α]u ← [α](t)u])†
= 〈(w[[α]u← [α](t)u])† | β〉 par la de´finition 22
; 〈w†[α← µ˜y.〈t† | y · α〉] | β〉 par hypothe`se d’induction
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The´ore`me 3 (simulation du λµ-calcul par la λ¯µµ˜-calcul).
Quels que soient γ et le λµ-terme t, si t→1γ t
′ alors il existe u tel que t† → u et t′† ; u
De´monstration. On raisonne par cas sur les β, µ, µ′, ρ et θ-re´ductions
– si t = (λx.u)v alors t′ = u[x← v], t′† = (u[x← v])† = u†[x← v†] et
t† = µβ.〈v† | µ˜y.〈λx.u† | y · β〉〉
;
1
β µβ.〈v
† | µ˜y.〈y | µ˜x.〈u† | β〉〉〉 (1)
;
1
µ˜ µβ.〈v
† | µ˜y.〈u†[x← y] | β〉〉
→1µ˜ µβ.〈u
†[x← v†] | β〉
;
1
θ u
†[x← v†]
– si t = (µα.c)v alors t′ = µα.c[[α]w ← [α](w)v], t′† ; µα.c†[α← v† · α] par le lemme 10 et
t† = µβ.〈v† | µ˜y.〈µα.c† | y · β〉〉
;
1
µ˜ µβ.〈µα.c
† | v† · β〉
→1µ µβ.c
†[α← v† · β] (2)
= µα.c†[α← v† · α]
– si t = v(µα.c) alors t′ = µα.c[[α]w ← [α](v)w], t′† ; µα.c†[α← µ˜y.〈v† | y · α〉] par le lemme 11 et
t† = µβ.〈µα.c† | µ˜y.〈v† | y · β〉〉
→1µ µβ.c
†[α← µ˜y.〈v† | y · β〉] (3)
= µα.c†[α← µ˜y.〈v† | y · α〉]
– si t = [β]µα.c alors t′ = c[α← β], t′† = c†[α← β] et t† = 〈µα.c† | β〉;1µ c
†[α← β] = (c[α← β])†
– si t = µα.[α]u et si α n’est pas libre dans u alors t ′ = u, t′† = u† et t† = µα.〈u† | α〉 ;1θ u
† parce
que α n’est pas libre dans u† (cf. lemme 3).
The´ore`me 4 (simulation de la re´duction avec appel par nom).
Quel que soit le λµ-terme t, si t→1nt
′ alors il existe u tel que t† → u et t′† ; u
De´monstration. On raisonne par cas sur les β et µ-re´ductions. La β-re´duction en cbn du λµ-calcul est
simule´e par une µ˜-re´duction du λ¯µµ˜-calcul en cbn (cf. (1)). La µ-re´duction du λµ-calcul est simule´e par
une µ-re´duction du λ¯µµ˜-calcul correcte en cbn, parce qu’elle est la seule re´duction possible dans la λ¯µµ˜-
commande 〈µα.c† | v† · β〉.
The´ore`me 5 (simulation de la re´duction avec appel par valeur).
Quel que soit le λµ-terme t, si t→1vt
′ alors il existe u tel que t† → u et t′† ; u
De´monstration. On raisonne par cas sur les β, µ et µ′-re´ductions. La β-re´duction du λµ-calcul en cbv
s’effectue si v est une valeur. Cette re´duction est simule´e par une µ˜-re´duction du λ¯µµ˜-calcul (cf. (2)) parce
que v† n’est pas de la forme µα.c et donc qu’aucune µ-re´duction du λ¯µµ˜-calcul ne peut s’effectuer. La µ-
re´duction en cbv du λµ-calcul est simule´e par une µ-re´duction en cbv du λ¯µµ˜-calcul. Enfin, la µ′-re´duction
du λµ-calcul est simule´e par une µ-re´duction en cbv du λ¯µµ˜-calcul (cf. (3)).
Ce the´ore`me justife la traduction ((u)v)† par µβ.〈v† | µ˜y.〈u† | y · β〉〉. La traduction µβ.〈u† | v† · β〉
n’aurait pas permis d’obtenir la simulation en cbv du λµ-calcul par le λ¯µµ˜-calcul. Si u est un λµ-terme de
la forme µα.c et si v est un λµ-terme de la forme µβ.c′ alors aucune µ˜-re´duction n’aurait pu s’effectuer.
Seule la λ¯µµ˜-re´duction µ re´duit µβ.〈µα.c† | µβ.c′† · β〉 en c†[α ← µβ.c′† · α] la` ou`, en λµ-calcul, c’est la
commande c′ qui absorbe le terme µα.c.
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5.2 La simulation du λ¯µµ˜-calcul par le λµ-calcul
On montre par des lemmes ce qu’est le subsitue´ du traduit par rapport au traduit du substitue´ pour
les µ et µ˜-substitutions et pour la traduction ()o.
Lemme 12. Quels que soient les λ¯µµ˜-termes t, u, la λ¯µµ˜-commande c et le λ¯µµ˜-environnement e,
(t[x← u])o = to[x← uo] et (c[x← u])o = co[x← uo] et (e[x← u])o = eo[x← uo].
De´monstration. On raisonne par induction sur t, c et e.
– si t = x alors to = x, to[x← uo] = uo et (t[x← u])o = uo
– si t = y alors to = y, to[x← uo] = y et (t[x← u])o = y
– si t = λy.v alors to = λy.vo, to[x← uo] = λy.vo[x← uo] et
(t[x← u])o = λy.(v[x← u])o
= λy.vo[x← uo] par hypothe`se d’induction
– si t = µα.c alors to = µα.co, to[x← uo] = µα.co[x← uo] et
(t[x← u])o = µα.(c[x← u])o
= µα.co[x← uo]. par hypothe`se d’induction
– c = 〈t | e〉, co = eo{to}, co[x← uo] = eo[x← uo]{to[x← uo]} et
(c[x← u])o = (〈t[x← u] | e[x← u]〉o
= (e[x← u])o{(t[x← u])o} par la de´finition 23
= eo[x← uo]{to[x← uo]} par hypothe`se d’induction
– si e = α alors eo = [α]{}, eo[x← uo] = [α]{}, et
(e[x← u])o = eo
= [α]{} par la de´finition 23
– si e = t · f alors eo = f o{({})to}, eo[x← uo] = f o[x← uo]{({})to[x← uo]}, et
(e[x← u])o = (t[x← u] · f [x← u])o
= (f [x← u])o[{(t[x← u])o} par la de´finition 23
= eo[x← uo]{({})to[x← uo]} par hypothe`se d’induction
– si e = µ˜y.c alors eo = [β](λy.µβ.co){}, eo[x← uo] = [β](λy.µβ.co[x← uo]){}, et
(e[x← u])o = (µ˜y.c[x← u])o
= [β](λy.µβ.(c[x ← u])o){} par la de´finition 23
= [β](λy.µβ.co[x← uo]){} par hypothe`se d’induction
Lemme 13. Quels que soient le λ¯µµ˜-terme t, la λ¯µµ˜-commande c et les λ¯µµ˜-environnements e et f ,
(t[α← f ])o = to[[α]u← f o{u}], (c[α← f ])o = co[[α]u← f o{u}]
et (e[α← f ])o = eo[[α]u← f o{u}].
De´monstration. On raisonne par induction sur t, c et e.
– si t = x alors to = x, to[[α]u← f o{u}] = x et (t[α← f ])o = xo = x
– si t = λx.v alors to = λx.vo, to[[α]u← f o{u}] = λx.vo[[α]u← f o{u}] et
(t[α← f ])o = λx.(v[α ← f ])o
= λx.vo[[α]u← f o{u}] par hypothe`se d’induction
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– si t = µβ.c alors to = µβ.co, to[[α]u← f o{u}] = µβ.co[[α]u← f o{u}] et
(t[α← f ])o = µβ.(c[α ← f ])o
= µβ.co[[α]u← f o{u}] par hypothe`se d’induction
– c = 〈t | e〉, co = eo{to}, co[[α]u← f o{u}] = eo[[α]u← f o{u}]{to[[α]u← f o{u}]} et
(c[α← f ])o = (〈t[α← f ] | e[α← f ]〉)o
= (e[α← f ])o{(t[α← f ])o} par le de´finition 23
= eo[[α]u← f o{u}]{to[[α]u← f o{u}]} par hypothe`se d’induction
– si e = α alors eo = [α]{}, eo[[α]u← f o{u}] = f o et (e[α← f ])o = f o
– si e = β alors eo = [β]{}, eo[[α]u← f o{u}] = eo et (e[α← f ])o = eo
– si e = t · g alors eo = go{({})to}, eo[[α]u← f o{u}] = go{({})to}[[α]u← f o{u}] et
(e[α← f ])o = (t[α← f ] · g[α← f ])o
= (g[α← f ])o{({})(t[α← f ])o} par la de´finition 23
= go[[α]u← f o{u}]{({})to[[α]u← f o{u}]} par hypothe`se d’induction
= go{({})to}[[α]u← f o{u}]
– si e = µ˜x.c alors co = [β](λx.µβ.co){}, co[[α]u← f o{u}] = [β](λx.µβ.co[[α]u← f o{u}]){} et
(e[α← f ])o = (µ˜x.c[α← f ])o
= [β](λx.µβ.(c[α ← f ])o){} par la de´finition 23
= [β](λx.µβ.co[[α]u← f o{u}]){} par hypothe`se d’induction
On n’a pas la simulation pour la β-re´duction pour le λ¯µµ˜-calcul. En effet, la λ¯µµ˜-commande 〈λx.u | v ·e〉
se re´duit (line´airement) par β a` la λ¯µµ˜-commande 〈v | µ˜x.〈u | e〉〉. Or, la traduction de la commande
initiale est (〈λx.u | v · e〉)o = eo{(λx.uo)vo}. La simulation de la β-re´duction donnerait la λµ-commande
eo{uo[x← vo]} tandis que la traduction de la commande finale par β du λ¯µµ˜-calcul est [β](λx.µδ.eo{uo})vo.
Ne´anmoins, on remarque que [β](λx.µδ.eo{uo})vo se re´duit par β et ρ a` eo{uo[x ← vo]}. C’est pourquoi
on va conside´rer une →1β′-re´duction qui est la succession de →
1
β et de →
1
µ˜ et qui pre´serve les me´canismes
d’e´valuation (cbn/cbv). En effet, β ′ est une λ¯µµ˜-cbn parce qu’on effectue une µ˜-re´duction. De meˆme, β ′
est une λ¯µµ˜-cbv parce qu’en cbv, v ne peut pas eˆtre de la forme µβ.c et que, par conse´quent, seule la
µ˜-re´duction peut s’effectuer. Ainsi, la succession d’une β-re´duction par une µ˜-re´duction est justifie´e en cbn
comme en cbv.
The´ore`me 6 (simulation du λ¯µµ˜-calcul par le λµ-calcul).
Quels que soient γ et le λ¯µµ˜-terme t, si t→1γ t
′ alors il existe u tel que to → u ; t′o.
De´monstration. On raisonne par cas sur les β ′, µ, µ˜ et θ-re´ductions.
– si t = 〈λx.u | v · e〉 alors t′ = 〈u[x ← v] | e〉, t′o = eo{(u[x ← v])o} = eo{uo[x ← vo]} par le lemme
12 et
to = (v · e)o{λx.uo}
= eo{({})vo}{λx.uo} par de´finiton 23
= eo{(λx.uo)vo}
→1β e
o{uo[x← vo]} (1)
– si t = 〈µα.c | e〉 alors t′ = c[α ← e], t′o = (c[α ← e])o = co[[α]u ← eo{u}] par le lemme 13 et
to = eo{µα.co}. On montre par induction sur e que eo{µα.co} → co[[α]u← eo{u}].
– si e = β alors
eo{µα.co} = [β]µα.co
= [β]µα.co
;
1
ρ c
o[α← β] (2)
= (c[α← β])o
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– si e = u · f alors co[[α]v ← (u · f)o{v}] = co[[α]v ← fo{(v)uo}] par la de´finition 23 et
eo{µα.co} = (u · f)o{µα.co}
= f o{({})uo}{µα.co}
= f o{(µα.co)uo}
→1µ f
o{µα.co[[α]v ← [α](v)uo]} (3)
→ co[[α]v ← [α](v)uo][[α]v ← fo{v}] par hypothe`se d’induction
= co[[α]v ← fo{(v)uo}]
– si e = µ˜x.c′ alors co[[α]u← (µ˜x.c′)o{u}] = co[[α]u← [β](λx.µδ.c′o)u] par la de´finition 23 et
eo{µα.co} = [β](λx.µδ.c′o)µα.co
→1µ′ [β]µα.c
o[[α]u← [α](λx.µδ.c′o)u] (4)
;
1
ρ c
o[[α]u← [β](λx.µδ.c′o)u]
– si t = 〈u | µ˜x.c〉 alors t′ = c[x← u], t′o = (c[x← u])o = co[x← uo] par le lemme 9 et
to = (µ˜x.c)o{uo} par la de´finition 23
= [β](λx.µβ.co)uo par la de´finition 23
→1β [β]µβ.c
o[x← uo] (5)
;
1
ρ c
o[x← uo]
– si t = µα.〈u | α〉 et si α n’est pas libre dans u alors t ′ = u, t′o = uo et to = µα.[α]uo ;1θ u
o parce
que α n’est pas une µ˜-variable de to par le lemme 5 et donc n’est pas libre dans uo.
The´ore`me 7 (simulation de la re´duction avec appel par nom).
Quel que soit le λ¯µµ˜-terme t, si t→1nt
′ alors t†→nt
′†
De´monstration. On raisonne par cas sur les β ′, µ et µ˜-re´ductions. La β ′-re´duction en cbn est simule´e par
une β-re´duction en cbn du λµ-calcul (cf. (1)). Pour la µ-re´duction en cbn du λ¯µµ˜-calcul, l’environnement
e de la commande 〈µα.c | e〉 n’est pas de la forme µ˜x.c′. Par conse´quent, on ne conside`re que les cas (2)
et (3) de la simulation et pas le cas (4). Dans le cas (2) ou` e = β, la µ-re´duction est simule´e par une
ρ-re´duction dans le λµ-calcul. Dans le cas (3) ou` e = u ·f , la µ-re´duction du λ¯µµ˜-calcul en cbn est simule´e
par une µ-re´duction du λµ-calcul en cbn. Enfin, la µ˜-re´duction en cbn est simule´e par la λµ-re´duction β
(cf. (5)).
The´ore`me 8 (simulation de la re´duction avec appel par valeur).
Quel que soit le λ¯µµ˜-terme t, si t→1vt
′ alors t†→vt
′†
De´monstration. On raisonne par cas sur les β ′, µ et µ˜-re´ductions. La β ′-re´duction est simule´e par une
β-re´duction du λµ-calcul. On rappelle que les λ¯µµ˜-environnements en cbv sont de la forme V · e, ce qui
exclut dans le cas (1) ou` v soit de la forme µα.c : seule la β-re´duction s’effectue dans ce cas. La µ-re´duction
du λ¯µµ˜-calcul en cbv est simule´e, premie`rement, par une ρ-re´duction si e = β, deuxie`mement, par une
µ-re´duction en cbv du λµ-calcul (cf. (3)) parce que si e = u · f alors u est une valeur et donc, il n’y a pas
de µ′-re´duction possible ; et troisie`mement, si e = µ˜x.c (cf. (4)), la µ-re´duction en cbv du λ¯µµ˜-calcul est
simule´e par une µ′-re´duction du λµ-calcul. Enfin, la µ˜-re´duction en cbv est limite´e au cas ou` u est une
valeur. Elle est simule´e par la λµ-re´duction β (cf. (5)), ce qui ne pose pas de proble`me parce qu’il n’y a
pas de µ′-re´duction possible.
Conclusion
Le fait d’avoir essentiellement travaille´ au niveau des λ-calculs non type´s et pour des me´canismes
d’e´valuation non de´terministes nous a permis de montrer, d’une part l’e´quivalence calculatoire entre les
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λµ et λ¯µµ˜-calculs, dans le cas non type´ et non dirige´ (cf. les the´ore`mes 3 et 6) mais aussi, et a` peu de
frais, on a pu e´tendre ces re´sultats aux cas non type´s et dirige´s que sont les e´valuations en appel par
nom et en appel par valeur (cf. the´ore`me 4 pour la simulation du λµ-cbn par le λ¯µµ˜-cbn, the´ore`me 5
pour la simulation du λµ-cbv par le λ¯µµ˜-cbv, the´ore`me 7 pour la simulation du λ¯µµ˜-cbn par le λµ-cbn et
the´ore`me 8 pour la simulation du λ¯µµ˜-cbv par le λµ-cbv) ; et enfin on e´tend aise´ment ces re´sultats au cas
type´ une fois les lemmes de compatibilite´ des traductions avec le typage de´montre´s (cf. lemme 4 pour la
compatibilte´ de la traduction ()† avec le λ¯µµ˜-calcul type´ et lemme 6 pour la compatibilite´ de la traduction
()o avec le syste`me de types du λµ-calcul).
Ayant prolonge´ les travaux de Curien et Herbelin dans [1], on peut comple´ter une partie de leur tableau
final :
NK λµ nd ↔ λ¯µµ˜ LK
NK λµ cbn ↔ λ¯µµ˜ LK
NK λµ cbv ↔ λ¯µµ˜ LK
Diffe´rentes extensions de ce travail sont possibles. La premie`re serait de ve´rifier que notre λµ-cbv est
confluent. La seconde serait de montrer qu’avec la de´finition de la re´duction λµ-cbv due a` Ong et Stewart
dans [2] on obtient les meˆmes re´sultats de simulation en modifiant un tant soit peu la traduction ()†.
Un autre prolongement serait d’e´tendre le syste`me des types, dans un premier temps, a` ⊥ parce que son
introduction ne modifie que le´ge`rement les langages de termes (et de meˆme pour la quantification), que ce
soit pour le λµ-calcul ou pour le λ¯µµ˜-calcul ; et dans un second temps a` ∧ et ∨ qui, en revanche, ne´cessitent
l’introduction de nouvelles constructions syntaxiques. Enfin, il serait inte´ressant d’e´tudier les traductions
CPS des λµ et λ¯µµ˜-calcul type´s de la logique classique dans le λ-calcul type´ de la logique intuitionniste
afin de les comparer.
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