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A limit theorem is developed for sample partial autocorrelations, when the vector {N I”( R( k) - 
m“), k=l,..., H} converges in distribution, the R(k) being sample autocorrelations from a 
not-necessarily stationary process. The result is used to develop a Quenouille-type goodness-of-fit 
test based on sample partial autocorrelations for the simple branching process with immigration. 
This is compared with a test of Venkataraman (1982); and both are applied to historical data. 
non-stationary process * sample partial autocorrelation * autoregression * Quenouille’s test * 
subcritical * Galton-Watson * statistical mechanics 
1. Partial autocorrelations 
We shall be concerned with stochastic processes {X(t)}, t = 0, +l, +2,. . . , satisfying 
EX’( t) < 00, but not necessarily second-order stationary (although second-order 
stationary processes will be used to motivate the discussion). The coefficients 
/3,,.P,,...,Pk of the best linear predictor P0+/3,X(t-1)+...+p,X(t-k) for 
X(f) in terms of X(t-l),..., X( t - k), for fixed k 2 1, in the least squares sense, 
are those which minimize 
E{(X(t)-/3,,-p,X(t-l)-...-&X(t-k))’} 
and as is well-known (e.g. Cram&, 1946, Section 23.2) in particular 
&P=ak (1) 
where &={Cov(X(r-i), X(t-j))}, p={p,}, uk ={Cov(X(t), X(r-i)}, i,j= 
1 ,..., k. 
In the special situation where {X(t)} is second-order stationary with autocovari- 
ante function y(h), h = 0, +l, *2,. . . , it follows that (1) can be written out as 
y(i-l)P,+y(i-2)P2+~..+y(i-k)pk=y(i), i=l,...,k, (2) 
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andif&={y(i-j)},i,j=l,..., k, is assumed positive definite, p is independent 
of t and is the unique solution of (1) (or, equivalently, (2)). By dividing (1) or (2) 
by y(O), these systems can be expressed in terms of the population autocorrelation 
function p(h) = y(h)/y(O), h =O, *l,. . , and then are known as the Yule-Walker 
equations in the special case of a stationary AR(k) process, but can be seen from 
the above to hold generally. 
For the stationary AR(k) process it is well-known that Pk is also the coefficient 
of partial correlation between X(t) and X( t - k) when the (linear) effect of inter- 
mediate random variables X( t - l), . . . , X( t - k + 1) has been removed from each 
(e.g. Hannan, 1970, pp. 21-23; Barndorff-Nielsen and Schou, 1973). Thus it is the 
partial autocorrelation at lag k. However, again, this interpretation is valid for any 
second-order stationary process. This may be seen most concisely from equation 
(23.4.5) of Cramer (1946) in general linear predictor theory, which translated to the 
present setting states that 
Ph = PO!,. 1,2,...,k-I t”O. I,2 ,.... k-d”k. 1.2, . ..k--l) 
where p is the partial autocorrelation in question, and a,. 1.2 ,..., k-1 and ok. ,,2 ,,_,, L_, 
are respectively the residual s.d.‘s from best linear prediction for X(t) and X( t - k), 
respectively, on X( t - l), . . . , X( t - k + 1). In virtue of the second-order stationarity 
of {X(t)}, these two s.d.‘s are equal. 
The above permits us to conclude that any two second-order stationary processes 
with the same autocorrelation structure have the same partial autocorrelation 
structure. 
With an actual data set X(t), t = 1, . . . , N, from a second-order stationary process 
{X(t)}, the least-squares linear fit for X(t) in terms of X( t - l), . . . , X( f - k) arises 
from minimizing with respect to PO, p,, . . . , Pk the expression 
; (X(t)-p,-/3,X(t-l)-. . .-PkX(f-k))2. 
r=k+l 
Clearly, for large IV, the parameter estimator /? = {b,}, j = 1, . . . , k is given by 
where S,={C((i-jl)}, so={C(i)}, i,j=l,..., k, where for h~0, 
C(h)= ; (X(t)-X)(X(j-h)-X)/N X= ; X(t)/N, 
f=h+l ,=, 
and {C(h)}, h = 0, . . . , IV - 1, is the sample autocovariance function. Clearly, divid- 
ing S, and Sk by C(O), b is expressible in terms of the sample autocorrelations 
R(h) = C(h)/C(O) in precisely the same manner as /3 in terms of population 
autocorrelations. 
The sample partial autocorrelation at lag k for any second-order stationary process 
is thus naturally defined by pk and from (4) this is tantamount to the theoretically 
useful expression 
I%= R(l); 
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and for k 2 2, 
r R(0) R(1) ... R(k-2) R(l)1 
R(1) 
det . 
i . 
R(O)R(l) . . . 
p^= 
R(k.- I) R(k-2) ... 
(5) 
R(O) R(1) ... 
R(1) 
det . 
1 . 
R(O)R(l) . . . R(k-3) R(k-2) 
R(k-- 1) R(k-2) ... 
2. A limit theorem for the sample PACF 
If X(t), t=1,..., N, is a data set from any stochastic process (second-order 
stationary or not), we continue to refer to C(s) as sample autocovariances and 
R(s) = C(s)/C(O), ~20, as sample autocorrelations as before, and consequently 
we shall refer to bk, k > 1, defined by (5) as sample partial autocorrelations. The 
following is a general result which relates the asymptotic behaviour of sample partial 
autocorrelations to that of sample autocorrelations in a general setting. 
Theorem 1. Suppose.for some number m E (0, 1) the random vector 
{N”‘(R(k)-m’),k=l,...,H} (6) 
converges in distribution as N + CO to some random vector { V(k), k = 1, . . . , H}. Then 
the random vector { N”‘pl,, k = 2, . . , H} converges in distribution as N + ~0 to the 
vector{W(k), k=2,...,H} where 
W(k)=(V(k)-2mV(k-l)+m’V(k-2))/(1-m’), 
where V(0) = 0 by definition. 
Proof. The determinant in the denominator of expression (5) for ,6&, 2 s k s H, 
approaches the determinant of the k x k matrix M whose (i,j) element is m”- I’, 
i,j= 1 ,.“’ k, in probability, since R(j) - m’ 5 0,j = 1,2, . . . , H, by (6). To evaluate 
the determinant of M use the operation: row(i) - m row(i - 1) + row( i), i = 
k, k - 1,. . . ,2, which leaves an upper triangular matrix with (1, 1) element 1, and 
(i, i) element (l-m’), i=2 ,..., k, so det M=(l-m’)“-‘. 
Now consider the determinant in the numerator of (5). First replace each R(j), 
j=l 9.“) k, by R(j)-m’tm’, then perform the row operation as above for M. 
Finally, perform the following column operation 
column(j) - m column( j - 1) + column(j), j = k - 1, k -2, . . ,2; 
column(k) - m column( 1) + column(k). 
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After this operation, all offdiagonal elements will be perceived to be of form 
xi_, d,(R(j) - m’), for appropriate constants d,. The diagonal elements are as 
follows: the (1, 1) element is 1; the (i, i) element is 1-m’-2m(R(l)-m), i= 
2,...,k-1; the (k, li) element is (R(k)-m”)-2m(R(k-1)-m”‘)+ 
m’(R(k-2)-m= ). Expanding the determinant and multiplying by N”“, we see 
that the contribution from the product of the diagonal elements approaches 
(l-n1’)‘~‘(V(k)-2mV(k-l)+m’V(k-2)) in distribution from (6) while the 
other contributions to the determinant are asymptotically negligible in probability 
as N + ~3, since all involve a product of at least two offdiagonal elements, and we 
know N”‘(R(s)-m‘)(R(t)-m’)%O, s,t-‘l. These arguments involve use of 
Slutsky’s theorem and give the result required for a single (fixed) k, k = 2, . , H. 
Clearly, it can be shown in very like fashion that any linear function 
N”“x;=H=2 (x& 4 N”‘C;~2 cyI, W,, whence the result for the vector convergence 
{iA, k = 2,. . . , H} obtains (from the Cramer-Wold device). 0 
3. The sample PACF and goodness-of-fit 
Let us write, for the time being in more usual notation, pk = &,. ,,l,,,,,k_, . The sample 
autocorrelation function (ACF) R(k), k 2 1, and partial autocorrelation function 
(PACF) &, ,,x ..A , , k 2 1, are initial diagnostic tools for the time-domain (Box- 
Jenkins-type) analysis of time series, and are widely available on statistical packages. 
(According to our Section 1 the PACF can be obtained by successive ordinary least 
squares regression fits of increasing order, though it is more practical to use the 
Durbin-Levinson recursion formulae.) 
Consider now a stationary AR(p) process {X(t)}, r = 0, *I, +2, . . , where 
x(t)=a,,+n,X(t-l)+~~~+(Y,X(t-p)+E(t) (7) 
where e(f), t = 0, *l, +2,. . , is a sequence of i.i.d. ~t‘(0, c’) r.v.‘s. From Section I 
it follows that P,,~. ,.?. .,k_, = 0 for k > p. If X(r), t = 1, . . , N, is a sample from such 
a process, for large N, approximately 
N’/“R, ,I, ,,? ,..., I . , , k > p, are i.i.d. ,Y‘(O, 1) distributed. (8) 
Thus for large N and fixed Tz 1, 
P+7 
(9) 
approximately. Both (8) and (9) are due to Quenouille (1947); Barndorff-Nielsen 
and Schou (1974) give a clear modern derivation. While (8) is frequently used in 
attempting to detect initially an AR(p) process, the goodness-of-fit statistic (9) has 
tended to be supplanted by the formally similar Box-Pierce test which, however, is 
used for goodness-of-fit of any ARIMA model to stationary data. In its simplest 
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form the Box-Pierce test statistic has the form 
N ; (F(k))” 
h=I 
(10) 
where the r”(k) are sample autocorrelations between fitted residuals, and for an 
AR(p) model is taken to have a ,&p distribution. 
In the present paper our focus is on the use of the sample PACF, and hence on 
(9). The general motivation for this is expressed in the fact that some of the notions 
associated with an AR(p) process can be extended to a general and not necessarily 
stationary process {X(t)}, t = 0, *l, 12, . . , satisfying EX’( t) <a;), each t, as fol- 
lows. Let 9, be the a-field generated by {X(r), TG t}, and define 
l (t)=X(t)--E(x(t)ls, ,). 
Then EE(t)=O, Ee(t)E(s)=O, tfs, E{E(t)X(t-.s)}=O, ~21, and {E(t)} is a 
martingale difference sequence. If we further suppse that 
E(X(t)l.F, _,) = a,,+cu,X(t-l)+...+cu,,X(t-p) (II) 
then we may express X(t) as in (7), although all the properties of the E( t)‘s there 
do not necessarily hold, nor is {e(t)} necessarily even second-order stationary. 
However, it is still possible (Hannan and Heyde, 1972) to develop a general theory 
of inference for quantities analogous to population autocorrelations, based on 
sample autocorrelations, under certain not unexpectedly quite restrictive technical 
assumptions. The main purpose of this paper is the detailed study of a simple but 
practically important particular case of (11). 
4. Application to the subcritical branching process with immigration 
We shall be dealing with a stochastic process {X(t)}, t = 0, 1,2, . . . , defined by 
i 
Y(f I) 
X(t)= 
C Z(t, r)+ Y(t) ifX(t-l)>O, 
1.--1 
Y(r) ifX(t-l)=O, 
where X(O), Z( t, r), Y(s), r, S, t = 0, 1,2,. . . , are independent non-negative integer- 
valued random variables, with the Z( t, r) (t, Y = 1,2, . .) identically distributed (like 
a non-degenerate r.v. Z say) and Y(s), s = 1,2, . , identically distributed (like a 
non-degenerate r.v. Y say). This defines the simple branching (Galton-Watson) 
process with immigration (BPI), which has a long and distinguished history as a 
stochastic model, especially in statistical mechanics (see Heyde and Seneta, 1972, 
Sections 5 and 6). The situation of particular interest in past work on inference has 
been the subcritical case where 
EZ<l 
and we make this assumption here. We shall also need the moment assumptions: 
E(Z”) < ~7, p = 2,3; E( Y”) <a, p = 1,2,3; E(X’(0)) < CD; and use the notation 
m = EZ, crf=VarZ; h= EY, &=Var Y; 
/_L=(l-m))‘A, ’ cr, = /.La; •t &. 
From the definition of the process {X(t)} we see that it is a Markov chain on the 
state space (0, 1,2,. . .} with the property 
E{X(t)lX(t-l)}=h+mX(r-1) 
and hence we have a special case of (11), with an obvious structural similarity to 
the stationary AR( 1) process since 0 < m < 1, even though the present process {X(t)}, 
t 2 0, is not generally stationary. Writing the relation 
l (t)=X(t)-mX(t-1)-h (12) 
in the form (X(r)-p)=m(X(t-1)-p)+E(r), it is easy to see that when X(0) is 
chosen to have a distribution coincident with the limiting distribution of the Markov 
chain {X(t)}, t 2 0, so that the process becomes stationary, then EX( t) = /_L, and the 
autocorrelation function of the process is p(k) = ml, k 20 (Heyde and Seneta, 
1972). This last, as is well-known, coincides with the autocorrelation function of a 
stationary AR( 1) process, for which, as in Section 3, par. ,,2,.. ,I, , = 0, k 3 2, so this 
last relation (by our Section 1) must be true for the stationary version of our process 
{X(t)). 
Consequently we would hope that a test for whether a data sequence originates 
from a subcritical BPI could be based on sample partial autocorrelations &, ,,l,. J , , 
2 s k s T, in a manner akin to the asymptotic results (8) and (9) for the case p = 1 
corresponding to the AR(l) process. We might expect such asymptotic results to 
hold, further, even if the subcritical BP1 model for the data set was not stationary, 
since the stationary regime is approached asymptotically for this BP1 process. 
Results related to those desired are contained in Section 6 (“Quenouille-type 
goodness-of-fit tests for X”) of Venkataraman (1982), hereafter referred to as V. 
(1982). This remarkable paper, however, does not mention partial autocorrelations, 
nor carry out any application of the tests it develops to data sets. This section 
focusses on the first of these aspects. The assumptions of Venkataraman and of the 
sequel are those at the beginning of this section. His tests are based on the estimated 
residuals 
;(t)=x(r)-&X(t-1)-i, [=I,..., N, 
based on an observed data sequence X(O), X(l), . , X(N) where fi and i are 
estimates of m and A obtained by least squares, that is, by minimizing IL2 (X( 1) - 
mX(t-1)-A)‘, as in (3). 
We focus on just one result given in V. (1982, viz. Theorem 5.3), that (under the 
assumption that the data sequence comes from a subcritical BPI) as N-,m, for 
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arbitrary fixed H, 
{W”(i(k+l)-rAi(k))$,}&(k)}, k=l,...,H, (13) 
where i(k) =I:,+, i(t)El(t-k)/CE, G’(t), &;=I;“=, EI’(t)/N, and {t(k)}, k= 
1,. . . , H, is a multivariate normal vector, with zero mean and E{S(r)t(s)} =0 for 
IY - SI 2 2. Further, v’(k) = Var t(k) is consistently estimated (V., 1982, Lemma 
6.l(iii)) by 
v^‘(k)=j,(k+l)+&“$,(k)-2&,(k) 
where 
j,(k)=N+ ; g2(t)i2(t-k), 
r=!,+, 
&(k)= N-’ ; ;‘(t)i(t-l);(t-k-l). 
,=!Y+2 
Since the [(k)‘s are asymptotically independent at changes in k of at least two, it 
follows (V., 1982, Theorem 6.1(c)) that as N+m for any fixed Tz 1, 
N ; (~(s,+l)-~~(~,))~~~v^~‘(.~~)-~~ (14) 
,=I 
where T Z= s, > 1 each i, s,+, - s, Z= 2, and T is arbitrary. 
Here (14) has an obvious resemblance to the Box-Pierce test statistic (10) inasmuch 
as sample autocorrelations i(k) of estimated residuals are involved. We use the 
above results (13) and (14) of Venkataraman to derive corresponding analogues of 
Quenouille’s results (8) and (9) with p = 1. 
Theorem 2. Under the preceding assumptions and notation qf this section for the SPI, 
and the notation /?A = &,, ,,z,...,k-, for sampfe partial autocorrelation as before, 
W%+, - ri&+~)~~}: {t(k)}, k = 1,. . . , H, (15) 
so that 
,for any jixed T > 1, T 2 si 2 1 and s,+, - s, 3 2. 
Proof. We carry out a proof for fixed k. The nature of the proof (as in Theorem 1) 
is such that the reasoning can be extended to arbitrary linear forms of the quantities 
(15), whence the desired vector convergence. Slutsky’s theorem is used repeatedly 
in the sequel. Since N-“‘&i(N)i(N - k) L 0 as N+co (A 5 m by Theorem 4.1 
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of V. (1982), and by Lemma 2.2 of the same reference Ei’( N) + const., so 
NP”‘Eli( N)<( N - k)l --z 0): 
(( 
N-h-I 
> 
N-h 
= N-l/’ 
c i(t+k+l);(t) -&I 1 i(t+k)i(t) 
,-I r-1 > 
(;(r+k+l)-&:(t+k))i(t) +0,,(l) 
> 
N I, 1 
= N-l” C ((X(t+k+l)-fi)-261(X(t+k)-;) 
,=, 
+r;l’(x(t+k-l)-~))i(t)+o,~(l) 
(where /-2=i/(l-r&), noting ;(t)=(X(t)-b)-&(X(r-I)-&)) 
N-h-1 
= N-“’ 1 ((X(t+k+l)-X)-2&(X(r+k)-??) 
,-, 
+~‘(x(r+k~l)-X))i(t)+o,,(l) (17) 
since 
N-h-, 
N-“’ 1 ((b-X)-2fi(;-X)+h’(;-X)):(t) 
,=-I 
and N”‘(k - 2) 4 m,$,(O)/(l - m) by Theorem 4.1 of V. (1982) where t,(O) is a 
certain random variable defined by that theorem, while C,“_, g(t)/ N -% 0 since 
X 5 p and & -G m by the same theorem. 
Continuing the development, we may write (17) as (where pI, is the forward shift 
operator i.e. Fk(4(k)) = 4(k+ l)), 
N-h-~1 
zz N-“’ 1 (.ch -rG)‘(X(r+k-I)-X)El(t)+oJl) 
,:I 
N-h-, 
zz N-l” 1 (Fh -&)‘{(X(t+k-1)-T?) 
I = 1 
x(x(t)-~-?&(X(r-1)-;)}+0,,(1) 
N-h-~, 
= N-“’ C (Fh-fi))2{(X(t+k-1)-X) 
,--I 
x(X(t)-x-&(X(f-l)-X))}+o,(l) 
= N--“‘(F,-ti)2{R(k-1)-hR(k)}C(0)+o,(1) 
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incorporating further terms o,,( 1) as N + ~0 and recalling that 
C(O)= ; (X(t)--X)*/N 
,=I 
(with obvious notation EL’ for backward shift) 
= N”*(F~ - &I)‘( e;’ -r$R(k)C(O)+o,(l) 
=(E;‘-~)N”Z{R(k+2)-2~R(k+l)+i&2R(k)}C(0)+o,(l) 
=(~~‘-~)N”~{(R(k+2)-~~+*)-2m(R(k+1)-m~+’) 
+m’(R(k)-m’)}&(l-rr?)+o,(l). (18) 
The last step follows from the fact that C(0) % &(l - m’), as noted at the con- 
clusion of the proof of Theorem 4.2 of V. (1982); and arguments such as 
N”‘{2(&m)R(k+l)-(r;z’-m’)R(k)) 
=(&m)(N”‘{2R(k+l)-(fi+m)R(k)})-r,O 
since as already noted h-m G 0, while 
N”‘{2R(k+l)-(rii+m)R(k)} 
= N”“{2(R(k+l)-mAi’ )-(&+m)(R(k)-m“)}-N”‘(t&m)m’ 
which in the manner of Theorems 4.1 and 4.2 of V. (1982) converges in distribution 
as N-+oo. 
Now we note from the proof of our Theorem 1 that (18) is just 
= N’/2(gl_’ _ fi)Pk+zq;+ool,(l) 
= N”‘(/&+, -&~+:)G+o,(l) 
since the condition (6) of our Theorem 1 is satisfied in the present context because 
of Theorem 4.3 of V. (1982), and since &.(‘,=I,“=, g’(t)/ N % ui as can be deduced 
from V. (1982, Lemma 2.1 and Theorem 4.1). Thus we actually have a stronger 
conclusion than that required by the present theorem, specifically that 
N”‘(i(k+l)-hi(k))&;= N”‘(P^A+,-&~~+,)&;+op(l). 0 (19) 
5. Application to a data set 
BPI’s in statistical mechanics have generally been taken to have Bernoulli offspring 
distribution, i.e. E(s”) = 1 -m + ms, where O<‘m < 1, and Poisson immigration 
distribution, i.e. E(s”) = e”(‘-I’, where 0 < A < ~0, for well-known physical reasons 
(see Heyde and Seneta, 1972, Section 5). While inferences on m and A have been 
made on this basis, tests of goodness-of-fit of the overall model have never been 
applied. We apply the preceding theory to a data set of the physicist Fiirth (1918, 
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1919), who made systematic counts of the number of pedestrians on a city block 
every five seconds; the rationale for this sequence being modelled by a BP1 of the 
above type is the same as for equally spaced observations on the number of particles 
in a fixed small volume of solution. Fiirth’s data has the advantage of being a long 
unbroken sequence: he gives 505 readings and stops with 506th reading zero. Thus 
we have a sequence X(O), X(l), . . . , X(N) with N = 505. 
The estimates h and i and other quantities were obtained precisely as in the 
preceding section; the sample partial autocorrelations bL, k 2 2, were obtained from 
the MINITAB package. In particular 
& = 0.665776, x = 0.532112, 
and Table I gives relevant final results. 
6; = 0.837836, 
It is clear that the fit is not good, because of the column k = 1, and the model 
should be rejected on the basis of either of tests (14) or (16). It is interesting that 
6*(k) is nevertheless essentially constant (as V., 1982, predicts, but for a BPI); and 
even though the asymptotic equivalence (19) doesn’t necessarily hold when the 
process is not BPI, nevertheless the rows are comparable up to approximately 
column k = 7. Notice also the periodicity (period 2) in the size of the values as k 
increases. Taking only even values of k for the test statistic would result in acceptance 
of the BP1 hypothesis. 
Table I 
Goodness-of-tit of Fiirth’s data to a BP1 
k I 2 3 4 5 6 7 8 9 
d’(k) 1.24 1.32 1.14 1.07 1.10 0.68 1.02 1.15 0.90 
N(i(k+l)~r%(k))‘G’d 0 ‘(k) 18.83 0.01 2.21 0.00 2.66 0.08 4.90 0.12 3.42 
N(& +I -r;lp^,\+,,‘;;?(k) 21.47 0.74 0.84 0.39 4.22 0.80 3.13 1.50 0.80 
k 10 II 12 13 14 15 16 17 18 
I;‘(k) 0.98 1.06 0.98 1.10 1.17 1.16 0.85 0.98 I .08 
N(i(k+l)~Ai(k))‘ir;:S~‘(k) 0.01 2.66 0.06 2.65 1.71 1.50 2.23 0.01 0.62 
NV%,, -r;lp^, ,,)‘c?:C ‘(k) 0.48 6.01 0.23 0.7.5 0.22 0.45 0.59 0.08 0.39 
As a check on the tests 506 values X(O), X(l), . , X(505) of a BP1 of the 
Bernoulli-Poisson structure were obtained by simulation, actually taking the 
parameter values m = 0.665776, A = 0.532112 coincident with those obtained in the 
analysis of Fiirth’s data. Then the estimates & = 0.698434 and c?: = 0.806171 resulted 
(the true value of a~=~uaf+a~=hm+h=h(l+m)=0.886379). 
Notice that, as expected the last two rows are approximately the same. The result 
is non-significant on either of these rows, as expected. In fact since each column 
value originates from a xf distribution (and alternate values are independent), there 
are rather few values much in excess of their mean (which is unity). This is due in 
part to 6: being a substantial underestimate of a,:. 
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Table 2 
Goodness-of-fit with simulated data 
k 1 2 3 4 5 6 7 8 9 
C(k) 1.09 1.17 1.04 1.03 1.02 0.90 0.97 0.98 1.03 
N(T(k+l)-~~(k))'~;',6~~(k) 0.01 0.51 1.13 1.10 0.06 0.01 0.13 0.19 0.27 
N(P, c, ~$I/$+,)‘+ '(k) 0.00 0.61 1.21 1.15 0.06 0.01 0.09 0.18 0.50 
k 10 11 12 13 14 15 16 17 18 
G'(k) 1.10 0.86 0.90 0.90 0.98 0.94 0.94 0.95 0.86 
^- , 
N(P^, r(k+l)-mr(k))'~~u*~-(k) , , ~ rh~,+,)zcT~;~z(k) 
0.34 1.01 0.12 0.22 0.96 1.63 0.66 0.00 0.32 
0.34 0.83 0.08 0.18 1.31 2.35 0.32 0.01 0.16 
Final remark. The equivalence (19) can be extended to the statistic of Theorem 5.1 
of V. (1982). For this remark E.S. is grateful to Dr. N. Weber. (The same is not true 
of Theorem 5.2 of V., 1982.) 
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