We consider linear hyperbolic boundary-value problems for second order systems, which can be written in the variational form δL = 0, with
F → W (x; F ) being a quadratic form over M d×n (R). The domain of L is the subspace ofḢ 1 (Ω × R t ) n (homogeneous Sobolev space) defined by the constraint div x u = 0. The domain Ω is either a bounded one or a half-space of R d . The Euler-Lagrange system is second-order with a gradient of a "pressure" as a Lagrange multiplier. The boundary condition inherent to this problem is of Neumann type. Such problems arise for instance in linearized incompressible elasticity.
When Ω is a half-space and W depends only on F , we show that the strong wellposedness occurs if, and only if, the stored energy Ω W (∇ x u) dx is convex and coercive over V. This kind of convexity contains a far field condition that ressembles but is weaker than rank-one convexity, which is nothing but the hyperbolicity, or the well-posedness of the corresponding Cauchy problem. As in the case without constraint, we show the remarkable fact that the Lopatinskiȋ condition needs only to be satisfied at real frequency pairs (τ, η) with τ ≥ 0, instead of pairs with τ ≥ 0. Even stronger is the fact that we need only to examine pairs (τ = 0, η), and prove that some Hermitian matrix H(η) is positive definite.
We also prove that every such well-posed IBVPs do admit surface waves, which are often of finite energy.
For bounded domains with a smooth boundary, and with variable coefficients, we show that the strong well-posedness is equivalent to a Korn-like inequality for the stored energy.
u j v j .
We write |u| for u, u . We recall that the homogeneous Sobolev spaceḢ 1 (Ω) is the closure of D(Ω) under the norm
We define V(Ω), or simply V when the context is obvious, to be the space of divergence-free vector fields of classḢ 1 (Ω). Likewise, H is the space of divergence-free vector fields of class L 2 (Ω). Finally, W is the subspace of L 2 (Ω) d(d+1) made of pairs (u, ∇ x v), where u ∈ H and v ∈ V. The spaces V, H, W are Hilbert spaces for their natural norms. We emphasize that we do not impose a zero trace over the boundary, a fact that could seem odd to specialist of Navier-Stokes equations.
Introduction
Let W : M d (R) → R be a quadratic form. For the sake of simplicity, we assume in this introduction that the spatial domain is a half-space: Ω := R d−1 × (0, +∞). Bounded domains will be considered in Section 5. We consider the stored energy functional
for a field u : Ω → R n . In the context of Calculus of Variation within divergence-free vector fields, the energy W is associated to a Stokes-like operator P : V × L 2 (Ω) → H −1 (Ω) n defined by is the kinetic energy, subjected to the divergence-free constraint. Such an IBVP has the form
B[u, p] = 0 (x ∈ ∂Ω, t ∈ R) (4) with P and B as above. In [7] , we explained why the non-homogeneous boundary condition Bu = g is badly behaved in the unconstrained case. The same argument works out here and this is the reason why we focus on the "homogeneous" condition (4) .
In practical situations, W is not quadratic and Ω is a general domain, say a bounded one. However it is well-known from the works by Kreiss [3] , Sakamoto [6] and Majda [5] that the well-posedness of a general IBVP is intimately related to that of IBVPs with frozen coefficients in half-spaces, obtained by linearization about uniform states. This explains the relevance of Problem (2, 3, 4) where P and B are linear with constant coefficients and Ω is a half-space. Such a problem is a building block in the general theory. In general, passing from the constant coefficient case to the variable coefficicient case requires much involved tools, like pseudodifferential estimates, symbolic symmetrizers and so on. This passage will be much simpler in the situation studied here, as shown in Section 5.
We point out that the right-hand side f has a variational origin, if we add an integral R Ω f · u dx dt to the Lagrangian. As suggested by these expressions, we denote by x the space variable interior in Ω and by y the variable along the boundary ∂Ω. Therefore x = (y, x d ). Throughout this paper, we make the minimal assumption that the pure Cauchy problem (thus with domain R d ) for (2,3) is well-posed, in the sense that for every initial data u 0 = u(0) ∈ V and u 1 = u t (0) ∈ H and f ≡ 0, there exists a unique solution
This is a generalized form of hyperbolicity, which has a simple algebraic characterization, thanks to Fourier analysis. This property can be viewed as a weakened form of rank one convexity 1 :
If W is strictly convex, then it satisfies (AC), though the converse is false. Condition (AC) amounts to saying that the stored energy W is convex over V(R d ) n . When the stored energy W is convex over V and the boundary condition is homogeneous (that is g ≡ 0), then the IBVP admits a convex total energy
If in addition W is coercive on V, the IBVP has the abstract form
where A is a maximal 2 monotone operator over W. Therefore the homogeneous initial-boundary value problem (IBVP) is well-posed, in the sense that −A generates a continuous semi-group of contractions with respect to the norm E. Actually, because of conservativity, it generates a group of E-isometries (S t ) t∈R . Given a in the domain of A, t → S t a =: U (t) is the unique strong solution of U + AU = 0 such that U (0) = a. Then S t is extended to W by density, thanks to the contractivity. When f is non zero, the homogeneous IBVP is solved through the Duhamel's principle
This solution satisfies the well-known a priori estimate
where C is a finite number, independent of either (u, f ), or γ > 0 and T > 0. We point out that this estimate shares the scaling invariance of the IBVP. Droping the convexity/coercivity assumption for W, we say that the homogeneous IBVP is strongly well-posed if it satisfies an estimate of the form (6) . This is the same inequality than that considered by Kreiss or Sakamoto, except for the boundary terms, which must be absent in our homogeneous case. The main goal of this paper is to characterize these variational problems that are strongly well-posed. We show that they are precisely those for which the stored energy W is convex and coercive over V.
Of course, this does not mean that W be convex over M d (R). Therefore there is a need of a practical tool in order to characterize the densities W that yield strongly well-posed IBVPs. In the context of general hyperbolic IBVPs, the appropriate concept is that of Lopatinskiȋ condition. Such a condition appears for the first time in [4] in the context of elliptic BVPs. In its uniform version, this is an algebraic property, which must be checked at every non-zero frequency pair (τ, η), with τ ≥ 0 and η ∈ R d−1 . Notice that in our constrained situation, we need to exclude the pairs with η = 0.
The situation turns out to be particularly simple in our variational context: We show below that it is sufficient to check the Lopatinskiȋ condition at real pairs (τ, η), that is τ ∈ R + and η ∈ R d−1 \ {0, 0}. We find an even simpler characterization in terms of the simple modes of the stationnary equation: if η ∈ R d−1 , the equation
is a second-order ODE whose solution space has dimension 2d. If η = 0, the subspace of solutions that vanish at +∞ (stable solutions) has dimension d and is characterized by a firstorder ODE v = P (0, η)v, where the zero refers to τ = 0 and P (0, η) is the "stable" solution of a quadratic matrix equation (an algebraic Ricatti equation). To P (0, η), we associate by an explicit formula a Hermitian matrix H(η). Then the IBVP is strongly well-posed if, and only if, H(η) is positive definite for every η = 0.
Once the well-posed IBVPs have been characterized, we consider surface waves, which correspond to the failure of the Lopatinskȋ condition at boundary frequencies, that is at pure imaginary τ . We show that such a well-posed homogeneous IBVP always admits surface waves, which often have finite energy. This property implies that the non-homogeneous IBVP is always ill-posed, though not in the Hadamard sense, as it must be C ∞ -well posed, according to Hersch [2] .
We conclude this paper with the important case where the domain is bounded and the energy density depends explicitly on the space variable. We also assume that the boundary is connected. Then we prove that the IBVP is strongly well-posed if, and only if, each of the constant coefficients IBVPs associated with boundary points are strongly well-posed. This result is obtained through the proof of a Korn-like inequality
In conclusion, the well-posedness can be checked through algebraic calculations: computation of the stable solution of a quadratic matrix equation, check of the positivity of a given Hermitian matrix, all of them depending on y ∈ ∂Ω and on η ∈ S d−2 . We leave open the question whether a more complex topology of Ω can make a discrepancy between the well-posedness of the IBVPs with frozen coefficients on the one hand, and the Korn-like inequality on the other hand. This paper is closely linked with our previous one [7] , which dealt with the unconstrained case. It establishes similar results, namely Theorems 3.1 and 4.1, following more or less the same ideas. However, there are significant differences. On the one hand, the proofs of [7] have been clarified in several places. This facilitates the adaptation to a much more involved context. On the other hand, the natural condition (AC) under which the pure Cauchy problem is well-posed is more difficult to handle with than the rank-one convexity we had in [7] . It is somewhat surprising that we could characterize the well-posedness of homogeneous IBVPs and establish the existence of surface waves under this minimal condition. Of course, the proofs are a little bit more involved here than in the unconstrained case.
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2 Necessary conditions for well-posedness
The Lopatinskiȋ condition
To begin with, we rewrite the estimate (6) into an equivalent form, by using the Fourier transform. Denoting η ∈ R d−1 the Fourier frequency, there exists a finite constant C such that, for every test functions q(t, η, x d ) and v(t, η, x d ) =: (w, v d ), satisfying both
. Herebove,B η andP η are obtained from the operators B and P by replacing ∇ y by iη.
Observing that the constraint, the differential operator ∂ 2 t +P η and the boundary operator are diagonal, we find that (7) is equivalent to the same estimate, but with the norms in
The inequalities, parametrized by η, therefore decouple, though the constant C remains the same. In particular, the constant does not depend on η, γ > 0 and T > 0.
For some pair (τ, η) with η ∈ R d−1 and
that satisfies the boundary condition
We assume further that (v, q) vanish at +∞. Since (8) is a system of ODEs with respect to x d , this implies an exponential decay and we may apply our estimate to the functions
We obtain
Chosing γ = τ /2, then T large enough, we are able to make the parenthesis positive 4 . Thus we obtain v ≡ 0. In conclusion, the well-posedness of our IBVP implies the following Lopatinskiȋ condition: for every pair (τ, η) with η ∈ R d−1 and τ > 0, zero is the only solution of (8,9) that vanishes 5 at +∞. Likewise, given a stable solution of (8,9) associated with a pair (τ = 0, η) with η = 0, and applying the a priori estimate to
we find that v must be identically zero. Therefore the well-posedness of our IBVP implies that the Lopatinskiȋ condition holds true also at pairs (0, η) such that η = 0.
The ODE system
In order to exploit the Lopatinskiȋ condition, we need a description of the set (a vector space) of stable solutions of (8, 9) . To begin with, we fix some notations. Starting from the energy W and applying Plancherel formula, we arrive to the energy at frequency η:
where the prime denotes the derivation with respect to x d . Let us introduce the matrices Λ,
We notice that Λ and Σ η are symmetric matrices. We also point out that A η is linear in η and Σ η is quadratic. Condition (AC) tells that for every non-zero pair
the smallest eigenvalue of this restriction. The function λ(ξ) is continuous, positive for ξ = 0 and homogeneous of degree two. In particular, it is coercive. We next define
Should we wish to keep γ and T constant, we could just rescale V, Q by considering e τ t/ (v, q)(x d / ). 5 We say that (v, q) is a stable solution of (8, 9) .
which is a continuous function, positive if η = 0 and homogeneous of degree one.
We are now in position to rewrite (8, 9 ) in a more explicit way:
Proposition 2.1 Let η ∈ R d−1 and τ be given such that either τ > 0 or (τ = 0, η = 0). The dimension of the solution space of (12) is 2d.
Proof
We rewrite (12) as an ODE system X = N (τ, η)X for an auxiliary unknown X ∈ C 2d . Specifically, X is given by
On the one hand, let us verify that (12) determines X as a function of X, this function being obviously linear. The derivative of v d is given explicitly by (12.2). Since w = z, there remains to identify z := w and q . For that purpose, we rewrite (12.1) in the form
where the right-hand side is a linear function of X, taking in account w = z and
The above identity is a system of d linear equations in d unknowns, which determines (z , q ) provided it is Cramer. This turns out to be the case since if (Z, Q) belongs to the kernel of Γ, then
With Y * := (Z * , 0), this gives Y * ΛY = 0, or in other words Y * M (ξ)Y = 0 for ξ = (0, 1). Since Y is orthogonal to ξ, the assumption (AC) tells that Y = 0. Hence Z = 0, whence Q = 0.
One easily verify the converse: a solution of X = N (τ, η)X yields a solution of (12).
, then the stable space of (12), that is the space of its stable solutions, has dimension d. We denote S(τ, η) this space.
To begin with, we show that under the assumptions, the matrix N (τ, η) does not have a pure imaginary eigenvalue iρ. In other words, (12) does not admit a non-trivial solution of the form (v, q)(
for ξ := (η, ρ). Multiplying the first equation by v * 0 and using the second, there comes
Since, by assumption,
The solution space of (12) therefore splits as the direct sum of the stable and the unstable spaces S(τ, η), U (τ, η). The stable space, which is isomorphic to the sum of the generalized eigenspaces of N (τ, η) associated to the eigenvalues of negative real parts, is made of those solutions that tend to zero as x d → +∞ ; they actually tend exponentially to zero. the unstable solutions tend to zero as
Since the matrix N (τ, η) varies continuously, the dimensions n u , n s of U (τ, η) and of S(τ, η) remain constant on each connected component of the parameter space. There is only one component if d ≥ 3, while there are two components if d = 2, defined by η > 0 or η < 0. However, changing η into −η amounts to a complex conjugation, which is harmless regarding the stability. Hence n u and n s are constant, even if d = 2. We next observe that the following transformation (reversibility) preserves the solution set and exchanges the stable and the unstable spaces:
We therefore have n u = n s . Since by Proposition 2.1, n u + n s = 2d, we deduce n s = d.
Properties of the stable space
We assume in this section that η = 0 and τ 2 ∈ (−h(η) 2 , +∞). We identify the solution space, which is a space of functions (v, q) = R → C 2d , with a d dimensional subspace of C 2d , via the map
Integrating from 0 to +∞ and using the fact that (v, v , q) vanish at +∞, we obtain the property:
, that is, is real valued.
Remarks. -Of course, this property remains true if we replace 0 by any point x d . -The property is also valid for the unstable solutions. Just integrate from −∞. However, it becomes false for a general solution of (12).
In particular, the polar form Φ of Q has the property that Φ(Y, X) = Φ(X, Y ). In other words, given two stable solutions (v, q) and (V, Q), we have Let us apply (14) to the stable solution (V, Q) = (v , q ). We obtain the identity
Together with (12.1), multiplied by (v ) * , this yields
Using at last (12.2), there remains
Let us now consider a stable solution with We point out that since S(τ, η) has dimension d, like the solution space of the ODE
the map X → v is an isomorphism between these spaces. In particular, every solution of (16) is a stable one. This means that the spectrum of the matrix P (τ, η) has a negative real part. Inserting P and into (15), we obtain the identity (17)
Likewise (14) gives that the following matrix
We conclude this paragraph with the following useful relation. Since v d = −iη · w for every stable solution, this must be true for every solution of (16). This amounts to saying that
Remark. We point out that, conversely, if (P, ) is a solution of the algebraic Ricatti equation (17) such that K, defined by (18), is Hermitian, then every solution v of (16), together with q := v, form a solution of (12). We warn the reader however about the following fact: the description of S(τ, η) through (17-19) is not valid for the other d-dimensional subspaces that are invariant under (12), except for U (τ, η).
The boundary condition
We recall that the boundary operator is given by (1) . In general, the quadratic energy density W cannot be reconstructed from its restriction to rank-one matrices ξ ⊗v, with ξ and v running over C d ; we can only find W up to an unknown Null Lagrangian. However our knowledge about W is a little bit more precise, since (11) gives its restriction to the matrices of the form (η⊗v, V ) with η ∈ R d−1 and v, V ∈ C d . This allows to reconstruct W up to a so-called tangential null Lagrangian (see [7] ), that is a combination of minors F αj F βk − F βj F αk with α < β < d and j, k ≤ d. Therefore there is no ambiguity at all in the boundary operator. We easily find that
For a stable solution of (12), when η = 0 and τ 2 ∈ (−h(η) 2 , +∞), we obtain
In particular, the Lopatinskiȋ condition, which requires thatB η is injective over the S(τ, η) for every η = 0 and τ ∈ R + , implies
A necessary condition
To understand the necessary condition (22), we first need an information concerning K(τ, η) when τ is a large positive real number. To this end, we rewrite (13) in the form
Would Λ be positive definite 6 , the right-hand side would be a positive definite form in (v, v ) for τ 2 >> 1. The assumption (AC) being weaker than rank-one convexity, we need refining the argument. Rewrite the right-hand side of (23) as D(v, w ) where D is a Hermitian form and we recall that v = (w, v d ) and
which is a positive definite Hermitian form of w , according to (AC) (take ξ = e d ). Therefore D is positive definite, provided τ 2 is positive and large enough.
We thus have K(τ, η)v, v ≥ 0. Since v vanishes at +∞ (recall that (v, q) is some stable solution), we deduce that, when τ 2 >> 1,
This inequality is actually strict, except for the zero solution. We conclude:
Proposition 2.4 Let η = 0 be given in R d−1 . Then for τ real and large enough (which is an η-dependent condition), the Hermitian matrix K(τ, η) is negative definite.
Assume now that the homogeneous IBVP is strongly well-posed. As we have seen above, the Lopatinskiȋ condition must be satisfied at every pair (η, τ ) with η = 0 and τ ∈ R + . According to (21), this amounts to saying that K(τ, η) remains non-singular. Since its eigenvalues are real, this implies that they do not change sign when τ varies. By continuity, and because of Proposition 2.4, these eigenvalues have to remain negative for τ ∈ R + . In particular, K(0, η) is negative definite for every η = 0. We summarize this analysis: Proposition 2.5 If the "incompressible" homogeneous IBVP is strongly well-posed, then for every η = 0 in R d−1 , the Hermitian matrix K(0, η), obtained for τ = 0, is negative definite.
3 Well-posedness and convexity of the stored energy
We establish in this section the converse of Proposition 2.5. We impose (AC), so that the statements of Paragraphs 2.2 and 2.3 are valid. We then assume that for every η = 0, the Hermitian matrix K(0, η) is negative definite. An easing scaling argument shows that (τ, η) → K(τ, η) is positively homogeneous of degree one, the same being true for P and . Also, the stable space of (12) being unique, it depends in an analytic way upon its parameters (τ 2 , η), as long as η = 0 and τ 2 ∈ (−h(η) 2 , +∞). Since the unit sphere of R d−1 is compact, there exits a small number a > 0 such that K(ia, η) is uniformly positive definite for every unit vector η. By homogeneity, there holds
for some γ > 0, independent of η ∈ R d . In the computation below, we denote H(η) := −K(ia|η|, η), which is positive definite by assumption.
We now make use of (17) and (18) to rewrite
In the right-hand side of the above identity, the first line is a positive definite Hermitian form: there exists (η) > 0 such that
Actually, the fact that P is homogeneous of first order yields the better estimate
for some positive constant . Taking advantage of (20), we also have
In conclusion, we have
Given a test function v (C ∞ , vanishing for x d >> 1) that satisfies the incompressibility condition iη · w + v d = 0, we integrate over (0, +∞) and obtain (24) 2
By assumption, the last term is positive definite. We therefore obtain the fundamental estimate
Integrating with respect to η and using Parseval identity, we conclude that W is convex and coercive over the space V:
We summarize our results in the following statement.
Theorem 3.1 Let Ω be the half-space defined by x d > 0. We make the assumption (AC) (hyperbolicity of the PDEs). Then the following properties are equivalent:
1. The homogenous IBVP satisfies the a priori estimate (6).
2. The homogenous IBVP for (2,3,4) is strongly well-posed in the following sense: Given
3. For every η = 0 in R d−1 , the Hermitian matrix K(0, η) is negative definite.
4. The Lopatinskiȋ condition is satisfied for every pair (τ, η) with η ∈ R d−1 \ {0} and every τ ∈ R + .
5. The stored energy W is convex and coercive over V.
Proof
The well-posedness 1) always imply a Lopatinskiȋ condition at pairs with τ > 0. In the present case, we also need it at τ = 0 when η = 0. Whence 4), which at first glance looks much weaker than needed.
In Section 2, we proved the harder part that 4) implies 3). Next, we have proved that 3) implies 5). As remarked in the introduction, 5) allows us to put the homogenous IBVP into an abstract form (5) where A is a maximal monotone operator over W. Applying the Hille-Yosida Theorem, we find that this IBVP is well-posed with data in V × H, since the map (u 0 , u
is an isomorphism between V × H and W. In particular, we have an existence and uniqueness property, together with the estimate (6), which proves 2).
Finally, 2) implies 1), by the Uniform Boundedness Principle.
Surface waves
Surface waves are special solutions of the IBVP with f ≡ 0, of the form
where v : R + → C d is bounded and ρ is real. Algebraically, this means that (v, q) solves (12) for τ 2 = −ρ 2 and some bounded q, together with the boundary conditionB η [v, q] = 0. If v decays at +∞, we speak of a finite energy surface wave (FESW).
The typical situation is when det K(τ, η) vanishes for some τ 2 ∈ (−h(η) 2 , 0). Then a nontrivial FESW exists, for ρ := √ −τ . We show below that this is a very frequent situation.
Monotonicity of K(τ, η)
Let us consider K(τ, η) as a function of the real parameter z := τ 2 ∈ (−h(η) 2 , +∞). The derivatives in the calculation below are z-derivatives. Of course, the uniqueness of the stable space implies that it depends smoothly, and even analytically, upon its parameters. This ensures that P , and K are smooth functions of z. Using (17) and (20), we have
Differentiating (26) yields
Let us substitute K + e d to (ΛP ) in this identity, thanks to (18). Using (20) once more, we end with
This is a Lyapunov equation. Since P is a stable matrix (its spectrum has negative real part), the unique solution of (27) is given explicitly:
In particular, K (τ, η) is negative definite. We deduce:
Proposition 4.1 Let η = 0 be given. The map τ 2 → K(τ, η) is strictly monotone decreasing in the sense of Hermitian matrices.
Bounds
Our next goal is to analyse the behaviour of K, P and as τ 2 → −h(η) 2 + 0, at fixed η. We begin by giving uniform bounds. Since these functions are unbounded as τ → +∞, we say that the bounds are uniform if they are valid for every τ 2 ∈ (−h(η) 2 , 0].
Since Λ is not necessarily positive definite, this is not yet an estimate for P v. However, we know from (20) that (P v) d = −iη · w is uniformly bounded. Writing π for the orthogonal projection onto
Since the restriction of Λ to C d−1 × {0} is positive definite (apply (AC) to ξ = e d ), we obtain a uniform bound for πP v. Since we already have one for (P v) d , we are gone.
To show that the full P is uniformly bounded, we use a back and forth strategy where we alternately work with K or P . First of all, we may assume that η is parallel to e 1 , by using a rotation. Let us write blockwise
where now Λ ww ∈ M d−1 (C) and Λ dd ∈ C. By assumption, Λ ww is positive definite and Λ dw = Λ T wd .
Making the product and taking the term e d in account, we have blockwise
where we do not care with the last line. From Lemma 4.1, we now that N and Y are uniformly bounded. Because of (20), the last line of P is constant, hence bounded. There remains to estimate X. To do so, we write, according to (18) and (19)
where the right-hand side does not depend on z. Thanks to the identity (29), we deduce:
Lemma 4.2 Every component (Λ ww X) j with j ≥ 2 is uniformly bounded, as well as the imaginary part of (Λ ww X) 1 .
Let us now use the fact that K ≥ K(0, η), because of the monotonicity. In particular, the diagonal of K is bounded by below. Since K 11 equals (Λ ww X) 1 , up to bounded terms, we deduce Lemma 4.3 The real part of (Λ ww X) 1 is uniformly bounded by below.
At last, we recall that P is a stable matrix. In particular, its trace has a negative real part. Since all the diagonal entries are uniformly bounded but possibly X 1 , we deduce: Lemma 4.4 The real part of X 1 is uniformly bounded by above.
We are now in position to prove that X is uniformly bounded. Denote Z := Λ ww X. By Lemma 4.2 and 4.3, Z writes as Z b + γ e 1 , where Z b is bounded and γ ∈ R + . Then
where we recall that Λ ww is positive definite. Thus Lemma 4.4 ensures the boundedness of γ. We summarize this analysis:
We now turn our attention towards . On the one hand, knowing the boundedness of P and using (19), we have a uniform bound for e d − l * e T d , which yields a bound for every component of but the last one. Using next (26), we also have a uniform bound for
Eliminating all the quantities that are known to be bounded, we have a bound for
which immediately gives a uniform bound for d . In conclusion, we have Proposition 4.3 Let η = 0 be given. The maps τ 2 → (τ, η) and τ 2 → K(τ, η) are uniformly bounded as τ 2 → −h(η) 2 .
The limit as the end point
Because of Propositions 4.1 and 4.3, we know that K(τ, η) has a limit K 0 (η) as τ 2 → −h(η) 2 +0. Playing again the back and forth game, we shall deduce that P and have limits too. First of all, (18) ensures that πΛP has a limit. And still, the last line of P is constant, thus has a limit. Since the linear map v → (πΛv, v d ) is one-to-one (this because Λ ww is positive definite), we deduce that P has a limit P 0 (η). From (18) and (26), we conclude that has a limit 0 (η) too.
Proposition 4.4 Let η = 0 be given. Then K(τ, η), P (τ, η) and (τ, η) have limits K 0 (η), P 0 (η) and 0 (η) as τ 2 tends to −h(η) 2 within (−h(η) 2 , +∞).
The stable/unstable spaces as
Here we prove the following useful result.
, the dimension of the stable subspace of (12) is strictly less than d.
Proof
We recall that S(τ, η) and U (τ, η) are anti-isomorphic, thanks to the transformation
Their dimensions are therefore equal. Assume that the dimension of S(τ, η) is d. Then the central space must be of dimension 2d − d − d = 0, thus trivial. This amounts to saying that the restriction φ θ of M (ξ) + τ 2 I d to ξ ⊥ is non-singular, for every ξ of the form (η, θ) with θ ∈ R. When θ is large, this restriction is asymptotic to θ 2 times the restriction of Λ to C d−1 × {0}, which is positive definite. By continuity, we deduce that φ θ must be positive definite for every θ ∈ R. We prove now that this is wrong when
Existence of surface waves
By continuity, we know that K 0 (η) is Hermitian, and P 0 (η) is a marginally stable matrix, in the sense that its spectrum has a non-positive real part.
Let τ 2 be given in (−h(η) 2 , +∞) and v(x d ) be a solution of v = P (τ, η)v. Defining q := (τ, η)v, we know that (v, q) is a stable solution of (12). Passing to the limit, we see that if V is a solution of (30) V = P 0 (η)V and Q := 0 (η)V , then (Q, V ) is a solution of (12) with τ 2 = −h(η) 2 . In general, it is polynomially bounded, since P 0 (η) is marginally stable. Of course, if V is a stable solution of (30), then (V, Q) is a stable solution of (12): the stable subspace of P 0 (η) is isomorphic to a subspace of S(τ, η). From Lemma 4.5, we deduce that P 0 (η) is not a stable matrix. Thus P 0 (η) does admit a pure imaginary eigenvalue iθ 0 . Let V 0 be an associated eigenvector and q 0 := 0 (η)V 0 . As seen above,
is a solution of (12) with τ = ih(η). This amounts to saying that
Besides, since (30) contains
From (31) and (32), we deduce
Since by definition, the quadratic form
is positive semi-definite over ξ ⊥ in R n , for every ξ = (η, θ), the corresponding Hermitian form
is positive semi-definite over ξ ⊥ in C n . In particular, if it vanishes at some vector v ∈ ξ ⊥ , then it vanishes at its real and imaginary parts, and both belong to ξ ⊥ . Thus there exists a real non-zero vector X 0 (take either the real or the imaginary part of V 0 ) such that
We point out that we have
for some real number r 0 . We emphasize that r 0 = i 0 (η)X 0 .
Conclusion.
Let τ be such a zero. If τ is a positive real number, the homogeneous IBVP is Hadamard ill-posed. If τ = 0, the IBVP might be C ∞ -well posed, but cannot satisfy the strong estimate (6) . If τ = iρ with |ρ| ∈ (0, h(η)), the IBVP admits a finite energy surface wave. The case ρ = ±h(η) is borderline.
The non-homogeneous IBVP. As explained in [7] , the fact that the Lopatinskiȋ vanishes somewhere, either for some positive real τ , or for a pure imaginary τ , forbids the well-posedness of the non-homogenous IBVP, that is the IBVP with the non-homogeneous boundary condition B[u, p] = g. Thus we can see Theorem 4.1 as an obstruction to such a well-posedness.
General domains
Of course, practical problems arise in domains Ω of arbitrary shape, and the stored energy may depend on the space variable x. Indeed it does when W is obtained by linearization of a nonlinear functional about some non-trivial state. Thus we are concerned with
The corresponding Lagrangian is
and we still have the constraint u ∈ V(Ω).
We shall assume that Ω is a bounded smooth domain, say that ∂Ω is C 2 . Given a boundary point x 0 , we define a half-space
wher ν(x 0 ) is the outer unit normal. We then define a functional with constant coefficients:
Likewise, if x 1 is an interior point, we define
A scaling argument shows that, to expect the homogeneous IBVP with variable coefficients in Ω to be strongly well-posed, it is necessary that each of the corresponding problems with frozen coefficients to be strongly well-posed. We thus assume that on the one hand, the pure Cauchy problem associated with Y[x 1 ; ·] is strongly well-posed. This amounts to saying that (AC) holds true at every point x 1 ∈ Ω. On the other hand, we assume that the homogeneous IBVP associated with W[x 0 ; ·] is strongly well-posed for every x 0 ∈ ∂Ω. Because of the far field, this implies again condition (AC). Additionally, according to Theorem 3.1, this is equivalent to the fact that W[x 0 ; ·] is convex and coercive over V(ω(x 0 )). SinceΩ is compact, Property (AC) must be satisfied uniformly with respect to x 1 , and similarly the coercivity of Y[x 1 , ·] must be uniform in x 1 . In summary, there exists a positive number γ such that, for every u in V of either R d or ω(x 0 )),, there holds
where we employ the L 2 -norm, either of R d or the half-space ω(x 0 ), according to the context. Our main result is the following at every boundary point x 0 , the corresponding constant coefficient IBVP is strongly wellposed with data u(0) ∈ V(ω(x 0 )) and u (0) ∈ H(ω(x 0 )).
3. the boundary ∂Ω has finitely many connected components.
Then the constrained homogeneous IBVP associated with the Lagrangian L above is strongly well-posed.
This result follows immediately from the Hille-Yosida theorem and the following estimate 
The proof of Theorem 5.2 follows the same line than in [7] . The first step is that there exists a (small) number r > 0 such that
• on the one hand, for every ball B(x 1 ; r) contained in Ω, the energy W is coercive on the subspace of V(Ω) of fields with support in B(x 1 ; r),
• on the other hand, for every boundary point x 0 , the energy W is coercive on the subspace of V(Ω) of fields with support in B(x 1 ; r) ∩Ω.
There is one change in the proof of this step, due to the fact that we need to preserve the constraint divu = 0 when passing from the domain B(x 1 ; r) ∩Ω to the half-ball B + := {x ; (x − x 0 ) · ν(x 0 ) < 0 and |x − x 0 | < r}.
To do so, we interpret u as a closed differential form of degree d−1. Then, instead of composing u • θ in a naive way, we define v as the pullback of the differential form u by φ = θ −1 . This preserves the closeness of the form, that is the divergence-free constraint.
The next step was to decompose a given u ∈Ḣ 1 (Ω) in atoms u j . The domain Ω has been covered by a finite number of balls B j as above, and we look for u j with support in B j ∩Ω (which equals B j for some indices). In [7] , that was done by u j := ρ j u where ρ is a partition of unity subordinated to the covering, with ρ j ≥ 0. Defining u jk := √ ρ j ρ k u, we established easily an identity up to a lower order terms: Using Young's inequality, we derived our Korn-like estimate form (37).
There is however a difficulty in the present case, because the truncation by ρ j or by √ ρ j ρ k does not preserve the constraint. To overcome this difficulty, we again consider u as a differential form of degree d − 1, and we construct a lifting α of u. This is a form of degree d − 2, for which we have dα = u.
For a general domain of R 2 or R 3 , such an α exists if and only if the flux of u across each connected component of ∂Ω vanishes; see [8] page 471, Proposition 1.3 and Remark 1.4. More generally, De Rham's Theorem tells that the exterior derivative maps the set of differential forms of degree d − 2 and class H 1 onto a closed subspace H 0 of H, whose codimension is the dimension of the homology group H n−1 (∂Ω). We point out that the latter is finite dimensional since ∂Ω is a smooth compact submanifold. Since both H 0 and Λ n−2 (H 1 (Ω)) are Banach space, the linear map α → dα is open. Thus there is a finite constant C > 0 such that, for every u ∈ H 0 , there exists an α with dα = u and ∇α ≤ C u .
We then define is a quadratic expression in (α, ∇α, u, ∇u), in which there is no quadratic term in ∇u. Therefore its integral is bounded by a quadratic expression in ( α , ∇α , u , ∇u ), in which there is no quadratic term in ∇u . With the help of Young's inequality, we obtain a Korn-like inequality (37), valid within H 0 . Let G be a complement subspace of V 0 := V∪H 0 , that is V = V 0 ⊕G. It is finite dimensional and the projections are continuous. Given u = u 0 + u 1 in V, we have Since u 1 belongs to a finite dimensional space, on which the H 1 -norm and the L 2 -norm are equivalent, we can replace ∇u 1 by u 1 above. Since the Korn-like inequality is valid over V 0 , we end up with Playing the same game backward, we conclude that
which is the desired result.
