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CD MEETS CAT
VITALI KAPOVITCH AND CHRISTIAN KETTERER
Abstract. We show that if a noncollapsed CD(K,n) space X with n ≥ 2 has curvature bounded
above by κ in the sense of Alexandrov then K ≤ (n − 1)κ and X is an Alexandrov space of
curvature bounded below by K −κ(n− 2). We also show that if a CD(K,n) space Y with finite
n has curvature bounded above then it is infinitesimally Hilbertian.
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1. Introduction
It trivially follows from the definitions of sectional and Ricci curvature that if (Mn, g) is a
Riemannian manifold with n ≥ 2 satisfying RicM ≥ K, secM ≤ κ then κ(n − 1) ≥ K and M also
satisfies secM ≥ K−κ(n− 2). The main purpose of this paper is to show that the same holds true
for metric measure spaces with intrinsically defined sectional and Ricci curvature bounds.
Theorem 1.1. Let n ≥ 2 be a natural number and let (X, d,Hn) be a complete metric measure
space which is CBA(κ) (has curvature bounded above by κ in the sense of Alexandrov) and satisfies
CD(K,n). Then κ(n− 1) ≥ K, and (X, d) is an Alexandrov space of curvature bounded below by
K − κ(n− 2). In particular X is infinitesimally Hilbertian.
Examples given by manifolds of constant sectional curvature show that the lower curvature
bound provided by this theorem is optimal.
Theorem 1.1 shows that X has two sided curvature bounds in Alexandrov sense. By work of
Alexandrov, Berestovsky and Nikolaev (see [BN93]) this immediately gives the following corollary:
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Corollary 1.2. Let (X, d,Hn) be as in Theorem 1.1 then X is a topological n-dimensional manifold
with boundary and IntX has a canonical open C3 atlas of harmonic coordinates and a Riemannian
metric g which induces d and such that g is in C1,α ∩ W 2,p in local harmonic charts for every
1 ≤ p <∞, 0 < α < 1.
Let us comment on the assumptions in the main theorem.
CD(K,N) spaces for N ∈ [1,∞) were introduced by Lott and Villani for K = 0 in [LV09],
and independently by Sturm for general K ∈ R in [Stu06b]. Other curvature-dimension condi-
tions are the reduced curvature-dimension condition CD∗(K,N) [BS10] and the entropic curvature
dimension condition CDe(K,N) [EKS15] that are simpler from an analytical viewpoint. For a
Riemannian manifold each condition characterizes lower Ricci curvature bounds. However it is not
known if the conditions CD∗ or CDe are in general equivalent to the original one by Sturm, or to
each other. Moreover, in general they do not produce sharp estimates in geometric inequalities.
Conditions CD(K,N), CD∗(K,N) and CDe(K,N) are known to be equivalent under the extra as-
sumption that the space is essentially non-branching [EKS15, CM16]. In Proposition 6.9 we prove
that a CBA(κ) space which satisfies any of the conditions CD(K,N), CD∗(K,N) or CDe(K,N)
with N < ∞ is non-branching and therefore for CBA(κ) spaces all these curvature-dimension
conditions are equivalent.
In the original version of this paper the main theorem had an extra assumption that X is
infinitesimally Hilbertian which might be considered a natural assumption in this setting, and
under which all of the previous curvature-dimension conditions are equivalent as well. However, as
we show in Theorem 6.2 a space satisfying any of the curvature dimension conditions CD(K,N),
CD∗(K,N) or CDe(K,N), and CBA(κ) for 1 ≤ N <∞,K,κ <∞ is automatically infinitesimally
Hilbertian and hence RCD(K,N). (Note that this includes the case N = 1).
Next, we exclude n = 1 in the statement of the main theorem because if (X, d,m) is RCD(K, 1)
then by [KL16] it is a point or a smooth Riemannian 1-dimensional manifold (possibly with bound-
ary) and thus is an Alexandrov space with curvature bounded below and above without an extra
assumption of an a priori upper curvature bound.
Further, some assumptions on the measure m in relation to n in the main theorem are obviously
necessary as the following simple example indicates
Example 1.3. Let f : R2 → R be given by f(x) = 4|x|2. Let X = B 1
100
(0). A simple computation
shows that Ric3f ≥ 2 on X where Ric3f is the 3-Bakry-Emery Ricci tensor of (X, gEucl, e−fH2).
Since all balls Br(0) are convex this easily implies that (X, dEucl, e
−fH2) is RCD(2, 3). On the
other hand, (X, dEucl) is obviously CBA(0). Thus, X is RCD(K,n) and CBA(κ) with n = 3,K =
2, κ = 0 but K > κ(n− 1).
Note that while the spaceX constructed in the above example violates the conclusion of Theorem
1.1, it nevertheless is an Alexandrov space of curvature bounded below (it obviously has curv ≥ 0),
just with a different lower curvature bound that the one claimed in Theorem 1.1. In section 6 we
construct an example of a compact CBA(0), RCD(−100, 3) space which is not Alexandrov of
curv ≥ κˆ for any κˆ (Example 6.8).
In [DPG17] De Philippis and Gigli (cf. also [Kit17]) considered the class of RCD(K,n) spaces
where the background measure is Hn. Following De Philippis and Gigli we will call such spaces
noncollapsed.
It follows from work of Cheeger–Colding [CC97] that a measured Gromov-Hausdorff limit of a
sequence of complete n-dimensional Riemannian manifolds (Mi, pi) with convex boundary satisfy-
ing RicMi ≥ K, vol(B(pi, 1)) ≥ v > 0 for some K ∈ R, v > 0 is a noncollapsed RCD(K,n) space
in the above sense. This also follows from [DPG17] where it is shown more generally, that for any
v > 0 the class of noncollapsed RCD(K,n) spaces (X, d,m, p) satisfying m(B1(p)) ≥ 1 is compact
in the pointed measured Gromov-Hausdorff topology. This includes the nontrivial statement that
for a sequence (Xi, d,Hn, pi) in the above class converging to (X, d,m, p) the limit measure m is
automatically Hn.
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Thus, noncollapsed RCD(K,n) spaces are a natural synthetic generalization of noncollapsing
Ricci limits.
The above discussion shows that requiring that the background measure be Hn in the context
of Theorem 1.1 is a natural assumption.
Let us outline the structure of the proof of the main theorem. It consists of two independent
parts. Part one is to show that a space satisfying CD(K,n) and CBA(κ) with finite n is infinites-
imally Hilbertian and hence RCD(K,n). Part two is to show that a noncollapsed RCD(K,n)
space which is also CBA(κ) is Alexandrov with curv ≥ K − κ(n− 2).
Since small balls in X are convex, using local-to-global results for RCD and Alexandrov spaces
it’s enough to prove both parts for small balls in X which are CAT (κ) i.e. satisfy the upper
curvature triangle comparison globally. Thus, for most of the paper we only consider spaces X
which have small diameter and are CAT (κ) rather than CBA(κ).
The proof that X satisfying CD(K,n) and CAT (κ) with finite n must be infinitesimally Hilber-
tian consists of several steps. The main step is proving the splitting theorem (Proposition 6.5)
which says that if a space X which is CD(0, n) and CAT (0) with n <∞ then it must metrically
split as Y × R.
Recall that the usual scheme for proving the splitting theorem under various versions of non-
negative Ricci curvature involves a variation of the following argument [CG72, Gig13].
Let γ : R → X be a line in X . Consider the rays γ+(t) = γ(t) and γ−(t) = γ(−t) for t ≥ 0.
Let b± be the corresponding Busemann functions. From the triangle inequality it holds that
b = b+ + b− ≥ 0 on X . Also, b|γ ≡ 0. Then the usual argument is to first show that b± are
both superharmonic, hence b is is superharmonic and hence it must be identically zero on X by
the maximum principle. However, this argument completely fails in our situation because knowing
that b± are superharmonic does not imply that b is superharmonic too as the Laplace operator is
not known to be linear yet - we are trying to prove that it is.
Our proof of the splitting theorem goes along very different lines. It relies on the Flat Strip
Theorem for CAT (0) spaces to conclude that b ≡ 0 and to get the splitting.
By [GMR15] ”tangents of tangents are tangents” a.e., i.e. there is a set A ⊂ X of full measure
such that for every point p ∈ A for any tangent cone (TpX, dp,mp) and any point y ∈ TpX any
tangent cone Ty(TpX) is a tangent cone at p. Using the splitting theorem this easily implies that
there exists a tangent cone at p isometric to Rk for some k ≤ n.
Now infinitesimal Hilbertianness of X easily follows by an application of Cheeger’s celebrated
generalization of Rademacher’s theorem to doubling metric measure spaces which satisfy the
Poincare´ inequality [Che99].
The second major part in the proof of the main theorem is showing that it holds if X is
RCD(K,n), CAT (κ) and m = Hn.
The obvious proof which works for Riemannian manifolds does not easily generalize as there is
no notion of curvature or Ricci tensors on X . Let us describe an argument that does generalize.
Let (Mn, g) be a complete Riemannian manifold with sec ≤ κ,Ric ≥ K. Fix any κˆ < K−κ(n−2).
To verify that secM ≥ κˆ it’s enough to show that for any p ∈M the distance function to p is more
concave than the distance function in the simply connected space form of constant curvature k.
For points q near p this is equivalent to checking that
Hess(dp|q)(V, V ) ≤ cotκˆ(dp(q)) for any unit V ∈ TqM orthogonal to ∇dp(1)
where cotk(t) is the generalized cotangent function (see section 2.7 for the definition).
The condition that secM ≤ κ implies that
Hess(dp)(V, V ) ≥ cotκ(dp(q)) for any unit V ∈ TqM orthogonal to ∇dp(2)
On the other hand, since RicM ≥ K, by Laplace comparison we have that
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∆dp(q) =
∑
i
Hess(dp)(Vi, Vi) ≤ (n− 1) cotK/(n−1)(dp(q))(3)
where V1, . . . , Vn−1 is an orthonormal basis of ∇d⊥p ⊂ TqM .
Combining the above inequalities gives that κ(n− 1) ≥ K and that for any i = 1, . . . n− 1
Hess(dp)(Vi, Vi) ≤ (n− 1) cotK/(n−1)(dp(q)) − (n− 2) cotκ(dp(q)) ≤ cotκˆ(dp(q))
when d(p, q) is sufficiently small. Hence secM ≥ κˆ. Since κˆ < K − κ(n − 2) was arbitrary this
shows that secM ≥ K − κ(n− 2).
There are a number of technical challenges in generalizing this argument to the setting of
Theorem 1.1. The first one is to get a lower laplacian bound on the distance functions using the
upper curvature bound. To do this we first show that the set of regular points Xreg is open, convex
and is a topological n-manifold. A crucial point in showing convexity of Xreg is proving that the
density function is semiconcave on X (Lemma 5.4). This uses the CAT property of X and need
not be true for general noncollapsed RCD(K,n) spaces.
By a homological argument the fact that Xreg is a manifold implies that geodesics on Xreg are
locally extendible. Once this has been established it follows from contraction properties of the
inverse gradient flow of dp that ∆dp is bounded below on Xreg. RCD(K,n) condition implies
that it’s bounded above which implies that distance functions locally lie in the domain of the
laplacian. This allows us to apply to the distance functions analytic tools we develop in Section
4 which relate convexity properties of functions in the domain of the laplacian on RCD spaces to
bounds on their Hessians. Using the calculus of tangent modules developed by Gigli [Gig14] and
a result of Han [Han14] that for a sufficiently regular function f on a noncollapsed RCD(K,n)
space ∆f = trHess f , we are able to carry out the Riemannian argument that was outlined earlier
to obtain the same concavity properties of distance functions locally on Xreg. By a globalization
result of Petrunin this implies that X is Alexandrov.
The paper is structured as follows. In Section 2 we provide preliminaries on synthetic Ricci
curvature bounds, calculus for metric measure spaces and curvature bounds for metric spaces in
the sense of Alexandrov.
In Section 3 we prove a lower Laplace bound for distance functions in the context of metric
spaces which are topological manifolds and satisfy RCD and CBA bounds.
In Section 4 we establish a result that gives a characterization of local κ-convexity of Lipschitz
functions that are in the domain of the Laplace operator, in terms of almost everywhere lower
bounds for the Hessian.
In Section 5 we prove the main theorem under an extra assumption that X is infinitesimally
Hilbertian making use of several tools and results for the Laplace operator and the tangent module
of metric measure spaces.
Finally, in Section 6 we prove that a space satisfying CD∗(K,n) and CBA(κ) for finite n must
be infinitesimally Hilbertian (Theorem 6.2). Combined with the results of Section 5 this finishes
the proof of the main theorem.
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2. Preliminaries
2.1. Curvature-dimension condition for metric measure spaces.
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Definition 2.1. Let [a, b] ⊂ R be an interval. We say a lower semi-continuous function u : [a, b]→
(−∞,∞] is (K,N)-convex for K ∈ R and N ∈ (0,∞] if u is absolutely continuous and
u′′ ≥ K + 1
N
(u′)2
holds in the distributional sense where 1∞ =: 0. We say that u is K-convex if u is (K,∞)-convex,
and we say that u is K-concave if −u is −K-convex.
If N <∞, we define UN(t) = e− 1N t. Then, u : [a, b]→ (−∞,∞] is (K,N)-convex if and only if
UN (u) =: v : [a, b]→ [0,∞) satisfies v′′ ≤ −K/Nv on [a, b] in the distributional sense.
Let (X, d) be a metric space. If A ⊂ X , the induced metric on A is denoted by dA. We
say a rectifiable constant speed curve γ : [a, b] → X is a minimizing geodesic or just geodesic if
L(γ) = d(γ(a), γ(b)). We say (X, d) is a geodesic metric space if for any pair x, y ∈ X there exists
a geodesic between x and y. For a geodesic γ between points x, y ∈ X we will also use the notation
[x, y] where in this case we think of the geodesic as its image in X . Similarly ]x, y[= [x, y]\ {x, y}.
Definition 2.2. Let (X, d) be a metric space, and let V : X → (−∞,∞] be a lower semi-continuous
function. We set DomV := {x ∈ X : V (x) <∞}. Let K ∈ R and N ∈ (0,∞].
(i) We say that V is weakly (K,N)-convex if for every pair x, y ∈ DomV there exists a unit
speed geodesic γ : [0, d(x, y)]→ X between x and y such that V ◦γ : [0, d(x, y)]→ (−∞,∞]
is (K,N)-convex.
(ii) If (X, d) is a geodesic metric space we say V is (K,N)-convex if V ◦ γ is (K,N)-convex for
any unit speed geodesic γ : [0, L]→ DomV .
(iii) We say V : X → (−∞,∞] is semi-convex if for any x ∈ X there exists a neighborhoud U
of x and K ∈ R such that V |U is K-convex.
P2(X) denotes the set of Borel probability measures µ on (X, d) such that ∫
X
d(x0, x)
2dµ(x) <
∞ for some x0 ∈ X . For any pair µ0, µ1 ∈ P2(X) we denote with W2(µ0, µ1) the L2-Wasserstein
distance that is finite and defined by
W2(µ1, µ2)
2 := inf
π∈Cpl(µ1,µ2)
∫
X2
d2(x, y)dπ(x, y),(4)
where Cpl(µ1, µ2) is the set of all couplings between µ1 and µ2, i.e. of all the probability measures
π ∈ P(X2) such that (Pi)♯π = µi, i = 1, 2, P1, P2 being the projection maps. (P2(X),W2) becomes
a separable metric space that is a geodesic metric space provided X is a geodesic metric space. A
coupling π ∈ Cpl(µ1, µ2) is optimal if it is a minimizer for (4). Optimal couplings always exist We
call the metric space (P2(X),W2) the L2-Wasserstein space of (X, d). The subspace of probability
measures with bounded support is denoted with P2b (X).
Definition 2.3. A metric measure space is a triple (X, d,m) =: X where (X, d) is a complete and
separable metric space and m is a locally finite measure.
The space of m-absolutely continuous probability measures in P2(X) is denoted by P2(X,m).
The Shanon-Boltzmann entropy of a metric measure space (X, d,m) is defined as
Entm : P2b (X)→ (−∞,∞], Entm(µ) =
∫
log ρdµ if µ = ρm and (ρ log ρ)+ is m-integrable,
and ∞ otherwise. Note DomEntm ⊂ P2(X,m), and Entm : P2b (X) → (−∞,∞] is lower semi-
continuous. By Jensen’s inequality one has Entm µ ≥ − logm(suppµ) if m(suppµ) <∞.
Definition 2.4 ([Stu06a, LV09, EKS15]). A metric measure space (X, d,m) satisfies the curvature-
dimension condition CD(K,∞) for K ∈ R if Entm is weakly K-convex.
A metric measure space (X, d,m) satisfies the entropic curvature-dimension condition CDe(K,N)
for K ∈ R and N ∈ (0,∞) if Entm is weakly (K,N)-convex.
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The N -Renyi entropy is defined as
SN (·|m) : P2b (X)→ (−∞, 0], SN (µ|m) = −
∫
ρ1−
1
N dm if µ = ρm, and 0 otherwise.
Note that µ = ρm ∈ P(X,m) implies ρ ∈ L1− 1N (m), and therefore SN is well-defined. SN is lower
semi-continuous, and SN (µ) ≥ −m(suppµ) 1N by Jensen’s inequality.
Definition 2.5. For κ ∈ R we define cosκ : [0,∞)→ R as the solution of
v′′ + κv = 0 v(0) = 1 & v′(0) = 0.
sinκ is defined as solution of the same ODE with initial value v(0) = 0 & v
′(0) = 1. That is
cosκ(x) =

cosh(
√|κ|x) if κ < 0
1 if κ = 0
cos(
√
κx) if κ > 0
sinκ(x) =

sinh(
√
|κ|x)√
|κ| if κ < 0
x if κ = 0
sin(
√
κx)√
κ
if κ > 0
Let πκ be the diameter of a simply connected space form S
2
κ of constant curvature κ, i.e.
πκ =
{
∞ if κ ≤ 0
π√
κ
if κ > 0
For K ∈ R, N ∈ (0,∞) and θ ≥ 0 we define the distortion coefficient as
t ∈ [0, 1] 7→ σ(t)K,N (θ) =
{
sinK/N (tθ)
sinK/N (θ)
if θ ∈ [0, πK/N ),
∞ otherwise.
Note that σ
(t)
K,N (0) = t. Moreover, for K ∈ R, N ∈ [1,∞) and θ ≥ 0 the modified distortion
coefficient is defined as
t ∈ [0, 1] 7→ τ (t)K,N (θ) =
θ · ∞ if K > 0 and N = 1,t 1N [σ(t)K,N−1(θ)]1− 1N otherwise.
Definition 2.6 ([Stu06b, LV09, BS10]). We say (X, d,m) satisfies the curvature-dimension con-
dition CD(K,N) for K ∈ R and N ∈ [1,∞) if for every µ0, µ1 ∈ P2b (X,m) there exists an
L2-Wasserstein geodesic (µt)t∈[0,1] and an optimal coupling π between µ0 and µ1 such that
SN (µt|m) ≤ −
∫ [
τ
(1−t)
K,N (d(x, y))ρ0(x)
− 1N + τ (t)K,N (d(x, y))ρ1(y)
− 1N
]
dπ(x, y)
where µi = ρidm, i = 0, 1.
We say (X, d,m) satisfies the reduced curvature-dimension condition CD∗(K,N) for K ∈ R and
N ∈ (0,∞) if we replace in the previous definition the modified distortion coefficients τ (t)K,N (θ) by
the usual distortion coefficients σ
(t)
K,N (θ).
If K = 0, the condition CD(K,N) coincides with the condition CD∗(K,N) and is simply
convexity of the N -Renyi entropy functional.
Remark 2.7. We note that if a metric measure space (X, d,m) satisfies a curvature dimension
condition CD(K,N), CD∗(K,N) or CDe(K,N) for N < ∞, the support suppm of m with the
induced metric dsuppm becomes a geodesic space. This follows since (suppm, dsuppm) is complete
and a curvature-dimension condition yields that suppm is a length space, and is locally compact
by Bishop-Gromov-type comparison that holds in any case [Stu06b, LV09, BS10, EKS15]. In this
paper we will always assume that suppm = X .
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Theorem 2.8 ([Stu06a, Stu06b, LV09, GMS15, EKS15]). All of the previous curvature-dimension
conditions CD(K,N), CD∗(K,N) and CDe(K,N) are stable under pointed measured Gromov-
Hausdorff convergence, and yield Brunn-Minkowski-type inequalities if N is finite. In the case
K = 0 the latter is the same statement for every curvature-dimension condition: For each pair of
measurable subsets A0, A1 ⊂ X it holds that
m(At)
1
N ≥ (1− t)m(A0) 1N + tm(A1) 1N(5)
where At is the set of t-midpoints of geodesics with endpoints in A0 and A1 respectively.
The next fact, the next lemma and the next theorem collect a number of important properties
of spaces that satisfy a curvature-dimension condition.
Fact 2.9 ([Stu06b, BS10, EKS15]). (X, d,m) satisfies a condition CD(K,N) for K ∈ R and
N ∈ (0,∞). Then
(i) (suppm, dsuppm) is locally compact, a geodesic space and satisfies a Bishop-Gromov-type
comparison and a doubling property.
(ii) (X,αd, βm) satisfies the condition CD(α−2K,N) for every α, β > 0.
(iii) If U ⊂ X is geodesically convex and closed, (U, dU ,m|U ) satisfies the condition CD(K,N).
(iv) If (X, d,m) satisfies a condition CD(K,N) for N <∞, then it satisfies CD(K,∞).
Each of the previous statements holds for CD∗(K,N) and CDe(K,N) as well.
Lemma 2.10 ([EKS15]). Let (X, d,m) be a metric measure space satisfying a condition CD(K,∞),
CD(K,N), CD∗(K,N) or CDe(K,N) for some K ∈ R and N ∈ (0,∞), and let f : X → R be
κ-convex for α ∈ R and bounded from below. Then the metric measure space (X, d, e−fm) satisfies
the condition CD(K + κ,∞).
Theorem 2.11 ([Raj12b, Raj12a]). A metric measure space (X, d,m) that satisfies CD(K,N),
CD∗(K,N) or CDe(K,N) for K ∈ R, N ∈ (0,∞), admits a weak local 1-1 Poincare´ inequality.
[Raj12b, Raj12a] proves this for CD(K,N) and CD∗(K,N) but it’s easy to see that the proof
also works for CDe(K,N).
2.2. Cheeger energy and calculus for metric measure spaces. In the following we present
the framework for calculus on metric measure spaces by Ambrosio, Gigli and Savare´ [AGS13,
AGS14a, AGS14b, Gig15]. Let (X, d,m) be a metric measure space, and Lip(X) and Lipb(X) be
the space of Lipschitz functions, and bounded Lipschitz functions respectively. For f ∈ Lip(X) its
local slope is
Lip(f)(x) = lim sup
y→x
|f(x)− f(y)|
d(x, y)
, x ∈ X.
If f ∈ L2(m) a function g ∈ L2(m) is called relaxed gradient if there exists sequence of Lipschitz
functions fn which L
2-converges to f , and there exists g˜ such that Lipfn weakly converges to g˜ in
L2(m) and g˜ ≤ g m-a.e. . We say g is the minimal relaxed gradient of f if it is a relaxed gradient
and minimal w.r.t. to the L2-norm amongst all relaxed gradients.
The Cheeger energy ChX : L2(m)→ [0,∞] is defined as
2ChX(f) = lim inf
fn∈Lip(X)L
2(m)−→ f
∫
X
Lip(fn)
2dm.
The space of L2-Sobolev functions is then
W 1,2(X) := D(ChX) :=
{
f ∈ L2(m) : ChX(f) <∞
}
.
For any f ∈ W 1,2(X) there exists a minimal relaxed that is denoted with |∇f | and unique up to
set of measure 0. One also calls |∇f | the minimal weak upper gradient of f . Then, one has
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ChX(f) =
1
2
∫
|∇f |2dm.
The space W 1,2(X) equipped with the norm ‖f‖2W 1,2(X) = ‖f‖2L2 + ‖|∇f |‖2L2 is a Banach space.
If W 1,2(X) is a Hilbert space, we say (X, d,m) is infinitesimally Hilbertian.
Remark 2.12. Note that in general |∇u| 6= Lipu for a Lipschitz function u unless (X, d,m) satisfies
a Poincare´ inequality and a doubling property [Che99, Theorem 5.1]. By [Raj12b, Raj12a] spaces
satisfying CD(K,N), CD∗(K,N) or CDe(K,N) with N <∞ do satisfy a 1-1 Poincare´ inequality
(Theorem 2.11). Hence for such spaces [Che99] applies and |∇u| = Lipu a.e. for any Lipschitz u.
If (X, d,m) is infinitesimally Hilbertian, by polarization of |∇f |2 we can define
(f, g) ∈W 1,2(X)2 7→ 〈∇f,∇g〉 := 1
4
|∇(f + g)|2 − 1
4
|∇(f − g)|2 ∈ L1(m).
We say that f ∈ W 1,2(X) is in the domain of the Laplace operator ∆ if there exists a function
g =: ∆f ∈ L2(m) such that for every h ∈ W 1,2(X)∫
〈∇f,∇h〉dm = −
∫
h∆fdm.
In this case we say that f ∈ D(∆). The vector space D(∆) is equipped with the operator norm
‖f‖2D(∆) = ‖f‖2L2 + ‖∆f‖2L2 .
Convergence in D(∆) implies convergence in W 1,2(X). If V is any subspace of L2(m) and we have
that ∆f ∈ V, we write f ∈ DV(∆). (Pt)t∈(0,∞) denotes the heat semi-group associated to ∆.
More generally, – assuming X is locally compact – if U is an open subset of X , we say f ∈
W 1,2(X) is in the domain D(∆, U) of the measure valued Laplace ∆ on U if there exists a signed
Radon measure µ =: ∆f such that for every Lipschitz function g with bounded support in U we
have ∫
〈∇g,∇f〉dm = −
∫
gd∆f.
Proposition 2.13 ([Gig15]). Let (X, d,m) be an infinitesimally Hilbertian metric measure space,
let f ∈ D(∆, U) ∩ Lip(X) for an open subset U ⊂ X, let I ⊂ R be an open subset, assume
m(f−1(R\I)) = 0, and let ϕ ∈ C2(I). Then ϕ ◦ f ∈ D(∆, U) and
∆(ϕ ◦ f) = ϕ′(f)∆f + ϕ′′(f)|∇f |2m on U.
Definition 2.14 ([AGS14b, Gig15]). A metric measure space (X, d,m) satisfies the Riemannian
curvature-dimension condition RCD(K,N) for K ∈ R and N ∈ [1,∞] if it satisfies the curvature-
dimension condition CD(K,N), and if it is infinitesimally Hilbertian.
Remark 2.15. For N =∞ the condition was first introduced and studied in [AGS14b], for N <∞
in [Gig15].
Remark 2.16. By the globalization theorem of Cavalletti and Milman [CM16], and by results in
[EKS15], [AGS14b] and [RS14] in the previous definition it is equivalent to require the condition
CD∗(K,N) or the condition CDe(K,N). More precisely, since each condition implies CD(K,∞),
together with infinitesimally Hilbertianness (X, d,m) satisfies the condition RCD(K,∞) in the
sense of [AGS14b]. Therefore, the Boltzmann-Shanon entropy is even strongly K-convex, and
hence (X, d,m) is essentially non-branchning by [RS14]. Then, first we know that CD∗(K,N) is
equivalent to CDe(K,N) by [EKS15]. Second, from the globalization result in [CM16] we have
that CD∗(K,N) is equivalent to CD(K,N).
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Definition 2.17. Further, we define mdκ : [0,∞)→ [0,∞) as the solution of
v′′ + κv = 1 v(0) = 0 & v′(0) = 0.
More explicitly
mdκ(x) =
{
1
κ (1− cosκ x) if κ 6= 0,
1
2x
2 if κ = 0.
Theorem 2.18 ([Gig15]). Assume (X, d,m) satisfies the condition RCD(K,N) for N <∞, and
for x ∈ X we define dx : X → [0,∞) via dx(y) = d(x, y). Then
1
2
d2y ∈ D(∆) and ∆
1
2
d2y ≤
[
1 + (N − 1)dy cotK/(N−1) dy
]
m
where cotk(x) =
cosk(x)
sink(x)
. In particular, for K = 0 the estimate is precisely ∆ 12d
2
y ≤ Nm.
Remark 2.19. The Theorem is actually proven by Gigli under the condition CD(K,N) and it
is sharp in this context. Moreover, for the sharp comparison result of 12d
2
y only the weaker
MCP (K,N)-condition is needed that follows from the reduced curvature-dimension condition
CD∗(K,N) by [CS12] provided the space is essentially non-branching.
Corollary 2.20. Assume (X, d,m) satisfies the condition RCD(K,N) for N <∞. Then for any
y ∈ X we have
mdκ dy ∈ D(∆) for any κ ∈ R and ∆mdK/(N−1) dy + NK
N − 1 mdK/(N−1) dy ≤ Nm.
Proof. Indeed, By the chain rule Theorem 2.18 implies (see also [Gig15, Corollary 5.15]) that
dy ∈ D(∆, X\{y}) and
∆dy ≤ [(N − 1) cotK/(N−1) dy]m on X\{y}
Applying the chain rule one more time this yields
mdK/(N−1) dy ∈ D(∆, X\{y}) and ∆mdK/(N−1) dy + NK
N − 1 mdK/(N−1) dy ≤ Nm on X\{y}.
(6)
Further note that
mdκ(x) =
1
2
x2 − κ
24
x4 + . . . .
and hence mdκ(x) = ϕκ(x
2/2) where ϕκ is a smooth function on R given by
ϕκ(x) = x− κ
6
x2 + . . .
Therefore mdκ dy = ϕk(
d2y
2 ) ∈ D(∆) for any κ ∈ R and (6) can be improved to
∆mdK/(N−1) dy +
NK
N − 1 mdK/(N−1) dy ≤ Nm on all of X.

2.3. Tangent modules of metric measure spaces. In this section we present a general con-
struction of tangent spaces for metric measure spaces due to Gigli (inspired by an idea of Weaver
[Wea99]).
Definition 2.21 ([Gig14]). Let (X, d,m) be a metric measure space, and let M be a Banach
space. M is called an L2(m)-normed L∞(m)-module provided it is endowed with a bilinear map
L∞(m) ×M : (f, v) 7→ fv ∈ M, and a function | · | : M → L2(m)+ which satisfy the following
properties:
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(i) f(gv) = (fg)v for all f, g ∈ L∞(m) and v ∈M,
(ii) 1v = v for any v ∈M where 1 ∈ L∞(m) is the function equal 1,
(iii) ‖|v|‖L2 = ‖v‖M for any v ∈M,
(iv) |fv| = |f ||v| m-a.e. for any f ∈ L∞(m) and v ∈ M.
Consider a Borel measurable set A ⊂ X . The restrictionM|A of M to A is defined as
M|A = {v ∈M : 1Acv = 0 m-a.e.} .
M|A inherits the structure of L2(m)-normed L∞(m)-module.
Given two L2(m)-normed L∞(m)-modules M and N we say that a map T :M→N is module
morphism provided T is linear, continuous and it satisfies
T (fv) = fT (v) for every f ∈ L∞(m) and every v ∈ M.
Definition 2.22. Given an L2(m)-normed L∞(m)-module M we define the dual module M∗
as the space of all maps T from M to L1(m) that are L∞-linear (that is additive and L∞-
homogenuous) and continuous. M∗ again has a natural structure of an L2(m)-normed L∞(m)-
module. For details we refer to [Gig14].
Definition 2.23. We call an L∞(m)-module M an Hilbert module if M is an Hilbert space. In
this case M becomes an L2(m)-normed L∞(m)-module, and the pointwise norm | · | satisfies
|v + w|2 + |v − w|2 = 2|v|2 + 2|w|2 for any v, w ∈M.
We define the pointwise inner product M2 → L1(m) via 4〈v, w〉 = |v + w|2 − |v − w|2. Following
[Gig14] we also note that M and M∗ are canonical isomorphic as Hilbert modules.
Definition 2.24. LetM be an L2(m)-normed L∞(m)-module, and let A ⊂ X be a Borel set such
that m(A) > 0. We say that
(i) v1, . . . , vn ∈M are independent on A if for f1, . . . , fn ∈ L∞(m) it holds that
1A
n∑
i=1
fivi = 0 ⇒ f1, . . . , fn = 0 m-a.e. in A,
(ii) S ⊂M generatesM|A if M|A is the L2-closure of elements v inM|A such that there is a
decomposition of {Ai}i∈N of A, vectors vi,1, . . . , vi,mi ∈ S, and functions fi,1, . . . , fi,mi ∈
L∞(m) which satisfy
1Aiv =
mi∑
k=1
fi,kvi,k m-a.e. for each i ∈ N,
(iii) v1, . . . , vn ∈M is a (module) basis on A if they are independent on A and generate M|A.
If A admits a basis of finite cardinality n ∈ N, we say that A has local dimension n. If A
admits no basis of finite cardinality, we say A has infinite local dimension.
Remark 2.25. It is easy to see that in (ii) one only needs to require that M|A is the L2-closure of
finite L∞-linear combinations of elements in S where an L∞-linear combination is defined by
m∑
l=1
flvl where fl ∈ L∞(m) and vl ∈ S.
The more general statement (ii) - that also appears in [Gig14] - is to deal with L∞-modules that
are not necessarily Lp(m)-normed.
Proposition 2.26 (Proposition 1.4.4. [Gig14]). Local dimension is well-defined: If both v1, . . . , vn
and w1, . . . , wn are bases of an L
2(m)-normed L∞(m)-module M on A for n,m ∈ N, then m = n.
CD MEETS CAT 11
Proposition 2.27 (Proposition 1.4.5. [Gig14]). There is a unique partition {Ek}k∈N∪{∞} of X
such that for any k ∈ N with m(Ek) > 0 Ek has local dimension k, and any E ⊂ E∞ with m(E) > 0
has infinite local dimension.
Proposition 2.28 (Proof of Theorem 1.4.11. [Gig14]). Let M be an Hilbert module. Then, for
every n ∈ N and any Borel set B ⊂ X that has local dimension n and finite measure, there exists
a unit orthogonal basis e1, . . . , en ∈ M on B. That is 〈ei, ej〉 = δi,j m-almost everywhere.
Remark 2.29. If (ei)i=1,...,n is a unit orthogonal basis on B, and v1A =
∑n
i=1 fiei ∈M for fi ∈ L∞
and A a Borel subset in B, then
|v1A|2 =
n∑
i=1
|fi|2 and ‖v1A‖2M =
n∑
i=1
‖fi‖2L2(m) .
Theorem 2.30 ([Gig14]). Let (X, d,m) be metric measure space. There exists a unique (up to
module isomorphisms) couple (M, d) where M is an L2(m)-normed L∞(m)-module and d is a
linear map W 1,2(m)→M such that
(i) |df | = |∇f | holds m-a.e. on X, and
(ii)
{
df ∈ M : f ∈ W 1,2(m)} generates M on X.
If two couples (M, d) and (M′, d′) satisfy the properties above then there exists a unique module
isomorphism Φ :M→M′ such that Φ ◦ d = d′.
The unique module above is called the cotangent module of (X, d,m), and it is denoted with
L2(T ∗X). Its dual module is called the tangent module and denoted with L2(TX). Elements in
L2(T ∗X) are called 1-forms, and elements in L2(TX) are called vector fields. The map d is called
differential.
If (X, d,m) is infinitesimally Hilbertian, then L2(T ∗X) is a Hilbert module, and we have Φ :
L2(T ∗X) ≡ L2(TX) for the Hilbert module isomorphism Φ(X) = 〈X, ·〉 : L2(TX) → L1(m).
Φ−1 ◦ d = ∇ is called gradient.
2.4. Bakry-Emery condition. The following was introduced in [AGS15]. Let (X, d,m) be a
metric measure space that is infinitesimally Hilbertian but does not necessarily satisfy a curvature-
dimension condition. For f ∈ DW 1,2(X)(∆) and ϕ ∈ DL∞(∆) ∩ L∞(m) we define the carre´ du
champ operator as
Γ2(f ;ϕ) =
∫
1
2
|∇f |2∆ϕdm−
∫
〈∇f,∇∆f〉ϕdm.
We say that (X, d,m) satisfies the Bakry-Emery condition BE(K,N) for K ∈ R and N ∈ (0,∞]
if it satisfies the weak Bochner inequality
Γ2(f ;ϕ) ≥ 1
N
∫
(∆f)2ϕdm+K
∫
|∇f |2ϕdm.
for any f ∈ DW 1,2(X)(∆) and ϕ ∈ DL∞(∆) ∩ L∞(m), ϕ ≥ 0.
We say a metric measure space satisfies the Sobolev-to-Lipschitz property [Gig15] if{
f ∈ W 1,2(X) : |∇f | ∈ L∞(m)} = Lip(X)
More precisely, for any Sobolev function in with bounded minimal weak upper gradient there exist
a Lipschitz function f¯ that coincides m-almost everywhere with f such Lip(f¯) ≥ |∇f |.
Theorem 2.31 ([EKS15, AGS15]). Let (X, d,m) be a metric measure space. Then, the condition
RCD(K,N) for K ∈ R and N > 1 holds if and only if (X, d,m) is infinitesimally Hilbertian, it
satisfies the Sobolev-to-Lipschitz property and it satisfies the Bakry-Emery condition BE(K,N).
Remark 2.32. The case N = ∞ was proved in [AGS15], the case N < ∞ in [EKS15]. Shortly
after [EKS15] an alternative proof for the finite dimensional case - following a completely different
strategy - was established in [AMS15].
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2.5. Rectifiability. Following [GP16] we say a family {Ai}i∈N is an m-partition of E ⊂ X if it is
a partition of some Borel set F ⊂ X such that m(E\F ) = 0.
Definition 2.33. A metric measure space (X, d,m) is strongly m-rectifiable if there exists a m-
partition {Ak}k∈N of X into measurable sets Ak such that for each k ∈ N and every ǫ > 0 there
exists an m-partition {Ui}i∈N of Ak and measurable maps ϕi : Ui → Rk such that for every i ∈ N
ϕi : Ui → ϕ(Ui) is (1 + ǫ)-biLipschitz & (ϕi)⋆(m|Ui)≪ Lk.
The partition {Ak}k∈N that is unique up to a m-negligible set is called dimensional partition of X .
Theorem 2.34 ([MN14, KM16, GP16]). Let (X, d,m) be a metric measure space that satisfies
the curvature-dimension condition RCD(K,N) for N ∈ (0,∞). Then (X, d,m) is strongly m-
rectifiable, and m(Ak) = 0 for k > N .
Theorem 2.35 ([GP16]). Let (X, d,m) be a metric measure space that satisfies the condition
RCD(K,N) for N ∈ (0,∞), and let Ak its dimensional decomposition. Then, the local dimension
of Ak is k ∈ N ∪ {∞}. Hence Ak = Ek for any k ∈ N where Ek is as in Proposition 2.27.
Definition 2.36. If (X, d,m) satisfies the condition RCD(K,N), we say x0 ∈ Ak is a regular point
if the Gromov-Hausdorff tangent cone at x0 is R
k where {Ak}k∈N is the dimensional decomposition
of X . We denote the set of all regular points Xreg.
2.6. Hessian operator. Recall from [Gig14] that L2((T ∗X)⊗2) is the subset of elements A in the
L0-module-tensor product L0((T ∗X)⊗2) such that
‖|A|HS‖2L2(m) =
∫
|A|2HSdm <∞.
|A|HS is the pointwise Hilbert-Schmidt norm whose construction can be found in [Gig14]. Similar,
one constructs L2((TX)⊗2), and if L2(T ∗X) and L2(TX) are Hilbert modules, L2(T ∗X⊗2) and
L2(TX⊗2) are isomorphic Hilbert modules as well. L2(T ∗X⊗2) can be seen as the space of all
continuous bilinear forms A : L2(TX)2 → L0(m) such that ‖|A|HS‖L2(m) < ∞. L0-continuity
corresponds for m finite and normalized to convergence in probability. Recall also that for A ∈
L2(T ∗X⊗2)
A(X,Y ) ≤ |A|HS |X ||Y | m-a.e.
when X,Y ∈ L2(TX). In particular, A(X,Y ) /∈ L1(m) in general.
Definition 2.37. The space of test functions is
D∞ = DW 1,2(X)(∆) ∩ L∞(m) ∩
{
f ∈ W 1,2(X) : |∇f | ∈ L∞(m)} .
If (X, d,m) satisfies a Riemannian curvature-dimension condition, then PtL
∞(m) is a subset
of D∞, it is dense in W 1,2(X) and in DL2(m)(∆) w.r.t. the Sobolev norm and the graph norm
of the operator ∆ respectively, and by the Sobolev-to-Lipschitz property we have D∞ ⊂ Lipb(X).
Moreover, the co-tangent module L2(T ∗X) is generated by
TD∞ =
{
n∑
i=1
gidfi : n ∈ N, gi, fi ∈ D∞, i = 1, . . . , n
}
.
Definition 2.38 ([Gig14]). The spaceW 2,2(X) ⊂W 1,2(X) is the set of all functions f ∈W 1,2(X)
for which there exists A ∈ L2(T ∗X ⊗ T ∗X) such that for all f, g1, g2 ∈ D∞ we have
2
∫
hA(dg1, dg2)dm
= −
∫
h〈∇f,∇〈∇g1,∇g2〉〉dm−
∫
〈∇f,∇g1〉div(h∇g2)dm−
∫
〈∇f,∇g2〉div(h∇g1)dm(7)
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where div(h∇g) = 〈∇h,∇g〉 + h∆g. In this case the operator A will be called the Hessian of f
and will be denoted with Hess f . W 2,2(X) is equipped with the norm
‖f‖2W 2,2(X) = ‖f‖2L2 + ‖|Hess f |HS‖2L2 .
We say that Hess f ≥ κ on a measurable subset B for κ ∈ R if for any u ∈ D∞
Hess f(1B∇u,∇u) ≥ κ|1B∇u|2 = κ1B|∇u|2 m-almost everywhere.
Remark 2.39. We note that the density property of D∞ and the fact that D∞ is an algebra ensure
that Hess f ∈ L2(T ∗X⊗T ∗X) is uniquely determined by (7). Then it is clear that Hess f depends
linearly on f , and W 2,2(X) therefore becomes a vector space.
Lemma 2.40. Consider f ∈ W 2,2(X), and assume Hess f ≥ κ m-a.e. on B. Then Hess f(1BV, 1BV ) ≥
κ|V |21B m-a.e. for every V ∈ L2(TX).
Proof. Let V ∈ L2(TX). It is enough to consider the case B = X . Since TD∞ generates L2(TX),
Remark 2.25 we find functions fk,i, gk,i ∈ D∞ with i = 1, . . . , nk ∈ N and k ∈ N such that
Vk =
nk∑
i=1
fk,i∇gk,i → V in L2(TX).
Then, since every fk,i can be approximated in L
2-sense by measurable functions that take only
finitely many values in R, and since ∇ is linear, we see that X is approximated in L2-sense by
vector fields Wk of the form
Wk =
nk∑
i=1
1Bk,i∇hi,k
for measurable decompositions {Bk,i}i∈N of X , and hk,i ∈ D∞. Hence, we have
Hess f(Wk,Wk) =
nk∑
i,j=1
Hess f(1Bk,i∇hi,k, 1Bk,j∇hj,k)
=
nk∑
i=1
1Bk,i Hess f(∇hk,i,∇hk,i) ≥
nk∑
i=1
κ|∇hk,i|2 = κ|Wk|2 m-a.e. on B.
The second equality is the L∞-homogeneity of Hess f(·, ·). Hence, by L2-convergence of Wk in
L2(TX) the right hand side converges m-a.e. to |V | after taking a subsequence. Moreover, by
continuity of the bilinear for Hess f : L2(TX)2 → L0(m) the left hand side converges m-a.e. to
Hess f(V, V ) after taking another subsequence. Then, the claim follows. 
Theorem 2.41 ([Gig14, Sav14]). Let f ∈ DL2(∆). Then f ∈ W 2,2(X), and∫
|Hess f |2HSdm ≤
∫ [
(∆f)
2 −K|∇f |2
]
dm.
In particular, D∞ ⊂W 2,2(X).
Proposition 2.42 ([Gig14]). Let f ∈W 2,2(X)∩Lip(X) and let ϕ ∈ C2(R) with bounded first and
second derivative. Then ϕ ◦ f ∈W 2,2(X) and the following formula holds
HessX(ϕ ◦ f)(∇u,∇u) = ϕ′ ◦ f HessX f(∇u,∇u) + ϕ′′ ◦ f〈∇f,∇u〉 ∀u ∈ W 1,2(X).
Definition 2.43. H2,2(X) is defined as the closure of D∞ in W 2,2(X).
Remark 2.44. H2,2(X) actually coincides with the W 2,2-closure of D(∆) (Proposition 3.3.18 in
[Gig14]). In particular, any f ∈ D(∆) is in H2,2(X) and admits a Hessian.
Proposition 2.45 ([Gig14], Proposition 3.3.22). Let f ∈W 2,2(X)∩Lip(X) and g1, g2 ∈ H2,2(X)∩
Lip(X). Then, 〈∇f,∇gi〉 ∈W 1,2(X), i = 1, 2 and
2Hess f(∇g1,∇g2) = 〈∇g1,∇〈∇f,∇g2〉〉+ 〈∇g2,∇〈∇f,∇g1〉〉 − 〈∇f,∇〈∇g1,∇g2〉〉.
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Remark 2.46. In the case when f ∈ D(∆) is Lipschitz Hess f(∇g1,∇g2) for g1, g2 ∈ H2.2(X) can
be computed explicitly by the previous Proposition since D(∆) ⊂ H2,2(X) by the previous remark.
Theorem 2.47 ([Gig15], [GT17]). Let (X, d,m) be a metric measure space that satisfies the con-
dition RCD(K,N) for N <∞. Let µ0, µ1 ∈ P1(X) such µi = ρim ≤ Cm for C > 0 and i = 0, 1,
and let (µt)t∈[0,1] be the unique L2-Wasserstein geodesic.
(i) First variation formula. Let f ∈ W 1,2(X). Then, the map t ∈ [0, 1] → ∫ fdµt belongs to
C1([0, 1]) and for every t ∈ [0, 1] it holds
d
dt
∫
fdµt =
∫
〈∇f,∇ϕ〉dµt.
(ii) Second variation formula. Moreover, let f ∈ H2,2(X). Then, the map t ∈ [0, 1]→ ∫ fdµt
belongs to C2([0, 1]) and for every t ∈ [0, 1] it holds
d2
dt2
∫
fdµt =
∫
Hess f(∇ϕt,∇ϕt)dµt
where ϕt is the function such that for some t 6= s ∈ [0, 1] the function −(s − t)ϕt is a
Kantorovich potential between µt and µs.
Theorem 2.48 ([Sav14, Gig14]). If (X, d,m) satisfies the condition RCD(K,∞), and f ∈ D∞ ⊂
W 2,2(X), then |∇f |2 ∈ W 1,2(X) ∩D(∆) and an improved Bochner formula holds in the sense of
measures involving the Hilbert-Schmidt norm of the Hessian of f :
Γ2(f) :=
1
2
∆|∇f |2 − 〈∇f,∇∆f〉m ≥ [K|∇f |2 + |Hess f |2HS]m
where ∆ is the measure valued Laplace operator, and Γ2 is called measure valued Γ2-operator. In
particular, the singular part of the left hand side is non-negative.
In the context of RCD(K,N)-spaces with finite N the previous theorem was improved by Han
[Han14], and in particular, he obtains the following.
Theorem 2.49 ([Han14]). Let (X, d,m) be a metric measure space that satisfies the condition
RCD(K,N) with N <∞, and let {Ak}k∈N∪{∞} be its dimensional decomposition. If AN 6= ∅ and
therefore N ∈ N, then for any f ∈ D∞ we have that ∆f = trHess f m-a.e. in AN . More precisely,
if B ⊂ AN is a set of finite measure and (ei)i=1,...,N is a unit orthogonal basis on B, then
∆f |B =
N∑
i=1
Hess f(ei1B, ei1B) =
N∑
i=1
Hess f(ei, ei)1B =: [tr Hess f ]|B.
Corollary 2.50. Let (X, d,m) be a metric measure space that satisfies the condition RCD(K,n)
with m = Hn and n ∈ N. Then Ak = ∅ for k 6= n, and for any f ∈ DL2(∆) we have that
∆f = trHess f m-almost everywhere in the sense of the previous theorem.
Proof. The first claim is clear from the assumptions. Let f ∈ DL2(∆), and consider a sequence
ϕj ∈ D∞ that approximates f in DL2(∆). Moreover, let B ⊂ An be a Borel set of finite measure
and let (ei)i=1,...,n be a unit orthogonal basis and tr be the corresponding trace. It follows∫
1B(∆f − tr Hess f |B)2dm =
∫
1B(∆f −∆ϕj + trHessϕj |B − trHess f |B)2dm
≤ 2
∫
1B (∆f −∆ϕj)2 dm+ 2
∫
1B (tr[Hess(ϕj − f)]|B)2 dm
≤ 2 ‖∆f −∆ϕj‖2L2(m) + n ‖|Hess(f − ϕj)|HS‖2 ≤ ǫ
where the last inequality holds for arbitrary ǫ > 0 provided j is sufficiently large. We obtain that
∆f |B = trHess f |B m-a.e. and therefore the claim. 
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2.7. Upper and lower sectional curvature bounds for metric spaces. We recall the follow-
ing notions of spaces with curvature bounded below (above) for geodesic metric spaces
Definition 2.51. We say that a complete geodesic metric space (X, d) is CBB(κ) or has curvature
bounded below by κ ∈ R (respectively is CAT (k)) if for any triple of points x, y, z ∈ X with
d(x, y) + d(y, z) + d(z, x) < 2πκ the following condition holds.
For any geodesic [xz] and q ∈]xz[, we have
(8) d(y, q) ≥ d(y¯, q¯) ( respectively d(y, q) ≤ d(y¯, q¯))
where△(x¯, y¯, z¯)S2κ is a comparison triangle in S2κ with d(x¯, y¯) = d(x, y), d(x¯, z¯) = d(x, z), d(z¯, y¯) =
d(z, y) and q¯ ∈]x¯z¯[ satisfies d(q¯, x¯) = d(q, x).
If κ > 0 and a X is a 1-dimensional manifold with possibly nonempty boundary for X to be
CBB(κ) we additionally require that diamX ≤ πκ.
Property (8) is equivalent to saying that for any unit speed geodesic γ : [0, l]→ X such that
(9) d(y, γ(0)) + l+ d(γ(l), y) < 2πk,
it holds that
[mdκ(dy ◦ γ)]′′ +mdκ(dy ◦ γ) ≤ 1( respectively ≥ 1)(10)
A reformulation of this inequality is - taking into account the definition of mdκ via cosκ -[
1
κ
cosκ(dy ◦ γ)
]′′
≥− cosκ(dy ◦ γ) (respectively ≤ cosκ(dy ◦ γ)) if κ 6= 0 &[
1
2
d2y ◦ γ
]′′
≤1 (≥ 1) if κ = 0.
In particular, (X, d) has curv ≥ 0 ( is CAT (0)) if and only if for any y ∈ X the function 12d2y is
1-concave (1-convex).
We will refer to CBB version of inequality (8) as (8)(CBB) and to the CAT version of it as
(8)(CAT ). We will employ the same convention for (10).
Remark 2.52. It’s immediate from the definition that in a CAT (κ) space X geodesics of length
< πκ are unique and depend continuously on their endpoints. Also, local geodesic of length < πκ
are distance minimizing, i.e. are geodesics.
Definition 2.53. We say that a complete geodesic space (X, d) is CBA(κ) (has curvature bounded
above by κ ) if for every point p ∈ X there is rp > 0 such that (8)(CAT ) holds for any x, y, z ∈ Brp(p).
Remark 2.54. In the above definition of CBA(κ) we do not require that the geodesics [xy], [xz], [yz]
lie in Brp(p). However, it immediately follows from (8)(CAT ) that Br(p) is convex for any r <
min(rp, πk/2). If X is CAT (κ) this gives that Br(p) is convex and B¯r(p) is CAT (κ) for any
r < πκ/2.
Example 2.55. The standard sphere Sn and any geodesically convex subsets of Sn are CAT (1). On
the other hand, for n ≥ 2 any non simply connected n-manifold of sec ≡ 1 (e.g. PRn) is CBA(1)
but not CAT (1).
Remark 2.56. It follows directly from the definition of CAT (κ) and from the corresponding com-
putations in S2κ that if X is CAT (κ) then dy, and mdκ(dy) are convex in Bπk/2(y) for any y in
X .
Remark 2.57. Similarly to the definition of CBA(κ) one can define locally CBB(κ) spaces by
requiring that they satisfy (8)(CBB) locally. However, it turns out that this is equivalent to requiring
that they satisfy (8)(CBB) globally by the Globalization Theorem [BGP92].
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If (X, d) is CAT (κ1) (CBB(κ1)) and κ1 ≤ κ2 ( κ1 ≥ κ2) then (X, d) is CAT (κ2) (CBB(κ2)).
If (X, d) is CAT (κ) (CBB(κ)) then (X,λd) is CAT (κ/λ2) (CBB(κ/λ2)). Therefore after
appropriate rescaling any CAT (κ) (CBB(κ)) becomes CAT (1) (CBB(−1)).
Theorem 2.58 ([BBI01] Theorem 4.7.1). Let (X, d) be a complete geodesic space. Then the
euclidean cone C(X) over (X, d) is CAT (0) (CBB(0)) if and only if (X, d) is CAT (1) (CBB(1)).
Let X be CAT (κ) and let y ∈ X .
By remark 2.56 dy, mdκ(dy) are convex in Bπk/2(y). Together with the first variation formula
[BBI01, Chapter 4] this shows that they admit obvious (inverse) gradient flows on Bπk/2(y) follow-
ing appropriately parameterized unique geodesics connecting points in Bπk/2(y) to y. Moreover,
the CAT (κ) condition implies that all three of these flows of are 1-Lipschitz on Bπk/2(y) for any
positive time t since this holds in S2κ.
Lemma 2.59. Let X be CAT (κ) with diamX < πκ/2. Let y ∈ X and let Φt be the gradient flow
of mdκ(dy) and Ψt be the gradient flow of dy. Then for any n ≥ 1, t ≥ 0 we have
(1) For any Borel A ⊂ X it holds that Hn(Φt(A)) ≤ Hn(A).
(2) For any Borel A ⊂ Φt(X)
(Φt)⋆Hn(A) ≥ Hn(A).
Furthermore, the same properties hold for Ψt.
Definition 2.60. Given a point p in a CAT (κ) space X we say that two unit speed geodesics
starting at p define the same direction if the angle between them is zero. This is an equivalence
relation by the triangle inequality for angles and the angle induces a metric on the set Sgp(X) of
equivalence classes. The metric completion ΣgpX of S
g
pX is called the space of geodesic directions
at p. The Euclidean cone C(ΣgpX) is called the geodesic tangent cone at p and is denoted by T
g
pX .
The following theorem is due to Nikolaev [BH99, Theorem 3.19]:
Theorem 2.61. T gpX is CAT (0) and Σ
g
pX is CAT (1).
Note that this theorem in particular implies that T gpX is a geodesic metric space which is not
obvious from the definition. Note further that ΣgpX need not be path connected. In this case
the above theorem means that each path component of ΣgpX is CAT (1) and the distance between
points in different components is π.
2.8. Spaces with two sided sectional Alexandrov curvature bounds. Spaces with two
sides Alexandrov bounds (i.e. spaces satisfying CBA(κ1), CBB(κ2) for some κ1, κ2 ∈ R) have
been studied by Alexandrov, Nikolaev and Berestovsky. The following structure theorem holds:
Theorem 2.62 ([BN93]). Let (X, d) be a complete finite dimensional geodesic metric space which
is CBA(κ1), CBB(κ2) for some κ1, κ2 ∈ R.
Then κ2 ≤ κ1 and X is an n-dimensional topological manifold (possibly with boundary) for some
n ≥ 1. Moreover, IntX possesses a canonical C3,α-atlas for α ∈ (0, 1) of harmonic coordinate
charts such that in each chart d is induced by a Riemannian tensor g whose coefficients gi,j w.r.t.
this chart are in the class W 2,p ∩ C1,α for any 1 ≤ p <∞, 0 < α < 1.
Remark 2.63. If X has nonempty boundary then the boundary need not be smooth. E.g. if X is
a closed convex body in Rn then it’s CBB(0) and CBA(0).
The following lemma is elementary and is left to the reader as an exercise.
Lemma 2.64. Let (X, d) be an n-dimensional space which is CAT (κ) and CBB(κ). Then X is
isometric to a convex subset of Snκ.
CD MEETS CAT 17
3. Lower bounds for the measure-valued Laplace operator
The following lemma is well-known (see e.g. [BH99]) but we include the proof for completeness.
Lemma 3.1. Let X be CAT (κ) and let p ∈ X. Suppose Br(p) is a topological n-manifold for
some r < πκ/2. Then every geodesic [xy] ⊂ Br(p) can be extended to a geodesic with end points
on Sr(p).
Proof. By completeness of X it’s enough to show that geodesics can not terminate at points
in Br(p). Suppose to the contrary that a geodesic [xy] ⊂ Br(p) can not be extended past y.
By possibly changing x we can assume that B¯2l(x) ⊂ U ⊂ Br(p) where l = d(x, y) and U is
homeomorphic to Rn. Since Hn−1(U\{y}) ∼= Z 6= 0, the inclusion i : B¯2l(y)\{y} → U\{y} is not
homotopic to a point. On the other hand, since [xy] can not be extended past y, the ”straight
line” homotopy (which is continuous by remark 2.52) along geodesics emanating from x gives a
homotopy of i and the constant map B¯2l(y)\{y} → {x}. This is a contradiction and hence all
geodesics in Br(p) can be extended till they hit the sphere Sr(p). 
Theorem 3.2. Let (X, d) be a metric space that is CAT (κ) and diamX < πκ/2. Assume (X, d,Hn)
is a metric measure space satisfying the condition RCD(K,n) for n ∈ N. Let x0 ∈ X be a point
such that there is an open neighbourhood U of x0 that is homeomorphic to an n-manifold. Then,
there exists ǫ > 0 such that for any y ∈ X we have
[∆mdκ(dy)]|Bǫ(x0) ≥ 0 & [∆dy]|Bǫ(x0) ≥ 0
Remark 3.3. We note that measure valued Laplacians of mdκ(dy)|Bǫ(x0) and of dy|Bǫ(x0) on Bǫ(x0)
will have negative singular parts on the boundary sphere Sǫ(x0).
Proof of Theorem 3.2. We first give a proof for mdκ(dy).
1. Assume w.l.o.g. that B8ǫ(x0) ⊂ U and U is homeomorphic to Rn.
By the assumptions on the diameter of X the ball B4ǫ(x0) is geodesically convex and geodesics
in it are unique. Let (Y, dY ,m) = (B4ǫ(x0), d,Hn)
In particular, Y again satisfies RCD(K,n) and is CAT (κ).
Then by Lemma 3.1 there is δ = δ(ǫ, κ) > 0 such that any unit speed geodesic γ : [0, L]→ B4ǫ(x0)
we have that
(11) γ can be extended to a geodesic γˆ : [−δ, L+ δ]→ B8ǫ(x0) with γˆ|[0,L] = γ.
2. Now, let y ∈ X and B4ǫ(x0) as before. By Lemma 2.59 there exists an Hn-contracting
gradient flow Φyt : X → X for the function mdκ(dy) ∈ D(∆) and if x ∈ B2ǫ(x0), then t 7→ Φyt (x)
is precisely the geodesic γ : [0, d(x, y)]→ X that connects x with y, appropriately parameterized.
From (11) it easily follows that Bǫ(x0) ⊂ Φyt (B3ǫ(x0)) for all sufficiently small t.
3. Since (Φt)⋆Hn(A) ≥ Hn(A) for any subset A ⊂ Φt(X), we obtain for any Lipschitz function
g with compact support in Bǫ(x0) ∫
g(Φt)⋆Hn ≥
∫
gdHn.
Since (Φt(x))t≥0 is a gradient flow curve of mdκ(dy) for any x ∈ X , we compute∫
g∆mdκ(dy)dHn = −
∫
〈∇g,∇mdκ(dy)〉dHn
= lim
t→0
1
t
[∫
g ◦ ΦtdHn −
∫
gdHn
]
= lim
t→0
1
t
[∫
gd(Φt)⋆Hn −
∫
gdHn
]
≥ 0
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for any g ∈ Lipc(Bǫ(x0)). The second equality is the first variation formula. Note, that there is a
version of the first variation formula in the class of RCD-spaces that is sufficient for our purposes
(see Theorem 2.47), but the first variation formula is also well-known for metric spaces which
satisfy a CAT -condition [BBI01][Chapter 4]. Hence ∆mdκ(dy)|Bǫ(x0) ≥ 0 for any y ∈ X .
The proof for dy is essentially the same as for mdκ(dy) in view of Lemma 2.59 with the following
difference. By Theorem 2.18 and the chain rule it follows that dy|X\{y} ∈ D(∆) and∆dy is locally
bounded above on X\{y}. However, on a general RCD(k, n) space dy need not lie in D(∆).
Nevertheless, under the assumptions of Theorem 3.2, the same proof as above shows that the
distributional Laplacian of dy |Bǫ(x0) is nonnegative as a distribution and hence it is a measure and
dy ∈ D(∆).

Corollary 3.4. Let (X, d,m), dy, x0 ∈ X and U ⊂ X be as in Theorem 3.2. Then there exists
ǫ > 0 such that for any cutoff function χ ∈ DX∞ with ∆χ ∈ L∞(Hn), suppχ ⊂ Bǫ(x0) and
χ|Bǫ/2(x0) = 1 it holds that χ ·mdκ(dy) ∈ DL∞(∆) ∩ L∞(Hn) ∩ Lip(X).
Further, if suppχ ⊂ Bǫ(x0)\ {y} then we also have that χ · dy ∈ DL∞(∆) ∩ L∞(Hn) ∩ Lip(X).
Proof. We choose ǫ > 0 as in the previous theorem, and a corresponding cutoff function χ. Clearly
it holds that mdκ(χ · dy) ∈ L∞(Hn) ∩ Lip(X). By Corollary 2.20 we also have mdκ(dy) ∈ D(∆).
Hence, the Leibniz rule for the measure valued Laplacian [Gig14, Theorem 4.12] yields
∆(χmdκ(dy)) = χ∆mdκ(dy)|Bǫ(x0) +mdκ(dy)∆χ+ 2〈∇mdκ(dy),∇χ〉.
By Theorem 3.2 and again by Theorem 2.18 we know that ∆mdκ(dy) ∈ L∞(Hn). It follows that
∆(χ ·mdκ(dy)) ∈ L∞(Hn). Since χ ·mdκ(dy) is compactly supported in Bǫ(x0), we also get that
χ ·mdκ(dy) ∈ D(∆) and therefore ∆(χ ·mdκ(dy)) = ∆(χ ·mdκ(dy)).
The proof for dy is the same. 
4. On the relation between convexity and the Hessian
In this section we explore the relation between convexity and almost everywhere lower bounds for
the Hessian of a function f that is in a sufficiently regular subspace of W 2,2(X). This relation has
already been studied in previous publications [Ket15, GKKO17, Han17, GT17]. A novelty of our
situation is that we give a localized statement that is needed in the course of the paper. Moreover,
we will show that κ-convexity implies a lower κ-bound for the Hessian. By the second variation
formula this lower bound holds if the Hessian is evaluated on gradients of Kantorovich potentials.
However, we require the estimate for the Hessian evaluated on gradients of test functions.
Throughout this section let (X, dX ,mX) be a compact metric measure space satisfying the
condition RCD(K,N), and let Z be a closed subset of X such that mX(IntZ) > 0, m(∂Z) = 0
and (Z, dZ ,mZ) is a metric measure space that also satisfies the condition RCD(K,N). We
denote by ∆X ,ΓX2 ect. and ∆
Z ,ΓZ2 ect. the Laplace operator, the Γ2-operator ect. of X and Z,
respectively. In particular, (Z, dZ) is geodesically convex and compact as well.
Let f ∈ D(∆X)∩L∞(mX)∩Lip(X) with ‖f‖L∞ , ‖|∇f |‖L∞ ≤ C for C ∈ (0,∞). In particular,
f ∈ H2,2(X). We introduce the transformed measures
(12) m˜Z :=
[
e−fmX
] |Z
and consider the metric measure space (Z, dZ , m˜Z) = Z˜. We remark that f |Z ∈ L∞(mZ)∩Lip(Z)
with ‖f‖L∞ , ‖|∇f |‖L∞ ≤ C but f /∈ D(∆Z). We observe that, for p ∈ [1,∞],
e−C/p‖u‖Lp(mZ) ≤ ‖u‖Lp(m˜Z) ≤ eC/p‖u‖Lp(mZ)
for all u ∈ Lp(mZ) = Lp(m˜Z), and
e−C/p
∥∥|∇u|∥∥
Lp(mZ)
≤ ∥∥|∇u|∥∥
Lp(m˜Z)
≤ eC/p∥∥|∇u|∥∥
Lp(mZ)
for all u ∈ W 1,2(Z) = W 1,2(Z˜). In addition, the minimal weak upper gradient of u ∈ W 1,2(Z˜)
induced by m˜Z coincides with |∇u| (see [AGS14a, Lemma 4.11]).
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Lemma 4.1. Let f and (Z, dZ , m˜Z) be as above. Then we have D(∆˜
Z) = D(∆Z) and, for any
u ∈ D(∆˜Z),
(i) ∆˜Zu = ∆Zu− 〈∇f,∇u〉,
(ii) ‖∆˜Zu‖2L2(m˜Z) ≤ 2eC/2
(
‖∆Zu‖2L2(mZ) + ‖|∇f |‖2L∞
∥∥|∇u|∥∥2
L2(mZ)
)
,
(iii) ‖∆Zu‖2L2(mZ) ≤ 2eC/2
(
‖∆˜Zu‖2L2(m˜Z) + ‖|∇f |‖2L∞
∥∥|∇u|∥∥2
L2(m˜Z)
)
.
In particular, if u ∈ D(∆˜Z), then PZt u ∈ D(∆˜Z) and PZt u→ u in D(∆˜Z) as t→ 0.
Proof. The lemma can be found in [GKKO17, Lemma 3.4] where it is assumed that f ∈ DZ∞.
However, one can easily check that the proof works for f ∈ L∞(m) ∩ Lip(Z). 
Proposition 4.2. Let (X, d,m), (Z, dZ ,mZ), f and Z˜ be as above. Assume f |Z is κ-convex on
(Z, dZ ,m|Z) for κ ∈ R. Then Z˜ satisfies the condition RCD(K + κ,∞), and for u ∈ DZ∞ with
suppu ⊂ IntZ, ϕ ∈ Lip(Z), ϕ ≥ 0 and ϕ˜ := efϕ we have u ∈ DZ˜∞ and
∫
Z
(κ+K)|∇u|2ϕdm ≤
∫
ϕ˜dΓZ˜2 (u)
=
∫
ϕdΓZ2 (u) +
∫
Z
HessX f(∇u,∇u)ϕdm.(13)
Remark 4.3. The conditions RCD(K,N) and m(Z) > 0 for (Z, dZ ,m|Z) imply that (Z, dZ) is a
complete, compact, geodesic metric space. Therefore, it makes sense to consider functions f on Z
that are κ-convex in the sense of Definition 2.2.
Proof. 1. That Z˜ satisfies the condition RCD(κ+K,∞), follows from Fact 2.9 (iii), Lemma 2.10
and from the fact that Z˜ is again infinitesimally Hilbertian.
2. We show that u ∈ DZ˜∞. Since u ∈ DZ∞, we have by definition that u ∈ DW 1,2(∆Z) ∩
Lip(Z)∩L∞(mZ). From Lemma 4.1 we know that D(∆Z) = D(∆Z˜) and ∆Z˜u = ∆Zu−〈∇u,∇f〉.
Since u ∈ DW 1,2(∆Z) we already know that ∆Zu ∈ W 1,2(Z) = W 1,2(Z˜). Moreover, since
suppu ∈ IntZ, it easily follows that u ∈ DX∞. Then, since f ∈ W 2,2(X) and since u and f are
Lipschitz, it follows by Proposition 2.45 that 〈∇u,∇f〉 ∈ W 1,2(X). Hence, 〈∇u,∇f〉 ∈ W 1,2(Z).
Consequently, 〈∇u,∇f〉 ∈ W 1,2(Z˜) and therefore ∆Z˜u ∈ W 1,2(Z˜). Moreover, since u ∈ DX∞
Hess f(∇u,∇u) ∈ L2(mX) is well-defined.
3. Since Z˜ satisfies the condition RCD(κ+K,∞), the improved Bochner inequality yields for
u ∈ DZ˜∞
ΓZ˜2 (u) =
1
2
∆Z˜ |∇u|2 − 〈∇u,∇∆u〉 [e−fm] |Z ≥ (κ+K)|∇u|2 [e−fm] |Z .
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Recall that |∇u|2 ∈ D(∆Z˜) if u ∈ DZ˜∞. If we integrate ϕ˜ = ϕef ∈ Lip(Z) w.r.t. the previous
measures, the definition of the measure valued Laplacian yields for the left hand side∫
ϕ˜dΓZ˜2 (u) = −
1
2
∫
Z
ϕefd∆Z˜ |∇u|2 −
∫
Z
〈∇u,∇∆Z˜u〉ϕdm
= −1
2
∫
Z
〈∇|∇u|2,∇ϕef 〉e−fdm−
∫
Z
〈∇u,∇∆Z˜u〉ϕdm
= −1
2
∫
Z
〈∇|∇u|2,∇ϕ〉dm− 1
2
∫
Z
〈∇|∇u|2,∇f〉ϕdm
−
∫
Z
〈∇u,∇∆Zu〉ϕdm+
∫
Z
〈∇u,∇〈∇u,∇f〉〉ϕdm
=
∫
ϕdΓZ2 (u) +
∫
Z
HessX f(∇u,∇u)ϕdm.
For the last equality also recall that for every g ∈ W 1,2(X) we have g ∈ W 1,2(Z) = W 1,2(Z˜) and
|∇Zg| = |∇Z˜g| = |∇Xg||Z . This completes the proof of the proposition. 
Let us first recall the following lemma from [AMS16, Lemma 6.7].
Lemma 4.4. Let (X, d,m) be a metric measure space satisfying a RCD-condition. Then for
all E ⊂ X compact and all G ⊂ X open such that E ⊂ G there exists a Lipschitz function
χ : X → [0, 1] with
(i) χ = 1 on Eh = {x ∈ X : ∃y ∈ E : d(x, y) < h} and suppχ ⊂ G,
(ii) ∆χ ∈ L∞(m) and |∇χ|2 ∈ W 1,2(X).
Remark 4.5. Following the proof of this Lemma in [AMS16] we see that one can choose χ to be in
DX∞.
Corollary 4.6. Let X, Z and f be as in Proposition 4.2. Then
Hess f(1Z∇u, 1Z∇u) = 1Z HessX f(∇u,∇u) ≥
[
κ|∇u|2] 1Z m-a.e.
for every u ∈ DX∞.
Proof. 1. Let α > 0 and define f/α = fα. Then fα is
κ
α -convex. Let u ∈ DX∞ and choose a cut-off
function χ ∈ DX∞ such that χ = 1 on A ⊂ IntZ for a closed set A and suppu ⊂ IntZ. Then
χ · u ∈ DZ∞ with suppχ · u ⊂ IntZ. Therefore by Proposition 4.2∫
Z
(κ/α+K)|∇(χ · u)|2ϕdm ≤
∫
ϕdΓZ2 (χ · u) +
∫
Z
HessX(f/α)(∇(χ · u),∇(χ · u))ϕdm.(14)
Hence, multiplying with α > 0 and letting α→ 0 this yields
κ
∫
|∇(χ · u)|2ϕdm ≤
∫
Z
HessX f(∇(χ · u),∇(χ · u))ϕdm
for every nonnegative ϕ ∈ Lip(X). By standard approximation the same holds for any nonnegative
ϕ ∈ Cb(Z).
2. We choose a sequence of nonnegative ϕk ∈ Cb(X), k ∈ N, compactly supported in IntZ such
that ϕk ↑ 1 pointwise m-a.e. . Moreover, we choose cut-off functions χk as in 1. with A = suppϕk.
Then
κ
∫
|∇u|2ϕkdm ≤
∫
HessX f(∇u,∇u)ϕkdm
for every k ∈ N and u ∈ DX∞. Since m(∂Z) = 0, letting k →∞ yields the claim. 
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Theorem 4.7. Let (X, d,m) be a compact metric measure space that satisfies the condition
RCD(K,N) for K ∈ R and N > 0, and Z ⊂ X be a closed subset such that m(IntZ) > 0, m(∂Z) =
0 and (Z, dZ ,m|Z) satisfies the condition RCD(K,N) as well. Let f ∈ DL2(∆) ∩ Lip(X) ∩ L∞.
Let κ ∈ R.
Then the following statements are equivalent
(i) f is κ-convex on (Z, dZ),
(ii) HessX f(1Z∇u,∇u) ≥ κ|∇u|21Z m-a.e. for u ∈ DX∞.
Proof. The implication (i) ⇒ (ii) is precisely the content of the previous corollary.
For (ii) ⇒ (i) assume HessX f(∇u,∇u) ≥ κ|∇u|2 m-a.e. on Z for any u ∈ W 1,2(X). Then the
second variation formula in Theorem 2.47 implies that t ∈ [0, 1] 7→ F(µt) =
∫
fdµt is in C
2([0, 1])
for a L2-Wasserstein geodesic (µt)t∈[0,1] with µt ≤ Cm for some constant C > 0, and
d2
dt2
F(µt) =
∫
HessX(∇ϕt,∇ϕt)dµt ≥ κ
∫
|∇ϕt|2dµt = κW2(µ0, µ1)2.
Hence, t ∈ [0, 1] 7→ F(µt) is κ-convex, and we obtain that
F(µt) ≤ (1− t)F(µ0) + tF(µ1)− 1
2
K(1− t)tW2(µ0, µ1)2(15)
Now, we know that for every point x0 ∈ X andm-a.e. point x1 ∈ X there exists a unique geodesic γ
(Corollary 1.4 in [GRS16]). We pick two such points in Y , and sequences ofm-absolutely continuous
probability measures (µk0)k∈N and (µ
k
1)k∈N (for instance µ
k
i = m(B1/k(xi))
−1m|B1/k(xi)) such that
µki → δxi weakly for every k ∈ N. Assume moreover that µki , i = 0, 1, satisfies µki ≤ C(k)m.
Then the Wasserstein geodesic (µkt )t∈[0,1] between µ
k
0 and µ
k
1 satisfies µ
k
t ≤ C˜(k, C(k),K,N)m
by [Raj12a]. Hence, (15) holds for (µkt )t∈[0,1]. We can extract a subsequence such that (µ
k
t )k∈N
converges for t ∈ [0, 1] ∩ Q to νt for a geodesic (νt)t∈[0,1] between δx0 and δx1 . Since x0 and x1
are chosen such that there is only one geodesic γ in X between them, we must have νt = δγ(t).
Moreover, since f is continuous, by weak convergence of µkt , F(µkt )→ f(γ(t)) for every t ∈ [0, 1]∩Q.
Hence, ∀t ∈ [0, 1] ∩Q, we have
f(γt) ≤(1 − t)f(γ0) + tf(γ1)− 1
2
K(1− t)td2(γ0, γ1)(16)
and by continuity this holds for every t ∈ [0, 1]. Now, one can easily see that this implies (i) for
f : Z → R in the weak sense. That is for any pair of points x0, x1 ∈ Z we can find a geodesic γ
such that the inequality holds. Indeed, if x0 and x1 are arbitrary, we can find a point x˜
k
1 such that
d(x1, x˜
k
1)→ 0 if k →∞ and such that the geodesic γ˜k = [x0, x˜k] is unique. Then (16) holds for γ˜k.
Since X is locally compact, by passing to a subsequence we can assume that [x0, x˜k] → [x0, x1].
Since f and d are continuous by passing to the limit we obtain that (16) holds for [x0, x1] as well.
Finally, we recall the following theorem by Sturm.
Theorem 4.8 ([Stu14]). Let (X, d,m) be a metric measure space that is locally compact and
satisfies the condition RCD(K,N) for K ∈ R and N ∈ (0,∞]. Let V : X → (−∞,∞] be a
function that is continuous and satisfies V (x) ≥ −C2 − C1d(x0, x)2 for constants C1, C2 > 0 and
x0 ∈ X. Let κ ∈ R. Then, the following properties are equivalent:
(i) V is weakly κ-convex,
(ii) V is κ-convex,
(iii) For any x0 ∈ X ′ there exists a curve (xt)t≥0 in X ′ such that for all z ∈ X ′ and every t > 0
we have
1
2
d
dt
d(xt, z)
2 +
κ
2
d(xt, z)
2 ≤ V (z)− V (xt).
where X ′ is the closure of DomV in X. We say (xt)t≥0 is an EV Iκ gradient flow curve.
This finishes the proof. 
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Remark 4.9. An EV Iκ gradient flow curve (xt)t≥0 of V comes with the parametrization such that
d
dt
V (xt) = −|∇−V |2(xt) = −|x˙t|2,
where |∇−V |(x) = lim supy→x (V (y)−V (x))
−
d(x,y) is the descending slope of V that is general different
from the minimal weak upper gradient that was defined before. Hence, an EV Iκ gradient flow is
actually an inverse gradient flow in the standard sense.
5. RCD+CAT implies Alexandrov
The goal of this section is to prove the following Theorem which implies Theorem 1.1 by glob-
alization under the extra assumption that X is infinitesimally Hilbertian. In section 6 we will
show that the infinitesimal hilbertianness assumption can be dropped which will finish the proof
of Theorem 1.1 in full generality.
Theorem 5.1. Let 2 ≤ n ∈ N and (X, d,m) be a metric measure space satisfying RCD(K,n) for
K ∈ R with m = Hn, and assume (X, d) is also CAT (κ). Then
(1) κ(n−1) ≥ K and (X, d) is an Alexandrov space of curvature bounded below by K−κ(n−2).
(2) If κ(n − 1) = K, then (X, d) is isometric to a geodesically convex subset of the simply
connected space form Snκ of constant curvature κ.
In the proof of Theorem 5.1 we will need the following elementary lemma
Lemma 5.2. Let κ,K ∈ R, n ≥ 2. Let κˆ < K − (n− 2)κ. There is ν = ν(n,K, κ, κˆ) > 0 such that
(17) (n− 1) cotK/(n−1)(t)− (n− 2) cotκ(t) < cotκˆ(t) for all 0 < t < ν.
Proof. For any real k we have the following Taylor expansions at 0
sink(t) = t− kt
3
6
+ . . . , cosk(t) = 1− kt
2
2
+ . . .
Hence
cotk(t) =
1− kt22 + . . .
t− kt36 + . . .
=
1
t
(1− kt
2
2
+ . . .)(1 +
kt2
6
+ . . .) =
1
t
− kt
3
+ . . .
Applying this to both sides of (17) yields the Lemma. 
Proof of Theorem 5.1. We will prove the theorem via induction w.r.t. n ∈ N.
1. Let n ≥ 2 and suppose Theorem 5.1 is true for n− 1 if n > 2. Let (X, d,Hn) be RCD(K,n)
and CAT (κ). The base of induction n = 2 will be handled in the same way as the general induction
step with one small difference which we’ll explicitly indicate.
Following Gigli and Philippis [DPG17] for any x ∈ X we consider the monotone quantity
m(Br(x))
vk,n(r)
which is non increasing in r by the Bishop-Gromov volume comparison. Let θn,r(x) =
m(Br(x))
ωnrn
. Consider the density function θn(x) = limr→0 θn,r(x) = limr→0
m(Br(x))
ωnrn
.
Since n is fixed throughout the proof we will drop the subscripts n and from now on use the
notations θ(x) and θr(x) for θn(x) and θn,r(x) respectively.
Note that θ(x) = 1 a.e. by [DPG17] but it still makes sense and is well defined pointwise. Also,
by [DPG17] θ is lower semicontinuous and hence 0 < θ(x) ≤ 1 for any x ∈ X .
Let x ∈ X be arbitrary. Let (TxX, dx,mx, o) = limri→0(X, 1ri d, 1rni m,x) be a tangent cone at
x. Note that under this normalization along the sequence the unit balls around x do not have
measure 1 but the measure 1rni
m is equal to Hn with respect to the rescaled metric 1ri d. Obviously,
TxX is CAT (0) and RCD(0, n). By [DPG17] it is also noncollapsed i.e. mx = Hn. Therefore, by
the defintion of θ we have that θ(x) = Hn(B(o,1))ωn where o is the apex of TxX . Note that this is
true even if the tangent cone (TxX, dx,mx, o) is not unique.
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Further, (TxX, dx,mx, o) is a volume metric cone by [DPG17, Proposition 2.7]. Therefore, by
the volume-cone-implies-metric-cone theorem in [DPG16], TxX = C(Σ) where (Σ, dΣ,mΣ) is both
CAT (1) and RCD(n− 2, n− 1) and mΣ = Hn−1.
Claim: Σ is isometric to Sn−1 or to a convex subset of Sn−1 with nonempty interior and
nonempty boundary.
Indeed, if n = 2 then (Σ, dΣ,mΣ) is a noncollapsed compact RCD(0, 1) space which is also
CAT (1). Hence by [KL16] it’s isometric to either a circle S1R of some radius R > 0 or to a closed
interval I.
Suppose Σ ∼= S1R. Since Σ is CAT (1) we have that R ≥ 1. On the other hand, since C(Σ) is
RCD(0, 2) we must have R ≤ 1. Hence R = 1 and Σ ∼= S1.
If Σ = I then length of I is at most π since otherwise C(Σ) is not RCD(0, 2) by the splitting
theorem.
If n > 2 then the Claim follows by the induction assumption. This is the only place in the proof
of the induction step where the induction assumption is used and where the induction step differs
from the proof of the base of induction n = 2.
Since a proper convex subset of Sn−1 is contained in a hemisphere the above Claim implies that
we have the following gap phenomena:
(18)
A point x ∈ X is either regular, in which case θ(x) = 1,
or x ∈ X is singular, in which case θ(x) ≤ 12 and ∂Σ 6= ∅.
Next we prove the following lemma.
Lemma 5.3. The set of regular points Xreg is open and convex in X.
Since θ is lower semicontinuous, property (18) immediately implies that Xreg is open. It remains
to verify that it is convex.
Let fr(x) = θr(x)
1/n and f(x) = θ(x)1/n
Lemma 5.4. f(x) is semiconcave on X.
Proof. To prove semiconcavity we need to verify that there is a constant C such that every point
in X has a neighborhood U such that for any constant speed geodesic γ : [0, 1] → U and any
0 ≤ t ≤ 1 it holds that
(19) f(γ(t)) ≥ (1− t)f(0) + tf(1)− C
2
t(1− t)d(γ(0), γ(1))2
To simplify the exposition we will only treat the case t = 1/2, i.e. we will verify that
(20) f(γ(1/2)) ≥ 1
2
f(0) +
1
2
f(1)− C
8
d(γ(0), γ(1))2
The proof below easily adapts to the case of general t.
Let x = γ(0), y = γ(1), z = γ(1/2) and l = d(x, y).
By rescaling we can assume that X is CAT (1) and RCD(−n, n).
We will need the following general lemma.
Lemma 5.5. Let X be a CAT (κ) space. Let γ1, γ2 : [0, 1] → X be constant speed geodesics with
length of γ1 equal to l < πκ/100 and suppose d(γ1(0), γ2(0)) ≤ δ, d(γ1(1), γ2(1)) ≤ δ with δ < l/100.
Then d(γ1(1/2), γ2(1/2)) ≤ δ(1 + C(κ)l2) for some universal C(κ) ≥ 0.
Proof. It’s well known that when κ ≤ 0 one can take C(κ) = 0 since in this case t 7→ d(γ1(t), γ2(t))
is convex. We will therefore restrict our attention to the case κ > 0. By rescaling we can assume
that κ = 1. Let X be CAT (1).
Fix a point p¯ in the unit round sphere S2. Let 0 ≤ t ≤ 1. Consider the ”t-homothety” map
ϕp¯t : Bπ/100(p¯)→ Bπ/100(p¯) sending any point x to the point y on the unique geodesic connecting
p¯ to x with d(p¯, y) = td(p¯, x). A direct Jacobi field computation shows that the Lipschitz constant
of ϕp¯t at x with |p¯x| = l is sin(tl)sin(l) = σt1,1(l).
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Taylor expanding in l we get:
σt1,1(l) =
sin(tl)
sin(l)
=
tl− (tl)3/6 + . . .
l− (l)3/6 + . . . = t(1− t
2l2/6 + . . .)(1 + l2/6 + . . .) =
= t(1 + l2(1− t2)/6 + . . .) ≤ t(1 + l2/3) if l < π/100
which immediately gives that if d(x, y) < d(p¯, x)/10 then d(ϕp¯t (x), ϕ
p¯
t (y)) ≤ t(1+d(p¯, x)2)d(x, y).
The definition of a CAT (1) space immediately gives that the same inequality holds for a similarly
defined map ϕpt for any p ∈ X .
(21) d(ϕpt (x), ϕ
p
t (y)) ≤ t(1 + d(p, x)2)d(x, y) if d(p, x) < π/100, d(x, y) < d(p, x)/100.
Let γ1, γ2 be as in the lemma. Let x = γ1(1/2) = ϕ
γ1(0)
1/2 (γ1(1)) = ϕ
γ1(1)
1/2 (γ1(0)), y = γ2(1/2) =
ϕ
γ2(0)
1/2 (γ2(1)) = ϕ
γ2(1)
1/2 (γ2(0)). Let z be the midpoint between γ1(0) and γ2(1).
Then by (21) we have that d(z, x) ≤ 12 (1 + l2)d(γ1(1), γ2(1)) ≤ δ2 (1 + 2l2) and d(z, y) ≤ 12 (1 +
(l + δ)2)d(γ1(0), γ2(0)) ≤ δ2 (1 + 2l2).
By the triangle inequality this gives that d(x, y) ≤ d(x, z) + d(z, y) ≤ δ2 (1 + 2l2) + δ2 (1 + 2l2) =
δ(1 + 2l2) which finishes the proof of Lemma 5.5 with C(1) = 2. 
We are now ready to continue with the proof of Lemma 5.4.
Let A be the Minkowski sum 12Br(x)+
1
2Br(y). By the Brunn-Minkowski inequality [CM15] we
have that
m(A)1/n ≥ σ1/2−n,n(l + 2r)m(Br(x))1/n + σ1/2−n,n(l + 2r)m(Br(y))1/n
=
sinh l+2r2
sinh(l + 2r)
m(Br(x))
1/n +
sinh l+2r2
sinh(l + 2r)
m(Br(y))
1/n
=
1
2 cosh l+2r2
m(Br(x))
1/n +
1
2 cosh l+2r2
m(Br(y))
1/n
Thus
(22) (1 + c1l
2)m(A)1/n ≥ cosh l+ 2r
2
m(A)1/n ≥ 1
2
m(Br(x))
1/n +
1
2
m(Br(y))
1/n
where the first inequality holds when l < 1/100 and r ≪ l.
By Lemma 5.5 we have that A ⊂ Br(1+c2l2)(z). Therefore
(1 + c1l
2)m(Br(1+c2l2)(z))
1/n ≥ 1
2
m(Br(x))
1/n +
1
2
m(Br(y))
1/n
Dividing by ω
1/n
n r this gives
(1 + c1l
2)(1 + c2l
2)
m(Br(1+c2l2)(z))
1/n
ω
1/n
n r(1 + c2l2)
≥ 1
2rω
1/n
n
m(Br(x))
1/n +
1
2rω
1/n
n
m(Br(y))
1/n
or
(1 + c3l
2)fr(1+c2l2)(z) ≥
1
2
fr(x) +
1
2
fr(y)
Taking the limit as r → 0 this gives
(1 + c3l
2)f(z) ≥ 1
2
f(x) +
1
2
f(y)
Taking into the account that 0 ≤ f(z) ≤ 1 this gives
f(z) ≥ 1
2
f(x) +
1
2
f(y)− c3l2
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which finishes the proof of (20) and hence of Lemma 5.4. 
Since a bounded semiconcave function on a closed interval I ⊂ R is continuous on the interior
of I, the openness of Xreg together with the gap property (18) immediately imply that f must be
equal to 1 along any geodesic with endpoints in Xreg. Again using (18) we conclude that Xreg is
convex.
This finishes the proof of Lemma 5.3. 
2.
Claim: Xreg is a topological n-manifold.
Proof. By Lemma 5.3 Xreg is open. Therefore it is an n-manifold by Reifenberg’s principle [CC97,
Theorem A.1.1]. 
3.
Fix an arbitrary κˆ < K − (n− 2)κ and let ν = ν(n,K, κ, κˆ) be provided by the Lemma 5.2.
We pick x0 ∈ Xreg and a positive ǫ < min{ν/2, πκ/2} such that Bǫ(x0) =: Y is contained in
Xreg.
Then Y is geodesically convex, uniquely geodesic, (Y, dY ,m|Y ) satisfies RCD(K,n) and (Y, dY )
is CAT (κ).
Let y ∈ Bǫ(x0) and consider dy : Y → [0,∞). We pick any point z ∈ Bǫ(x0)\{y} and 0 <
δ < min( ǫ−d(x0,z)2 ,
d(z,y)
2 ). Then Bδ(z) is convex, it is contained in Bǫ(x0) and y /∈ Bδ(z). We
also can pick a cutoff function χ ∈ DY∞ (see Lemma 4.4) that ∆χ ∈ L∞(Hn), suppχ ⊂ Bδ(z) and
χ|Bδ/2(z) = 1.
Then, by Corollary 3.4 χ · dy ∈ DL∞(∆)∩L∞(Hn)∩ Lip(X) and therefore χ · dy ∈ H2,2(X) by
Remark 2.44.
In particular, χ · dy induces an element ∇(χ · dy) =: u ∈ L2(TY ) such that |u| = 1 6= 0 m-a.e.
on Bδ/2(z). We consider the submodule N ⊂ L2(TY ) that is generated by u. The orthogonal
submodule is defined as
N⊥ = {v ∈ L2(TY ) : 〈v, u〉 = 0 m-a.e.} .
It is not hard to check that N⊥ is an L∞-premodule in the sense of Definition 1.2.1 in [Gig14]. N
and N⊥ are Hilbert spaces and hence L2-normed L∞-modules (compare with Proposition 1.2.21
in [Gig14]). Moreover N⊥ is the orthogonal complement of N in the sense of Hilbert spaces, and
N ⊕N⊥ = L2(TY ).
According to Proposition 2.27 N⊥ yields a partition {Bk}k∈N of Y such that the local dimension
(in the sense of Definition 2.24) of N⊥|Bk is k ∈ N. Note thatm(B∞) = 0 since the local dimension
of L2(TY ) is finite onX , and thereforeN⊥ is finitely generatedm-a.e. as well. Hence, if k ∈ N such
that m(Bk) > 0, any subset B of Bk with finite measure admits a unit orthogonal module basis
v1, . . . , vk, and for any v ∈ N⊥ we have that v1B is the L2-limit of finite L∞-linear combinations
in N⊥ of the form
w =
k∑
j=1
fjvj for fj ∈ L∞(m), j = 1, . . . , k.
At the same time we have that any w ∈ L2(TY ) can be written as a sum αu+βv with α, β ∈ R
and v ∈ N⊥. Hence u, v1, . . . , vk generates L2(TY )|B = (N ⊕ N⊥)|B in the sense of modules.
Moreover, since N and N⊥ are orthogonal w.r.t. the pointwise inner product 〈·, ·〉 and since |u| = 1
m-a.e. on Bδ/2(z), it is easy to check that u, v1, . . . , vk are linearly independent on Bδ/2(z) ∩ B
(again in the sense of Definition 2.24), and hence form a module basis of L2(TY ) on Bδ/2(z) ∩B.
Since the local dimension of L2(TY ) is n this implies k = n − 1 whenever Bδ/2(z) ∩ B 6= ∅, and
u =: E1, v2 =: E2, . . . , vn−1 =: En is a unit orthogonal basis of L2(TY ) on Bδ/2(z) ∩B. In partic-
ular, for the decomposition {Bk}k∈N we have m(Bk) = 0 if k 6= n− 1, and we can choose B as the
ball Bδ/2(z) itself.
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4. Again from Corollary 3.4 and we have that mdK/(n−1)(χ · dy) ∈ DL∞(∆) ∩ L∞(Hn) ∩
Lip(X). Then the precise estimate in the Laplace operator comparison statement (Theorem 2.18)
for mdK/(n−1) dy on Y yields
∆(mdK/(n−1)(χ · dy))|Bδ/2(z) =∆mdK/(n−1)(dy)|Bδ/2(z) ≤
Kn
n− 1 mdK/(n−1)(dy)|Bδ/2(z) m-a.e.
where we used the locality property of ∆. Applying the chain rule for the Laplacian yields
∆(χ · dy)|Bδ/2(z) ≤ (n− 1) cotK/(n−1)(dy)|Bδ/2(z).(23)
On the other hand the condition CAT (κ) on Y implies the following. First, by continuity reasons
for any ϑ > 0 there exists η > 0 as above such that for any η-ball |mdκ dy(x)−mdκ dy(z)| ≤ ϑ for
x ∈ Bη(z). Therefore, if we choose δ/2 ≤ η
(mdκ(χdy) ◦ γ)′′ ≥ 1−mdκ d(z, y)− ϑ =: λ(κ, ϑ, z) for any unit speed geodesic γ in Bδ/2(z).
Hence, mdκ(χdy) is λ(κ, ϑ, z)-convex on Bδ/2(z). Now, since mdκ(χdy) ∈ DL∞(∆) ∩ L∞(Hn) ∩
Lip(X) - and again in particular mdκ(χ · dz) ∈ H2,2(X) - , we can apply Theorem 4.7 where
f = mdκ(χdy), X = Y and Z = Bδ/2(z). We obtain for V ∈ L2(TY )
Hess(mdκ(χdy))(V, V ) ≥ λ(κ, ϑ, z)|V |2 ≥ (1−mdκ dy − 2ϑ)|V |2 m-a.e. on Bδ/2(z).(24)
Now, we also can cover Bδ/2(z) with η-balls as above. Since any of these balls is geodesically
convex by Remark 2.54 and our choice of ϑ > 0, the estimate (24) holds with δ/2 replaced by η.
Hence, the estimate holds m-a.e. on Bδ/2(z) with arbitrary small ϑ > 0, so we actually have
Hess(mdκ(χdy))(V, V ) + mdκ dy|V |2 ≥ |V |2 m-a.e. on Bδ/2(z).(25)
Applying another time the chain rule for the Hessian (Proposition 2.42) in particular yields
Hess(χdy)(∇χdy,∇χdy)|Bδ/2(z) = 0 & Hess(χdy)(Ei, Ei)|Bδ/2(z) ≥ cotκ dy|Bδ/2(z) for i = 2, . . . , n
(26)
where the first identity follows – for instance – from the claim below, and the second one follows
from (25) after applying the chain rule for the Hessian.
Then, since χ ·dy ∈ D(∆), Corollary 2.50 and the fact that we have the unit orthogonal module
basis (Ei)i=1,...,n from 3. together with (23) and (26) immediately gives us
(n− 1) cotK/(n−1) dy ≥ ∆(χ · dy) =
n∑
i=2
Hess(χdy)(Ei, Ei) ≥ (n− 1) cotκ dy m-a.e. on Bδ/2(z).
Since k 7→ cotk is monotone decreasing this implies that κ(n− 1) ≥ K and
Hess(χdy)(Ei, Ei) ≤ (n− 1) cotK/(n−1) dy − (n− 2) cotκ dy m-a.e. on Bδ/2(z).(27)
Therefore, by Lemma 5.2
Hess(χdy)(Ei, Ei) ≤ cotκˆ dy on Bδ/2(z) for i = 2, . . . , n.(28)
5. Claim: Let h, ϕk ∈ H2,2(X) with |∇h| = 1 m-a.e. on Bδ/2(z) , and V =
∑m
k=1 fk∇ϕk, then
Hessh(∇h, V )|Bδ/2(z) = 0 m-a.e. .
Proof of the claim. Since h, ϕk ∈ H2,2(X), k = 1, . . . ,m, using Proposition 2.45 we can compute
2Hessh(∇h, V ) = 2
m∑
k=1
fk Hessh(∇h,∇ϕk)
=
m∑
k=1
fk
(〈h,∇〈∇ϕk,∇h〉+ 〈∇ϕk,∇|∇h|2〉 − 〈h,∇〈∇h,∇ϕk〉) = 〈V,∇|∇h|2〉 m-a.e. .
By locality of |∇ · | this yields 2Hessh(∇h, V )|Bδ/2(z) = 〈X,∇1〉|Bδ/2(z) = 0 m-a.e. . 
The claim in particular applies for χ · dy = h and V =
∑l
i=1 fi∇ϕk with fk ∈ L∞(m) and
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ϕk ∈ DY∞. Now any Ei, i = 1, . . . , n can be approximated by vector fields of this form. Therefore,
by L2(TY )− L0-continuity of the Hessian
Hess(χdy)(∇(χdy), Ei) = Hess(χdy)(E1, Ei) = 0 m-a.e. on Bδ/2(z).(29)
Claim: Let V ∈ N⊥ be arbitrary. Then
Hess(χdy)(V, V ) ≤ cotκˆ dy|V |2 m-a.e. on Bδ/2(z).(30)
Proof of the claim. Let E2, . . . , En be the unit orthogonal basis of N⊥ on Bδ/2(z) =: B as in 3..
By definition of a module basis and Remark 2.25, for every k ∈ N we find functions fki ∈ L∞,
i = 2, . . . , n, such that∥∥V − V k∥∥
L2(TY )|B <
1
k
where V k ∈ L2(TY )|B such that V k =
n∑
i=2
fki Ei.
We can approximate every fki in L
2(Hn) by step functions that take only finitely many values.
Therefore, it is sufficient to assume that fki = α
k
i ∈ R. Moreover, since B has finite Hn-measure
we can assume that |αki | ∈ [ 1nk , kn ]. Hence, it follows that |V k| ∈ [ 1k , k] for every k ∈ N.
We can define W k = |V k|−1V k ∈ L2(TY )|B . Then W k satisfies |W k| = 1 Hn-a.e. on B. Now,
we can choose the unit orthogonal basis E1, . . . , En of L
2(TY ) on Bδ/2(z) such that E2 = W
k.
This is achieved in the same way as we were able to choose E1 = ∇(χ ·dy) in step 3. since |W k| = 1
Hk-a.e. . Hence, we obtain (30) first for W k and by L∞-homogeneity of Hess(χdy) also for V k.
Finally, since V k approximates V in L2-sense, and since Hess(χdy) is a L
2−L0-continuous bilinear
form on L2(TY ), we obtain the desired estimate for V ∈ N⊥. 
Hence, again applying the chain rule together with (29) and (30) yields
Hessmdκˆ(χdy)(V, V ) + κˆmdκˆ(dy)|V |2 ≤ |V |2 m-a.e. on Bδ/2(z) ∀V ∈ L2(TY ).
6. We consider another time the second variation formula (Theorem 2.47). It yields that the
function F(µ) = ∫ mdκˆ(χdy)dµ for µ ∈ P2(Y,m) satisfies
∫ 1
0
F(µt)ϕ′′(t)dt + κˆ
∫ 1
0
∫
mdκˆ(χdy)|∇ψt|2dµtϕ(t)dt ≤
∫ 1
0
∫
|∇ψt|2dµtϕ(t)dt, ϕ ∈ C2((0, 1))
(31)
for Wasserstein geodesics (µt)t∈[0,1] supported in Bδ/2(z), and ψt ≡ ϕt as in Theorem 2.47. Note
that ∫
|∇ψt|2dµt = 1
(s− t)2
∫
|∇ψ|2dµt = 1
(s− t)2W2(µt, µs)
2 =W2(µ0, µ1)
2
where ψ is a Kantorovich potential between µt and µs for some s ∈ [0, 1], s 6= t. Furthermore,
by the metric Brenier theorem |∇ψt|2(γt) = 1(s−t)2 |∇ψ|2(γt) = d(γt, γs)2 for Π-a.e. every geodesic
where Π is the optimal dynamical plan associated to the geodesic (µt)t∈[0,1]. Hence∫
mdκˆ(χdy)|∇ψt|2dµt =
∫
mdκˆ(χdy)(γt)d(γt, γs)
2dΠ(γ).
Now, we choose points x0, x1 ∈ Bδ/2(z), and µk0 , µk1 ∈ P2(X,Hn) with suppµki ⊂ Bδ/2(z) and
µki → δxi weakly k → ∞. Then, by compactness of Bδ/2(z) the Wasserstein geodesic (µkt )t∈[0,1]
between µk0 and µ
k
1 converges to the Wasserstein geodesic (νt)t∈[0,1] between δx0 and δx1 . By
uniqueness of geodesics between points in Bδ/2(z) – because of the CAT -condition – , νt = δγ(t)
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where γ is the geodesic between x0 and x1. Moreover, since mdκˆ(χdy) is continuous and bounded,
we obtain from the definition of weak convergence
F(µkt )→ F(νt) =
∫
mdκˆ(χdy)dνt = mdκˆ dy(γ(t)), ∀t ∈ (0, 1).
Similarly, after taking another subsequence the associated dynamical plans Πk weakly converge
as well, and again by uniqueness of geodesics they converge to the measure δγ that is supported
on the single geodesic between x0 and x1. Since γ 7→ mdκˆ(χdy)(γt)d(γt, γs)2 is a continuous and
bounded function on the space of geodesics, we get by the CAT -condition that
1
(s− t)2
∫
mdκˆ(χdy)(γt)d(γt, γs)
2dΠk(γ)→ mdκˆ(dy(γt))d(γ0, γ1)2, ∀t ∈ (0, 1).
Hence, by the dominated convergence theorem we obtain the differential inequality (31) for
mdκˆ dy ◦ γ along geodesics γ in Bδ/2(z).
Since z ∈ Bǫ(x0)\{y} was arbitrary we have that mdκˆ(dy) satisfies (10)(CBB) for any γ ⊂
Bǫ(x0)\{y}.
If γ passes through y then the same property holds for trivial reasons. As this holds for any
y ∈ Bǫ(x0) and Bǫ(x0) is convex we get that CBB(κˆ) property (8)(CBB) holds for all triangles
with vertices in Bǫ(x0).
Since x0 ∈ Xreg was arbitrary and Xreg is convex in X , by Petrunin’s globalization theorem
[Pet16] (cf. [Li15]) it follows that X satisfies CBB(κˆ).
Since this holds for arbitrary κˆ < K−(n−2)κ we conclude that X satisfies CBB(K−(n−2)κ).
This proves part (1) of Theorem 5.1.
Now part (2) follows by Lemma 2.64.
This concludes the proof of the induction step and hence of Theorem 5.1. 
6. CD+CAT to RCD+CAT
In this section we study metric measure spaces (X, d,m) satisfying
(32)
(X, d,m) is CAT (κ) and satisfies any of the conditions CD(K,N), CD∗(K,N)
or CDe(K,N) for 1 ≤ N <∞, K,κ <∞.
Remark 6.1. Proposition 6.9 at the end of this section shows that a space X satisfying (32) is
non-branching, and hence it is essentially non-branching. For essentially non-branching spaces
conditions CD(K,N), CD∗(K,N) and CDe(K,N) are known to be equivalent [EKS15, Theorem
3.12] and [CM16, Theorem 1.1]. Therefore, for CAT (κ) spaces conditions CD(K,N), CD∗(K,N)
and CDe(K,N) with 1 ≤ N < ∞ are equivalent. However, we will not use this fact in the proof
of Theorem 6.2 below.
The main goal of this section is to prove the following theorem.
Theorem 6.2. Let (X, d,m) satisfy (32). Then X is infinitesimally Hilbertian.
In particular, (X, d,m) satisfies RCD(K,N).
Together with Theorem 5.1 this immediately gives Theorem 1.1. Let us mention that the proof
of Theorem 6.2 can be simplified under various extra regularity assumptions such as requiring X
to have extendible geodesics or to have metric measure tangent cones equal to geodesic tangent
cones. Note that it’s easy to see that for a space (X, d,m) satisfying (32) for any p and any tangent
cone (TpX, dp,mp) at p there is a canonical distance preserving embedding T
g
pX ⊂ TpX . However,
it is not a priori clear if this embedding is always onto.
Let us give two instructive examples to keep in mind.
Example 6.3. Let X be the union of R with closed intervals of length 2k attached at the point 2k
for all integer k. It’s easy to see that X is CAT (0). Let p = 0 be the base point. Then any two
geodesics starting at p to the right have a common beginning and hence the geodesic tangent space
CD MEETS CAT 29
T gpX is isometric to R. On the other hand, (X, p) is self similar with respect to multiplication by
2 and hence the tangent cone TpX = limk→∞(2kX, p) is isometric to X . Note that this tangent
cone is not a metric cone.
Example 6.4. Let Γ be a binary tree, Let εn be a sequence of positive numbers such that R =∑
n εn <∞. Define the metric on Γ by prescribing the length of any edge from level n to the level
n+1 to be εn. Let X be the metric completion of Γ. Then X is CAT (0) of topological dimension
1. Let p be the root of the tree Γ. Then the cut locus of p coincides with the metric sphere of
radius R at p. It is a Cantor set and for an appropriately chosen sequence εn it can have arbitrary
large Hausdorff dimension. Furthermore, for any q ∈ SR(p) the geodesic tangent space T gqX is still
a ray and is different from any tangent cone obtained as a blow up limit.
The key step in the proof of Theorem 6.2 is the following splitting theorem
Proposition 6.5 (Splitting theorem). Let (X, d) be CAT (0) and CD(0, N) or CDe(0, N) for
some finite n. Suppose X contains a line. Then (X, d) ∼= (Y, dY ) × (R, dEucl) for some CAT (0)
metric space (Y, dY ).
Proof. Let γ : (−∞,∞)→ X be a line in X . Let γ± be the rays γ+(t) = γ(t) and γ−(t) = γ(−t)
for t ≥ 0. Let b±(x) = limt→∞ d(x, γ±(t)) − t be the corresponding Busemann functions. Note
that b± are both convex and 1-Lipschitz since they are limits of 1-Lipschitz convex functions.
For any r > 0 let fr(x) = m
1/N (Br(x)).
By the same proof as in Lemma 5.4, for any fixed r the function fr(x) is concave on X . We
recall the argument which is particularly simple in our case because the lower Ricci and the upper
curvature bounds are both zero.
It’s well-known that geodesics in CAT (0) spaces satisfy the following ”fellow travel” property:
If two constant speed geodesics σ1, σ2 : [0, 1]→ X satisfy d(σ1(0), σ2(0)) ≤ r, d(σ1(1), σ2(1)) ≤ r
then d(σ1(t), σ2(t)) ≤ r for all 0 ≤ t ≤ 1.
This immediately follows from the fact that the function t 7→ d(σ1(t), σ2(t)) is convex in t which
is an easy consequence of the CAT (0) condition.
Let x, y be any two points in X and let σ : [0, 1] → X be a constant speed geodesic from x to
y. Let A = B¯r(x), B = B¯r(y). Let 0 ≤ t ≤ 1 and let Ct = (1− t)A+ tB be their t-Minkowski sum.
By the ”fellow travel” property we have that Ct ⊆ B¯r(σ(t)). Also, Ct is clearly closed. By the
Brunn-Minkowski inequality ( Theorem 2.8) we have thatm1/N (Ct) ≥ (1−t)m1/N(A)+tm1/N (B).
Using that m(Ct) ≤ m(B¯r(σ(t))) this gives fr(σ(t)) ≥ (1− t)fr(x) + tfr(y) i.e. fr is concave.
Thus we have that for any r > 0 the map t → fr(γ(t)) is concave and positive on R. This
implies that it’s constant. Therefore, m(B¯r(γ(t))) is constant in t. This means that in the proof of
concavity of f along γ(t) all inequalities must be equalities and hence for any t1, t2 it holds that the
1/2-Minkowski sum of B¯r(γ(t1)) and B¯r(γ(t2)) is equal to B¯r(γ(
t1+t2
2 )). Since the 1/2-Minkowski
sum is closed, the open complement in B¯r(γ(
t1+t2
2 )) must be empty.
Let q ∈ X be any point an let r = d(q, γ(0)). By above, for any t ≥ 0 there exist qt ∈ Br(γ(t))
and q−t ∈ Br(γ(−t)) such that q is the midpoint of [qt, q−t]. Moreover, again using the ”fellow
travel” property we get that the whole geodesic [qt, q−t] lies in the r-neighbourhood of γ. By letting
t → ∞ and passing to the limit along a subsequence we obtain a line γq : (−∞,∞) → X such
that γq(0) = q and the whole γq lies in the r-neighbourhood of γ. By the triangle inequality this
implies that d(γ(t), γq(t)) ≤ 3r for any t ∈ R. By the Flat Strip Theorem [BH99, Theorem 2.13]
this implies that the convex hull of γ ∪ γq is isometric to the flat strip [0, D]× R for some D ≤ r
with γ and γq corresponding to {0} × R and {D} × R respectively. We will call two lines in X
parallel if they bound such flat strip.
The above trivially implies that b = b+ + b− ≡ 0 on γq and since q was arbitrary, b ≡ 0 on
all of X . Since b± are both convex this implies that they are both affine and hence {b+ = c}
is convex in X for any real c. Further, because of the flat strip property above it holds that
b+(γq(t)) = b+(q) − t for any t ≥ 0. Thus, γq(t) is an (inverse) gradient curve of b+ and we have
a similar property for b−. This easily implies that γq is unique. That is we claim that for every q
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there is a unique line through q parallel to γ. Indeed, by possibly changing γ(t) to γ(t+ c) we can
assume that b+(q) = b−(q) = 0. By the above b+(γq(t)) = −t for any t ≥ 0. Since b+ is 1-Lipschitz
this means that γq(t) is the closest point in {b+ ≤ −t} to q. Since b+ is a convex function, the
set {b+ ≤ −t} is convex. In CAT (0) spaces nearest point projections to convex subsets are unique
(this is immediate from the definition of CAT (0)). Hence γq(t) is uniquely determined by q and
t ≥ 0. The same works for t ≤ 0 using b−.
Everything we’ve shown for the line γ applies to the line γq as well. In particular any point q
′
in X is contained in a flat strip containing γq with edges γq and γq′ . This easily implies the metric
splitting X ∼= Y × R with Y = {b+ = 0}. Y will obviously be CAT (0).

Remark 6.6. Since m(Br(γq(t))) is constant in t for any q ∈ X, r > 0 it is easy to see that one gets
the splitting of the measure in the above proposition as well, that is (X, d,m) ∼= (Y, dY ,mY ) ×
(R, dEucl,H1) for some measure mY on Y . We omit the details since we don’t need it for the proof
of Theorem 6.2 and the measure splitting will follow by Gigli’s splitting theorem [Gig13] anyway
once Theorem 6.2 is proved.
Proposition 6.7. Let (X, d,m) satisfy any of the conditions CD(K,N), CD∗(K,N) or CDe(K,N)
with N <∞. Then X is infinitesimally Hilbertian if and only if for almost all points p ∈ X some
tangent cone TpX is isometric to R
k for some k ≤ N .
Proof. The ”only if” direction is well-known and follows from [GMR15] and Remark 2.16.
We observe that the ”if” direction easily follows from Cheeger’s generalization of Rademacher’s
theorem to doubling metric-measure spaces satisfying the Poincare´ inequality [Che99].
Indeed, suppose (X, d,m) satisfies the assumption of the theorem and for almost every p ∈ X
some tangent cone TpX is Euclidean as a metric space.
Let f be a Lipschitz function on X . Recall that by Theorem 2.11, if X satisfies any of the
conditions CD(K,N), CD(K,N)e or CD∗(K,N), it admits a weak type 1-1 Poincare´ inequality
and hence by [Che99, Theorem 5.1] it holds that Lip f = |∇f | a.e. on X .
Further, by [Che99, Theorem 10.2] there is a set of full measure Bf such that for every p ∈ Bf
and every tangent cone TpX the differential dfp : TpX → R (which always exists after possibly
passing to a rescaling subsequence) is generalized linear (see [Che99] for the definition). By above
we can also assume that Lip f(p) = |∇f(p)| for any p ∈ Bf .
By [Che99, Theorem 8.1] if for p ∈ Bf it holds that TpX ∼= Rk as a metric space then (irrespective
of the limit measure on TpX) dfp : R
k → R is linear in the ordinary sense and Lip dfp = Lip f(p).
Given two Lipschitz functions f, g on X , by passing to a subsequence we see that the same works
simultaneously for both dfp, dgp for any p ∈ Bf ∩Bg which is still a set of full measure in X . Using
[Che99, Theorem 5.1] again we can further assume that Lip(f ± g) = |∇(f ± g)| everywhere on
Bf ∩Bg.
Since Lip satisfies the parallelogram rule on the set of linear functions on Rk and d(f ± g)p =
dfp ± dgp this gives
|∇(f + g)(p)|2 + |∇(f − g)(p)|2 = 2|∇f(p)|2 + 2|∇g(p)|2
for any p ∈ Bf ∩Bg. Therefore the parallelogram rule holds for the Cheeger energies of f and g:
(33)
∫
X
|∇(f + g)|2 + |∇(f − g)|2dm =
∫
X
2|∇f |2 + 2|∇g|2dm
Since Lipschitz functions are is dense inW 1,2(X) this implies that (33) holds for all f, g ∈W 1,2(X).
This means that X is infinitesimally Hilbertian and hence RCD(K,N) by Remark 2.16. This
finishes the proof of Proposition 6.7.

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The above Proposition shows that for CD(K,N)-spaces (CD∗(K,N)-space, CDe(K,N)-spaces,
respectively) with finite N ”analytic” infinitesimal Hilbertianness in the sense of the original def-
inition is equivalent to the ”geometric” infinitesimal Hilbertianness ( i.e. requiring that tangent
spaces almost everywhere be Euclidean).
We are now ready to finish the proof of Theorem 6.2.
Proof of Theorem 6.2. First note that by stability of each condition CD, CD∗, CDe and CAT
under measured Gromov-Hausdorff and Gromov-Hausdorff convergence respectively, it follows that
tangent cones satisfy CD(0, N), CD∗(0, N), CDe(0, N) and CAT (0) respectively.
Since m is locally doubling, By [GMR15, Theorem 3.2] there is a set A ⊂ X of full measure such
that for every point p ∈ A for any tangent cone (TpX, dp,mp) and any point y ∈ TpX any tangent
cone (Ty(TpX), dy,my) is a tangent cone at p. Let p ∈ A. Let k be the largest integer such that
some tangent cone TpX splits isometrically as R
k × Y . Clearly k ≤ N . We claim that Y = {pt}.
If not then take a point y ∈ Y which is a midpoint on some non-constant geodesic segment. Then
T(0,y)(R
k × Y ) ∼= Rk × TyY contains a line l contained in {0} × TyY . Moreover, since any line
parallel to l is equidistant from l it easily follows that a line parallel to l and passing through a point
in {0}×TyY is entirely contained in {0}×TyY . The splitting theorem then implies that {0}×TyY
is isometric to R× Z for some metric space Z and hence T(0,y)(Rk × Y ) ∼= Rk × TyY ∼= Rk+1 × Z
But it’s a tangent cone at p which contradicts the maximality of k. Hence there is a tangent cone
at p isometric to some Rk with k ≤ N . Now the result follows by Proposition 6.7.

Next we give an example of a space satisfying (32) which is not Alexandrov of curv ≥ κˆ for any
κˆ.
Example 6.8. Let (Y, d,m) be the closed unit ball B¯1(0) in R
2 with the standard Euclidean metric
and m = H2. We are going to show that there exist two C1 functions ϕ, v : Y → R such that
X = (B¯1(0), e
ϕd, evm) is RCD(−100, 3) and CAT (0). The functions ϕ, v will be C4 on B1(0) with
the infimum of sectional curvature of e2ϕgEucl on B1(0) equal to −∞. This will obviously imply
that X does not satisfy curv ≥ κˆ for any κˆ.
Recall that given a Riemannian manifold (Mn, g) if we change the Riemannian metric confor-
mally g˜ = e2ϕg then for any smooth function f on M its hessian changes by the formula
(34) H˜essf (V, V ) = Hessf (V, V )− 2〈∇ϕ, V 〉〈∇f, V 〉+ |V |2 · 〈∇ϕ,∇f〉
here and in what follows 〈·, ·〉 and 〈·, ·〉∼ are the inner products with respect to g and g˜ respectively.
Also, recall that when n = 2 Ricci tensors of g and g˜ are related as follows
(35) R˜ic(V, V ) = Ric(V, V )−∆ϕ|V |2
Then for any N > 2 the weighted N -Ricci tensor of (M2, g˜, e−fd volg˜) is equal to
(36)
R˜ic
N
f (V, V ) = R˜ic(V, V ) + H˜essf (V, V )−
〈∇˜f, V 〉2∼
N − 2 =
= Ric(V, V )−∆ϕ|V |2 +Hessf (V, V )− 2〈∇ϕ, V 〉〈∇f, V 〉+ |V |2 · 〈∇ϕ,∇f〉 − 〈∇f, V 〉
2
N − 2
By smoothing out functions of the form δ(|(x, y)| − 10) on B10(0) ⊂ R2 ( with 0 < δ ≪ 1) it’s
easy to show that for every ε > 0, L > 0 there exist smooth functions fε,L, ϕε,L : B5(0)→ R with
the following properties
(1) |fε,L| ≤ ε, |ϕε,L| ≤ ε;
(2) fε,L and ϕε,L are convex and ε-Lipschitz;
(3) sup∆ϕε,L = L;
(4) Hess fε,L ≥ ∆ϕε,L everywhere on B5(0);
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(5) |fε,L|C4 ≤ ε, |ϕε,L|C4 ≤ ε outside Bε(0).
Now let pn = (0, 1− 1n ) and let fn(x) = f10−n,n(x− pn), ϕn(x) = ϕ10−n,n(x− pn).
Lastly, let f =
∑∞
n=2 fn, ϕ =
∑∞
n=2 ϕn : B¯2(0)→ R. Then it’s easy to see that f and ϕ satisfy
the following properties
(1) |f | ≤ 1, |ϕ| ≤ 1;
(2) f and ϕ are convex and 1/10-Lipschitz;
(3) f and ϕ are C4 on B1(0);
(4) sup∆ϕ|B1(0) = +∞;
(5) Hess f ≥ ∆ϕ everywhere on B1(0).
We claim that the space (X, eϕdEucl, e
−fd volg˜) is RCD(−100, 3) and CAT (0) where g˜ =
e2ϕgEucl on B1(0). Indeed, by (35) g˜ has sec ≤ 0 since ϕ is convex and g = gEucl is flat. In
fact, more is true.
Let u(x, y) = x2 + y2. Since f and ϕ are 1/10-Lipschitz, (34) easily implies that H˜essu ≥ 0
on B¯1(0), i.e. u is convex with respect to g˜ on B¯1(0). Therefore, for any 0 ≤ R < 1 the space
XR = (B¯R(0), e
ϕd) is CAT (0) since it’s locally CAT (0), complete and simply connected. The
same holds for R = 1 because Gromov-Hausdorff limits of CAT (0) spaces are again CAT (0).
Convexity of u with respect to g˜ also implies that XR1 is a convex subset of XR2 for any
0 < R1 < R2 ≤ 1. From formula (36) using the properties of f and ϕ it easily follows that
R˜ic
3
f ≥ −100 on B1(0). Using that XR1 is a convex subset of XR2 for R1 ≤ R2 this implies
that (XR, e
−fd volg˜) is RCD(−100, 3) for any 0 < R < 1. By passing to the limit as R → 1
we get that X = (B¯1(0), e
ϕd, e−fd volg˜) is RCD(−100, 3) as well. On the other hand, since
sup∆ϕ|B1(0) = +∞, by (35) the infimum of sectional curvature of e2ϕgEucl on B1(0) is equal to
−∞. Therefore X does not satisfy curv ≥ κˆ for any real κˆ.
Lastly, we show that spaces satisfying (32) are non-branching. This might be somewhat sur-
prising given that branching CAT (κ) spaces are quite common (see e.g. Examples 6.3 and 6.4).
Proposition 6.9. Let X satisfy (32). Then X is non-branching.
Proof. By rescaling we can assume that X is CD(−1, N) and CAT (1). Suppose γ1, γ2 : [0, 1]→ X
are two branching constant speed geodesics of length < π. Let t0 ∈ (0, 1) be the branching point.
By uniqueness of geodesics in CAT (1) spaces this means that γ1|[0,t0] = γ2|[0,t0] and γ1(t) 6= γ2(t)
for any t > t0. Let x = γ1(0) = γ2(0), y = γ1(1), z = γ2(1), p = γ1(t0). By shortening the geodesics
we can assume that |xp| = |yp| = |zp| = l < π/10. Then t0 = 1/2. Recall that since X is CAT (1)
the homothety map Φxs centered at x is 1-Lipschitz on Bπ/2(x) for any 0 ≤ t ≤ 1. Therefore, for
any 0 < r < 1/10, 0 < s < 1 we have that Φxs (Br(γi(t)) ⊂ Br(γi(st)). Note that Φxs (Br(γi(t)) is
the s-Minkowski sum (1 − s){x} + sBr(γi(t)). Therefore Φx t0
t0+ε
(Br(γi(t0 + ε))) ⊂ Br(γi(t0)) for
ε, r < 1/10.
On the other hand, by the Brunn-Minkowski inequality for 0 < r < ε we have that that
m(Φx t0
t0+ε
(Br(γi(t+ ε))) ≥ (1− δ(ε))m(Br(γi(t0+ ε))) where δ(ε) = δ(ε, l, N)→ 0 as ε→ 0. (Note
that conditions CD(K,N), CD∗(K,N) and CDe(K,N) give slightly different Brunn-Minkowski
inequalities when K 6= 0 but all of them trivially imply the existence of δ(ε) as above). Therefore,
m(Br(γi(t0))) ≥ m(Φx t0
t0+ε
(Br(γi(t0 + ε))) ≥ (1− δ(ε))m(Br(γi(t0 + ε)))
Applying the same argument to Φys ,Φ
z
s gives that m(Br(γi(t0 + ε))) ≥ (1 − δ(ε))m(Br(γi(t0))).
Combining the above we get
(37)
1
1− δ(ε) ≥
m(Br(p))
m(Br(γi(t0 + ε)))
≥ 1− δ(ε) for 0 < r < ε
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Fix an 0 < ε < 1/10 small enough so that δ(ε) < 1/100. Since γ1(t0+ε) 6= γ2(t0+ε), for all small
r < ε we have that Br(γ1(t0+ ε))∩Br(γ1(t0+ ε)) = ∅. Then using (37) and the Brunn-Minkowski
inequality for A = {x} and B = Br(γ1(t0 + ε)) ∪Br(γ2(t0 + ε)) we get that
m(Φx t0
t0+ε
(B)) ≥ (1− δ(ε))m(B) ≥ (1− δ(ε))2(1 − δ(ε))m(Br(p)) ≥ 3
2
m(Br(p))
On the other hand Φx t0
t0+ε
(B) ⊂ Br(p) and hence
m(Φx t0
t0+ε
(B)) ≤ m(Br(p))
This is a contradiction and hence the proposition is proved and X is non-branching. 
Remark 6.10. The above proof only uses the Brunn-Minkowski inequality when one of the sets is
a point. Therefore, the proposition remains true if the condition that X be CD(K,N) is replaced
by the weaker condition that it satisfies the measure-contracting property MCP (K,N).
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