Observer (SMO) delay-dependent design method is presented in this paper. The considered uncertainty is bounded and the time delay is constant and affects simultaneously the input and state system. The basic design idea consists to combine the SMO concept with an adequate choice of a LyapunovKrasovskï functional. This design method is numerically tractable via Linear Matrix Inequalities (LMI) optimization. Besides, the dynamic properties of the observer are also analyzed and the reachability condition is satisfied. An illustrative example is given to show the validity and the applicability of the proposed approach.
I. INTRODUCTION
Time delay is frequently encountered in a variety of dynamic systems, such as communication, network, nuclear reactors, biology, population, physics, chemistry, as, it's a source of instability, oscillation and degradation of the system performances [1] [2] [3] . Also, the time-delay systems belongs to the class of differential-difference equations which are infinite dimensional. So, the study of this class of systems is pertinent and valuable both from theoretical and applications perspectives. Consequently, this class of system has some open problems [4] . One such problem is to generate a robust state estimation of these systems. The observer based methods are the most widely used [5, 6] . Particularly, the Sliding Mode Observer (SMO) has obtained much attention for its excellent ability to generate equitable state estimations of the system under modeling errors [7, 8] . However, the majority of SMO design works are delay-independent where the delay value is arbitrary, doest considered in the design parameters and haven't an effect on the stability of the state estimation error between the system and the observer [9] [10] . In most case, the delay-independent increases the conservatism [11, 12] .
In this paper we present an extended delay-dependent design method of SMO for a class of a linear uncertain time-delay systems. This delay-dependent method has been reported to reduce the design conservatism and to exploit the degrees of freedom available in the design.
Our extension is to modify the SMO of [13] which estimates the states of a class of linear uncertain systems, then after this modification, this observer will be able to robustly estimate the states of a class of linear uncertain time-delay systems. In this method we combine the Lyapunov-Kravoskï functional with some results on SMO [10, 13, 14] . This combination guarantees the stability of the error estimation system and the dynamic properties of the observer. This problem of design can be expressed and numerically formulates via Linear Matrix Inequalities (LMIs) optimization. Finally, we give simulation results with a numerical application to validate the theoretical results.
This paper is organized as follows: Section 2 gives a short description of the linear uncertain delayed system, the SMO and preliminaries. In section 3 we present an delay-dependent SMO design method. In section 4 we verify the dynamic properties of the designed observer. Simulation results are accessible in section 5 to demonstrate the effectiveness of the scheme and the section 6 makes some conclusions.
II. PROBLEMATIC AND PRELIMINARIES Consider a class of linear uncertain delayed systems described bẏ
where ( ) ∈ is the state vector, ( ) ∈ is the input vector, ( ) ∈ is the output vector, ( , , ) ∈ includes the uncertainty presents in the system, the nonlinearities and the un-modeled dynamics, ℎ is a constant time-delay and is assumed to satisfy 0 < ℎ ≤ ℎ , where ℎ is a known constant scalar, ( ) ∈ is the vector of initial conditions. The matrices , ℎ , , and are supposed constants with < < . We suppose that the matrices is full column rank, is full row rank and the function ( , , ) is unknown but bounded
where is a known positive scalar. Consider a Sliding Mode Observer (SMO) structure defined bẏ
where ∈ × is the linear gain, ∈ × is the nonlinear gain, ( ) =ˆ( ) − ( ) is the output error, ℎ is the same time-delay of the system (1).
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The discontinuous term ( ) is given by
where¯∈ ℜ × ,¯2 ∈ ℜ × and ∈ ℜ × will be determined later and is a known positive scalar upper bounding the magnitude of the uncertainty signal. The design objective of the SMO design is to find , and ( ) where the proposed SMO can guarantee a robust state estimation and to reach the sliding surface in finite time, without effect of the uncertainty and the time-delay. So, we will use many useful assumptions:
The assumption A1 is verified directly through the calculation of the rank and the assumption A2 is verified if the system (1) is minimum phase.
Lemma 1:
Furthermore, if the two assumptions A1 and A2 hold, then, there exists a change of coordinates [14] where the matrices , ℎ , and can be converted tō
is a non-singular matrix and ∈ ℜ × is an orthogonal matrix ( = ) . The matrix¯2 11 as the top ( − ) rows of¯2 1 and¯ℎ 211 as the top ( − ) rows of¯ℎ 21 .¯∈ ℜ × the bottom rows of¯such that¯⊂¯2. In the first hand, we assumed that the linear gain , in the new coordinates, is given by¯=
In the other hand, we used the same form of the non-linear gain defined in [13] 
where
with ∈ ℜ ( − )×( − ) and is defined in (5).
Theorem 1:
The sliding motion is governed by the two pairs (¯1 1 ,¯2 11 ) and (¯ℎ 11 ,¯ℎ 211 ) which stables, then, the sliding surface = { : = 0} is taken in finite time.
III. SLIDING MODE OBSERVER DESIGN
After coordinates changing, the state estimation error will be¯= . , . .
Theorem 2: Under the assumptions A.1 and A.2 and the equations (2) and (7), the state estimation error system (9) is asymptotically stable if there exist positive symmetric definite matrices¯,¯and¯such that the following LMI conditions are satisfied:
where the matrices¯1
is a symmetric positive definite matrix which is given in (4) .
Proof: Consider the Lyapunov-Krasovskï functional:
and taking the derivative of ( ) along the trajectory of¯( ) governed by (10), one gets:
with
.
From (5), (7) and (11) we obtain that¯¯=¯¯¯2 and¯=¯¯, hencė
which equivalent tȯ
using (4) we geṫ
and using the equation (2), the last equation will bė
where is defined in (2) and is a positive scalar. Then using (18) we geṫ
if and only if Ξ < 0. One can't use the LMI technique to resolve Ξ since this inequality isn't affine in the variable matrices¯,¯and¯for this reason assumed¯=¯−
1¯(

20)
Then using the equation (20), Ξ will be equivalent to (10) . Then the LMI condition of theorem 2 appears. Thus, if (10) and (11) are satisfied then the state estimation error is asymptotically stable.
To minimize a linear cost under LMI constraint and to ameliorate the obtained results, we will resolve this LMIs using the trace minimization technique [15] , so the problem considered here is one of minimizing (¯− 1 ) subject to satisfying the inequality (10) . If¯∈ ℜ × is a symmetric positive definite matrix verifies
[¯¯] > 0 (21) using the Schur complement the LMI (21) is equivalent tō >¯− 1 . Thus minimizing (¯− 1 ) subject to Ξ < 0, is equivalent to minimize (¯) subject to (20). Since rewriting the matrix¯from (11) as
So by identification between (11) and (22), we conclude that:
An LMI software [16] can be used to synthesis numerically¯, and¯. Then, finding the linear gain¯using the equation (20),¯using (7) and is given by (26).
IV. DYNAMIC PROPERTIES OF THE OBSERVER
Applying a second change of coordinates
where is defined by (26). Then, in this new coordinates, the system matrices have the following structures:
Thus, the SMO gains become:
and the Lyapunov matrix¯will be:
the new estimation error system is:
Partitioning this error according to the dimensions of (28), we get:
Theorem 3: If the gain function from (4) satisfies:
where is a positive scalar, then a sliding mode takes , in finite time, in spite of the presence of matched uncertainties and the time-delay. Proof: For the output˜( ), finite time stability conditions are established involving a Lyapunov function:
The derivative of (36) along the trajectory of (34) leads tȯ
Note that,¯(˜2 2 −˜2 )+(˜2 2 −˜2 )¯< 0, becausef rom (31) is a block diagonal Lyapunov matrix for (˜−˜˜) and˜2 =¯2 . Then using (4) and (35) we can havė
Hence the conclusion follows.
In the following section, to reduce the chattering, we well replace ( ) defined in (4) by
where is a small positive constant represents the term of smoothing [7] which can be approximated to any degree of accuracy.
V. APPLICATION TO A DIESEL ENGINE
The diesel engine system is modeled by [17] and, the linearized model is given by [18] where 
A. Observer Design
The parameters of the designed sliding mode observer ( 
= 10
8 . 
B. Robust State Estimation
The figure.1 shows the state system (1) and the state estimation 
]
The observer sates are given by a discontinue lines(--) and the plant state by the solid lines(−). It can be seen the time delay ℎ = 2 effect and that after 4 almost perfect tracking in all states is obtained, then this simulation show the convergence properties of the SMO designed in the presence of uncertainty, time-delay and with different initial conditions.
VI. CONCLUSION
In this paper, we proposed an extended delay-dependent design method of a SMO for a class of uncertain time-delay systems. The time delay is constant and the uncertainty verifies the matched conditions. This method consists to combine of the LMI concept with a Lyapunov-Krasovskï function; the mentioned method reduces the design conservatism, guarantees the stability of the error estimation system and gives the SMO gains. A numerical example is applied to validate the developed theoretical results.
