Abstract -This paper presents a 3-D object recognition method and its implementation on a robotic navigation aid to allow real-time detection of indoor structural objects for the navigation of a blind person. The method segments a point cloud into numerous planar patches and extracts their inter-plane relationships (IPRs).Based on the existing IPRs of the object models, the method defines six high level features (HLFs) and determines the HLFs for each patch. A Gaussian-mixture-model-based plane classifier is then devised to classify each planar patch into one belonging to a particular object model. Finally, a recursive plane clustering procedure is used to cluster the classified planes into the model objects. As the proposed method uses geometric context to detect an object, it is robust to the object's visual appearance change. As a result, it is ideal for detecting structural objects (e.g., stairways, doorways, and so on). In addition, it has high scalability and parallelism. The method is also capable of detecting some indoor nonstructural objects. Experimental results demonstrate that the proposed method has a high success rate in object recognition.
deals with a global problem of planning and following a path towards the destination. Object recognition is a crucial component for both obstacle avoidance and wayfinding. A detected object can be treated as an obstacle to trigger obstacle avoidance or used as a waypoint to lead a blind traveler to the destination. Despite significant advances in computer vision in the past decades, independent mobility still poses a great challenge to a visually impaired individual. Up to date, white cane remains the prevailing mobility tool because of its powerful haptic feedback and low cost. However, a white cane can only provide point-contact information instead of a "full picture" of its surroundings and has a limited range that is too nearsighted for path planning. Moreover, it is unable to provide location information for wayfinding. To address these limitations, a number of Robotic Navigation Aids (RNAs) have been introduced for the visually impaired. However, there is currently no RNA that has effectively addressed both obstacle avoidance and wayfinding problems. The main technical challenge is that both problems must be addressed in a small platform with limited resources.
This paper considers independent mobility in indoor environments. An indoor environment presents a greater challenge for navigation than an outdoor one because: (1) it has a higher obstacle density; (2) it may contain overhanging obstacles; and (3) it is GPS-denied. The first two conditions require 3D perception while the third makes it impossible to use existing GPS-based navigation methods [1] . However, an indoor environment may provide the RNA with off-board computing support and allows for a small system with high autonomy. To take this advantage, we developed a portable RNA [2] , [3] with a client-server architecture (described in II). The RNA, called Smart Cane (SC), is a computer-vision-enhanced white cane. It provides two functions, wayfinding [4] , [5] and 3D object recognition [6] , to its user by simultaneously processing the intensity and range data from a 3D camera. The wayfinding function is achieved by using a simultaneous localization and mapping (SLAM) method [7] to locate the user's position. This paper will focus itself on object recognition. An overview of the related work on object detection with RNAs is given in the reminder of this section.
A. Related Work in RNAs With Obstacle/ Object Detection in a single floor space. An EWC is a handheld/wearable device capable of detecting an obstacle in its immediate surrounding. It uses sonar(s) [11] , [12] or laser-based triangulation [13] , [14] for obstacle detection. In spite of the portability, this kind of devices cannot provide the user with a "full picture" of the surrounding for object recognition owing to the use of a single-point range sensor. In addition, they are unable to provide location information for wayfinding.
B. Related Work in Object Recognition
Object-level information is critically important for an RNA to navigate the blind user in an indoor environment. Objects like doorways/stairways can be used as waypoints to guide the user to move towards the destination while other objects must be treated as obstacles and the related information is used for obstacle avoidance. Indoor objects can be classified into two types, structural objects and non-structural objects. Structural objects are permanent fixtures built into the structures, while non-structural objects are the other indoor objects whose position can be changed. In this work, we only consider objects consisting of planar surfaces. Our target structural objects include doorway, hallway, stairway, ground and wall. The target non-structural objects include table, monitor and parallelepiped (computer case as an embodiment). Most of these objects' visual appearances may change from time to time. For instances, a poster on a door/wall may completely change the visual appearance of the door/wall and a monitor may look very different when it is on and off. This means that an object recognition method solely based on visual information cannot reliably detect indoor objects. On the contrary, 3D geometric features (e.g., size, orientation, height, etc.) of these objects are constant and therefore can be used for reliable object detection.
Object recognition by using visual information is performed in a 2D image space. Visual feature matching [15] and visual shape matching [16] have been employed for single-view object detection. They can also be jointly used to improve object recognition result [17] . Recently, visual codebook [18] and bag of boundaries [19] (mid-level visual feature/shape) were introduced for multi-view object recognition (i.e., concurrent pose and object recognition). With respect to structural object detection, Tian et al. [20] proposed to extract edges and corners of a door frame from an image and match them with that of the geometric door model for door detection. They used the door detection method for indoor wayfinding of a blind traveler. The high visual appearance variability of an indoor environment may pose challenges to reliable extraction of visual/shape features and thus affect object recognition result. Bills et al. [21] proposed to extract line segments and vanishing point from the image of a camera. Their method then took the largest horizontal-line cluster as a stairway and the vanishing point a corridor. However, the method is not reliable as other objects (e.g. a window blind) or parallel-line patterns presented in the environment can also produce a horizontalline cluster and it is unlikely to extract the vanishing point for a hallway in our case due to the camera's short range and low position.
Object recognition by using geometric features, on the contrary, is done in 3D data (point cloud) space. Existing methods recognize a 3D object by matching key points [22] [23] [24] or Implicit Polynomials (IPs) [25] between two objects. Spin image [22] , [24] and shape spectrum descriptor [23] are two typical key points used for 3D object recognition. A key point based method requires a large number of descriptors from multiple viewpoints on the object surface to perform surface matching and thus results in a very high computational cost. An IP matching method is more computationally efficient as IPs are capable of describing complicated object boundaries. However, the runtimes for detecting a 3D object is still over 10 seconds [25] . Moreover, all these methods use an object's local geometric features only and are thus not suitable for detecting some indoor structural objects where the geometric contexts (inter-object geometric relationships) are important attributes.
Xiong and Huber [26] introduced a Conditional Random Field (CRF) model to classify a 3D scene's planar patches by using both local features and geometric context. The method defines four types of object models-wall, floor, ceiling and clutter (i.e., unclassified object). Each of them is a singleplane-object. It first extracts from each planar patch a number of local features (orientation, area and height) and contextual features (inter-plane relationships) including orthogonal, parallel, adjacent and coplanar. By using these features, the method constructs a graph connecting each planar patch with its k-nearest neighbors. Finally, a CRF model taking into account the local and contextual features is used to compute, for each object, the likelihood of being one of the four model objects. Anand et al. [27] employed an undirected graph to model a 3D scene. In the graph, a node (node feature) describes the visual appearance and geometric attributes of a segment while an edge (edge feature) describes the inter-segment relationships. They proposed a discriminant function, computed as a weighted sum of the node and edge features, to describe a predicted classification of the scene. The objective is to find a classification that maximizes the discriminant value. Their method uses 48 node features and 11 edge features to recognize up to 9 different objects in an office environment. Both methods incur high computational cost. Taking [27] as an example, it takes ∼18 minutes to identify 17 objects from a scene with 50 segments. The method's complexity for identifying m objects out of a scene of N segments is O m N , i.e., NP hard. Apparently, it is unsuitable for the SC application that requires real-time object recognition.
In this paper, we extend our earlier work [6] and introduce a new method for detecting the eight aforementioned objects. The method divides the object recognition problem into four stages. First, it segments a 3D point cloud into planar patches. Second, it extracts the Inter-Plane Relationships (IPRs) between each two planar patches and classifies the planar patches into 6 categories, each of which has an exclusive High Level Features (HLF). Each HLF is a set of IPRs existing in one object model. Third, a plane classifier is used to classify a planar patch with a particular HLF into a plane belonging to the corresponding object model by using the patch's local attributes and the parameter(s) of the IPR(s). Finally, it clusters a number of planar patches of the same type into a model object in an iterative fashion. In this work, 6 HLFs are defined on top of 9 IPRs existing in the 8 object models. As the method uses only 6 HLFs and discards a tremendous number of unwanted IPR combinations, the computational cost for object recognition is substantially reduced. This overcomes the NP complexity problem of the CRF-based method [26] .
II. SMART CANE PROTOTYPE
The SC is intended to enhance rather than replace a white cane's function. As depicted in Fig. 1 , a forward-looking 3D camera is mounted on a white cane to perceive the surroundings and a user-worn mobile computer processes the camera's data into navigational information. The SC degrades itself into a conventional white cane if the computer vision functions fail. In order to achieve necessary SLAM accuracy, a 3D time-of-flight camera (SwissRanger SR4000) is used in this work. Compared with a stereo camera, the SR4000 provides more accurate range data. It also provides more complete range data than a stereo or RGB-D camera for object detection. The camera has a 176×144 pixels resolution and a 43.6°×34.6°field of view. Its small dimension (50×48×65 mm 3 ) makes it suitable for the SC. The camera illuminates its environment with modulated infrared light and detects a range up to 5 meters (with ±1 cm accuracy) based on phase shift. It produces intensity and range data simultaneously at a rate up to 50 fps. The camera is tilted up by 18°to make the cane body outside the camera's field of view.
The camera's intensity and range data are processed to determine the device's pose change between each two camera views [28] , based on which a graph SLAM method [7] computes the device's pose in the world coordinate system. The pose information is then used for wayfinding and 3D data registration. For object recognition, the 3D point cloud is segmented into planar segments, which are then classified and clustered into the target objects. Finally, the detected objects are used for obstacle avoidance or as navigational waypoints.
The first SC prototype uses a client-server architecture for real-time computing. An HP Stream 7 tablet is used as the client and a desktop computer (i7-3370K CPU, 8GB memory, Windows 7 64-bit) as the server. The client computer accesses the server via WIFI for object recognition service. In this way, the client only needs to perform low-computational tasks. Such a computing arrangement allows the SC to perform real-time object detection and wayfinding. A speech interface is used for human-device interaction. It takes voice commands from the user and announces object recognition results to the user. Fig. 2 is the diagram of the SC prototype's software. The user speaks to the headset. The Speech Interface Module (SIM) converts the voice command into a file containing the name of the object to be detected and sends the file to the desktop server. The Object Recognition Module (ORM) then acquires data from the SR4000 through the tablet computer by using the SR4K Receiver Module (SRM) and the SR4K Acquisition & Transmission Module (SATM) and detects the target object. The detection result, a text string containing the object name, is sent to the SIM, which then converts the text into speech and makes announcement to the user via the Bluetooth headset. Handshaking protocol is designed and used to ensure errorfree data communication between the SRM and SATM and between the SIM and ORM. To reduce wireless data traffic, the SATM only sends the camera's intensity and depth data to the SRM, which then uses the camera model to convert the depth data into the x, y, z coordinate values for each data point.
III. OBJECT RECOGNITION ALGORITHM
The proposed object recognition method is depicted in Fig. 3 . It consists of five main procedures: 3D point cloud data acquisition, plane extraction from point cloud, feature extraction, design and training of Gaussian Mixture Model based Plane Classifier (GMM-PC), and plane clustering. Each of them will be described in this section.
A. Range Data Acquisition and Plane Extraction
3D point data are captured from the SR4000 frame by frame and registered to form a large view of the scene by using the camera poses. The multi-view point cloud data is then segmented into N planar patches by the NCC-RANSAC method [29] .
B. Features and Feature Vectors
A planar patch's properties describing its intrinsic attributes and geometric context are defined as the planar patch's features. In this paper, the geometric context refers to InterPlane Relationships (IPRs). The features of a planar patch are represented by a feature vector, which will be used later to classify the patch into one belonging to a specific type of objects. For each of the N extracted planar patches, a feature vector construction procedure is performed to assign each of them a feature vector. In this paper, we define three classes of features-Basic Feature (BF), Low Level Feature (LLF), and High Level Feature (HLF).
1) Basic Features: BFs are local features that describe a planar patch's intrinsic attributes. They serve as the identity of the planar patch and play important roles in object recognition. Similar to [26] , three BFs-Orientation, Area, and Height (OAH)-are defined for a patch. In this paper, the OAH of the i th patch are computed by the following three equations:
where n i is the patch's normal and Z = (0, 0, 1) is the unit vector of Z-axis;
where d i j is the distance from the j th point of the patch to the camera, h is the pixel width/pitch of the SR4000, and f is the camera's focal length; and
where z i j is the z coordinate of the j th point and K is the total number of points of the i th patch. (2) is an approximate method for calculating the i th patch's area. The method uses a pinhole camera model and assumes that an image pixel occupies a square area. While constant γ in (2) may be determined using the camera's parameter, its actual value does not affect the proposed object recognition method as long as the same value is used in both the training and classification phases. For simplicity, we use γ = 1.
2) Low Level Features: To classify a planar patch into a constituent element of a model object, the patch's IPRs must be considered in addition to its BFs. In this paper, the following 9 IPRs are defined for patchP i with reference to patch P j :
plane-distance is a value representing the minimum distance between the points of P i and the points of P j . plane-angle represents the angle between P i and P j . It is computed as α i j = ar cos n i · n j parallel-distance is the distance between two parallel planes, P i and P j . This distance, denoted d i j , is computed as the mean of the distance from the centroid of P i to patch P j and the distance from the centroid of P j to patch P i .
projection-overlap-rate is a value representing to what extent P i overlaps P j .
projection-distance is the minimum distance from the points of P i to patch P j . Fig. 4 illustrates the definitions of the above LLFs. The definitions for plane-distance, plane-angle and parallel-distance are self-explanatory. Readers are referred to [27] for details. Fig. 4c illustrates how the two new LLFs, projection-overlaprate and projection-distance for plane P i with reference to P j , are calculated. For simplicity, we use a 2D illustration. L j represents the size of patch P j and L i j stands for the size of the overlap region. The projection-overlap-rate of P i with reference to P j is L i j /L j and the projection-distance of P i with reference to P j is d i j .
is-parallel describes if P i is parallel to P j . A value of 1 means that P i is parallel to P j ; while a value of 0 means they are not parallel. Detection of this relationship within the SR4000's data requires taking into account the camera's noise. For this reason, we let is-parallel=1 if α i j < 5°and l j i ≥ 5 cm, or is-parallel=0 otherwise.
is-perpendicular describes if P i is perpendicular to P j . To account for the sensor's noise, we let is-perpendicular=1 if
is-coplanar describes if P i is co-planar with
is-adjacent describe if P i is adjacent to P j . is-adjacent=1 if the plane-distance between P i and P j is smaller than 7 cm, otherwise is-adjacent=0.
Since there are N planar patches, an N × N matrix (using bold-face denotation) is formed to record each of the 9 IPRs among the N patches. Each matrix is called an LLF, which is denoted by the corresponding IPR in boldface. For instance, is-parallel stands for the is-parallel matrix. In an LLF matrix, an element at (i, j) (i.e., row i and column j ) describes the IPR of P i with reference to P j . For example, is-parallel(i, j)=1 indicates that P i is parallel to P j .
3) High Level Features and Feature Vectors: The goal of object recognition is to identify one of the eight objects, namely, doorway, hallway, stairway, parallelepiped, monitor, 
HLF-4 (Parallelepiped-Shape, Fig. 5d ): Examine isperpendicular and find all elements with value "1"; for each element e i j = 1, ensure is-adjacent(i, j)=1; perform the same procedure for each of e ik and e j k , and ensure perpendicular and adjacent relations; confirm the corner point's convexity; form HLF-4 vector [O, A, H] and assign it to patch P i . To determine the corner point's convexity, we calculate the centroid of the data points of the three planes. If its Y coordinate is bigger than that of the corner point, the convexity is asserted.
HLF Fig. 5f ): Examine isparallel and find all elements with value "1"; for each element e i j = 1, ensure that the two planes face the same direction by checking their normals; ensure projection-overlap-
and assign it to patch P i .
The HLF assignment process also generates 6 matrices, Q 1 , . . . , Q 6 , each of which records the N planar patches' IPRs for HLF-1, …, HLF-6, respectively. The HLF extractor in essence serves as an IPR classifier that identifies if a given planar patch has a geometric context as defined in Fig. 5 . After HLF vector assignment, the HLF vectors are sent to the GMM GMM-PC (Fig. 3) for plane classification. It is noted that the complexity for identifying a plane with HLF-1, HLF-2, HLF-3, HLF-5 or HLF-6 among N planar patches is O(N) and that of HLF-4 is O(N 2 ). This means that the complexity for classification of a plane to be one belonging to a doorway, hallway, stairway, monitor or object-on-a-table is O(N) and that of one belonging to a parallelepiped is O(N 2 ). The HLF definition results in real-time plane classification.
C. GMM-PC
The GMM-PC consists of 8 GMMs, each of which has been trained using data captured from a particular type of objects and is thus able to identify a plane related to that type of object in the presence of the relevant HLF vector. For instance, a planar patch with a HLF-1 vector is classified as a doorway-plane (i.e., a plane belonging to a doorway) if the parameters of the vector [O, A, H, d] are right. This is because the HLF-1 vector causes the doorway-GMM to produce a large response-a likelihood value for the plane to be a doorwayplane. In this work, the GMMs are trained using training data in such a way that planar patch A with HLF-1, HLF-2, …, and HLF-6 is detected as a plane of a doorway, hallway, stairway, parallelepiped, monitor, and object-on-a-table, respectively.
In this subsection, we present the technical details and training procedure of the GMMs, as well as plane classification by the GMM-PC. For simplicity, we call a GMM for detecting object type 
. , M, are the component Gaussian densities. Each component density is a D-variate
Gaussian function given by:
where μ i and i are the mean vector and covariance matrix, respectively. The mixture weights satisfy
The complete GMM is parameterized by μ i , i and ω i for i = 1, . . . , M. We denote these parameters collectively by λ from now on for conciseness.
In our case, the configuration (M and λ) of an O i -GMM is estimated by training the model using a set of HLF vectors obtained from scenes with O k type of objects. For example, a stairway-GMM is trained by a set of HLF-3 vectors extracted from various stairway-scenes. A GMM training process is to estimate the model's configuration such that the GMM best matches the distribution of the HLF vectors for a particular type of objects. The most popular and well-established method for estimating the parameters of a GMM is the Maximum Likelihood (ML) estimation [31] . The objective of ML estimation is to find the model parameters that maximize the likelihood of the GMM given the training data. For a sequence of T independent training vectors, X = {x 1 , x 2 , . . . , x T , the GMM likelihood is given by,
Since this expression is a non-linear function of λ, a direct maximization of this expression is not possible. However, ML parameter estimates can be obtained iteratively by the Expectation-Maximization (EM) algorithm [31] . The EM algorithm begins with an initial model λ (a set of random values) and estimates a new modelλ, such that p(X|λ) ≥ p (X|λ) . The new model is taken as the initial model for the next iteration and the process is repeated until a convergence is achieved. The details on computingλ (i.e.,ω i , μ i andσ 2 i ) are referred to [30] . Each EM iteration guarantees a monotonic increase in the model's likelihood value.
After the EM process, the posteriori probability for component i of the GMM is given by
In this work, the number of the component Gaussian densities, M, is determined by repeating the training process with an increasing i and observing the trained GMM's output ( p (x|λ) ). If the mean of the output difference between an I -component GMM and an (I + 1)-component GMM,
is below a threshold, we let M = I because more Gaussian component densities in (4) will not change the probability density of the GMM. In other words, the GMM with configuration M = I and λ found by the EM algorithm is sufficient to describe the distribution of the training vectors.
2) Training of GMMs: We used a Pan-Tilt Unit (PTU) to acquire 3D point data. The ground truth pose of the PTU were used for data registration. 3) Plane Classification by GMMs: Once trained, each GMM in the GMM-PC is able to classify a planar patch into one of the eight plane types using the patch's HLF vector. To be specific, a planar patch's HLF (or BF if HLF is unavailable) vector is presented to the relevant GMM. The GMM's output, 
D. Recursive Plane Clustering
In this stage, the classified planes, O k -planes for k = 1, · · · , 4, are recursively clustered into a number of objects, O k for k = 1, · · · , 4. This means that the doorway-/hallway-/stairway-/parallelepiped-planes are grouped into doorway(s)/hallway(s) /stairway(s)/parallelepiped(s) by a Recursive Plane Clustering (RPC) process. A monitor-/table-/ground-/wall-plane is treated as a single-plane object and thus no further process is needed. Four independent procedures, RPC-1, RPC-2, RPC-3 and RPC-4, process G 1 , G 2 , G 3 and G 4 , respectively and cluster the object-planes into the four types of objects. For conciseness, the stairway-plane and parallelepiped-plane clustering (RPC-3 and RPC-4) (see Alg. 1) are briefly described while the doorway-plane and hallway-plane clustering (RPC-1 and RPC-2) are omitted due to their simplicities.
Stairway plane clustering (RPC-3): It starts by randomly fetching a number j from U 3 (a copy of G 3 ) and pushing it into a First-In-First-Out buffer R 3 . The RPC then pushes each of the remaining number k of U 3 into R 3 by calling itself recursively if pcc 3 
The recursion stops if pcc 3 (j,k) is 0, i.e., no more plane of the same stairway can be found. The planar patches indexed by the numbers in R 3 are then clustered as a stairway object. After removing these numbers from G 3 and clearing R 3 , RPC-3 is repeated to cluster the next stairway until G 3 is empty.
Algorithm 1 Pseudo Code of RPC-3/RPC-4: U n Is a Static
Array. n = 3 for RPC-3 and n = 4 for RPC-4, Respectively // Input: G n ; Output: R n -a set of planes forming an n-type object
Parallelepiped plane clustering (RPC-4): RPC-4 operates in the same way as RPC-3 except that pcc 4 (j,k) = Q 4 (j, k) is used in the IF statement.
IV. EXPERIMENTAL RESULTS
After the eight GMMs were trained, we tested the object recognition method by experiments. We collected another 60 data sets from each type of scenes, half (type I) from the same scenes used for training data collection and the other half (type II) from similar scenes with the same type of objects. We ran the proposed method on the 480 (8×60) datasets and evaluated its performance in term of the success rate of object recognition and runtime. 
A. Success Rate of Object Recognition
Figures 6, 7 and 8 depict the object recognition results of a stairway, doorway, hallway, monitor, and parallelepiped. In all cases, the proposed method detects the target objects correctly. Taking the stairway scene (Fig. 6) as an example, 51 planar patches were extracted. This means that ∼23000 IPR combinations would need to be processed if the method in [26] or [27] were used. The proposed method extracts only 200 useful HLFs from the planar patches for the subsequent object recognition process and therefore greatly reduced the computational cost. These HLFs are sent to the stairway-GMM for plane classification. Planar patches with large GMM responses (above the threshold) are classified as stairway-planes, which are then grouped into a stairway (Fig. 6c) by the RPC-3 process. Table I shows the proposed method's success rate in object recognition. It can be seen that the average success rate for each type of objects is over 90% except for monitor. The overall success rate (average rate for all objects) of the proposed method is higher than that of the spin image approach [22] (60%), the CRF method [26] (90% for single-plane objects) and the method in [27] (87.9% for office scenes). For each object type, the success rates of type I data are slightly higher than that of type II data because type I data was acquired from the same scenes used for GMM training data collection. The 93.3% success rate for type II data indicates that the trained GMMs generalize well. Taking the stairway scenario as an example, the method achieves a 96.7% success rate for type I data and a 90% success rate for type II data. In average, its success rate in stairway recognition is 93.3%.
We also compared the GMM method with the Support Vector Machines (SVM) method in plane classification by experiments. The SVM plane classifiers use the SVM library [32] with a Gaussian radial basis function kernel and the SVM parameters were determined by the cross-validation and gridsearch method [33] . The result is tabulated in Table I . It can be seen that the GMM method has a slightly better result than the SVM method. SVM is a state-of-the-art classification method that has been widely used in pattern recognition. In practice, its performance can be affected by the selection of SVM kernel and parameters. The need of negative training data (data from scenes with objects other than the eight target objects) also adds difficulty to the training of the plane classifiers. The use of GMM avoids these problems. We ran each GMM-based object detector on the datasets of the other 7 types of objects to obtain its false positive rate. The result indicates a very good object recognition performance: the false positive rates of the detectors for the eight types of objects in Table I are 4.1%, 1.4%, 3.6%, 5.2%, 0.7%, 6.4%, 2.6%, 1.2%, respectively.
B. Experiments With Multi-View Data
In a real-world scenario, the SC's point cloud data may contain multiple views registered by using the estimated device poses. The estimated poses may introduce error to the point cloud data. The object recognition method must accommodate the error. To test this, we collected 3D data from a stairway scene (Fig. 9a) by walking in the environments with the SC. We employed the SLAM method [7] to determine the SC poses and used the poses for data registration. The resulting point cloud (Fig. 9b) were then segmented by the NCC-RANSAC method. The extracted planar segments were classified into various object-planes and eventually grouped into objects labeled in different colors. The object recognition results are shown in Figs. 9c. From the results, we can observe that the stairways (upwards and downwards) and the ground are correctly detected, indicating that the object recognition method is robust to the pose errors.
We also collected a data set from a laboratory environment with 4 computers and 3 tables. In this case, the SC is lifted so that the SR4000 could see the surfaces of the tables and monitors. The proposed method correctly identifies all 3 tables, the monitors of the 4 computers, the walls and the ground. We also carried out tests in other type of environments in several buildings on campus and the results were similar. For conciseness, we omit the results in this paper. These object recognition results demonstrate that the proposed method works well in real wayfinding scenarios. It is noted that the camera data were collected first and processed offline later in these experiments.
C. Human Subject Study
We recruited seven human subjects from our university to perform experiments with the SC prototype. We followed the protocol approved by the university's institutional review board for recruitment and experiments. The experiments were carried out on the 4 th and 5 th floor of the ETAS building. Fig. 10 shows the floorplan of the 5 th floor. Each subject was required to walk along a predetermined route on the 5 th and 4 th floors. The route is from a to c on the 5 th floor, then from c to b (by walking down stairways S1 and S2 and stopping at b on the 4 th floor), and finally returns to c (by walking up S1 and S2). The path contains 4 doorways (D1-4), 4 hallways (H1-4) and 2 stairways (S1-2). The object detection ordering is D1, H1, D2, D3, H2, H3, D4, H4, S1 (downwards) and S2 (upwards). The SC was set to its talking-mode to made announcement on the detected object every 1 second along the path. The subject was blind-folded for the test. He/she was accompanied by a research staff for safety and to ensure that the route was followed. The research staff also recorded the experimental results. Each subject was given a tutorial on how to use the SC before the test. To start the object recognition experiment, the subject spoke "object recognition" to the SC and then "yes" to confirm when prompted by the speech interface. He/she repeated each experiment 4 times. The experimental results (averaged over 4 experiments) for each of the subjects are tabulated in Table II . The average success rates in detecting a doorway, hallway and stairway are 93.8%, 96.5% and 94.7%, respectively, indicating a satisfactory performance in detecting structural objects. It is noted that grounds and walls were always detected by the SC in these experiments. The results are not shown for simplicity. From Table II , we can see that the detection rate of S1 is much higher than that of S2. A closer look into the misdetection cases for S2 finds that the camera data are incomplete because the human subject held the SC's handgrip at a lower position in these cases (i.e., the camera's tilt-down angle was smaller). The reflection of the glossy stairway surface caused noticeable missing data that affected plane extraction and thus object recognition. This problem did not occur with S1 though. When the subject was approaching S1, the stairway's treads were not seen by the camera due to their low elevations, resulting in no range data on the upper image plane. This was detected and the system alerted the human subject to raise the handgrip position. By so doing, the camera's tilt down angle was increased to generate a more complete point cloud of the scene.
We carried out more experiments in a number of buildings on campus. The results are similar. For conciseness, only two of them are given here. The first experiment was on the 4 th and 5 th floors of the ETAS building, containing 6 doorways and 4 hallways on the 5 th floor, 10 doorways and 8 hallways on the 4 th floor, and 2 stairways in between. The average success rates for doorway, hallway and stairway are 92.2%, 92.9% and 92.9, respectively. The second experiment was conducted in the EIT building, containing 5 doorways, 9 hallways and 2 stairways. The success rates are 94.3%, 94.1% and 91.2%, respectively. The overall success rates for the three experiments are 93.4%, 94.5% and 92.9%, respectively.
The object recognition method is currently in Matlab codes. It takes the SC about 0.9 second to process one frame of camera data. Because of this, the SC's object detection update rate is 1 Hz in the experiments. This might cause failure in doorway/hallway detection when the human subject scanned the SC with a fast speed. In this case, the camera only saw a partial doorway/hallway (i.e., one of the walls and the opening space). Therefore, a wall and a ground were detected from the scene instead of a doorway/hallway. Our future plan is to convert the Matlab codes into C++ codes and integrate the pose estimation method with the SC so that data registration can be performed to avoid the misdetection problem.
We surveyed the subjects after the experiments. The average ratings for the SC idea, usefulness of object recognition function, usefulness of speech interface, functional enhancement of white cane and comfortability of weight are 4.3, 3.6, 4.4, 4 and 2.7, respectively (5-highest, 1-lowest). The relatively low score for object detection was largely due to the sluggish object detection speed and misdetections. There was a major complain on the weight of the SC (resulting in a low score of 2.7), which caused discomfort when a subject did the four experiments without a break. The survey results suggest the directions for future improvement in the future. It is noted that all subjects reported that object detection helped them take appropriate moves and reduced the need of staff-supervision in route-following. For instances, they reached out for the railing when a stairway was detected and moved straight ahead when a hallway was detected. This means that the environment awareness, as a result of the object recognition function, did help the subjects move around in the environments.
V. DISCUSSIONS AND CONCLUSIONS
We have presented a method for 3D object recognition in indoor environments for an RNA. The method segments a 3D point cloud into planar patches and classifies each of them into a plane of a model object. It then clusters the classified planes into the model objects. To achieve real-time recognition, we define 9 IPRs, based on which 6 HLFs are defined and used for plane classification. The scheme results in a small number of needed IPRs for plane classification and thus substantially reduces the computational cost in object recognition. Experimental results with real-world data validate the efficacy of the proposed method in term of success rate and runtime. As the method uses one GMM to identify a particular type of object-planes, it has good scalability and parallelism.
To evaluate the method in a real-world navigational setting, we build an RNA prototype and conducted human subject study with the prototype. The results demonstrate the method's efficacy in detecting structural objects and the usefulness of object detection for navigation. It is noted that non-structural objects (such as tables, computer monitors, etc.) detected by the device can provide the user with environment awareness (e.g. in an office/lab) that can be useful for navigation.
In term of future work, we will reduce the device's weight by using a lighter SR4000 or an RGB-D camera. We will also integrate a wayfinding software with the object recognition code to form a complete navigation system. The wayfidning software locates the RNA in a floorplan by a graph SLAM method [5] . We anticipate that object detection success rate will be improved if data registration is performed. Also, more comprehensive wayfinding functions that use detected stairways/doorways as navigation waypoints will be developed.
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