Uniform bounds in analysis
There are (at least) two major challenges in computational analysis: 1) to nd algorithms for the computation of basic analytical concepts like e.g. the Riemann integral R 1 0 f(x)dx (as well as more general integrals), the supremum sup x2 0 ;1] f(x) etc. for functions f 2 C 0; 1] which are e cient at least under additional assumptions on f which are satis ed in many practical applications. Sometimes additional assumptions are needed to ensure at all the computability of the concept in question, e.g. in the problem of nding roots etc. 2) to get a-priori bounds on the stopping problems for certain algorithmic procedures, e.g. the rate of convergence of some iterative algorithm. Typically such algorithms compute solutions x " of "-weakenings A " (x) of an equation or a property A(x) (e.g. "-best approximations instead of best approximations in Chebyche approximation theory) where
(1) (8" > 0A " (x)) $ A(x) and (2) 8x 2 K; ";" > 0(" <"^A " (x) ! A"(x)):
In general a solution x " for A " (x) need not to be close to any actual solution of A(x). If x varies over some compact metric space (K; d) and A(x) is`"-continuous' in the sense (3) 8x 2 K8" > 09 > 08x 2 K(d(x;x) < ^A " (x) ! A 2" (x)) and if (x n ) n2IN K with A1 n (x n ) for all n 2 IN, then an easy compactness argument shows that there exists a subsequence of (x 1 n ) n2IN which converges to a solution of A(x).
Example: A(x) : (F(x) = IR 0), where F : K ! IR is continuous, and A " (x) : (jF(x)j IR "). but what is the rate of convergence?
Whereas it seems doubtful whether proof theory is able to contribute to 1) (in a narrow sense) it is a potentially useful tool for 2) as is witnessed e.g. in the area of (Chebyche ) approximation theory where new mathematical results on strong unicity and a new quantitative version of the so-called alternation theorem were obtained by proof-theoretic analysis of well-known (non-constructive) uniqueness proof (see 11], 12], 13]).
Let us discuss this further considering (4) again: The uniqueness of x 0 , i.e.
(5) 8x 1 ; x 2 2 K(A(x 1 )^A(x 2 ) ! x 1 = x 2 ) can { using (1); (2) ):
Typically (using a suitable representation of analytical objects like x 2 K and y 2 IR) A " (x) can be written as a 0 1 -formula (as in our example above) and so B 2 0 1 . 2 The convergence problem is solved quantitatively if we can construct a uniform witness for 9n which does not depend on x 1 ; x 2 2 K, i.e. where (x n ) n2IN K such that A1 n (x n ) for all n 1 and x 0 2 K such that A(x 0 ). 1 For simplicity we tacitly assume here that k; n 1 in order to avoid the need to replace It is an easy observation (using (2) again) that (6) is monotone w.r.t.`9n'. Hence any uniform bound (not depending on x 1 ; x 2 2 K) provides already a uniform witness.
So the whole question comes down to the problem:
How to construct a uniform bound (10) 8x 1 ; x 2 Using a suitable representation of the compact space K, (11) (when formalized in a system in the language of arithmetic in all nite types) has the form (12) 8x 1 ; x 2 1 s8k 0 9n 0 B(x 1 ; x 2 ; k; n) where is pointwise de ned and s is a speci c function (given by a closed term of the respective system).
Slightly more general we consider sentences (13) 8x 1 8k 0 8y sxk9n 0 B(x; k; y; n); where B(x; k; y; n) 2 0 1 and contains only x; k; y; n as free variables. Remark 1.1 In (13) sxk. For notational simplicity we restrict ourselves to variables n; v of type 0. Note that then without loss of generality we may assume B to be quanti er-free.
Our goal is now to construct a computable functional 0(0) (1) such that (14) 8x 1 8k 0 8y sxk9n 0 xk B(x; y; k; n):
Usually and in particular if (13) has been proved non-constructively (both by the use of classical logic as well as by using non-constructive function existence principles like the binary K onig's lemma WKL) one cannot directly read of a bound from the proof of (13) and it is here where proof theory comes into the picture. The applicability of proof theory in this area of course depends on various requirements to be satis ed:
1) The extraction of the bound from a proof of (13) must be relatively simple and should leave the original structure of the proof essentially unchanged (in particular it should not cause an enormous increase of the length of the given proof), i.e. it should have a nice behaviour w.r.t. modus ponens (`modularity').
2) The proof-theoretic method should be applicable to systems formulated in a rich and exible language which makes it easy to formalize the analytical concepts used in the proof avoiding complicated coding devices and at the same time allows to formalize many interesting theorems in analysis in the form (13) (i.e. the quanti er-free part of the system should already have a great expressive power).
3) It should be able to treat a variety of genuine analytical principles without increasing the complexity of the extraction procedure or the bound extracted. 4) It should faithfully re ect the numerical content w.r.t. bounds of the given proof and provide bounds of low growth (relative to the growth of the terms used in the proof) if no complicated instances of induction are used in the proof. Condition 1) rules out methods based on cut-elimination or normalization of proofs. Condition 2) makes it desirable to have a method which applies to systems formulated in a language of all nite types instead of second-order languages. Condition 3) rules out the usual G odel functional interpretation (with a negative translation on top of it). Moreover it provides an additional obstacle to a combination of negative translation followed by the Friedman/Dragalin A-translation and modi ed realizability interpretation, since the A-translation does not capture the negative translation of the axiom of quanti er-free choice (this will be discussed in a paper under preparation).
A method which we believe ful ls these requirements is the monotone functional interpretation which was developed in 13], 15] (the technique used in 10] can be viewed of as a precursor of this method). Monotone functional interpretation is a variant of G odel's functional interpretation 6] and extracts majorizing functionals (in the sense of Howard 8]) of functionals satisfying the usual G odel functional interpretation. These majorizing functionals keep control through all nite types of the growth rates involved in a given proof without any normalization. The method applies to (sub-)systems of classical arithmetic in all nite types extended by the axiom schema of quanti er-free choice AC ; -qf : 8x 9y A 0 (x; y) ! 9Y ( ) 8x A 0 (x; Y x); AC-qf := ; 2T fAC ; -qf g; where A 0 is a quanti er-free formula, 3 but also to various (mostly non-constructive) analytical axioms covering a great deal of classical analysis (see section 3 below). Furthermore the method can be combined with the elimination of Skolem function procedure from 16] and this combination is able to deal also with principles which go beyond WKL and cannot be treated by the monotone functional interpretation in a direct way.
A case of particular mathematical and computational interest is when is guaranteed to be a polynomial in k and (in some sense also in) x. This has led to the study of hereditarily polynomial bounded analysis which has to be carefully distinguished from so-called feasible analysis as we are going to discuss now.
Hereditarily polynomial bounded analysis versus feasible analysis
By hereditarily polynomial bounded analysis we mean subsystems PBA of analysis A whose provably recursive functions (and in some sense explained below also functionals) can be bounded by polynomials p 2 IN k]. More speci c (restricting ourselves for the moment to the special case of (13) where 8x 1 is not present) the following rule is supposed to hold:
PBA`8k 0 8y sk9z 0 A 0 (k; y; z) ) one can extract a polynomial p(k) 2 IN k] such that PBA `8k 0 8y sk9z 0 p(k) A 0 (k; y; z);
where PBA is a system closely related to PBA (here s is a closed term of PBA and A 0 (k; y; z) contains only k; y; z as free variables).
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Throughout this paper A 0 ; B 0 ; C 0 ; : : : denote quanti er-free formulas. We allow bounded number quanti ers 8x 0 t, 9x 0 t to occur in A 0 ; B 0 ; C 0 ; : : : since they can be expressed in a quanti er-free way using the bounded search-functional b which is included to all systems we are considering. T denotes the set of all nite types. FA`8k 0 9z 0 A 0 (k; z) ) 9f 2 Polytime FA `8k 0 A 0 (k; f(k)): Ferreira introduced in 4] a system of FA in the language of second-order arithmetic which includes a suitable version of the binary K onig's lemma WKL. He in particular proved (17) for his system (where FA := FA minus WKL).
Both approaches are incomparable:
1) The existence of a bound p(k) 2 IN k] of course yields a bound in Polytime 4 , namely p, but not a poly-time witness function (not even when A 0 is poly-time decidable which typically will not be the case in PBA) since Polytime is not closed under bounded search (but only under sharply bounded search).
2) The existence of a poly-time Skolem function f in (17) does not imply the existence of a bound p(k) 2 IN k] since not every poly-time function is bounded by a polynomial, e.g. f(k) := k logk is poly-time but growths faster than every polynomial.
So in short: hereditarily polynomial bounded analysis guarantees the extractability of uniform polynomial bounds whereas feasible analysis guarantees the existence (or when treated proof-theoretically the extractability) of poly-time algorithms. Although the latter approach may yield applications e.g. in the area of analytical number theory, many existential statement in analysis are monotone and therefore the restriction to bounds is no restriction at all here but has tremendous bene ts: it allows to incorporate many analytical constructions and principles which are known to be unfeasible (unless the polynomial hierarchy collapses). E.g. the work of H. Friedman and K.-I. Ko (see 9]) shows that almost all basic concepts in analysis, e.g. the Riemann integral, the supremum sup x2 0 ;1] f(x) and many others are not feasible (in general). So to a great extend one can say that there is no such thing as feasible analysis. On the other hand hereditarily polynomial bounded analysis is amazingly rich both w.r.t. to the size of the fragment of analysis which can be carried out in a suitable system for PBA and w.r.t. to the great variety of theorems which can be expressed in the form (13) which is due to the fact that e.g. 3 The range of hereditarily polynomial analysis
In 14], 15] we proposed a system G 2 A ! + AC-qf + for PBA. Here G 2 A ! is the second system in a hierarchy of subsystems (G n A ! ) n2IN of arithmetic in all nite types. The de nable type-1-objects of G n A ! correspond to the well-known Grzegorczyk hierarchy. Moreover G n A ! contains various functionals of higher type, a rule of quanti er-free extensionality in higher types where s = t is an abbreviation for 8x(sx = 0 tx), and all true universal axioms 8xA 0 (x) where A 0 is a quanti er-free formula and x is a tuple of variables of types 2. Here`true' refers to validity in the full set-theoretic type structure S ! . In particular these universal axioms capture the schema of quanti er-free induction (since bounded quanti cation can be expressed in a quanti er-free way in G n A ! using a bounded search functional). The reason for including all true universal axioms of the type above as axioms instead of using only the schema of quanti er-free induction is that axioms of this form have a trivial (monotone) functional interpretation and therefore do not contribute to the extractable bounds by their proofs but only by the terms used in their formulation. Of course in speci c proofs only nitely many of them are used.
In the special case of G 2 A ! we have the ; ; ; ; -combinators for all types (which allow the de nition of -abstraction), constants 0 0 (zero), S 00 (successor), min 0 and max 0 (minimum and maximum of pairs of numbers), + (addition), (multiplication), bounded predicative recursor constantsR , a bounded search functional b , a bounded maximum functional max fx (= max 0 (f0; : : : ; fx) and a bounded sum functional fx (= is a model also for this extension of G n A ! and since such extensions don't have any impact on extractable bounds we are free to use them and will do so in appendix B and still denote the resulting system by G n A ! .
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Here means that F ? must not be used in the proof of the premise of an application of the quanti er{free rule of extensionality QF{ER. G n A ! satis es the deduction theorem w.r.t but not w.r.t +. 18) a higher type formulation of K onig's lemma WKL 2 seq for sequences of binary trees. 6 Remark 3.6 The reason for assuming f to be uniformly continuous in some of the principles 1)-13) mentioned in the theorem, although we can weaken this to pointwise continuity in view of 14), is to make explicit the use of the non-standard axiom F ?
which is used only for 14)-18).
Let us denote from now on E-G 2 A ! + AC 1;0 -qf + AC 0;1 -qf + + F ? by PBA (for a set of axioms su cient for theorem 3.5). = 1 we show this in the appendix A2,3 to this paper). Whereas the fact that one can get rid of A X ; A K is crucial in recognizing that certain (non-constructive) analytical tools (e.g. Brouwer's xed point theorem) can be written as axioms , it is not necessary for the formalization of (23) (22) we are free to use these functions although they are not feasible and are still able to extract polynomial (and hence poly-time) bounds from proofs in PBA. 
f has (provably in G 2 A ! ) the following properties: A. 
) is a Cauchy sequence of real numbers with modulus 1 k+1 and so its limit is de nable in G 2 A ! ). For the applicability of the axioms in theorem 3.5 it is of importance to be able to eliminate the implicative premise In the following we write more suggestively f ! ; ! f for~ 1 f!;~ 2 f!.
The underlying intuition for the following de nition is roughly as follows: If f is uniformly continuous with modulus !, then f ! (n) := f(n). In the case that the continuity property is violated at the rst time at a point n, then we de ne f ! as a simple polygon using the f{values on the previous points:
De nition A.3. (1) and (2) Hence ! f is a modulus of uniform continuity for f ! .
Since every pair (f 1(0) ; ! 1 ) can be conceived now as a representation of a uniformly continuous function 0; 1] \ Q ! IR, namely that function which is represented by (~ 1 f!;~ 2 f!) (where~ 1 f! := f ! q;~ 2 f! := ! f ). 7 And every function g 1 can be conceived as a pair (f; !) by g 7 ! ( k 0 ; n 0 :(j 1 g)(j(k; n)); j 2 g) (where j i g := x 0 :j i (gx)), so g 1 represents the continuous function ( 1 g; 2 g ), where 1 g :=~ 1 ( k 0 ; n 0 :(j 1 g)(j(k; n)); j 2 g) and 2 g :=~ 2 ( k 0 ; n 0 :(j 1 g)(j(k; n)); j 2 g). Since every pair (f; !) can be coded by a function g, every uniformly continuous function 0; 1] \ Q ! IR is represented by some function g. In 11] we used a di erent representation of the space C 0; 1] (following 3] ) based on the Weierstra approximation theorem: A function f 2 C 0; 1] was represented as a Cauchy sequence w.r.t. k k 1 (with modulus 1=(k + 1)) of polynomials with rational coe cients.
Then we applied a construction, similarly to b f used in our representation of IR above, to ensure that every function f 1 could be conceived as such a Cauchy sequence.
However this representation is not convenient for our theory G 2 A ! since the coding of an arbitrary sequence of polynomials requires the coding of nite sequences of natural numbers (the codes of the coe cients) of variable length which can be carried out in G 3 A ! but not in G 2 A ! . Furthermore in practice the computation of an approximating sequence of polynomials to a given function is quite complicated (and even more when one deals with functions in several variables) whereas for most functions occurring in mathematics a modulus of continuity can be written down directly. Hence it is much more useful to extract bounds which require as a function input only the function endowed with a modulus of uniform continuity than an approximating sequence of polynomials. In our applications to approximation theory we always obtained bounds in functions with a modulus of continuity. Because of this we conjectured in 11] that this will always hold for extractions of bounds we obtain a bound on y in a representative of f in our sense, i.e. in f endowed with a modulus of uniform continuity.
The construction of f ! ; ! f looks quite complicated. However if f is already given with a modulus ! (as in concrete applications) then f ! does not change anything and ! f (n) is just a slight modi cation of ! and the proof of this (A.3.5 ) is almost trivial. The complicated clause in the de nition of f ! ; ! f is needed only to ensure that an arbitrary given pair (f; !) is transformed into a continuous function. The quite complicated proof of lemma A.3.6 is not relevant for the extraction process since the statement of this lemma is a purely universal sentence and therefore an axiom of G 2 A ! .
A.4 The functionals max IR ; + IR for sequences of variable length and The computation of the addition of a sequence of x real numbers a 0 ; : : :; a x requires the addition of corresponding sequences of the n{th rational approximations b a 0 (n); : : :; b a x (n) of these real numbers (for all n). For this we need the computation of a common divisor of b a 0 (n); : : :; b a x (n). However the size of such a common divisor will (in general) have an exponential growth in x and therefore is not de nable in G 2 R ! but only in G 3 R ! . This di culty is avoided by modifying representatives f of real numbers to representatives f 0 such that f = IR f 0 and the n{th rational approximation f 0 n of f 0 is a (code of a) fraction with a xed denominator. We choose 3(n + 1) + 1 as this denominator in order to ensure the right rate of convergence such that b f 0 = 1 f 0 . For the computation of max IR (a 0 ; : : :; a x ) this modi cation is (although not necessary) very convenient.
De nition A.4.1
k even ] if it exists and j 1 ( b f(3(n + 1))) is even min k 0 (j 1 ( b f(3(n + 1))) + 1) (3(n + 1) + 1) Proof: Since j(2i; 2 fn) codes i 2 fn+1 and 2 is a modulus of uniform continuity for the function : 0; 1] \ Q ! IR which is represented by 1 , S is just the n{th Riemann sum for the function represented by f. As we have mentioned already above, these Riemann sums S n form a Cauchy sequence with modulus 2=(n + 1). Hence (S 2n+1 ) n2IN is a Cauchy sequence with modulus 1=(n + 1). I f represents the limit of this sequence.
In the following we use the usual notation 
Proof: It is clear from the usual proofs in analysis that 1){5) are true. Since 1),2) and 4) are purely universal, they are axioms of G 2 A ! . 3) can be transformed into a purely universal sentence 3) 0
The proof of the equivalence of 3) and 3)' uses the extensionality of R 1 0 , which follows immediately from 4) and thus is also provable in G 2 A ! . 5) follows from 1),2) and 4). ). This proposition on sin (which is proved e.g. Remark B.1.1 1) It is well{known that 2){5) already characterize sin; cos (see e.g.
7]).
2) By the axioms 1) sin and cos are majorizable by x 0 ; n 0 :j(6(n + 1); 3(n + 1) ? 1) In the following we will write sin , cos also for~ sin ;~ cos since from the type of the argument it will always be clear whether sin , cos or their extensions~ sin ;~ cos are meant.
In the following we will introduce 2 . Similarly to the function M used in our representation of 0; 1] one constructs a function M 2 G 2 R ! such that fi : i 0 M ng contains (modulo our coding of Q) such a 1=(n+1){net (e.g. M n := j(8(n+1); n)). We add to G 2 A ! a function constant 1(0) exp n which is intended to represent the restriction of exp on ?n; n] \ Q. Since exp is Lipschitz continuous on ?n; n] with a Lipschitz constant e.g. := 3 n , we have the following universal axioms on 1(0) exp n in G 2 A !9
(1) 8x 0 ( d exp n x = 1 exp n x 1 M n^0 IR exp n x IR 3 n ); where M n is the boundedness function used in the representation of 0; 3 n ] (e.g. M n (k) := j(6 3 n (k + 1); 3(k + 1) ? 1)). 10 (2) 8x 0 ; y 0 ; q 0 ( ? n Q x; y Q n^jx ? Q yj Q q 3 n ! j exp n x ? IR exp n yj IR q):
As in the case of sin , by (2) we can extend exp n to a constant~ 1(1) exp n 2 G 2 R ! which represents the continuation of the function represented by exp n to ?n; n]. As for sin we will denote this extension also by exp n . The most important properties of exp (restricted on ?n; n]) can be expressed by purely universal sentences and thus are axioms of G 2 A ! :
(3) 8x 0 ; y 0 ( ? n Q y Q x Q n ! Z x y ( exp n t)dt = IR exp n x ? IR exp n y); exp n 0 = IR 1;
(4) 8x 0 ; y 0 ( ? n Q x; y; x + Q y Q n ! exp n (x + Q y) = IR exp n (x) IR exp n (y)):
By the continuity of exp n , (3) and (4) In contrast to G 2 A ! we can de ne the unrestricted exponential function in G 3 A ! as usual via the exponential series: 11 one easily de nes the sequence of partial sums of this series for rational arguments. From the quotient criterion one gets the convergence of this series together with a modulus of convergence. By the continuity of this series in x 2 IR with the modulus !(x; n) := 3 djb x(0)j+1e (n + 1) we can continue it on IR.
Analogously to the de nition of arcsin we can de ne the inverse function ln n of exp n using the fact that e.g. !(") := " 3 ?n is a modulus of strict monotonicity for exp n on ?n; n].
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As in the case of sin and cos we denote (according to the discussion in connection with theorem For notational simplicity we identify in the following the natural number n with its code j(2n; 0) as a rational number, e.g. we write x 0 Q n instead of x 0 Q j(2n; 0) in order to express that the rational number which is coded by x is the natural number n.
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In particular we can de ne a term exp n in G 3 A ! which satis es (provably) (1){(4).
In this appendix we have seen that sin; cos can be introduced relatively to G 2 A ! via new constants 1(0) sin ; 1(0) cos and purely universal axioms which express the usual (characterizing) properties of sin; cos. tan and the inverse functions arcsin; arccos; arctan of sin; cos; tan as well as can be de ned in G 2 A ! using sin ; cos . Furthermore for each xed n 2 IN the restriction exp n of the exponential function exp to ?n; n] can be introduced relatively to G 2 A ! via a new constant 1(0) exp n and its characterizing properties can be expressed as universal axioms. Thus by theorem 3.2.8 from 15] the use of sin; cos; tan; arcsin; arccos; arctan; and the local use of exp only contributes to the growth of provably functionals by majorants 2 G 2 R ! for the constants 1(0) sin ; 1(0) cos ; 1(0) exp n and the terms used in the formulation of their universal axioms and in the de nition of ; arcsin; arccos; arctan.
