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Abstract—The large-scale integration of plug-in electric vehi-
cles (PEVs) to the power grid spurs the need for efficient charging
coordination mechanisms. It can be shown that the optimal
charging schedule smooths out the energy consumption over time
so as to minimize the total energy cost. In practice, however, it is
hard to smooth out the energy consumption perfectly, because the
future PEV charging demand is unknown at the moment when
the charging rate of an existing PEV needs to be determined.
In this paper, we propose an Online cooRdinated CHARging
Decision (ORCHARD) algorithm, which minimizes the energy
cost without knowing the future information. Through rigorous
proof, we show that ORCHARD is strictly feasible in the sense
that it guarantees to fulfill all charging demands before due
time. Meanwhile, it achieves the best known competitive ratio
of 2.39. To further reduce the computational complexity of the
algorithm, we propose a novel reduced-complexity algorithm to
replace the standard convex optimization techniques used in
ORCHARD. Through extensive simulations, we show that the
average performance gap between ORCHARD and the offline
optimal solution, which utilizes the complete future information,
is as small as 14%. By setting a proper speeding factor, the
average performance gap can be further reduced to less than
6%.
I. INTRODUCTION
A. Background and Contributions
In recent years, billions of dollars have been pledged to fund
the development of electric vehicles and their components [1].
At the mean time, the massive load caused by the integration of
Plug-in Electric Vehicles (PEVs) into the power grid has raised
concerns about the voltage instability and transmission con-
gestion [2]. Uncontrolled PEV charging will lead to potential
cost at both generation and transmission sides. To mitigate the
negative effects and enjoy the benefit of PEVs’ integration, it
is critical to develop efficient charging control algorithms [3].
Most of the existing PEV charging algorithms are “offline” in
the sense that they rely on the non-causal information of future
PEV charging profiles when deciding the charging schedules.
That is, the arrival time and charging demand of a PEV are
assumed to be known to the charging station prior to the arrival
of the PEV. For instance, [4] requires all PEVs to negotiate
with the charging station about their charging schedules one
day ahead. However, this assumption does not hold in practice.
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of China (Project number 61201261), the National Basic Research Program
(973 program Program number 61101132) and the Competitive Earmarked
Research Grant (Project Number 419509) established under the University
Grant Committee of Hong Kong.
A PEV’s charging profile is revealed only after it arrives at
the charging station or connects to the charging pole.
Consider the most general case where neither the PEV
arrival instants, the charging demands, nor their distributions
are known a priori. We are interested in developing an online
charging algorithm that schedules PEV charging based only
on the information of the PEVs that have already arrived at
the charging station. Specifically, online algorithm refers to a
technique that processes inputs in a sequential manner with
no requirement for future data [5]. There are some recent
studies on online algorithms for PEV charging [6]–[10]. For
instance, [6] designed an online auction protocol for PEVs
to bid for charging opportunities. However, it assumes that
different types of PEVs have the same fixed charging rate,
which is not true in practice. [7], [8] proposed real-time
charging strategies by assuming that all PEVs own the same
plug-in time periods. In practice, however, the plug-in time
varies from different PEV owners. The algorithm proposed in
[10] is based on an overly simplifying assumption that there
will be no future PEV arrivals at the moments when charging
schedules are decided. The resulting charging schedule is
suboptimal, as it underestimates the overall charging load. To
date, most of the existing works, including [6]–[10], fail to
provide any performance analysis of their online algorithms.
The few work that analyzed the performance, e.g., [11], does
not guarantee the satisfaction of PEVs’ charging demands
before their departures.
In this paper, we propose an efficient Online cooRdinated
CHARging Decision (ORCHARD) algorithm that aims to
minimize the total charging cost by mimicking the offline
optimal charging decision. ORCHARD is strictly feasible in
the sense that it guarantees to satisfy all PEVs’ charging
demands before their due time, as long as the charging
demands are feasible. In contrast to the algorithms proposed in
[4], [7], [8], ORCHARD allows heterogeneity among PEVs.
That is, PEVs can have arbitrary arrival (or plug-in time) and
departure times, charging demands and maximum charging
rates. We show that ORCHARD is strictly feasible in the
sense that it guarantees to fulfill all charging demands before
the due time. More importantly, we rigorously analyze the
performance of ORCHARD in terms of competitive ratio.
Our analysis shows that ORCHARD achieves a competitive
ratio of 2.39, which is the best known ratio so far. To
further reduce the computational complexity, we propose a
ar
X
iv
:1
31
0.
35
80
v4
  [
cs
.D
S]
  2
8 N
ov
 20
13
low-complexity optimization routine to replace the standard
convex optimization algorithms used in ORCHARD. Extensive
simulations show that the average performance gap between
ORCHARD and the offline optimal solution is as small as
14%. The gap can be reduced to 6%, if the speeding factor
used in the algorithm is carefully chosen according to the
charging demand pattern.
B. Related Work
The charging scheduling for PEV is similar to, but not
the same as, the speed scaling problem in the CS literature.
Speed scaling is a power management technique that involves
dynamically changing the speed of a processor [12]–[16].
Specifically, the processor must schedule in real-time a number
of tasks and allocate a processing rate to each of them, given
that all tasks can be completed before their predetermined
deadlines. The processor tries to minimize the total energy
cost, where the energy cost at each time t is a positive power
function of the total processing rate s(t) at that time, i.e. sα(t).
The key difference from a PEV charging problem is that speed
scaling does not place a constraint on the maximum processing
rate of each individual job as the PEV charging problem,
where each PEV has a maximum charging rate. Another
difference is that the cost function of PEV charging problem
is a general polynomial instead of a positive power function.
In other words, the speed scaling problem is a special case of
the PEV charging problem in both objective and constraints.
The first offline optimal algorithm to solve the speed scaling
problem was proposed by Yao, Demers and Shenker (YDS)
[12]. Later, [12] proposed two online algorithms, i.e. Average
Rate (AVR) and Optimal Available (OA). Conceptually, AVR
processes a task at a rate equals to its average work load within
its specified starting time and deadline independent of other
tasks. The algorithm is proved to be 2α−1αα-competitive in
[12]. OA uses YDS to calculate the current optimal processing
rate by assuming no more tasks will be released in the
future, and its competitive ratio was proved to be αα in [13].
Apparently, the OA solution is suboptimal, as it underestimates
the future workload. To address the problem, [14] proposed a
qOA algorithm that scales up the processing rate of OA by
a factor q > 1. It also showed that qOA works better than
OA and AVG in terms of competitive ratio. There are many
follow-up works on extended topics, such as managing both
temperature and power [13], minimizing the total flow plus
energy [15] [16]. The existing online algorithms cannot be
directly applied to solve our problem, mainly because they
do not consider the limits on the maximum processing speeds
of the tasks. The problem investigated in this paper, on the
other hand, can be viewed as a generalized speed scheduling
problem. That is, the proposed algorithm and its analysis can
be directly extended to solve the generalized speed scaling
problem where individual processing rate bound applies.
The rest of the paper is organized as follows. We construct
the offline model in Section II. In Section III, performance
metric and online algorithm OA are introduced, and the online
algorithm ORCHARD is proposed and analyzed. A method
used to reduce the complexity of ORCHARD is put forward
in Section IV. Simulation results are presented in Section V.
Finally, the paper is concluded in Section VI.
II. OFFLINE OPTIMAL PEV CHARGING SCHEDULING
A. Problem Formulation
We consider the PEV charging scheduling problem, in
which PEVs arrive at the charging station at random instants
with random charging demands that must be fulfilled before
their departure time. Suppose that N PEVs arrive during a time
period T , indexed from 1 to N according to their arrival order.
Notice that for a given time period T , N itself is a random
variable due to the random arrival of PEVs. Let Di, t
(s)
i , t
(e)
i
denote the charging demand, arrival time, and departure time
of PEV i, respectively. Due to the battery constraint, PEV i
can only be charged at a rate xit ∈ [0, Ui], where Ui is the
maximum charging rate. For the formulation to be meaningful,
we assume that all the charging demands are feasible. That is,
Di ≤ min{Ui(t(e)i − t(s)i ), ζi} holds for all i, where ζi is the
battery capacity of PEV i.
We assume that the total charging rate of all PEVs can
always be met by the charging station at any time t. Let It be
the set of PEVs parking in the station at time t. The charging
station has the control of the charging rate xit for each PEV
i. We define st as the total charging rate of time t, i.e., st =∑
i∈It xit. The power source of a charging station range from
fuel, boiler, turbine to generator. From previous studies [17],
the generation cost at time t is in general a quadratic function
of the total charging rate at that time, i.e.,
ast + bs
2
t , (1)
where a and b are constants. The optimal charging scheduling
problem that minimizes the total cost is then formulated as
follows:
min
xit
∫ T
0
(
a
∑
i∈It
xit + b(
∑
i∈It
xit)
2
)
dt (2a)
s. t.
∫ t(e)i
t
(s)
i
xitdt ≥ Di, i = 1, 2, . . . , N, (2b)
0 ≤ xit ≤ Ui, i = 1, 2, . . . , N, t ∈
[
t
(s)
i , t
(e)
i
]
,
(2c)
Problem (2) is a convex optimization problem. In the ideal
case when all PEVs’ charging profiles, including t(s)i , t
(e)
i ,
Ui and Di, are known to the charging station noncausally
at time 0, one can obtain the optimal xit for all i and t
by solving (2) before the start of system time. We refer
to the optimal solution obtained with noncausal information
as offline optimal solution. In practice, however, a PEV’s
charging profile is revealed only after it arrives at the station.
In the section III, we will investigate an online PEV charging
problem that determines the charging rate at each time t based
only on the current and past information.
2
t … ...
1

2
 3 4 5 6
… ...
EV 1
EV 2
EV 3
EV 4
)(
1
s
t
)(
2
s
t
)(
3
s
t … ...
)(
1
e
t
)(
2
e
t
)(
4
s
t
)(
4
e
t,
)(
3
e
t
Relabel
7
t
5
t
6
t4t3t1t
Fig. 1. Illustration of one offline case
B. Model Transformation
A close look at (2) suggests that there are infinite variables
xit, because the time t is continuous. In this subsection, we
show that the problem can be equivalently transformed to one
with a finite number of variables.
As illustrated in Fig. 1, we relabel the time instants t(s)i
and t(e)i as t1, t2, · · · in sequential order. Notice that the time
instants are the times when either an arrival or a departure
event occurs. It is possible that more than one PEV arrives or
departs at the same time. For instance, in Fig. 1, both PEV3
and PEV4 leave at t6. Define a time interval as the time period
between two adjacent time instants. Notice that the set of cars
parked in the station does not change in the middle of a time
interval. Let K denote the set of indices of the time intervals,
and δk(k ∈ K) denote the length of kth interval. We show in
Lemma 1 that the total charging rate is a constant during each
time interval.
Lemma 1: Let x∗it denote an optimal solution to (2) and
s∗t =
∑
i∈It x
∗
it. Then, the optimal total charging rate s
∗
t
remains constant in each time interval. Moreover, there exists
an optimal solution where x∗it remains constant during each
time interval.
Proof: The proof is given by contradiction. The optimal
total charging rate at time t ∈ [tk, tk+1) is denoted by s˜k(t) =∑
i∈I(tk) x
∗
it, k = 1, ...,K. Let sk =
∫ tk+1
tk
s˜k(t)dt/(tk+1−tk)
be the average charging rate in δk. Note that sk is always
achievable by setting the charging rate of each EV i as∫ tk+1
tk
x∗itdt/ (tk+1 − tk). By Jensen’s inequality, we have∫ tk+1
tk
asˆk(t) + b (sˆk(t))
2
tk+1 − tk dt
≥a
∫ tk+1
tk
sˆk(t)dt
tk+1 − tk + b
[∫ tk+1
tk
sˆk(t)dt
tk+1 − tk
]2
= ask + bs
2
k.
(3)
Equivalently, we have∫ tk+1
tk
[
asˆk(t) + b (sˆk(t))
2
]
dt ≥ (tk+1 − tk) (ask + bs2k).
(4)
From (4), the uniform total charging rate sk incurs no higher
cost than that of x∗it, which contradicts with the assumption
that x∗it is the optimal charging schedule. Therefore, the op-
timal charging schedule must produce constant total charging
rate in each interval δk, which completes the proof. 
Due to Lemma 1, we denote the constant charging rate of
PEV i in the kth interval by xik. Likewise, denote J (i) as
the set of indices of the time intervals during which PEV i
parks in the station, I(k) as the set of PEVs that park in
the kth interval. Thanks to Lemma 1, we can equivalently
transform problem (2) to the following form that has finitely
many variables:
min
xik
∑
k∈K
a ∑
i∈I(k)
xik + b(
∑
i∈I(k)
xik)
2
 δk (5a)
s.t.
∑
k∈J (i)
xikδk ≥ Di, i = 1, 2, . . . , N, (5b)
0 ≤ xik ≤ Ui, i = 1, 2, . . . , N, k ∈ J (i), (5c)
III. ONLINE ALGORITHM
In this section, we formulate the online PEV charging
problem and present an efficient online algorithm ORCHARD.
We show that ORCHARD achieves a competitive ratio that
is the best known so far. Moreover, the algorithm is strictly
feasible in the sense that it always ensures to satisfy all PEV
charging demands.
A. Online PEV Charging and Performance Metric
The online PEV charging problem assumes that, at any time
instant t, the scheduler only knows the charging profiles of the
PEVs that have arrived upon or before t. Based on the causal
information, the scheduler makes an online decision of the
charging rates xit at each time t. Once the decision is made,
it cannot be changed afterwards. Without knowing the entire
information, an online algorithm is forced to make decisions
that may later turn out to be suboptimal. Thus, we have
ΨON ≥ Ψ∗, where ΨON denotes the total cost induced by
an online algorithm and Ψ∗ denotes the optimal cost obtained
by the offline optimization.
A typical metric to evaluate the performance of an online
algorithm is through competitive analysis, which compares
the relative performance of an online and offline algorithm
under the same sequence of inputs (e.g., the PEV charging
profiles in our problem) [5]. In particular, the competitive
ratio of an online algorithm is the maximum ratio between
its performance and that of the offline optimal algorithm over
all possible input sequences. The formal definition is given in
the following Definition 1 [5].
Definition 1: An online algorithm is c−competitive if there
exists a constant θ such that
ΨON ≤ c ·Ψ∗ + θ (6)
holds for any input.
The competitive ratio is always larger than 1. Notice that
the competitive ratio measures the performance ratio in the
worst case. Very often, the average performance ratio is much
smaller than c. This will be shown in the simulation section in
which ORCHARD with competitive ratio equals 2.39 achieves
an average performance ratio less than 1.06.
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Fig. 2. Illustration of one online case
B. Online Optimal Available (OA) Algorithm
In this subsection, we describe an intuitive online scheme
called OA, which, although suboptimal, will be helpful in
understanding our proposed ORCHARD algorithm.
The OA algorithm works as follows. At a time instant
tj when a PEV arrives, the scheduler calculates the optimal
charging schedule assuming that no more PEVs will arrive
in the future. More specifically, the scheduler solves the
following problem (8) at time instant tj , where I¯(t, tj) denotes
the set of PEVs who have arrived by time tj and will be present
at the future time t ∈ (tj , T¯ (tj)],
T¯ (tj) = max{t(e)i : i ∈ Itj} (7)
denotes the latest departure time of all PEVs that have already
arrived by tj(recall that Itj is the set of PEVs parking in the
station at time tj), D¯i(tj) denotes the residual demand to be
satisfied for PEV i at time tj .
min
xit
∫ T¯ (tj)
tj
a ∑
i∈I¯(t,tj)
xit + b(
∑
i∈I¯(t,tj)
xit)
2
 dt
(8a)
s. t.
∫
t∈[tj ,t(e)i ]
xitdt ≥ D¯i(tj), i ∈ Itj , (8b)
0 ≤ xit ≤ Ui, i ∈ Itj , t ∈
[
tj , t
(e)
i
]
, (8c)
Notice that Problem (8) does not schedule the charging rates
before time tj . This is because the changing schedule that
has been executed in the past cannot be changed afterwards.
Having obtained the solution to (8), the scheduler charges the
PEVs according to the solution until a new PEV arrives. Then,
Problem (8) is re-solved with the updated set of charging
profiles. Similar to the discussion in subsection II-B, the time
axis in Problem (8) can be divided into intervals defined by
the arrival and departure instants of the existing PEVs. By
keeping a charging rate in each interval constant, Problem
(8) can be equivalently transformed to one with finitely many
variables. As OA assumes no future arrivals, the time intervals
are defined by time tj and the departure times of the PEVs
that are present at tj , as shown in Fig. 2. Denote K¯(tj) as the
set of indices of the intervals seen at time tj , δ¯k(tj), where
k ∈ K¯(tj) as the length of the kth interval, I¯(k, tj) as the set
of PEVs who have arrived by time tj and will be in the station
at interval k, k ∈ K¯(tj), and J¯ (i, tj) as the set of indices of
time intervals that PEV i will park in the station. It directly
follows from Lemma 1 that there exists an optimal solution to
(8) where the optimal charging rates are constants during each
interval. Denote xik by the charging rate of PEV i in interval
k, k ∈ K¯(tj). Then, (8) is equivalent to the following discrete
time optimization problem
min
xik
∑
k∈K¯(tj)
a ∑
i∈I¯(k,tj)
xik + b(
∑
i∈I¯(k,tj)
xik)
2
 δ¯k(tj)
(9a)
s.t.
∑
k∈J¯ (i,tj)
xik δ¯k(tj) ≥ D¯i(tj), i ∈ Itj , (9b)
0 ≤ xik ≤ Ui, i ∈ Itj , k ∈ J¯ (i, tj), (9c)
C. The ORCHARD Algorithm
The charging rate scheduled by OA tends to be smaller
than the optimal offline solution due to the neglection of
future demands. In ORCHARD, we speed up the charging
schedule obtained from (9) by a speed-up factor q (q ≥ 1).
Roughly speaking, the total charging rate by ORCHARD is q
times that of OA. The value of q determines the performance
of ORCHARD, including both the competitive ratio and the
average performace. We will discuss how to set a proper q to
obtain the minimum competitive ratio in Section III-D and to
obtain the best average performance in Section V-B.
We denote by x¯ik(tj) the charging rate of PEV i ∈ Itj
computed by OA at time tj , xˆit the charging rate of PEV i
at time t computed by ORCHARD, and sˆt the sum of xˆit at
time t. With the speed-up factor q, the OA problem (Problem
(8) or (9)) needs to be re-solved not only when there is a new
car arrival, but also when a PEV finishes charging. This is
because the PEVs may finish charging before their departure
time calculated by OA due to the speedup. At each time instant
tj when the OA problem has to be re-solved, the right hand
side of (9b) is updated as follows
D¯i(tj)
=

0, if PEV i finishes charging,
Di, if PEV i arrives,
D¯i(tj−1)− xˆitj−1(tj − tj−1), otherwise.
(10)
Here, xˆitj−1 denotes the constant charging rate between tj−1
and tj . Moreover, we also need to update J¯ (i, tj), δ¯k(tj) and
I¯(k, tj) according to the PEVs that are present at tj . A pseudo
code of ORCHARD is presented in Algorithm 1 and explained
as follows:
Step 1: Once a PEV arrives or finishes charging, at time tj ,
we set tj as the current starting time and update Itj as well as
other parameters based on current information of PEVs (line
3).
Step 2: Calculate the charging solution x¯i1(tj) for PEV
i ∈ Itj using the OA algorithm, i.e. solving (9) by given the
updated parameters (line 4).
Step 3: Determine the total charging rate, which is the
minimum of q times of the total charging rate computed by
OA, i.e.,
∑
i∈I¯tj x¯i1(tj), and the sum of maximum charging
rate of current PEVs, i.e.,
∑
i∈I¯tj Ui (line 5).
Step 4: Determine the charging solution of ORCHARD, by
setting the charging rate of PEV i as in line 6 in Algorithm 1,
we can make sure: 1) for each PEV, the charging rate does not
exceed its maximum charging rate, i.e., xit ≤ ui, i ∈ Itj ; 2)
the sum of the charging rates equals total charging rate given
by Step 3, i.e.,
∑
i∈Itj xˆit = sˆt; 3) for each PEV, the charging
rate is no smaller than the solution given by OA in Step 2,
i.e., xˆit ≥ x¯i1(tj),∀i ∈ Itj (line 6).
Algorithm 1: ORCHARD
input : Ui, t
(e)
i , Di of all parking PEVs
output: xˆit
1 initialization j = 0;
2 while a PEV arrives or finishes charging do
3 Let j = j + 1, record current time tj . Calculate
δ¯k(tj), I¯(k, tj), k ∈ K¯(tj), J¯ (i, tj), D¯i(tj), i ∈ Itj .
4 Solve problem (9) for the optimal solution
x¯i1(tj)∀i ∈ I¯tj .
5 Set sˆt = min{q ·
∑
i∈I¯tj x¯i1(tj),
∑
i∈I¯tj Ui}.
6 Set the charging rate of PEV i at the time t ≥ tj as
xˆit = min{x¯i1(tj) + Ui−x¯i1(tj)∑
i∈I¯tj
(Ui−x¯i1(tj)) ·
q−1
q sˆt, Ui}.
7 end
Note that OA always guarantees a feasible solution. It can be
easily inferred that ORCHARD can also guarantee producing
a feasible solution since its charging rate is always no smaller
than that of the OA.
D. Derivation of Competitive Ratio
In this subsection, we show that ORCHARD is 2.39-
competitive. Here, we use an amortized local competitiveness
analysis and a potential function Φ(t) which is a function of
time. In particular, Φ is chosen as
Φ(0) = Φ(T ) = 0. (11)
We always denote the current time as τ0. Let sˆ and s∗
be the current total charging rate of ORCHARD and the
optimal offline algorithm respectively. In order to establish
that ORCHARD is c-competitive, it is sufficient to show that
the following key equation
(asˆ+ b(sˆ)2) +
dΦ
dτ0
≤ c · (as∗ + b(s∗)2), (12)
holds for all τ0 ≤ T . This is because the integral over the
entire time T on both sides leads to∫ T
0
(asˆ+ b(sˆ)2)dt ≤ c ·
∫ T
0
(as∗ + b(s∗)2)dt, (13)
where
∫ T
0
(asˆ + b(sˆ)2)dt is the total cost of ORCHARD,∫ T
0
(as∗ + b(s∗)2)dt is the cost of optimal offline algorithm.
In this sense, (13) is consistent with the definition in (6).
Before providing the proof of competitiveness, we introduce
the following notations. Let wˆ(t′, t′′) and w∗(t′, t′′) denote the
total remaining demand of PEVs whose deadlines are between
[t′, t′′] for ORCHARD and the offline optimal algorithm
respectively. We further denote
d(t′, t′′) = max
{
0,min{wˆ(t′, t′′), 1
q
∑
i∈I(t′)
Ui(t
′′ − t′)}
−min{w∗(t′, t′′),
∑
i∈I(t′)
Ui(t
′′ − t′)}
}
(14)
as the amount of additional demand left for ORCHARD
with deadline in (t′, t′′]. Then, we define a sequence of time
points τ1, τ2, · · · as follows: let τ1 be the time such that
d(τ0, τ1)/(τ1 − τ0) is maximized. If there are several such
points, we choose the furthest one. Given τk, we let τk+1 > τk
be the furthest point that maximizes d(τk, τk+1)/(τk+1− τk),
i.e.,
τk+1 = arg max
τ>τk
d(τk, τ)/(τ − τk). (15)
The “load intensity gap” within (τk, τk+1] is denoted as
gk = d(τk, τk+1)/(τk+1 − τk), k = 1, 2, · · · . (16)
Evidently, gk is a non-negative monotonically decreasing
sequence.
We are now ready to define the potential function Φ as
Φ = β1·a
∞∑
k=0
((τk+1−τk)gk)+β2·b
∞∑
k=0
((τk+1−τk)g2k), (17)
where β1, β2 are constants which will be assigned values later.
We notice that Φ(0) = Φ(T ) = 0 holds, since the load is
clearly zero before any PEV arrives and after the last deadline.
Before we give the Theorem 1, we provide the following
Lemma which will be used in the theorem.
Lemma 2:
qg0 ≤ sˆ ≤ qg0 + qs∗. (18)
Proof: Based on the definition, we have following two inequal-
ities
wˆ(τ0, τ1)
τ1 − τ0 ≤
∑
i∈I(τ0)
Ui, (19a)
w∗(τ0, τ1)
τ1 − τ0 ≤
∑
i∈I(τ0)
Ui, (19b)
which hold because all the PEVs with deadlines in [τ0, τ1]
must park in the station at current time τ0 such that∑
i∈I(τ0) Ui is larger or equal to
∑
i∈I(t) Ui for t ∈ (τ0, τ1].
Due to the setting of sˆ in our online algorithm, either the
inequality
q
wˆ(τ0, τ1)
τ1 − τ0 ≤ sˆ <
∑
i∈I(τ0)
Ui (20)
or
sˆ =
∑
i∈I(τ0)
Ui ≤ q wˆ(τ0, τ1)
τ1 − τ0 (21)
holds. Similarly, for optimal total charging rate s∗ in offline
algorithm, the inequality
w∗(τ0, τ1)
τ1 − τ0 ≤ s
∗ ≤
∑
i∈I(τ0)
Ui (22)
holds since w∗(τ0, t) does not include the demand of the future
coming PEVs while s∗ dose. From the definition of gk, we
get that
g0 = max
{
0,min{ wˆ(τ0, τ1)
τ1 − τ0 ,
1
q
∑
i∈I(τ0)
Ui}−
min{w
∗(τ0, τ1)
τ1 − τ0 ,
∑
i∈I(τ0)
Ui}
} (23)
To further reduce g0, we need to discuss the following four
cases.
Case 1: If
q
wˆ(τ0, τ1)
τ1 − τ0 ≥
∑
i∈I(τ0)
Ui and
w∗(τ0, τ1)
τ1 − τ0 =
∑
i∈I(τ0)
Ui, (24)
then from (21) (22) we get
sˆ = s∗ =
∑
i∈I(τ0)
Ui (25)
and
g0 = max
{
0,
1
q
∑
i∈I(τ0)
Ui −
∑
i∈I(τ0)
Ui
}
= 0. (26)
Hence,
qg0 = 0 ≤ sˆ =
∑
i∈I(τ0)
Ui ≤ q
∑
i∈I(τ0)
Ui = qg0 + qs
∗. (27)
Case 2: If
q
wˆ(τ0, τ1)
τ1 − τ0 <
∑
i∈I(τ0)
Ui and
w∗(τ0, τ1)
τ1 − τ0 =
∑
i∈I(τ0)
Ui, (28)
then from (20) (22) we get
sˆ ≤ s∗ =
∑
i∈I(τ0)
Ui (29)
and
g0 = max
{
0,
wˆ(τ0, τ1)
τ1 − τ0 −
∑
i∈I(τ0)
Ui
}
= 0. (30)
Hence,
qg0 = 0 ≤ sˆ ≤ q
∑
i∈I(τ0)
Ui = qg0 + qs
∗. (31)
Case 3: If
q
wˆ(τ0, τ1)
τ1 − τ0 ≥
∑
i∈I(τ0)
Ui and
w∗(τ0, τ1)
τ1 − τ0 <
∑
i∈I(τ0)
Ui, (32)
then from (21) (22) we get
s∗ ≤ sˆ =
∑
i∈I(τ0)
Ui (33)
and
g0 = max
{
0,
1
q
∑
i∈I(τ0)
Ui − w
∗(τ0, τ1)
τ1 − τ0
}
. (34)
If
1
q
∑
i∈I(τ0)
Ui ≤ w
∗(τ0, τ1)
τ1 − τ0 , (35)
then we get g0 = 0, and
qg0 = 0 ≤ sˆ =
∑
i∈I(τ0)
Ui ≤ qw
∗(τ0, τ1)
τ1 − τ0 ≤ qs
∗ = qg0 + qs∗.
(36)
If
1
q
∑
i∈I(τ0)
Ui >
w∗(τ0, τ1)
τ1 − τ0 , (37)
then we get
g0 =
1
q
∑
i∈I(τ0)
Ui − w
∗(τ0, τ1)
τ1 − τ0 . (38)
Hence, from (33) we have
qg0 =
∑
i∈I(τ0)
Ui − qw
∗(τ0, τ1)
τ1 − τ0 ≤ sˆ, (39a)
and from (22) we have
qg0 + qs
∗ =
∑
i∈I(τ0)
Ui − qw
∗(τ0, τ1)
τ1 − τ0 + qs
∗ ≥
∑
i∈I(τ0)
Ui = sˆ.
(40a)
Since (18) holds for both cases, we see that (18) holds in Case
3.
Case 4: If
q
wˆ(τ0, τ1)
τ1 − τ0 <
∑
i∈I(τ0)
Ui and
w∗(τ0, τ1)
τ1 − τ0 <
∑
i∈I(τ0)
Ui, (41)
we get
g0 = max
{
0,
wˆ(τ0, τ1)
τ1 − τ0 −
w∗(τ0, τ1)
τ1 − τ0
}
. (42)
When wˆ(τ0, τ1) ≥ w∗(τ0, τ1), (23) is reduced to
g0 =
wˆ(τ0, τ1)
τ1 − τ0 −
w∗(τ0, τ1)
τ1 − τ0 . (43)
Recall that sˆ = qsOA where sOA is the total charging rate of
OA algorithm given the current demand wˆ (τ0, τ1), and s∗ is
the charging rate given w∗ (τ0, τ1) and possible future arrivals
of other PEVs. Notice that both wˆ(τ0, τ1) and w∗(τ0, τ1) do
not include the charging demand of future coming PEVs, and
the difference between sOA and wˆ(τ0, τ1)/(τ1 − τ0) is only
resulted from the bounds of current PEVs , while the difference
between s∗ and w∗(τ0, τ1)/(τ1 − τ0) is due to the bounds of
current PEVs as well as the possible heavy load of future
coming PEVs. Therefore,
sOA − wˆ(τ0, τ1)
τ1 − τ0 ≤ s
∗ − w
∗(τ0, τ1)
τ1 − τ0 (44)
As sˆ = qsOA, we have
sˆ− q wˆ(τ0, τ1)
τ1 − τ0 ≤ qs
∗ − qw
∗(τ0, τ1)
τ1 − τ0 . (45)
Hence we get the following inequalities:
qg0 = q
wˆ(τ0, τ1)
τ1 − τ0 − q
w∗(τ0, τ1)
τ1 − τ0 ≤ sˆ, (46a)
qg0 + qs
∗ ≥ (q wˆ(τ0, τ1)
τ1 − τ0 − q
w∗(τ0, τ1)
τ1 − τ0 )
+ (sˆ− q wˆ(τ0, τ1)
τ1 − τ0 + q
w∗(τ0, τ1)
τ1 − τ0 ) = sˆ, (46b)
where the last inequality of (46a) and the first inequality of
(46b) are derived from (20) and (45) respectively. For the case
that wˆ(τ0, τ1) < w∗(τ0, τ1), we have g0 = 0 and sˆ ≤ qs∗ by
adding on left hand side of (45) qwˆ(τ0, τ1)/(τ1−τ0) and right
hand side qw∗(τ0, τ1)/(τ1−τ0). Therefore, (18) holds in case
4.
Finally, inequality (18) holds in all the four cases. This
completes the proof. 
In the following Theorem 1, we derive the competitive ratio
of ORCHARD.
Theorem 1: ORCHARD is 2.39-competitive by setting q =
1.46.
Proof: We can derive from (17) that
dΦ
dτ0
=β1 · a
∞∑
k=0
d [(τk+1 − τk)gk]
dτ0
+ β2 · b
∞∑
k=0
d
[
(τk+1 − τk)g2k
]
dτ0
.
(47)
When wˆ(τ0, τ1) < w∗(τ0, τ1), we divide into following four
cases to prove that g0 = 0, where τ1 is infinity.
1) If
q
wˆ(τ0, τ1)
τ1 − τ0 ≥
∑
i∈I(τ0)
Ui and
w∗(τ0, τ1)
τ1 − τ0 =
∑
i∈I(τ0)
Ui,
(48)
then (26) implies that g0 = 0.
2) If
q
wˆ(τ0, τ1)
τ1 − τ0 <
∑
i∈I(τ0)
Ui and
w∗(τ0, τ1)
τ1 − τ0 =
∑
i∈I(τ0)
Ui,
(49)
then (30) implies that g0 = 0.
3) If
q
wˆ(τ0, τ1)
τ1 − τ0 ≥
∑
i∈I(τ0)
Ui and
w∗(τ0, τ1)
τ1 − τ0 <
∑
i∈I(τ0)
Ui,
(50)
then
q
w∗(τ0, τ1)
τ1 − τ0 ≥ q
wˆ(τ0, τ1)
τ1 − τ0 ≥
∑
i∈I(τ0)
Ui. (51)
Hence,
g0 = max
{
0,
1
q
∑
i∈I(τ0)
Ui − w
∗(τ0, τ1)
τ1 − τ0
}
= 0. (52)
4) If
q
wˆ(τ0, τ1)
τ1 − τ0 <
∑
i∈I(τ0)
Ui and
w∗(τ0, τ1)
τ1 − τ0 <
∑
i∈I(τ0)
Ui,
(53)
then
g0 = max
{
0,
wˆ(τ0, τ1)
τ1 − τ0 −
w∗(τ0, τ1)
τ1 − τ0
}
= 0. (54)
Hence, g0 = 0 holds when wˆ(τ0, τ1) < w∗(τ0, τ1). Then
dΦ/dτ0 remains zero and sˆ ≤ qs∗ by Lemma 2. Then, (12)
always holds by letting q2 ≤ c. Therefore, we only consider
the case that wˆ(τ0, τ1) ≥ w∗(τ0, τ1) with q2 ≤ c. For the
speed scaling problem in [15], since there is no constraint
of scheduling rate for each individual job, both the online and
offline algorithm can always have a solution that only schedule
one job that the load intensity gap varies only in at most two
time intervals. However, in our problem, since for any PEV,
its charging rate can not exceed the maximum charging rate,
this leads to that the scheduler should at least charging one
PEV at time τ0. Then we should compute the differential of
intensity gap for all intervals and then combine them together.
For the time interval [τ0, τ1], we have
d(τ1 − τ0)g0
dτ0
=(τ1 − τ0)
(τ1 − τ0)dd(τ0,τ1)dτ0 + d(τ0, τ1)
(τ1 − τ0)2 − g
2
0 =
dd(τ0, τ1)
dτ0
(55)
and
d(τ1 − τ0)g20
dτ0
=2g0(τ1 − τ0)
(τ1 − τ0)dd(τ0,τ1)dτ0 + d(τ0, τ1)
(τ1 − τ0)2 − g
2
0
=2g0
dd(τ0, τ1)
dτ0
+ g20 .
(56)
For the time interval (τk, τk+1], k = 1, 2, . . ., we have
d((τk+1 − τk)gk)
dτ0
=
dd(τk, τk+1)
dτ0
<
dd(τk, τk+1)
dτ0
, (57)
and
d((τk+1 − τk)g2k)
dτ0
= 2gk
dd(τk, τk+1)
dτ0
< 2g0
dd(τk, τk+1)
dτ0
,
(58)
where the last inequality holds because gk < g0, ∀k > 0.
Summing up (55)(56)(57) and (58), dΦ/dτ0 is upper bounded
by
β1a
( ∞∑
k=0
dd(τk, τk+1)
dτ0
)
+ β2b
(
2g0
∞∑
k=0
dd(τk, τk+1)
dτ0
+ g20
)
=β1a(−sˆ+ s∗) + β2b
(
2g0(−sˆ+ s∗) + g20
)
.
(59)
Then, to prove (12), it suffices to show that the following
inequality holds, where
(asˆ+ b(sˆ)2) + (β1a(−sˆ+ s∗) + β2b(2g0(−sˆ+ s∗) + g20))
− c(as∗ + b(s∗)2) ≤ 0.
(60)
And it is also suffices to show that the following two inequal-
ities hold, where
asˆ+ β1a(−sˆ+ s∗)− c · as∗ ≤ 0 (61a)
b(sˆ)2 + β2b(2g0(−sˆ+ s∗) + g20)− c · b(s∗)2 ≤ 0. (61b)
Notice that the LHS of (61a) is a linear function of sˆ, it
therefore suffices to show that (61a) holds for all s∗ ≥ 0
and g0 ≥ 0 when sˆ = qg0 and sˆ = q(s∗ + g0), i.e.,
(1− β1)qg0 + (β1 − c)s∗ ≤ 0 (62a)
(1− β1)(qg0 + qs∗) + (β1 − c)s∗ ≤ 0. (62b)
Since c ≥ 1, q ≥ 1, by setting β1 = 1, (62) holds for all s∗ ≥ 0
and g0 ≥ 0. Similarly, since the LHS of (61b) is a convex
function of sˆ, it therefore suffices to show that (61b) holds for
all s∗ ≥ 0 and g0 ≥ 0 when sˆ = qg0 and sˆ = q(s∗ + g0). To
obtain the lowest competitive ratio, we need to determine the
values of q(1 ≤ q2 ≤ c) and β2 that minimize c. This can be
achieved by using the numerical method in [14]. We do not
present the detailed steps but only the numerical results. That
is, the optimal parameters are q = 1.46 and β2 = 2.7, where
the lowest competitive ratio is 2.39. 
IV. A LOW COMPLEXITY SOLUTION ALGORITHM TO
PROBLEM (5) AND (9)
The major complexity of Algorithm 1 lies in the compu-
tation involved in solving Problem (9) every time when a
PEV arrives or finishes charging. By exploring the special
structure of the optimal solution, we propose in this section
a low-complexity solution algorithm to solve problem (9).
Notice that Problem (9) and the offline optimization problem
(5) have exactly the same structure. Both of them are to
minimize a convex and additive objective function over a
polyhedron. Thus, the algorithm proposed here can also apply
to (9). The proposed algorithm is shown to have a much lower
computational complexity than generic convex optimization
algorithms, such as interior point method.
A. KKT Optimality Conditions
The KKT conditions to the convex problem (5) are
a+ 2b
∑
j∈I(k)
x∗jk − λi + νik − ωik = 0, i = 1, . . . , N, k ∈ J (i).
(63a)
λi(Di −
∑
k∈J (i)
x∗ik) = 0, i = 1, . . . , N. (63b)
ωikx
∗
ik = 0, i = 1, . . . , N, k ∈ J (i). (63c)
νik(x
∗
ik − Ui) = 0, i = 1, . . . , N, k ∈ J (i). (63d)
where λ, ω and ν are the non-negative optimal Lagrangian
multipliers to the respective constraints. We separate our
analysis into the following three cases:
1) If x∗ik1 ∈ (0, Ui) for a particular PEV i in a time interval
k1 ∈ J (i), then, by complementary slackness, we have
νik1 = wik1 = 0. From (63a), sk1 =
∑
j∈I(k1) xjk1 =
(λi − a)/2b.
2) If x∗ik2 = 0 for PEV i during a time interval k2 ∈ J (i),
we can infer from (63c) and (63d) that ωik2 > 0 and
νik2 = 0. Then, sk2 =
∑
j∈I(k2) x
∗
jk2
= (λi − a) /2b+
ωik2/2b.
3) Similarly, if x∗ik3 = Ui for PEV i in interval k3 ∈ J (i),
then, we have sk3 =
∑
j∈I(k3) x
∗
jk3
= (λi − a) /2b −
νik3/2b.
From the above discussions, we can conclude that the neces-
sary and sufficient conditions for the optimal total charging
rate as follows:
1) s∗k is the same for a set of intervals as long as there
exists a PEV i that parks through this set of intervals
with x∗ik ∈ (0, Ui).
2) If x∗ik = 0 for a PEV i during an interval k that it parks
in, then, s∗k in that interval is no smaller than that of the
other interval k′ ∈ J (i) during which x∗ik′ ∈ (0, Ui].
3) If x∗ik = Ui for PEV i during an interval k, then, s
∗
k is
no larger than that of the other interval k′ ∈ J (i) whose
charging rate x∗ik′ ∈ [0, Ui).
The above conditions can be intuitively understood as fol-
lows. Due to the convexity the objective function, the optimal
solution to (5) always tries to balance the total charging rate
sk among different k′s. For example, if there are intervals k1
and k2 with s∗k1 > s
∗
k2
, and a PEV i such that x∗ik1 > 0
and x∗ik2 = 0, then we can always shift the charging rate of
PEV i from interval k1 to k2 to decrease the total cost. In
other words, whenever possible, the charging rate should be
shifted from intervals with higher total charging rates to the
ones with lower total charging rates until the limits, i.e., 0
and Ui’s, have been reached. Based on these conditions, we
will present a low-complexity solution algorithm in the next
subsection.
B. Algorithm Description
From the analysis of KKT optimality conditions, one should
manage to balance the charging load among all intervals under
the constraints of each individual PEV’s charging profiles. In
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Fig. 3. Illustration of one time window
this subsection, we present a charging rate allocation algorithm
to achieve the objective of “load balancing”. The optimality
and complexity of the proposed algorithm will be discussed
in the next subsection.
Intuitively, one should shift the demand from “heavily
loaded” intervals to the others. To do this, we first introduce
the concept of intensity of an interval k, denoted by ρk, to
quantify the heaviness of the load in the interval. Specifically,
ρk is defined as the upper bound of the total charging rate of
an interval, and is given by
ρk =
∑
i∈I(k)
min
{
Ui,
Di
δk
}
. (64)
This is because the charging rate of each PEV i in the interval
k will not exceed the minimum between the charging rate
bound Ui and the Di/δk, i.e. PEV i only charges in the
interval k. The basic idea of the proposed algorithm is to shift
the demand of a set of intervals with high intensities to the
others with lower intensities. Notice that the demand of an
interval k1 can only be transferred to its neighboring interval
k2 such that k1 ∈ J(i) and k2 ∈ J(i) hold for some PEV i.
Therefore, we need consider both the intensities of an interval
set and their neighboring intervals to make the decision on
“load balancing”.
From the above discussion, we take into consideration a
set of consecutive intervals, referred to as a “time window”,
starting from the arrival time of a PEV to the departure time of
one, probably another PEV. If there are N PEVs, the maximum
number of time windows is N2. Within a tagged time window,
we select a set of intervals of the highest intensities as the
candidate interval set from which the load is to be transferred
to the other intervals in the time window. In practice, we first
consider the single interval with the highest intensity, then the
top two intervals, top three intervals, etc. That is, for each time
window, sort the intervals in descending order according to ρ.
The index is denoted by k1, k2, . . ., as illustrated in Fig. 3.
Evidently, a time window consisting of K ′ intervals contains
K ′ such interval sets. For example, there are 5 interval sets
in the time window shown in Fig. 3. We denote the interval
sets obtained from all the time windows in the entire duration
T as K1, K2, · · · . Then, the following iterative algorithm
determines the load transfer operation of intervals as well as
the charging rate schedule of all PEVs.
Step 1: For each interval set K, we first compute the
residual demand of PEV i on K. The residual demand of PEV
i on K, denoted by Di(K), is calculated by letting PEV i be
charged at the upper bound Ui on its parking intervals non-
overlapped with K. That is
Di(K) = Di − Ui
∑
k∈J (i)\(J (i)∩K)
δk. (65)
The intuition is to transfer as much as possible the charging
demand from intervals with high intensities to its neighboring
intervals. Then, we can calculate the total charging rate of the
interval set K by balancing the residual demand over all the
intervals in K, i.e.,
s =
∑
k∈K(
∑
i∈I(k)(max{0, Di(K)}) + sˆkδk)∑
k∈K δk
, (66)
where sˆk is the charging rate scheduled in previous iterations
at the interval and initially set to be 0.
Step 2: Find the interval set K∗ with the highest total
charging rate s∗. Then the optimal total charging rate of
interval in K∗ is set to be s∗, i.e.,
s∗k = s
∗,∀k ∈ K∗. (67)
We denote I∗ by the set of PEVs of which the residual demand
Di(K∗) is non-negative, ∆∗ by the total length of the intervals
in the set K∗, i.e., ∆∗ = ∑k∈K∗ δk. For each PEV i ∈ I∗,
we schedule the charging rate as
x∗ik =
{
Ui − (Ui∆
∗−Di(K∗))(
∑
i Ui−s∗k)∑
i(Ui∆
∗−Di(K∗)) , k ∈ K∗,
Ui, k ∈ J (i) \ K∗.
(68)
It is easy to verify that
∑
k∈K∗ x
∗
ik = s
∗
k for k ∈ K∗. Note that
PEV i ∈ I∗ has finished scheduled charging rate and won’t be
considered in the next iterations. However, its charging rate at
interval k ∈ J (i)\K∗ is fixed as Ui that should be considered
as one component of load intensity of interval k ∈ J (i)\K∗ in
the next iteration. We use sˆk to denote the total rate scheduled
in the interval k /∈ K∗ up to the current iteration, which is
updated as.
sˆk = sˆk +
∑
i∈I∗∩I(k)
Ui. (69)
For a PEV i /∈ I∗ whose parking intervals overlaps with K∗,
the charging rate of its parking intervals overlapped with K∗
is assigned to be 0, i.e.,
x∗ik = 0, k ∈ J (i) ∩ K∗. (70)
Step 3: Exclude I∗ and K∗ from the PEV set and
interval set, and merge the remaining intervals into a new
time duration. Find all the interval sets in the newly formed
time windows as in Fig. 3. Then, repeat from step 1 until the
charging rates of all PEVs are scheduled.
C. Optimality and Complexity
We first provide the following Lemma 3 before proving the
global optimality of the proposed algorithm. Denote K∗(m)
by the interval set found in mth iteration, ∆∗(m) by the total
length of intervals in K∗(m), i.e,
∆∗(m) =
∑
k∈K∗(m)
δk, (71)
s∗(m) by the highest total charging rate of interval set K∗(m)
respectively.
Lemma 3: In the proposed algorithm, the highest total
charging rate found in mth iteration is no smaller than that
found in (m+ 1)th iteration, i.e., s∗(m) ≥ s∗(m+ 1).
Proof: We give the proof by contradiction. Actually, in mth
iteration, one of the candidate interval sets is the union of
intervals sets K∗(m) and K∗(m+ 1), denoted by K′, i.e.,
K′ = K∗(m) ∪ K∗(m+ 1). (72)
Note that the interval set K∗(m) and K∗(m + 1) have no
intersections, i.e.,
K∗(m) ∩ K∗(m+ 1) = ∅, (73)
then the total residual demand of K′ is the sum of residual
demand of K∗(m) and K∗(m+1), i.e., s∗(m)∆∗(m)+s∗(m+
1)∆∗(m+ 1). Thus, the total charging rate of the interval set
K′ is the balanced residual demand over all the intervals in
K′, that is,
s =
s∗(m)∆∗(m) + s∗(m+ 1)∆∗(m+ 1)
∆∗(m) + ∆∗(m+ 1)
> s∗(m).
(74)
where the last inequality holds because s∗(m) < s∗(m + 1).
Thus, it makes a contradiction with s ≤ s∗(m) since s∗(m) is
the highest total charging rate over all candidate interval sets
in iteration m. This completes the proof. 
Theorem 2: The proposed algorithm always outputs a glob-
ally optimal schedule.
Proof: For any PEV i, assume that there exists interval
k1, k2, k3 ∈ J (i) where x∗ik1 = 0, x∗ik2 ∈ (0, Ui) and
x∗ik3 = Ui. We separate the proof into the following three parts
to match with the three cases of KKT optimality conditions:
1) Interval k1 must be excluded before interval k2 and
interval k3 since when schedule x∗ik1 = 0 from (70), the
considered PEV i has not been scheduled that interval
k2 and k3 should be reserved and goto next iteration.
By Lemma 3, we have s∗k1 ≥ s∗k2 and s∗k1 ≥ s∗k3 .
2) Interval k2 must be excluded before interval k3 since
when schedule x∗ik2 and x
∗
ik3
from (68), interval k2
belongs to the interval set with highest total charging
rate and will be excluded in the current iteration, while
interval k3 should be reserved to next iteration. Simi-
larly, by lemma 3 we have s∗k2 ≥ s∗k3 .
3) For any other interval k′ ∈ J (i) with x∗ik′ ∈ (0, Ui), s∗k′
is the same as s∗k2 because both k
′ and k2 belongs to
the set K∗ in the same iteration by (68) and are assigned
the same optimal total charging rate from (67).
Therefore, our algorithm satisfies KKT conditions that the
solution is always global optimal. 
TABLE I
PARAMETER SETTINGS OF THE THREE SCENARIOS
Time of Day Arrival Rate (PEVs/hour) Mean ParkingS. 1 S. 2 S. 3 Time (hour)
08 : 00− 10 : 00 7 7 7 10
10 : 00− 12 : 00 5 5 5 1/2
12 : 00− 14 : 00 10 30 50 2
14 : 00− 18 : 00 5 5 5 1/2
18 : 00− 20 : 00 10 30 50 2
20 : 00− 24 : 00 5 5 5 10
24 : 00− 08 : 00 0 0 0 0
Now we give a complexity analysis of the proposed algo-
rithm. Consider the worst case where N PEVs lead to 2N −1
intervals, N2 variables and 2N2 + N constrains. It at least
excludes one interval in each outer loop that leads to at most
2N − 1 iterations. In each iteration (step 1 - step 3), there are
at most N(N + 1)/2 time windows which contains at most
N possible interval sets. Hence, the total number of iterations
is in the order of O(N4). Since the operation complexity of
intensity calculation for each sequence is O(N) (we regard
one addition, subtraction, multiplication and division as one
operation), the upper bound of operation complexity is O(N5).
On the other hand, the generic interior point algorithm has a
complexity at the order of O(n3.5) [19], where n is the number
of variables. Note that n = N2 in our problem, and thus
the complexity of interior point algorithm is O(N7), which is
much higher than that of the proposed algorithm.
V. SIMULATIONS
A. Performance Ratio Evaluation
In this section, we evaluate the performance of ORCHARD.
We consider a running time T of 24 hours, The coefficients
of the cost function are set to a = 10−4 $/kWh and b =
0.6 × 10−4 $/kWh/kW. There are two types of PEVs in our
simulation [21]: 1) maximum charging rate Ui = 3.3kW ,
battery capacity ζi = 35kWh; 2) maximum charging rate
Ui = 1.4kW , battery capacity ζi = 16kWh. Each PEV is
equally likely chosen from the two types and the charging
demand is uniformly chosen from [0,min{Ui ·(t(e)i −t(s)i ), ζi}]
(this ensures that (5) is feasible). Each PEV’s arrival follows
a Poisson distribution and the parking time follows an Ex-
ponential distribution. We consider three different scenarios,
whose mean arrival and parking durations are listed in Table
I. In particular, Scenario one (S. 1), Scenario two (S. 2), and
Scenario three (S. 3) represent light traffic, moderate traffic
and heavy traffic, respectively. The main difference lies in the
arrival rates at the two peak hours, i.e. 12:00 to 14:00 and
18:00 to 20:00.
We compare ORCHARD to the optimal offline algorithm as
well as other online algorithms. Unless otherwise specified, the
speeding factor of ORCHARD q is set to be 1.46. We denote
the cost of ORCHARD and the optimal offline algorithm by
ΨORC and Ψ∗, respectively. The other online algorithms for
comparison are
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(a) Scenario 1: light traffic
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(b) Scenario 2: moderate traffic
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(c) Scenario 3: heavy traffic
Fig. 4. PEV total charging rate of five algorithms in three different scenarios.
TABLE II
AVERAGE NORMALIZED PERFORMANCE RATIO OF ONLINE ALGORITHMS
Scenario ΨORC
Ψ∗
ΨOA
Ψ∗
ΨAVG
Ψ∗
ΨEG
Ψ∗
1 1.068 1.135 1.530 2.346
2 1.104 1.197 1.645 2.309
3 1.133 1.240 1.701 2.273
1) online average charging (AVG): The charging demand
is evenly distributed during the parking period, i.e. the
charging rate is Di/(t
(e)
i − t(s)i ).
2) online eagerly charging (EG): PEV i is charged at the
maximum charging rate Ui.
3) online optimal available information charging (OA) : Set
q = 1 in ORCHARD.
Their costs are denoted by ΨAVG, ΨEG and ΨOA, respec-
tively. All the convex optimizations are solved by CVX [20].
For each scenario, we simulate 105 cases and plot the aver-
age total charging rate over time in Fig. 4. Besides, the average
performance ratios normalized against the optimal offline
solution are shown in Table II. In all scenarios, ORCHARD
works the best among the four online algorithms, which has on
average less than 14% extra cost compared with the optimal
offline algorithm. We also notice that ORCHARD has a 10%
performance gain compared with the OA algorithm in the
scenario with heavy traffic. We will discuss the proper setting
of q in Section V-B. The charging rate curve of the proposed
online charging algorithm follows closely with the optimal
offline solution curve. In contrast, EG and AVG largely deviate
from the optimal charging curve, being either too aggressive or
too conservative depending on the arrival patterns. In general,
all charging algorithms perform better when the the traffic
is relatively light, except for EG. It produces even the worst
performance ratio under light traffic. This is partly because its
aggressive charging scheme somehow matches with the large
traffic variations in scenario 3.
B. Setting a Proper q
Theoretically, setting q to be 1.46 will achieve the best ratio
in the worst case. However, it does not achieve the best average
performance in general. In this subsection, we discuss how q
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Fig. 5. Average performance ratios of ORCHARD in two scenarios with
varied q
affects the normalized average performance ratio. For the three
scenarios with different traffic, we plot the normalized average
performance ratio in Fig. 5 by varying q from 1 to 5. For
scenario 1, setting q = 1.8, ΨORCΨ∗ achieves the lowest average
ratio 1.053. For scenario 2, setting q = 2.1, ΨORCΨ∗ achieves
the lowest average ratio 1.052. For scenario 3, setting q = 2.3,
ΨORC
Ψ∗ achieves the lowest average ratio 1.050, which is about
8% lower than that when q = 1.46. In general, the optimal
q is larger when the traffic is heavy and unpredictable as in
scenario 3. Intuitively, this is because the charging cost during
peak arrivals largely dominates the overall cost. A larger q is
able to better utilize off-peak hour and to speed up charging
when peak hours arrive. From empirical results, if the peak
load is about 2 times of the flat load, q is chosen to be 1.8;
if the peak load is about 6 times of the flat load, q is chosen
to be 2.1; if the peak load is about 10 times of the flat load,
q is chosen to be 2.3.
VI. CONCLUSIONS
In this paper, we have proposed an Online cooRdinated
CHARging Decision (ORCHARD) algorithm, which mini-
mizes the energy cost without knowing the future information.
Through rigorous proof, we showed that ORCHARD is strictly
feasible in the sense that it guarantees to fulfill all charging
demands before due time. Meanwhile, it achieves the best
known competitive ratio of 2.39. To further reduce the com-
putational complexity of the algorithm, we proposed a novel
reduced-complexity algorithm to replace the standard convex
optimization techniques used in ORCHARD. Through exten-
sive simulations, we showed that the average performance gap
between ORCHARD and the optimal offline solution, which
utilizes the complete future information, is as small as 14%.
By setting proper speeding factor, the average performance
gap can be further reduced to less than 6%.
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