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Abstract
We introduce a 4-variable polynomial Q as a natural invariant linking a pair of matroids on a
common ground set. The polynomial Q has similarities with the classical Tutte polynomial of a single
matroid, it contains as specialisations the generating function of common independent and spanning
sets of a given size, it behaves naturally under a duality transform and there is a recipe theorem which
shows that essentially it is the unique invariant satisfying simultaneous delete/contract recursions on
a pair of matroids.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
The use of matroids in simplifying classical graph-theoretic proofs due to Nash-
Williams [5,6] and Tutte [11] on the existence of a covering by spanning trees and
possessing a specific number of disjoint spanning trees was a major impetus in the
development of matroid theory.
This paper originated in an attempt to study the family of associated counting problems.
It turns out that there is a very natural approach which has a remarkable similarity with the
theory developed for the classical Tutte polynomial of a single matroid.
It is based on a 4-variable polynomial Q defined for a pair of matroids on a common
ground set. This polynomial contains the Tutte polynomial not just of a matroid but also of
a matroid perspective as introduced by Las Vergnas in a series of papers, see for example
[2–4]. It also contains the generating function of the connectivity function (see Oxley [7])
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independent sets.
If the pair of matroids is regarded as a single 2-polymatroid with rank function the sum
of the ranks of the two matroids, then we get an extension of the theory of Tutte invariants
for 2-polymatroids developed by Oxley and Whittle [9,10].
Because the polynomialQ=Q(M,N) contains many measures of how closely the two
matroids M,N are related we call it the linking polynomial of M and N . We also obtain
a recipe theorem which shows that it is essentially the unique invariant satisfying natural
simultaneous delete/contract recursions on a pair of matroids. It also has some very curious
features which we are not yet able to explain.
The matroid terminology is standard, following Oxley [7]. Throughout E is a finite set.
A matroid M on E and with rank function r will be denoted by M = (E, r).
Its Tutte polynomial T (M;x, y) is defined by
T (M;x, y)=
∑
X⊆E
(x − 1)r(E)−r(X)(y − 1)|X|−r(X).
2. A 4-variable polynomial
Let M,N be matroids on E with rank functions r and s, respectively. Define the 4-
variable polynomial Q by
Q(M,N;x, y,u, v)=
∑
X⊆E
(x − 1)r(E)−r(X)(y − 1)|X|−r(X)
× (u− 1)s(E)−s(X)(v − 1)|X|−s(X).
Where possible we use the symbols r and s to denote the ranks of M and N , respectively.
First we state the following elementary observations:
Q(M,N;0,0,0,0)= (−1)r+s2|E|, Q(M,N;x, y,2,2)= T (M;x, y),
Q(M,N;2,2, u, v)= T (N;u,v),
where T is the standard Tutte polynomial.
An immediate consequence of this is that
(1) Any of the many invariants of M or N which are evaluations of the ordinary Tutte
polynomial is an evaluation of Q. For example,
the number of bases of N = T (N;1,1)=Q(M,N;2,2,1,1).
Other elementary observations are the following:
(2) Q(M,M;x, y,u, v)= T (M; (x − 1)(u− 1)+ 1, (y − 1)(v− 1)+ 1).
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Q(M,N;x, y,u, v)= (x − 1)r(u− 1)s(xu− x − u+ 2)|E|.
When (u − 1)(v − 1) = 1, Q(M,N;x, y,u, v) reduces to the evaluation of T (M) and
similarly when (x − 1)(y − 1)= 1, Q reduces to an evaluation of T (N). Explicitly:
(4) When (u− 1)(v− 1)= 1,
Q(M,N;x, y,u, v)= (u− 1)s(E)(v − 1)r(E)T
(
M;1+ x − 1
v − 1 ,1+ (y − 1)(v − 1)
)
.
(5) When (x − 1)(y − 1)= 1
Q(M,N;x, y,u, v)= (x − 1)r(E)(y − 1)s(E)T
(
N;1+ u− 1
y − 1 ,1+ (v − 1)(y − 1)
)
.
(6) Another routine calculation shows that when N is the free matroid on E, which we
denote by F , then
Q(M,F ;x, y,u, v)
= (x − 1)r(E)(y − 1)r(E)(u− 1)|E|−r(E)T
(
M;xu− x − u+ 2, y + u− 2
u− 1
)
.
(7) Q(M,N;1,1,1,1) counts the number of common bases of M,N .
(8) Q(M,N;2,1,2,1) counts the number of common independent sets of M,N .
(9) Q(M,N;1,2,1,2) counts the number of common spanning sets of M,N .
Similarly if we want the number of sets X which are independent in M but spanning in N
we need the number of sets X such that
r(X)= |X|, s(X)= s(E).
Hence
(10) Q(M,N;2,1,1,2) counts sets independent in M and spanning in N .
(11) Q(M,N;1,2,2,1) counts sets independent in N and spanning in M .
(12) Q(M,N;2,1,1,1) counts the number of sets which are independent in M and a base
in N .
(13) Q(M,N;1,1,2,1) counts the number of sets which are independent in N and a base
in M .
In a series of papers, see for example [2,4], Las Vergnas has studied a 3-variable
polynomial associated with two matroids related by a strong map (or a matroid perspective
in his terminology).
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E is a strong map from M into N . In other words every circuit of M is a union of circuits
of N . Then the Tutte polynomial of M → N is the three-variable polynomial in α,β, γ
defined by
t (M→N : α,β, γ )=
∑
X⊆E
(α − 1)s(E)−s(X)(β − 1)|X|−r(X)γ r(E)−s(E)−r(X)+s(X).
It is easy to check that the following is true.
(14) If M → N is a perspective then the Tutte polynomial of M → N is obtained from
Q(M,N;x, y,u, v) by the substitutions
x = γ + 1, y = β, u= 1+ (α − 1)/γ, v = 2.
Thus in terms of Q, the very nice result of Las Vergnas [3] can be stated as follows.
If G is embedded in the projective plane Σ and GΣ denotes the projective plane dual
of G, then if B(GΣ) denotes the cocircuit matroid of GΣ , then
Q
(
B(GΣ),M(G);2, s, s,2
)=∑
k0
fk+1(s − 1)k,
where fk denotes the number of Eulerian partitions of the edge set of the common medial
graph H of G and GΣ into k cycles.
It is also easy to see that when M → N is a perspective the Q-polynomial of the pair
(M,N) is determined by the 3-variable polynomial t (M→N;α,β, γ ) by the formula
Q(M,N;x, y,u, v)= (v − 1)r−s t (M→N;α,β, γ )
where
α = xu− x − u+ 2, β = yv− y − v + 2, γ = (x − 1)/(v− 1).
Indeed it is clear that in general we can write Q in the form
Q(M,N;x, y,u, v)= (x − 1)r(u− 1)s
∑
A⊆E
q
|A|
1 q
−r(A)
2 q
−s(A)
3
with
q1 = (y − 1)(v− 1), q2 = (x − 1)(y − 1), q3 = (u− 1)(v− 1),
so that Q is essentially a function of just 3 variables q1, q2, q3. However by doing this we
lose the advantage of simplicity and symmetry which working with the 4-variable form
gives.
D.J.A. Welsh, K.K. Kayibi / Advances in Applied Mathematics 32 (2004) 391–419 395In their papers [9,10] Oxley and Whittle introduce and study a theory of Tutte invariants
for 2-polymatroids which parallels the corresponding theory of matroids. In particular they
introduce a two-variable polynomial that is essentially the universal Tutte invariant for
2-polymatroids.
Formally, an integer polymatroid (E,f ) consists of a finite set E and a function
f : 2E → Z such that
(i) f (φ)= 0;
(ii) if X ⊆ Y then f (X) f (Y );
(iii) if X,Y ⊆E then
f (X ∪ Y )+ f (X ∩ Y ) f (X)+ f (Y ).
(E,f ) is a 2-polymatroid if in addition f ({e}) 2 for all elements e ∈E.
They then define the 2-polymatroid rank generating function S(f ;u,v) by
(15) S(f ;u,v)=
∑
X⊆E
uf (E)−f (X)v2|X|−f (X).
As pointed out in [9], one of the two fundamental classes of 2-polymatroid arises from
matroids, in the following way.
When M and N are matroids on a common ground set E, then taking
f (X)= r(X)+ s(X), X ⊆E,
gives a 2-polymatroid on E. It is routine to verify that
(16) S(f ;u,v)=Q(M,N;u+ 1, v+ 1, u+ 1, v+ 1).
3. Properties ofQ
A basic property of the Tutte polynomial is that expanded in the form
T (M;x, y)=
∑
ti,j x
iyj
the coefficients are nonnegative integers. A similar property cannot hold in general for Q.
To see this consider the expansion Q = ∑qijklxiyjukvl where the coefficients are
integers. Suppose that M,N have differing ranks, then they have no common bases, and
hence Q(1,1,1,1)= 0. So in this case∑
qijkl = 0
which is impossible if all q are nonnegative. However we do have the following interesting
property of the coefficients of Q.
396 D.J.A. Welsh, K.K. Kayibi / Advances in Applied Mathematics 32 (2004) 391–419Proposition 1. If the coefficient qijkl in Q(M,N;x, y,u, v) is nonzero then it is positive
if and only if i + j + k + l has the same parity as r + s.
Proof.
Q(M,N;−x,−y,−u,−v)
=
∑
i,j,k,l
qijkl(−1)i+j+k+lxiyjukvl
=
∑
A⊆E
(−x − 1)r−r(A)(−y − 1)|A|−r(A)(−u− 1)s−s(A)(−v − 1)|A|−s(A)
= (−1)r+s
∑
A⊆E
(x + 1)r−r(A)(y + 1)|A|−r(A)(u+ 1)s−s(A)(v+ 1)|A|−s(A).
So comparing expansions, one can check that (−1)i+j+k+lqijkl and (−1)r+s must have
the same sign. ✷
Other properties of T which carry over to Q are the following.
(1) The duality formula:
Q(M∗,N∗;x, y,u, v)=Q(M,N;y, x, v,u).
The proof is just a routine check.
(2) Deletion–contraction recursion.
First a definition: We say that an element is ordinary in a matroid if it is not a loop or a
coloop.
Theorem 1. For all pairs of matroids (M,N) defined on the ground set E, the polynomial
Q(M,N;x, y,u, v) obeys the following recursion relations.
(a) If e is ordinary in both M and N then
Q(M,N;x, y,u, v)=Q(M \ e,N \ e)+Q(M/e,N/e).
(b) If e is a coloop of M and ordinary in N then
Q= (x − 1)Q(M \ e,N \ e)+Q(M/e,N/e).
(c) If e is a loop of M and ordinary in N then
Q=Q(M \ e,N \ e)+ (y − 1)Q(M/e,N/e).
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Q= (x + v − 2)Q(M \ e,N \ e).
(e) If e is a coloop of M and a coloop in N then
Q= (xu− x − u+ 2)Q(M \ e,N \ e).
(f) If e is a loop of M and a loop in N then
Q= (yv− y − v + 2)Q(M \ e,N \ e).
Other relations follow by using duality or interchanging roles of M and N in the
formulae above. However (a)–(f) above more than cover all the essential possibilities.
The reader will also notice the multiplicative form of (d)–(f) above. They are just special
cases of the following.
Theorem 2. Suppose that M =M1 ⊕M2 and N =N1 ⊕N2, and that M1,N1 and M2,N2
share common disjoint groundsets E1,E2 respectively, then
Q(M1 ⊕M2,N1 ⊕N2)=Q(M1,N1)Q(M2,N2).
Combining the recursions of the above theorems allows us to give a description of how
Q may be recursively computed which is completely analogous to that of the classical
Tutte polynomial of a single matroid. The main differences are:
(i) The recursion always operates on an ordered pair of matroids.
(ii) The endpoints of the recursion are the 4 pairs (C,C), (C,L), (L,C), (L,L) where C
(for coloop) is the single element rank one matroid and L (for loop) is the single
element rank zero matroid.
The “values” of the distinct pairs are
Q(C,C)= xu− x − u+ 2, Q(C,L)= x + v − 2,
Q(L,C)= y + u− 2, Q(L,L)= yv− y − v+ 2.
4. Some specialisations and identities
We now turn to some specialisations of Q as a single variable generating function. First
consider Ik the number of common independent sets of size k in M and N . By inspection,
Q(M,N;x,1, x,1)=
∑
(x − 1)r(E)−r(X)+s(E)−s(X)
X: r(X)=s(X)=|X|
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∑
k0
Ik(x − 1)−2k.
Hence if we put x − 1= θ−1/2 we get the generating function
∑
k0
Ikθ
k = θ(r+s)/2Q(M,N;1+ θ−1/2,1,1+ θ−1/2,1). (1)
A dual argument gives us a generating function for the number of common spanning
sets. We state this, without proof, as follows.
If Sk denotes the number of sets of size k which are spanning in both M and N , then
|E|∑
k=0
Skθ
k = θ(r+s)/2Q(M,N;1,1+ θ1/2,1,1+ θ1/2). (2)
Now let Pk denote the number of sets of cardinality k which are independent in M and
spanning in N . Then it can easily be verified that
r∑
k=s
Pkθ
k = θ(r+s)/2Q(M,N;1+ θ−1/2,1,1,1+ θ1/2). (3)
Closely related to the above generating functions are some curious properties of Q
which are easy to prove but not quite so easy to explain. Consider the univariate polynomial
Q(M,N;x,1,1, x)=
∑
(x − 1)r(E)−r(X)+|X|−s(X)
where the sum is over all subsets X ⊆E which have r(X)= |X| and s(X)= s(E). Making
these substitutions in the right-hand side gives
Q(M,N;x,1,1, x)= (x − 1)r(E)−s(E)Q(M,N;2,1,1,2) (4)
since Q(M,N;2,1,1,2) counts the number of sets which are independent in M and
spanning in N .
Now suppose that (M,N) are such that there is no set which is independent in M and
spanning in N . This certainly is the case if M has lower rank than N . Then
Q(M,N;2,1,1,2)= 0
and thus we get:
(5) If r(M) < r(N), then the polynomial Q(M,N;x,1,1, x) is identically zero.
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Q(M,N;1, y, y,1)= (y − 1)s(E)−r(E)Q(M,N;1,2,2,1), (6)
Q(M,N;1,1,1, v)= (v − 1)r(E)−s(E)Q(M,N;1,1,1,2), (7)
Q(M,N;1, y,1,1)= (y − 1)s(E)−r(E)Q(M,N;1,2,1,1), (8)
Q(M,N;1,1, u,1)= (u− 1)s(E)−r(E)Q(M,N;1,1,2,1), (9)
Q(M,N;x,1,1,1)= (x − 1)r(E)−s(E)Q(M,N;2,1,1,1). (10)
We close this section with a property of Q which is slightly curious, but very easy to
prove, namely the following identity:
Q(M,N;−x + 2,−y + 2,−x + 2,−y + 2)= (−1)r+sQ(M,N;x, y, x, y). (11)
5. Two particular specialisations
We call Q(M,N;x, x, x, x) the diagonal polynomial and denote it by
D(M,N,x)=
∑
X⊆E
(x − 1)f (X)
where f (X) = r(E)+ s(E)+ 2|X| − 2r(X)− 2s(X). Notice first that f is nonnegative
and supermodular.
Proposition 2. D(M,N;x) has degree
2|E| + r + s − 2r(M ∨N)
where M ∨N denotes the usual union of M,N .
Proof.
max
X
f (X)= 2|E| + r + s − 2 min
X
(|E \X| + r(X)+ s(X)).
But
min
X
(|E \X| + r(X)+ s(X))
is just r(M ∨N) and the result follows. ✷
Proposition 3. For all matroid pairs (M,N), the coefficients of D(M,N;x) alternate in
sign.
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D(M,N;x)=
∑
p0
dpx
p.
By definition,
D(M,N;x)=Q(M,N;x, x, x, x)=
∑
i,j,k,l
qijklx
i+j+k+l
so that for each p,
dp =
∑
i,j,k,l
qijkl
where the sum is over nonnegative integers i, j, k, l satisfying i + j + k + l = p. But by
Proposition 1 we know that each term in this sum has the same sign which depends only
on the parity of p. Hence the coefficients dp have alternating sign. ✷
Another specialisation of interest is obtained as follows. If we take N =M∗ then clearly
Q(M,M∗) is a 4-variable polynomial which contains a great deal of information about M .
However here we concentrate on a one variable specialisation of it which for reasons
which will become apparent we call the connectivity polynomial. This is
C(M;x)=Q(M,M∗, x, x, x, x)
so that immediately
C(M;x)= C(M∗;x). (1)
Using our earlier properties of Q for general M,N , we get
C(M;2)= 2|E|, (2)
C(M;1)= # of bases common to M and M∗, (3)
C(M;0)= (−2)|E|. (4)
More generally, we have, from (11) of Section 4
C(M;x)= (−1)|E|C(M;−x + 2). (5)
Note, if |E| is odd C(M;1)= 0 (see also (3)).
Proposition 4. The coefficients of C(M,x) are even and alternating.
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C(M;x + 1)=Q(M,M∗;x + 1, x + 1, x + 1, x + 1)=
∑
(x)d(X)
where
d(X)= |E| − 2r(X)− 2r∗(X)+ 2|X|.
Since
r∗(X)= |X| − r(E)+ r(E \X)
an alternative form is
d(X)= |E| + 2r(E)− 2r(X)− 2r(E \X).
Thus the contributions of X and E \X to the sum are equal. Thus all the coefficients of
C(M;x + 1) are even, thus so are the coefficients of C(M;x). They are alternating by
Proposition 3. ✷
Oxley [7] defines the connectivity function of a matroid M to be
k(X)= r(X)+ r(E \X)− r(E).
Thus our exponent d(X)= |E| − 2k(X). Hence
C(M;x + 1)=
∑
X⊆E
x |E|−2k(X).
If we let |E| = n and write
C(M;x + 1)=
n∑
j=0
cjx
j
so that cj is the number of sets X ⊆E with 2k(X)= |E| − j , then we have immediately:
(6) cn counts the number of subsets X with k(X)= 0.
(7) M is connected if and only if cn = 2.
More generally we have
Proposition 5. M has p connected components if and only if cn = 2p.
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C(M;x)=
p∏
i=1
C(Mi;x).
Also each C(Mi;x) will have its leading coefficient equal to 2 and the result follows. The
converse follows from combining (7) and (8). ✷
We should also point out that S. Kingan [1] has used her Oid software system for
matroids to find examples of matroids M1,M2,N1,N2 satisfying
(1) C(M1;x)= C(M2, x) but T (M1, x, y) = T (M2, x, y)
and also
(2) T (N1, x, y)= T (N2, x, y) but C(N1;x) = C(N2, x).
6. Basis-activities
In the case of the ordinary Tutte polynomial of a single matroid there is a classical
formula for T (M;x, y) as a sum over the set of all bases of M with each base weighted by
a monomial in what are known as its internal and external activities.
For the polynomialQ we obtain an analogous formula though we do have to expand the
range of sets over which we sum from bases to what we call pseudo-bases. The motivation
for this was the paper of Las Vergnas [4] in which he obtained formulae of this type for
matroid perpectives.
For M,N an ordered pair of matroids on the same groundset E, we say Y ⊆ E is a
pseudobase (pbase) if Y is independent in M and spanning in N . Note that
(1) Y is a pbase of (M,N) iff E \ Y is a pbase of (N∗,M∗).
Clearly, if M =N , then Y is a pbase iff it is a base in the usual sense.
We can now define notions of internal and external activity with respect to a pbase Y in
a way which is the obvious extension of the usual definition for bases.
Let θ be a total order on the set E. Let e ∈ E \ Y and suppose Z is a circuit of M in
Y ∪ {e}. If it exists it necessarily contains e.
Let eM(Y ) denote the number of elements e ∈ E \ Y such that e is the smallest (with
respect to θ ) element of the circuit Z, in other words e is externally active with respect
to Y .
Similarly if e ∈ Y and (E \ Y ) ∪ e contains a cocircuit of N in which e is the smallest
element we say e is internally active and denote the number of internally active elements
by iN(Y ).
We can now state our theorem
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Q=Q(M,N;x, y,u, v) is given by
Q=
∑
Y∈P
[
(u− 1)(x − 1)+ 1)]iN (Y )[(v − 1)(y − 1)+ 1]eM(Y )(x − 1)r−|Y |(v − 1)|Y |−s
where the sum is over all pseudobases Y of (M,N), and r, s are the ranks of M,N ,
respectively.
Before proving this we point out the following corollaries.
Corollary 1. When M = N the theorem just gives the standard expansion of the Tutte
polynomial.
Proof. When M =N , the pbases are the bases of M and
Q= T (M; (x − 1)(y − 1)+ 1, (y − 1)(v − 1)+ 1)
which agrees with our previous result (2) of Section 2. ✷
If we make the substitutions of variables of (13) of Section 2 so that
x = γ + 1, y = β, u= 1+ (α − 1)/γ, v = 2,
the sum over pbases becomes
∑
Y
[
(α − 1)
γ
γ + 1
]iN (Y )
βeM(Y )γ r−|Y | =
∑
Y
αiN (Y )βeM(Y )γ r−|Y |
and this gives exactly Theorem 6.1 of Las Vergnas [4]. In other words we have the
following:
Corollary 2. Suppose M→N is a perspective, then
t (M→N;α,β, γ )=
∑
Y
αiN (Y )βeM(Y )γ r−|Y |.
Corollary 3. Suppose N is any matroid on E such that M→N is a perspective. Then
T (M;x, y)=
∑
Y
xiN (Y )yeM(Y )(x − 1)r−|Y |
where the sum is over all pbases Y of (M,N).
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such that M→N is a strong map and applying Theorem 3 gives the result. ✷
A particular case of this is the following expansion
Theorem 4. For any matroid M = (E, r)
T (M;x, y)=
∑
Y
ye(Y )(x − 1)r−|Y |
where e(Y ) is the external activity of Y with respect to M and the sum is over all
independent sets Y of M .
Proof. For any matroid M = (E, r), if N is the matroid on E in which every element is a
loop, then M → N is a strong map. The pbases are all independent sets of M and in any
independent set Y of M , by definition, no element of Y is internally active with respect to
this particular N . The result follows from Corollary 3. ✷
Proof of Theorem 2. First we sketch the approach. For Y ⊆E, set
g(M,N;Y )= C(x,u)iN (Y )L(y, v)eM(Y )(x − 1)r−|Y |(v − 1)|Y |−s .
Now let
L(M,N;x, y,u, v)=
∑
Y
g(M,N;Y )
where Y runs through the pbases of (M,N). Here
C(x,u)= (x − 1)(u− 1)+ 1, L(y, v)= (y − 1)(v − 1)+ 1.
Now let e be the greatest element of E in the ordering θ . We will show that with this choice
of e, L satisfies the recursive conditions of Theorem 1 and thus it will follow by induction
on |E| that L and Q must agree on E. This will complete the proof.
First note that because M → N is a perspective there is a reduction in the number of
different possibilities for e. These are:
(a) e is a coloop of N and hence also of M .
(b) e is a loop of M and hence also of N .
Hence the remaining cases are
(c) e is a coloop of M but ordinary or a loop in N .
(d) e is ordinary in M but a loop in N
and finally the general case
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We will deal with the general case (e) and leave the proofs of the remaining special
cases to the reader.
Thus we need to show that with e the largest element of the order θ being an ordinary
element of both M and N , then
L(M,N)= L(M \ e,N \ e)+L(M/e,N/e).
To do this we split the sum over pbases of (M,N) into a sum L1 over pbases Y which
avoid e and the sum L2 over pbases Y which contain e. Thus by definition
L(M,N)= L1 +L2.
We now need the following fairly routine lemmas.
Lemma 1. Consider the set of pbases of (M,N).
If P ′e is the set of pbases avoiding e then P ′e is the set of pbases of (M \ e,N \ e).
If P̂e is the set of pbases containing e then
P ′′e =
{
Y \ e: Y ∈ P̂e
}
is the set of pbases of (M/e,N/e).
Proof. Let X ∈ P ′′e , then X is clearly independent in M/e and since e is ordinary the rank
of X in N/e is s(E)− 1 so X is spanning in N/e. Similarly for P ′e . ✷
Lemma 2. Let e be the largest element of E in the total order θ .
(i) If A is independent in M and e /∈A then
eM\e(A)= eM(A)+ r{e} − 1,
while if e ∈A, then
eM/e(A)= eM(A).
(ii) If A is spanning in N then
iN\e(A)= iN(A) if e /∈A,
iN/e(A)= iN(A)−
(
s(N)− s(N ′e)) if e ∈A.
Proof. See [4, Theorem 8.2]. Returning to the proof of Theorem 3, consider the term
[
(u− 1)(x − 1)+ 1]iN (Y )[(v − 1)(y − 1)+ 1]eM(Y )(x − 1)r−|Y |(v − 1)|Y |−s .
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L1 =Q(M \ e,N \ e)
by the induction hypothesis.
Consider now the typical term in L2. We have e ∈ Y and by Lemma 2, since e is
ordinary,
iN/e(Y \ e)= iN(Y ), eM/e(Y \ e)= eM(Y ).
Also
r − |Y | = r(M)− |Y | = r(M/e)− |Y \ e|,
|Y | − s = |Y \ e| − s(M/e),
since e is ordinary in both M and N . Thus using the inductive hypothesis,
L2 =Q(M/e,N/e).
The remaining cases, follow by similar arguments and are left to the reader. ✷
7. A recipe theorem
Let M1, N1, M2, and N2 be matroids defined on the set E. We say that (M1,N1)
is isomorphic to (M2,N2) and we write (M1,N1) ∼= (M2,N2) if there is a bijection
φ :E→E such that
M2 = φ(M1) and N2 = φ(N1).
A function ψ from the class of pairs of matroids to a field is called an isomorphism-
invariant of (M,N) if
ψ(M1,M2)=ψ(M2,N2) whenever (M1,N2)∼= (M2,N2).
Examples of such invariants are:
(i) the number of common independent sets of (M,N);
(ii) any isomorphism invariant of M or N .
We say that a functionψ on pairs of matroids with a common ground set is a P-invariant
(to denote pair invariant) if whenever (M1,N1)∼= (M2,N2), then
ψ(M1,N1)=ψ(M2,N2).
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common independent sets of M and N . We are principally interested here in two particular
classes of P -invariants.
First note the following easy observation:
(a) the polynomial Q(M,N) is a P -invariant.
As a result, it follows that:
(b) any evaluation (or specialisation) of the Q-polynomial is a P -invariant.
Accordingly, we define a Q-invariant to be any P -invariant ψ which satisfies
ψ(M,N)=Q(M,N,x0, y0, u0, v0)
for some values x0, y0, u0, v0 of the variables x, y,u, v and all M,N having a common
ground set.
Thus in order for ψ to be a Q-invariant, it must satisfy the array of delete/contract
conditions satisfied by Q as stated in Theorem 3.
For invariants of single matroids there is the well known class of TG-invariants and
a recipe theorem is proved in [8] which shows that any invariant satisfying a natural
set of recursive delete/contract conditions must be essentially an evaluation of the Tutte
polynomial.
An extension of this to 2-polymatroids is given by Oxley and Whittle in [9,10] but
there the situation is more complicated and the proof correspondingly more difficult. In
what follows, we obtain a recipe theorem for pairs of matroids which shows that the
Q-polynomial is the essentially unique invariant on matroid pairs which satisfies natural
delete/contract conditions.
Because we allow our delete/contract conditions to be very general, the proof becomes
quite involved.
A function ψ from the class of pairs of matroids to a field is called an RP-invariant (to
signify its recursive definition) if it is a P -invariant, that is
ψ(M1,N1)=ψ(M2,N2) whenever (M1,N1)∼= (M2,N2)
and it also obeys the following set of conditions.
If e is ordinary in both M and N , then
ψ(M,N)=mψ(M \ e,N \ e)+ nψ(M/e,N/e). (1)
If e is a coloop in M and ordinary in N , then
ψ(M,N)= cψ(M \ e,N \ e)+ dψ(M/e,N/e). (2)
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ψ(M,N)= zψ(M \ e,N \ e)+ tψ(M/e,N/e). (3)
If e is loop in M and ordinary in N , then
ψ(M,N)= aψ(M \ e,N \ e)+ bψ(M/e,N/e). (4)
If e is ordinary in M and loop in N , then
ψ(M,N)= pψ(M \ e,N \ e)+ qψ(M/e,N/e). (5)
If e is a coloop in both M and N , then
ψ(M,N)=Aψ(M \ e,N \ e). (6)
If e is a loop in both M and N , then
ψ(M,N)=Dψ(M \ e,N \ e). (7)
If e is a coloop in M and loop in N , then
ψ(M,N)= Bψ(M \ e,N \ e). (8)
If e is a loop in M and coloop in N , then
ψ(M,N)= Cψ(M \ e,N \ e), (9)
where
ψ(U1,1,U1,1)=A, (10)
ψ(U1,1,U0,1)= B, (11)
ψ(U0,1,U1,1)= C, (12)
ψ(U0,1,U0,1)=D, (13)
where Ui,j is the uniform matroid having j elements and rank i .
Note that U1,1 = coloop C, U0,1 = loop L in our earlier terminology but for obvious
reasons we cannot use this here.
If ψ is an RP-invariant satisfying (1) to (9), we call the variables A,B,C,D,a, b, c, d,
m,n,p, q, z, t the parameters of ψ . Clearly, because of its recursive definition, any RP-
invariant is going to be a polynomial in the parameters.
Our objective is to show that apart from rather trivial cases where it is either zero or
a monomial, any RP-invariant is essentially an evaluation of the Q-polynomial. In other
words every RP-invariant is a Q-invariant.
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parameters A,B,C,D,a, b, c, d,m,n,p, q, z, t of an RP-invariant are not independent as
we shall see in the main theorem. There is a set of relations which must hold if a function
ψ is to be well defined in the sense that it does not depend on the order in which the
deletion/contraction recurrences are applied.
First, we note that if ψ is a RP-invariant then ψ∗ defined by
ψ∗(M,N)=ψ(M∗,N∗)
is also an RP-invariant though with a different set of parameters. More precisely we have
Proposition 6. Let ψ be an RP-invariant with parameters A,B,C,D,a, b, c, d,m,n,p,
q, z, t . Let ψ∗ be defined by ψ∗(M,N) = ψ(M∗,N∗). Then ψ∗ is an RP-invariant
with parameters A′,B ′,C′,D′, a′, b′, c′, d ′,m′, n′,p′, q ′, z′, t ′, where A′ = D, B ′ = C,
C′ = B , D′ = A, a′ = d , b′ = c, c′ = b, d ′ = a, m′ = n, n′ = m, p′ = t , q ′ = z, z′ = q ,
t ′ = p.
Proof. It is obvious that by its definition, ψ∗ is an RP-invariant. The rest of the proof
consists of checking all the cases from (1)–(13).
We give one example to show how it is to be done. Let ψ∗(M,N) = ψ(M∗,N∗) and
let e be coloop in M and ordinary in N . Then e is loop in M∗ and ordinary in N∗. Thus,
ψ∗(M,N)=ψ(M∗,N∗)
= aψ(M∗ \ e,N∗ \ e)+ bψ(M∗/e,N∗/e) (as ψ is an RP-invariant)
= aψ((M/e)∗, (N/e)∗)+ bψ((M \ e)∗, (N \ e)∗) (by duality)
= bψ((M \ e)∗, (N \ e)∗)+ aψ((M/e)∗, (N/e)∗)
= bψ∗(M \ e,N \ e)+ aψ∗(M/e,N/e) (by definition of ψ∗).
Thus ψ∗ satisfies (2) with c′ = b and d ′ = a.
All the other cases can be checked similarly. ✷
Thus, if we call the permutation δ defined by
δ: A→D, B→C, D→A, C→ B, a→ d, b→ c, c→ b,
d→ a, m→ n, n→m, p→ t, q→ z, z→ q, t → p
the duality bijection, we have the following very useful corollary.
Corollary 4. If Π is any relation on the parameter space which has to be satisfied for
a general point (A,B,C,D,a, b, c, d,m,n,p, q, z, t) to be the parameter set of an RP-
invariant, there is a dual relation Π∗ which also has to be satisfied and Π∗ is obtained
from Π by applying δ.
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invariant, then so is ψs defined by
ψs(M,N)=ψ(N,M).
Again the parameters have to be permuted as detailed in our next result.
Proposition 7. Letψ be an RP-invariant with parametersA,B,C,D,a, b, c, d,m,n,p, q,
z, t . Let ψs be defined by ψs(M,N) = ψ(N,M). Then ψs is an RP-invariant with pa-
rameters A′,B ′,C′,D′, a′, b′, c′, d ′,m′, n′,p′, q ′, z′, t ′, where A′ = A, B ′ = C, C′ = B ,
D′ =D, a′ = p, b′ = q , c′ = z, d ′ = t , m′ =m, n′ = n, p′ = a, q ′ = b, z′ = c, t ′ = d.
Proof. It is obvious that by its definition, ψs is an RP-invariant. The rest of the proof
consists of checking all the cases from (1)–(13). Let ψs(M,N) = ψ(N,M) and let e be
coloop in M and ordinary in N . Thus,
ψs(M,N)=ψ(N,M)
= zψ(N \ e,M \ e)+ tψ(M/e,N/e) (as ψ is an RP-invariant)
= zψs(M \ e,N \ e)+ tψs(M/e,N/e) (by definition of ψs).
Thus (2) holds with c′ = z and d ′ = t .
All the other cases can be checked similarly. ✷
In the same way as with the duality bijection, this gives a symmetry bijection σ defined
by
σ : A→A, B→ C, D→D, C→B, a→ p, b→ q, c→ z,
d→ t, m→m, n→ n, p→ a, q→ b, z→ c, t → d.
Corollary 5. To every relation Π which must be satisfied by the parameters of an RP-
invariant, there corresponds another relation obtained from Π by applying σ and σΠ
also must be satisfied.
Combining Corollaries 4 and 5, we see that if we now pursue the standard attack of
checking small cases to obtain relations in the parameter space which are necessary for the
P -invariant to be an RP-invariant, we can hope in general that each relation will yield a
total of 4 different relations. Thus, this reduces the work to manageable proportions and
allows us to obtain our main recipe theorem.
Ideally we would like to give a complete characterisation of RP-invariants as being
evaluations of the Q-polynomial. However as in the case with the polymatroid studied by
Oxley and Whittle [9,10] there are special cases of the parameters for which this is not the
case. However here we do have that except in the very special case where AD = BC, this
is a complete characterisation.
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with m = 0 and n = 0. Then provided AD = BC, the parameters of ψ satisfy the following
relations
m= a = p, (14)
n= d = t, (15)
mA= cz+mn, (16)
nD = bq +mn, (17)
B = c+ q, (18)
C = b+ z, (19)
and ψ(M,N) is given by
ψ(M,N)=m|E|−r(E)ns(E)Q
(
M,N,c+ 1, b
mn
+ 1, z
mn
+ 1, q + 1
)
. (20)
Note. An alternative form of (20) is
ψ(M,N)=m|E|−s(E)nr(E)Q
(
M,N,
c
mn
+ 1, b+ 1, z+ 1, q
mn
+ 1
)
. (21)
Note. In the special case AD = BC we believe that there are a multitude of very special
cases but in each case ψ(M,N) takes the form of a single monomial. We give an example
of such a special case in Section 7.4. All the examples we have found are of this type and
we believe that they could all be found by the method we have used in proving Lemma 3
below. However we do not believe that they are of sufficient interest to warrant the time
and space that would be needed. There will be many more cases than occur in [9].
Proof of the recipe theorem. The proof will be in three parts.
(I) We show that the right-hand side of (20) which we denote by ψ1 is an RP-invariant
provided the parameters satisfy (14)–(19).
(II) We show that if ψ is any RP-invariant whose parameters satisfy (14)–(19), then ψ
equals ψ1.
(III) The third and most difficult part of the proof is to show that any RP-invariant with
parameters satisfying AD = BC must also satisfy (14)–(19). Combining this with (I) and
(II) completes the proof. ✷
7.1. Part one of the proof
We need to show that ψ1 satisfies relations (1)–(9). The proof is an easy consequence
of Theorem 1. To illustrate we consider the case (1) where e is ordinary in both M and N .
So if
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(
M,N,c+ 1, b
mn
+ 1, z
mn
+ 1, q + 1
)
then, by definition
ψ = n−s(E)m−|E|+r(E)ψ1 (22)
is a Q-invariant.
Hence by part (a) of Theorem 1
ψ(M,N)=ψ(M \ e,N \ e)+ψ(M/e,N/e).
Substituting from (22) gives
ψ1(M,N)=mψ1(M \ e,N \ e)+ nψ1(M/e,N/e)
which shows that ψ1 satisfies (1).
Consider case (6) with e a coloop in both M and N . Again, using the fact that ψ is a
Q-invariant, we know from Theorem 1 that
Q
(
M,N; c+ 1, b
mn
+ 1, z
mn
+ 1, q + 1
)
=
(
cz
mn
+ 1
)
Q
(
M \ e,N \ e; c+ 1, b
mn
+ 1, z
mn
+ 1, q + 1
)
.
Now using the fact that e is a coloop in both M and N and an obvious shorthand, we
get
ψ1(M,N)=m|E|−r(E)ns(E)
(
cz+mn
mn
)
n−s(E)+1m−|E|+r(E)ψ1(M \ e,N \ e)
=
(
cz+mn
m
)
ψ1(M \ e,N \ e)
which shows that ψ1 satisfies (6) provided mA= cz+mn, which is exactly the condition
(16).
Finally, consider the case where e is a coloop of M and ordinary in N . Then by
Theorem 1
Q(M,N)= (x − 1)Q(M \ e,N \ e)+Q(M/e,N/e).
Hence substituting for ψ1 and noting that x = c+ 1, we get that
ψ1(M,N)= cψ1(M \ e,N \ e)+ nψ1(M/e,N/e).
But because of (15), we know that n= d , so ψ1 satisfies (2) as required.
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by duality and symmetry.
7.2. Part two of the proof
Suppose ψ is an RP-invariant whose parameters satisfy (14)–(19). Since
ψ1(U1,1,U1,1)=A, ψ1(U1,1,U0,1)= B,
ψ1(U0,1,U1,1)= C, ψ1(U0,1,U0,1)=D,
we know that ψ and ψ1 agree when the ground set is a singleton. Suppose therefore that E
is a set of minimum cardinality such that there exists a pair of matroids (M,N) on E with
the property that ψ = ψ1.
If there exists some e ∈E such that e is ordinary in both M and N , then by (1)
ψ(M,N)=mψ(M \ e,N \ e)+ nψ(M/e,N/e),
and since M \ e,N \ e,M/e,N/e are defined on E \ e, we get by our inductive hypothesis
that
ψ(M \ e,N \ e)=ψ1(M \ e,N \ e)
and
ψ(M/e,N/e)=ψ1(M/e,N/e).
So, by part one,
mψ1(M \ e,N \ e)+ nψ1(M/e,N/e)=ψ1(M,N)=ψ(M,N)
which gives a contradiction.
The only problem that remains is that there may not exist an e which is ordinary in both
M and N . But then we must have one of the cases where e is either a loop or coloop in
either M or N .
But these cases are covered by exactly the same argument except that the relation (1) is
replaced by one of the relations (2)–(8) depending on the type of e in M and N . In each
case, we arrive at the necessary contradiction.
7.3. Part three of the proof
We will show that if ψ is an RP-invariant with parameters A,B,C,D,a, b, c, d,m,n,
p, q, z, t which satisfy the non triviality conditions m = 0 and n = 0, then unless the
parameters A,B,C,D satisfy the very special condition AD = BC, the parameters of
ψ satisfy (14)–(19).
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different order and hence obtain relations on the parameters which have to be satisfied in
order thatψ is well defined. In the next section we list a set of 20 such identities obtained by
considering five distinct pairs of matroids M,N and then using our duality and symmetry
bijections of Corollaries (4) and (5) of Section 7.
First, Eqs. (39)–(42) derived from Fig. 5 give, because AD = BC
m= a = p and n= d = t
which means that (14) and (15) hold.
Now consider (27) and (28). They imply either
D = 0
or
mA= cz+mn, nD = bq +mn.
Consider the case where D = 0. We already know that (14)–(17) hold. Substituting (14)
and (15) in relations (35) and (36) respectively gives
nD(c+ q −B)= 0 and nD(z+ b−C)= 0.
Since we assumed that neither D nor n is zero, these imply relations (18) and (19) and
we are done.
Consider the case where D = 0. Then substituting (14) and (15) into (23) and (24) gives
respectively
m(z+ b)B =mBC and m(c+ q)C =mBC.
Hence, unless B = C = 0 we have that
C = b+ z andB = c+ q.
But neither B nor C can be zero lest we get BC =AD, a contradiction. Hence we have
(18) and (19).
Now substitute these values for B and C back into (33). We get, since B = 0,C = 0
that
zq +mA−mn− zB = 0
and thus
mA=mn− zq + z(c+ q)= cz+mn.
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zq −mn− qC = 0
so that
q(b+ z)= zq −mn
using (19). Hence
bq +mn= 0.
And since D = 0, we have
nD = bq +mn
as required and the proof is complete.
7.4. Derivation of identities
If a functionψ is an RP-invariant, then in any expansion by deletion and contraction the
result has to be independent of the order in which the deletion/contraction recursions are
performed. Thus to get the relations which the parametersA,B,C,D,a, b, c, d,m,n,p, q,
z, t of ψ must obey, we perform the deletion/contraction in two different orders: we choose
two elements e and f of E such that there is no automorphism α of the pair (M,N) such
that α(e) = f . We first delete/contract by e followed by f . Then we redo the recursion
and delete/contract by f followed by e. Since ψ is an RP-invariant, the two polynomials
obtained must be equal. This equation gives one relation the parameters have to obey.
Consider the pair of cycle matroids of the graphs in Fig. 1. We get
(az+ bp)B + (at + bq)D =mBC + nD2. (23)
By symmetry, we get
(pc+ aq)C + (pd + bq)D =mBC + nD2. (24)
Fig. 1.
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By duality, (23) and (24) give respectively
(cz+ dp)A+ (tc+ dq)C =mA2 + nBC (25)
and
(cz+ at)A+ (dz+ tb)B =mA2 + nBC. (26)
Consider the pair of cycle matroids of the graphs in Fig. 2. We get
q(m− a)C = (np+ qb− nD)D. (27)
By symmetry, we get
b(m− p)B = (an+ bq − nD)D. (28)
By duality, (27) and (28) give respectively
z(n− d)B = (mt + cz−mA)A (29)
and
c(n− t)C = (md + cz−mA)A. (30)
Consider the pair of cycle matroids of the graphs in Fig. 3. We get
C(zq + tD − pt − qC)= 0. (31)
By symmetry, we get
B(cb+ dD− ad − bB)= 0. (32)
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By duality, (31) and (32) give respectively
B(zq + pA− tp− zB)= 0 (33)
and
C(cb+ aA− ad − cC)= 0. (34)
Consider the pair of cycle matroids of the graphs in Fig. 4. We get
cnD + dpB + dqD =mdB + nBD. (35)
By symmetry, we get
znD + atC + btD =mtC + nDC. (36)
By duality, (35) and (36) give respectively
mAC + naC = azA+ atC +mbA (37)
and
mAB + npB = pcA+ pdB +mqA. (38)
Consider the pair of cycle matroids of the graphs in Fig. 5. We get
n(m− p)(BC −AD)= 0. (39)
By symmetry, we get
n(m− a)(BC −AD)= 0. (40)
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m(n− t)(BC −AD)= 0 (41)
and
m(n− d)(BC −AD)= 0. (42)
7.5. Conclusion
We should point out that we only need the condition AD = BC in part three of the
above proof. However it is essential there and as our next example shows, if we allow
AD = BC, an RP-invariant can take a different and rather strange form.
For a pair of matroids M,N defined on the same ground set E, we define the function
ψ2 as follows:
ψ2(M,N)=


D|E|−r(E)−s(E)Br(E)Cs(E) if r(E)+ s(E) < |E|,
Br(E)Cs(E) if r(E)+ s(E)= |E|,
Ar(E)+s(E)−|E|B |E|−s(E)C|E|−r(E) if r(E)+ s(E) > |E|.
(43)
Lemma 3. The function ψ2 is an RP-invariant provided the following holds.
BC =AD = aA+ bB = cC + dD =mA+ nD = pA+ qC = zB + tD, (44)
DB = pB + qD, (45)
DC = aC + bD, (46)
AB = cA+ dB, (47)
AC = zA+ tC. (48)
Proof. Routine check. ✷
Lemma 4. Let ψ be any RP-invariant whose parameters satisfy relations (44)–(48). Then
ψ is an evaluation of ψ2.
Proof. The proof is by induction on the cardinality of the ground set E on which are
defined the pairs of matroids. ✷
We believe that all solutions for the special case AD = BC are of the above form but at
the moment we see no clear proof of this.
Finally we should mention that it is easy to see how the Q-polynomial generalises to
k matroids, with k > 2, but we suspect that a result such as the recipe theorem is beyond
reach even for the case k = 3.
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