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1. INTRODUCTION 
When certain material occupying the space { y 1 y < y(x, t)} is etched at 
its surface by bombardment with a beam of ions with constant flux density, 
the evolution of the bombarded surface y = y(x, t) is described by the 
equation 
Yt + f(YJ = 0, (1.1) 
where f(p) is called the sputtering function; f is positive, continuous, and 
uniformly bounded for - co cp < 00 (see [8] for details). The initial shape 
of the surface is specified by the equation 
Y(X, 0) = h(x). (1.2) 
If we differentiate (1.1) in x and set yX =p, then the problem reduces to 
solving the conservation law (see [9], for example) 
Pt + (f(P))1 = 0 (1.3) 
with the initial condition 
p(x. 0) =p,(x) -h’(x). (1.4) 
In this paper, we study a model arising in the fabrication of a semi- 
conductor device by ion etching. In this model, we have two different 
materials with their respective sputtering functions fi (i = 1,2); one material 
is on the top of the other as shown in Fig. 1, and their common material 
boundary is given by y =g(x). 
Let us denote by (I) the region in the (x, t) plane where the upper 
material is located, and by (II) the region in the (x, t) plane where the 
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lower material is located. (I) and (II) will be called the upper material 
region and the lower material region, respectively. 
Assuming that g(x) is monotone increasing and that h(x) is monotone 
decreasing, we anticipate that the regions (I) and (II) will be given by 
(I)= {CT t)lx<s(t), ?>O}, (II)= {(x, t)lx>s(t), l>O), (1.5) 
where f: x = s(t) is a curve, called the free boundary. Thus the etched 
surface y = y(x, t) satisfies 
Yr+fibx)=O for t > 0, x < s(t) (1.6) 
for t>O, x>s(t) (1.7) 
Y(X, 0) = h(x) for -Kl<x<cc. (1.8) 
Since the common material boundary is given by y = g(x), we should have 
y(s(t), t)=ddf)) for t>O. (1.9) 
The problem can be formulated in terms of conservation laws by 
differentiating (1.6), (1.7) in x. However, it seems to be more convenient to 
work with the Hamilton-Jacobi equations (1.6) (1.7) and seek a viscosity 
solution (as defined by Crandall and Lions [2]). It will be shown that in 
general a viscosity solution is equivalent to the entropy solution of the 
corresponding conservation law in the case that the solution is piecewise 
smooth; this fact is crucial in proving the existence of a solution to the 
problem (1.6)-( 1.9). The precise concept of a solution of (1.6)-( 1.9) will be 
given in Section 2; in Sections 34 we prove existence and in Section 5 we 
prove uniqueness. 
FIGURE I 
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2. DEFINITION OF THE VISCOSITY SOLUTION FOR (1.6)-( 1.9) 
Recall (cf. [3]) that a viscosity solution for the problem (1.1) on the 
open set U is a continuous function u(x, t) such that for every (x0, to) E U 
r+f(p)QO for (P, ~1 E D+u(x,, b) (2.1) 
t+f(p)>O for (P, 7) ED-&G, hJ, (2.2) 
where D+u(q,, to) is the superdifferential, consisting of the points (p, r) 
such that 
lim sup 44 f) - 4% to) -P(X - x0) - z(f - kJ < o (2.3) 
(-%I) - (XO,fO) J(x-xX,)2+(t-f0)2 ’ 
and D-u(x,, to) is the subdifferential, consisting of the points (p, r) such 
that 
lim inf 4x3 1) - 4x0, to) -Ax-x0) - r(t - 43) > o 
’ . 
(2.4) 
(X.f)-(all~O) J(x-x*)2+ (t-f0)2 
Recall (cf. [4]) also that for the problem (1.3), a piecewise continuous 
entropy solution with jump discontinuity on the smooth curve x = s(t) is a 
function p(x, t) satisfying (1.3) in the distribution sense and the entropy 
condition 
fcP+)-f(P)<Sl(t)< ~ f(p- 1 -f(P) 
p+-P 
for all p between p+ and p-, 
P -P 
(2.5) 
where 
p+ =p+(s(f), t)-p(s(t)+O, t) (2.6) 
p- =p-(s(t), f) =p(s(t) -0, t). (2.7) 
LEMMA 2.1. Suppose that the curve I? x=s(t) (0 <t c T) is continuous 
and piecewise C’. Let U be an open set containing r. Set 
U~={(x,t)~UIO<t<T,x<s(t)} (2.8) 
U+=((XJ)EUIO<~<T, xx(t)}. (2.9) 
Suppose that u E C’( U-) n C’(F) n C(U), u, is discontinuous with jump 
discontinuity on r, and u satisfies in the classical sense 
ut +f(ux) =o for (x, t)E u- v u+, (2.10) 
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where f is a given continuous function for all p E R. Then u is a viscosity 
solution in U of (1.1) if and only if the entropy condition (2.5) is satisfiedfor 
p(x, t) = u,(x, t) at all continuity points of s'(t). 
Proof First assume that s(t) is C’. Take (x,, to) E r, i.e., x0 = s(tO). We 
let Du’(x,, to)= (u-:(x,, to), us(x,, to)), and denote by prDu*(x,, to)% 
(pO, zO) the projection of the vectors Du’(x,,, to) to the tangent line of r 
at (x0, to). Then according to [2, Theorem LlOJ, u is a viscosity solution 
of (1.1) in U if and only if for every (x,, to)Ef, 
(TO+ h)+f(pO+b,)60 for Due(x0, to).n<<<Du+(x,, t,).n 
(2.11) 
(Z0+4n~)+f(p~+4n.~)~O for Du-(x0, t,).n>4;>Du+(x,, t,).n, 
(2.12) 
where n = (n,, n,) is the normal vector of r at (x,, to), given by 
n = (h n,) = J& (1, -s’(t,N. 
Since u is C’ up to the boundary r from each side, we have 
f u(s(t), 1) = u:(xoT to) s’(to) + uT(xo, to) 
r = 10 
= u;(x,, to) s’(to) + u;(x0, to). (2.13) 
Hence the projection of the vectors Du*(x,, to) to the tangent line of r at 
(x0, to) is given by 
PrDu+(x~, t,)=p,Du-(x0, t,)=Da’(xO, to)- [n.Du’(x,, to)]n 
= %T(xo, y~w+;t+@o~ to) (s’(to), 1) 
0 
u,(xo, to) et,) + u,-(x0, to) 
zz 
1 + wo))* 
@‘(to)? 1). 
Therefore for any 5 E R, 
(2.14) 
(2.15) 
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where 
P = 1 + (f(to))2 { cu.: (X0? to)s’(to) + ~:(xoJ hJ1 s’(kJ + 4 J-1 
= 1 + (s:(to))’ 1 [uL( x0, to) s’(to) + u; (x0, to)1 s’(to) + 5Jmqixq 
(2.16) 
5 = 1 + (s:(to))’ { CU,+bO> to) s’(to) + u:(xoY to)1 - s’(to) 5 $TG-m 
= 1 + (sf(ro))’ c Cu.;(xo3 0t 1 s’(to) + Utbor to)1 -J’(lo) 5 &-mm 
= u:(xoY to) +~‘(~O)(~.:(xo~ to) -PI 
= u,-(x0, to) +J’(to)(u,(xo, to) -PI. (2.17) 
By (2.16), it is easy to show that the inequality DK(x,, to) .n < 5 < 
Du+(x,, to) .n is equivalent to the inequality u;(xo, to) <p < u:(x~, to). 
Similarly, the inequality Du - (x0, to) . n 2 5 > Du+ (x0, to) . n is equivalent 
to the inequality u;(x,, to) >p > u.: (x0, to). Thus, u is a viscosity solution 
in U if and only if 
~+f(P)~o for u.; (x0, to) 6~ 6 C (x0, to), (2.18) 
r+f(P)Go for u,: (x0, to) G P 6 u.; (x0, to). (2.19) 
Note that by (2.10), 
u:(xoY ~o)+f(u.:(xo~ to))=O, (2.20) 
u,(xo, ~o)+f(u,(xo~ to))=O. (2.21) 
Substituting z, p from (2.16), (2.17) into (2.18) and using the relations 
(2.20), (2.21), we get that (2.18) is equivalent to 
~‘(~o)(u,+(xo~ to) -P)- Cf(U,f(XO~ to)) -f(P)1 2 0 for p- <p <P+, 
(2.22) 
~‘(~o)(u;(xo7 to) -P) - Cf(u;(xo, to)) -f(P)1 2 0 for p- 6p6p+, 
(2.23) 
provided p- z u;(xo, to) <p+ E u-:(x0, to). These inequalities are equiv- 
alent to the entropy condition (2.5) in the case p- <p+. The same proce- 
dure applied to (2.19) gives the equivalence between (2.19) and the entropy 
condition (2.5) in the case p- >p+. Thus the lemma is proved for the case 
that s(t) is C’. 
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The general case when s(t) is piecewise C ’ follows immediately from the 
above special case and [3, Lemma 4.11, which implies that if u is a 
viscosity solution of (1.1) in (~,b)x(t,,t~)u(a,b)x(t,,t,)u +.. u 
(a,b)x(t,-,,t,) (t,-,<t,< ... <tN), then uis aviscosity solution of (1.1) 
in (a, b) x (to, fN). I 
Consider Eqs. (1.6)-( 1.9), where we assume that 
f,7f*~Wh j-1 2 0, fi 3 0, (2.24) 
h E C(R), h(O) = 0, h is strictly decreasing for x E (-co, 01, (2.25) 
g E C( - co, 01, g(0) = 0, g is strictly increasing. (2.26) 
DEFINITION 2.2. Suppose that y E C(R x [0, T]), s E C( [IO, r]), and 
s(O) = 0. The pair (y, s) will be called a viscosity solution of (1.6~( 1.9) if 
(i) y satisfies 
Y(Xt r) ‘g(x) for f~ [O, T], ---co <x<s(t) 
Y(X? r) <g(x) for TV [0, T], s(t)<xdO 
(and hence 
YMQ r) = g(W) for rE [0, T]). 
(ii) The equations 
Y, +f,(y,) =o for r E (0, T), - co < x < s(t), 
Y, +.f2br) = 0 for rE(O, T), s(t)<x<cg 
are satisfied in the viscosity sense in their respective regions. 
(iii) y satisfies the initial condition 
Y(X, 0) = h(x) for --cO<xtoO. 
(iv) On the free boundary r, 
r+f,(P)60 for (P, 4 ED,+- A@), r), 
where Of_ y(s(&,), r,) consists of all points (p, t) such that 
(2.27) 
(2.28) 
(2.29) 
(2.30) 
(2.31) 
(2.32) 
(2.33) 
lim sup vb, t) - y(-h lo) -p(x - x0) - r(r - to) < 0, (2.34) 
(.%I)- (al,roL~<r(l) J(x - x0)’ + (r - to) 
here x0 = s( to). 
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Note that if s is C1 and u is C’ up to the left side of l? x = s(t), then 
D:- y(s(to), to) consists of points (p, z) such that - co <p <pP and 
z = Y,-(-h &I) +s’(kJ(Y;(x 0, to) -p), and (2.33) is then equivalent o the 
condition 
s,(t) <f(P-) -f(P) 
\ for all PE(--co, p-), 
P -P 
where p- = limx,.(,,_, u,(x, t) (it corresponds to the case p+ = - a3 in 
Lemma 2.1). 
The condition (2.35) says that characteristics from the upper material 
region will intersect r,and hence all information about r is from the upper 
material region alone. This meets the requirement of the mathematical set- 
ting of the physical problem as indicated in Ross [8]. Using Definition 2.2, 
we shall establish, later on, existence and uniqueness first in the upper 
material region and then in the lower material region. 
3. UPPER MATERIAL PROBLEM 
To prove the existence of a viscosity solution for the upper material, we 
use a change of variables as suggested by Ross [S]. For simplicity we 
assume that 
g(x) = x. (3.1) 
Suppose that the solution y(x, t) of (1.6)-( 1.9) is strictly monotone decreas- 
ing in x for - 00 < x 6 s(t). Suppose also that lim,, _ o. y(x, t) = + 00. 
Then we can change variables, viewing x as a function of y and t; the func- 
tion x(y, t) is clearly well defined for all s(t) < y < cc and by differentiating 
the relation y(x(y, t), t) = y formally, we get 
for t>O,s(t)< y< co. (3.2) 
Consider the equation 
Xt(Y, f) + @(Xy(Y, t)) = 0 for t>O, -co<y<co, (3.3) 
where 
@(4)= o 
{ 
-qf1(llq) for q<O 
for 420. (3.4) 
Note that for y > s(t), Eq. (3.3) coincides with Eq. (3.2). The motivation for 
setting G(q) = 0 for q > 0 comes from the fact that no ions are incident on 
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FIGURE 2 
the surface of the upper material for q 2 0 (as explained in [S]; see Fig. 2). 
The upper material is initially occupying the space {(x, y) 1 x < y ,< h(x), 
- co < x < 0}, and in the new coordinates it is given by {(y, x) 1 x < u,,(y), 
- cc < y < cc }, where 
uo(y)= y 
i 
for y<O 
h-‘(y) for y>O. 
(3.5) 
Thus a reasonable initial condition for the problem (3.3) is 
X(Y, 0) = h(Y) for -cO<y<cO. (3.6) 
Let us use u( y, I) instead of x(y, t), and rewrite (3.3), (3.6) as 
u, + @(u,) = 0 for t>O, -co<y<cc 
4YY 0) = %(Y) for -m<y<m. 
(3.7) 
(3.8) 
The existence and uniqueness of a viscosity solution of (3.7), (3.8) follow 
from Cl] (in fact, the result in [l] is much more general). In order to 
change the variables back to our original problem, we have to prove the 
following: For each t > 0, 
(i) there exists a unique maximum of u(y, t) attained on 
((Y, t)lu(y, t)=v> and 
(ii) u(y, t) is strictly decreasing when y > s(t), where s(t) is the 
maximum point of u( ., t). 
The exact formulation of (i) and (ii) is stated in Lemmas 3.2 and 3.3. We 
need several emmas. 
We begin with a general function @E C(R), such that 
Q(q)=0 for 430, Q(q)>0 for q<O, (3.9) 
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and such that for any E > 0, there exists C, > 0 such that 
l@‘(q)1 6 c, for q < -E. 
Take any initial data u0 E C(R) (as in Fig. 2) such that 
Uo(Y) = Y for y<O, 
and such that 
-Lb(y)< -c for all y > 0 and some c > 0. 
C 
(3.10) 
(3.11) 
(3.12) 
It is clear that the upper convex hull of @ on the interval [-c/2, 1 ] must 
contain a line segment connecting (1,0) and ( -qo, @( -qo)), with 
0 < q. d c/2. Set 
&I) = Q(4) for q6 -q. 
=F(l-q) for -40<4<1 
0 
=o for qa 1. (3.13) 
Then 
ll~‘ll La(R) G c, (C, = C, for E = qo). 
We shall solve the conservation law (with 8) by approximation as in 
[4]. Choose a sequence of piecewise linear continuous functions G”(q) 
such that 
@n(q) = &I) for -qo<q<co (3.14) 
@n(q) -+ %I) uniformly in any compact set as n + co (3.15) 
11@:11 Lm(R) Q 2c,. (3.16) 
Choose also a sequence of piecewise linear functions z@(y) such that 
@‘(Y) = U,(Y) for yd0 (3.17) 
Ub”YY) + Uo(Y) uniformly in any compact set as n + 00 (3.18) 
for y>,O. (3.19) 
For fixed n, consider the conservation law 
4, + (@n(q)), = 0 for t>O, -co<y<co, (3.20) 
4(Y, 0) = -$ G’(Y) for -co<y<co. (3.21) 
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Denote the (unique) entropy solution in ( - co, 03) x [0, cc) by qn. Our 
aim is to prove that 
4,1(Y> f)= 1 for y<s,(t), t>O (3.22) 
-c<qrLv, t)< -qo<o for y>s,,(t), t>O (3.23) 
-‘<s:,(t)< -a<0 for t>O, (3.24) 
a 
where y = s,(t) is the curve along which qn(y, t) changes sign, and the 
constants C, qo, a are independent of n. 
Due to the special form of the function @ and the initial value, we can 
derive the estimates (3.22)-(3.24) by following the construction of the 
entropy solution given in Lemmas 3.1 and 3.2 of Dafermos [4]. 
Suppose that 
(qj;), @n(qj,‘9)r .“, (d- ‘jr @,(qjs- “)), @If’, R(q1;“)) 
is the set of all vertices of the graph of @,, where 
--CT, <qf’<q;*‘< . <qj;y-‘)<qjts)<co. 
Then 
q’“‘= 1, n qy< -qo, 
@Jqf’) - @,(qf- 1’) @( - 40) 
q(.J)-q(“el) = -~ 
1+6/o. 
(3.25) 
n n 
We also have 
for - co<y,<o 
for O<yGy, 
for ym-,<y<~, 
where 
2 
--<up< -qo<o 
C 
(1 <i<m). 
(3.26) 
(3.27) 
As in [4], set 
J= {q!,), ...) qy} u { 1, UY), . ..) Q,“‘}. (3.28) 
From the construction in Lemmas 3.1 and 3.2 of [4], it is clear that the 
entropy solution qn of (3.20), (3.21) satisfies 
4”(Y, t) = 1 for y6s,t, 06t-c~ (3.29) 
-fGq,(Y, t)< -90 for y>s,t, Odt<r, (3.30) 
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where r > 0 is small enough so that no interaction fshocks will occur, and 
by (3.13), (3.14), (3.16), and (3.25) 
so E 
i 
-2c,, -!gy. 
0 
(3.31) 
Define 
Then in {( y, t) IO < t < T >, (u,(v, t)), is piecewise constant and u,(y, t) is 
Lipschitz continuous and piecewise smooth. By virtue of (3.29), (3.30), 
u,( ., t) attains its strict maximum at s(t) = sot. 
For y < sot, U, satisfies 
(&J, + @A&J,) = 0 + @?I( 1) = 0 (3.33) 
in the classical sense. Since the Rankine-Hugoniot condition is satisfied for 
q,,, we have 
so = @A 1) - @n(q,‘(sot, t))
1 - qn+fsot, t) 
(notice that qn+(Sot, t) < qr- ‘)). (3.34) 
Thus, in the interior of the region where (u,), - q,+ (sot, t), we get from 
(3.32) (3.34), and (3.20) that 
(k2L=~o-~Oqnf(~o~~ t) 
= @n(l)- @n(q,‘(Soh t)) 
= - @n(4n+(Sof, f))= - @nwJv). (3.35) 
Because there are only finitely many constant states for (u,), (with values 
in J), we obtain by repeating the above calculafion with a slight modifica- 
tion that the equation 
(%l)t + @n((%),) = 0 for O<t<z (3.36) 
is satisfied in the classical sense in the interior of each region where (u,), 
is constant. 
Since q,, is an entropy solution, by Lemma 2.1, we deduce that U, is a 
viscosity solution of (3.36). It is obvious that the initial condition for U, is 
satisfied. 
We are ready to prove 
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LEMMA 3.1. Under the assumptions (3.9k(3.19), there exists a (unique) 
Lipschitz continuous function u,( y, t) on ( - 00, 00) x [0, co) with the proper- 
ties: 
(i) u, is a viscosity solution for the problem 
u, + @,(u,) = 0 f or - co<y<co,O<t<oo (3.37) 
u(y,O)=@(y) for -co<y<aI. (3.38) 
(ii) There exists a Lipschitz continuous function s,,(t) such that 
Sk(t) E
[ 
-2c,, -pJ for a.e. t E [0, co) (3.39) 
and 
%(YT t) -y for y6s,(t), 0Qt<c0 (3.40) 
-- fd$(Y, t)< -40 for a.e. y>s,(t), 06 t < co. (3.41) 
Proof. Suppose that T2 0 is the largest number such that there exists 
a (unique) u, for 0 < t < T with the properties: 
(i) u, is Lipschitz continuous and satisfies (3.39)-(3.41) in the 
region j(y,t)I-a<y<oo,O<t<T}. 
(ii) u, is a viscosity solution of (3.37), (3.38) in the region 
((y,t)l-co<y<oo,O<t<T}. 
(iii) qn( y, t) = (u,), (y, t) is an entropy solution with values in J in 
theregion {(y,t)l-cooOy<cc,O<t<T},and 
Var 4A., t)d(-~~,q,(.,OJ. 
(6m,m) 
(3.42) 
From the previous argument we know that (i)-(iii) hold for T = z if t is 
sufficiently small. We claim: T = cc. We shall assume T < co, and derive a 
contradiction. By the proof of Lemma 3.2 of [4], there exists a piecewise 
constant function qJy, T) with values in J which has finite number of 
discontinuities such that 
WY (., t) -+qn(., T) in L:,,,(-00, 00) as t-, T-O. (3.43) 
Since u, is uniformly Lipschitz continuous on (-co, co) x [0, T), we 
can define u,( y, t) for t = T so that it is Lipschitz continuous on 
(-co, co) x [0, TJ. From (3.43) we get 
qnb, T) =-$ u,(Y, T) (3.44) 
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in the distribution sense. Since u,(y, T) is Lipschitz continuous and 
q,Jy, T) is piecewise constant, we deduce that (3.44) is satisfied in the 
classical sense except for finitely many points. 
Since s,(t) is uniformly Lipschitz continuous, we can define s,(T) = 
lim ,+ T--O s,(t) and we have 
Un(Y7 T)= Y for y<s,(T) (3.45) 
-&4,(Y. n< -40 for a.e. 
C 
y > s,(T). (3.46) 
Thus we can use u,(y, T) as the new initial data and obtain a solution on 
( - co, co) x [r, Y) (T’ > T). Now we have a function u,( y, t) defined on 
a larger egion ( - cc, co) x [0, T’) and satisfying 
(i) U, is Lipschitz continuous and satisfies (3.39t(3.41) in the 
region {(y,t)j -co<y<co, O<t<T’}. 
(ii) (u,), (y, t) is an entropy solution for t E [0, T) and t E [T, T’). 
From the proof of Lemma 3.2 of [4] it is also an entropy solution for 
TV [0, T’). 
(iii) u, is a viscosity solution of (3.37) for (x, t) E (-co, cc) x (0, T) 
and (x, t) E ( - co, co) x (T, T’), respectively. Thus, by Lemma 4.1 of [3], 
U, is a viscosity solution for (x, t) E (- 00, co) x [0, T’). 
This is a contradiction tothe maximality of T. 1 
LEMMA 3.2. Suppose that (3.9)-(3.13) hold. Then there exists a Lipschitz 
continuous viscosity solution u of the problem 
u, + 6(u,) = 0 f or -GO<y<cCI,O<t<oO 
u(y,O)=uo(y) for -~<y<~, 
such that 
4Y, t) - Y for y<s(t), O<t< 00 
-fGUJy, t)< -40 for a.e. y>s(t), o<t<co, 
where s(t) is Lipschitz continuous, s(O) = 0, and 
s’(t) E 
[ 
-2C,, -=I for a.e. tE [0, oo), 
(3.47) 
(3.48) 
(3.49) 
(3.50) 
(3.51) 
Proof Take sequences @,, and ug’ such that (3.14)-(3.19) hold. Denote 
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by U, the viscosity solution (obtained in Lemma 3.1) corresponding to @, 
and ug). We can then choose a subsequence of n’s such that as n + cc 
s,(t) + s(t) 
%(Y? t) -+ 4Yv t) 
uniformly in any compact set of [0, co) (3.52) 
uniformly in any compact set of ( - co, co) x [0, co). 
(3.53) 
By [3, Theorem 1.41, u is a viscosity solution of (3.47), (3.48). Note that 
(3.50) is equivalent o 
-Lu(y+o, t)-u(y, t)< -q,o for a>O, y>s(t), O<t< co, 
c 
(3.54) 
and (3.51) is equivalent o 
@( -40) -0 -2C*a<s(t+o)-s(t)6 - *+qo for a>O, O<t<oO, (3.55) 
from which the assertions (3.50), (3.51) follow. [ 
LEMMA 3.3. The viscosity solution obtained in Lemma 3.2 is also a 
viscosity solution for the problem 
24, + @qu,) = 0 f or -oo<y<cCl,O<t<c0 (3.56) 
u(y,O)=u,(y) for -co<y<co. (3.57) 
Proof: If y, < s(to), then 
p=l for any (P, z) ~D+u(y,, to) u D-4yo, to), 
and hence G(p) = 8(p) = 0. 
If y, > s(to), it follows from (3.50) that 
(3.58) 
-%,< -90 for (P, ~1 ~D+u(y~, 64 u D-u(Y,, toI, (3.59) c 
and therefore by (3.13) we have @i(p) = &(p). 
Finally, if y, = s(to), it follows from (3.49), (3.50) that D-U( yo, to) = Qr, 
whereas for (p, t) E D +a( y,, to), we have 
z+@(p)<z+@p)<O, (3.60) 
since CD < $ everywhere. 1 
505/86/l-12 
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Lemma 3.3 provides a solution for the transformed problem. We now 
return to the original problem and prove: 
THEOREM 3.4. Suppose that 
fi E W13m(w, fl(P)>0for --oo <P-= a, llfill W1,m(R) < 00, (3.61) 
hE W;;;, h(0) = 0, 
-‘<h’(x)< -cOfor XE(-CKI, 0] 
CO 
for some c0 > 0, (3.62) 
and 
g(x)=x for -al<x<o. (3.63) 
Then there exist Lipschitz continuous functions (t) (t > 0) and y(x, t) (t 2 0, 
x <s(t)) such that Eq. (2.30) is satisfied inthe viscosity sense, y(x, 0) = h(x) 
for x E (- co, 01, and (2.33) is satisfied, furthermore, there exist a, go > 0 
such that 
&s’(t)< -a for a.e. 
c? 
tE [0, co) (3.64) 
-2-d yx(x, t) < - 00 for a.e. 
00 
x<s(t), 0-c t< co. (3.65) 
ProoJ: Define @ by (3.4) and u. by (3.5). Then the assumptions of 
Lemmas 3.2 and 3.3 are satisfied. Hence there exists a viscosity solution 
u(y, t) of (3.56), (3.57) satisfying (3.49)-(3.51). 
In view of (3.50), the inverse function of y --t u(y, t) exists in the region 
y > s(t), for each fixed t. The inverse function y = y(x, t) is defined for 
-co <x<s(t) and 
U(Y(X, t), t) =x 
Y(U(Y? t), t) = Y 
By virtue of (3.50), we get 
for x<s(t), t>O (3.66) 
for y > s( t), t > 0. (3.67) 
-‘< yx(x, t)< -f 
40 
for a.e. x < s(t), t> 0, (3.68) 
and (3.64), (3.65) follow immediately from (3.51) and (3.68). 
Since u is Lipschitz continuous, (3.56) is satisfied almost everywhere by 
[3, Theorem 1.2(ii)]. Hence 
- max 
-2/c<q<l 
@(q) G u,(Y, t) Q 0 almost everywhere. (3.69) 
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From (3.50), (3.68), and (3.69) it follows that y(x, t) is also Lipschitz 
continuous in t. It is clear that the initial and boundary conditions are 
satisfied. 
We next show that y is a viscosity solution for (2.30). Suppose that 
$ E C’ and y(x, t) - I&X, t) takes maximum A4 at (x,, to), x0 < s(t,). By 
(3.68) we get that $,(x0, to) 6 - c/2 < 0. 
For any fixed value of t near to, the inverse function y -+ IJ -‘(y, t) exists 
and is C’ in a neighborhood V of ($(x0, to), to). 
Assume for simplicity that M=O, i.e., $(x,, to) = y(x,, to) and that 
($ -‘(y, t), t) E U for (y, t) E V, where U is a neighborhood of (x,, to) in 
which II/, < 0. 
Since y - $(u(y, t), t) = y(u(y, t), t) - $(u(y, t), t) takes maximum at 
(yo, toI E J’ (here y. = Y(x,, toI = tit x0, to)), we deduce that @‘(y, t) - 
I,-‘(Ic/(u(v, t), t), t)=$-‘(y, t)-u(y, t) takes the local minimum at 
(y,, to), i.e., u(y, t) - I,-‘(y, t) takes the local maximum at (yo, to), and 
this implies that 
Noting that 
dll/-L=l<O 
ay lclx ’ 
!.!!I= -!5 
at $x’ 
it follows that 
ti,(XO? to) - vQ,(xo, to) @ L:> lo)) Go3 
i.e., 
(3.70) 
(3.71) 
tirbo, to) +f1(~,(xo, to)) 60. (3.73) 
This shows that u is a viscosity subsolution in the region {(x, t) ( x <s(t), 
t > O}. The proof that u is a viscosity supersolution in the same region is 
similar. 
To prove (2.33), let (p, r) E Of_ y(s(to), to). Using (3.68) and the detini- 
tion of Df- y(s(to), to), we get that p < -c/2. Define 
u(x, t) = 
i 
Yc-6 t) for x<s(t) 
P(X - s(t)) + s(t) for x>s(t). 
(3.74) 
Then u is Lipschitz continuous. 
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Letting x = s(t) and t + to in the limit (2.34), we get 
Iirn sup s(t) -4to) -P(dt) - dto)) - z(t - to) < 0. (3.75) 
f + fg J(s(t)-s(to))2+(t-to)2 ’ ’ 
this is equivalent o 
lim sup s(t)--s(lo)-P(s(t)-s(to))-r(t-to)~O 
It--o1 
(3.76) 
I t IfI 
since s(t) is Lipschitz continuous. By (3.76) if x > s(t) then 
4% t) - 4x0, to) -P(X - x0) - t(t - to) (x0 = dto)) 
=p(x-s(t))+s(t)-s(t,)-p(x-x0)-z(t-to) 
=p(xo-s(t))+s(t)-s(t,)-z(t-tt,) 
=s(t)--(to)-p(s(t)-s(Q)-z(t-to) 
<o(lt-to1)<0( (t-t(J2+(x-x0)*). (3.77) 
It now follows from (3.77), (2.34), and (3.74) that (p, r)~D+u(x~, to). 
By [ 3, Proposition 1.11, there exists a function Ic/ E C ’ such that u - $ 
takes maximum at (x,,, to), and (@J x0, to), vQt(xoy to)) = (P, ~1. Take II/ so 
that $(x0, to) = u(x,, to) = s(t,) = y,. It then follows from the previous 
argument that 
4Y, t)-V’(Y, t)=u-‘(y, th-‘(Y, t)<O for (Y, t) E K y 2 s(t), 
(3.78) 
where u-‘(0(x, t), t) = x, u(u- ‘(y, t), t) E y. Since $-I is decreasing in y, 
u(y, t)-$-‘(y, t)=y-$-l(y, t)<s(t)-s(t)=0 for (y, t)e V, y<s(t). 
(3.79) 
This shows that u - $-I takes local maximum at (yo, to). Since 
Il/Jxo, to) =p < 0, it follows from the previous argument that 
which establishes (2.33). 1 
A HAMILTON-JACOBI EQUATION FOR IONETCHING 175 
4. LOWER MATERIAL PROBLEM 
In Section 3, we obtained a viscosity solution for the upper material. At 
the same time we obtained a free boundary x = s(t) which is Lipschitz 
continuous and, for some c( > 0, 
1 
-y(t)< -a<0 for t>O. (4.1) 
Now consider the lower material problem. Assume that 
fiE ~‘~“(W, f&l>0 for -m<p<oo, iifiii hm(R) G Mu (4.2) 
and 
h E ~:~,“(~), h(0) = 0, -M<h’(x)<l-aforxE[O,oO), (4.3) 
where 0 < (T < 1, M > 0 are constants. 
It will be convenient to first assume that h, s are C”, and that, in 
addition to (4.1)-(4.3), 
llhll W2~“[0,00) < co. (4.4) 
For any small E > 0, we can choose S, E C a, such that 
s,(O) = 0, s,(t) -+ s(t) uniformly in [0, T] as E + 0 (4.5) 
s:(O)(l - h’(0)) + f2(h’(0)) -&h”(O) = 0 (consistency onditions) (4.6) 
-L<&(t)< -1 for tE [0, T], (4.7) 
where 0 <I< 1, L > 0 depend only on a, cr, M, and f2(h’(0)) (notice that 
W) z -f2(h’(0))/( 1 -h’(O)) < 0), I and L are independent of E. 
Consider the equations 
Y,+f2(Yx)-wxx=O for t>O, s,(t)<x< 00 (4.8) 
Ax, 0) = h(x) for x20 (4.9) 
As,(t), t) = s,(t) for t>O. (4.10) 
Under the assumptions (4.1t(4.7), the parabolic equations (4.8k(4.10) 
have a classical solution y, such that it is C” in the interior of the domain 
and (y,),, (yJxx are continuous up to the boundary; furthermore 
where Q={(x, t)ERx(O, T]Ix>s,(t)}. 
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Set 5 = x - s,(t) and w(& t) = yVE(x, t) - s,(t). Then w satisfies 
L[w] = 0 for t>O, t>O 
w(5,O) = h(5) for l>O 
w(0, t) = 0 for t>O, 
where 
L[w]=w,-s,(t)w~-EW~5+S:(t)+f2(W~). 
LEMMA 4.1. Under the assumptions (4.1)-(4.7), we have 
-y< w&r, t) < 1 for 5 > 0, t > 0. 
Proof: Clearly 
L[(]= -S:(t)+S:(t)+f2(1)>0 for 5 >O, t>O. 
BY (4.3), 
h(t) < 5 for 520. 
Obviously also 
w(0, t)=O=< for t=O, t>O. 
(4.11) 
(4.12) 
(4.13) 
(4.14) 
(4.15) 
(4.16) 
(4.17) 
(4.18) 
Thus by the comparison principle for parabolic equations in an unbounded 
domain (see Chapter 2 of [ 5]), we get 
45, t) G 5 for <>O, t>O. (4.19) 
Similarly 
L -yc: +:(r)+&(r)+f~ 7 [ 1 0 
< y+1 (-Z)-MCO. ( ) 
Since I< 1, we get from (4.3) that 
(4.20)
(4.21) 
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Using comparison again we deduce that 
w(5, t)a -ye for 5 20, t 30. (4.22) 
Now it follows from (4.19) and (4.22) that 
-y < w&O, t) < 1 for t30. (4.23) 
This inequality clearly holds also on t =0 by (4.3). Since wg satisfies the 
parabolic equation 
wgt - sxt)w65 - &WC55 +f;(wc)wcc = 0 for t>O, t>O, 
it follows by comparison that (4.15) follows. 1 
LEMMA 4.2. Under the assumptions (4.1k(4.7), we have 
I I 
2 (x, t) <c for x>s,(t), O< t-c T, 
where C is independent of E, but may depend on llhll W~,ajcO,oo~. 
Proof: By Lemma 4.1, 
M aYe -p-&x, t)<l for x>sB(t), t>O. 
Differentiating (4.8) with respect o t, we obtain 
(%),-qe),, (“‘&), +fX(Y,)x) Y&- =o for x>s,(t), t>O. 
Since (yYE)xX and (y& are continuous up to the boundary, 
!$ (x, 0) =&h”(x) -f*(h’(x)) for x>O 
g (s,(t), 1)= s:(t) - (Y&c (se(t), t)s:(t) for t>O. 
(4.24) 
(4.25) 
(4.26) 
(4.27) 
(4.28) 
(4.29) 
By assumptions (4.2), (4.4), and (4.7) and by (4.26), it then follows that y, 
is uniformly bounded on the parabolic boundary of the domain. Using 
+ C( t + 1) as the comparison functions, we get (4.25) immediately. 1 
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THEOREM 4.3. Suppose that (4.1t(4.3) hold. Then there exists a 
Lipschitz continuous viscosity solution y(x, t) for the problem 
y,+fAy,)=O for x>s(t), O<t<T 
y(x, O)=h(x) for x20 
with the properties 
(4.30) 
(4.31) 
where 
-y< yJx, t) < 1 for a.e. x > s(t), t > 0, (4.32) 
-M< y,(x, t)< -m<O for a.e. x > s(t), t> 0, (4.33) 
m= min f2(p). (4.34) --Mll=Sp< 1 
Proof Step 1. Suppose in addition to the assumptions (4.1k(4.3) that 
(4.4) holds. 
Take s, E C” satisfying (4.5)-(4.7). By virtue of Lemmas 4.1 and 4.2, 
there exists a subsequence of E’S such that as E + 0 
YEk t) + Y(4 t) uniformlyinanycompactsetof{(x, t))x>s(t), t>O}. 
(4.35) 
Using (4.5), (4.35), we deduce that y is a viscosity solution of (4.30), (4.31) 
by [3, Theorem 3.11. 
Next, (4.32) follows from (4.26). Since y is Lipschitz, Eq. (4.30) is 
satisfied almost everywhere [3, Theorem 1.2(ii)], and (4.33) follows. 
Step 2. The general case. 
Take hs E C” such that 
llhall wyo,,) < ~0, (4.36) 
h,-+h uniformly in any compact set. (4.37) 
Then by Step 1, there exists Lipschitz continuous viscosity solutions of the 
problem (4.30) with the initial data hb(x). 
Since the estimates in (4.32), (4.33) are independent of 6, the theorem 
follows by a compactness argument and [3, Theorem 1.41. i 
Combining Theorem 3.4 and Theorem 4.3, we obtain: 
COROLLARY 4.4. Under the assumptions of Theorems 3.4 and 4.3, there 
exists a viscosity solution (in the sense of Definition 2.2). 
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5. UNIQUENESS 
We fix T> 0 and denote by 8, the collection ffunction pairs (y, s) with 
the properties: 
(i) y E C(R x [0, T]), s E C( [0, T]), and s(O) = 0, 
(ii) (y, s) is a viscosity solution satisfying Definition 2.2, 
(iii) y(x, t) is strictly decreasing in x for x < s(t), y is Lipschitz 
continuous, and 
and 
II Ytll L”(R x [O, I-]) G M> lIYxIIL”(Rx[O,T])~M (5.1) 
(iv) s is Lipschitz continuous and 
Set 
(5.2) 
8,= u &TM. 
M>O 
We had already proved the existence of a viscosity solution in 8,. Unique- 
ness for the viscosity solution is equivalent o the assertion that &, consists 
of a single point. 
We first prove uniqueness for the upper material problem. 
LEMMA 5.1. Assume that (3.61), (3.62) hold and that (y,, sI) E8, for 
j= 1 andj=2. Then 
s,(t) = S*(t) for 06 t< T (5.3) 
YIb-2 t) = Y,(X, f) for x<s,(t), O< t< T. (5.4) 
Proof: We may assume that y,(x, t) is the solution obtained in 
Section 3. Then (3.65) is valid for yI. Take A4 such that 
(Yj, so) E &M (j= 1,2). 
By the cone dependence [7, Theorem 2.41, we obtain 
Yl(X, t) = Y&T t) for xQ -x*--L& O<t<T, 
where L = Ilf ill La(R)? and x* is chosen such that 
-x* - Lt < sj(t) for 06tdT (j=1,2). 
(5.5) 
(5.6) 
(5.7) 
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By virtue of (iii), for any fixed t E [0, T], the inverse function 
y+wj(y, t) (j= 1, 2) of x+y,(x, t) (j= 1, 2) for x<sj(t) exists. By (5.6) 
and (iii) we know that wj(y, t) is well defined for sj(t) < y < co, 0 ,< t G T, 
and 
wj(sj(t), t)=Sj(t) for O<t<T. (5.8) 
Define 
uj(Y, t)= 
i 
’ 
for y<sj(t), O< t< T 
wj(Y, t, for y>sj(t), O<t<T. 
(5.9) 
Then uj is continuous. Further, by Section 3, uI is uniformly continuous 
in all of R x [0, T]. Using (5.6), we deduce that u2 is also uniformly 
continuous in Rx [0, T]. 
Next, we prove (similar to the proof of Lemma 3.4) that uj is a viscosity 
solution for the transformed problem (3.56), (3.57). 
For y. > Sj(to), if Uj(y, t) - $(y, t) takes strict maximum (minimum) at 
(yo, to) for some $ E C ‘, then $,,( y,, to) < 0 since uj is decreasing in y near 
(yo, to). If I++,( y,, to) < 0, then we can proceed, as in Lemma 3.4, to prove 
that 
Il/r(Yo, to)+ @wY(YO~ to)) GO (80). (5.10) 
If II/,( y,, to) = 0 we can work with I&, t) - E( y - yo) instead of I&Y, t), 
where E > 0 is sufficiently small. Obviously, uj( y, t) - (Ic/( y, t) - s(y - yo)) 
takes a local maximum (minimum) at (yE, t,), where y,<sj(t,) and 
(Y,, tE) + (yo, to) as 8 -+ O+. Thus we can still obtain (5.10) by letting 
E-+0+. 
For y. < sj(to), uj satisfies Eq. (3.56) in the classical sense near (yo, to). 
Finally for y, = sj(to), it is obvious that D-uj(yo, to) = a, whereas for 
(p, z) l D+u~(y,, to), we have z ~0. Thus 
z+@(p)=z+O,<O (5.11) 
provided p > 0. On the other hand, if p < 0, we can use (2.33) and proceed 
as in Lemma 3.4 to prove that (5.11) is still valid. 
Thus uj is a viscosity solution of the problem (3.56), (3.57). 
By (3.61), we get that the function @ defined in (3.4) is uniformly 
continuous in R. Thus by the comparison theorem [l, Theorem 11, we 
conclude that ul(y, t) E uz(y, t). It follows immediately that y,(x, t) z 
y,(x, t) for x<sj(t), O<t<Tand sl(t)-s*(t) for O<t<T, 1 
LEMMA 5.2. Suppose that y(x, t) is a viscosity solution for the problem 
Yt +f(Yx) = 0 for x > s(t), 0 -c t-c T, (5.12) 
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where s(t) is C’. Then ~$5, t) = y(x, t) (r = x -S(I)) is a viscosity solution 
of the problem 
w,-s’(t)w~+f(w()=o for [>O,O<t<T. (5.13) 
Proof: Suppose that w(<, t) - Ic/(& t) takes a local maximum (mini- 
mum) at (&,, to), to > 0, 0 < to < T; then U(X, t) - $(x - s(t), t) takes a local 
maximum (minimum) at (x,, to), where x0 = &, + s(t,). Hence we get 
Ctir(L to) + IclS(SO~ b)(--s’(kJ)l +fbfQcL to)) 6 0 (>O). 1 (5.14) 
We now state the main result of this section. 
THEOREM 5.3. Assume that (3.61), (3.62) and (4.2), (4.3) hold. Then 8, 
consists of a single point, i.e., there exists a unique solution in gb,. 
Proof. Suppose there exist two solutions (yl, sr), (yz, s2). By Lemma 
5.1, we have 
s1(t) = Q(t) = s(t) for 06t<T (5.15) 
Y,k t) = Y*k t) for -a<x<s(t), Ogt<T. (5.16) 
Take sg E C’[O, T] such that 
s(t)<ss(t)<s(t)+6 for O<t<T (5.17) 
and set ~~(5, t)=yj(x, t) ((=x-s&(t)). Then by Lemma 5.2, wj(<, t) 
satisfy the equation 
wt - sbwq +f2(wc) = 0 for t>O, O<t<T (5.18) 
in the viscosity sense. 
By assumption, w,(c, 0) = w,(<, 0) for 5 2 0. In view of (5.1) and (5.17), 
Jw,(O, t)- w,(O, t)l <2M6 for 06 t< T, where M is chosen as in 
Lemma 5.1. 
Applying the comparison theorem [l, Theorem l] to functions w, and 
w2 + 2M dt, we get w,(& t) < w,(<, t) + 2M 6T for 0 < t < T. Switching wi 
and w2 we deduce that 
lw,(t, t)-~(5, t)l ,<2M6T for <>O, O<t<T, (5.19) 
which implies that 
IYI(X, t)-.&, t)l <2MdT for x>sSg(t), O<t< T. (5.20) 
Taking 6 -+ 0, it follows that y, E y,. a 
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Remark. All the results of the paper (existence, uniqueness, regularity) 
are still valid if the assumption g(x) =x is replaced by 
O<c<g’(x)<C for - cQ<xdO. 
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