ABSTRACT Promotions are a widely used strategy to engage consumers and as such, retailers dedicate immense effort and resources to their planning and forecasting. This paper introduces a novel interpretable machine learning method specifically tailored to the automatic prediction of promotional sales in real-market applications. Particularly, we present fully automated weighted k-nearest neighbors where the distances are calculated based on a feature selection process that focuses on the similarity of promotional sales. The method learns online, thereby avoiding the model being retrained and redeployed. It is robust and able to infer the mechanisms leading to sales as demonstrated on detailed surrogate models. Also, to validate this method, real market data provided by a worldwide retailer have been used, covering numerous categories from three different countries and several types of stores. The algorithm is benchmarked against an ensemble of regression trees and the forecast provided by the retailer and it outperforms both on a merit figure composed not only by the mean absolute error but also by the error deviations used in the retail business. The proposed method significantly improves the accuracy of the forecast in many diverse categories and geographical locations, yielding significant and operative benefits for supply chains. Additionally, we briefly discuss in the Appendix how to deploy our method as a RESTful service in a production environment.
I. INTRODUCTION
Sales promotions are marketing strategies used by retailers to stimulate the demand of products. In addition to being profitable, promotions also help to reduce stockpiling, attract customers, build store traffic, introduce new products and counteract competitors [1] - [3] . Typically, retailers use a variety of approaches to promote products, including: price discounts, special deals (buy-one-get-one-free), vouchers, rebates and special displays [4] . Even when these factors are within the retailer's remit, there are external components that determine the performance of a promotion, including the following: macro-economic changes, competitors, sensitivity to market trends, sales in complementary and competitive categories and seasonal effects [5] . From the perspective of the retailer, the estimation of promotional sales is pivotal in
The associate editor coordinating the review of this manuscript and approving it for publication was Kathiravan Srinivasan. supporting inventory and production planning for supply chains [6] , operational decisions and also for reducing waste. For customers, accurate forecast results in adequately stocked shelves and an improved shopping experience. Manufacturers and suppliers also benefit from sharing forecast information [7] .
The promotional planning process is complex and challenging [8] , and it must account for changes in a dynamic and highly competitive market. As a result, retailers employ forecasters, who are dedicated analysts anticipating the future sales of products on offer. It is not uncommon for these teams to be divided into categories, such as ''fresh'' or ''grocery'', where the forecasters develop rules of thumb based on their experience and intuition to predict the sales. Due to the complexity and large number of promotions, many retailers have implemented forecasting decision support systems, casting these rules into heuristic algorithms that aid the forecasters. Some retailers have also applied statistical and machine learning approaches proposed by academia [9] - [12] . All of these methods rely on information from historical sales to forecast future sales. However, only a fraction of them are able to provide an interpretation behind the figures. This lack of a comprehensive explanation complicates business decisions. Even if methods such as Decision Trees, Neural Networks, or Support Vector Machines could provide more accurate predictions, forecasters and managers need to be convinced of the rationale behind the results, even if it means sacrificing accuracy for informativeness [13] . Amongst the methods that provide contextualization, linear approaches are generally not accurate enough (see Experiment IV-A). Whilst heuristic ones are, they are often difficult to adapt to new scenarios.
Ideally, a forecasting algorithm for promotions should be adaptable, interpretable, accurate, and stable. Adaptability requires that the algorithm performs well under distinct categories, different geographical locations and market changes, all factors which impact product sales. Stability requires that the accuracy does not dramatically depend on time, so the model does not need to be continually refreshed. This minimizes the downtime required by re-training, testing and re-uploading, a significant issue for worldwide retailers.
In this paper we present a new method to forecast promotions founded on online learning k-nearest neighbors (kNN). The kNN algorithm is a well-known non-parametric method that has been successfully applied for decades to a multitude of problems and it still continues to be a topic of interest in predictive applications [14] - [16] . Our variant of kNN searches for the closest promotions using a distance that is scaled by the relevance of each feature. Each stock keeping unit (SKU) is treated independently and the past promotions are used to train the algorithm. To produce a forecast, the inverse of these distances constitute the weights of a weighted average that aggregates the past sales. The method has been developed and tested on surrogate models and real market promotional data from a worldwide retailer, covering several categories (fresh food, grocery, beauty products and drinks) in 3 different countries with different types of stores. It is lightweight and interpretative and the results can be easily modified by an operator in a cost-efficient framework, overcoming the classical view of a demand forecasting being costly [17] .
The rest of the paper is organized as follows. First, Section I illustrates promotions and their mechanisms. Section II contextualizes promotions and presents the framework used in this paper. Section III describes the proposed method. Section IV describes the experiments including data description and error metrics and presents the results on actual data and Section V discusses the method and its suitability to support managers and forecasters in market environments.
A Python implementation of the method is available in https://github.com/CarlitosDev/nextDoor/.
II. PROMOTIONS
In this section, we introduce some key concepts about promotions and their mechanisms along with the framework and notation used in this paper. As previously stated, scientific literature on promotions based on machine learning algorithms is often applied mostly from a data matrix problem statement, without paying attention to the specific peculiarities of the problem. In this work we establish a general framework on our promotional scenario linking the data generation, statistical description of promotional processes, data sampling corresponding to different controlled and uncontrolled situations, and finally the corresponding matrix description of the problem. Matrices are denoted as uppercase boldface letters whereas vectors are denoted as lowercase boldface letters. In our framework, promotion models rely on data sampled from multidimensional random processes that are usually given by a mix of quantitative and qualitative variables.
A promotion that is launched on a particular product can be seen as a collection of parameters that the retailer devises in order to attract customers, and ultimately to increase sales. As mentioned in Section I, the retailer controls certain factors and not others, e.g. competitors, economic climate, or trends. Amongst the controlled factors, one of the variables that influences sales the most is price. A common strategy amongst retailers is known as ''price cut'' pertaining to promotions, which is a direct reduction in the regular price of a given item. More forms of price reductions are in the likes of buy one (or more) and get one (or more) free, where a minimum number of items is required to trigger the offer. The duration of the promotion is another relevant variable, ranging from offers lasting for one or two days, to the usual biweekly or monthly cycles or to the more permanent ones known as rollbacks that can last for months. Festivities, events and holidays are also important factors when running promotions. Some products are very seasonal, such as Christmas paraphernalia, whereas some products are sold all year long but tend to peak at particular times, motivating campaigns such as back to school. It is worth mentioning that some of these campaigns promote similar products resulting in a cannibalization effect. Another aspect of promotions is that retailers might direct promotions to groups of stores, as opposed to nationwide offers, and also the SKU on offer might present different prices for different types of stores. Regarding time and dates, some products are heavily seasonal concentrating the sales in certain periods of the year. There are also products that tend to be purchased during particular days of the week, and for some countries payday is also important. Holiday and local festivities dramatically impact promotional sales. In terms of measuring the success of a promotion, a common key performance indicator (KPI) are the sales. For some retailers, it is given by the total amount of sold units, but more commonly it is a compound measure of the sales along with some market performance indicators. The sales performance of a promotion is holistic, as each feature plays a different role. A collection of descriptive features is pivotal in understanding 74760 VOLUME 7, 2019 FIGURE 1. Product history covering 14 months in an Asian country. The upper chart shows the nationwide normalized sales, being the promotional periods the ones shadowed in gray color whereas the normal sales are white colored. The sales seem to have a weekly pattern and there are 3 clear peaks corresponding to the end of the year and a national festivity. The bottom chart shows the normalized price of the item for the same period. This graph intends to illustrate that the relationship between price and sales is far from simple.
it, otherwise, and as depicted by Figure 1 , the information about item price is not enough to infer the unit sales.
Let us establish in this section our framework to operate with promotional information. Firstly, a promotion can be described as a paired biset (x, y), where y ∈ R is the response variable or KPI, and x is a vector of the parameters that describe the promotion itself and determine the response variable to an extent, as there are other factors that are not known. It is important to note the temporal intrinsic relationship among these variables, in such a way that parameters in x are all known before the promotion starts, whereas the KPI is only known at the end of the promotional period. The parameters that define a promotion and referred here as features, and they contain information in different data formats. (x c i ). Therefore, x ∈ R n 1 × G n 2 and it can be seen as a hybridtype or heterogeneous multidimensional vector. Other types of features could be used as promotional information, which are not considered here, as for instance free-text documents, as far as they are not as usually available as the two preceding ones.
In our framework, the data that we observe from historical promotions comes from the underlying joint distribution p(x, y), which contains the description of the features and response variables as follows:
where < · > denotes the corresponding integration domain. Our interpretation of p(x, y) is that some of the variables contained in x (the available promotion context) determine to a great extent the value of y (the actual promotion KPI). Therefore, our motivation is to be able to estimate the values of y given the parameters in x, which are known or even can be controlled when the promotion is planned. In probabilistic terms this corresponds to know the conditional or posterior probability of the KPI for a given value of the context, given by p(y|x). In the case of having complete knowledge of the statistical distribution, we could use exact probabilistic data models to estimate the effect of the features vector on the response variable, as follows:
However, we do not hold the full knowledge of the distributions, instead we only have a limited number N of sets of paired observations of these random processes, which can be formally expressed by:
where S u is an operator that generates N samples uniformly distributed over the domains of x and y. This motivates us to use a parametric model whose parameters are adjusted with the data available at the prediction time and in an online manner. Thus, we can estimate y given x through the following equation:
where (x) is an ideal estimator of y and ε represents the unknown information that is not captured in the context x or retained by the estimating function . Also, let us define an operator , in such a way that given a set of feature observations and a vector of free parameters θ controlling its adjustment, it yields a function g that approaches to the ideal estimator , formally denoted as:
Hence, operator is used to estimate the value of the response variable of a new promotion given the set of features x p as follows:
Note that operator and its free parameters θ represent on a general view any machine learning estimation algorithm that can be built from a set of the observed and available promotional data. Therefore, this operator includes all the design stages that are usually necessary to ensure generalization, this is, the strategy followed for splitting the available data set into a training and a test set. Function g is usually a non-parametric expression, in the sense that operator has an implicit stage for estimating some set of model weights according to the training and test subsets. If we denote by w the set of model weights that are intrinsically estimated by the algorithm, we can see that the intermediate stage can be expressed as follows:
where we have made explicit that function g depends also on the estimated model weights. Nevertheless, the compact representation in Eq. (5) is usually enough for our notation and estimation process description. The machine-learning based promotional modeling can be seen then as a nonlinear multidimensional regression problem. Figure 2 depicts, for visualization purposes, a set of promotional sales as a function of two context variables. It can be clearly seen that these variables are not enough to account for a quality model of the promotion dynamics, and more explanatory features should be included to unfold the changes in KPI. Nevertheless, the grey surface represents the existence of a smooth surface accounting for the dynamics at this amount of explanatory features, which allows us to abstractly visualise what is happening when moving to higher dimensional input spaces.
Some specific problems can be stated from this model notation that are well-known in the statistical literature and are likely to be present in the promotional data. On the one hand, collinearity effects can be implicit in the data, which can be denoted as:
The collinearity sampling operator S cx indicates that, rather than uniformly sampling in the x multidimensional space, input space is sampled through a constrained and often linearlike region, given by some linear sub-manifold of the space, with the average form:
where K is a constant and some of the sub-manifold coefficients β n are different from zero. For those input features, not only the input domain is loose represented in the statistical sampling, but also those input features are highly correlated among them and secondarily with the output. Many estimation operators, such as the corresponding to least-square solution, exhibit problems to yield a stable solution at least in the available regions from the statistical sampling of the input space. This effect is present in many variables that cannot be easily observed naturally throughout all their domain due to business constrains, for instance, existing promotional strategies can preclude from statistical sampling of some promotional combinations of strongly competing products. Collinearity is addressed in the experiments section IV-A. On the other hand, output subrepresentation can be also present on the data, which can be modeled as a different nonuniform sampling operator
This S sy sampling operator represents that a non-uniform sampling is performed in y variable, which straightforwardly can be seen as inducing and unbalance of the represented promotions in the data. This is also due to the fact that historical promotions will be more likely driven by intuition and management principles, rather than trying to fulfil any criterion on statistical sampling. We address subrepresentation of promotions in the experiments section IV-B.
III. PROPOSED METHOD FOR MODELLING PROMOTIONS
In this section we present our algorithm for the estimation of the promotional response to a set of known features, following the framework presented in Section II. Let us begin the section by describing the input data, the preprocessing step and the partition in training, validation and test sets. Typically the promotional data collected by retailers can be divided into four categories: numerical, binary, time-date variables and categorical. Amongst the numerical variables, is it common to find information about the number of stores running the promotion, the prices before the promotion is launched and during the promotion, as well as the discount.
Binary variables are used to inform about features such as a product being seasonal or the placement of a product on a featured display, amongst others.
Time and date information is converted to numerical or binary data in our model. For example, the starting date of a promotion is decomposed into numerical variables representing the year, month, week of the month, day of the week and a numerical date. The duration of the promotion, as well as the number of days since the last promotion happened are also stored. These variables are subsequently used in the preprocessing step to calculate the number of days and months between promotions and also to create binary flags indicating whether the promotions happen in the same year, month or week of the month, which are especially important for matching products that are seasonal or promotions that happen during festive periods.
Amongst the qualitative variables we typically find descriptors of the type of store or the type of promotion. As these variables present low cardinality, they have simply been converted to numerical data by using one-hot-encoding (OHE) transformation. In OHE, a categorical variable with l i labels is represented by l i binary predictors. Dimensionalityrelated issues for this input data codification are not expected to represent an issue in our datasets.
To create a model, the data for each individual product is divided into training, validation and test sets. These sets are chronologically organized and their sizes depend on the product itself. The training set contains the first M historical records, on average 74.99 ± 65.57 rows. It is followed by the validation test, which on average contains 18.74 ± 16.13 records. Finally, the test set is composed of the last promotion launched on all types of stores, averaging to 3.28 ± 2.07 records. Throughout the section the training set will be simply referred as X.
After the preprocessing step, all the observed input features [x 1 , . . . , x M ] are of numerical type and therefore arranged into a matrix X ∈ R M ×n . The observed promotion responses are grouped in vector y ∈ R M . In the case of having missing values, which rarely occurs, we have opted to remove the record from the dataset.
One of the motivations of this paper is to estimate y in an interpretative manner but also favoring direct modifications of the estimate. In this regard, the weighted arithmetic mean is a fairly simple manner of calculating the performance of a promotion at time k based on the combination of p ≤ M historical realisations, and this can be written as,
A key concept of our method is that w couples the historical observations of y and X. These weights w = w 1 , . . . , w p are calculated as per Eq. (7) where (·) is a function that depends on the observed values of X and y and the vector of free parameters θ . Vector 1 is a column vector of all ones. For a forecaster, the prediction is easy to adjust by simply varying the contribution of the historical promotions.
The hypothesis behind (D, θ ) is that, for a given SKU, the promotions that sold a relatively similar number of units have something in common. In other words, very little time is needed with an expert forecaster to realize that, when being asked to predict the KPI of a promotion (or validate a forecast), firstly the forecaster will identify certain features that relate the promotion to forecast for and the historical ones, for example, similar price, number of stores or time of the year. With that idea of similarity, a prediction based on the past sales will be worked out. This expertise relies on selecting these features.
To approximate the behavior of the expert mathematically, (·) employs a matrix of distances M and vector of variable importance v.
Let us dive into the calculation of M, which is a matrix indicating the differences between the features of promotions. From the training set D norm where each feature has been normalized from 0 to 1, so 0 ≤ x ij ≤ 1, ∀x ij ∈ X, we randomly extract a promotion k with data {x k , y k } ⊆ D norm . The idea here is to quantify the closeness between the features of promotion k and the remaining M − 1 promotions in D norm , and to do that, first we define matrix M with the element-wise Euclidean distance as follows:
where superscript (k) indicates that the result has been calculated with regard to the k th promotion. X ∈ R M −1×n comes from matrix X where row x k has been removed, and is the Hadamard product. Any measurement derived from matrix M implicitly assigns the same relevance to all of the features. As this is not the general case, we define a feature importance vector v ∈ R n×1 + that determines the importance of each variable by scaling the columns of M. The closeness of each observation in X to x k is therefore the product M (k) v.
Based on v and M, we can now define the weights w from Eq.(11) so the largest contributions come from the most similar promotions, as follows,
where w
is the contribution of historical promotion i to forecast promotion k and m i is the i th row of matrix M (k) . By substituting Eq.(13) in Eq. (11), we can formulate the problem of finding v can be tackled as minimizing the norm forecast error,
which can be approached as an optimization problem, although there are some issues around it for this VOLUME 7, 2019 particular application. Firstly, there is no guarantee that the chosen optimization algorithm will always converge, and secondly, the computational burden results in large waiting times for the forecasters. Because of these issues, we propose a non-optimal approach based on the intuition that similar sales are driven by similar features. To illustrate our approach, let us define a set with two historical promotions D norm = {(x i , y i ), (x k , y k )}. Our goal is to approximate the value of y k with just one observation, so the first step consists of setting the weight w i to a measure derived from the difference in sales,
Substituting the definitions given for w i in Equations (13) and (15) yields to:
As the elements of vector v are positive real numbers, we can solve a non-negative least squares (NNLS) problem established as follows:
where e = |y k − y i | 2 , and v −−→ e→0 0 and v − −− → e→∞ ∞, meaning that we assign a larger weight w i to a promotion that performed similarly than to a promotion that did differently. 1 The parameter λ controls the amount of regularisation that prevents a variable to massively dominate the NNLS solution.
To extend this formulation to the real case where the training set consists of M observations, we define the differences vector e (k) =
and rewrite Eq.(16) in matrix form,
And as described earlier, solve the problem with NNLS as:
We have established a framework to find the most relevant variables related to the sales of a promotion k. However, it is obvious that just one promotion does not represent the relationship between the features and promotional sales for a product. To gain wider insight into the features and also, to improve stability and accuracy, we repeat this process using a bootstrap aggregating (bagging) approach. In this step we repeat B times the process described above and average the results to obtain the feature importance vector v, as outlined in Algorithm 1.
Once we have the feature importance vector v, forecasting a new upcoming promotion k + 1 is a matter of two steps. First, matrix M (k+1) is built using Eq. (12) to represent the feature distances between k + 1 and the M observations from 1 Our KPI are measured in integer units (scaled when necessary). To grant numerical stability in Eq.(15), the denominator is modified to max{1, |y k − y i |}.
Algorithm 1 Pseudo-Code for Feature Selection: Bagging
Input: X ∈ R m×n , y ∈ R m×1 , B, C, P, t (consistency threshold). Output: S: Set of relevant features. v: Importance of the relevant features.
1: With complete X, normalize each variable. 2: for b = 1 → B do 3: Retrieve the vector of predictors x b from X and the sales y b from y. 4: for c = 1 → C do 5: Generate X by sampling uniformly with replacement P rows from X (excluding x b ). The same applies to sales vector y . 6: With X and x b , calculate the matrix of feature distances M (k) using the definition from Eq.(12).
7:
Using y b and y , calculate the sales-based weights w as defined in Eq.(15). 8: Find the variable importance vector l c (being l c the c th row of pool matrix L ∈ R C×n ) using NNLS as per Eq.(19). 9: end for 10: Set a b = mean(L) where a b the b th row of pool matrix A ∈ R B×n . 11: end for 12: Aggregate A throughout the B iterations to obtain f = agg(A). 13: for i = 1 → n do 14: if (f) i > t then 15 :
end if 18: end for the training set. The second step is to calculate weights w that scale the historical KPIs by combining M (k+1) and v as follows,
where w ∈ R M + . As mentioned in Section I, one of the motivations pursued in our algorithm is to be able to explain how the forecast is produced and also to be easily modified. The frequency of products going on promotion is very variable and it is not uncommon to find products in the training set that have been on special for at least 60 times in the last two years. The idea here is that, instead of presenting a forecast involving M promotions in the training set, we select a representative subset of them, the so-called neighbors.
The number of past promotions considered can be determined following different approaches. Based on our experiments, the best forecasting results are achieved when we cross-validate this number of neighbors on the validation set. To do this, for each promotion (x p , y p ) in the validation set, we apply Eq. (20) sweeping the number of neighbors k 
The global number of neighbors is then determined by the average across all the validation set of the individual neighbors, formally k = mean([k (1) , . . . , k (P) ]). The forecasting process is summarized in Figure 3 .
There are several technical considerations which are taken into account. Firstly, during the testing phase, we realized that bagging, despite its robustness, can take a longer training time than expected for an interactive application. So we looked for a faster alternative without significantly decreasing accuracy. We found a sub-sampling strategy that yields similar results in a fraction of the bagging time, summarized in Algorithm 2. A comparison between both approaches is addressed in Section IV-B. Secondly, to improve the selection of features, the output of each expert can be combined to get a consensus of the most prominent variables. It also eases the set up of the hyperparameters as the idea behind ensemble learning is to combine experts with different features. And finally, at the cost of losing some interpretability, the method presented in this paper can be boosted to a strong forecaster. By selecting different training hyperparameters, we can create a set of weak forecasters and combine the predictions. This alternative to ensemble learning is tested in the experiments section and even if the results are positive, we do not recommend applying this approach as it sacrifices interpretability.
IV. EXPERIMENTS AND RESULTS
After presenting the foundations of the method, this section details the validation through a series of four experiments. The first experiment addresses both collinearity and With the complete X, normalize each variable.
Generate X by sampling P rows without replacement from X, and the sales y from y. 4: Set the first row of X as x b . Do the same for y b . With X and x b , calculate the matrix of feature distances M (k) using the definition from Eq.(12). 6: Using y b and y , calculate the sales-based weights w as defined in Eq. (15) .
As per described in Eq. (19) , find the variable importance vector a b where a b the b th row of pool matrix A ∈ R B×n . 8: end for Aggregate A throughout the B iterations to obtain f = agg(A).
end if end for endogeneity as retailing data commonly suffer from these two issues, which can be problematic for various methods. The second experiment feature selection in a typical business scenario such as promotional events. To evaluate the selection of pivotal variables, a simulated surrogate model that mimics Mother's Day was built, and the positive results prove the feature selection capabilities. The third experiment deals with hyper-parameter tuning on a real dataset consisting on 361 sales promotions for a European country concluding with a set of recommended parameters. The fourth experiment evaluates the algorithm on a large real-market dataset consisting on thousands of promotions from three different countries and types of stores.
In the following experiments, we benchmark our method against Least Squares (LS), an ensemble of regression trees and the retailer's forecast, where available. We have deliberately not included methods that are not directly interpretable, such as, SVM-r or widely used deep learning architectures such as Long Short-Term Memory (LSTM) or Gated Recurrent Units (GRUs).
A. COLLINEARITY AND ENDOGENEITY
In this experiment we address the performance of our method under collinearity and endogeneity conditions. Collinearity is a phenomenon in which one of the predictors is linearly related to another predictor. Commonly, promotional data VOLUME 7, 2019 presents linearly related variables, for example price and discount. Endogeneity refers to situations where the prediction error is correlated with one of the regressors. As mentioned in Section II, not all the variables that impact the performance of a promotion can always be measured. To illustrate this situation, consider a variable z that represents the affluence of shoppers in stores. It clearly impacts the sales y but in this scenario it is not directly measured by the retailer. On the other hand, within the information that the retailer is able to collect from each promotion, there is a variable that measures the number of times a day the items in the shelves are restocked. In this scenario, z affects both the independent and the response variable, and it is known as a confounding factor. Note the confounding variable corresponds to the ε mentioned in Eq.(4). A deeper explanation about endogeneity in Marketing Decisions Models can be found in [18] .
To assess the performance of our method under collinearity and endogeneity conditions, we forecast a controlled response variable where the generation mechanism (true model) is known, and it contains a bundle of independent, dependent and a confounding variable. For reference, we compare the model to the well-known and widely used LS one.
The experiment is divided into three different blocks. The first one, consists of applying our method (and LS) to an ideal scenario where all the information that contributes to the response variable is measured. The second block aims to evaluate the performance of our method under collinearity effects and compare it to the LS model. The third block demonstrates the performance of our method under endogeneity conditions and compare it again to the LS model.
The data model used in this experiment aims to reflect the sales distribution of an actual promotional product, a popular ready-to-eat vegetables box whose sales distribution is shown in Figure 4 .
We have invested extensive time in understanding this promotional product as well as recreating its sales through a known mixture model. The variables of the model are the following: variable x 1 is drawn from the standard uniform distribution U (0, 1) and it simulates the normalized discounts; variable x 2 follows the exponential distribution f (x; λ = 1) = e −x , x ≥ 0 and it accounts for the baseline sales; variable z simulates fat-tailed effects like store affluence, typically not captured by the retailers, and it is drawn from a Rayleigh distribution f (x; σ ) = x σ 2 e −x 2 /(2σ 2 ) , x ≥ 0, where we set the scale parameter σ = 2 π to have unit mean. This variable z is the confounding one and it is partly present in the predictor variable x 3 , as it is defined as x 3 = u 1 + γ z, where γ = 0.15, ρ x 3 ,z = 0 and u 1 ∼ U (0, 1); variable x 3 can be seen as an indicator of the number of times the shelf containing the product is replenished, which is a measurable quantity and partly influenced by the store affluence; variable x 4 models the common linear dependence observed in retailing data. For example, the number of orders of the ready-to-eat vegetables box placed by the stores is related to the sales of the product itself. Therefore, let us define x 4 = λ 0 + λ 1 x 2 , so x 4 and x 2 are linearly dependant. Two categorical variables are also generated. The first one, c 1 , follows a Bernoulli distribution B(1, p=0.5) and it can be seen as a variable indicating when the promotional product has been featured in a special display in half of the stores; variable c 2 indicates that during the promotion, the stores were nearly out of stock and requested more units to the distribution center. That variable is correlated with x 2 and defined as c 2 = (x 2 > 0.85).
After defining the input variables, let us introduce the mixing model that generates the 500 observations of sales y. As per the real-market data that we have analyzed, large discounts properly advertised tend to generate an avalanche effect in sales. To simulate this effect, variable x 1 is mapped with an operator ϕ(x) as defined next,
1000 + x 0.5 ≤ x < 0.8 2500 + x 0.8 ≤ x < 0.9 3800 + x x ≥ 0.9 (22) The rest of the variables contribute to the response variable in different capacities as per,
We set the weights to ω = [1, 3100, 0, 0, 10, 0, 200]. The largest weight, ω 2 = 3100, has been calculated by fitting a exponential distribution to the actual sales of the readyto-eat vegetables box. Note that variables x 3 , x 4 and c 2 do not contribute to the sales, but are part of the information collected by some retailers. To account for some imprecision in the model, such as events that occur at tilt level like double scanning, no-scanning, damaged products or refunds, we add some white noise to the sales signal, in our case N (µ = 46.5, σ 2 = 1.6 · 10 6 ). The full model is summarized in Figure 5 .
As mentioned before, the first block of the experiment evaluates the method in an ideal scenario where only the variables that contribute to the response variable are observed, namely x 1 , x 2 , c 1 and z.
The second block introduces collinearity in the information available for forecasting, therefore, besides the variables from TABLE 1. Collinearity and endogeneity experiment results. The ideal case refers to a forecast where no collinearity neither endogeneity conditions are present, as per the set of observed variables. In the second case, collinear variables are introduced and subsequently the performance of the method decreases. The third case depicts the situation where one of the variables that contributes to the sales is not observed, although a noisy version (x 3 ) is yet recorded. Description of each measure can be found in V-A.
FIGURE 5.
Illustration of the data model: yellow nodes represent independent variables, blue ones are collineal variables and the green one is the confounding variable. The output variable y represents the sales in units. Variable x 1 is mapped to represent the sales avalanche effect that large discounts produce. Variables x 3 , x 4 and c 2 do not contribute to the sales, hence their weights ω are zero. block 1, variables x 3 , x 4 and c 2 are also part of the input dataset. Note that these collinear variables do not contribute to the response variable. The idea is to evaluate our method with rank deficiency conditions.
The third block aims to recreate endogeneity through the confounding variable z, which in this setup affects x 3 and y, but it is not observed. Table 1 summarizes the results of the experiments where our method produces decent results in all the scenarios, and the forecasting error measures used are described in V-A. It is particularly noticeable that the performance of our method is affected by collinearity. The explanation is that the values of v are distributed across the variables as the method identifies c 2 , x 3 , and especially x 4 , as related to the response variable. That occurs because these variables are noisy representations of x 1 , x 2 and z, hence our algorithm is mislead when searching for similar promotions. On the other hand, endogeneity does not affect the performance too much, mainly because much information of the response variable is already captured in x 1 and x 2 . A few fat-tailed promotions are not correctly predicted as these extreme values come from the confounding variable, but the increase in promotions outside 50% is just 1.14%.
B. MOTHER'S DAY EXPERIMENT
A common challenge for retailers is the forecast of events, defined as short periods of time where the volume of sales for some particular products massively increases. Mother's Day is a good example of it as during this event customers almost compulsively buy gifts such as flowers or chocolates, increasing the average sales in orders of magnitude. The idea behind this first experiment is to mock the sales of an imaginary product as the combination of some of the input variables and to represent Mother's Day as an increase in sales. This experiment is an example of the promotional subrepresentation illustrated in Eq. (10) .
Within this framework, the capabilities of the proposed method to infer the mechanisms behind promotional sales are evaluated. The goals of this experiment are therefore, to evaluate if the method is able to identify the variables contributing to the sales. Also, to assess the impact of the free parameters number of iterations and size of training bag in this controlled experiment, and finally, to get a comparison between bagging and the fast subsampling approach proposed at the end of Section III.
The toy dataset which models Mother's Day consists of a matrix X = (X num ∪ X cat ) ∈ R N ×(I +J ) where the I numerical variables X num ∈ R N ×I are drawn from a uniform distribution U(0,1) whereas the categorical data X cat ∈ R N ×J come from a Bernoulli distribution B(1, p = 0.5).
The promotional sales y ∈ R N ×1 are generated as the combination of I numerical variables, J categorical variables and white noise. The contribution of each variable is defined by a mixing column vector γ = [α 1 , . . . , α I , β 1 , . . . , β J ] ∈ R (I +J )×1 where α i ∈ (0, 100) and β j ∈ {0, 1, 2, . . . , 100}. The noisy addition is a column vector g ∈ R N ×1 where each observation g n is normally distributed with µ = 0 and σ 2 = 10. The response variable is thereby generated as y = Xγ + g.
Using this setup, let us generate 500 random samples of the toy dataset with 5 numerical (n i ) and 5 categorical variables (c j ), where the sales are the combination of only 3 of those variables. To introduce 4 Mother's Day events in the dataset, FIGURE 6. This figure depicts the two feature selection approaches described in this paper: left column is sub-sampling (algorithm 2) and right column shows traditional bagging (algorithm 1) applied to the Mother's Day dataset. The top row shows the iterations (y-axis) vs the value of the features (normalized from 0 to 1) and the bottom row shows the average of the iterations. Light blue means zero whereas light pink represents the higher score in the feature selection. The results obtained with the sub-sampling method are very similar to bagging at a lesser computational burden. Both approaches select md as the most relevant feature followed by c 1 , c 3 and n 1 , disregarding the remaining variables.
we randomly select 4 samples and boost the sales by adding 3 times the averaged sales in the dataset (117.17). To flag these days, a binary variable md is introduced and always set to false apart from these 4 days where the sales get 117.17 units increased. The equation that generates the mock sales is y = 0.08 n 1 + 0.16 c 1 + 0.15 c 3 + 0.61 md, where the coefficients have been normalized. The evaluation of the accuracy of the feature selection is calculated as the sum of absolute error δ between the actual feature importance and the calculated feature importance vectors, both normalized to 1.0. To benchmark the quality of the feature selection with another model, we compare it to an ensemble of Leastsquares boosting (LSBoost) regression trees. The ensemble consists of 100 LSBoost trees with a learning rate of 1.0, trained on the same Mother's Day data than our method.
During the tests, the size of the training bag was swept from 25% to 50%, whereas the number of iterations ranged from 500 to 1000. All the combinations were able to correctly identify the variables that drive the sales, although the importance assigned to the Mother's Day variable is larger than it should when using sampling bags of 50%. Duplicating the number of iterations in bagging does not produce any improvement but it does increase the computational burden. In this sense, the gap between subsampling and bagging is quite large, although both approaches give very similar results. Figure 6 shows a comparison between the two aforementioned strategies, where the top row represents the features selected in each iteration and the bottom row corresponds to the averaged results. The values have been normalized from zero to one and the color scale maps zero values to light blue. Inspecting the figure shows that both approaches select md as the most relevant feature followed by c 1 , c 3 and n 1 , disregarding the remaining variables. For this application, bag-sizes of 25% produce better results than 50%, and subsampling is substantially quicker than bagging. The variable importance vector calculated by the 100 decision trees is a bit far from the actual ones, being the absolute error δ = 0.30, as the variable md gets nil importance. A decent interpretation of this experiment is provided in Figure 7 , where the features are represented in a grid colored by variable importance. The first row holds the actual values of the toy dataset and the last one is the results using decision trees. The similarity between the first row and the remaining ones indicates how accurate the feature importance selection is, where the cells in light blue are valued zero.
The positive result of this experiment shows that the method is robust and accurate in finding the main features driving sales, even if one of the most important effects increasing sales is only observed 4 times in the dataset of 500 samples. It also proves that the approach described in Algorithm 2 is powerful, reliable and faster than traditional bagging for this type of problems.
C. HYPERPARAMETER TUNING
As in the majority of machine learning methods, the one presented in Section III produces different models upon the combination of the free parameters. The values to be set prior to the execution of the algorithm are summarized as follows:
• The bag size is the percentage of the training set used in the bagging or subsampling process.
• The number of loops are a proxy to calculate the number of iterations as the size of the training set depends on the item to forecast for. Whereas some products are popular promotional items with many historical records, some of them might have rarely been on promotion. To deal with this spread, the number of training iterations are calculated as the product between the number of records in the training bag and the number of loops.
• As discussed in Section III, the features can be selected using bagging or sub-sampling, but also they can be selected through the combination of weak learners (WL) into an ensemble, typically with different hyperparameters to exploit diversity. We have also mentioned that instead of combining the selection of features, it is also possible to combine the predictions of each individual forecaster, and following the naming convention we refer to this approach as weak forecasters (WF). Let us refer to these options during the experiment as type of aggregation.
To optimize the set of hyperparameters, real data from a retailer in a European country is used in a grid search. This dataset contains a medley of 354 products representing all food categories, beauty and household products, and drinks. The test set contains 361 nation-wide promotions to forecast for. On average, there are 18.72 ± 8.92 historical promotions per product running on 718.58 ± 619.82 large-medium-size stores (min 1, max 1738). There are no promotions with zero or negative sales.
Evaluating a forecast algorithm is not trivial at all. A classical forecast accuracy measure is the Mean Absolute Percentage Error (MAPE), as defined in V-A, which gives an idea of the error but does not consider the volume of sales. From the business point of view, supply chain managers typically concern about the volume of forecast, mainly because of the costs and complexities associated with delivering. To model this effect, we focus on the forecast volume that deviates less than 20% from the actual sales, and also, about the one that deviates more than 50%, as the impact of such forecast errors is critical to the business. Both calculations are derived from the relative error between predictedŷ and actual sales y, defined as δ = 100%× y−ŷ y , where δ w20p ≤ 20% and δ out50p > 50% are respectively, the 20% and 50% error bands. The actual VOLUME 7, 2019 FIGURE 8. Tuning model hyperparameters: results of the parameter sweep considering the volumes within 20%, outside 50% and the computational time. The points are sorted by ranking score and each test is fully explained in Table 3 .
sales of the products contained in these bands are then used to produce the percentage that measures the volume retained in them with respect to the total volume of sales. The reason to include business metrics can be easily explained through the following example. Let the actual sales of 4 different products be sales = [1, 10, 100, 10000, 20000], and the prediction just one more unit than the sales, i.e., predicted = 1 + sales. The MAPE is 22.2% whereas the volume contained within 20% is 99.99%. Broadly speaking, when it comes to loading the pallets into a lorry, it is advisable to keep the business metrics in mind.
In order to rank the results of this experiment, let us introduce a score that combines business and forecast error measures, and also the response time. In retail chains, the predictions are reviewed by forecasters, and in many occasions modified according to their criteria. As mentioned earlier in this paper, this algorithm is designed to be to some extent interactive with the forecasters. Once the method has learned the features and produced a prediction, a forecaster can select or unselect the historical promotions used to forecast, or even change their contribution to the forecast by modifying weights w. To factor the interaction in, the response time of the algorithm, measured as the average time per prediction, is also taken into account.
To produce a score using these four parameters, let us reuse Eq. (12) . In this scenario, X ∈ R m×4 contains a row per test and x is the ideal case with values [t, out50p, w20p, MAPE] = [0, 0, 100, 0] T . The actual score is calculated as the Euclidean Distance standardized by the standard deviation,
Let us develop a explanation of the experiment by depicting the outcome in space (MAPE has been omitted) as in Figure 8 . Besides the points representing each test are well scattered over the space, the performance of the method does not dramatically change due to the different settings, proving that the method is robust. Also, the majority of the points lie in a region where the percentage of promotions outside 50% of the error is low. Table 3 summarizes the combinations of hyperparameters and the outcome in terms of the score and its four parameters, sorted from the smallest to the largest score. The top two ranking positions belong to ensemble of two WL, trained with a bag of 50%, and 2 loops, where the one with cross-validated number of neighbors ranks first. As per the result of this experiment, the value of the hyperparameters to use in the remaining experiments are: a ensemble of 2 weak learners, the feature selection done by subsampling with bag sizes of 50%, and 2 training loops. Finally, the number of neighbors is calculated by cross-validation from now on.
D. MARKET DATA
In this experiment we apply the method presented in this paper on actual market data provided by a worldwide retailer, setting the values of the hyperparameters as discussed in Section IV-C. These datasets from 2016 contain data from 3 different countries and all types of promotional products grouped into the following categories: packed food (1-3), confectionery, drinks (1-2), fresh food (1-5), frozen food, non-food items (1-3) and precooked. The loose naming convention aims to comply with confidentiality terms. The total number of promotions in the test set is 43757, whereas the training set is larger than a million records. The sales are aggregated by clusters of similar stores. The retailer has also kindly provided with its forecast, which it is used as a benchmark. As the sales for the market data present different orders of magnitude, we also use the Normalized Root Mean Squared Logarithmic Error (NRMSLE). Additionally, to compare our method to a publicly available academic one, a LSBoost ensemble with 100 trees is generated per category, being trained on the same data as our method. Table 4 summarizes a comprehensive explanation of the datasets. The three methodologies are evaluated using the score presented in the previous experiment, although the computational time is not available for the retailer's forecast data, so it is excluded from the calculation.
The first dataset represents small-medium size stores in a European country with 1984 different products from 11 categories amongst the 14 overall available. The results show that our method outperforms both decision trees and the benchmark, especially in the categories fresh-1 and packedfood 2, where the method performs exceedingly well and 83% of promotions lie within 20% of the forecast error -the benchmark is above 75% for these categories. For the rest of the categories, the method performs above the benchmark on a narrower margin. Figure 9 shows the comparison between the three approaches sorted by the score of the benchmark. Although the performance of the 100 decision trees model is acceptable, the score is quite far out from the other techniques. Table 5 shows a breakdown of different indicators for the 3 approaches at an aggregated level. Let us inspect MAPE and NRMSLE from rows 5 and 7 to illustrate why it is not advisable to use just one type of parameter to judge a forecast technique. By looking at MAPE values, the forecast TABLE 3. Summary of the parameter sweep used to tune the hyperparameters ranked by results score. The top ranking position belongs to an ensemble of 2 WL, trained with a bag of 50% and 2 loops, and the number of neighbors has been cross-validated. CV stands for cross-validation and NRG means that the number of neighbors has been selected by retaining 90% of the energy of the weights. in the 7 th row gets a better score than row number 5, and even the NRMSLE values are arguably close, but the percentage of forecast with a larger error than 50% adds up to almost 30%, which translates into inadequate and costly supply chain processes.
The second set consists of medium-large stores in a European country and it contains 7676 promotional products and 6 types of stores. It is worth mentioning that this dataset contains a wide spectrum of all of the promotional items: different selling rate products, so called fast, medium and slow sellers, bundled items, rebates, club-cards, products with very little or even no promotional history, amongst many others. In this aspect, the authors would like to stress that to tackle this variety of problems, grocers typically employ different algorithms whereas we are using the same method for all of these scenarios. That is the reason that in this experiment, our algorithm does not outperform the benchmark in all of the categories. As shown in Figure 9 , the method performs above the benchmark for categories fresh-3, packed food-2 and non-food 2 and performs alike for packed food-1 and non food-3. These categories represent 62% of this dataset, so when the results are aggregated per number of promotions, the figures favor our method. In the categories FIGURE 9. Comparison between the accuracy score (lower is better) of method presented in this paper (green line), decision trees (gray dashed line) and the benchmark (red points) for 3 real-market datasets. The top chart corresponds to Dataset 1, small-medium size stores for a European country. The middle one is Dataset 2, medium-large size stores for a european country and the bottom one is Dataset 3, all store types stores for Asian country. The results are sorted by ascending benchmarks' score (lower is better). FIGURE 10. Bland-Altman difference plot in logarithmic scale for medium-large stores from a european country for category Food 2. Top row shows the forecast produced by our method whereas the bottom row shows the benchmark. The forecast error is scale-free and mostly contained within the 2σ bands.
where our method underperforms the benchmark, the scores are decently close.
It is also interesting to discuss the distribution of the prediction errors. Graphical approaches such as the Bland-Altman differences plot [19] , which scatters the residuals of the prediction against the actual value, allow to easily identify model anomalies such as bias, variance and heteroscedasticity.
Due to the diversity of this dataset, the sales range in orders of magnitude and the linear scale Bland-Altman plot skews towards the high sales values, so we use a natural logarithm scale. Inspecting Figure 10 shows that the forecast error from our method is decently independent of the volume and close to homoscedasticity, being the majority of the residuals contained within 2 standard deviations. This figure also shows in the bottom row the plot for the benchmark. Both charts show overpredicted values for some slow seller products, indicating promotions that have underperformed compared to the historical records.
Finally, the third dataset contains the promotions of 3774 products in an Asian country with all types of stores. This market is largely more volatile than the European ones, and influenced by external factors that are either not captured in the dataset or unable to be explained or accounted for. That causes the forecast from the three techniques to be not as accurate as in the other datasets. In this example, the overall performance of our method is better than the other two techniques. There are two categories, non-food-2 and fresh-2, where the benchmark is just above, and in the category packed-food-3 our method is remarkably better. Table 5 shows the drop in accuracy for this third dataset.
V. CONCLUSION
The accurate prediction of promotional sales is of paramount importance for customers, retailers, producers and suppliers. Amongst others, one of the benefits that the authors would like to highlight is waste reduction. This paper presented a new forecasting method inspired in the know-how of the business analysts, or forecasters, that tackle the problem of sales forecasting on a daily basis. That motivated us to work on a kNN method that produces explainable and easy to modify predictions. Also, we wanted to couple feature selection and prediction, which we accomplished through a cost function that is minimized with a NNLS solver. Our method is founded on online learning, so the predictions are calculated with the latest data available, thus avoiding to retrain the model. Also, the forecast is generated at SKU level meaning that the data always fits in memory. Beyond the basic formulation of our model, we have shown how to extend it by combining single learners and weak forecasters to improve prediction accuracy and can be run in a parallel. To validate our method, we have conducted several experiments. On surrogate models, we have demonstrated that the method is able to find the features related to sales, even in an scenario where the sales are driven by a variable that is present very little times, our method is able to identify that key variable. On real-market datasets, we have demonstrated that we can significantly improve the accuracy of the forecast by improving the benchmark in many diverse categories and geographical locations. We have also compared the method against a 100 decision trees model trained on the same data, an the results prove that our method is much more suitable for promotional forecasting applications. In terms of interpretability, the method feedbacks both the most prominent FIGURE 11. Running the forecast as a service. Open Source software allows to easily productionalize applications such as the forecasting method described in this paper. The main engine is a Python class that is served with flask running in a Docker container, which attends requests where the payload is JSON coded.
features and the weights of the promotions used to calculate the forecast. As many promotions, especially the costsensitive ones, get reviewed and adjusted by forecasters, they can easily control the historical promotions that contribute to the forecast by modifying the weights. Known limitations of the model arise in the following scenarios. When the values of the observed historical KPIs are far from the ones to be predicted, the model is unable to produce accurate forecast. For example, consider a product that is trendy at the time of forecast but the historical sales do not reflect that (or viceversa). Another source of inaccuracy is found when the predictors do not contain meaningful information about the KPI, so that the feature selection process assigns similar importance values. Future work will concentrate on exploring different distance measures to calculate the feature importance weights, a bit less restrictive than Eq. 15.
Fortunately for us, the categorical data in our datasets present low cardinality. However, in the case of large cardinality we recommend to apply some dimensionality reduction such as the popular Entity Embeddings [20] . As a final note in the Appendix, we outline how to deploy our method in a production environment running on a cloud provider. Table 6 summarizes the calculation of the forecast metrics used in this paper.
APPENDX

A. FORECAST METRICS
B. FORECAST AS A (MICRO) SERVICE
Data science teams traditionally operate as autonomous teams, developing and deploying independently from other VOLUME 7, 2019 teams. The method presented in this paper is no exception to this rule and it has been architectured as a micro-service to be called from the forecaster's system, usually a web application.
We make use of several Open Source solutions for this to happen. The first one is the coding language, where we have chosen Python 3 [21] for many obvious reasons. To attend forecast requests, formed as JSON [24] representations, we have chosen Flask [22] , as it is a friendly and lightweight Python-based web micro-framework. Docker [23] containers are a great solution for deploying in the majority of cloud providers and in our case, the configuration file (Dockerfile) to build the container is decently simple.
One consideration in our deployment is to avoid database or storage dependencies to improve modularity. As the number of historical promotions is relatively small and so is the number of features (as opposed to Big Data), the REST request contains both the data to forecast for, but also the historical records. The response of our micro-service is composed of the forecast but also the weights assigned to the relevant historical promotions.
The schema V-B illustrates this solution that we have successfully deployed and tested. He has (co)authored more than 120 international papers and has contributed to more than 160 conference proceedings. His research interests include statistical learning methods for signal and image processing, arrhythmia mechanisms, robust signal processing methods for cardiac repolarization, and Doppler image postprocessing. VOLUME 7, 2019 
