Abstract. Efficient, automated elimination of cuts is a prerequisite for proof analysis. The method CERES, based on Skolemization and resolution has been successfully developed for classical logic for this purpose. We generalize this method to Gödel logic, an important intermediate logic, which is also one of the main formalizations of fuzzy logic.
Introduction
In recent years an efficient method for the automated elimination of cuts from classical first order sequent proofs has been developed [7, 9] . This method, called CERES 1 is based on the resolution calculus and has been successfully employed for the in depth analysis of proofs in number theory (e.g., [5] ). It is moreover also of theoretical interest due to its global nature and other essential differences, compared to the traditional, local Gentzen-and Schütte-Tait-style cut elimination methods [18, 20] . Of course, effective cut elimination is not only useful for classical logic. It is a precondition for non-trivial proof analysis in any logic. In [8] Baaz and Leitsch have extended CERES to a wide class of finite-valued logics. Considering the intended applications, intuitionistic logic and intermediate logics, i.e., logics over the standard language that are stronger than intuitionistic logic, but weaker than classical logic, are even more important targets for similar extensions. However, there are a number formidable obstacles to a straightforward generalization of CERES to this realm of logics:
-It is unclear whether and how classical resolution can be generalized, for the intended purpose, to intermediate logics. -Gentzen's sequent format is too restrictive to obtain appropriate analytic calculi for many important intermediate logics.
-Skolemization, or rather the inverse de-Skolemization of proofs -an essential prerequisite for CERES -is not possible in general.
Here we single out a prominent intermediate logic, namely Gödel logic G (also called Dummett's LC or Gödel-Dummett logic), which is also one of the main formalizations of fuzzy logic (see, e.g., [13] ) and therefore sometimes called intuitionistic fuzzy
Like in [21] we call the exhibited formula in the lower hypersequent of each of these rules the main formula, and the corresponding subformulas exhibited in the upper hypersequents the active formulas of the inference. The following communication rule of HG is specific to logic G:
This version of the communication is equivalent to the one introduced in [1] (see [2] ).
Finally we have cut, where A is called cut-formula of the inference:
If A is atomic we speak of an atomic cut. Remark . Note the absence of negation from our calculus: ¬A is just an abbreviation of A ⊃ ⊥. (See, e.g., [21] for similar sytems for intuitionistic logic.) Communication allows us to derive the following additional 'distribution rule' which we will use in Section 6:
A derivation ρ using the rules of HG is viewed as an upward rooted tree. The root of ρ is called its end-hypersequent, which we will denote by H ρ . The leaf nodes are called initial hypersequents. A proof σ of a hypersequent H is a derivation with H σ = H , where all initial hypersequents are axioms. The ancestors of a formula occurrence in a derivation are traced upwards to the initial hypersequents in the obvious way. I.e., active formulas are immediate ancestors of the main formula of an inference. The other formula occurrences in the premises (i.e., upper hypersequents) are immediate ancestors of the corresponding formula occurrences in the lower hypersequent. (This includes also internal and external contraction: here, a formula in the lower hypersequent may have two corresponding occurrences, i.e. immediate ancestors, in the premises.) The ancestor relation is the transitive closure of immediate ancestorship.
The sub-hypersequent consisting of all ancestors of cut-formulas of an hypersequent H in a derivation is called the cut-relevant part of H . The complementary sub-hypersequent of H consisting of all formula occurrences that are not ancestors of cut-formulas is the cut-irrelevant part of H . An inference is called cut-relevant if its main formula is an ancestor of a cut-formula, and is called cut-irrelevant otherwise.
The hypersequent
is empty, and the indicated implications collapse to ∆ i whenever Γ i is empty. A set of hypersequents is called unsatisfiable if their translations entail ⊥ in G. (Different but equivalent ways of defining validity and entailment in G have been indicated at the beginning of this section.)
Theorem 1 ( [11, 3] ). A hypersequent H is provable in HG without cuts iff H is valid.
Remark. It might surprise the reader that we rely on the cut-free completeness of HG in a paper dealing with cut elimination. However, this just emphasizes the fact that we are interested in a particular transformation of proofs with cuts (i.e., 'lemmas') into cut-free proofs, that is adequate for automatization and proof analysis (compare [9, 5] ).
Overview of hyperCERES
Before presenting the details of our transformation of appropriate HG-proofs into cutfree proofs, which we call hyperCERES, we will assist the orientation of the reader and describe the overall procedure on a more abstract level using keywords that will be explained in the following sections. 3 The end-hypersequent H σ of the HG-proof σ that forms the input of hyperCERES can be of two forms: either it contains only weak quantifier occurrences or it consists of prenex formulas only. 4 In the latter case we have to Skolemize the proof first (step 1) and de-Skolemize it after cut elimination (step 7): 5 . apply θ to the reduced proofs R 1 (σ ), . . . , R n (σ ), and assemble them into a single proof γ [σ ] using the atomic cuts and contractions that come from γ (Section 7) 6. eliminate the atomic cuts in γ [σ ] in the usual way 5 7 . if necessary, de-Skolemize the proof γ [σ ] and apply final contractions and weakenings to obtain a cut-free proof of H σ (Section 4)
It is well known (see, e.g., [19, 17] ) that there is no elementary bound on the size of shortest cut-free proofs relative to the size of proofs with cuts of the same end-(hyper)sequent. While the non-elementary upper bound on the complexity of cut elimination obviously also applies to hyperCERES it should be pointed out that the global (hyperclause) resolution based method presented here is considerably faster in general, and never essentially slower, than traditional Gentzen-or Schütte-Tait-style cut elimination procedures [1, 3] . Moreover, the reliance on most general unification and atomic cuts, i.e., on resolution for the computational kernel of the procedure implies that hyperCERES is a potentially essential ingredient of (semi-)automated analysis of appropriately formalized proofs.
Skolemization and de-Skolemization
Like in the original CERES-method [7, 9] , step 5 of hyperCERES is sound only if end-(hyper)sequents do not contain strong quantifier occurrences. The reason for this is that, in general, the eigenvariable condition might be violated when the reduced proofs (constructed in step 2) are combined with the resolution refutation (constructed in step 3) to replace the original cuts with atomic cuts. Consequently, like in CERES, we first Skolemize the proof; i.e., we replace all strong quantifier occurrences with appropriate Skolem terms. (Obviously this is necessary only if there are strong quantifier occurrences at all.) While this transformation is always sound (in fact also for LJ-proofs), the inverse de-Skolemization, i.e., the re-introduction of strong quantifier occurrences according to the information coded in the Skolem terms, is unsound in general. 6 However, as we will show below, de-Skolemization is possible for HG-proofs of prenex hypersequents (step 7). By a prenex hypersequent we mean a hypersequent in which all formulas are in prenex form, i.e., all formulas begin with a (possibly empty) prefix of quantifier occurrences, followed by a quantifier-free formula. If Γ ⇒ ∆ is a component of a prenex hypersequent, then all existential quantifiers occurring in Γ and all universal quantifiers occurring in ∆ are called strong. The other quantifier occurrences are called weak.
The Skolemization H S of a prenex hypersequent H is obtained as follows. In every component Γ ⇒ ∆ of H , delete each strong quantifier occurrence Qx and replace all corresponding occurrences of x by the Skolem term f (y), where f is a new function symbol and y are the variables of the weak quantifier occurrences in the scope of which Qx occurs. (If Qx is not the scope of any weak quantifier then f is a constant symbol.)
Given an HG-proof σ of H its Skolemizationσ is constructed in stages:
1. Replace the end-hypersequent H of σ by H S . Recall that this means that every occurrence of a strongly quantified variable x in H is replaced by a corresponding Skolem term f (y). 2. Trace the indicated occurrences of x and of the eigenvariable y corresponding to its introduction throughout σ and replace all these occurrences by f (y), too. 3 . Delete the (now) spurious strong quantifiers and remove the corresponding inferences that introduce these quantifiers in σ . 4 . For any inference in σ introducing a weakly quantified variable y by replacing A(t)
with Q yA(y), replace all corresponding occurrences of y in Skolem terms f (y) by t.
It is straightforward to check thatσ is an HG-proof of H S . (Note that strong quantifier occurrences in ancestors of cut formulas remain untouched by our Skolemization.) It is shown in [4] that prenex formulas of G allow for de-Skolemization. We generalize this result to proofs of prenex hypersequents. Our main tool is the following result from [11] .
Theorem 2 (Mid-hypersequents). Any cut-free HG-proof σ of a prenex hypersequent H can be stepwise transformed into one in which no propositional rule is applied below any application of a quantifier rule.
We call a hypersequent H S a linked Skolem instance of H if each formula A in H S is an instance of a Skolemized formula A S that occurs in H S on the same side (left or right) of a component as A. Moreover we link A to A S . As we will see in Section 7, we obtain (cut-free proofs of) linked Skolem instances from step 5 (and 6) of hyperCERES.
Theorem 3 (De-Skolemization). Given a cut-free HG-proofρ of a linked Skolem instance H S of a prenex hypersequent H , we can find a HG-proof ρ of H .
Proof. We construct ρ in stages as follows:
1. By applying Theorem 2 toρ we obtain a proof ρ of the following form:
where the mid-hypersequents G 1 , . . . , G n separate ρ into a part ρ Q containing only (weak) quantifier introductions and applications of structural rules and parts ρ p 1 , . . . , ρ p n containing only propositional and structural inferences. 2 . Applications of the weakening rules, (iw-l) and (ew), can be shifted upwards to the axioms in the usual manner, while applications of (iw-r) can be safely deleted by replacing each axiom ⊥ ⇒ in the proof by ⊥ ⇒ ∆ for suitable ∆ . Consequently, ρ Q does not contain weakenings after this transformation step. 3 . Note that -in contrast to LK -Theorem 2 induces many and not just one midhypersequents, in general. The reason for this is the possible presence of the binary structural rule (com) in ρ Q . To obtain a proof ρ with a single mid-hypersequent, we have to move 'communications' upwards in ρ Q ; i.e., we have to permute applications of (com) with applications of (ic), (ec), (∀-l), and (∃-r), respectively. The only non-trivial case is (∀-l). Disregarding side-hypersequents, the corresponding transformation consists in replacing
For the final step we proceed like in [4] , where the soundness of re-introducing strong quantifier occurrences for corresponding Skolem terms is shown: we ignore ρ and, given H and the links to its formulas, apply appropriate inferences to the mid-hypersequent as follows. 
Characteristic hyperclauses and reduced proofs
All information of the original HG-proof σ that goes into the cut-formulas is collected in a set Σ d (σ ), consisting of hypersequents whose components only contain atomic formulas on the left hand sides and a (possibly empty) disjunction of atomic formulas, on the right hand side. We will call hypersequents of this latter form d-hyperclauses.
In the proof of Theorem 4 we will construct characteristic d-hyperclauses D i together with corresponding reduced proofs R i (σ ) which combine the cut-irrelevant part of the Skolemized proofσ with D i . The pairs R i (σ ), D i provide the information needed to construct corresponding proofs containing only atomic cuts.
To assist concise argumentation we assume that the components of all hypersequents in a proof are labelled with unique sets of identifiers. More precisely, a derivation σ is labelled if there is a function from all components of hypersequents occurring in σ into the powerset of a set of identifiers, satisfying the following conditions: (We will put the label above the corresponding sequent arrow.) -In all binary logical inferences the labels in the side-hypersequents are transferred in the obvious way, and the label of the component containing the main formula is the union of the labels of the components containing the active formulas. -In (cut) the labels of the components containing the cut formulas are merged, like above, to obtain the label of the exhibited component of the lower hypersequent. -In (com) the labels of all components are transferred from the premises to the lower hypersequent simply in the same sequence as exhibited in the statement of the rule.
Let H and G denote the labelled hypersequents
respectively, where the labels in H and G are pairwise different and also different from the labels K 1 , . . . , K k . Then H G denotes the merged hypersequent (1) the end-hypersequent of
Proof. To show (1) and (2) we use the following induction hypotheses:
(1') A characteristic set of pairs R i (σ ), D i exists for every sub-proofσ ofσ , where R i (σ ) proves H σ D i for some sub-hypersequent H σ of Hσ which is cutirrelevant with respect to the original cuts inσ . Moreover, the right hand sides in H σ D i are formulas in either H σ or in D i . Ifσ is not an axiom we distinguish cases according to the last inference inσ . (∨-l):σ ends with the inference . . .ρ
By induction hypothesis (1') there are characteristic sets of pairs Two cases can occur:
(a) If the inference is cut-relevant, then the characteristic set S of pairs corresponding toσ is just S 1 ∪ S 2 . Condition (1') trivially remains satisfied. Also (2') is maintained because we obtain a derivation of the cut-relevant part of
⇒ ∆ by joining ρ C and τ C with the indicated application of (∨-l). (b) If the inference is cut-irrelevant, then we obtain the set S corresponding toσ by
where R i j (ρ 1 ∨-lτ ) and E i 1 i j F J are defined as follows.
1. If A 1 does not occur at the indicated position in
If A 2 does not occur at the indicated position in H R j (τ) then R i j (ρ 1 ∨-lτ ) is R j (τ) and E i 1 i j F j is F j . 3. If neither A 1 nor A 2 occur as indicated in the reduced proofs, then R i j (ρ 1 ∨-lτ )
can be non-deterministically chosen to be either R i (ρ) or R j (τ) and E i 1 i j F j is either E i or F j , accordingly. 4 . If both A 1 and A 2 occur at the indicated positions, then E i 1 i j F j is E i F j , where
Note that our labelling mechanism guarantees that the appropriate components are identified in merging hypersequents. The corresponding reduced proof R i j (ρ 1 ∨-lτ ) is constructed as follows. Since A 1 and A 2 occur as exhibited in the end-hypersequents G i E i and G j F j of R i (ρ) and R j (τ), respectively, we want to join them by introducing A 1 ∨ A 2 using (∨-l) like inσ . However, (∨-l) is only applicable if the right hand sides of the two relevant components in the premises are identical. To achieve this, we might first have to apply (∨-r) or (iw-r) to the mentioned end-hypersequents. The resulting new end-hypersequent might still contain different components transferred from E i and F j , respectively, that need to be merged with other components. This can be achieved by first applying internal weakenings to make the relevant components identical, and then applying external contraction (ec) to remove redundant copies of identical components.
Note that in all four cases (1') remains satisfied by definition of R i j (ρ 1 ∨-lτ ) and of E i 1 i j F j . For cases 1, 2, and 3 also (2') trivially still holds. To obtain (2') for case 4, we proceed in two steps. First we merge the occurrences of clauses E 1 , . . . , E m in the derivation ρ C of the cut-relevant part Hρ c of Hρ with clauses in {F 1 , . . . , F n } to obtain a derivation ρ C (F i ) of Hρ c F i for each i ∈ {1, . . . , n}. In a second step, each initial hypersequent F i in the derivation τ C of the cut-relevant part of Hτ is replaced by ρ C (F i ). By merging also the inner nodes of τ C with Hρ c we arrive at a derivation of the cut-relevant part of Hσ . (Actually, as the rules of HG are multiplicative, redundant copies of identical formulas might arise, that are to be removed by finally applying corresponding contractions.)
If the indicated last (unary) inference is cut-relevant, then the characteristic set of pairs remains the same as for the sub-proof ending with the premise of this inference.
If the inference is cut-irrelevant, then the hyperclauses E 1 , . . . , E m of the pairs in characteristic set { R 1 (ρ), E 1 , . . . R m (ρ), E m } forρ remain unchanged. Each reduced proof R i (ρ) is augmented by the corresponding inference if its active formula occurs in the end-hypersequent H R i (ρ) . If this is not the case then also R i (ρ) remains unchanged.
In any of these cases, (1') and (2') clearly remain satisfied.
The characteristic set of pairs remains unchanged and consequently (1') still holds. Also (2') trivially remains valid if the inference is cut-irrelevant. If a cut-relevant formula is introduced by weakening, then the derivation required for (2') is obtained from the induction hypothesis by adding a corresponding application of a weakening rule. (∧-r), (⊃-l), (cut), (com): These cases are analogous to the one for (∨-l).
2 Example 1. Consider the labelled proof σ in Figure 1 .
⇒ ∃yP(y) | P(c)∨Q The cut-relevant parts of σ and the names of all corresponding cut-relevant inferences are underlined. The initial pair for the {1}-labelled axiom is ρ 1 , {1} ⇒Q , where
Since the succeeding inference (∨-r) is unary and cut-relevant, the pair remains unchanged in that step.
For the middle part of the proof let us look at the subproof σ ending with an application of (com) yielding Q This forms a pair with the reduced derivation R(σ ), which, in this case, is identical with σ . 7 From the cut-relevant (and therefore underlined) (∨-l)-inference one obtains an additional pair ρ 2 , P(x) {4} ⇒ from its right premise, where ρ 2 is the derivation of P(x) {4} ⇒∃yP(y) from the axiom. For the succeeding cut-irrelevant application of (∨-l), the pair ρ 2 , P(x) {4} ⇒ remains unchanged, as the left disjunct P(x) does not occur at the left side in the endhypersequent {4} ⇒∃yP(y) of ρ 2 . 8 The reduced proof ρ 3 of the final pair is formed by applying (∨-l) as indicated to the end-hypersequent of R(σ ) and to Q 
⇒.
For the final application of cut we have to take the union of the sets of pairs constructed for its two premises. Therefore the characteristic set of pairs for σ is
It is easy to check that conditions (1) and (2) of Theorem 4 are satisfied.
Hyperclause resolution
By a hyperclause we mean a hypersequent in which only atomic formulas occur. Remember that, from the proof of Theorem 4, we obtain d-hyperclauses, which are like hyperclauses, except for allowing disjunctions of atomic formulas at the right hand sides of their components. However, using the derivable rule (distr) (see Section 2) it is easy to see that an HG-derivation of, e.g., the d-hyperclause
can be replaced by an HG-derivation of the hyperclause
Also the converse holds: using the rules (∨ i -r), and (ec) we can derive the mentioned dhyperclause from the latter hyperclause. Therefore we can refer to hyperclauses instead of d-hyperclauses in the following.
We also want to get rid of occurrences of ⊥ in hyperclauses. Since ⊥ ⇒ is an axiom, any hyperclause which contains an occurrence of ⊥ at the left hand side of some component is valid. But such hyperclauses are redundant, as our aim is to construct refutations for unsatisfiable sets of hyperclauses. On the other hand, any occurrence of ⊥ at the right hand side of a component is also redundant and can be deleted. In other words: we can assume without loss of generality that ⊥ does not occur in hyperclauses. (Note that this does not imply that occurrences of ⊥ are removed from HG-proofs.)
In direct analogy to classical resolution, the combination of a cut-inference and most general unification is called a resolution step. The lower hyperclause in
where θ is the most general unifier of the atoms A and A , is called resolvent of the premises, that have to be variable disjoint. If no variables occur, and thus θ is empty, (res) turns into (cut) and we speak of ground resolution. The soundness of this inference step is obvious. We show that hyperclause resolution is also refutationally complete. It is convenient to view hyperclauses as sets of atomic sequents. This is equivalent to requiring that external contraction is applied whenever possible. Consequently, there is a unique unsatisfiable hyperclause, namely the empty hyperclause. A derivation of the empty hyperclause by resolution from initial hypersequents contained in a set Σ of hyperclauses is called a resolution refutation of Σ .
As usual for resolution, we focus on inferences on ground hyperclauses and later transfer completeness to the general level using a corresponding lifting lemma.
Theorem 5. For every unsatisfiable set of ground hyperclauses Ψ there is a ground resolution refutation of Ψ .
Proof.
We proceed by induction on e(Ψ ) = Ψ − |Ψ |, where Ψ is the total number of occurrences of atoms in Ψ , and |Ψ | is the cardinality of Ψ .
If e(Ψ ) ≤ 0 then either Ψ already contains the empty hyperclause, or else Ψ contains exactly one atom per hyperclause. In the latter case, as Ψ is unsatisfiable, there must be hyperclauses C 1 = (⇒ A) and C 2 = (A ⇒) in Ψ . Obviously the empty clause is a ground resolvent of C 1 and C 2 .
e(Ψ ) ≥ 1: Ψ must contain a hyperclause C that has more than one atom occurrence. Without loss of generality let C = (H | Γ ⇒ A), where Γ may be empty.
(The case where all atoms in C occur only on the left hand side of sequents is analogous.) Since Ψ is unsatisfiable also the sets Ψ = (Ψ − {C}) ∪ {H | Γ ⇒} and Ψ = (Ψ −{C})∪{⇒ A} must be unsatisfiable. Since e(Ψ ) < e(Ψ ) and e(Ψ ) < e(Ψ ) we obtain ground resolution refutations ρ of Ψ and ρ of Ψ , respectively. By adding in ρ an occurrence of A to the right side of the derived empty hyperclause and likewise to all other hyperclauses in ρ that are on a branch ending in the initial hyperclause H | Γ ⇒, we obtain a resolution derivation ρ A of ⇒ A from Ψ . By replacing each occurrence of ⇒ A as initial hyperclauses in ρ by a copy of ρ A we obtain the required ground resolution refutation of Ψ . 2
Remark. Note that our completeness proof does not use any special properties of G. Only the polarity between left and right hand side of sequent and the disjunctive interpretation of '|' at the meta-level are used. For any logic L : whenever we can reduce L -validity (or L -unsatisfiability) of a formula F to L -unsatisfiability of a corresponding set of atomic hyperclauses, we may use hyperclause resolution to solve the problem.
To lift Theorem 5 to general hyperclauses, one needs to add (the hypersequent version of) factorization:
where θ is the most general unifier (see, e.g., [15] ) of some atoms in Γ and where θΓ (θ ) is θ (Γ ) after removal of copies of unified atoms. The lower hyperclause is called a factor of the upper one.
Lemma 1. Let C 1 and C 2 be ground instances of the variable disjoint hyperclauses C 1 and C 2 , respectively. For every ground resolvent C of C 1 and C 2 there is a resolvent C of factors of C 1 and C 2 .
The proof of Lemma 1 is exactly as for classical resolution (see, e.g., [15] ) and thus is omitted here. Combining Theorem 5 and Lemma 1 we obtain the refutational completeness of general resolution.
