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COBORDISMS OF MAPS WITH SINGULARITIES OF A
GIVEN CLASS
YOSHIFUMI ANDO
Abstract. Let P be a smooth manifold of dimension p. We will describe the
group of all cobordism classes of smooth maps of n-dimensional closed mani-
folds into P with singularities of a given class (including all fold singularities if
n ≧ p) in terms of certain stable homotopy groups by applying the homotopy
principle on the existence level, which is assumed to hold for those smooth
maps. We will also deal with the oriented version and construct a classifying
space of this oriented cobordism group in the dimensions n < p and n ≧ p ≧ 2.
1. Introduction
Let N and P be smooth (C∞) manifolds of dimensions n and p respectively. Let
k ≫ n, p (k may be ∞). Let Jk(N,P ) denote the k-jet bundle of the manifolds N
and P with the canonical projection πkN × π
k
P onto N × P and the fiber J
k(n, p)
of all k-jets of smooth map germs (Rn, 0)→ (Rp, 0). Here, πkN and π
k
P map a k-jet
to its source and target respectively. Let Ω = Ω(n, p) denote a nonempty open
subspace of Jk(n, p) which is invariant with respect to the action of Lk(p) × Lk(n),
where Lk(m) denotes the group of k-jets of germs of diffeomorphisms of (Rm, 0). Let
Ω(N,P ) denote the open subbundle of Jk(N,P ) associated to Ω(n, p). A smooth
map f : N → P is called an Ω-regular map if and only if jkf(N) ⊂ Ω(N,P ).
Let C∞Ω (N,P ) denote the space of all Ω-regular maps of N to P equipped with
the C∞ topology. Let ΓΩ(N,P ) denote the space consisting of all continuous sec-
tions of the fiber bundle πkN |Ω(N,P ) : Ω(N,P ) → N equipped with the compact-
open topology. Then we have the continuous map jΩ : C
∞
Ω (N,P ) → ΓΩ(N,P )
defined by jΩ(f) = j
kf . We say that Ω(n, p) satisfies the homotopy principle (sim-
ply h-principle) if any section s in ΓΩ(N,P ) has an Ω-regular map f such that j
kf
is homotopic to s as sections. In this paper we say that Ω(n, p) satisfies the relative
homotopy principle on the existence level if the following property (h-P) holds.
(h-P): Let C be a closed subset of N . Let s be a section of ΓΩ(N,P ) which has
an Ω-regular map g defined on a neighborhood of C into P , where jkg = s. Then
there exists an Ω-regular map f : N → P such that jkf is homotopic to s relative
to a neighborhood of C by a homotopy sλ in ΓΩ(N,P ) with s0 = s and s1 = j
kf .
Let i+m : J
k(n, p) → Jk(n +m, p+m) denote the map defined by i+m(jk0 f) =
jk0 (f × idRm) for a positive integer, where f : (R
n, 0) → (Rp, 0) and idRm is the
identity of Rm. Let Ω⋆ = Ω⋆(n + 1, p + 1) denote a nonempty open subspace
of Jk(n + 1, p + 1) which is invariant with respect to the action of Lk(p + 1) ×
Lk(n+1) and satisfies i+1(Ω(n, p)) ⊂ Ω⋆(n+1, p+1). Let P be a smooth manifold
of dimension p. We define the notion of Ω⋆-cobordisms of Ω-regular maps to P .
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Let fi : Ni → P (i = 0, 1) be two Ω-regular maps, where Ni are closed smooth
n-dimensional manifolds. We say that they are Ω⋆-cobordant when there exists an
Ω⋆-regular map, called an Ω⋆-cobordism, C : (W,∂W )→ (P × [0, 1], P × 0∪P × 1)
such that, for a sufficiently small positive real number ǫ,
(i) W is a compact smooth manifold of dimension n+1 with ∂W being N0 ∪N1
and the collar of ∂W is identified with N0 × [0, ǫ] ∪N1 × [1− ǫ, 1],
(ii) C|N0 × [0, ǫ] = f0 × id[0,ǫ] and C|N1 × [1− ǫ, 1] = f1 × id[1−ǫ,1].
We similarly define the notion of oriented Ω⋆-cobordisms of Ω-regular maps by
providing manifolds concerned with orientations, where N0 ∪ N1 in (i) should be
replaced by N0 ∪ (−N1). Let N(n, P ; Ω,Ω⋆) (respectively O(n, P ; Ω,Ω⋆)) denote
the monoid of all Ω⋆-cobordism (respectively oriented Ω⋆-cobordism) classes of Ω-
regular maps to P . In this paper we will describe these monoids of cobordism
classes in terms of certain stable homotopy groups.
We need some notations for this purpose. Let E → X and F → Y be smooth
vector bundles of dimensions n and p over smooth manifolds, and let πX and πY
be the projections of X × Y onto X and Y respectively. Define the vector bundle
Jk(E ,F) over X × Y by
(1.1) Jk(E ,F) =
k⊕
i=1
Hom(Si(π∗X(E)), π
∗
Y (F))
with the canonical projections πkX : J
k(E ,F) → X and πkY : J
k(E ,F) → Y . Here,
Si(E) is the vector bundle ∪x∈XSi(Ex) overX , where Si(Ex) denotes the i-fold sym-
metric product of the fiber Ex over x. The canonical fiber
⊕k
i=1 Hom(S
i(Rn),Rp)
is canonically identified with Jk(n, p). If we provide N and P with Riemannian
metrics, then Jk(TN, TP ) is identified with Jk(N,P ) over N × P (see Section 2).
Let Ω(E ,F) denote the open subbundle of Jk(E ,F) associated to Ω(n, p).
Let Gm refer to the grassmann manifold Gm,ℓ (respectively oriented grassmann
manifold G˜m,ℓ) of all m-subspaces (respectively oriented m-subspaces) of R
ℓ+m.
Let γmGm and γ̂
ℓ
Gm
denote the canonical vector bundles of dimensions m and ℓ
over the space Gm respectively such that γ
m
Gm
⊕ γ̂ℓGm is the trivial bundle ε
ℓ+m
Gm
.
Let T (γ̂ℓGm) denote the Thom space of γ̂
ℓ
Gm
. The spaces {T (γ̂ℓGm)}ℓ constitute a
spectrum. Let iG : Gn → Gn+1 denote the injection mapping an n-plane a to the
(n+ 1)-plane generated by a and the (n+ ℓ+ 1)-th unit vector en+ℓ+1 in R
n+ℓ+1.
Let Ω = Ω(γnGn , TP ) and Ω∗ = Ω⋆(γ
n+1
Gn+1
, TP ⊕ ε1P ) be the open subbundles of
Jk(γnGn , TP ) and J
k(γn+1Gn+1, TP ⊕ ε
1
P ) associated to Ω(n, p) and Ω⋆(n + 1, p + 1)
respectively, where ε1P denotes the trivial bundle P × R. Set γ̂
ℓ
Ω = (π
k
Gn
)∗(γ̂ℓGn)|Ω
and γ̂ℓΩ∗ = (π
k
Gn+1
)∗(γ̂ℓGn+1)|Ω∗ . There exists a fiberwise map ∆
(Ω,Ω⋆) : Ω → Ω⋆
associated to i+1|Ω(n, p) : Ω(n, p) → Ω⋆(n + 1, p + 1) covering iG × idP . Then
∆(Ω,Ω⋆) induces the bundle map
b(γ̂)(Ω,Ω⋆) : γ̂ℓΩ −→ γ̂
ℓ
Ω⋆
covering ∆(Ω,Ω⋆) and the associated map T (b(γ̂)(Ω,Ω⋆)) between the Thom spaces.
Let ℓ≫ n, p. We denote the image of
(1.2) T (b(γ̂)(Ω,Ω⋆))∗ : lim
ℓ→∞
πn+ℓ
(
T (γ̂ℓΩ)
)
−→ lim
ℓ→∞
πn+ℓ
(
T (γ̂ℓΩ⋆)
)
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(
T (b(γ̂)(Ω,Ω⋆))
)
(respectively ImO
(
T (b(γ̂)(Ω,Ω⋆))
)
) in the unoriented (re-
spectively the oriented) case.
We are ready to state the main result of this paper.
Theorem 1.1. Let n and p be positive integers. Let P be a p-dimensional manifold.
Let Ω(n, p) and Ω⋆(n+1, p+1) denote the above open subsets invariant with respect
to the actions of Lk(p) × Lk(n) and Lk(p+1) × Lk(n+1), respectively, such that
i+1(Ω(n, p)) ⊂ Ω⋆(n + 1, p + 1), Ω(n, p) satisfies the h-principle and that Ω⋆(n +
1, p+ 1) satisfies the relative h-principle on the existence level in (h-P).
Then there exist isomorphisms
n
(Ω,Ω⋆) : N(n, P ; Ω,Ω⋆) −→ Im
N
(
T (b(γ̂)(Ω,Ω⋆))
)
,
o
(Ω,Ω⋆) : O(n, P ; Ω,Ω⋆) −→ Im
O
(
T (b(γ̂)(Ω,Ω⋆))
)
.
Let K denote the contact group introduced in [36] which acts on Jk(n, p) or
Jk(n+m, p+m). Let ΩmK = ΩK(n+m, p+m) denote the subset of J
k(n+m, p+m)
which consists of all K-orbits K(i+m(z)) for k-jets z ∈ Ω(n, p). It will be proved
that ΩK(n+m, p+m) is an open subset (see Lemma 5.2).
As for the image of T (b(γ̂)(Ω,Ω⋆))∗, we will prove the following theorem.
Theorem 1.2. Let n < p and P be as in Theorem 1.1. Let Ω(n, p) denote a
nonempty open subset in Jk(n, p) invariant with respect to the action of K and let
ΩK(n + 1, p+ 1) be as above. Then the homomorphism T (b(γ̂)
(Ω,ΩK))∗ in (1.2) is
surjective.
Let ΩK(γ
n+m
eGn+m,ℓ
,Rp+m) denote the subbundle of Jk(γn+m
eGn+m,ℓ
,Rp+m) associated
to ΩK(n+m, p+m). For O = O(n, P ; Ω,ΩK) we define
BO = lim
m→∞
(
lim
ℓ→∞
C0(Sℓ+n−p, T ((πkeGn+m,ℓ
)∗γ̂ℓeGn+m,ℓ
|ΩK(γn+meGn+m,ℓ
,Rp+m)))
)
,
where C0(X,Y ) denotes the space consisting of all base-point preserving continuous
maps between connected spaces with base points equipped with the compact-open
topology.
Theorem 1.3. Let n < p or n ≧ p ≧ 2. Let P be a closed connected oriented
p-dimensional manifold. Let Ω(n, p) be a nonempty K-invariant open subset such
that if n ≧ p ≧ 2, then Ω(n, p) contains all fold jets at least. Then there exists an
isomorphism
O(n, P ; Ω,ΩK) −→ [P,BO].
In our study of cobordisms of singular maps the h-principle for Ω-regular maps
plays a quite important role and our method is available in the dimensions n ≧ p
as well. Theorem 1.1 has been developed from an observation for fold-maps in
[4, Theorem 0.4]. Set ΩmK = ΩK(γ
n+m
Gn+m
, TP ⊕ εmP ). Theorem 1.2 implies that
O(n, P ; Ω,ΩK) is isomorphic to the stable homotopy group limℓ→∞ πn+ℓ
(
T (γ̂ℓ
Ω1
K
)
)
.
If we apply the relative h-principle in Theorem 9.1 to [42, Theorem 9.2] due to
Sadykov, then it follows that O(n, P ; Ω,ΩK) is isomorphic to πn+ℓ
(
T (γ̂ℓΩm
K
)
)
also
in the dimensions n ≧ p ≧ 2 as well as n < p, where γ̂ℓΩm
K
= (πkGn+m)
∗(γ̂ℓGn+m)|ΩmK
and ℓ and m are sufficiently large integers. By using these stable homotopy groups,
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we will induce the space BO by applying the S-duality in [47] in Section 8. In
Section 9 we will see that the h-principle in (h-P) holds for a very wide class
of K-invariant open sets Ω(n, p). Let ΣI(n, p) denote the Boardman manifold in
Jk(n, p) with Boardman symbol I = (i1, · · · , ik) defined in [12]. An important
example of Ω(n, p) is the open subset ΩI(n, p) which is the union of all ΣK(n, p)
with K ≦ I in the lexicographic order. Th results of the paper show the importance
of the homotopy type of Ω(n, p). In [1], [2], [4] and [5] we have described the
homotopy type of Ωi,0(n, p) for i = max{n−p+1, 1} in terms of orthogonal groups
and Stiefel manifolds. Although available only in the case of fold-maps, we will
construct a simpler spectrum in Section 10 whose stable homotopy group is a direct
summand of O(n, P ; Ωi,0,Ωi,0) (respectively N(n, P ; Ωi,0,Ωi,0)) and also construct
the corresponding classifying space. This result is a refinement of [4, Theorem 0.3].
Let Fm denote the space of all base point preserving maps of the m-sphere S
m and
let F = limm→∞ Fm. When n = p ≧ 1 and P is closed and oriented, we will prove
that there exists an isomorphism of O(n, P ; Ω1,0,Ω1,0) onto [P, F ], which has been
given in [3] and [4] from a different point of view. Therefore, we may assert that the
topology of BO will be important in connection with the canonical homomorphism
of O(n, Sn; Ω1,0,Ω1,0) to O(n, Sn; Ω,ΩK) and the map F → BO. We should refer
to Chess[14], in which O(n,Rn; Ω1,0,Ω1,0) ≈ πsn has been proved
The study of h-principles for Ω-regular maps has a long history. Here, we only
refer the reader to Smale[46], Hirsch[25], Phillips[39], Feit[22], Gromov([23], [24]),
E`liasˇberg([20], [21]) and du Plessis([16], [17], [18]) for the details and further refer-
ences.
In [19] Eliashberg has studied the cobordisms of the solutions of the first order
differential relations such as Lagrange and Legendre immersions by applying his
h-principle. Sadykov[42] has studied and expressed the cobordism group of Ω-
regular maps in terms of the stable homotopy group as explained above under the
assumption of the relative h-principle in a formal approach.
In [40] Rima´nyi and Szu˝cs have constructed a certain classifying space such that
the group of the cobordism classes of smooth maps of n-dimensional manifolds into
P having only a given class of C∞ stable singularities is described by the homotopy
classes of P to this space in the case n < p and in [51] Szu˝cs has developed further
results. The method of the construction of this classifying space is quite different
from ours of the space BO using h-principles in this paper. In [28], [29] and [30]
Kalma´r has studied the cobordism groups of fold-maps in negative codimensions.
As another line of investigation of cobordisms of singular maps in which h-
principles are not available, we refer to Saeki[43], Ikegami-Saeki[26], Saeki[44],
Kalma´r[27] and Sadykov[41].
We will define the homomorphisms n(Ω,Ω⋆) and o(Ω,Ω⋆) in Section 3. In Section
4 we will prove Theorem 1.1. In Section 5 we will prove that ΩmK is an open subset.
In Section 6 we will prepare several results which are necessary in the proofs of
Theorems 1.2 and 1.3. In Section 7 we will prove Theorem 1.2. In Section 8 we
will explain how the space BO is introduced. In Section 9 we will give a wide class
of open sets Ω(n, p) which satisfy the h-principle in (h-P). In Section 10 we will
construct a simpler spectrum and then, the classifying space BV such that [P,BV ]
is a direct summand of the cobordism group for fold-maps by using Theorem 1.1
and the homotopy type of Ωn−p+1,0(n, p).
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2. Preliminaries
Given a fiber bundle πE : E → X and a subset C in X, we denote (πE)−1(C)
by E|C . Let πF : F → Y be another fiber bundle. A map b˜ : E → F is called
a fiber map covering a map b : X → Y if πF ◦ b˜ = b ◦ πE holds. The restriction
b˜|(E|C) : E|C → F (or F|b(C)) is denoted by b˜|C . In particular, for a point x ∈ X,
E|x and b˜|x are simply denoted by Ex and b˜x : Ex → Fb(x) respectively. The trivial
bundle X × Rℓ is denoted by εℓX ([49]).
Let E → X and F → Y be vector bundles of dimensions n and p respectively. The
origin of Rm is simply denoted by 0 for any natural numberm. We define the action
of Lk(p) × Lk(n) on Jk(n, p) by (jk0h1, j
k
0h2) · j
k
0 f = j
k
0 (h1 ◦ f ◦ h
−1
2 ). Let E1 → X1
and F1 → Y1 be other vector bundles of dimensions n and p respectively, and let
b˜1 : E → E1 and b˜2 : F → F1 be bundle maps covering b1 : X → X1 and b2 : Y → Y1
respectively. Then b˜1 and b˜2 yield the isomorphisms S
i(Ex) → Si(E1,b1(x)) and
Fy → F1,b2(y) for any x ∈ X and y ∈ Y for 1 ≦ i ≦ k and hence, we have the
bundle map
(2.1) j(b˜1, b˜2) : J
k(E ,F)→ Jk(E1,F1)
covering b1 × b2. Then j(b˜1, b˜2) induces the bundle map j(b˜1, b˜2)Ω : Ω(E ,F) →
Ω(E1,F1).
If we provide N and P with Riemannian metrics, then the Levi-Civita connec-
tions induce the exponential maps expN,x : TxN → N and expP,y : TyP → P for
x ∈ N and y ∈ P respectively. In dealing with the exponential maps we always
consider the convex neighborhoods ([33]). We define the smooth bundle map
(2.2) Jk(N,P )→Jk(TN, TP ) over N × P
by sending z = jkxf ∈ (π
k
N × π
k
P )
−1(x, y) to the k-jet of (expP,y)
−1 ◦ f ◦ expN,x at
0 ∈ TxN , which is regarded as an element of Jk(TxN, TyP )(= Jkx,y(TN, TP )) (see
[33, Proposition 8.1] for the smoothness of exponential maps). More strictly, (2.2)
gives a smooth equivalence of the fiber bundles under the structure group Lk(p)×
Lk(n). Namely, it gives a smooth reduction of the structure group Lk(p) × Lk(n)
of Jk(N,P ) to O(p) × O(n), which is the structure group of Jk(TN, TP ). Let
ΣI(N,P ) denote the Boardman manifold in Jk(N,P ), where I = (i1, · · · , ik) is a
Boardman symbol such that n ≧ i1 ≧ · · · ≧ ik ≧ 0 (see [12], [34] and [38]). Let
ΩI(N,P ) denote the open subset which is the union of all ΣK(N,P ) with K ≦ I
in the lexicographic order. Let ΣI(TN, TP ) and ΩI(TN, TP ) be the subbundles of
Jk(TN, TP ) associated to ΣI(n, p) and ΩI(n, p), which are identified with ΣI(N,P )
and ΩI(N,P ) under (2.2), respectively.
Let f : X → Y be a continuous map. If f∗ : πi(X)→ πi(Y ) is an isomorphism for
0 ≦ i < m and an epimorphism for i = m, then we call f a homotopym-equivalence
in this paper.
3. Homomorphisms n(Ω,Ω⋆) and o(Ω,Ω⋆)
Let Ω(n, p) and Ω⋆(n+ 1, p+ 1) be open subsets given in Theorem 1.1.
As usual we provide N(n, P ; Ω,Ω⋆) and O(n, P ; Ω,Ω⋆) with the structures of
monoids. Namely, given two Ω-regular maps fi : Ni → P (i = 0, 1), we define the
sum [f0] + [f1] to be the cobordism class of the Ω-regular map f : N0 ∪ N1 → P
defined by f |Ni = fi. We proceed the arguments commonly in the unoriented case
and the oriented case in Sections 3 and 4, because in the oriented case we only
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need to provide manifolds and vector bundles concerned with the orientations. The
orientability of P is not necessary even in the oriented case in Theorems 1.1 and
1.2. We will need the orientability of P at the end of Section 8.
We will identify Rm with Sm\{(0, · · · , 0, 1)} for positive integersm in the follow-
ing. LetM be an m-dimensional compact manifold such thatM should be oriented
in the oriented case. Let ℓ≫ m. Take an embedding eM :M → Rℓ+m and identify
M with eM (M). Let cM : M → Gm be the classifying map defined by sending
a point x ∈ M to the m-plane TxM ∈ Gm. Let νM be the orthogonal normal
bundle of M in Rℓ+m. Let cTM : TM → γmGm (respectively cνM : νM → γ̂
ℓ
Gm
)
be the bundle map covering the classifying map cM : M → Gm, which is defined
by sending a vector v of TxM (respectively w ∈νM,x) to (TxM,v) (respectively
(TxM,w)). Then we have the canonical trivializations tM : TM ⊕ νM → ε
ℓ+m
M and
tGm : γ
m
Gm
⊕ γ̂ℓGm → ε
ℓ+m
Gm
. They induce tGm ◦ (cTM ⊕cνM )◦ t
−1
M = cM × idRℓ+m . Let
F be any vector bundle of dimension q over P and Ω(m, q) be an Lk(q) × Lk(m)-
invariant open subspace of Jk(m, q). Let Ωm = Ω(γ
m
Gm
,F) be the subbundle of
Jk(γmGm ,F) associated to Ω(m, q). If there is a map sM :M → Ωm with π
k
Gm
◦ sM
being homotopic (respectively equal) to cM , then cTM , cνM and the projection
πkGm |Ωm : Ωm → Gm induce the bundle maps c
TM
sM
: TM → (πkGm)
∗γmGm |Ωm and
cνMsM : νM → (π
k
Gm
)∗γ̂ℓGm |Ωm covering sM such that tΩm ◦(c
TM
sM
⊕cνMsM )◦ t
−1
M is homo-
topic (respectively equal) to sM × idRℓ+m , where tΩm : (π
k
Gm
)∗(γmGm ⊕ γ̂
ℓ
Gm
)|Ωm →
εℓ+mΩm is the trivialization induced from tGm .
Ω(γmGm ,F) ←− (π
k
Gm
)∗γmGm |Ωm (or (π
k
Gm
)∗γ̂ℓGm |Ωm)
ր sM ↓ ↑ cTMsM (or c
νM
sM
)
M −→ Gm × P TM (or νM )
ց cM ↓ ↓ cTM (or cνM )
Gm ←− γmGm (or γ̂
ℓ
Gm
)
Let Am,q refer to the grassmann manifold Gm,q (respectively oriented grassmann
manifold G˜m,q) of allm-subspaces (respectively orientedm-subspaces) of R
m+q. Let
γmAm,q and γ̂
q
Am,q
denote the canonical vector bundles of dimensions m and q over
Am,q respectively such that γ
m
Am,q
⊕ γ̂qAm,q is the trivial bundle ε
m+q
Am,q
. Let T (γ̂qAm,q)
denote the Thom space of γ̂qAm,q . Here, we see that the spaces {T ((π
k
Gm
)∗γ̂ℓGm |Ωm)}ℓ
constitute a spectrum. Let j : Gm → Am,ℓ+1 denote the injection mapping an m-
plane a in Rm+ℓ = Rm+ℓ × 0 to the same a as the m-plane in Rm+ℓ+1. We have
the canonical bundle maps
b : γmGm −→ γ
m
Am,ℓ+1
and b̂ : γ̂ℓGm ⊕ ε
1
Gm
−→ γ̂ℓ+1Am,ℓ+1
covering j. Let Ω•m = Ω(γ
m
Am,ℓ+1
,F) be the open subbundle of Jk(γmAm,ℓ+1 ,F)
associated to Ω(m, q). We have the bundle map
j(b, idF)Ω : Ωm −→ Ω
•
m
covering j. Then b̂ induces the bundle map
b : (πkGm)
∗(γ̂ℓGm ⊕ ε
1
Gm
)|Ωm −→ (π
k
Am,ℓ+1
)∗(γ̂ℓ+1Am,ℓ+1)|Ω•m
covering j(b, idF)Ω. Since T ((π
k
Gm
)∗(γ̂ℓGm ⊕ ε
1
Gm
)|Ωm) = T ((π
k
Gm
)∗(γ̂ℓGm)|Ωm) ∧ S
1,
we have the associated map
T (b) : T ((πkGm)
∗(γ̂ℓGm)|Ωm) ∧ S
1 −→ T ((πkAm,ℓ+1)
∗(γ̂ℓ+1Am,ℓ+1)|Ω•m).
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This shows the assertion.
Take an embedding eN : N → Rn+ℓ⊂Sn+ℓ and apply the above notation. Then
we have the bundle map
j(cTN , idTP )Ω : Ω(TN, TP )→ Ω = Ω(γ
n
Gn
, TP ).
Let f : N → P be an Ω-regular map with the jet extension jkf : N → Ω(TN, TP )
and let sN = j(cTN , idTP )Ω ◦ jkf . Then we have the composite
∆(Ω,Ω⋆) ◦ sN : N → Ω⋆ = Ω⋆(γ
n+1
Gn+1
, TP ⊕ ε1P )
and
b(γ̂)(Ω,Ω⋆) ◦ cνNsN : νN → γ̂
ℓ
Ω⋆
covering ∆(Ω,Ω⋆) ◦sN . We denote the Pontrjagin-Thom construction for eN by aN :
Sn+ℓ → T (νN ) ([52]). Let C(n, P ; Ω,Ω⋆) refer to N(n, P ; Ω,Ω⋆) or O(n, P ; Ω,Ω⋆),
let Im
(
T (b(γ̂)(Ω,Ω⋆))
)
refer to ImN
(
T (b(γ̂)(Ω,Ω⋆))
)
or ImO
(
T (b(γ̂)(Ω,Ω⋆))
)
and let
ω refer to n(Ω,Ω⋆) or o(Ω,Ω⋆), depending on whether we work in the unoriented case
or oriented case. We now define the maps
ω : C(n, P ; Ω,Ω⋆) −→ Im
(
T (b(γ̂)(Ω,Ω⋆))
)
by mapping the cobordism class [f ] of C(n, P ; Ω,Ω⋆) to the homotopy class of
T (b(γ̂)(Ω,Ω⋆)) ◦ T (cνNsN ) ◦ aN .
We have to prove that ω([f ]) does not depend on the choice of a representative
f .
Lemma 3.1. Suppose that two Ω-regular maps fi : Ni → P (i = 0, 1) are Ω⋆-
cobordant. Then we have n(Ω,Ω⋆)([f0]) = n
(Ω,Ω⋆)([f1]). If Ni are oriented and fi
(i = 0, 1) are oriented Ω⋆-cobordant, then we have o
(Ω,Ω⋆)([f0]) = o
(Ω,Ω⋆)([f1]).
Proof. We first have to prove that ω([f ]) does not depend on the choice of an
embedding eN . Let ℓ be a sufficiently large integer. Let eN : N → R
n+ℓ be an
embedding of N . For a nonnegative integer m, let emN be the composite of eN and
the inclusion Rn+ℓ = Rn+ℓ × 0 → Rn+ℓ+m. Then we may regard νN ⊕ εmN as the
normal bundle of emN and the Pontrjagin-Thom construction for e
m
N is the m-th
suspension Sn+ℓ+m → T (νN ⊕ εmN ) = T (νN) ∧ S
m of that for eN .
Given two embeddings eNi : Ni → R
n+ℓi ( i = 0, 1) with ℓ1 = ℓ0 +m for m ≧ 0,
by the above argument we consider emN0 in place of eN0 . It will be proved by the
argument below that ω([f ]) does not depend on the choice of emN0 and eN1 .
Let ǫ be a sufficiently small positive real number. Let I(0, ǫ) and I(1, ǫ) denote
the intervals [0, ǫ] and [1 − ǫ, 1] respectively. Let C : (W,∂W ) → (P × [0, 1], P ×
0 ∪ P × 1) be an Ω⋆-cobordism of f0 and f1. Take embeddings eNi : Ni → R
n+ℓ
and eW : W → Rn+ℓ × [0, 1], and let us identify as Ni = eNi(Ni) = eNi(Ni)× {i},
W = eW (W ) and P = P × {i}. Then we may assume that for i = 0, 1,
(i) W ∩ (Sn+ℓ × I(i, ǫ)) = Ni × I(i, ǫ),
(ii) eW |Ni × I(i, ǫ) = eNi × idI(i,ǫ),
(iii) C|Ni × I(i, ǫ) = fi × idI(i,ǫ),
(iv) jkC|Ni×{i} = jk(fi× idR)|Ni×{i} under Ni = Ni×{i} and P = P ×{i}.
In the identification TW |Ni = TNi ⊕ ε
1
Ni
, the positive direction of ε1N0 should
correspond to the inward normal direction, and that of ε1N1 should correspond to
the outward normal direction. Then we may assume that the trivializations
tNi : TNi ⊕ νNi → ε
n+ℓ
Ni
and tW : TW ⊕ νW → ε
n+ℓ+1
W
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satisfy tW |Ni = (tNi⊕idε1Ni
)◦(idTNi⊕k
∽
Ni
), where k∽Ni : ε
1
Ni
⊕νNi → νNi⊕ε
1
Ni
is the
map interchanging the components ε1Ni and νNi . Let cγnGn⊕ε
1
Gn
: γnGn⊕ε
1
Gn
→ γn+1Gn+1
denote the bundle map covering iG : Gn → Gn+1 defined by cγn
Gn
⊕ε1
Gn
(Vx⊕(x, t)) =
ViG(x)+ten+ℓ+1 for x ∈ Gn, Vx ∈ (γ
n
Gn
)x and t ∈ R. Let sNi = j(cTNi , idTP )Ω◦j
kfi
and sW = j(cTW , idT (P×[0,1]))Ω⋆ ◦ j
kC. Then we have that
cγn
Gn
⊕ε1
Gn
◦ (cTNi ⊕ (cNi × idR)) = cTW |TNi ⊕ ε
1
Ni
,
cνWsW |Ni = b(γ̂)
(Ω,Ω⋆) ◦ c
νNi
sNi
.
Let aW : S
n+ℓ × [0, 1] → T (νW ) be the Pontrjagin-Thom construction for eW .
Under the identifications
Ω⋆(TW, T (P × [0, 1])) = Ω⋆(TW, TP ⊕ ε
1
P )× [0, 1],
Ω⋆(γ
n+1
Gn+1
, T (P × [0, 1])) = Ω⋆(γ
n+1
Gn+1
, TP ⊕ ε1P )× [0, 1],
the composite T (cνWsW )◦aW gives a homotopy between T (b(γ̂)
(Ω,Ω⋆))◦T (c
νN0
sN0
)◦aN0
and T (b(γ̂)(Ω,Ω⋆)) ◦ T (c
νN1
sN1
) ◦ aN1 . This proves ω([f0]) = ω([f1]). 
4. n(Ω,Ω⋆) and o(Ω,Ω⋆) are isomorphisms
We prove Theorem 1.1 in this section. Let Ω(n, p) and Ω⋆(n + 1, p+ 1) be the
open subsets given in Theorem 1.1.
Proof of Theorem 1.1. We use the notation in the proof of Lemma 3.1. We first
prove that ω is injective. For this, take two Ω-regular maps fi : Ni → P (i = 0, 1)
such that ω([f0]) = ω([f1]). Recall the map T (b(γ̂)
(Ω,Ω⋆)) ◦ T (c
νNi
sNi
) ◦ aNi which
represents ω([fi]). There is a homotopy H : S
n+ℓ × [0, 1] → T (γ̂ℓΩ⋆) such that if ǫ
is sufficiently small, then we have, for i = 0, 1,
(i) H |Sn+ℓ × I(i, ǫ) = T (b(γ̂)(Ω,Ω⋆)) ◦ T (c
νNi
sNi
) ◦ aNi ◦ (πSn+ℓ |S
n+ℓ × I(i, ǫ)),
(ii) H is smooth around H−1(Ω⋆) and is transverse to Ω⋆.
We set W = H−1(Ω⋆). Then we have
(iii) W ∩ (Sn+ℓ × I(i, ǫ)) = Ni × I(i, ǫ),
(iv) H |Ni × I(i, ǫ) = ∆(Ω,Ω⋆) ◦ sNi ◦ (πNi |(Ni × I(i, ǫ)),
(v) TW |Ni×I(i,ǫ) = T (Ni × I(i, ǫ)) = (TNi ⊕ ε
1
Ni
)× I(i, ǫ),
(vi) νW |Ni×I(i,ǫ) = νNi × I(i, ǫ).
By (ii) we have the bundle map cνW∼ : νW → γ̂
ℓ
Ω⋆
covering H |W : W → Ω⋆ such
that
(vii) cνW∼ |Ni×I(i,ǫ) = b(γ̂)
(Ω,Ω⋆) ◦ c
νNi
sNi
◦ (πνNi |νNi × I(i, ǫ)) by (i) and (iv).
By [2, Proposition 3.3] we obtain a bundle map of TW ⊕ ε3W to (π
k
Gn+1
)∗(γn+1Gn+1 ⊕
ε3Gn+1)|Ω⋆ with a required property concerning the trivialization. By this property
and the dimensional reason, we obtain a bundle map
cTW∼ : TW → (π
k
Gn+1
)∗(γn+1Gn+1)|Ω⋆
coveringH |W :W → Ω⋆ induced from the above bundle map such that tΩ⋆◦(c
TW
∼ ⊕
cνW∼ ) ◦ t
−1
W is homotopic to (H |W )× idRn+ℓ+1. Since γ
n+1
Gn+1
is the universal bundle
(ℓ ≫ n), cTW∼ is regarded as c
TW
H|W . Let b(γ ⊕ ε
1)(Ω,Ω⋆) : (πkGn)
∗(γnGn ⊕ ε
1
Gn
)|Ω →
(πkGn+1)
∗(γn+1Gn+1)|Ω⋆ covering ∆
(Ω,Ω⋆) be the bundle map induced from cγn
Gn
⊕ε1
Gn
in
the proof of Lemma 3.1. Then we may assume by (iv), (v) and (vi) that
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(viii) cTW∼ |(Ni×I(i,ǫ)) is equal to
b(γ ⊕ ε1)(Ω,Ω⋆) ◦ (cTNisNi ⊕ (csNi × idR)) ◦ πTNi⊕εNi |((TNi ⊕ εNi)× I(i, ǫ)).
Hence, cW is homotopic to π
k
Gn+1
◦H |W relative to (N0 × [0, ǫ])∪ (N1 × [1− ǫ, 1]).
Let πTP⊕ε1
P
: T (P × [0, 1]) = (TP ⊕ε1P )× [0, 1]→ TP ⊕ε
1
P be the canonical bundle
map covering the canonical projection πP : P × [0, 1] → P . Then we have the
bundle map
j(cTW , πTP⊕ε1
P
)Ω⋆ : Ω⋆(TW, T (P × [0, 1])) = Ω⋆(TW, TP ⊕ ε
1
P )× [0, 1]
−→ Ω⋆ = Ω⋆(γ
n+1
Gn+1
, TP ⊕ ε1P )
covering cW × πP . Therefore, since [0, 1] is contractible, there is a section sW :
W → Ω⋆(TW, T (P × [0, 1])) such that
πkP×[0,1] ◦ sW |Ni × I(i, ǫ) = fi × idI(i,ǫ),
πP ◦ π
k
P×[0,1] ◦ sW = π
k
P ◦ (H |W ),
and that j(cTW , πTP⊕ε1
P
)Ω⋆ ◦ sW is homotopic to H |W relative to (N0 × [0, ǫ]) ∪
(N1 × [1− ǫ, 1]).
Since Ω⋆(TW, T (P×[0, 1])) satisfies the relative h-principle on the existence level,
there exists an Ω⋆-regular map C :W → P × [0, 1] such that C(x, t) = f0(x)× t for
0 ≦ t ≦ ǫ, C(x, t) = f1(x) × t for 1 − ǫ ≦ t ≦ 1 and that jkC is homotopic to sW
relative to (N0× [0, ǫ/2])∪ (N1× [1− ǫ/2, 1]). This implies that the Ω-regular maps
f0 and f1 are Ω⋆-cobordant. This proves that ω is injective.
We next prove that ω is surjective. Let an element α˜ of Im
(
T (b(γ̂)(Ω,Ω⋆))
)
be
represented by a map α : Sn+ℓ → T (γ̂ℓΩ) such that (T (b(γ̂)
(Ω,Ω⋆)))∗([α]) = α˜. We
may suppose that α is smooth around α−1(Ω) and is transverse to Ω. We set
N = α−1(Ω). If N = ∅, then [α] must be a null element, although we can deform
α so that N 6= ∅ even in this case. Since α is transverse to Ω, we have the bundle
map cνN∼ : νN → γ̂
ℓ
Ω covering α|N . It follows from [2, Proposition 3.3] that there
exists a bundle map
cTN⊕ε
3
N
∼ : TN ⊕ ε
3
N → (π
k
Gn
)∗(γnGn ⊕ ε
3
Gn
)|Ω
covering α|N : N → Ω such that the composite
(tΩ ⊕ idε3
Ω
) ◦ (id(πk
Gn
)∗(γn
Gn
) ⊕ k
∽
Gn
)
◦ (cTN⊕ε
3
N
∼ ⊕ c
νN
∼ ) ◦ (idTN ⊕ k
∽
N ) ◦ (t
−1
N ⊕ idε3N )
is homotopic to (α|N) × idRn+ℓ+3, where k
∽
Gn
: ε3Gn ⊕ γ̂
ℓ
Gn
→ γ̂ℓGn ⊕ ε
3
Gn
and k∽N :
νN ⊕ε3N → ε
3
N ⊕νN are the maps interchanging the components respectively. Since
γnGn is the universal bundle (ℓ≫ n), c
TN⊕ε3N
∼ is homotopic to cTNα|N ⊕ ((α|N)× idR3),
and tΩ ◦ (cTNα|N ⊕ c
νN
∼ )◦ t
−1
N is homotopic to (α|N)× idRn+ℓ . Hence, cN is homotopic
to πkGn ◦α|N . By [2, Proposition 3.3] again, c
νN
∼ and c
νN
α|N are homotopic as bundle
maps νN → γ̂ℓΩ. Since we have the bundle map
j(cTN , idTP )Ω : Ω(TN, TP ) −→ Ω = Ω(γ
n
Gn
, TP )
covering cN × idP , there is a section sN : N → Ω(TN, TP ) such that πkP ◦ sN =
πkP ◦α|N and j(cTN , idTP )Ω◦sN is homotopic to α|N. Since Ω(TN, TP ) satisfies the
h-principle, there exists an Ω-regular map f : N → P such that jkf is homotopic
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to sN . This implies that j(cTN , idTP )Ω ◦ jkf and α|N are homotopic. This proves
that
ω([f ]) = [T (b(γ̂)(Ω,Ω⋆)) ◦ T (cνN
α|N) ◦ aN ]
= [T (b(γ̂)(Ω,Ω⋆)) ◦ T (cνN∼ ) ◦ aN ]
= [T (b(γ̂)(Ω,Ω⋆)) ◦ α]
= α˜.
This is what we want. 
Under the assumption of Theorem 1.1 C(n, P ; Ω,Ω⋆) inherits the structure of
an abelian group from the stable homotopy groups. The null element is defined
to be represented by an Ω-regular map f : N → P , which has an Ω⋆-cobordism
C : (W,∂W ) → (P × [0, 1], P × 0) with ∂W = N such that C|N = f under the
identification P × 0 = P .
5. Examples of Ω⋆(n+ 1, p+ 1)
In this section n < p is not necessarily assumed. As an important example of
Ω∗(n+1, p+1) for Ω(n, p) we recall Ω
1
K = ΩK(n+1, p+1), which is the set consisting
of all K-orbits K(i+1(z)) for k-jets z ∈ Ω(n, p). Let Cm denote the ring of smooth
function germs (Rm, 0)→ R and let mm denote its maximal ideal.
Lemma 5.1. Let i be a non-negative integer smaller than n + 1. Then any k-jet
w ∈ Σi(n+ 1, p+ 1) has a k-jet z ∈ Σi(n, p) such that w lies in K(i+1(z)).
Proof. We consider the usual coordinates x = (x1, x2, · · · , xn+1) of Rn+1 and y =
(y1, y2, · · · , yp+1) of Rp+1. Under suitable respective coordinates
x′ = (x′1, x
′
2, · · · , x
′
n+1) and y
′ = (y′1, y
′
2, · · · , y
′
p+1)
of Rn+1 and Rp+1, w is represented as w = jk0 g with
(y′1 ◦ g(x
′), · · · , y′p+1 ◦ g(x
′)) = (x′1, · · · , x
′
n−i, g
n−i+1(x′), · · · , gp(x′), x′n+1),
where gj ∈ m2n+1 . Let g : R
n+1 → Rp+1 be the map germ defined by
(y1 ◦ g(x), · · · , yp+1 ◦ g(x)) = (x1, · · · , xn−i, g
n−i+1(x), · · · , gp(x), xn+1).
It is evident that jk0 g ∈ K(w). Let
◦
x = (x1, · · · , xn, 0). Define the map germ
f : Rn = Rn × 0→ Rp by
f(
◦
x) =
{
(x1, · · · , xn−i, g
n−i+1(
◦
x), gn−i+2(
◦
x), · · · , gp(
◦
x)) for i < n,
(g1(
◦
x), g2(
◦
x), · · · , gp(
◦
x)) for i = n.
Then we have
Q(jk0 g) = Cn+1/(g
∗(mp+1) +m
k+1
n+1)
≈ Cn/(f
∗(mp) +m
k+1
n )
= Q(jk0 f).
Setting z = jk0f , we have w ∈ K(i+1(z)). 
Lemma 5.2. Let Ω(n, p) be a K-invariant open subset of Jk(n, p). Then the set
ΩmK is open in J
k(n+m, p+m) for m > 0.
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Proof. It is enough to prove the casem = 1. Suppose to the contrary that Ω1K is not
open. Then there exists a k-jet w ∈ Ω1K and k-jets wj /∈ Ω
1
K such that limj→∞ wj =
w. By definition, there exists a k-jet z ∈ Ω(n, p) such that w ∈ K(i+1(z)). Let
i = n−rankz. Then we may assume without loss of generality that w = i+1(z),
w = jk0 g, wj = j
k
0 gj and limj→∞ wj = w with
(y1 ◦ g(x), · · · , yp+1 ◦ g(x)) = (x1, · · · , xn−i, g
n−i+1(x), · · · , gp(x), xn+1),
(y1 ◦ gj(x), · · · , yp+1 ◦ gj(x)) = (g
1
j (x), · · · , g
n−i
j (x), g
n−i+1
j (x), · · · , g
p+1
j (x)),
where gt ∈ m2n for n− i+ 1 ≦ t ≦ p. Since limj→∞ wj = i+1(z), we set
h1j(x1, · · · , xn+1) = (x1, · · · , xn−i, g
n−i+1
j (x), · · · , g
p
j (x), xn+1),
h2j(x1, · · · , xn+1) = (x1, · · · , xn−i, g
n−i+1
j (
◦
x), · · · , gpj (
◦
x), xn+1).
Since the map germ defined by
(x1, · · · , xn+1) 7−→ (g
1
j (x), · · · , g
n−i
j (x), xn−i+1, · · · , xn, g
p+1
j (x))
is a local diffeomorphism for sufficiently large numbers j, we have Qk(wj) ≈
Qk(j
k
0h
1
j) ≈ Qk(j
k
0h
2
j). Let us define
fj(x1, · · · , xn) =
{
(x1, · · · , xn−i, g
n−i+1
j (
◦
x), · · · , gpj (
◦
x)) for i < n,
(g1j (
◦
x), · · · , gpj (
◦
x)) for i = n.
Then we have that limj→∞ j
k
0h
1
j = w = i+1(z) and i+1(j
k
0 fj) = j
k
0h
2
j , and hence,
Qk(wj) ≈ Qk(jk0 fj). Since limj→∞ j
k
0fj = z, we have that j
k
0 fj ∈ Ω(n, p) for
sufficiently large numbers j. By definition, we have jk0h
2
j ∈ Ω
1
K for sufficiently
large numbers j. Since Qk(wj) ≈ Qk(jk0h
2
j), it follows from [37, Theorem 2.1] that
wj ∈ Ω1K for sufficiently large numbers j. This is a contradiction. 
Lemma 5.3. If two map germs f1, f2 : (R
m, 0) → (Rq, 0) are K-equivalent, then
the Boardman symbols of jk0 f1 and j
k
0 f2 are the same. Consequently, the Boardman
manifold ΣI(m, q) is invariant with respect to the action of K.
Proof. By [35] there exist a germ of a diffeomorphism h : (Rm, 0) → (Rm, 0) and
a smooth map germ M : (Rm, 0) → GL(q) such that M(x)f1(h(x)) = f2(x). Let
fi(x) = (f
i
1(x), · · · , f
i
q(x)) with f
i
j ∈ Cm/m
k+1
m (i = 1, 2). Let I(fi) denote the
ideal of Cm/mk+1m generated by f
i
1, · · · , f
i
q. Let h∗ : Cm/m
k+1
m → Cm/m
k+1
m be the
isomorphism defined by h∗(φ) = φ ◦ h. Then we have h∗(I(f1)) = I(f2). The
Boardman symbols of jk0 fi (i = 1, 2) are determined by I(fi) and are the same by
[38]. This proves the assertion. 
Lemma 5.4. If I is a Boardman symbol such that ΩI(n, p) is nonempty, then
ΩI(n+ 1, p+ 1) is the union of all K-orbits K(i+1(z)) for z ∈ ΩI(n, p).
Proof. Let I = (i1, i2, · · · ). Since ΩI(n, p) is nonempty, we have i1 ≦ n. Let
w ∈ ΩI(n + 1, p + 1), whose Boardman symbol is J ≦ I. Since j1 ≦ i1 ≦ n, it
follows from Lemma 5.1 that there exists a z ∈ ΩI(n, p) such that w ∈ K(i+1(z)).
Conversely, let z ∈ ΩI(n, p) with Boardman symbol K ≦ I. Since the Boardman
symbol of i+1(z) is obviously equal to K, we have i+1(z) ∈ ΩI(n+ 1, p+ 1). This
shows the assertion. 
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6. Preliminaries for Theorem 1.2
We prepare lemmas and propositions for the proof of Theorem 1.2.
Let ei = (0, · · · , 0, 1, 0, · · · , 0) with 1 being the i-th component. Let prp+1 :
Rp+1 → R be the projection mapping (x1, · · · , xp+1) to xp+1. Let πk1 : J
k(n, p)→
J1(n, p) be the canonical forgetting projection.
Let K be a finite simplicial complex and L be its subcomplex such that K\L is
a manifold and dimL < dimK.
Lemma 6.1. Let Ω(n, p) be a K-invariant open subset of Jk(n, p). Let (K,L)
be given as above and dimK < p. Let ψ : (K,L) → (Ω1K, i+1(Ω(n, p))) be a
map such that ψ|(K\L) is smooth. Then there exists a homotopy ψλ : (K,L) →
(Ω1K, i+1(Ω(n, p))) such that
(i) ψ0 = ψ,
(ii) ψλ|L = ψ|L,
(iii) prp+1(π
k
1 ◦ ψ1(u)(x1, · · · , xn+1)) = xn+1 for any u ∈ K.
Proof. Let us define e : K → Rp+1 by e(u) = (πk1 ◦ ψ(u))(en+1). Since ψ(L) ⊂
i+1(Ω(n, p)), we have that, for any u ∈ L, e(u) = ep+1. Consider the fiber bundle
dRp+1 : J
k(n+1, p+1)→ Rp+1 defined by dRp+1(j
k
0f) = j
1
0f(en+1). Since dimK <
p, K\L is a manifold, ψ|(K\L) is smooth and since Ω1K is an open subset, it follows
from the transversality theorem and the covering homotopy property of dRp+1 that
there exists a homotopy ϕλ : K → Jk(n+ 1, p+ 1) relative to L with ϕ0 = ψ such
that
(6.1-i) the deformation uλ = dRp+1 ◦ ϕλ of e with u0 = e satisfies that u1 does
not take the value of any non-positive multiple of ep+1 and
(6.1-ii) ϕλ(K) ⊂ Ω1K for any λ.
In the following an element of GL(m) is regarded as a linear isomorphism of
Rm and Em is the unit matrix of degree m. Let h
1
λ : (K,L) → (GL(p + 1), Ep+1)
be the homotopy defined by h1λ(u) = ((1 − λ) + λ/‖u1(u)‖)Ep+1. It follows from
(6.1-i) that h11(u)(u1(u)) ∈ S
p and h11(u)(u1(u)) 6= −ep+1 for any u ∈ K. By
considering the rotation which is the identity on all points orthogonal to both u1(u)
and ep+1 and rotates the great circle through u1(u) and ep+1 so as to carry u1(u)
to ep+1 along the shorter way (when u1(u) = ep+1, we consider Ep+1), we have the
homotopy h2λ : (K,L) → (SO(p + 1), Ep+1) relative to L such that h
2
0(u) = Ep+1
and h21(u)◦h
1
1(u)(u1(u)) = ep+1 for any u ∈ K. Let hλ : (K,L)→ (GL(p+1), Ep+1)
be the homotopy defined by hλ = h
1
2λ for 0 ≦ λ ≦ 1/2 and hλ = h
2
2λ−1 ◦ h
1
1 for
1/2 ≦ λ ≦ 1. Define κp+1 : K → J1(n+ 1, 1) by
κp+1(u) = prp+1 ◦ π
k
1 (j
k(h1(u)) ◦ ϕ1(u)).
Since κp+1(u) is of rank 1 for any u ∈ K, we have the unique vector V (u) ∈ Rn+1
of length 1 such that V (u) is perpendicular to Ker(κp+1(u)) and κp+1(u)(V (u)) is
positive. Namely, h1(u) ◦ πk1 (ϕ1(u))(V (u)) is directed to the same orientation of
ep+1. Since κp+1(u)(en+1) = 1, V (u) cannot be equal to −en+1.
We set v(u) = κp+1(u)(V (u)) > 0. By considering the rotation which is the
identity on all points orthogonal to both V (u) and en+1 and rotates the great circle
through V (u) and en+1 so as to carry en+1 to V (u) along the shorter way, we
again have the homotopy H1λ : (K,L) → (SO(n + 1), En+1) relative to L such
that H10 (u) = En+1 and H
1
1 (u)(en+1) = V (u) for any u ∈ K. Let H
2
λ : (K,L) →
(GL(n + 1), En+1) be the homotopy relative to L defined by H
2
λ(u) = ((1 − λ) +
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λ/v(u))En+1. Let Hλ : (K,L) → (GL(n + 1), En+1) be the homotopy defined by
Hλ(u) = H
1
2λ(u) for 0 ≦ λ ≦ 1/2 and Hλ(u) = H
2
2λ−1(u) ◦H
1
1 (u) for 1/2 ≦ λ ≦ 1.
Then we have that for any u ∈ K,
κp+1(u) ◦H1(u)(en+1) = κp+1(u) ◦H
2
1 (u) ◦H
1
1 (u)(en+1)
= κp+1(u) ◦H
2
1 (u)(V (u))
= κp+1(u)(V (u))/v(u)
= 1.
Since H11 (u) ∈ SO(n + 1) and ei is orthogonal to en+1 (i < n + 1), H
1
1 (u)(ei)
is orthogonal to H11 (u)(en+1) = V (u). Namely, H1(u)(ei) lies in Ker(κp+1(u)).
Hence, we have
κp+1(u) ◦H1(u)(ei) = 0 for i < n+ 1.
Define the homotopy ψλ : (K,L)→ (Ω1K, i+1(Ω(n, p)) relative to L by
ψλ(u) =

ϕ3λ(u) for 0 ≦ λ ≦ 1/3,
h3λ−1(u) ◦ ϕ1(u) for 1/3 ≦ λ ≦ 2/3,
h1(u) ◦ ϕ1(u) ◦H3λ−2(u) for 2/3 ≦ λ ≦ 1.
By the definition we have
prp+1 ◦ π
k
1 (ψ1(u))(ei) =
{
0 for i < n+ 1,
1 for i = n+ 1.
This is what we want. 
Proposition 6.2. Under the same assumption of Lemma 6.1, we have a homotopy
Ψλ : (K,L)→ (Ω
1
K, i+1(Ω(n, p))) such that
(i) Ψ0 = ψ,
(ii) Ψλ|L = ψ|L,
(iii) Ψ1(K) ⊂ i+1(Ω(n, p)).
Proof. Let ψλ be the homotopy given in Lemma 6.1. Let us express ψλ(u) =
(f1λ(u), f
2
λ(u), · · · , f
p+1
λ (u)) using the coordinates of R
p+1, where f iλ(u) is regarded
as a polynomial of degree at most k with constant 0. We note that
fp+11 (u)(x1, · · · , xn+1) = xn+1 + higher term.
Let Diff(Rn+1, 0) be the space of all germs of local diffeomorphisms of (Rn+1, 0).
Let us define a homotopy of maps Φλ : (K,L)→ (Diff(Rn+1, 0), id(Rn+1,0)) by
Φλ(u)(x1, · · · , xn+1) = (x1, · · · , xn+1 + λ(f
p+1
1 (u)− xn+1)).
It is obvious that Φλ(u) is a germ of a diffeomorphism of (R
n+1, 0). Then we have
the inverse Φλ(u)
−1 such that
(6.1) prp+1 ◦ ψ1(u) ◦ Φ1(u)
−1(x1, · · · , xn+1) = xn+1.
We now define φλ : (K,L)→ (Ω1K, i+1(Ω(n, p))) by
φλ(u) = ψ1 ◦ j
k
0 (Φλ(u)
−1).
In order to exclude the terms containing xn+1 from yj ◦φ1 (1 ≦ j ≦ p) we define
the homotopy ηλ : (K,L)→ (Jk(n+ 1, p+ 1), i+1(Jk(n, p))) by
ηλ(u)(x) = (1− λ)φ1(u)(x1, · · · , xn+1)
+ λ(φ1(u)(x1, · · · , xn, 0) + (0, · · · , 0, xn+1)).(6.2)
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It is obvious that η1(K) ⊂ i+1(Ω(n, p)) and that ηλ|L = ψ|L. It remains to prove
that ηλ is a homotopy to Ω
1
K. It follows from (6.1) and (6.2) that
prp+1 ◦ ηλ(u)(x) = (1− λ)(xn+1) + λxn+1 = xn+1.
Let us express ηλ(u) = (g
1
λ(u), g
2
λ(u), · · · , g
p+1
λ (u)), where g
i
λ(u) is regarded as a
polynomial of degree at most k with constant 0. Consider the ideal Iλ(u) generated
by g1λ(u), g
2
λ(u), · · · , g
p+1
λ (u) in mn+1/m
k+1
n+1. Then Iλ(u) is constantly equal to
I0(u), and hence Q(ηλ(u)) ≈ Q(ψ1(u)). Since ψ1(u) ∈ Ω1K, we have ηλ(u) ∈ Ω
1
K
by [37]. Then the required homotopy Ψλ is defined by Ψλ = ψ3λ (0 ≦ λ ≦ 1/3),
Ψλ = φ3λ−1 (1/3 ≦ λ ≦ 2/3) and Ψλ = η3λ−2 (2/3 ≦ λ ≦ 1). 
Proposition 6.3. Let Ω(n, p) be a K-invariant open subset of Jk(n, p). Then
i+1 : Ω(n, p)→ Ω1K is a homotopy (p− 1)-equivalence.
Proof. Let ιn denote a jet of Ω(n, p) and ιn+1 = i+1(ιn). We first prove that
(i+1)∗ : πi(Ω(n, p))→ πi(Ω1K) is surjective for 0 ≦ i ≦ p−1. Indeed, let [a] ∈ πi(Ω
1
K)
be represented by a : (Si, e1) → (Ω1K, ιn+1). Then by Proposition 6.2 we have a
homotopy ϕλ : (S
i, e1)→ (Ω
1
K, ιn+1) such that ϕ1(S
i) ⊂ i+1(Ω(n, p)).
Next let 0 ≦ i < p − 1. Let [b] ∈ πi(Ω(n, p)) be represented by b : (Si, e1) →
(Ω(n, p), ιn) such that (i+1)∗([b]) = 0. Then we have a homotopy ϕ˜ : S
i × [0, 1]→
(Ω1K, ιn+1) such that ϕ˜|S
i × 0 = i+1 ◦ b under the identification S
i = Si × 0 and
ϕ˜(e1×[0, 1]∪Si×1) = ιn+1. It follows from Proposition 6.2 that since i+1 < p, there
exists a homotopy Φλ : (S
i× [0, 1], Si× 0∪e1× [0, 1]∪Si× 1)→ (Ω1K, i+1(Ω(n, p)))
relative to Si× 0∪ e1× [0, 1]∪Si× 1 such that Φ1(Si× [0, 1]) ⊂ i+1(Ω(n, p)). This
proves the injectivity of (i+1)∗ : πi(Ω(n, p))→ πi(Ω1K). 
7. Proof of Theorem 1.2
Let Am,q express Gm,q or G˜m,q. Let iAm+r : Am,q → Am+r,q denote the injection
mapping an m-plane a to the (m+ r)-plane including a and the canonical vectors
eq+m+1, · · · , eq+m+r in Rq+m+r. We use the notation Ω
m
K = ΩK(γ
n+m
Gn+m
, TP ⊕εmP ).
Lemma 7.1. The map iAm+r : Am,q → Am+r,q is a homotopy m-equivalence.
Proof. We only prove the unoriented case. The proof in the oriented case is similar.
Let us consider the diagram with the canonical maps as described
Am,q
ρ0
−→ O(q +m+ r)/O(q) ×O(m) × Er
iAm+r ↓ ρ2 ւ ↓ ρ1
Am+r,q O(q +m+ r)/O(q +m)× Er,
where ρ0 is induced from the inclusion R
q+m = Rq+m×0→ Rq+m+r and ρ1 and ρ2
are induced from the inclusions O(q)×O(m)→ O(q+m) andO(m)×Er → O(m+r)
respectively. Since Am,q is a fiber of the fiber bundle ρ1, ρ0 is a homotopy (q+m−1)-
equivalence. Since ρ2 is a homotopy m-equivalence, iAm+r is also a homotopy m-
equivalence. 
In the following lemma p is not necessarily larger than n.
Lemma 7.2. Let Ω(n, p) be a K-invariant open subset of Jk(n, p). Then the fiber
map ∆(Ω,ΩK) : Ω→ Ω1K is a homotopy min{n, p− 1}-equivalence.
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Proof. Consider the commutative diagram
−→ πi(Ω(n, p))
∂
−→ πi(Ω) −→ πi(Gn,ℓ × P ) −→
↓ ↓ ↓
−→ πi(Ω1K)
∂
−→ πi(Ω
1
K) −→ πi(Gn+1,ℓ × P ) −→
which is induced from the homomorphisms (∆(Ω,ΩK))∗ of the exact sequence of the
homotopy groups for the fiber bundle Ω over Gn,ℓ × P to that for the fiber bundle
Ω1K over Gn+1,ℓ×P . Then it follows from Lemma 7.1 for (i
G)∗ and Proposition 6.3
that if 0 ≦ i < min{n, p− 1}, then (∆(Ω,ΩK))∗ : πi(Ω)→ πi(Ω
1
K) is an isomorphism
by the five lemma and if i = min{n, p−1}, then it is an epimorphism by [13, Lemma
3.2]. 
We are now ready to prove Theorem 1.2.
Proof of Theorem 1.2. We only prove the unoriented case. In the oriented case we
only need the Thom Isomorphism Theorem under the coefficient group Z. It follows
from Lemma 7.2 and the Whitehead theorem ([48, Section 5, 9 Theorem]) that
(∆(Ω,ΩK))∗ : Hi(Ω)→ Hi(Ω
1
K)
is an isomorphism for 0 ≦ i < n and an epimorphism for i = n.
Let ℓ≫ n, p. By virtue of the Thom Isomorphism Theorem, we have that
T (b(γ̂)(Ω,ΩK))∗ : Hi+ℓ
(
T (γ̂ℓΩ);Z/(2)
)
−→ Hi+ℓ
(
T (γ̂ℓΩ1
K
);Z/(2)
)
is an isomorphism for −ℓ ≦ i < n and an epimorphism for i = n.
Let C denote the Serre class of finite groups of orders prime to two. Then it
follows from [45, Proposition 2, p. 277] that
(7.1) T (b(γ̂)(Ω,ΩK))∗ : Hi+ℓ
(
T (γ̂ℓΩ);Z
)
−→ Hi+ℓ
(
T (γ̂ℓΩ1
K
);Z
)
is a C-isomorphism for −ℓ ≦ i < n and a C-epimorphism for i = n. By the White-
head theorem modulo C ([45, Theorem 3, p. 276]),
T (b(γ̂)(Ω,ΩK))∗ : πi+ℓ
(
T (γ̂ℓΩ)
)
−→ πi+ℓ
(
T (γ̂ℓΩ1
K
)
)
is a C-isomorphism for −ℓ ≦ i < n and a C-epimorphism for i = n.
Let NiΩ (respectively N
i
Ω1
K
) denote the cobordism group of smooth maps s of
closed i-manifolds M to Ω (respectively Ω1K) under the corresponding cobordism
of smooth maps such that there exists a bundle map of the stable ℓ-dimensional
normal bundle νM to γ̂
ℓ
Ω (respectively γ̂
ℓ
Ω1
K
) covering s. It follows from the standard
argument in the cobordism theory (see, for example, [50]) that
N
i
Ω ≈ πi+ℓ
(
T (γ̂ℓΩ)
)
and NiΩ1
K
≈ πi+ℓ
(
T (γ̂ℓΩ1
K
)
)
.
Consequently, any element of πi+ℓ
(
T (γ̂ℓΩ)
)
and πi+ℓ
(
T (γ̂ℓ
Ω1
K
)
)
is of order two. This
together with (7.1) proves Theorem 1.2. 
By Lemmas 5.2 and 5.4 it will be easy to see inductively that ΩK(n+m, p+m)
is the subset of Jk(n+m, p+m) which consists of all K-orbits K(i+1(z)) for k-jets
z ∈ ΩK(n+m− 1, p+m− 1) for m > 1 and that if Ω(n, p) = ΩI(n, p) 6= ∅, then we
have ΩI(n+m, p+m) = ΩK(n+m, p+m). By using the map J
k(n+m, p+m)→
Jk(n+m+ q, p+m+ q) sending a jet jk0 f to j
k
0 (f × idRq ), we have the canonical
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map ΩmK → Ω
m+q
K . This induces the canonical bundle map b(γ̂)
(Ωm
K
,Ωm+q
K
) : γ̂ℓΩm
K
→
γ̂ℓ
Ω
m+q
K
and the associated map T (b(γ̂)(Ω
m
K
,Ωm+q
K
)) : T (γ̂ℓΩm
K
) → T (γ̂ℓ
Ω
m+q
K
). Let θ
denote an integer such that θ = 1 when n < p and θ = n+ 2− p when n ≧ p ≧ 2.
Proposition 7.3. Let θ be the integer as above. Then the homomorphism
lim
ℓ→∞
πn+ℓ
(
T (γ̂ℓ
Ωθ
K
)
)
−→ lim
ℓ→∞
πn+ℓ
(
T (γ̂ℓ
Ω
θ+q
K
)
)
induced from the above map T (b(γ̂)(Ω
θ
K
,Ωθ+q
K
)) is an isomorphism for q ≧ 0.
Proof. We only prove the unoriented case. The proof proceeds as in the Proof of
Theorem 1.2. By the iterated use of Lemma 7.2, we have that T (b(γ̂)(Ω
θ
K
,Ωθ+q
K
))
is a homotopy min{n+ θ, p+ θ − 1}-equivalence, and hence, a homotopy (n + 1)-
equivalence. Therefore,
(T (b(γ̂)(Ω
θ
K
,Ωθ+q
K
)))∗ : Hi(Ω
θ
K) −→ Hi(Ω
θ+q
K )
is an isomorphism for 0 ≦ i ≦ n and and an epimorphism for i = n + 1. By the
argument similar to that in the Proof of Theorem 1.2, we have that
(7.2) (T (b(γ̂)(Ω
θ
K
,Ωθ+q
K
)))∗ : πi+ℓ
(
T (γ̂ℓ
Ωθ
K
)
)
−→ πi+ℓ
(
T (γ̂ℓ
Ω
θ+q
K
)
)
is a C-isomorphism for −ℓ ≦ i ≦ n and a C-epimorphism for i = n + 1. Since any
element of the groups in (7.2) is of order two, we obtain the proposition. 
8. Classifying space
In this section we will induce the classifying space BO in Theorem 1.3.
We consider the vector bundle Jk(γn+mGn+m ,R
p+m) with the projection πkGn+m
onto Gn+m := Gn+m × {a point} and the open subbundle ΩK(γ
n+m
Gn+m
,Rp+m) of
Jk(γn+mGn+m ,R
p+m) associated to ΩmK , where R
p+m is regarded as a vector bundle
over a point. As in Section 3, the spaces {T ((πkGm)
∗(γ̂ℓGm)|ΩK)}ℓ constitute a spec-
trum.
Let κ denote any integer with κ ≧ p + 3. Let ℓ ≫ n, p,κ. We set Gn+θ+κ =
An+θ+κ,ℓ+p. Let P be embedded in R
p+κ . Let x ∈ Gn+θ, y ∈ P and (νP )y be
the orthogonal complement of TyP in R
p+κ . Let c : Gn+θ × P → Gn+θ+κ denote
the map such that c(x, y) is the (n + θ + κ)-subspace x ⊕ (νP )y in R
n+θ+κ+ℓ+p.
Let c : π∗Gn+θ(γ
n+θ
Gn+θ
)⊕ π∗P (νP )→ γ
n+θ+κ
Gn+θ+κ
be the bundle map which is canonically
induced to cover the classifying map c.
Let Jk(γn+θ ⊕ ν, TP ⊕ εθP ⊕ νP ) denote
Hom
(
k⊕
i=1
Si(π∗Gn+θ(γ
n+θ
Gn+θ
)⊕ π∗P (νP )), π
∗
P (TP ⊕ ε
θ
P ⊕ νP )
)
and define the fiber map
(8.1) Jk(γn+θGn+θ , TP ⊕ ε
θ
P ) −→ J
k(γn+θ ⊕ ν, TP ⊕ εθP ⊕ νP )
over Gn+θ × P by mapping jkxα ∈ J
k
x,y(γ
n+θ
Gn+θ
, TP ⊕ εθP ) to j
k
(x,y)(α × id(νP )y ). We
also obtain the bundle map
(8.2) Jk(γn+θ ⊕ ν, TP ⊕ εθP ⊕ νP ) −→ J
k(γn+θ+κ
Gn+θ+κ
, TP ⊕ εθP ⊕ νP )
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covering (c, πP ) : Gn+θ × P → Gn+θ+κ × P which is canonically induced from
the bundle map c and idTP⊕εθ
P
⊕νP . It follows from Lemma 7.1 that (c, πP ) is a
homotopy (n+θ)-equivalence. The composite of the maps in (8.1) and (8.2) on the
fibers over (x, y) and (c(x, y), y) induces a map
ΩK((γ
n+θ
Gn+θ
)x, TyP ⊕ ε
θ
y) −→ ΩK((γ
n+θ+κ
Gn+θ+κ
)c(x,y), TyP ⊕ ε
θ
y ⊕ (νP )y),
which is a homotopy (n + 1)-equivalence by the iterated use of Proposition 6.3
and Gn+θ × P → Gn+θ+κ × P is a homotopy (n + θ)-equivalence by Lemma 7.1.
Consequently, we obtain the fiber map
(8.3) jΩK : ΩK(γ
n+θ
Gn+θ
, TP ⊕ εθP ) −→ ΩK(γ
n+θ+κ
Gn+θ+κ
, TP ⊕ εθP ⊕ νP )
covering (c, πP ), which is also a homotopy (n+ 1)-equivalence.
Trivialization TP ⊕ νP → ε
p+κ
P induces the bundle isomorphism
Jk(γn+θ+κ
Gn+θ+κ
, TP ⊕ εθP ⊕ νP ) −→ J
k(γn+θ+κ
Gn+θ+κ
,Rp+θ+κ)× P
over Gn+θ+κ × P , where Rp+θ+κ is regarded as the trivial vector bundle over a
point. Let ΩK(γ
n+θ+κ
Gn+θ+κ
,Rp+θ+κ) be the open subbundle associated to Ωθ+κK . Then
we have the bundle map
(8.4) kΩK : ΩK(γ
n+θ+κ
Gn+θ+κ
, TP ⊕ εθP ⊕ νP ) −→ ΩK(γ
n+θ+κ
Gn+θ+κ
,Rp+θ+κ)× P
over Gn+θ+κ × P . In the following we identify the two spaces in (8.4). Thus we
have the following lemma.
Lemma 8.1. The fiber map kΩK ◦ jΩK covering (c, πP ) is a homotopy (n + 1)-
equivalence.
Let πk
Gn+θ+κ
: Jk(γn+θ+κ
Gn+θ+κ
,Rp+θ+κ) → Gn+θ+κ be the canonical projection.
Let B(γ̂ℓ+p
Gn+θ+κ
, νP )ΩK×P denote the vector bundle over ΩK(γ
n+θ+κ
Gn+θ+κ
,Rp+θ+κ)× P
defined by
B(γ̂ℓ+p
Gn+θ+κ
, νP )ΩK×P = (π
k
Gn+θ+κ
)∗(γ̂ℓ+p
Gn+θ+κ
)|ΩK(γn+θ+κGn+θ+κ ,R
p+θ+κ) × νP .
This satisfies
T (B(γ̂ℓ+p
Gn+θ+κ
, νP )ΩK×P ) = T ((π
k
Gn+θ+κ
)∗(γ̂ℓ+p
Gn+θ+κ
)|ΩK(γn+θ+κGn+θ+κ ,R
p+θ+κ)) ∧ T (νP ).
Let
bkΩK◦jΩK : (π
k
Gn+θ
)∗(γ̂ℓGn+θ)⊕ (π
k
P )
∗(TP )|ΩK(γn+θGn+θ ,R
p+θ)
−→ ((πk
Gn+θ+κ
)∗(γ̂ℓ+p
Gn+θ+κ
)|ΩK(γn+θ+κGn+θ+κ ,R
p+θ+κ))× P
be the bundle map covering kΩK ◦ jΩK mapping (γ
n+θ
Gn+θ
)⊥x ⊕ TyP to ((γ
n+θ
Gn+θ
)x ⊕
(νP )y)
⊥, where ⊥ denotes the orthogonal complement. This induces a bundle map
B : ((πkGn+θ )
∗(γ̂ℓGn+θ)⊕ (π
k
P )
∗(TP ⊕ νP ))|ΩK(γn+θGn+θ ,TP⊕ε
θ
P
)
−→ B(γ̂ℓ+p
Gn+θ+κ
, νP )ΩK×P
covering
kΩK ◦ jΩK : ΩK(γ
n+θ
Gn+θ
, TP ⊕ εθP )→ ΩK(γ
n+θ+κ
Gn+θ+κ
,Rp+θ+κ)× P,
which is a bundle map over P and is a homotopy (n+ 1)-equivalence.
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Let X and Y be connected polyhedra with base points respectively. Let {X ;Y }
denote the set of S-homotopy classes of S-maps. Let Gn+θ+κ = An+θ+κ,ℓ as in
Introduction.
Proposition 8.2. Let Ω(n, p) denote a nonempty K-invariant open subset. Then
there exists an isomorphism
lim
ℓ→∞
πn+ℓ
(
T (γ̂ℓ
ΩK(γ
n+θ
Gn+θ
,TP⊕εθ
P
)
)
)
−→
lim
ℓ→∞
πn+ℓ+κ
(
T ((πkGn+θ+κ )
∗(γ̂ℓGn+θ+κ )|ΩK(γn+θ+κGn+θ+κ ,R
p+θ+κ)) ∧ T (νP )
)
.
Proof. Setting ΩθK = ΩK(γ
n+θ
Gn+θ
, TP ⊕ εθP ), we have that
πn+ℓ
(
T (γ̂ℓ
Ωθ
K
)
)
≈ {Sn+ℓ;T (γ̂ℓ
Ωθ
K
)}(8.5)
≈ {Sn+ℓ+p+κ;T (γ̂ℓ
Ωθ
K
) ∧ Sp+κ}
≈ {Sn+ℓ+p+κ;T (γ̂ℓ
Ωθ
K
⊕ εp+κ
Ωθ
K
)}
≈ {Sn+ℓ+p+κ;T (γ̂ℓ
Ωθ
K
⊕ (πkP )
∗(TP ⊕ νP )|Ωθ
K
)}.
By Lemma 8.1 and an argument as in the proof of Theorem 1.2 using the Thom
isomorphism Theorem, the associated map T (B) induces the isomorphism between
the last group in (8.5) and {Sn+ℓ+p+κ;T (B(γ̂ℓ+p
Gn+θ+κ
, νP )ΩK×P )}. Furthermore, we
have that
{Sn+ℓ+p+κ;T (B(γ̂ℓ+p
Gn+θ+κ
, νP )ΩK×P )}(8.6)
≈ {Sn+ℓ+p+κ;T ((πkGn+θ+κ )
∗(γ̂ℓ+p
Gn+θ+κ
)|ΩK(γn+θ+κGn+θ+κ ,R
p+θ+κ)) ∧ T (νP )}
≈ {Sn+ℓ+κ;T ((πkGn+θ+κ)
∗(γ̂ℓGn+θ+κ )|ΩK(γn+θ+κGn+θ+κ ,R
p+θ+κ)) ∧ T (νP )}.
This proves the proposition. 
In the rest of this section we work in the oriented case and P should be connected
and oriented. Let P 0 be the union of P and the base point. Consider the duality
map T (νP )∧S
t(P 0)→ Sp+κ+t in [47]. If P is connected in addition, then the last
group in (8.6) in the oriented case is isomorphic to
(8.7)
{Sn+ℓ+κ ∧ St(P 0);T ((πkeGn+θ+κ,ℓ
)∗(γ̂ℓeGn+θ+κ,ℓ
)|ΩK(γn+θ+κeGn+θ+κ,ℓ
,Rp+θ+κ)) ∧ S
p+κ+t}.
Take a representative map α in a homotopy class in (8.7) and consider the cor-
respondence of a point y in P to a map α|(Sn+ℓ+κ+t ∧ {y,base point}). It is not
difficult to see that the set of S-homotopy classes in (8.7) is bijective to the following
sets of homotopy classes
[P,C0(Sn+ℓ+κ+t, T ((πkeGn+θ+κ,ℓ
)∗(γ̂ℓeGn+θ+κ,ℓ
)|ΩK(γn+θ+κeGn+θ+κ,ℓ
,Rp+θ+κ)) ∧ S
p+κ+t)]
≈ [P,C0(Sℓ+n−p, T ((πkeGn+θ+κ,ℓ
)∗(γ̂ℓeGn+θ+κ,ℓ
)|ΩK(γn+θ+κeGn+θ+κ,ℓ
,Rp+θ+κ)))].
Setting
BxO = lim
ℓ→∞
C0(Sℓ+n−p, T ((πkeGn+θ+κ,ℓ
)∗(γ̂ℓeGn+θ+κ,ℓ
)|ΩK(γn+θ+κeGn+θ+κ,ℓ
,Rp+θ+κ))),
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we define the classifying space BO = limκ→∞B
κ
O
as in Introduction. We have the
following proposition.
Proposition 8.3. Let Ω(n, p) be as in Proposition 8.2. Let P be a closed connected
and oriented p-dimensional manifold. Then there exists an isomorphism
lim
ℓ→∞
πn+ℓ+κ
(
T ((πk
eGn+θ+κ,ℓ
)∗(γ̂ℓ
eGn+θ+κ,ℓ
)|ΩK(γn+θ+κeGn+θ+κ,ℓ
,Rp+θ+κ)) ∧ T (νP )
)
−→ [P,BO].
9. Proof of Theorem 1.3
The development of the h-principles has been described in detail in [24]. We
only refer to the Smale-Hirsch Immersion Theorem ([46], [25]), the Feit k-mersion
Theorem ([22]) and the general theorems due to Gromov[23] and du Plessis ([16],
[17], [18]). In particular, du Plessis has proposed a nice condition called “extensi-
bility” under which the h-principle holds for ΩI -regular maps or smooth maps with
only K-simple singularities. However, this extensibility condition is not so effective
in the dimensions n ≧ p. On the other hand, E`liasˇberg ([20], [21]) has proved the
famous h-principle on the 1-jet level for sections s : N → Ω1(N,P ) which have a
given fold map f0 defined around s
−1(Σ1(N,P )) such that (j2f0)
−1(Σ1,0(N,P )) =
s−1(Σ1(N,P )) and the fold singularities of any semi-index of f0 are not empty.
In order to prove Theorem 1.3 by applying Theorems 1.1 and 1.2 we have to
show that the assumption concerning h-principles is satisfied in the situation of
Theorem 1.3. We have proved the h-principle in (h-P) for fold-maps in [3] and [6].
Recently we have introduced a very effective condition for the h-principle in (h-P)
in [9]. As an application we can prove the following theorem by using [9] (see a
proof in [10]). Let k ≫ n, p as in Introduction.
Theorem 9.1. Let n < p or n ≧ p ≧ 2. Let Ω(n, p) denote a K-invariant open
subspace in Jk(n, p) such that when n ≧ p ≧ 2, Ω(n, p) contains Σn−p+1,0(n, p) at
least. Then the h-principle in (h-P) holds for Ω(n, p).
In particular, we show the following examples of Ω(n, p):
(i) ΩI(n, p) such that when n ≧ p ≧ 2, I ≧ (n− p+ 1, 0) ([8]),
(ii) an open subspace consisting of all regular k-jets and a finite number of K-
orbits of K-simple singularities such that when n ≧ p ≧ 2, it contains all fold jets
in addition ([9]).
If Ω⋆(n+1, p+1) = Ω
1
K, then we write C(n, P ; Ω) simply in place of C(n, P ; Ω,ΩK)
in the following. We have the following corollary of Theorems 1.1, 1.2 and 9.1.
Corollary 9.2. Let n < p. Let Ω(n, p) and Ω1K be the K-invariant open subsets
given in Theorem 1.2. Let P be a p-dimensional manifold. Then the homomorphism
ω : C(n, P ; Ω) −→ lim
ℓ→∞
πn+ℓ
(
T (γ̂ℓΩ1
K
)
)
is an isomorphism.
If we apply Theorem 9.1 to [42, Theorem 9.2], then under the same assumption
of Theorem 1.3, there exists an isomorphism of
(9.1) C(n, P ; Ω) −→ lim
ℓ→∞
πn+ℓ
(
T (γ̂ℓΩm
K
)
)
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for a sufficiently large integer m also in the dimensions n ≧ p ≧ 2 as well as n < p.
This isomorphism is nothing but the composite of ω and the map
lim
ℓ→∞
πn+ℓ
(
T (γ̂ℓΩ1
K
)
)
−→ lim
ℓ→∞
πn+ℓ
(
T (γ̂ℓΩm
K
)
)
which is induced by T (b(γ̂)(Ω
1
K
,Ωm
K
)).
We are now ready to prove Theorem 1.3.
Proof of Theorem 1.3. If n < p, then we have
O(n, P ; Ω) ≈ lim
ℓ→∞
πn+ℓ
(
T (γ̂ℓΩ1
K
)
)
by Corollary 9.2. If n ≧ p ≧ 2, then the homomorphisms
(9.2) (T (b(γ̂)(Ω
θ+κ
K
,Ωθ+κ+q
K
)))∗ : πn+ℓ
(
T (γ̂ℓ
Ω
θ+κ
K
)
)
−→ πn+ℓ
(
T (γ̂ℓ
Ω
θ+κ+q
K
)
)
are isomorphisms for integers q ≧ 0 by Proposition 7.3. By Propositions 8.2, 8.3
and (9.1) O(n, P ; Ω) is isomorphic to [P,BO]. This completes the proof. 
Corollary 9.3. Under the same assumption of Theorem 1.3, O(n, P ; Ω) ⊗ Q is
isomorphic to Hn(ΩK(γ
n+θ+κ
Gn+θ+κ
,Rp+θ+κ)× P ;Q) in the dimensions n < p and n ≧
p ≧ 2.
Here, let us see a relationship between the space BO, the Thom-Atiyah duality
in bordism and cobordism and the spaces introduced by Kazarian([31] and [32]).
Let us recall the n-dimensional oriented bordism group Ωn(P ) of maps to P and the
Thom-Atiyah duality, πn+ℓ(MSO(ℓ) ∧ P
0) ≈ [P,ΩℓMSO(ℓ + p− n)] (see [11] and
[15, Chap. I, 12 ]), where MSO denotes the Thom space of the universal bundle
γ over BSO and ΩℓX denotes the ℓ-th iterated loop space. We have the following
commutative diagram under the notation in (8.5) (ℓ ≫ n, p), although we do not
give a proof of the commutativity:
(9.3)
O(n, P ; Ω) −→ Ωn(P )
≈↓
ImO
(
T (b(γ̂)(Ω,ΩK))
)
(⊂ πn+ℓ
(
T (γ̂ℓ
Ω1
K
)
)
) ↓≈
≈↓
πn+ℓ+p+κ(T (γ̂
ℓ
Ω2
K
) ∧ Sp+κ(P 0)) −→ πn+ℓ+p+κ(MSO(ℓ) ∧ S
p+κ(P 0))
≈↓ ↓≈
[P,BO] −→ [P,Ωℓ+n−pMSO(ℓ)],
where
(1) Ω1K = ΩK(γ
n+1
eGn+1,ℓ
, TP ⊕ ε1P ) and Ω
2
K = ΩK(γ
n+θ+κ
eGn+θ+κ,ℓ
,Rp+θ+κ),
(2) the second and the bottom horizontal homomorphisms are induced from the
canonical projections
ΩK(γ
n+θ+κ
eGn+θ+κ,ℓ
,Rp+θ+κ) ⊂ Jk(γn+θ+κ
eGn+θ+κ,ℓ
,Rp+θ+κ) −→ G˜n+θ+κ,ℓ ⊂ BSO(ℓ),
(3) the left vertical map is an isomorphism by Theorem 1.2, (9.1), Propositions
8.2 and 8.3 for n < p and n ≧ p ≧ 2.
According to [31] and [32, 2.18 Corollary and 2.8 Example], let us consider
the subspace Ωℓ+n−pMSO(ℓ)Ω(n,p) in Ω
ℓ+n−pMSO(ℓ) which consists of all maps
a : Sℓ+n−p → MSO(ℓ) such that a is smooth around a−1(BSO(ℓ)) and that for
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any point x ∈ a−1(BSO(ℓ)) with a(x) = y, the k-jet of the composite of a :
(Sℓ+n−p, x) → (MSO(ℓ), y) and a projection germ of (MSO(ℓ), y) to the fiber
(γy, y) lies in ΩK(S
ℓ+n−p, γy) associated to Ω(n, p). Then the cobordism class
represented by an Ω-regular map is mapped to the homotopy class represented by
a map P → Ωℓ+n−pMSO(ℓ)Ω(n,p) in (9.3), whose corresponding map S
ℓ+n−p×P →
MSO(ℓ) is transverse to BSO(ℓ).
10. Fold-maps
Let m ≧ q. Let V rowm,q denote the Stiefel manifold (Eq ×O(m− q))O(m) under
the canonical bases of Rm and Rq, whose element is regarded as an epimorphism
Rm → Rq or a regular q × m-matrix in the following. Let E → X and F → Y
be vector bundles of dimensions m and q with metrics respectively. Let V (E ,F)
denote the subbundle of Hom(E ,F) associated to V rowm,q . Let π
V
X : V (E ,F) → X
and πVY : V (E ,F)→ Y be the canonical projections respectively.
We have the actions of O(q) ×O(m) on V rowm+1,q from the left-hand side through
O(q) and from the right-hand side through O(m) × 1 respectively. The group
O(q) × O(m) also naturally acts on Ωm−q+1,0(m, q). In [4, Theorem 2.6] we have
described the homotopy type of Ωm−q+1,0(m, q) in terms of orthogonal groups and
Stiefel manifolds, and have given a topological embedding
iV,Ω = i
m,q
V,Ω : V
row
m+1,q→Ω
m−q+1,0(m, q),
which is equivariant with respect to the actions of O(q) × O(m). Furthermore, if
m− q + 1 is odd, then there exists an equivariant map
RΩ,V = R
m,q
Ω,V : Ω
m−q+1,0(m, q)→V rowm+1,q
such that RΩ,V ◦ iV,Ω is the identity of V rowm+1,q. In particular, we note that if m = q,
then iV,Ω ◦RΩ,V is a deformation retraction of Ωm−q+1,0(m, q).
If i+1(j
2
0f) were defined by i+1(j
2
0f) = j
2
0(idR × f), then the following technical
modification of iV,Ω and RΩ,V followed by Lemma 10.1 is unnecessary. Let ht :
Rt → Rt be the map reversing the order of coordinates as ht(x1, x2, · · · , xt−1, xt) =
(xt, xt−1, · · · , x2, xt−1). Define iV,Ω = i
m,q
V,Ω : V
row
m+1,q→Ω
m−q+1,0(m, q) and RΩ,V =
R
m,q
Ω,V : Ω
m−q+1,0(m, q)→V rowm+1,q by
i
m,q
V,Ω(A) = i
m,q
V,Ω(Ahm+1) · hm and R
m,q
Ω,V (j
2
0f) = R
m,q
Ω,V (j
2
0 (f ◦ hm))hm+1.
It will be easy to see Rm,qΩ,V ◦ i
m,q
V,Ω = idV rown+1,p . Let i
+1 : Jk(n, p)→ Jk(n + 1, p+ 1)
denote the map defined by i+1(jk0 f) = j
k
0 (idR×f). Let j
+1, j+1 : V
row
n+1,p → V
row
n+2,p+1
denote the map defined by j+1(A) = (1)∔A and j+1(A) = A∔(1), where ∔ denotes
the direct sum of matrices. We consider the action of O(p) × O(n) on V rown+1,p by
(S, T ) ·A = SA((1)∔ T−1) for S ∈ O(p) and T ∈ O(n).
Lemma 10.1. Under the above notation, we have that in,pV,Ω and R
n,p
Ω,V are equivari-
ant with respect to the actions of O(p) ×O(n) and that
R
n+1,p+1
Ω,V (i+1(j
2
0 (f))) = j+1(R
n,p
Ω,V (j
2
0f)) and i
n+1,p+1
V,Ω (j+1(A)) = i+1(i
n,p
V,Ω(A)).
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Proof. For A ∈ V rown+1,p, S ∈ O(p) and T ∈ O(n), we have that
i
n,p
V,Ω((S, T
−1) ·A) = in,pV,Ω(SA((1)∔ T )))
= in,pV,Ω(SA((1)∔ T )hn+1) · hn
= S · in,pV,Ω(Ahn+1hn+1((1)∔ T )hn+1) · hn
= S · in,pV,Ω(Ahn+1(hnThn ∔ (1))) · hn
= S · in,pV,Ω(Ahn+1) · (hnThnhn)
= S · (in,pV,Ω(Ahn+1) · hn) · T
= (S, T−1) · in,pV,Ω(A),
R
n,p
Ω,V (S, T
−1) · (j20f)) = R
n,p
Ω,V (S · (j
2
0f) · T )
= Rn,pΩ,V (S · (j
2
0 (f) · T ) · hn))hn+1
= SRn,pΩ,V (j
2
0 (f) · (hnhn)T · hn)hn+1
= SRn,pΩ,V (j
2
0 (f) · hn · (hnThn))hn+1
= SRn,pΩ,V (j
2
0 (f ◦ hn))(hnThn ∔ (1))hn+1
= SRn,pΩ,V (j
2
0 (f ◦ hn))hn+1hn+1(hnThn ∔ (1))hn+1
= SRn,pΩ,V (j
2
0 (f ◦ hn))hn+1((1)∔ T )
= (S, T−1) ·Rn,pΩ,V (j
2
0f).
By the definition of iV,Ω and RΩ,V we have that
Rn+1,p+1Ω,V (j
2
0(idR × f)) = j
+1(Rn,pΩ,V (j
2
0f)) and i
n+1,p+1
V,Ω (j
+1(A)) = i+1(in,pV,Ω(A)).
Therefore, we have that
R
n+1,p+1
Ω,V (i+1(j
2
0(f)) = R
n+1,p+1
Ω,V (hp+1hp+1 · j
2
0((f × idR) · hn+1))hn+2
= Rn+1,p+1Ω,V (hp+1 · j
2
0(idR × (hp ◦ f ◦ hn)))hn+2
= hp+1j
+1Rn,pΩ,V (j
2
0 (hp ◦ f ◦ hn))hn+2
= (hpR
n,p
Ω,V (j
2
0 (hp ◦ f ◦ hn))hn+1)∔ (1)
= (Rn,pΩ,V (j
2
0 (f ◦ hn))hn+1)∔ (1)
= j+1(R
n,p
Ω,V (j
2
0 (f))
and other formula is similarly proved. 
If we provide γmGm and F with metrics, then the structure group of J
2(γmGm ⊕
ε1Gm ,F) is reduced to O(q)×O(m). Let Ω = Ω
m−q+1,0(γmGm ,F). Let iV ,Ω(γ
m
Gm
,F) :
V (γmGm ⊕ ε
1
Gm
,F) → Ω and RΩ,V (γmGm ,F) : Ω → V (γ
m
Gm
⊕ ε1Gm ,F) be the fiber
maps associated to iV,Ω and RΩ,V respectively. Then
(10-i) the fiber map iV ,Ω(γ
m
Gm
,F) is a topological embedding,
(10-ii) if m− q+1 is odd, then the composition RΩ,V (γmGm ,F) ◦ iV ,Ω(γ
m
Gm
,F) is
the identity of V (γmGm ⊕ ε
1
Gm
,F).
Let γ̂ℓV denote the vector bundle induced from γ̂
ℓ
Gm
over V (γmGm⊕ε
1
Gm
,F). We note
γ̂ℓΩ = (RΩ,V (γ
m
Gm
,F))∗γ̂ℓV . Then we have the bundle maps bR : γ̂
ℓ
Ω → γ̂
ℓ
V and bi :
γ̂ℓV → γ̂
ℓ
Ω covering RΩ,V (γ
m
Gm
,F) and iV ,Ω(γ
m
Gm
,F) respectively. Their associated
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maps T (bR) and T (bi) between the Thom spaces satisfies that T (bR) ◦ T (bi) is
equal to the identity of T (γ̂ℓV ).
Let v∆ : V rown+1,p → V
row
n+2,p+1 denote the map sending an epimorphism A ∈ V
row
n+1,p
to the direct sum A∔ (1) of matrices A and (1). Set
Vn+1 = V (γ
n
Gn
⊕ ε1Gn , TP ), Vn+2 = V (γ
n+1
Gn+1
⊕ ε1Gn+1, TP ⊕ ε
1
P ),
Ω = Ωn−p+1,0(γnGn , TP ), ΩK = Ω
n−p+1,0(γn+1Gn+1, TP ⊕ ε
1
P ).
Let iG denote the canonical classifying map Gn → Gn+1 of γnGn ⊕ ε
1
Gn
. Let V ∆ :
Vn+1 → Vn+2 denote the fiber map associated to v∆ covering (iG, πP ). Let Ω =
Ωn−p+1,0. If n− p+ 1 is odd, then we have the commutative diagram
Ωn−p+1,0(γnGn , TP )
∆(Ω,ΩK)
−−−−−→ Ωn−p+1,0(γn+1Gn+1 , TP ⊕ ε
1
P )
R
n,p
Ω,V (γ
n
Gn
,TP )
y yRn+1,p+1Ω,V (γn+1Gn+1 ,TP⊕ε1P )
Vn+1
V ∆
−−−−→ Vn+2
by Lemma 10.1, where the horizontal fiber maps cover (iG, πP ).
Lemma 10.2. Let n−p+1 be odd. The fiber map V ∆ is a homotopy n-equivalence.
Proof. Since v∆ and (iG, πP ) are homotopy n-equivalences, it follows that V
∆ is a
homotopy n-equivalence. 
We have the bundle map bV : γ̂
ℓ
Vn+1
→ γ̂ℓVn+2 covering V
∆ and its associated map
T (bV) between the Thom spaces. Recalling the map T (b(γ̂)
(Ω,ΩK)) : T (γ̂ℓΩ) −→
T (γ̂ℓΩK) we obtain the following commutative diagram
(10.1)
πn+ℓ
(
T (γ̂ℓΩ)
) T (b(bγ)(Ω,ΩK))∗
−−−−−−−−−−→ πn+ℓ
(
T (γ̂ℓΩK)
)y y
πn+ℓ
(
T (γ̂ℓVn+1)
)
T (bV )∗
−−−−−→ πn+ℓ
(
T (γ̂ℓVn+2)
)
,
where the left vertical map and the right vertical maps are T (bR)∗ for (n, p) and
(n+ 1, p+ 1) respectively. Let Gn+2+κ = An+2+κ,ℓ as above.
Proposition 10.3. Let n ≧ p ≧ 2 and ℓ ≫ n, p. Let n − p + 1 be odd. Let
Ω = Ωn−p+1,0(γnGn , TP ) and ΩK = Ω
n−p+1,0(γn+1Gn+1 , TP ⊕ ε
1
P ) be as above. Then
there exist homomorphisms
ωV : C(n, P ; Ω
n−p+1,0) −→ πn+ℓ
(
T (γ̂ℓVn+2)
)
,
ιV : πn+ℓ
(
T (γ̂ℓVn+2)
)
−→ C(n, P ; Ωn−p+1,0)
such that ωV ◦ ιV is the identity of πn+ℓ
(
T (γ̂ℓVn+2)
)
. In particular, if n = p, then
ωV is an isomorphism.
Proof. (i) In the diagram (10.1) it follows from the similar argument as in Proof
of Theorem 1.2 that T (bV )∗ is an epimorphism. It follows from (10-i) and (10-ii)
that T (bR)∗ in the diagram (10.1) for (n, p) and (n + 1, p+ 1) are epimorphisms.
By Theorem 1.1 we obtain the required homomorphisms ωV and ιV . 
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Here, we prove the following refinement of [4, Theorem 0.3]. This theorem should
be compared with the results in [29] and [30].
Theorem 10.4. Under the assumption of Proposition 10.3 there exists a splitting
epimorphism
C(n, P ; Ωn−p+1,0)→ lim
κ→∞
(
lim
ℓ→∞
πn+ℓ+κ
(
T (γ̂ℓGn−p+1) ∧ T (νP )
))
.
In particular, if n = p, then this is an isomorphism.
Proof. The proof proceeds similarly as in the proof of Propositions 8.2 and 8.3 by
replacing spaces ΩK(ξ,F) by V (ξ,F). We only prove the unoriented case. Define
the fiber map
(10.2) Vn+2 −→ V
′(γn+1Gn+1 ⊕ ε
1
Gn+1
⊕ νP , TP ⊕ ε
1
P ⊕ νP ),
where the last space is the subbundle of
Hom(π∗Gn+1(γ
n+1
Gn+1
⊕ ε1Gn+1)⊕ π
∗
P (νP ), TP ⊕ ε
1
P ⊕ νP )
associated to Vn+2+κ,p+1+κ over Gn+1 × P and the map sends A ∈ (Vn+2)(x,y) to
A⊕ id(νP )y . We have a bundle map
(10.3) π∗Gn+1(γ
n+1
Gn+1
⊕ ε1Gn+1)⊕ π
∗
P (νP ) −→ γ
n+2+κ
Gn+2+κ
covering a classifying map c+ : Gn+1×P → Gn+2+κ (we may need to replace ℓ with
a bigger integer). We note that (c+, πP ) : Gn+1 ×P → Gn+2+κ ×P is a homotopy
(n+1)-equivalence. By (10.2) and (10.3) we obtain a homotopy (n+1)-equivalent
fiber map
(10.4) Vn+2 −→ V (γ
n+2+κ
Gn+2+κ
, TP ⊕ ε1P ⊕ νP )
covering (c+, πP ) : Gn+1 × P → Gn+2+κ × P . The trivialization TP ⊕ νP → ε
p+κ
P
induces the bundle map
(10.5) V (γn+2+κGn+2+κ , TP ⊕ ε
1
P ⊕ νP ) −→ V (γ
n+2+κ
Gn+2+κ
,Rp+1+κ)× P
over Gn+2+κ × P .
We denote, by Vn−p+1,p+1+κ,ℓ, the space which consists of all triples (a, b, c)
where a, b and c are mutually perpendicular subspaces in Rn+ℓ+κ+2 of dimensions
n− p+ 1, p+ 1+κ and ℓ respectively with a⊕ b⊕ c = Rn+ℓ+κ+2. Let γp+1+κV be
the canonical vector bundle over Vn−p+1,p+1+κ,ℓ of dimension p+ 1 + κ.
We denote an element of V (γn+2+κGn+2+κ ,R
p+1+κ) by (α, h), where α ∈ Gn+2+κ and
h ∈ V ((γn+2+κGn+2+κ )α,R
p+1+κ), which is regarded as an epimorphism. Then (α, h)
defines (Ker(h),Ker(h)⊥, α⊥) in Vn−p+1,p+1+κ,ℓ, which is the triple of the kernel
of h, the orthogonal complement of Ker(h) in α and the orthogonal complement
α⊥. Let V (γp+1+κV ,R
p+1+κ) denote the principal bundle with fiber O(p + 1 + κ)
associated to Hom(γp+1+κV ,R
p+1+κ). We have the canonical homeomorphism
V (γn+2+κGn+2+κ ,R
p+1+κ)→ V (γp+1+κV ,R
p+1+κ)
which maps (α, h) to h|Ker(h)⊥ : Ker(h)⊥ → Rp+1+κ over (Ker(h),Ker(h)⊥, α⊥).
Let µ denote the map
µ : V (γn+2+κGn+2+κ ,R
p+1+κ) = V (γp+1+κV ,R
p+1+κ) −→ Vn−p+1,p+1+κ,ℓ
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defined by µ((α, h)) = (Ker(h),Ker(h)⊥, α⊥). Let
ρ : Vn−p+1,p+1+κ,ℓ → Gn−p+1,ℓ+p+1+κ
be the map defined by ρ(a, b, c) = a. Then ρ ◦ µ gives a fiber bundle. Since
ρ−1(Rn−p+1× 0) is Gp+1+κ,ℓ for 0×R
ℓ+p+1+κ, we have that (ρ◦µ)−1(Rn−p+1× 0)
is Vℓ+p+1+κ,p+1+κ, namely O(ℓ + p + 1 + κ)/O(ℓ). Hence, ρ ◦ µ is a homotopy
ℓ-equivalence. We note that
(10.6) (ρ ◦ µ)∗(γ̂ℓ+p+1+κGn−p+1,ℓ+p+1+κ) ≈ γ̂
ℓ
V (γn+2+κ
Gn+2+κ
,Rp+1+κ)
⊕ εp+1+κ
V (γn+2+κ
Gn+2+κ
,Rp+1+κ)
.
We have that πn+ℓ
(
T (γ̂ℓVn+2)
)
is isomorphic to πn+ℓ+p+κ
(
T (γ̂ℓVn+2 ⊕ ε
p+κ
Vn+2
)
)
.
This is isomorphic to
πn+ℓ+p+κ
(
T ((γ̂ℓVn+2 ⊕ (π
V
P )
∗(TP ⊕ νP ))|V (γn+2+κ
Gn+2+κ
,TP⊕ε1
P
⊕νP )
)
)
.
Since setting G = Gn+2+κ,ℓ+p, we have the bundle map of
γ̂ℓVn+2 ⊕ (π
V
P )
∗(TP ⊕ νP ) −→ (π
V
G )
∗(γ̂ℓ+pG )|V (γn+2+κ
G
,Rp+1+κ) × νP
covering the canonical homotopy (n+ 1 + κ)-equivalent map
V (γn+2+κGn+2+κ , TP ⊕ ε
1
P ⊕ νP ) −→ V (γ
n+2+κ
G ,R
p+1+κ)× P,
by (10.5), the last group is isomorphic to
πn+ℓ+p+κ
(
T ((πVG)
∗γ̂ℓ+pG |V (γn+2+κ
G
,Rp+1+κ)) ∧ T (νP )
)
.
This is isomorphic to
πn+ℓ+p+1+2κ
(
T ((πVG)
∗(γ̂ℓ+pG ⊕ ε
1+κ
G )|V (γn+2+κ
G
,Rp+1+κ)) ∧ T (νP )
)
.
Since we have the bundle map of γ̂ℓGn+2+κ ⊕ ε
p+1+κ
Gn+2+κ
to γ̂ℓ+pG ⊕ ε
1+κ
G covering the
canonical map Gn+2+κ → G again, this is isomorphic to
πn+ℓ+p+1+2κ
(
T ((πVGn+2+κ)
∗(γ̂ℓGn+2+κ ⊕ ε
p+1+κ
Gn+2+κ
)|V (γn+2+κ
Gn+2+κ
,Rp+1+κ)) ∧ T (νP )
)
.
Since ρ ◦ µ is a homotopy ℓ-equivalence, it follows from (10.6) that the last group
is isomorphic to
πn+ℓ+p+1+2κ
(
T (γ̂ℓ+p+1+κGn−p+1,ℓ+p+1+κ) ∧ T (νP )
)
,
which is isomorphic to
(10.7) πn+ℓ+κ
(
T (γ̂ℓGn−p+1) ∧ T (νP )
)
≈ {Sn+ℓ+κ;T (γ̂ℓGn−p+1) ∧ T (νP )}.
Since ℓ is sufficiently large and κ is any integer with κ ≧ p+3, we have proved the
assertion. 
Now we define
BV = lim
ℓ→∞
C0(Sn−p+ℓ, T (γ̂ℓeGn−p+1,ℓ
)).
By the duality map T (νP )∧St(P 0)→ Sp+κ+t, the last group in (10.7) is isomorphic
to
{Sn+ℓ+κ ∧ St(P 0);T (γ̂ℓGn−p+1) ∧ S
p+κ+t} ≈ {Sn−p+ℓ ∧ P 0;T (γ̂ℓGn−p+1)}.
Then we have the following proposition.
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Proposition 10.5. Let P be oriented and connected. Then we have the isomor-
phism
lim
ℓ→∞
πn+ℓ
(
T (γ̂ℓVn+2)
)
−→ [P,BV ],
where Vn+2 = V (γ
n+1
eGn+1,ℓ
⊕ ε1
eGn+1,ℓ
, TP ⊕ ε1P ).
Furthermore, let n = p and F be the space defined in Introduction. Then it has
been proved in [4, Proposition 4.1 and Remark 4.3] and [3] by applying Theorem
10.4 that there exists an isomorphism
(10.8) O(n, P ; Ω1,0) ≈ [P, F ].
In particular, the homotopy group πn(F, ∗) of the F ’s connected component of maps
of degree 0 is isomorphic to the n-th stable homotopy group πsn by [3, Theorem 1
and Corollary 2].
Chess[14, 1.3 Corollary] has proved, in our notation, that O(n,Rn; Ω1,0) is iso-
morphic to πsn. We can prove this fact from (10.5). In fact, let O(n, S
n; Ω1,0; 0)
denote the subset of O(n, Sn; Ω1,0) which consists of all cobordism classes [f ] such
that the degree of f is 0. By applying the h-principles in (h-P) for fold-maps to
Rn and Sn in [6] we can prove that the inclusion Rn = Sn\{(0, · · · , 0, 1)} → Sn
canonically induces an isomorphism
O(n,Rn; Ω1,0)→ O(n, Sn; Ω1,0; 0).
The detail is left to the reader.
The author proposes a problem: Let iΩ : π
s
n ≈ O(n, S
n; Ω1,0; 0) → O(n, Sn; Ω)
denote the homomorphism induced from the inclusion Ω1,0(n, n) → Ω(n, n). For
an element a 6= 0 in πsn, we define a K-invariant open subset U(a) in J
k(n, n) as
the union of all K-invariant open sets Ω(n, n) such that iΩ(a) 6= 0. Study how
the singularities in U(a) are related to a. The spaces BO’s for O(n, S
n; Ω) will be
useful. This should be compared with the theme and the problem studied in [7].
Acknowledgement. The author would like to express his gratitude to Professor
O. Saeki for helpful discussions and comments.
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