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EXACTLY SOLVABLE MODEL FOR NONLINEAR PULSE
PROPAGATION IN OPTICAL FIBERS
JONATAN LENELLS
Abstract. The nonlinear Schro¨dinger (NLS) equation is a fundamental model
for the nonlinear propagation of light pulses in optical fibers. We consider an
integrable generalization of the NLS equation which was first derived by means
of bi-Hamiltonian methods in [A. S. Fokas, Phys. D 87 (1995), 145–150]. The
purpose of the present paper is threefold: (a) We show how this generalized NLS
equation arises as a model for nonlinear pulse propagation in monomode optical
fibers when certain higher-order nonlinear effects are taken into account; (b) We
show that the equation is equivalent, up to a simple change of variables, to the
first negative member of the integrable hierarchy associated with the derivative
nonlinear Schro¨dinger equation; (c) We analyze traveling-wave solutions.
PACS numbers (2008): 42.81.Dp, 02.30.Ik.
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1. Introduction
The nonlinear Schro¨dinger (NLS) equation
(1.1) iut + γuxx + ρ|u|2u = 0, x ∈ R, t > 0,
where γ and ρ are real parameters and u(x, t) is a complex-valued function, is a
fundamental model for the nonlinear propagation of light pulses in optical fibers
[1]. Equation (1.1) is a completely integrable system and can be linearized by the
inverse scattering transform formalism [2]. In the context of fiber optics, the soliton
solutions of (1.1) are of particular interest: because of their inherent stability, solitons
can travel unchanged over long distances, making them ideal carriers of information
in optical transmission systems. In this paper we consider a generalization of the NLS
equation, which also admits soliton solutions, and which, as we shall argue, models
the propagation of nonlinear light pulses in optical fibers when certain higher-order
nonlinear effects are taken into account.
The equation
(1.2) iut − νutx + γuxx + ρ|u|2(u+ iνux) = 0, x ∈ R, t > 0,
where ν, γ, ρ are real parameters and u(x, t) is a complex-valued function, was derived
in [3] as an equation with two distinct, but compatible, Hamiltonian formulations.
Just like the bi-Hamiltonian structure of the well-known Korteweg-de Vries equation
can be perturbed to yield the integrable so-called Camassa-Holm equation [4], the
same mathematical trick applied to the two Hamiltonian operators associated with
the NLS equation yields equation (1.2)—note that (1.2) reduces to (1.1) when ν = 0.
Equation (1.2) admits a Lax pair formulation and the initial value problem can be
solved by means of the inverse scattering transform [5].
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For large classes of dispersive nonlinear PDE’s, the NLS equation arises asymptot-
ically as the equation satisfied at first approximation by the amplitude A of a slowly
modulated monochromatic wave [6]. It was demonstrated in [3] that an application
of asymptotic techniques to a KdV type equation gives rise to an equation of the
form (1.2) provided that one retains terms of the next asymptotic order beyond those
included in the case of the NLS equation. In this sense equation (1.2) is a general-
ization of the NLS equation. However, to the best of our knowledge a more direct
physical derivation of (1.2) has not yet been presented.
The purpose of the present paper is threefold: (a) We show how equation (1.2)
arises as a model for nonlinear wave propagation in monomode optical fibers; (b)
We show that (1.2) is equivalent, up to a simple change of variables, to the first
negative member of the integrable hierarchy associated with the derivative nonlinear
Schro¨dinger (DNLS) equation; (c) We analyze traveling-wave solutions.
Let us comment on (a), (b), and (c).
(a) Physical derivation. The propagation of nonlinear pulses in optical fibers is
described to first order by the NLS equation (1.1). However, when considering very
short input pulses it is necessary to include additional terms accounting for higher-
order effects such as self-steepening, Raman scattering, and third-order dispersion
[7, 8]. While the rmore general esulting equation is not integrable, there exist exactly
solvable approximations which capture various aspects of the higher-order phenom-
ena. Most notably, the DNLS, Hirota, and Sasa-Satsuma equations are all integrable
reductions of the more general equation and are used as models when studying wave
propagation for ultrashort input pulses [9, 7, 10]. Although each of these reduc-
tions ignores some of the important nonlinear effects, their solutions can be used as a
first approximation when performing a more complete analysis involving perturbation
methods. Moreover, the possibility of presenting exact solutions to these models make
them valuable tools for understanding the physical influence of the various terms.
After recalling certain aspects of the standard derivation of the NLS equation in
nonlinear fiber optics, we indicate in Section 2 how equation (1.2) appears when
taking into account terms that are normally ignored.
(b) Relation to DNLS. The derivative nonlinear Schro¨dinger equation
(1.3) iqt + qxx + σi(|q|2q)x = 0, σ = ±1,
and gauge transformed versions thereof, have several applications in plasma physics
and nonlinear fiber optics [11, 10]. It was shown in [12] that (1.3) admits a Lax
pair formulation and can be solved by means of inverse scattering techniques. Be-
ing integrable, equation (1.3) admits an infinite number of conservation laws and a
bi-Hamiltonian formulation. Moreover, associated with equation (1.3) is an infinite
hierarchy of equations generated by the bi-Hamiltonian structure, equation (1.3) be-
ing the second positive member. In Subsection 3.2 we demonstrate that, up to a
simple change of variables, equation (1.2) is nothing but the first negative member of
this hierarchy given by
(1.4) utx = u− iσ|u|2ux, σ = ±1.
Since the parameter σ in (1.4) can be removed by the replacement (t, x)→ (σt, σx),
this shows that the parameters ν, γ, ρ in equation (1.2) can all be set to 1 by a
change of variables. In particular, in contrast to the case of the NLS equation which
comes in a focusing as well as in a defocusing version depending on the values of the
parameters, and solitons only exist in the the focusing regime, all versions of equation
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(1.2) are mathematically equivalent up to a change of variables. This observation is
consistent with the fact that solitons for (1.2) exist for all values of ν, γ, ρ [5].
Our investigation of the relationship between (1.2) and (1.3) was motivated by the
observation that if ux is identified with q, then the Lax pairs associated with equations
(1.2) and (1.3) have identical x-parts [5]. Let us point out that a similar link exists
between the KdV and Camassa-Holm equations: The Camassa-Holm equation is
derived mathematically from the KdV equation in an analogous manner that (1.2)
is derived from the NLS equation. Moreover, it is known that the Camassa-Holm
equation is related by a (nonlocal) change of variables to the first negative member
of the KdV hierarchy [13]. Since the gauge transformation relating (1.2) to (1.3) is a
local change of variables, the link in the present case is more direct.
(c) Traveling waves. In Section 4 we consider traveling-wave solutions of (1.2).
For simplicity, we consider the simpler, but equivalent, equation (1.4). If we assume
that the solution u(x, t) of (1.4) has the special form
(1.5) u(x, t) = ϕ(x− ct)ei(kx−Ωt+θ(x−ct)),
where k, Ω, c are real parameters and ϕ and θ are real-valued functions, the partial
differential equation for u reduces to a first-order ODE for ϕ. A straightforward anal-
ysis of this equation yields the qualitative structure of large classes of traveling-wave
solutions. For certain values of the parameters the equation for ϕ can be integrated
explicitly. In particular, we recover the one-soliton solutions earlier found by means
of the inverse scattering approach [5]. We also comment on the occurence of more
exotic traveling waves such as peakons. A peakon is a solution whose profile has a
peak at its crest, see Figure 3. The existence of peaked traveling-wave solutions is
a well-known property of the Camassa-Holm equation [14]. Since (1.2) is related to
the NLS equation by a procedure analogous to that which gives the Camassa-Holm
equation from KdV, it is natural to investigate whether (1.2) also exhibits weak solu-
tions of this kind. Our discussion in Section 4 suggests that (1.2) admits no peaked
traveling waves which are weak solutions in any reasonable sense.
2. Physical derivation
Consider the propagation of an optical pulse in a monomode fiber aligned in the z-
direction with a frequency-dependent dielectric constant. We first follow the standard
derivation of the NLS equation (see e.g. [1]), before we indicate how the additional
higher-order effects particular to equation (1.2) arise. Maxwell’s equations lead to
the basic equation
(2.1) ∇×∇×E = − 1
c2
Ett − µ0Ptt,
where E(r, t) and P(r, t) are the electric field and the induced polarization evaluated
at time t at the spatial point r, respectively, µ0 is the vacuum permeability, c is
the speed of light in vacuum, and subscripts denote partial derivatives. Assuming
a local medium response and including only third-order nonlinear effects, the total
polarization P(r, t) = PL(r, t) +PNL(r, t) can be split into a linear part
PL = 0
∫ t
−∞
χ(1)(t− t′)E(r, t′)dt′,
and a nonlinear part
PNL = 0
∫ t
−∞
dt1
∫ t
−∞
dt2
∫ t
−∞
dt3χ
(3)(t−t1, t−t2, t−t3)[E(r, t1),E(r, t2),E(r, t3)]dt′,
4 JONATAN LENELLS
where 0 is the vacuum permittivity and χ(j) is the jth-order susceptibility. If we
moreover assume that the nonlinear response of the fiber is instantaneous, we find
(2.2) PNL(r, t) = 0χ(3)[E(r, t),E(r, t),E(r, t)],
where χ(3) is a time-independent map linear in its three arguments. Since we consider
a quasi-monochromatic pulse which maintains its polarization along the fiber length,
a scalar approach is appropriate. If the pulse spectrum is centered at ω0, we write
E(r, t) =
xˆ
2
(
E(r, t)e−iω0t + c.c.
)
,
PL(r, t) =
xˆ
2
(
PL(r, t)e−iω0t + c.c.
)
,(2.3)
PNL(r, t) =
xˆ
2
(
PNL(r, t)e−iω0t + c.c.
)
,
where xˆ is a unit vector pointing in the direction of the polarization, c.c. stands for
the complex conjugate, and E, PL, PNL are complex-valued slowly-varying functions.
Substituting (2.3) into (2.2) and ignoring terms of frequency 3ω0, we deduce that
PNL = 0NLE, where NL = 34χ
(3)
xxxx|E(r, t)|2 is the nonlinear contribution to the
dielectric constant responsible for the Kerr effect (χ(3)xxxx denotes the xxxx-component
of χ(3)). Taking the Fourier transform of equation (2.1) while making the approximate
assumption that NL is a constant, we obtain
(2.4) ∇2E˜(r, ω − ω0) + (ω)k20E˜(r, ω − ω0) = 0,
where k0 = ω/c, the Fourier transform E˜ is defined by
E˜(r, ω − ω0) =
∫
R
E(r, t)ei(ω−ω0)tdt,
and the frequency-dependent dielectric constant
(ω) = 1 + χ˜(1)xx (ω) + NL,
contains the Fourier transform χ˜(1)xx (ω) of the xx-component of χ(1).
We seek a solution to (2.4) of the form
E˜(r, ω − ω0) = F (x, y)A˜(z, ω − ω0)eiβ0z,
where A˜(z, ω) is a slowly varying function of z and β0 is the wave number accounting
for the fast oscillations. Substituting this into (2.4), we find
Fxx + Fyy +
(
(ω)k20 − β˜(ω)2
)
F = 0,(2.5)
A˜zz + 2iβ0A˜z +
(
β˜(ω)2 − β20
)
A˜ = 0,(2.6)
where β˜(ω) is a function independent of r. At this point we have deviated from the
standard derivation in which the A˜zz term in equation (2.6) is ignored since A(z, t)
is assumed to describe the slowly varying envelope of the pulse.
The derivation proceeds by solving (2.6) using perturbation theory and then apply-
ing the inverse Fourier transform in order to return to the time domain. The result
is (see [1] for details in the case when A˜zz is ignored)
(2.7) − i
2β0
Azz +Az + β1At +
iβ2
2
Att +
α
2
A = iρ|A|2A,
where the terms proportional to α and ρ include the effects of fiber loss and non-
linearity, respectively. The coefficients β0, β1, β2 are determined by the expansion of
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β(ω) = n(ω)ω/c, where n(ω) is the refractive index, around the carrier frequency ω0
according to
β(ω) = β0 + β1(ω − ω0) + β22 (ω − ω0)
2 +
β3
3!
(ω − ω0)3 + · · · .
In the frame of reference traveling with the pulse at the group velocity vg = 1/β1,
equation (2.7) becomes
(2.8) iAz +
1
2β0
Azz − 1
β0vg
AzT + γATT +
iα
2
A = −ρ|A|2A,
where γ = 1
2β0v2g
− β22 and we have introduced the new variable T by T = t− β1z.
As compared with the standard derivation, we see that our retaining of A˜zz in
equation (2.6) has given rise to two additional terms in (2.8) involving Azz and AzT .
If these are ignored and the dissipation is set to zero (i.e. α = 0), equation (2.8)
reduces to the NLS equation.
The terms proportional to Azz and AzT are usually ignored due to the inequalities
(see [15])
|Azz|  β0|Az|, |AzT |  β0vg|Az|,
assumed to be valid if A is a slowly varying envelope. However, in the (femtosecond)
regime of very short pulses, the pulse envelope Amay contain only a few optical cycles.
Hence these inequalities are expected to be less strong in this range and it motivates
us to not throw away the terms involving Azz and AzT . On the other hand, for very
short pulses the approximation (2.2) also has to be corrected in order to incorporate
higher-order nonlinear effects. A more careful analysis [8] taking additional effects
into account shows that the right-hand side of equation (2.8) should be replaced by
iβ3
6
ATTT − ρA|A|2 − is
(
A|A|2)
T
− iτA (|A|2)
T
,
where β3 governs the effect of third-order dispersion, s accounts for the so-called self-
steepening effect, and τ is in general a complex parameter arising from the retarded
nonlinear reponse of the medium; in particular, the imaginary part of τ describes
the retarded Raman effect in which a photon through scattering pass on part of its
energy to a vibrational mode of a molecule in the medium. The Raman effect is a
nonlinear dissipative effect which causes a frequency downshift of the pulse [1, 8].
While our final equation
iAz +
1
2β0
Azz − 1
β0vg
AzT + γATT +
iα
2
A− iβ3
6
ATTT(2.9)
= −ρA|A|2 − is (A|A|2)
T
− iτA (|A|2)
T
is rather complicated, there exist some special choices of the parameters for which the
equation is integrable and hence exactly solvable by means of the inverse scattering
formalism. First of all we need to set the linear and nonlinear dissipative terms to
zero (i.e. α = 0 and Im τ = 0) in order to get an energy-conserving system. Then
several integrable reductions exist.
• When the terms proportional to Azz, AzT , ATTT , and A
(|A|2)
T
are neglected,
equation (2.9) reduces to
(2.10) iAz + γATT = −ρA|A|2 − is
(
A|A|2)
T
.
This equation is integrable and admits soliton solutions [16]. In fact, a gauge
transformation converts it into the DNLS equation (1.3).
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• More generally, when the terms proportional to Azz and AzT are ignored, we
obtain
(2.11) iAz + γATT − iβ36 ATTT = −ρA|A|
2 − is (A|A|2)
T
− iτA (|A|2)
T
.
There are two known [17] integrable subcases of this equation apart from
(2.10); both occur when the parameters satisfy β3ρ = −2sγ. When this
condition is fulfilled, a gauge transformation brings (2.11) to the form [18]
(2.12) iAz − iβ36 ATTT = −is|A|
2AT − i(s+ τ)A
(|A|2)
T
.
If the ratios of the coefficients −β36 , s, and s+τ in (2.12) are related as 1 : 6 : 0
we obtain Hirota’s equation [19]
Az +ATTT = −6|A|2AT ,
while if they are related as 1 : 6 : 3 we find the Sasa-Satsuma equation [20]
Az +ATTT = −6|A|2AT − 3A
(|A|2)
T
.
• When the terms proportional to Azz and ATTT are ignored and s + τ = 0,
equation (2.9) becomes
(2.13) iAz − 1
β0vg
AzT + γATT = −ρ|A|2
(
A+ i
s
ρ
AT
)
,
which is equation (1.2) if 1β0vg =
s
ρ .
1
We conclude that these four exactly solvable models arise as reductions of the full
nonlinear equation (2.9) when different choices are made as to which higher-order
effects to include. Although none of them can be expected to exhibit all the structure
tied into (2.9) (e.g. they all ignore the effects of fiber loss), they do provide important
first approximations to the full theory. In this sense equation (1.2) can be viewed as
a model for light pulses in single-mode optical fibers.
3. Relation to DNLS
It was found in [5] that the x-part of the Lax pair of (1.2) is simply related to the
x-part of the Lax pair of the derivative nonlinear Schro¨dinger equation (1.3). More
precisely, the two x-parts are identical if ux is identified with q, where u is the solution
of (1.2) and q is the solution of (1.3). Although the corresponding t-parts are very
different, this suggests a deep relationship between (1.2) and (1.3). Since all members
of the hierarchy associated with an integrable equation admit the same x-part, it is
reasonable to expect the equation describing the evolution of ux according to (1.2) to
be related to a member of the DNLS hierarchy. We will show that a simple change
of variables indeed transforms (1.2) into the first negative member of this hierarchy.
3.1. Gauge transformation. Our first step is to transform equation (1.2) by means
of a gauge transformation. Replacing x by −x if necessary, we can assume that the
parameters γ and ν in (1.2) have the same sign. Then, letting a = γ/ν > 0 and
b = 1/ν, the gauge tranformation
u→
√
a
|ρ|be
i(bx+2abt)u,
1The variables A, z, and T in (2.13) are identified with u, t, and x in (1.2), respectively. The
parameter ν is identified with 1
β0vg
= s
ρ
.
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transforms (1.2) into
utx − auxx = ab2(−u+ iσ|u|2ux), σ = sgn ρ = ±1.
Introducing new variables by
ξ = x+ at, τ = −ab2t,
we arrive at the equation
(3.1) uτξ = u− iσ|u|2uξ, σ = ±1,
which is exactly (1.4) up to a relabeling of τ and ξ. Putting the various transforma-
tions together we arrive at the following result.
Proposition 3.1. Fix any nonzero values of the parameters ν, γ, ρ ∈ R. Then
u(x, t) satisfies equation (1.2) if and only if ug(ξ, τ) satisfies equation (3.1) with
σ = sgn(νγρ) where u and ug are related as
u(x, t) =
√
sgn(νγρ)
γ
ν3ρ
e
i
“
x
ν
+ 2γt
ν2
”
ug
(
x+
γ
ν
t,− γ
ν3
t
)
.
3.2. Bi-Hamiltonian structure. Equations (1.3) and (1.4) are equivalent to the
systems
(3.2)
(
q
r
)
t
=
(
iqxx − (q2r)x
−irxx − (qr2)x
)
and
(3.3)
(
ux
vx
)
t
=
(
u− iuvux
v + iuvvx
)
,
respectively, when r = σq¯ and v = σu¯. The operators
J1 =
(
0 ∂x
∂x 0
)
, J2 =
( −q∂−1x q i+ q∂−1x r
−i+ r∂−1x q −r∂−1x r
)
,
form a compatible pair of Hamiltonian operators cf. [21]. Starting with the Hamil-
tonian
H0 = −
∫
qrdx,
the operators J1 and J2 generate a hierarchy of bi-Hamiltonian equations according
to2 (
q
r
)
t
= Kn = J1gradHn−1 = J2gradHn, n ∈ Z,
where the infinite sequence of conservation laws {Hn}n∈Z are constructed recursively
from the relation
J1gradHn = J2gradHn+1, n ∈ Z.
The first few members of this hierarchy are presented in Figure 1, where we have
written u and v for ∂−1x q and ∂−1x r, respectively. We immediately recognize equation
2The gradient of a functional F [q, r] is defined by
gradF =
„ δF
δq
δF
δr
«
,
whenever there exist functions δF
δq
and δF
δr
such that, for any smooth functions ϕ1 and ϕ2,
d
d
F [q + ϕ1, r + ϕ2]
˛˛˛˛
=0
=
Z „
δF
δq
ϕ1 +
δF
δr
ϕ2
«
dx.
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grad
∫ (
qrxx − 12q3r3 − 3i2 q2rrx
)
dx = gradH2
J2
ssggggg
ggggg
ggggg
ggggg
(
q
r
)
t
=
(
iqxx − (q2r)x
−irxx − (qr2)x
)
grad
∫ (−12q2r2 − iqrx) dx = gradH1
J1
kkWWWWWWWWWWWWWWWWWWWW
J2
ssggggg
ggggg
ggggg
ggggg
ggggg
g
(
q
r
)
t
= −
(
qx
rx
)
grad
∫
(−qr) dx = gradH0
J1
kkWWWWWWWWWWWWWWWWWWWWWWWWWW
J2
ssggggg
ggggg
ggggg
ggggg
ggggg
g
(
q
r
)
t
= i
(−q
r
)
grad
∫
ivuxdx = gradH−1
J1
kkWWWWWWWWWWWWWWWWWWWWWWWWWW
J2
ssggggg
ggggg
ggggg
ggggg
ggg
(
ux
vx
)
t
=
(
u− iuvux
v + iuvvx
)
grad
∫ (−uv + i2uv2ux) dx = gradH−2
J1
kkWWWWWWWWWWWWWWWWWWWWWW
Figure 1. Recursion scheme for the operators J1 and J2. The notation u = ∂−1x q
and v = ∂−1x r has been used when convenient.
(3.2) as the second member and equation (3.3) as the first negative member of this
hierarchy.
Remark 3.2. Since the inverse of J2 is given explicitly by
J−12 =
(
r∂−1x r i+ r∂−1x q
−i+ q∂−1x r q∂−1x q
)
,
it is straightforward to implement the recursive scheme for construction of the Hn’s
on a computer and thus obtain explicit formulas for as many conserved quantities as
one wishes. The Hn’s are local in q and r for n ≥ 0, while they involve the nonlocal
operator ∂−1x for n < 0. In both cases, the expressions grow rapidly in size, e.g. H3
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and H4 are given by
H3 =
∫ (
− 5
8
q4r4 − 5
2
iq3rxr
2 +
1
2
qqxxr
2 + qqxrxr + 2q2rxxr +
3
2
q2r2x + iqrxxx
)
dx,
H4 =
∫ (
− 7
8
q5r5 +
5
6
qq2xr
3 − 35
8
iq4rxr
3 +
5
3
q2qxxr
3 + 5q2qxrxr2 +
25
6
q3rxxr
2
+
35
6
q3r2xr +
5
2
iqrxqxxr +
5
2
iqqxrxxr +
5
2
iq2rxxxr +
5
2
iqqxr
2
x
+ 5iq2rxrxx − qrxxxx
)
dx.
4. Traveling waves
In this section we analyze the traveling-wave solutions of equation (1.2) taken in
the simpler, but equivalent, form (1.4). Letting (t, x) → (σt, σx), we may assume
that σ = 1 in (1.4). Thus consider the equation
(4.1) utx = u− i|u|2ux.
Substituting
u(x, t) = W (x, t)eiχ(x,t),
with real-valued functions W and χ into (4.1), we obtain the coupled equations{
−χxW 3 − (χtχx + 1)W +Wtx = 0,
WxW
2 + χtxW +Wtχx + χtWx = 0.
(4.2)
We seek a solution of the form
(4.3) χ(x, t) = kx− Ωt+ θ(y), W (x, t) = ϕ(y),
where k, Ω, c are real parameters and y = x− ct. Equations (4.2) and (4.3) yield{
− (k + θy)ϕ3 − (1− (k + θy) (Ω + cθy))ϕ− cϕyy = 0
−ϕy
(−ϕ2 + ck + Ω + 2cθy)− cϕθyy = 0(4.4)
Multiply the second of these equations by ϕ and integrate the resulting equation to
find
ϕ4
4
− 1
2
(ck + Ω + 2cθy)ϕ2 +A = 0,
for some constant of integration A. Solving for θy, we obtain
(4.5) θy =
ϕ4 − 2ckϕ2 − 2Ωϕ2 + 4A
4cϕ2
.
We use this equation to eliminate θy from the first equation in (4.4). Integration of
the resulting equation multiplied by ϕy yields
(4.6) ϕ2y = −
1
16c2
V (ϕ),
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Re u
246 2 4 6
x
0.5
0.5
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Figure 2. The real part, imaginary part, and the absolute value at t = 0 of the
one-soliton solution u(x, t) given by equation (4.7). The graphs correspond to the
parameter-values ∆ = 1, γ = 1/2, and Σ0 = Θ0 = 0.
where
V (ϕ) =
ϕ8 + c3ϕ6 + c2ϕ4 + c1ϕ2 + c0
ϕ2
,
c3 = 4ck − 4Ω,
c2 = 4
(
c2k2 + Ω2 + 2A+ c(4− 2kΩ)) ,
c1 = −32Bc,
c0 = 16A2,
and B is another integration constant. Solutions of (4.6) can only exist in regions
where V (ϕ) ≤ 0. Since c0 > 0 unless A = 0, we infer that solitary waves (i.e. waves
such that ϕ decays to zero as y → ±∞) can exist only when A = 0. A classification
of the traveling waves can be obtained by analyzing the distribution of the zeros of V
as the parameters Ω, c, k, A,B vary. Rather than completing this program in detail,
we simply indicate how the one-soliton solutions arise and discuss the (non-)existence
of peaked traveling waves.
4.1. One-solitons. Equation (4.1) admits the one-soliton solutions [5]
(4.7) us(x, t) = −2ie
iΣ+Θ+2iγ sin γ
∆(e2Θ+iγ + 1)
,
where
Σ =
(
t− 4∆4x) cos γ
2∆2
+ Σ0,(4.8)
Θ =
(
t+ 4x∆4
)
sin γ
2∆2
+ Θ0,(4.9)
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and
γ ∈ (0, pi), ∆ > 0, Σ0 ∈ R, Θ0 ∈ R,
are four parameters, see Figure 2. In order to relate this family of one-solitons to
the above description of traveling waves, we need to find parameters cs, ks,Ωs, and
functions θs(y), ϕs(y) such that
(4.10) us(x, t) = ϕs(x− cst)ei(ksx−Ωst+θs(x−cst)).
The amplitude of us satisfies
|us|2 = 2 sin
2 γ
∆2(cos γ + cosh 2Θ)
.
This yields
(4.11) ϕs(y) =
√
2 sin2 γ
∆2 (cos γ + cosh (4∆2y sin γ + 2Θ0))
, cs = − 14∆4 .
It can be verified that the function ϕs(y) given by (4.11) satisfies the ODE (4.6)
provided that A = B = 0 and
(4.12) ks = 0, Ωs = −cos γ∆2 .
Substitution of expression (4.11) for ϕs into (4.5) gives after integration
θs(y) =− arctan
(
tan
(γ
2
)
tanh
(
2∆2y sin γ + Θ0
))
(4.13)
− cot(γ) (2∆2y sin γ + Θ0)+ θ0s,
where θ0s is a constant of integration. We can determine θ0s by evaluating (4.10) at
x = t = 0. This yields
(4.14) eiθ0s = − i
√
2ei(2γ−iΘ0+Σ0+arctan(tan(
γ
2 ) tanh Θ0)+Θ0 cot γ)
√
cos γ + cosh(2Θ0)
1 + eiγ+2Θ0
.
In summary, the one-soliton us can be written in the form (4.10) where cs, ks,
Ωs, θs(y), ϕs(y) are given by equations (4.11)-(4.14). This shows how the one-soliton
solutions are related to the above traveling-wave analysis.
4.2. Peakons. The Camassa-Holm equation is well-known for its peakons, which are
solitons with a peak at their crest [14] (see Figure 3). Since equation (1.2) is related
to the NLS equation in a similar way that the Camassa-Holm equation is related to
KdV, one may wonder if (1.2) also admits some kind of peaked solutions.3
Let us first make some general comments on equations of the form (4.6) and the
occurence of peakons. The ordinary differential equation (4.6) can be analyzed qual-
itatively by regarding ϕ(y) as describing the motion of a ball rolling in a potential
well V (ϕ) with y representing time. Using this analogy, peaked solitary waves arise
as follows. Consider a potential V (ϕ) with a qualitative shape as in Figure 4. Let
the ball at time y = −∞ be located at the crest of the hill at the point A. Give
it a gentle push so that it starts rolling down the valley. If nothing intervenes, it
will climb the opposite side of the valley until it reaches the point B where it turns
3More precisely, we say that a continuous real-valued function f(x) has a peak at x0 if f is smooth
locally on either side of x0 and the left and right derivatives of f at x0 are both finite but not equal.
A peaked solution u(x, t) is a solution such that, for each fixed time t, u(·, t) has at least one peak. In
the case of a complex-valued solution u(x, t), one could allow peaks in either the real or the imaginary
part of u(x, t), or in both.
12 JONATAN LENELLS
0
x
Figure 3. A peakon. The discussion in Subsection 4.2 suggests that equation (1.2)
admits no peaked solutions.
Figure 4. An example of a potential well V (ϕ).
around; it crosses the valley again and has just enough energy to climb all the way
back up to the starting point A as y → ∞. This motion corresponds to a smooth
solitary wave solution. However, if we intercept the solution before it reaches point B
at some point C at which we let it (after a perfectly elastic collision) rebound, then
it will climb up the first hill again and approach its starting position A as y → ∞.
The effect of the bounce is to create a peakon singularity at which the derivative ϕy
jumps, ϕy → −ϕy.
Clearly, for most soliton equations there are plenty of ways to intercept solutions
in this manner and thus obtain peaked solitons (see [22] for an example of this in
the context of fiber optics). However, even though the peaked traveling waves so ob-
tained satisfy the original PDE wherever they are smooth, the singularities in general
introduce additional δ-functions so that the PDE is not satisfied in a reasonable weak
sense. For most equations this rules out the existence of peaked solitons. On the
other hand, if we consider the Camassa-Holm equation
(4.15) ut − utxx + 3uux = 2uxuxx + uuxxx,
the following happens. For a traveling wave u(x, t) = ϕ(x− ct), integration of (4.15)
yields
(4.16) − cϕ+ (c− ϕ)ϕxx + 32ϕ
2 =
1
2
ϕ2x +
a
2
,
for some constant of integration a ∈ R. In going from (4.15) to (4.16), the utxx and
uuxxx terms have combined to give the term (c − ϕ)ϕxx. Moreover, (c − ϕ)ϕxx is
the only term in (4.16) which involves a second derivative of ϕ. At a point where
ϕ has a peak, ϕxx is proportional to a δ-function. Hence, the singularity-induced
δ-function in (4.16) at a peak appears multiplied by c−ϕ, where c is the speed of the
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wave. One could therefore hope for a peak to be allowed at a point x0 provided that
c−ϕ(x0) = 0, since this factor then kills the δ-function. This is indeed what happens:
a peak in a traveling wave of the Camassa-Holm equation is admissible exactly when
the height of the peak equals the speed of the wave, i.e. when ϕ = c at the crest cf.
[23].
On the contrary, we will now argue that for equation (1.2) the δ-functions produced
by the x-derivatives of a peakon candidate stand alone and cannot be cancelled by
other factors. For simplicity we consider the equivalent, but simpler, equation (4.1);
the argument for (1.2) is analogous. When substituting a traveling-wave solution of
the form (1.5) into equation (4.1), the terms involving a second derivative of ϕ or θ
can be read off from equation (4.4). They are
−cϕyy in the equation for the real part,
−cϕθyy in the equation for the imaginary part.
For the solution to have a peak at y0 at least one of the functions ϕyy or θyy must
involve a δ-function at y0. The only way for the real and the imaginary parts to
vanish simultaneously is therefore that either (i) c = 0 or (ii) only the function θ
has a peak at y0 and ϕ(y0) = ϕyy(y0) = 0. The following observations indicate that
neither of these two options is viable.
Regarding (i) we note that if c = 0 then the second equation in (4.4) becomes
−ϕy(−ϕ2 + Ω) = 0, y ∈ R.
By the assumption that the amplitude of a peakon is a continuous function, this
shows that the amplitude ϕ is in fact constant. It then follows from the first equation
in (4.4) that θy is also a constant function given by
θy =
kϕ2 − kΩ + 1
Ω− ϕ2 .
Thus, no peakons arise when c = 0.
Regarding (ii) we note that a vanishing amplitudeϕ(y0) = 0 at y0 implies that the
phase θ(y0) is undetermined a priori. Of course θ may contain peaks (or jumps for
that matter) in any intervals where ϕ = 0, but these peaks are unobservable and are
just a consequence of the breakdown of the polar coordinate system at the origin.
As soon as ϕ becomes nonzero the value of θy is fixed by the equations in (4.4) and
cannot jump. Hence, neither of the options (i) or (ii) leads to existence of peakons.
The above discussion indicates that (4.1) admits no peaked solutions within the
class of traveling waves of the form (1.5). Although one could imagine that there exist
peaked solutions of a more general type, similar arguments as above applied directly to
equation (4.1) make this unlikely (since utx is the only term in the equation involving
two derivatives, there is no other term to balance the δ-function generated by utx at
the peak). In conclusion, it appears that equation (1.2) admits no peakons which are
weak solutions in a reasonable sense.
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