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Abstract
This report discusses new understanding of the fundamental links between
the micro- and nano-structure of silver nanowire-based transparent conduc-
tive films and their resulting macroscopic electrical and optical properties.
A new relationship between the optical transmittance and electrical sheet
resistance is derived based on percolation theory. Application of this model to
experimental data allows parameters of film micro-structure to be determined
using macroscopic measurement techniques. Conversely, it is also possible to
tailor the optoelectronic properties of a film by manipulation of the length
distribution of the constituent nanowire material.
Further, we examine the effect of geometrical confinement on silver nano-
wire networks. It is observed that as feature sizes decrease below some thresh-
old value, there is a rapid increase of sheet resistance. This is understood in
terms of finite-size scaling theory, and is linked to film parameters that can
be measured from the transmittance-sheet resistance curve (T-R curve) of a
given material. The effect is quantified using experimental and simulation
data, and the implications for device structure and design are discussed.
Expressions describing both the T-R and finite-size scaling responses of a
material are derived in terms of length distribution statistics, which allows a
deeper understanding of how materials may be tailored to meet application-
specific requirements.
Finally, a preliminary investigation of the formation of graphene-silver
nanowire hybrid electrodes by mechanical transfer deposition of graphene is
performed. The T-R model developed is applied to understand the change
in film performance (in terms of the T-R response).
It is hoped that further development of the work presented will lead to
a coherent framework for quantifying and predicting a range of film prop-
erties for nanowire materials. This will facilitate material design and speed
up optimisation of materials for specific applications, both in academic and
industrial settings.
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Chapter 1
Introduction
1.1 Transparent Conductive Films
Transparent conductive films (TCFs) are fundamental components of the
majority of modern electronic devices. Typically, TCFs are used as “window
electrodes”; structures which simultaneously conduct electricity and transmit
visible light. Applications include transmissive (LCD) and emissive (OLED)
displays [1, 2], capacitive touch sensors [3], photovoltaic cells [4], electro-
chromic devices [5] and window defrosting systems [6]. For the vast majority
of these applications, the material currently used is tin-doped indium oxide
(also known as indium tin oxide or ITO).
ITO is a crystalline material belonging to a class of compounds known
as transparent conductive oxides (TCOs). Other examples of this type of
material that are used commercially are flourine-doped tin oxide (FTO) and
aluminium-doped zinc oxide (AZO). A range of application requirements such
as cost, chemical compatibility, electro-optical performance, work function
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and deposition temperature often dictate material choices [7].
It is understood that at present there is a drive in industry to develop
robust, cheap and flexible consumer electronic devices [8]. These include so-
called intelligent fabrics, wearable sensors, fold-able and roll-able electronic
displays [9, 10]. In such applications TCOs such as ITO have several draw-
backs. Most notable is that these materials are very brittle given that they
are crystalline [10], and high crystallinity is required to ensure good electrical
performance [11, 12].
In addition the price of a principal component of ITO, raw metallic in-
dium, has risen steeply in recent years and continues to suffer large price
uncertainty [13]. The price of transparent conductive films is often cited as a
driver for the development of alternative materials to ITO [10, 13–15]. Figure
1.1 presents price data for bulk indium purchases made in the United States,
taken from the United States Geological Survey’s Material Commodity Sum-
maries (USGS MCS) [16] between the years of 1998 and 2014. The MCS is
a yearly governmental report on the imports, exports and consumption of
elemental materials by industry within the United States. The reports fea-
ture approximate break-downs of the proportions of a given material used
for different purposes. They highlight that the primary use of raw indium in
the United States is in the production of coatings such as ITO; a consistent
consumption of over 50% of imported material in the last decade [11, 16].
The reason cited for the uncertainty in indium prices is uncertainty of
supply; indium is a by-product of extraction of metals such as zinc [17] and
2
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Figure 1.1: MCS data for indium imports into the U.S. and average prices
over the 15 year interval from 1998 to 2014 (the most recent published data
at time of writing) [16].
so the supply of indium is intimately linked to the demand for other metals.
A further motivation to develop ITO alternatives is that the traditional
deposition processes for ITO coatings are very slow [18] (typically between
0.1 to 1 nm s−1 [11]) and requires elevated substrate temperatures in order
to ensure crystallisation of amorphous films [12]. Though it is possible to
deposit ITO on polymer substrates (typically poly(ethylene terephthalate)
(PET) is used [11]), a temperature of over 200 ◦C is required to achieve good
crystallinity and up to 400 ◦C is required to fully crystallise a film [12] in
order to achieve maximum conductivity. This is a hurdle to the production
3
of flexible devices since the polymer substrates required tend to have melting
points below 300 ◦C in their crystalline phase (for example PET has a melting
point of approximately 260 ◦C [19]), and will soften considerably below that
temperature due to their glass transitions in their amorphous phase (typically
in the range of 110 to 120 ◦C [19]). This is a driver for the development of
liquid processable materials which may be deposited rapidly over arbitrary
areas [18] and, importantly, at room temperature.
1.2 Transparent Conductor Performance
In order to ascertain whether a particular solution is able to meet the require-
ments of any desired application it is necessary to evaluate their performance.
This is typically done using test samples produced by depositing progressively
thicker films of a given material and measuring the resulting trend in optical
transmittance T and electrical sheet resistance RS. These two parameters
are interrelated and the relationship can be described mathematically by a
transmittance-sheet resistance expression.
1.2.1 Transmittance-Resistance Expressions
At present there are two expressions used to describe the behaviour of trans-
parent conductive films. The first is derived based on classical light-electron
interactions in a continuous metallic film, with a thickness much smaller than
the light wavelength, bounded on both sides by air [20]. This is often referred
4
to as the “bulk” transmittance-resistance expression, since it assumes that
the specific conductivity (or specific resistivity) of the film material is con-
stant (and equal to the bulk value for the material in question) [21].
T =
[
1 +
Z0
2RS
σOp
σDC
]−2
, (1.1)
where T is the (fractional) transmittance of the film; Z0 is the impedance of
free space (Z0 ≈ 377 Ω); RS is the film sheet resistance in Ω−1, related
to bulk electrical conductivity (unit S m−1) by RS = L/σDCLt (the unit 
refers to the cancelling of the sample width L and is technically dimension-
less); σOp (unit S m
−1) is the optical conductivity of the film. The product
RSσDC is equal to 1/t (the film thickness). The term σDC/σOp is taken as a
dimensionless figure of merit since larger values correspond to more desirable
properties; higher transmittance coupled with lower sheet resistance.
The optical conductivity σOp is related to the absorption coefficient, α
by σOp ≈ α/Z0 [21]. This is such that equation (1.1) agrees with the Beer-
Lambert model (T = exp[−αt]) to first order, and as such should only be
valid in the range where αt  1. However fits to experimental data over a
much larger range of T still yield reasonable results [21].
The second transmittance-resistance expression was first proposed by De
et al. [21] to account for the fact that the conductivity of nanostructured
thin films varies as a function of film thickness; this variation is accounted
5
for by use of percolation theory through a power law scaling behaviour.
σDC ∝ (t− tc)α,
where t is the film thickness; tc is the film thickness at the percolation thresh-
old; α is a percolative scaling exponent which is not necessarily equal to the
universal scaling exponent [21] (often denoted µ in percolation theory, with
a value of 4/3 in two dimensions and 2 in three dimensions [22]). The ap-
proximation is used that films of industrial relevance have a thickness well
above the critical thickness tc, and that there is some thickness tmin above
which the film behaves in a bulk-like fashion with conductivity σDC,Bulk [21].
This new scaling expression appears with a different power law exponent, n;
σDC = σDC,Bulk
(
t
tmin
)n
. (1.2)
Utilising this approximation the resulting T-R expression has a similar form
to that of Equation (1.1), but the ratio σDC/σOp is replaced by a different
dimensionless figure of merit, denoted Π, and a power law scaling of the sheet
resistance is introduced (with an exponent related to n above);
T =
[
1 +
1
Π
(
Z0
RS
) 1
1+n
]
. (1.3)
Here, the percolative figure of merit Π is related to the bulk figure of merit
6
(σDC/σOp) and the thickness tmin;
Π = 2
[
σDC/σOp
(Z0tminσOp)n
] 1
1+n
. (1.4)
In order to directly calculate the equivalent bulk figure of merit for a perco-
lating film, all of tmin, σOp and n must be known. An empirical expression
for tmin in terms of the smallest linear dimension D of the nanomaterial (e.g.
the diameter of metallic nanowires, or the thickness of graphene platelets) is
given as tmin ≈ 2.33D by the study of [21], which was determined empirically
by fitting to experimental data for multiple materials.
Although the fitting of Equation (1.3) to experimental data in the study
by [21] (both original data and that obtained through a review of the then-
current literature) produces convincing evidence that the functional form is
appropriate, the use of Equation (1.2) still constitutes an empirical correction
to Equation (1.1), since the scaling law with film thickness used is not directly
related to the conductivity scaling laws of percolation theory proper.
Also, it should be noted that Equation (1.3) contains no parameters of
the nanostructure of a given film material. While this model is useful as a
tool for comparing different materials (e.g. carbon nanotubes and solution-
deposited graphene flakes), it is unable to properly describe the effects of
varying nanoparticle aspect ratio on film performance when considering a
particular material (e.g. silver nanowire films).
A further issue with the model of Equation (1.3) is that T → 1 in the
7
limit that RS →∞. The sheet resistance of a percolating structure diverges
at a finite particle density (the percolation threshold) when approached from
above. As a result we expect films just below the percolation threshold to
exhibit a finite absorbance, and hence have a limiting transmittance Tlim < 1.
The fact that this limiting transmittance is necessarily less than 1 has been
noted previously [18, 23, 24].
The issues noted are addressed by the percolative T-R model described
in Chapter 6.
1.2.2 Figures of Merit
As discussed in the previous section, the existing T-R models in the litera-
ture lead to a pair of dimensionless figures of merit; the conductivity ratio
σDC/σOp [20] and the term Π [21]. The values of these parameters for differ-
ent materials allow a direct comparison of relative performance, since larger
values correspond directly to more desirable properties (i.e. higher trans-
mittance at a given sheet resistance, or lower sheet resistance at a given
transmittance).
A third figure or merit is used in the literature, which was originally
described by Haacke [25];
φTC =
T 10
RS
= σt exp[−10αt]. (1.5)
As with the model of [20], this figure of merit is based on the assumption
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that the material in question has a constant conductivity as a function of
thickness (though this assumption is not explicitly stated). Using models for
the internal film transmittance (T = exp[−αt]) and sheet resistance (RS =
1/σt) as a function of film thickness Haacke shows that φTC has a maximum
value at an optimum thickness given by;
tmax =
1
10α
, (1.6)
where α = 4pik/λ is the optical absorption coefficient of the material (with
imaginary refractive index component k at wavelength λ). This gives the
optimum transmittance of the film as;
Tmax = exp[−α/10α] = 1/e10 = 0.90. (1.7)
The bulk figures of merit σDC/σOp and φTC are attractive because only
a single (T,RS) value pair is required to calculate them, making cursory
comparisons of materials very easy. This is because the families of T-R curves
described by Equations (1.1) and (1.5) are uniquely specified by values for
their respective figures of merit, and therefore may be characterised by single
measurements.
For the percolative figure of merit Π further information is needed. This is
because the addition of a percolative exponent means that there are multiple
T-R curves that may pass through the point (T,RS); these families of curves
are specified by pairs of (Π, n) values. Where percolative figures of merit are
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given in the literature they are usually optimised values obtained by fitting
Equation (1.3) to a full or partial T-R data set [21, 26]. However in principle
a unique (Π, n) pair may be specified given two pairs of (T,RS) values.
As such, the use of σDC/σOp or φTC to represent the performance of perco-
lating transparent conductor materials is technically incorrect, since neither
value corresponds to a complete characterisation of the material behaviour.
1.2.3 Alternative Transparent Conductive Materials
Since the need for an alternative transparent electrode material was first
identified there have been numerous material systems suggested as succes-
sors to the currently employed transparent conductive oxides. An early re-
view by Kumar and Zhou [8] identifies the main contender materials, at the
time the review was published (2010), as carbon nanotube, silver nanowire
and graphene nanoparticle films. In the same year the paper by [21], which
incorporates a review of some literature data on different nanostructured
transparent conductor materials, gave good indications that silver nanowires
are the strongest contender in terms of optoelectronic properties. More re-
cently a market report by IDTechEx indicated that most commercial markets
were heading towards the use of silver nanowires and metal mesh films, with
less market space being predicted for materials like graphene and carbon
nanotubes [27].
Figure 1.2 shows a plot comparing achievable values of T and RS for var-
ious different transparent conductive materials, adapted from [21], as well as
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Figure 1.2: Example T and RS data for a selection of transparent conductive
materials adapted from Figure 1 of [21], with a representative data set from
this work. The shaded region corresponds to performance that surpasses
ITO (T ≥ 90% and RS ≤ 100Ω−1)
an example data set from this work. The shaded area represents the per-
formance required by industry for ITO replacement materials in capacitive
touch sensor applications (T ≥ 90% and RS ≤ 100Ω−1). This does not
represent the most stringent industrial requirements; photovoltaic applica-
tions typically require comparable transmittance for RS ≤ 30Ω−1. There
are also transparent conductor applications which do not require such low
sheet resistances (e.g. static dissipation coatings, where RS ≈ 1 kΩ−1 or
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Material σDC/σOp
φTC
/× 10−3Ω−1 Π References
CNTs 7-60 0.7-4.4 3.1 [28–32]
Graphene
CVD 2.6-18 1.0 - [33–35]
Solution 0.01-2.6 0.001 [33, 34]
Conductive Polymer 36-39 3.5 - [36, 37]
TCO Nanowires 8 0.5 [38]
Metallic
Nanowires
Silver 70-600 6-34 15-68 [26, 39–48]
Copper 70-100 7-10 [49–51]
Gold 54 3.2 28 [52]
Alloy 20-94 5.0-9.4 [49, 53, 54]
ITO 35-350 11-35 - [33, 38, 49]
Table 1.1: A non-exhaustive comparison of reported figure of merit ranges for
various transparent conductive film materials from the literature (some values
are calculated based on presented data). (-) Material is non-percolative and
therefore Π is inappropriate. Values for Π cannot necessarily be calculated
from presented data, so values are given where they are presented directly.
higher may be acceptable).
Table 1.1 gives a non-exhaustive comparison of reported figures of merit
for different transparent electrode materials presented in the literature. Val-
ues for some reported ITO films are given as a comparison. The references
presented are for reports published at the same time or later than the reviews
of Kumar and Zhou [8], and De and Coleman [21].
It is evident from the data in Table 1.1 that metallic nanowires remain
the most promising candidate materials for ITO replacement (based on their
electro-optical properties).
However as described previously there are other more detailed require-
ments which materials are often required to meet which are application spe-
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cific. These may include chemical resistance, low surface roughness or low
haze. Often silver nanowires perform poorly in these areas when compared
to other materials, and so there have been many attempts within the litera-
ture to “hybridise” silver nanowires to improve their other properties (while
compromising somewhat on their electro-optical response).
A general consideration in nanowire-hybrid papers is the issue of sub-
strate adhesion. This has been addressed using polymer binders [55–58],
surface modifications (such as silanisation) [59], addition of other nanomate-
rials (such as graphene oxide) [56, 60, 61] and embedding the nanowire films
in a transparent oxide layer [23, 62–64].
Specifically for the case of LED and PV applications there is also the
issue of surface coverage. ITO and similar electrode materials form continu-
ous films, whereas the fraction of the surface covered by a AgNW film may
be significantly lower than 100 %. As such, photovoltaic devices may suffer
lower collection efficiencies (and therefore higher recombination rates) when
AgNW electrodes are used instead of TCO films [62, 65]. The reverse pro-
cess of charge injection in LED devices will suffer similar issues. Variable
surface coverage due to film non-uniformity will affect both the local charge
collection/injection efficiencies as well as causing spatial fluctuations in the
film sheet resistance [24, 66]. Several reports describe the process of forming
hybrids of CVD monolayer graphene with silver nanowires [35, 65–68] which
are able to address these issues.
Attempts to reduce the haze of silver nanowire films (for display-related
13
applications such as touch sensors) tend to involve the addition of CNTs
[69–71], although chemical coating of nanowires with a thin gold layer has
also been reported [53].
Finally there are reports of hybrid electrodes formed by a variety of tech-
niques with enhanced chemical and solvent resistance [54, 56, 58, 72, 73].
1.3 Aims of Research
The aim of this research project is to better understand the links between
the nano- and micro-structure of silver nanowire films and their macroscopic
properties. With this understanding it should be possible to develop a frame-
work for analysing related materials which leads to robust predictions regard-
ing their performance. In turn such a framework would make explicit the
materials optimisation required and restrictions imposed on device designs;
information that is invaluable to industrial adoption of nanowire materials
in mass-produced devices.
Such a framework would also be of benefit to academic audiences, since
at present there is a very inconsistent application of T-R characterisation
making it difficult to compare results. As an example, of a sample of thirty
four publications reviewed ([4, 18, 23, 26, 39–47, 54–56, 58, 60, 61, 65, 67,
68, 72, 74–84]) only fourteen show fitted T-R curve data (nine using the
bulk model of Equation (1.1) and five using the percolative model of [21];
Equation (1.3)). From the same thirty four publications, eighteen present
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one or more calculated figures of merit; thirteen use the conductivity ratio
σDC/σOp, five use the percolative figure of merit Π and three use the Haacke
figure of merit φTC .
Standardisation of the way percolative transparent conductor data are
analysed and presented may increase the rate of improvement of materials.
Also such standardisation would allow authors with a broader range of ex-
pertise to easily compare different materials for any given application.
In the first instance, the primary properties of sheet resistance and trans-
mittance are of interest but development of models for secondary properties
such as haze would also prove useful (in a similar fashion to the studies of
Bergin et al. [18] and Khanarian et al. [24]). Any set of models or predictive
expressions should be self-consistent with respect to the fundamental physics
of percolating material systems, which may be tested through comparisons
with simulation, and verified against experimental data.
1.4 Contributions to Knowledge
As has been discussed a model exists in the literature which is able to ac-
count for the percolative scaling of film conductivity [21]. This model is
useful as a comparative tool allowing different materials to be rated along-
side one another. However this model has no predictive power; it is unable
to give any indication of what nanostructural properties of a percolating
material influence the film performance. Chapter 6 describes the derivation
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and application of a new T-R expression which, for the case of ’rod-like’
nanomaterials (such as silver nanowires and carbon nanotubes), accounts for
parameters of the nanostructure such as length distribution. The model is
shown to correctly describe the presence of a ”critical transmittance” which
is a direct consequence of the percolative behaviour of such materials. It is
demonstrated that fitting of this model to experimental T-R data series can
yield insight into the microstructure of the film material.
There has been little prior work investigating how nanowire film be-
haviour is affected by random structure in confined geometries such as narrow
track structures. Though this understanding is of little use where continu-
ous large-area films are required it is of vital importance for the industrial
production of LCD/OLED displays and capacitive touch sensors. In these
applications track features with dimensions on the 10 to 100µm scale are
required. The size of these features is of the same order of magnitude as
the typical lengths of nanowires used in the literature. Most prior discus-
sions of the change in sheet resistance with feature size are limited to the
qualitative observation that a threshold size exists, above which the sheet
resistance is stable and below which it rapidly diverges. A description of this
phenomenon, termed “finite-size scaling” in the percolation theory literature,
is given in Chapter 7. The parameters which affect this scaling are shown to
be linked directly to the T-R model described in Chapter 6.
Chapter 8 describes a mechanical transfer deposition method for forming
patterned electrodes in low density silver nanowire networks by the applica-
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tion of solution-processed graphene flakes. This is an extension of previous
work based on the Langmuir-Schaefer technique [48]. A layer of graphene
flakes is formed at the air-water interface and transferred onto nanowire films.
The technique has great industrial value as it simultaneously minimises the
coverage of silver nanowires and the number of processing steps required to
form a useful device.
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1.6 Chapter Outline
Chapter 2 describes the origins of characteristic metallic behaviour, and how
these behaviours are altered in nanostructured metallic materials (such as
silver nanowires).
Chapter 3 details mathematical concepts from the fields of percolation
theory and graph theory that are used to inform the theoretical models de-
rived in later chapters, as well as to inform the implementation of a percola-
tion simulation to compare with experimental results.
Chapter 4 describes the range of experimental analysis techniques used in
this study, giving both an overview of operation as well as characterisation
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of the materials used.
Chapter 5 describes a percolation simulation framework. Comparisons
to similar simulations from the literature are given. The data generated
are compared with experimental results and theoretical predictions in later
chapters.
Chapter 6 describes the derivation and application of a new T-R model to
experimental data. The model describes the influence of AgNW microstruc-
ture on the macroscopic electro-optical performance of practical films.
Chapter 7 links the model presented in Chapter 6 to the behaviour of
rod percolating films in narrow track structures. A relationship between
the minimum feature size appropriate for a given film (characterised by the
nanowire length statistics and film transmittance) is derived based on finite-
size scaling theory.
Chapter 8 describes a study of the formation of hybrid silver nanowire-
graphene hybrid films by mechanical transfer deposition. A patterned stamp
is used to selectively deposit graphene onto a uniform nanowire network,
thereby locally modifying the electrical and optical properties of the film.
This leads to the possibility of a rapid, facile two-step process for the pro-
duction of simple devices such as capacitive touch sensors.
Chapter 9 summarises the work presented with reference to the stated
aims, and in the context of the current literature. Significant areas for further
investigation are highlighted.
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Chapter 2
Electrical and Optical
Properties of Metallic
Nanowires
2.1 Electro-Optical Properties of Metals
This section summarises the origins of characteristic metallic behaviour; in-
cluding the presence of free conduction electrons in a metallic crystal, the
consequences this has for the optical properties (i.e. the complex refractive
index and wavelength-dependent reflectivity), and the electrical properties
of bulk metallic materials.
Firstly a classical treatment of the optical and electrical properties of a
free electron gas is given (variously known as the Drude or Drude-Lorentz
Model). Secondly, a brief discussion of the origin and effects of electronic
band structure are given. A detailed discussion of the behaviour of electrons
in crystals is available from other sources [90, 91].
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2.1.1 Optical Response of a Free Electron Gas
The optical response of a free electron gas, such as the free conduction elec-
trons in a bulk metal, can be treated by considering a damped oscillator
model with no restoring force term. This classical model treats the elec-
trons as point particles and the incident light as a time varying electric field
(where the spatial variation of the field is assumed negligible under the slowly
varying field approximation). The equation of motion for the electron is;
me
d2x
dt2
+meγ
dx
dt
= −qeE0e−iωt, (2.1)
where me is the electron mass; γ represents a damping term (which may be
physically interpreted as the frequency of scattering events; the mean electron
velocity v divided by the mean free path l); qe is the electronic charge; x is
the electron displacement induced by the optical electric field E0e
−iωt (with
energy ~ω, and amplitude E0). Equation (2.1) has a solution of the form;
x(t) =
qeE0e
−iωt
me (ω2 + iγω)
. (2.2)
Identifying −Nqex(t) with the time-varying polarisation field P (t) (where
N is the number density of electrons) allows the relative permittivity of the
material to be deduced (since ε0εrE = ε0E −Nqex(t)) [92];
εr = 1−
ω2p
ω2 + iγω
, (2.3)
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where ωp =
√
Nq2e/ε0me is termed the plasma frequency, representing the
resonant frequency of the collection of free electrons as a whole (whose indi-
vidual resonant frequencies are zero) [92].
In the optical regime it is assumed that the damping term γ is negligible
since the magnitude of the electron displacement is small compared to the
mean free path (which is typically of the order of 10 nm [93]). This can be seen
by evaluating the magnitude of the electron motion from Equation (2.2) using
a nominal value for E0 (which can be related to the time-averaged Poynting
Vector 〈S〉 = 1
2
ε0cE
2
0 ). For solar illumination (〈S〉 ≈ 1.5 kW m−2) the
electron oscillation amplitude is a fraction of a femto-metre. As such effects
that influence the mean free path are assumed to cause minimal changes to
the refractive index of metallic nanostructures.
From the relative permittivity εr the complex refractive index n˜ = n+ ik
can be determined by n˜(ω) =
√
εr(ω). Figure 2.1 compares the Drude Model
prediction for the complex refractive index of silver (where λp = 2pic0/ωp =
138 nm [92], and γ is assumed negligible) with experimental data due to Palik
[94] between 100 and 1100 nm wavelength.
The normal reflectivity R of a surface (bounded by free space) can be
described in terms of the complex refractive index using the Fresnel equation;
R(ω) =
∣∣∣∣ n˜(ω)− 1n˜(ω) + 1
∣∣∣∣2 . (2.4)
Figure 2.2 compares the reflectivity of silver based on the two complex re-
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Figure 2.1: Complex refractive index of silver; the dashed lines represent
the Drude model (with λp = 138 nm [92] and γ = 0) and the solid lines are
experimental results from the data set due to [94].
fractive index data sets presented in Figure 2.1.
The general trend of the experimental data for silver in Figure 2.2 follows
that of the Drude Model; the reflectivity is high across the visible and near
IR range and falls to near zero in the UV region of the spectrum. The
most prominent exception is a sharp drop in the reflectivity near 316 nm.
This corresponds to an inter-band absorption (described in the next section).
Since this transition occurs in the UV silver appears colourless, however
similar transitions in copper and gold occur at energies in the visible which
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Figure 2.2: Comparison of the spectral reflectivity of silver calculated using
the data from Figure 2.1.
are responsible for the characteristic colours of those metals [92].
2.1.2 Electrical Conductivity in the Drude Model
A similar argument to that used in the previous section for the optical re-
sponse of a free electron gas can be used to evaluate the electrical response.
Consider Equation (2.1) in the limit that ω → 0 (i.e. the limit of a static
electric field);
me
d2x
dt2
+meγ
dx
dt
= −qeE0. (2.5)
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By choosing a solution of the form x = at we can deduce that;
x =
−qeE0
meγ
t, (2.6)
is a solution of the equation of motion. We can identify the product −qeN dxdt
as the current density j induced by the electric field E0. Recalling that
j = σE0 (where σ is the conductivity of the material) we have that;
j =
Nq2e
meγ
E0, (2.7)
and the conductivity of the material is given by [90, 91];
σ =
Nq2e
meγ
=
Nq2e l
mev
, (2.8)
where the substitution γ = v/l has been made; v is the RMS electron velocity
and l is the electron mean free path.
As can be seen from Equation (2.8) the conductivity of a material scales
with the electron mean free path l. Any factors which reduce l below its
value for a perfect infinite crystal will lower the material conductivity below
its theoretical maximum. Such factors include surface and defect scatter-
ing where defects may take the form of impurities, stacking faults and grain
boundaries. The inherent scattering processes which prevent l from being ar-
bitrarily large are electron-phonon scattering (interactions of the conduction
electrons with the ion lattice) and electron-electron scattering [93].
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2.1.3 Electronic Band Structure
In treating the quantum mechanical behaviour of electrons in metals, it is
typical to invoke the simplifying assumptions of static nuclei (i.e. that the
crystal potential may be treated as a periodic array of stationary potential
wells) and that the wavefunctions of the many-body electron system can be
described by a basis set consisting of the one-electron wavefunctions within
the crystal [91]. These wavefunctions can be constructed in two ways; either
by using a linear sum of atomic orbital wavefunctions (the so-called LCAO
method) or by use of Bloch functions, which assume that the electron’s wave-
function is delocalised across the crystal.
The interaction of a delocalised electron with a periodic potential natu-
rally leads to an energy-momentum relationship that contains bands of al-
lowed states separated by forbidden bands where no electronic states exist.
A simple illustration of this behaviour appears in the Kronig-Penney model
[95]. (For more detailed descriptions of band theory of crystals see [90] or
[91]).
The model considers a simple one-dimensional periodic potential formed
of finite square barriers with height V0, width w and periodicity a. As de-
scribed in [90] the solutions to the time-independent Schrdinger equation;
~2
2m
∂2ψ
∂x2
= (E − V0)ψ, (2.9)
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for such a potential take the form of Bloch functions;
ψ(x) = u(x)eikx, (2.10)
where u(x) is a function which has the same periodicity as the lattice (such
that u(x+ a) = u(x)), and k = 2pi/λ is the wavenumber of the electron. By
enforcing that both the wavefunction ψ(x) and the periodic function u(x) and
their derivatives are continuous, a transcendental relation between E and k
is derived (of the form f(E) = g(k); Equation (2.11)) [90]. The consequence
is that only certain bands of energy yield physically meaningful solutions to
the Schro¨dinger equation.
ma
~2
V0w
sin βa
βa
+ cos βa = cos ka; β =
√
2mE
~2
. (2.11)
Figure 2.3 plots the solutions to Equation (2.11), in the form of an E-k
band diagram, alongside the relationship for a free electron. As can be seen
the relationship for the electron in a lattice has discontinuities with certain
ranges of energies having no valid solution.
Important information regarding electronic behaviour can be deduced
from the E-k relationship as described by [91]. Firstly, the effective mass of
electrons in a given state can be calculated by referring to the curvature of
the band. Considering the case of a one-dimensional crystal (where k is a
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Figure 2.3: Band structure diagram for the Kronig-Penney model. Left is a
plot of the E-k solutions of Equation (2.11), alongside the E-k relationship
for a free electron in vacuum. The right plot shows the reduced band scheme,
where the band structure of the left plot has been “folded” onto the interval
ka ∈ [0, pi]. The shaded areas represent the forbidden energy bands in the
system.
scalar rather than a vector quantity, as in the Kronig-Penney model) [91];
m∗ = ~2
(
d2E
dk2
)−1
. (2.12)
This relationship may be arrived at by analogy to the energy-momentum
relationship for a free electron (E = p2/2m, with p = ~k from the de Broglie
relation). Following from this, a factor describing the relative ”free-ness” of
an electron fk can be given as the ratio of the true electron mass m0 to the
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effective mass m∗ [91]; hence, a free electron has fk = 1, and tightly bound
electrons (where m∗ is large) have a very small value for fk.
fk =
m0
m∗
=
m0
~2
d2E
dk2
. (2.13)
By summing the values of fk for all states in a band, it is possible to determine
an effective number of free charge carriers for that band;
Neff =
∑
fk ∝ dE
dk
∣∣∣∣
k=k1
, (2.14)
where k1 corresponds to the highest occupied momentum state within a given
band. As described by [91] this has a particularly important consequence;
a fully filled band has no free electrons since dE/dk vanishes at the band
edge, and therefore there is no contribution to the conductivity of the ma-
terial. This means that only partially filled bands (which can be linked to
partially filled atomic orbitals) contribute free electrons to conduction in
metals. Equivalently a material whose Fermi level exists within an energy
band (rather than in a band gap or at a band edge) will have free charge
carriers and can be classified as metallic. In the case of silver the electronic
configuration is [Kr]4d105s1; it is the 5s electrons that lead to free charge
carriers in a bulk silver crystal since the 4d states are fully occupied.
Figure 2.4 shows a calculated band structure for silver, from the work of
[96], where the partially filled band due to the 5s electrons is seen to intersect
the horizontal line denoting the Fermi energy F .
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Figure 2.4: Calculated band structure for silver, modified from [96]. Energies
are given in Rydberg units (1 Ryd ≈ 13.6 eV). The red line at the L-point
indicates an inter-band transition which has an energy of 3.98 eV [96], and
is important in understanding experimental data for the optical response of
silver.
One consequence of the band model for understanding the behaviour of
silver is that there will always be a lower number of effective charge carriers
than there are electrons occupying a band. The disparity between the number
density of 5s electrons and the charge carrier density estimated from both
the experimental conductivity and complex refractive index data (using the
Drude model) is large. The number density of 5s electrons is approximately
5.86× 1022 cm−3, whereas the Drude model given in Section 2.1.2 (using the
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parameters of the model shown in Figure 2.1) predicts an effective carrier
density of between 1.48× 1021 cm−3 and 3.89× 1021 cm−3; approximately 5 %
of electrons in the band.
Also, it is possible for electrons in states at or below the Fermi energy to be
optically excited into a higher, unoccupied band. The transition highlighted
in Figure 2.4 has a calculated energy difference of 3.98 eV [96] corresponding
to a wavelength of 312 nm; this is the origin of the minimum observed in the
experimental reflectivity data of Figure 2.2 [92], and cannot be accounted for
with the Drude model alone.
Finally, the number of states in each band is infinite in an infinite crystal
(i.e. the bands are continuous), but can be shown to have an upper bound
equal to the number of unit cells in the system for a finite crystal [91]. For
cases where the system size approaches the thermal de Broglie wavelength
of the conduction electrons (which is much smaller than the mean free path
at room temperature) this leads to quantization of the system conductance
in units of 2e2/h [97]. This occurs since each conduction state (or channel),
which corresponds to a mode in the plane perpendicular to the wire axis, may
be occupied by two electrons. The thermal wavelength of a free electron at
room temperature (298 K) is approximately 6 nm, and therefore this effect is
likely to become pronounced for system sizes . 6 nm. This ballistic transport
regime is more relevant to the conductance of individual single-walled carbon
nanotubes (SWCNTs), which have diameters of ≈ 1 nm, than to chemically
prepared silver nanowires which are typically greater than 20 nm in diameter.
31
2.2 Electro-optical Properties of Nanowires
2.2.1 Optical Extinction Due to Small Objects
Extinction refers to the reduction in intensity of electromagnetic waves after
transmission through an absorbing and/or scattering medium. The extinc-
tion then represents the total power removed from the incident beam; by
conservation of energy this must be equal to the sum of the power removed
due to absorption and scattering [98]. This will be affected by the complex
refractive index of the material in question and therefore will be a function
of the wavelength of the incident light.
Extinction (as well as absorption and scattering) of a plane wave incident
on any isolated particle can be described in terms of cross-sections, typically
denoted by σ or C. The cross-section is a fictitious area which relates the total
power scattered (or absorbed) by a particle to the intensity of the incident
electromagnetic wave. In other words, it describes an optically opaque object
with an equivalent extinction to the real object. Since most discrete particles
will also have a geometrical cross-section, an efficiency factorQ can be defined
as the ratio of the interaction cross-section to the geometrical cross-section of
the particle; for a spherical particle of radius a we can say that σext = Qextpia
2,
for example.
A detailed treatment of the scattering problem is given by van de Hulst
[98] amongst others.
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2.2.2 General Approach to the Scattering Problem
An isolated particle of arbitrary shape is placed at the centre of a coordinate
system (typically a spherical polar or cylindrical polar system depending on
the symmetry of the particle in question). The particle is illuminated by a
plane wave with a single well-defined frequency and direction; in the spherical
polar coordinate system the z-axis is taken for simplicity, so the wave can
be described by u0 = e
i(ωt−kz) following the notation of [98]. For infinite
cylinders the simplest case considers the wave to be incident in the plane
perpendicular to the axis of the cylinder (where the axis of the cylinder is
considered to be along the z-axis of the cylindrical polar coordinate system).
The wave scattered by the particle has a spherical (cylindrical) character
with its origin at the centre of the particle (and thus the origin of the coor-
dinate system) and an amplitude that decays with the radial distance from
the particle, r, in all directions. The case of elastic scattering is considered
such that the frequency of the scattered wave is equal to that of the incident
wave, ω [98].
The amplitude and phase of the scattered wave are described by a com-
plex dimensionless amplitude function typically denoted S(θ, φ) [98] or T (θ)
[99] in the spherical and cylindrical cases respectively. Physically, the in-
cident optical field will induce a polarisation of the material by displacing
electrons which causes a collection of surface charge to form. This surface
charge will have a distribution that is affected by both the geometry of the
particle and the spatial variation of the optical electric field (in the case
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where the wavelength is not significantly larger than the size of the particle)
and will oscillate with the same frequency. The amplitude function is related
to the angular variation in the electric dipole moment of this surface charge
distribution and therefore describes both the efficiency of emission and phase
shift of the outgoing wave in all directions around the particle. The scattered
wave can be described by;
uscat = S(θ, φ)
ei(ωt−kr)
kr
= S(θ, φ)
ei(kz−kr)
kr
u0,
where the factor of 1/k is added to maintain S(θ, φ) as a dimensionless quan-
tity.
The extinction and scattering cross-sections can be determined using one
of two approaches once the sum of the incident and scattered fields is known;
firstly by considering the integral intensity of the total wave on a detector
surface at a very large distance from the particle in the forward direction
[98], or by integration of the time-averaged Poynting vector 〈S〉 for the total
wave across a finite surface enclosing the particle (which may be spherical or
cylindrical depending on the particle symmetry) [99].
The former methodology describes how interference of the scattered and
incident waves leads to a reduction of the averaged intensity at the distant
detector [98]; this gives the extinction cross-section as a measurable quantity
in an experiment. The term |u0 + uscat|2 is integrated over the detector area
(involving the solution of two Fresnel Integrals [98]), and normalisation of
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the result to the incident intensity shows that the total power is proportional
to the detector area minus a second constant with units of area; this is
identified as the extinction cross-section. This is the origin of the optically
opaque object description; the measurement at the detector behaves as if an
area of its aperture equal to the extinction cross-section is occluded [98].
The latter uses a conservation of energy argument by evaluating the total
energy rates through a closed finite surface around the particle. The time-
averaged Poynting vector for the total field is given by;
〈S〉 = 1
2
Re{E ×H∗},
=
1
2
Re{(E0 +Escat)× (H∗0 +H∗scat)},
= 〈S0〉+ 〈Sext〉+ 〈Sscat〉,
where the terms 〈S0〉 and 〈Sscat〉 represent the energy rates associated with
the two waves, and 〈Sext〉 represents the extinction due to their interaction
in an analogous way to the distant detector argument. These three terms
are given by;
〈S0〉 = 1
2
Re{E0 ×H∗0},
〈Sext〉 = 1
2
Re{E0 ×H∗scat +Escat ×H∗0},
〈Sscat〉 = 1
2
Re{Escat ×H∗scat}.
From the time-averaged Poynting vector 〈S〉 the total power W flowing
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through the surface A (with an outward normal element dA = nˆdA) is given
by;
W =
∮
A
〈S〉 · nˆdA. (2.15)
By conservation of energy the total power absorbed by the particle (i.e. the
net power flowing inward through the surface A) must be given by Wabs =
W0 −Wscat +Wext [99], with;
W0 = −
∮
A
〈S0〉 · nˆdA,
Wscat =
∮
A
〈Sscat〉 · nˆdA,
Wext = −
∮
A
〈Sext〉 · nˆdA. (2.16)
As described by [99], the signs for each term are chosen to ensure all of the
above terms are positive. For the specific case that the medium in which
the particle is embedded is non-absorbing, then the term W0 evaluates to 0.
The result is that Wext = Wscat + Wabs, and by normalising to the intensity
of the incident wave the cross-sections are arrived at; W/I0 = σ. Finally
we see that the extinction of the incident light is taken to mean the sum of
absorption and scattering by the particle; σext = σscat + σabs.
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2.2.3 Mie Solution to the Scattering Problem for Infi-
nite Cylinders
The solution to the scattering problem derived by Gustav Mie works by
analytically evaluating the components of the incident, scattered and internal
optical fields for a small dielectric particle. These field components are then
utilised to evaluate the extinction and scattering cross-sections as described
in the previous section. A full treatment is beyond the scope of this work; see
the description in Chapter 1 of [99], which follows the description in Chapter
15 of [98], for details.
The resulting set of equations used to evaluate the amplitude function
T (θ) (which is a tensor as a result of the two possible polarisation states of
the illuminating wave), and hence the extinction cross-sections of a cylindrical
particle, are reproduced below from [99];
T11 (θ) =
∞∑
n=−∞
bnIe
−inθ,
T22 (θ) =
∞∑
n=−∞
anIIe
−inθ,
T12 (θ) = T21 (θ) = 0, (2.17)
where the subscripts I and II refer to the cases of transverse magnetic (TM)
and transverse electric (TE) incident polarisations respectively. The coef-
ficients anII and bnI are given in terms of Bessel and Hankel functions of
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x = k0R and order n, as well as their first derivatives; where R is the nanowire
radius, k0 is the wavenumber of the incident wave and m = nNW/nbg is the
ratio of the nanowire complex refractive index to the real background re-
fractive index. The background index is assumed to be real in order that
the term W0 in Equation (2.16) evaluates to zero [99] so that the result
Wext = Wabs +Wscat is preserved. The relevant coefficients are;
anII(x,m) =
Jn(x)J
′
n(mx)−mJ ′n(x)Jn(mx)
H
(1)
n (x)J ′n(mx)−mH(1)′n (x)Jn(mx)
,
bnI(x,m) =
mJn(x)J
′
n(mx)− J ′n(x)Jn(mx)
H
(1)
n (x)J ′n(mx)−mH(1)′n (x)Jn(mx)
, (2.18)
where Jn(z), H
(1)
n (z) are the Bessel function of the first kind and the first
Hankel function, respectively, of order n and primes denote derivatives of
those functions with respect to their arguments. The extinction cross-sections
in the TM (I) and TE (II) cases are then given by [99];
σextI =
2
k0
Re{T11(0)},
=
2
k0
Re
{
b0I + 2
∞∑
n=1
bnI
}
.
σextII =
2
k0
Re{T22(0)},
=
2
k0
Re
{
b0I + 2
∞∑
n=1
bnI
}
. (2.19)
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And similarly the scattering cross-sections [99];
σscatI =
1
pik0
∫ 2pi
0
(|T11(θ)|2 + |T12(θ)|2) dθ,
=
2
k0
Re
{
|b0I |2 + 2
∞∑
n=1
|bnI |2
}
.
σscatII =
1
pik0
∫ 2pi
0
(|T22(θ)|2 + |T21(θ)|2) dθ,
=
2
k0
Re
{
|a0II |2 + 2
∞∑
n=1
|anII |2
}
. (2.20)
A Matlab program used to evaluate Equations (2.19) and (2.20) as a
function of wavelength is given in Appendix A, where the infinite sums are
truncated.
2.2.4 Numerical Solution to the Scattering Problem
As well as the theoretical solution it is possible to numerically determine
the field components (by solving Maxwell’s Equations) required to calculate
the cross-sections of a particle. This is particularly useful for the case where
an exact analytical solution cannot be found, such as for particles of irreg-
ular shape [100]. Numerical discretisation methods such as finite-difference
time domain (FDTD) or finite element (FE) may be used to perform the
computations.
The methodology typically implements monitor surfaces to measure the
total power flowing in a given direction, as per the definition in Equation
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Figure 2.5: (A) Shows the full extent of the FDTD computational domain.
(B)(i) denotes the silver nanowire at the center of the domain; (ii) denotes
the injection area of the plane wave source (iii) (where the pink arrow repre-
sents the injection direction, and the blue arrows represent the electric field
polarisation direction); (iv) denotes the set of monitor surfaces used to de-
termine the total inward flowing power toward the wire (i.e. the absorbed
power, Wabs); (v) denotes the set of monitor surfaces used to measure the
total scattered power (Wscat) (this can be achieved since the incident wave
is subtracted at the boundary of the wave injection plane (ii), so only the
scattered field component is measured at the surfaces of (v)).
(2.15), under illumination from a plane wave source.
A specific numerical implementation is used in this work for calculating
the interaction cross-sections and efficiencies of silver nanowires, utilising
the commercial Maxwell solver package Lumerical FDTD [101]. The basic
geometry of the simulations is given in Figure 2.5(A); the case of incidence
in the plane normal to the nanowire axis is taken, so that the problem can be
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reduced to two dimensions. The nanowire (2.5(B)(i)) is placed at the centre
of the domain (which is bordered by perfectly absorbing boundaries), and
is illuminated by a plane wave source (Figure 2.5(B)(iii)) which subtracts
the incident field from the total field outside of the defined injection volume
(Figure 2.5(B)(ii)). This means that the power flowing through a surface
enclosing the plane wave source injection region will only measure the power
due to the scattered wave component. The wavelength-dependent complex
refractive index of silver is evaluated within the software using a high order
polynomial fit to the data set of Palik [94], plotted in Figure 2.1.
Two enclosing monitor surfaces are used to evaluate the outward flowing
power from the wire; the first encloses the nanowire but not the source (in or-
der to measureWabs; Figure 2.5(B)(iii)), and the second encloses the nanowire
and the source (in order to measure Wscat; Figure 2.5(B)(iv)). From these
measurements all of the extinction, absorption and scattering cross-sections
may be evaluated.
The plane wave source injects a short broad-band pulse of incident radi-
ation and the spectral response of the wire is determined by analysing the
Fourier transform of the time-varying energy rates through the monitor sur-
faces. This is the standard mode of operation for this software package, and
works under the assumption that there are no significant non-linear effects
present in the system.
Figure 2.6 shows example extinction data utilising both FDTD simula-
tions and Mie theory calculations (using the code in Appendix A).
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Figure 2.6: A: Extinction efficiency Qext as a function of wavelength for
nanowires with diameters of 5, 30 and 100 nm calculated using both Mie the-
ory and FDTD simulations. B: Extinction efficiency at 550 nm as a function
of nanowire diameter. The average agreement between the FDTD simula-
tions and Mie theory calculations is 2.5 %.
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We can see from Figure 2.6 that for the case of cylindrical nanowires
the FDTD results agree very closely with the Mie theory calculations over
the whole wavelength range considered. For the case of nanowires in close
proximity to a substrate the cylindrical symmetry of the problem is lost.
Comparison of FDTD solutions for nanowires in free space and in contact
with a semi-infinite glass slab show variation in the position and intensity
of the plasmon resonance peak (at ≈ 370 nm in Figure 2.6A). However the
variation due to the presence of a substrate in the visible range, and partic-
ularly at 550 nm, a small and so for many cases the far simpler Mie theory
calculations are expected to yield reasonable results for practical systems.
2.2.5 Electron Confinement in Nanostructured Metals
As described in Sections 2.1.1 and 2.1.2, both the electrical and optical prop-
erties of a metal are dependent on the mean free path of the conduction
electrons (which appears in the Drude-Lorentz model as a damping coeffi-
cient, γ). In the case of nano-structured materials the damping term tends
to increase with contributions from two different effects.
Firstly there is an increase in surface scattering (relative to bulk lattice
scattering) due to the increase in surface area to volume ratio. This scatter-
ing can be broken down further into specular (elastic) and diffuse (inelastic)
components [102]. The ratio of specular to diffuse surface scattering is typi-
cally described by a specularity parameter p(θ), which is generally a function
of the incident angle of an electron to the metal surface θ.
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Secondly, the electron mean free path may be reduced due to electron
confinement if the extent of the object is comparable to the bulk mean free
electron path (≈ 50 nm for silver at room temperature [93]). There may also
be scattering due to grain boundaries in polycrystalline systems. As a result
the resistivity (conductivity) of metallic nanowires is higher (lower) than that
of the bulk material [102–104].
Models attempting to account for all or some of these effects may combine
the individual components by means of Matthiessen’s Rule [104, 105], which
describes the total electron relaxation time τ as a function of the relaxation
times due to each scattering contribution τi;
1
τ
=
∑
i
1
τi
(2.21)
Individual contribution terms are derived and assembled to produce the effec-
tive relaxation time which can then be used with the Drude Model (Equation
(2.8)) to describe the electrical conductivity where 1/τ = γ. Alternatively,
models can be developed which account for multiple scattering contributions
without Matthiessen’s Rule (e.g. [102, 106]). These tend to be sufficiently
complex that numerical solution of the constituent equations is required.
Based on the tabulated results for the model given by [106], choosing an
approximate value for the surface roughness of the nanowire (h ≈ 2rAg ≈
4A), we find that the resistivity of 30 nm nanowires should be approximately
20 % higher than the bulk resistivity for silver.
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2.3 Silver Nanowire Synthesis
There have been many different methods developed for the production of
metallic nanowires. As described by [107] in the past these were dominated by
template-based electo-deposition and chemical deposition techniques where
the templates used were either hard (e.g. porous anodic alumina) or soft (e.g.
self-assembled polymer structures). However the most common approach
used currently is the so-called “polyol” wet chemical process.
The polyol process involves the reduction of a silver salt (typically
AgNO3) by ethylene glycol (which is also the reaction solvent) in the pres-
ence of poly-vinyl pyrrolidone (PVP) [107–109]. The core process involves
two chemical reactions; first the oxidation of ethylene glycol to form ethanal
and water, and the subsequent reduction of silver nitrate by ethanal to form
metallic silver, butanedione and nitric acid [107].
2 OH–C2H4 –OH −−→ 2 CH3 –CHO + 2 H2O
2 CH3 –CHO + 2 AgNO3 −−→ CH3 –CO–CO–CH3 + 2 Ag + 2 HNO3
Pre-formed silver nanoparticle seeds are sometimes added to the reaction
to promote nucleation and growth [107]. As the silver nitrate is reduced
nanoparticles form in the solution. If preformed seeds are added these grow
leading to a bimodal distribution of nanoparticle sizes [109]; if not the newly
formed silver nanoparticles act as seeds (a “self-seeding” process). By the
process of Ostwald Ripening, smaller particles re-dissolve and are consumed
as larger ones grow. The PVP is suggested to preferentially attach to specific
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crystal planes of the growing silver particles. This passivates the surface pre-
venting crystal growth in select directions [108] causing strongly anisotropic
growth, and leading to the formation of single-crystalline nanowires. These
nanowires have a uniform diameter (typically in the range of 20 to 150 nm
depending on the exact procedure used), very high aspect ratio and a well-
defined crystalline orientation [109, 110]. This process can have very high
nanowire yields (> 70 % [107]) with recovery performed by simple centrifu-
gation and re-dilution procedures.
There have been multiple variations on this basic technique; for example
using dissolved sodium chloride to affect the Ag+/Ag dynamic equilibrium
(by temperature-dependent formation and dissolution of AgCl) [110], and the
use of “successive multi-step growth” to obtain extremely long nanowires (>
140 µm) by separating the products and re-dispersing them in fresh reactants
[42].
The silver nanowires used in this work are purchased from a commercial
supplier; they are grown at an industrial scale using the polyol process de-
scribed. Characterisation is presented in Chapter 4. The nanowires have
an average diameter of (30± 4) nm, average length of 〈l〉 = 12.4 µm, and a
length standard deviation of σL = 4.5 µm (see Figure 4.4).
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Chapter 3
Concepts from Percolation
Theory and Graph Theory
3.1 Concepts from Percolation Theory
Percolation theory is a branch of mathematics used to study connectivity
and transport properties in either lattice-based or continuum random sys-
tems. It has been used successfully to describe phenomena such as fluid
motion through oil wells and thermal phase transitions, amongst others [22].
Percolation theory is also useful in studying the transport phenomena as
a function of density of conducting material in a system; for example the
electrical conductivity of a random resistor network [22]. There are several
important features which arise from percolation theory that should be con-
sidered in the study of random nanowire networks.
47
3.1.1 Percolation Threshold
The first notable feature of percolating systems is the existence of a per-
colation threshold. This is broadly defined as a threshold density of some
component above which a spanning connected network exists within the sys-
tem; below this threshold no such network exists. An example is the process
of gelation; here the density of cross-links between molecules in solution is
the parameter of interest. As this link density increases, the solution will
become increasingly viscous yet remain fundamentally fluid (flowing under
shear stress, for example). At a critical density of links a connected network
of molecules exists that spans the sample volume, a gel is formed, and the
material no longer flows; continued increases in link density further decrease
the mobility of the material.
The exact numerical value of the percolation threshold depends on the
density measure of interest as well as the particle shape and system dimen-
sionality. A recent numerical study by [111] provided estimates for the con-
tinuum percolation thresholds of different shaped particles (discs, squares
and sticks) in two dimensions in terms of the filling factor (see section 3.1.3
for a description).
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3.1.2 Density-dependent Scaling
The averaged electrical conductivity of a percolating network is governed by
a power law of the form;
σ ∝ (p− pc)µ
where p represents the probability that a site or bond is occupied in lattice
percolation; pc is the percolation threshold; µ is the scaling exponent of the
conductivity, which takes a universal value near the percolation threshold of
µ = 1.30, 2 in two and three dimensions respectively [22]. In the continuum
case the probability p is normally identified with the particle density (either
as a number or area density); this approach is equivalent to recasting the
continuum percolation problem as a lattice percolation problem, as has been
demonstrated in recent research for the specific case of rod-like particles [112].
3.1.3 Density Measures
In the study of continuum percolation it is typical to use a density measure
known as the filling factor, η. This is defined as the total area (volume) oc-
cupied by the percolating material per unit area (volume) of the domain; for
the case of thin rods, which are one-dimensional with no true area (volume),
the filling factor is related to their total squared (cubed) length [111]. In two
dimensions we have;
η =
1
L2
N∑
i=1
l2i , (3.1)
49
where L is the side length of the domain (L2 can be equivalently replaced
by WH for domains whose width, W , and height, H are not equal); li is
the length of the ith rod; N is the total number of rods deposited on the
domain. In order to distinguish volume from surface density measures, we
will proceed with the subscripts s and v to denote surface (2D) and volume
(3D) measures respectively; hence η defined in Equation (3.1) above is ηs.
Experimental characterisation of nanoparticle films often uses different
measures which more appropriately account for the physical extent of the
nanoparticles. One is the area or surface fraction, φs, which is defined as the
total projected area of the nanoparticles per unit area of the substrate. Also
commonly used is the number density of nanowires, ns, which is simply the
number of nanoparticles per unit area of the substrate (irrespective of their
physical extent);
φs =
1
L2
N∑
i=1
ai, (3.2)
ns =
1
L2
N∑
i=1
1 =
N
L2
. (3.3)
In the case of two-dimensional nanomaterials, such as graphene platelets,
the definitions of the filling factor and surface fraction are equivalent. When
considering rod-like nanoparticles such as metallic nanowires or carbon nan-
otubes we take their projected area such that;
φs =
1
L2
N∑
i=1
dili, (3.4)
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where di is the diameter of the ith rod. If we consider the diameter to be
constant for a given sample, then replacing the sum by an expectation value
yields;
φs =
d〈l〉
L2
N. (3.5)
Comparing Equation (3.5) to Equations (3.1) and (3.3) we find that;
ηs =
1
L2
〈l2〉N
(
=
〈l〉2 + σ2
L2
N
)
,
ns =
1
L2
N,
∴ φs = d〈l〉ns = d〈l〉〈l2〉 ηs. (3.6)
In Equation (3.6) the first relation makes use of the definition of the variance
of the length distribution; σ2 = 〈l2〉−〈l〉2. The relation between φs and ns is
intuitive; the area coverage of a set of objects is the product of their number
and the average area per object. The second relation, which links the area
fraction to the filling factor, is not so intuitive. It does however directly
confirm a conjecture in the work of [24] that the percolation threshold in
terms of number density for polydisperse rods can be described as ns,c =
ηs,c/〈l2〉. It also shows that the relation used in [4, 18, 23, 113], stated as
ns,c = ηs,c/〈l〉2, incorrectly neglects the variance in the length distribution.
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3.1.4 Finite-Size Scaling
Finite-size scaling theory is a subsidiary of percolation theory which deals
with how system quantities behave in finite domains near the percolation
threshold [22]. In general, any quantity of a percolating system which obeys
a scaling σ ∝ (p−pc)χ (in a lattice geometry) will obey the finite-size scaling
[22, 114];
σ = L−χ/νX
[(
p
pc
− 1
)
L1/ν
]
, (3.7)
where L is the smallest dimension of the system (normalised to the bond
length or lattice spacing); χ is the scaling exponent of σ; ν is the finite-size
scaling exponent (with a value of 4/3 in two dimensions [22]); p and pc are
the bond (or site) occupation probability and percolation threshold proba-
bility. The finite-size scaling function X[x] is regarded as universal for all
systems with the same dimensionality and boundary conditions, provided a
non-universal “metric factor” is applied to the argument [114]. The func-
tional form of X is not important to the analysis presented in Chapter 7.
For the case of two-dimensional continuum systems the variables p and
pc should be replaced with a suitable density metric such as the filling factor
ηs (with pc → ηs,c), or surface fraction φs (with pc → φs,c). The lattice size
L should be replaced by the smallest system dimension w normalised to an
appropriate length scale associated with the percolating material. For the
present case of rods, trial and error suggests L→ w〈l〉/〈l2〉 is suitable.
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3.2 Concepts from Graph Theory
Graph theory is a branch of pure mathematics that deals with the proper-
ties of graphs; abstract systems representing pair-wise interactions between
entities. Graph theory has applications ranging from computer network anal-
ysis, decision and flow problems, and social interactions as well as electrical
systems [115].
A graph G(V,E) consists of a set of vertices (or nodes) V connected
together by a set of edges E. Each edge eij represents a connection between
a pair of vertices i and j; edges may be directed or undirected, or have an
associated weight wij (representing a capacity or distance). For the present
case of electrical networks the edge weights wij represent conductances. The
degree of a vertex is the sum of the weights of all the edges incident on that
vertex.
Figure 3.1 represents one of the simplest graphs; two nodes connected by
a single edge with weight w.
1 2
w
Figure 3.1: Simplest graph representing a real electrical network; two vertices
connected by an edge of weight w (representing a single electrical impedance
R = 1/w).
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3.2.1 The Laplacian Matrix
The Laplacian matrix L of a graph is analogous to the Laplace operator
∆ = ∇2 on a continuous space. If a vector of vertex potentials v is defined,
the Laplacian matrix relates the vector of net flows towards each node, i;
Lv = i. (3.8)
In the case where the network contains no sources or sinks, this reduces to
Lv = 0, (3.9)
where 0 is the zero-vector. This is directly analogous to the Laplace equation
∇2f = 0 (representing steady state diffusion).
The Laplacian matrix may be defined with relation to the Adjacency and
Degree matrices A and D as L = D − A. The Adjacency matrix is defined
by;
Aij =
 0; i = jwij; i 6= j, eij ∈ E . (3.10)
The Degree matrix is a diagonal matrix containing the degree of vertex i in
the element Dii (this is also the sum along columns or rows of the Adjacency
matrix).
An alternative definition of the Laplacian is in terms of the Incidence
and Weight matrices U˜ and W . The Incidence matrix is an n × m matrix
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composed of “incidence vectors”, representing the direction of flow between
vertices i and j (assigned arbitrarily) if an edge eij connects them. The n
rows index the vertices of the system, and the m columns index the edges in
the set E. Each column of U˜ contains exactly one 1 and one −1, with all
other entries zero. The Weight matrix is an m×m diagonal matrix with the
weights of the edges in the diagonal entries. From these definitions we have
that;
ie = WU˜
Tv, (3.11)
xe = U˜
Tv, (3.12)
L = U˜WU˜T , (3.13)
where ie is a vector of edge currents, and xe is a vector of edge potential
differences. Equation (3.13) is referred to as the Incidence factorisation of
the Laplacian.
For the graph of Figure 3.1 we have that;
U˜ =
 1
−1
 ,W = [w] ,L =
 w −w
−w w
 . (3.14)
3.2.2 Effective Resistance
There are several approaches to determine the effective resistance Reff of
a network represented by a given graph Laplacian (termed the “resistance
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distance” in pure Graph theory [116]). First, consider the quadratic form of
L given in Equation (3.14);
vTLv =
[
v1 v2
] w −w
−w w

v1
v2
 = w(v1 − v2)2. (3.15)
Or, more generally;
vTLv =
∑
n
wij(vi − vj)2 (3.16)
for a graph with n nodes (and hence an n× n Laplacian matrix).
We note two interesting features from the quadratic form of Equation
(3.16). Firstly, for all values of v ∈ Rn we have that vTLv ≥ 0, which
dictates that the Laplacian is positive semi-definite (PSD). Secondly, the
vector v for which the quadratic form evaluates to 0 is of the form v = c1
(where 1 is the all-ones vector and c ∈ R is a constant).
If we define an external current flowing through the network from a source
node to a sink node of I, then we have Equation (3.8) where the entries of i
are I for the source node, −I for the sink node, and 0 elsewhere. We can see
from Equation (3.16) that vTLv = vT i = P , which is the sum of the Ohmic
power dissipations in each edge of the network. This is important, since we
can define the effective network resistance Reff = P/I
2 (as a result of Ohm’s
Law).
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3.2.2.1 The Pseudo-inverse Approach
One method for solving for Reff requires the evaluation of v given L (equiv-
alently U˜ and W ) and i. This can be phrased in terms of the Moore-Penrose
Pseudo-inverse of the Laplacian, L+;
v = L+i. (3.17)
It is generally favourable to solve the problem using an iterative method
rather than direct evaluation of the pseudo-inverse L+. This is because even
when the matrix L is sparse (mostly zero entries) the pseudo-inverse is dense
(mostly non-zero entries) [117]. As such this calculation can quickly lead to
memory issues for moderately sized problems.
The main advantage of this approach is that once v has been determined
Equations (3.11) and (3.12) can be used to evaluate the edge-wise power dis-
sipation in the network. This has obvious applications for studying current-
induced failure in nanowire systems with realistic geometries (a simplified
failure model is presented by [118]).
3.2.2.2 The Determinantal Approach
An alternative method for evaluating Reff is described by Bapat, which is
derived based on a “random walk” through the network [116]. This method
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involves calculating the determinants of two sub-matrices of L;
Reff (i, j) =
detL(i, j|i, j)
detL(i|i) , (3.18)
where Reff (i, j) is the effective resistance between nodes i and j, and L(i|j)
refers to the sub-matrix of L with the ith column and jth row removed.
For large sparse matrices this method has the flaw that the values of both
determinants becomes very large (if each eigenvalue of L is of the order of
10a, a 6= 0 then detL scales as 10an). This can cause numerical overflow
issues for moderately large problems; for example Matlab’s real number rep-
resentation has a limit near 10300, so if a ≈ 1, then nmax ≈ 300.
This can be overcome by utilising log-determinants, such that;
Reff (i, j) = exp
[
ln
[
detL(i, j|i, j)
detL(i|i)
]]
, (3.19)
= exp [ln [detL(i, j|i, j)]− ln [detL(i|i)]]. (3.20)
This log-determinant-based method has significant advantages over the
pseudo-inverse method in terms of optimisation (partially due to the gen-
erally sparse nature of L). The implementation of Equation (3.20) used in
the simulations is described further in Appendix B. The optimisation in this
approach comes at the cost of being able to evaluate the edge-wise power
dissipation described above.
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Chapter 4
Experimental Techniques
4.1 Characterisation Techniques
4.1.1 Atomic Force Microscopy
Atomic Force Microscopy (AFM) is a Scanning Probe Microscopy (SPM)
technique which measures surface properties of a material with nanoscale
resolution. Basic imaging modes allow collection of topographic and me-
chanical energy dissipation information while more advanced techniques can
yield local electrical and magnetic properties.
A sharp tip (with a radius of curvature of ≈ 10 nm) mounted on the
end of a flexible cantilever is brought into close contact with the surface
to be studied. The interaction of the tip with the sample surface (either
by attractive van der Waals forces or repulsive electrostatic forces) causes a
deflection of the cantilever which is used as a feedback mechanism during
scanning (to obtain topographic information about the surface). Figure 4.1
shows a cartoon demonstrating the basic structure of an AFM.
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Figure 4.1: A. Cartoon demonstrating the principle of AFM imaging. A tip
mounted on the end of a cantilever is scanned across the sample, with the
cantilever motion (measured using a reflected laser and photodiode system)
used to determine the relative height of the tip above the sample surface.
Either the sample or tip is scanned during imaging using a set of xyz piezo-
electric drivers. The data acquired represents the surface topography of the
sample (with additional mechanical and electrical information also obtain-
able). B. Example topography data of a silver nanowire network on glass
obtained using contact mode AFM. The data represents a 5 µm× 5 µm area,
and the height information is shown with an arbitrary scaling.
As the tip is scanned across the surface an electronic feedback system
adjusts the sample height using a piezoelectric scanner to maintain the feed-
back signal (e.g. cantilever deflection) at a fixed value (i.e. constant applied
force on the surface). This is referred to as a moving sample configura-
tion. The height adjustment is recorded and built up to form an image of
the surface topography. The tip may instead be mounted on a piezoelectric
scanner (moving tip configuration), however the operation is fundamentally
equivalent.
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In semi-contact mode, also referred to as tapping mode AFM, the can-
tilever is driven to oscillate at its resonant frequency (typically > 100 kHz)
and the amplitude of oscillation is used as the feedback signal for adjusting
the sample/tip separation. The phase shift between the drive signal and
feedback signal gives limited information about the local mechanical energy
dissipation (softness and adhesion), making this technique useful in cases
where the sample is very soft (e.g. biological tissues) or where there is a
contrast in mechanical properties (e.g. matrix-filler composite materials).
Semi-contact AFM has distinct advantages for delicate samples that may
be damaged by the tip during contact mode scanning. However many of the
more advanced imaging modes (such as conductive AFM or Kelvin probe
force microscopy) operate in contact mode. Conductive AFM (cAFM) oper-
ates in contact mode by applying a potential bias between the tip and sample
and measuring the tunnelling current (down to nano- or pico-amperes). This
requires that the tip be coated with a conductive material such as gold or
nitrogen-doped diamond, and often it is the larger tip radius and wear of the
coating that limits spatial resolution of this technique.
In this study an NT-MDT NTEGRA Prima AFM system is used. Imaging
is primarily performed using semi-contact mode (unless otherwise stated).
Uncoated silicon tips are used with resonant frequencies in the range of 100-
200 kHz.
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4.1.2 Scanning and Transmission Electron Microscopy
Electron microscopy involves the focussing of an energetic electron beam onto
a sample surface. Interaction of the beam electrons with the sample material
yield several secondary effects that may be used for imaging and structural
and chemical analysis on length scales down to the atomic level (for High
Resolution Transmission Electron Microscopy (HR-TEM) imaging). Figure
4.2 shows a basic cartoon of an electron microscope system.
The two main modes of electron microscopy (scanning and scanning trans-
mission electron microscopy; SEM and STEM respectively) are similar in
principle, except SEM uses back-scattered electron current as a signal for im-
age formation, and STEM uses transmitted electron current. In both modes
the focussed electron beam is raster scanned across the sample, with the
chosen electron current used to form a greyscale (intensity) image. Earlier
Transmission microscopes illuminated the whole sample, and used electron
optics to form an image on a detector (such as photographic film or a CCD).
Secondary processes (Auger electron emission, X-ray fluorescence etc.)
can give information which is characteristic of the atomic species present in
the electrons’ interaction volume. The electron interaction volume dictates
the resolution of electron microscopes, rather than the “optics” as is the case
in classical imaging, and is related to the wavelength of the electrons and
their interactions with the sample under study.
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Figure 4.2: Schematic of an SEM/STEM column. A. Electron source, either
a thermionic element or a field emission source, with an accelerating anode.
B. Electromagnetic lenses and beam steering elements (often one or more
condenser lenses, a beam steering coil, and an objective lens). C. Annular
detector for back-scattered electrons. D. Sample. E. Detector for transmit-
ted electrons (STEM). F. Secondary electron detector, and often an X-ray
spectrometer (for wavelength-dispersive or energy-dispersive X-ray analysis;
WDX or WDS, and EDX or EDS respectively).
4.1.3 Raman Spectroscopy
Raman spectroscopy is a technique which makes use of the Raman effect
to gain insight into the chemical structure of a material. The effect is an
inelastic light scattering process and is analogous to Compton scattering of
electrons. Raman scattering was described by C.V. Raman in 1928 [119] and
earned the 1930 Nobel Prize.
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Electrons in a material exist in defined-energy states (as a result of quan-
tum mechanics), and may undergo transitions between states by absorption
or emission of a photon with energy equal to the energy difference between
the initial and final electron states. The total energy of a molecule can be
described as the sum of the electronic energy and the kinetic energy of the
atoms in the system. This kinetic energy can be further broken down into vi-
brational and rotational energy (in the case of free molecules). Each of these
types of transitions has a characteristic energy scale; electronic transitions
typically involve energies of the order of 1 eV, vibrational transitions are of
the order of 10 meV and rotational transitions are of the order of 1 meV.
The optical wavelengths associated with these energy ranges are near the
visible, infra-red, and microwave ranges of the electromagnetic spectrum,
respectively.
Optical electronic transitions may occur between the electronic ground
state and a virtual electronic excited state. Re-emission of a photon with the
same energy as the incident photon is referred to as Rayleigh scattering (or
elastic scattering). However, due to thermal motion of atoms or molecules
within the system it is unlikely that the system is found in its vibrational
ground state. If the system is excited from a given vibrational state but
relaxes to a lower vibrational excited state then the emitted photon will
have a larger energy than the incident photon, and will appear blue-shifted.
Similarly, the system may relax to a higher vibrational excited state than it
was excited from, causing a red-shift in the scattered photon. These inelastic
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∆E0=hνOp ∆Ef
∆Evib=hνvib
A B C
Figure 4.3: Cartoon demonstrating optical scattering by a material. ∆E0 =
hνOp represents the absorption of the incident optical photon with energy
hνOp. ∆Evib represents the difference in total system energy due to a vibra-
tional mode with energy hνvib. ∆Ef represents the emission of a scattered
photon with: A. ∆Ef = ∆E0 (Rayleigh scattering), B. ∆Ef = ∆E0 − hνvib
(Stokes Raman scattering) and C. ∆Ef = ∆E0 + hνvib (anti-Stokes Raman
scattering).
scattering processes are Raman scattering (sub-classified as anti-Stokes (blue
shift) and Stokes (red shift) scattering). Figure 4.3 shows a basic energy level
diagram illustrating these three forms of optical scattering.
The energy difference between the scattered and incident photons is, to
first order, dependent only on the energy difference between the vibrational
excited states. As such Raman spectroscopy is a powerful tool for under-
standing chemical bonding and vibrational (phonon) behaviour of a given
material. Since the characteristic energy scale for vibrational modes is in
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the infra-red, Fourier Transform Infra-red Spectroscopy (FTIR) is a useful
partner technique to Raman spectroscopy. The two techniques are in a sense
complementary since optical selection rules normally dictate that a given
vibrational mode may be either Raman or Infra-red active.
In this study an NT-MDT NTEGRA Spectra Raman-AFM system is
used. The system has excitation lines at 473 nm (diode-pumped solid state
laser), 633 nm (helium-neon laser) and 785 nm (diode-pumped solid state
laser).
4.1.4 UV-Visible Spectrophotometry
UV-Visible spectrophotometry refers to the measurement of absorbance
(or more correctly extinction) or transmittance of a sample in the wave-
length range 200 nm to 800 nm (typically). The sample is illuminated with
monochromated light from a broadband light source (such as a tungsten-
halogen lamp or deuterium arc lamp) and the intensity of transmitted light
I is measured. The intensity of light prior to passage through the sample
I0 is also measured (often by splitting the light along two beam paths; the
sample path and a reference path). The ratio I/I0 is the transmittance T ,
and may be related to the absorbance A by;
A = − log(T ) = − log(I/I0), (4.1)
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where the logarithm is base-10 by convention. The absorbance is a useful
quantity, since the Beer-Lambert Law suggests that A has a linear depen-
dence on concentration for molecular species. The absorbance A only strictly
represents optical absorption in the sample in the absence of scattering; since
most samples (particularly those composed of particulates) induce some form
of scatter, the parameter is more correctly the extinction as mentioned above.
UV-Visible spectroscopic data is obtained using a CamSpec M350 double
beam spectrophotometer and a Shimadzu UV-2501PC double beam spec-
trophotometer.
4.2 Materials Characterisation
4.2.1 Silver Nanowires
In this study silver nanowires purchased from two suppliers are used; Seashell
Technologies (USA) produce research-grade material (referred to from here as
AgNW-25), and a second commercial supplier produces inks formulated for
direct use in industrial applications (referred to as AgNW-30). All nanowires
are produced by the polyol synthesis method.
Figure 4.4 gives characterisation data for the length and diameter distri-
butions of the AgNW-30 material (used for the studies presented in Chapters
6 and 7). The TEM imaging used to obtain the diameter distribution was
provided by courtesy of the Instituto de Carboqu´ımica in Zaragoza, Spain.
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Figure 4.4: A. Representative AFM height image used to measure the AgNW-
30 length distribution (scale bar is 25 µm). B. Length distribution of AgNW-
30 material with a fitted lognormal distribution function (with mean length
〈L〉 = 12.4 µm and standard deviation σL = 4.5 µm). C. Representative TEM
image used to measure the diameter distribution. Data courtesy of the Insti-
tuto de Carboqu´ımica, Spain. D. Diameter distribution with a fitted normal
distribution function; 〈D〉 = 30 nm and σD = 4 nm. Three measurements of
the diameter on each of thirty nanowires were made.
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The as-received dispersion was drop cast onto a TEM grid with no dilu-
tion, and the solvent allowed to evapourate. The AFM samples were prepared
by spin coating a dispersion obtained by dilution of the as-received material
by 0.25:10 by weight in iso-propanol (propan-2-ol, IPA) at 3000 rpm for 30 s
onto a glass cover slip. Four 100 µm×100 µm scans were obtained at different
areas of the sample. Measurement of the nanowire lengths was performed
using ImageJ [120].
Figure 4.5 shows the presence of a residual layer of capping polymer on
the nanowire surface, as reported in other work (e.g. Figure 1D of [108]).
This layer appears to be in the region of 3 − 5 nm thick, and will act as
a tunnelling barrier at nanowire-nanowire junctions, increasing the average
junction resistance. However, this layer may also act as a diffusion barrier to
atmospheric contaminants that can react with the silver surface (e.g. oxygen
and sulfur-containing compounds).
Figure 4.6 shows UV-Visible transmittance spectra for a diluted disper-
sion of AgNW-30, as well as for a film with a sheet resistance of 100Ω−1.
It is evident that the surface plasmon resonance peak is shifted between the
two spectra. This is due (at least in part) to the differing refractive indices
of the dispersion solvent (IPA) and air. Also, it is possible that the film
exhibits some variation due to the proximity of the silver nanowires to the
glass surface.
Calculation of CIE (International Commission on Illumination) colour
coordinates from the UV-Visible spectrum for the film data in Figure 4.6
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Figure 4.5: TEM image illustrating the presence of a residual polymer cap-
ping layer on the nanowire surface. The scale bar represents 20 nm. Data
courtesy of the Instituto de Carboqu´ımica, Spain.
may be performed using standard observer curves and a spectral power dis-
tribution curve for a chosen light source (e.g. daylight or fluorescent indoor
lighting) [121]. A ‘perceptual difference’ in colour (as observed by the human
eye) may be calculated (in the L∗a∗b∗ colour space) by;
∆E =
√
(∆L∗)2 + (∆a∗)2 + (∆b∗)2, (4.2)
which, for the case of the 100Ω−1 film shown, is less than the “just per-
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Figure 4.6: UV-Visible spectra for a diluted AgNW-30 dispersion (0.25:10
by weight in IPA) and a spray coated film of AgNW-30 (from the same
dispersion) with a sheet resistance of 100Ω−1.
ceivable difference” threshold ∆Emin ≈ 2.3 for both D65 (daylight) and F11
(fluorescent) standard illumination. This means that AgNW-30 films ex-
hibit no visible ‘tint’, which is an issue with materials such as PEDOT:PSS
(see Figure 6A of [37]), and therefore AgNW films used in displays or touch
sensors will not influence the colour reproduction of the display device.
4.2.2 Graphene
Graphene powders were purchased from Thomas Swan, and utilised in the
study described in Chapter 8. The powders are produced by liquid exfoli-
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ation of graphite, following the work of the Coleman group [122–126], and
subsequent drying.
Figure 4.7 shows an SEM image of the powder particulates. The material
was re-dispersed in acetone (to a concentration of 0.2 mg ml−1) and drop cast
onto a conductive ITO-PET substrate.
Dispersions of graphene in acetone were progressively diluted and the
Figure 4.7: SEM image of purchased graphene powder deposited on ITO-
PET. Visible are large aggregates approximately 10µm across and smaller
flakes that are between 100 nm and 500 nm in size, and visibly thinner. The
scale bar represents 2µm. Data courtesy of Alice King.
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Figure 4.8: Optical absorbance A/l at 660 nm and 550 nm against concen-
tration for acetone-graphene dispersions. The gradient of the plot gives the
extinction coefficient ε, which allows the concentration of an arbitrary dis-
persion to be determined.
optical absorbance at 660 nm and 550 nm wavelength was measured. Plot-
ting absorbance against concentration yields a linear plot (see Figure 4.8).
Application of the Beer-Lambert law suggests that the data have the form
A/l = εC; where ε is the extinction coefficient (units ml mg−1 m−1), C
is the concentration (units mg ml−1) and l is the path length of the cu-
vette (units m). For the data of Figure 4.8 ε660 = 1095 ml mg
−1 m−1 and
ε550 = 1120 ml mg
−1 m−1.
In order to improve the level of exfoliation the dispersion was ultrasoni-
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Figure 4.9: A: AFM height image of graphene deposited from a processed
dispersion (ultrasonication followed by centrifugation). The scale bar is 1µm
B: Pixel height histogram for the image in A demonstrating the average
particle height of 2.8 nm (the large histogram peak represents the substrate).
Inset. Line profile illustrating the presence of larger particles between 10 nm
and 100 nm thick.
cated for 1 h in a Fisher Scientific FB15051 sonic bath at room temperature,
followed by centrifugation at 1000 g (2500 rpm) for a further 1 h. The final
dispersion had a concentration of 20 µg ml−1 (determined by the dispersion
absorbance at 660 nm) consisting of a high proportion of thin flakes as demon-
strated in Figure 4.9, with approximate dimensions of 50− 200 nm long and
2.8 nm thick.
74
Chapter 5
Computational Techniques
5.1 Percolation Simulations
The simulations developed for this work are based on the algorithm of Li and
Zhang [127]. The simulation domain is subdivided into boxes of equal size
which are randomly occupied with nanowires. The position of each nanowire
centre within the domain and the nanowire orientation relative to the x-
direction are uniformly distributed. Figure 5.1 shows the basic simulation
geometry.
Calculation of nanowire intersections is the most computationally costly
simulation step. A naive algorithm may calculate the intersection point of
each nanowire with all others in the domain (treating them as lines), and
determine whether each point lies on the line segments representing the
corresponding nanowire pair. This algorithm scales poorly (O(n2) for n
nanowires). The reason for registering each nanowire to a “box” is that
only nanowires in adjacent boxes need to be evaluated for intersections [127].
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Figure 5.1: Diagram of the percolation simulation domain. The total simula-
tion area is divided into boxes within which nanowires are registered. When
checking a given nanowire (bold blue) for intersections only nanowires in ad-
jacent boxes (shaded area, bold green nanowires) need to be checked. The
resistance is calculated between the top and bottom rails (red) which have a
defined injected current I as described in Section 3.2.2.
Once all nanowire intersections have been determined the graph Adja-
cency, Incidence and Weight matrices are assembled (A, U˜ and W respec-
tively. The Degree matrix D can be generated by summing rows or columns
of the Adjacency matrix). These matrices are treated as sparse-types in
Matlab which yields improved memory usage and allows use of optimised
algorithms for sparse matrices (such as Cholesky Decomposition). During
this assembly procedure nanowire-nanowire junctions are treated as an extra
edge with weight w = 1/rjunction, where rjunction represents a nominal value
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for the orientationally-averaged junction resistance. In the physical systems
there will be a distribution of junction resistances (as measured experimen-
tally by [128]), and so the simulation code can be extended to sample from
an arbitrary distribution rather than a fixed value, if desired.
Prior to evaluation of the network resistance, measured between the top
and bottom rails shown in Figure 5.1, the graph is conditioned using two
algorithms. A forward scanning search from the rails removes any isolated
clusters of vertices and edges. Subsequently dangling bonds (vertices con-
nected to one or fewer other vertices) are iteratively pruned. These steps are
necessary since the calculations described in Section 3.2.2 rely on the graph
being connected; if there are multiple disconnected components to the graph
then the denominator term detL(i|i) in Equation (3.18) becomes zero [116].
The graph Laplacian may be assembled using either A and D, or U˜ and
W . From this the network resistance is calculated using Bapat’s method
described in Section 3.2.2 (using the optimisation described in Appendix B).
Optionally, the Ohmic power dissipation is calculated using the incidence
factorisation of L. A current vector i is assembled as described in Section
3.2.2 and the equation Lv = i is solved iteratively for the vertex poten-
tials vector v. The edge-wise currents ie = WU˜
Tv and edge-wise potential
differences xe = U˜
Tv are evaluated; their element-wise product gives the
power dissipated in each edge. Figure 5.2 gives example output from these
calculations.
There is a possibility to modify the nanowire orientational distribution in
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Figure 5.2: Percolation simulation results showing the distribution of current
(left) and dissipated power (right) across a 500 µm× 500 µm area.
the simulations to induce a level of alignment centred on an arbitrary direc-
tion. This would allow modelling of films produced by high-shear deposition
methods (such as slot die or rod coating) which have a high anisotropy in their
measured sheet resistance due to orientational alignment [129]. Methods to
reduce this anisotropy would prove valuable to industry for high volume pro-
duction, and therefore would be of interest for subsequent work.
5.2 Verification of Simulation Performance
Simulations as described above are coded in Matlab (R2013A and R2015A)
and run on a workstation with a 3.4 GHz Intel i7 8 core processor and 8 GB
RAM (with additional 10 GB pagefile). Figure 5.3 gives a set of example
data produced by the simulations.
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conductivity at the percolation threshold. E,F: Finite-size scaling of the
“effective” percolation threshold and percolation transition width.
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Figure 5.3A shows the variation of sheet resistance with normalised
nanowire density (η/ηC − 1). The gradient of the log-log plot is the scaling
exponent m, as indicated. Figure 5.3B shows the length distribution used
during network generation; the mean length and standard deviation are set
to closely approximate the length distribution of the nanowires used in ex-
periments (see Chapter 4). Figure 5.3C shows an example of the generated
nanowire geometry (grey) with the identified electrical network (blue) joining
the top and bottom rails (green). The scale bar is 40 µm.
Figure 5.3D shows the finite-size scaling of the sheet resistance at the
percolation threshold. The gradient of this plot is the ratio of the conduc-
tivity exponent m and the correlation length exponent ν (which is equal to
4/3 in two-dimensions [22]). Figure 5.3E shows the variation of the per-
colation probability (the fraction of realisations which produce a spanning
network) with both density and domain size L. It is seen that as L increases
the effective percolation threshold shifts towards x = 0 (corresponding to
ηC(∞) = ηC), and the width W of the transition decreases. The effective
threshold ηC(L) is taken as the density where the percolation probability is
equal to 0.5. It is understood that both ηC(L) − ηC and W scale with the
domain size as L1/ν [130]. This is verified in Figure 5.3F; sets of data for
both parameters are plotted, and the average gradient (exponent) is shown;
there is direct agreement with the theoretical value ν = 4/3. From the values
m/ν and 1/ν determined in Figure 5.3D and F we find that m = 1.30± 0.07
in excellent agreement with the value from Figure 5.3A.
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Figure 5.4: Variation of the conductivity exponent m (measured by nanowire
density variation, as in Figure 5.3A) with the ratio of junction resistance RJ
to nanowire resistance Rl = 〈l〉ρ (labelled as Rs in [131]; ρ = 22.4Ω µm−1
calculated from the resistivity of bulk silver for a wire with 30 nm diameter).
Following the work of Li and Zhang [131] the variation of m with the
junction resistance RJ is investigated; results are shown in Figure 5.4. The
data are fitted with m = m0 +A erf(log10RJ/Rl) (by a least squares regres-
sion), with optimised parameters m0 = 1.320± 0.001 and A = 0.105± 0.001.
While these values agree well with the results presented in [131] (m0 =
1.314± 0.002 and A = 0.108± 0.003) their uncertainties do not overlap.
It is interesting to note the range of variation ofm; between approximately
1.2 and 1.4 depending on the relative magnitude of the junction resistance.
This contrasts with the very large range of values reported for the percolative
exponent in the literature (e.g. [78] gives values between 0.6 and 2.5).
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The data in Figure 5.3 shows that the present simulations are consistent
with multiple predictions from percolation theory, and with simulation results
from the literature. In subsequent chapters this simulation architecture is
used alongside experimental data for silver nanowire systems and further
theoretical predictions to elucidate relationships between film microstructure
and macroscopic properties of design interest.
Further development directions are described in Chapter 9. The coupling
of a thermal model to these electrical simulations is of particular interest,
as it should allow a deeper understanding of the operation and failure of
nanowire networks under current flow.
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Chapter 6
Predicting the Opto-electronic
Performance of Nanowire Films
by Control of Length
Polydispersity
Established T-R models, such as the bulk model of [20] and percolative model
of [21], are inherently descriptive rather than predictive. The models feature
some figure of merit or material property that must be measured from T-R
data which is used for comparing candidate materials for a given application.
However, they are unable to predict how variation of the physical properties
of a given material affect that material’s performance.
In this chapter it is demonstrated that the optoelectronic properties of
percolating thin films of silver nanowires (AgNWs) are predominantly depen-
dent upon the length distribution of the constituent AgNWs. A generalized
expression is derived to describe the dependence of both sheet resistance and
optical transmittance on this distribution. The relationship is experimentally
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validated using ultrasonication to controllably vary the length distribution.
Ultrasonication is the process of applying high pressure acoustic waves to
a dispersion, causing the appearance and evolution of bubbles of dissolved
gases. These bubbles are either stable (oscillating in phase with the driving
acoustic pressure field) or unstable (growing until they collapse, causing very
large flow forces and local temperature increases). It has been demonstrated
that the flow field induced by these bubbles is capable of “cutting” rod-like
nanomaterials such as silver nanowires [132]; a process termed ultrasonic
scission.
The results presented in this chapter have implications where nanowire-
based films are a desirable material for transparent conductor applications; in
particular when application-specific performance criteria must be met. It is
of interest to have a simple method to generalize the properties of percolating
films from an understanding of the base material as this will speed up the
optimisation process. It is anticipated that these results may aid in the
adoption of nanowire films in industry, for applications such as touch sensors
or photovoltaic electrode structures.
6.1 Model Derivation
From continuum percolation theory we have a percolative scaling relation for
sheet resistance RS that depends on the nanowire density measured by the
84
filling factor ηs;
RS = M
′(ηs − ηs,c)−m, (6.1)
where M ′ is a material constant; m is the percolative exponent of conductiv-
ity (which has a nominally universal value of m = 1.30 in two dimensions).
As discussed in Section 3.1 the filling factor is defined as the total squared
length of rods per unit area of the substrate. This measure is convenient since
the percolation threshold density, ηs,c = 5.6372... [111], is expected to be
universal for all rod-like objects and independent of their length distribution.
We can relate ηs to the area fraction φs (the total projected area of objects per
unit area of the substrate) by φs = ηsd〈l〉/〈l2〉, and by inversion of Equation
(6.1) relate the area fraction to the sheet resistance;
φs =
d〈l〉
〈l2〉
[(
M ′
RS
)1/m
+ ηs,c
]
. (6.2)
In order to relate the area fraction to the film transmittance we modify
the Beer-Lambert Law;
A = − log10(T ) = εcx, (6.3)
where ε is a molar extinction coefficient, c is a molar concentration and x
is a path length. By elimination of Avagadro’s Number from the definitions
of ε and c this can be re-cast in a per-particle manner (with an extinction
cross section per particle σ and a number density nv). It is typical to specify
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the extinction coefficient of rod-like particles per unit length rather than
per particle [98] (which will be referred to as σext = σi/li where i indexes a
particle). This requires the consideration of the total length of nanowires per
unit volume of the film to evaluate T .
Taking the film area to be equal to L2 and the path length x = t, the film
thickness;
A = σnvx = σext
t
L2t
∑
i
li =
σext
d
φs, (6.4)
where the final relation utilises the definition of the area fraction φs given in
Section 3.1.3. Substitution back into Equation (6.3) and solving for T yields;
T = 10−Qextφs , (6.5)
where Qext = σext/d is the dimensionless extinction efficiency.
Combining Equation (6.2) with Equation (6.5) yields a T-R expression;
T = 10
−Qext d〈l〉〈l2〉
[(
M′
RS
)1/m
+ηs,c
]
. (6.6)
6.1.1 Comparison with Literature
First it is worth examining Equation (6.5). The expression derived here is
identical to that presented by [24] except for a difference in logarithmic base
(base-10 vs. base-e). The evidence given by Khanarian et al. for the base-e
form (Figure 2 in [24]) consists of plots of transmittance as a function of area
fraction φs, however the area fraction is calculated from the transmittance
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and therefore the measurements are not independent. If we look to the work
of Bergin et al. [18] we find similar plots where the area fraction is inferred
from the particle length and diameter distributions and the mass per unit
area of deposited nanowires.
Considering the Taylor expansion of Equation (6.5) we have that T ≈
1− ln (10)Qextφs, which is the same form suggested by [18];
T/% = 100− a1φs, (6.7)
where a1 is a fitting constant. Comparing terms suggests that;
a1/% = 100 ln (10)Qext. (6.8)
The fitted value for data given by [18] is a1 = 87. Finding that Qext =
0.37± 0.04 for nanowires with d = 42 nm on a glass substrate at 550 nm
(evaluated by FDTD simulations, as described in Section 2.2.4) we determine
that a1 = 85± 9, in excellent agreement with [18]. Figure 6.1 is adapted
from Figure 4(A) of [18], including the prediction based on Equation (6.5)
for comparison.
Next, consider the limit of Equation (6.6) as RS →∞ (i.e. at the percola-
tion threshold). Prior T-R models (both the Bulk model and the percolative
model described by De et al. [21]) have that T → 1 in this limit; this is
physically incorrect since it is clear that at the percolation threshold there
exists a finite quantity of the percolating material on the surface. This idea
87
that there exists a “critical transmittance” has been noted by others [18, 23,
24]. In the present model we see that the limit RS →∞ yields;
Tc = 10
−Qext d〈l〉〈l2〉ηs,c , (6.9)
where Tc denotes the critical transmittance described above. Note that the
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Figure 6.1: Modified version of Figure 4(A) from [18] showing the relationship
between film transmittance and area coverage for multiple nanowire samples
of different lengths but approximately constant diameter (see [18] for full de-
tails). The black line shows the inset relationship plotted with a1 = 87 (from
[18]) and the grey shaded area shows the bounds of the approximation based
on the present theory which yields a1 = 100 ln (10)Qext = 85± 9 (based on
FDTD calculations of Qext). The shaded region encapsulates approximately
60 % of the data.
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quantity Tc is necessarily (and correctly) less than 1, and we have the pre-
diction that the maximum obtainable transmittance of a film decreases with
increasing nanowire diameter and decreasing mean length. This is because
Qext is monotonic in d (though not linear), and 〈l2〉/〈l〉 scales with the mean
length 〈l〉. Both predictions are consistent with the literature [18].
Considering the opposing limit where RS is small so that (M
′/RS)1/m 
ηs,c;
T = 10
−Qext d〈l〉〈l2〉
(
M′
RS
)1/m
. (6.10)
Taking a first-order expansion of Equation (6.10);
T ≈ 1− ln (10)Qextd〈l〉〈l2〉
(
Z0
RS
)1/m(
M ′
Z0
)1/m
. (6.11)
Taking the equivalent expansion of the T-R expression due to De [21] yields;
T =
[
1 +
1
Π
(
Z0
RS
) 1
1+n
]
, (6.12)
≈ 1− 2
Π
(
Z0
RS
) 1
1+n
. (6.13)
By comparison of Equations (6.11) and (6.13) we see that the percolative
figure of merit Π can be expressed as;
Π =
2
(
Z0
M ′
)1/m
ln (10)Qext
〈l2〉
d〈l〉 , (6.14)
provided that the exponent 1 + n = m.
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6.2 Experimental Measurements
Dispersions of AgNW-30 material were prepared by dilution of the as-received
material by 0.25:10 by weight in IPA to produce a dispersion suitable for
spray deposition. The dispersions were ultrasonicated in a sonic bath (Fisher
Scientific model FB15051, 300 W nominal output on swept-frequency mode)
for varying durations between 0 and 1200 s. Each dispersion was sampled
by spin coating three drops onto a glass cover slip (standard 18 mm square
type) at 3000 rpm for 20 s for AFM analysis of the length distribution. As
described in Section 4.2.1, four AFM scans of 100 µm × 100 µm were taken
for each sample and length distributions measured using ImageJ [120].
Transmittance-sheet resistance curves were measured for each dispersion
on substrates divided into three segments by bar electrodes of conductive sil-
ver paint (Agar Scientific). Transmittances were measured using a CamSpec
M350 spectrophotometer and resistances were measured using a digital mul-
timeter (Fluke) for each sample segment; therefore for each dispersion three
sets of T -R data were obtained. Values of T are corrected for the substrate
transmittance using a measurement of the substrate prior to deposition of
the nanowires.
T -R data sets were fitted with Equation (6.6) using the parameters m,
M ′ and 〈l2〉/〈l〉 as fitting parameters. Averages and standard deviations of
each parameter were calculated.
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Figure 6.2: Plot of nanowire mean length and standard deviation as a func-
tion of sonication time, measured from AFM data. Inset: Plot of stan-
dard deviation against mean length, illustrating an approximate relationship
σl ≈ 0.5〈l〉.
6.3 Results and Discussion
Figure 6.2 shows the effect on the nanowire length distribution of prolonged
ultrasonic treatment. We see that both the mean and standard deviation
decrease in an apparently exponential way, while maintaining an approxi-
mate relationship of σl ≈ 0.5〈l〉. This suggests that the length distribution
parameter 〈l2〉/〈l〉 ≈ 1.25〈l〉.
A similar sonication study was performed by Sorel et al [78] for nanowires
with a larger diameter (d = 84 nm), however only the mean length of the
nanowires is given. The results presented in [78] suggest that the mean length
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decays according to a power law, citing a model presented in [133]. While
this model appears to fit well with the data of [78] the fit is less convincing in
the original study of [133] (although that study is for single-walled CNTs).
Figure 6.3 compares the proposed power law model to an exponential
decay with a zero offset term for the mean length data of Figure 6.2. Each
model is fitted to the data using a least-squares method. In order for both
models to be fitted to the complete data set (8 points), the value of 〈l〉 at
t = 0 is considered with t = 1 s. The two models are defined as;
〈l〉 = At−b, (6.15)
〈l〉 = Ce−dt + E, (6.16)
where A and b are the power law proportionality constant and exponent; C,
d and E are the decay proportionality constant, decay constant, and offset.
In order to determine which model is most appropriate, given the differing
number of fitting parameters, the Corrected Akaike Information Criterion
(AICc) [134] is calculated;
AICc = χ2 + 2k +
2k(k + 1)
n− k − 1 , (6.17)
where k is the number of fitting parameters; n is the number of data points.
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Figure 6.3: Comparison of the models described in Equations (6.15) (power
law decay) and (6.16) (zero-offset exponential decay). The experimental data
is that given in Figure 6.2.
The parameter χ2 is given by;
χ2 =
n∑
i
(〈l〉i − f(ti))2
∆2i
, (6.18)
where 〈l〉i, ti represent the experimental data pairs; f(ti) represents the value
of the fitted model at ti; ∆i is the uncertainty in the experimental value of 〈l〉i.
This criterion rates different models based on their goodness of fit (measured
by χ2) and penalises over-fitting (the use of too many fitting parameters)
using the terms in k. The model with the smallest value of AICc should be
given preference.
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Based on the data in Figure 6.3 we calculate that for the power law decay
model AICc = 13.7, and for the offset exponential decay model AICc = 12.1.
This means that, for the present data, we reject the power law decay model.
Figure 6.4A illustrates the fitting of Equation (6.6) to an experimental T -
R data set. The value of Tc is indicated. The inset replots the data on log-log
axes with RS plotted against log T/ log Tc− 1 (which is equal to ηs/ηs,c− 1).
The percolative region can be distinguished from the “bulk” region of the T-
R curve based on the gradient of this plot; the percolative region has gradient
−m (the percolative exponent) and the bulk region has a gradient of −1.
Moving forward, measured T-R data series for a set of sonicated disper-
Figure 6.4: A: Typical T-R data for a film prepared using unsonicated
AgNW-30 material. The critical transmittance is calculated to be 99.1 %.
Equation (6.6) is fitted to the data, giving fitted values of M ′ = 1800Ω−1
and m = 1.33± 0.04 (Π = 420); the inset shows the same data on a log-log
plot of RS against log10 T/ log10 Tc − 1. B: A phase-contrast AFM image of
a silver nanowire network with T (550 nm) = 98.6 % and RS = 10 kΩ−1.
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sions are fitted using the present T-R model of Equation (6.6) (as described in
the previous Section). The fitted value of the distribution parameter 〈l2〉/〈l〉
is plotted as a function of sonication time in Figure 6.5. Also shown are
points calculated from the AFM measurements of 〈l〉 and σ given in Fig-
ure 6.2. An offset exponential decay model with the same form as Equation
(6.16) is fitted to the T-R data. This is motivated by the fact that σ ∝ 〈l〉
so 〈l2〉/〈l〉 ∝ 〈l〉, in an approximate sense.
There is evidently a very high degree of agreement between the AFM
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Figure 6.5: Values of the length distribution parameter 〈l2〉/〈l〉 derived from
fits of Equation (6.6) to experimental T-R data series for AgNW-30 dis-
persions after ultrasonic treatment. Also shown are values calculated from
the AFM measurements of the length distributions in Figure 6.2. An off-
set exponential decay model (Equation (6.16)) is fitted, with parameters
C = 11.2 µm, d = 0.004 s−1 and E = 0.85 µm.
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and T-R measurements indicating that the presented T-R model correctly
accounts for variability in AgNW film performance under changes to the
length distribution of the nanowires.
The zero-offset constant of the fitted curve in Figure 6.5 is E = 0.85 µm;
this suggests that there is a minimum length which the nanowires can be cut
to by ultrasonic scission. This is consistent with the work of Huang et al.
[132] who predict that the minimum length is given by;
Lmin =
√√√√ d2σ∗
2ηsol
(
R˙i
Ri
) , (6.19)
where σ∗ is the tensile strength of the nanorod; ηsol is the viscosity of the
solvent; R˙i and Ri are the cavitation bubble collapse rate and radius, re-
spectively. Utilising the approximate cavitation parameters R˙i/Ri ≈ 108 s−1
[132], the viscosity of the solvent used (ηIPA = 0.002 Pa s at room tempera-
ture), and assuming that 〈l2〉/〈l〉 ≈ 1.25〈l〉 we find that Lmin ≈ 0.8 µm; in
very good agreement with the fitted value of E = 0.85 µm.
To illustrate qualitatively how nanowire length affects film performance
two films with comparable sheet resistance (60Ω−1) were prepared with
both unsonicated (〈l〉 = 12.4 µm) and sonicated (〈l〉 = 1.54 µm) AgNW-
30 material. Photographs of the films are shown in Figure 6.6A and B,
respectively.
The film of Figure 6.6A has a higher transmittance than that of the film
in B. This can be seen in the line profile of the image intensity in Figure
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6.6C; the maximum value (corresponding to the white background) is higher
for the unsonicated nanowire material. From T-R curves of each material,
we expect T (unsonicated) ≈ 97 % and T (sonicated) ≈ 84 %.
The unsonicated film also has a lower haze which can be qualitatively
seen from the apparent image contrast in Figure 6.6C; the intensity ratio of
light to dark areas is reduced in the sonicated material film. Both of these
effects are related to the fact that the film with the shorter nanowires (film
B) has a significantly higher density of material, as evidenced by the AFM
data in Figure 6.6D and E.
6.4 Conclusions
This chapter presents the origins and application of a new model describing
the transmittance-sheet resistance relationship for nanowire films (Equation
(6.6)). This model more correctly describes the film behaviour near the
percolation threshold than existing models. The model also describes the
effects of variation in the length distribution.
A percolative figure of merit, comparable to that existing in the literature
[21], is derived that clearly shows the influence of nanowire diameter and
length distribution on film performance.
It has been demonstrated that fitting of the model to experimental T-
R data yields accurate information about the nanowire length distribution
(given the diameter is known) in the parameter 〈l2〉/〈l〉. Consequently it
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is also possible to predict film performance given an understanding of the
microscopic properties of the nanowire material.
This type of control may prove useful in situations where optimization
of multiple parameters is of interest. For example, sacrificing some trans-
mittance to increase film scattering is a useful feature in photovoltaic trans-
parent electrodes as increased light coupling into (and light trapping within)
the device is important [135]. Also the higher area coverage of nanowires on
the surface will enhance the collection efficiency of photo-generated charge
carriers at the electrodes.
In terms of processing control the process of ultrasonic scission is depen-
dent on nanowire diameter and solvent viscosity [132] and will likely also be
influenced by the dispersion concentration as well as other factors. This gives
a broad range of control parameters for optimization of film materials, com-
plementing the use of hybrid-type films in transparent electrode applications
[48, 136].
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Figure 6.6: A: Unsonicated AgNW-30 film with 〈l〉 = (12.4± 0.1) µm and
σ = (4.5± 0.1) µm. B: Sonicated AgNW-30 film with 〈l〉 = (1.54± 0.03) µm
and σ = (0.89± 0.03) µm. C: A plot of pixel intensity (grayscale value in
the range [0,255]) along the line segment shown in B. D: AFM height image
of the film in A. E: AFM height image of the film in B. AFM scale bars are
5 µm.
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Chapter 7
The Effect of Finite-size Scaling
in Practical Silver Nanowire
Devices
Many devices which make use of transparent conductive films also require
the films to be patterned. This patterning (often done using chemical etching
or laser ablation) is used to create functional structures such as capacitive
touch sensors or LCD pixel electrodes.
As touch screen devices have become more complex the feature density of
these patterns has increased drastically. For the case of touch sensors early
variants used two transparent electrode layers (either on different substrates
or each side of a single substrate) patterned to form a set of crossed bars
giving positional information. Sensing of touch events was performed by
measuring the capacitance change due to a person’s finger over the crossing
point of an electrode pair. More modern designs utilise single electrode layers,
patterned into a set of diamond-shaped pads, with small conductive bridges
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used to form electrode lines in two perpendicular directions. Finally, current
state-of-the-art devices utilise a fully single layer design where densely-packed
tracks are used to connect sensor pads without the use of conductive bridges.
With the progression of touch sensor design has come a steady decrease in
the required scale of conductive features; modern single layer sensors utilise
tracks on the order of 100 µm or less.
Finite-size scaling, as briefly described in Chapter 3, is a behaviour pecu-
liar to percolative systems that is not observed in continuous film materials
such as ITO or PEDOT:PSS. The effect is that as isolated structures or pat-
terns decrease in size there is a marked increase in sheet resistance, but only
below a threshold size. This size is determined by the length distribution of
the constituent nanowires (or equally nanotubes or other rod-like particles)
as well as their density.
Some effects of finite-size scaling have been noted experimentally in pre-
vious work [3]. However the observed behaviour has not been linked to
finite-size scaling theory in any quantitative way.
This chapter describes observations of this effect in experiment and sim-
ulations (described in Chapter 5). An application of the theoretical scal-
ing function described in Chapter 3 is used to determine an expression for
the “minimum feature size” for a given nanowire film, characterised by the
nanowire length distribution and T-R curve.
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7.1 Experimental Measurements
Film preparation and characterisation was carried out using the same pro-
cedures described in Chapter 6. Glass substrates approximately 100 mm ×
50 mm were spray coated with silver nanowires (AgNW-30 material) at a
sheet resistance of approximately 100Ω−1.
Laser patterning of the AgNW films was performed by M-Solv Ltd. The
laser ablation process was performed using a 1064 nm laser (SPI G4 20W HS
series laser) with an 18 ns pulse duration (FWHM), operating at 100 kHz.
The beam was focused through a telecentric F-theta lens and manipulated
through a galvanometer scanner (ScanLab). Single shot laser ablation is
overlapped utilising the scanner to produce electrically isolating scribes in
the film material. The pattern is defined by a CAD drawing and separated
into a number of tiles because of the limited scan field. These tiles are
stitched together using step movements of an X-Y sample stage. The CAD
design comprises an array of narrow tracks 30, 45, 60, 75 and 100µm wide
with contact pads at either end. The processing is described in detail in [87].
Similar test structures were also prepared using ITO on glass at a com-
parable sheet resistance.
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7.2 Results and Discussion
Aspects of the percolation scaling of AgNW films which are relevant to the
finite-size scaling (FSS) behaviour can be deduced from transmittance-sheet
resistance (T-R) measurements. As described in Chapter 6, a T-R model can
be developed that is designed to describe the behaviour of rod-like percolat-
ing transparent conductor materials (such as metallic nanowires or carbon
nanotubes) taking account of their length distribution;
T = 10
−Qext d〈l〉〈l2〉
[(
M′
RS
) 1
m
+ηs,c
]
, (7.1)
= Tc10
−Qext d〈l〉〈l2〉
(
M′
RS
) 1
m
, (7.2)
Tc = 10
−Qext d〈l〉〈l2〉ηs,c , (7.3)
where T is the film transmittance; Qext is the nanowire extinction efficiency
(calculated using finite difference time domain (FDTD) simulations [101]); d
is the nanowire diameter; 〈l〉 and 〈l2〉 are the mean length and mean squared
length of the nanowires; M ′ and m are parameters describing the power law
dependence of the sheet resistance RS on film density (proportionality con-
stant and critical exponent, respectively); ηs,c = 5.6372... is the continuum
percolation threshold filling factor for rods on a 2-dimensional plane [111],
as in Section 6.1.
Fitting of this model to experimental T-R data has been demonstrated
in Figure 6.4.
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Figure 7.1: A: AFM length histograms for both unsonicated nanowires (N =
87) and nanowires treated by ultrasonication for 180 s (N = 88). The fitted
length distributions have 〈l〉 = (12.4± 0.1) µm and σ = (4.5± 0.1) µm for the
unsonicated material and 〈l〉 = (2.29± 0.04) µm and σ = (1.43± 0.04) µm
for the sonicated material. Inset are representative AFM height images.
B: Values of 〈l2〉/〈l〉 obtained from fits of Equation (7.1) to T-R data for
material obtained by mixing the (un)sonicated materials. Also shown is the
film transmittance at 100Ω−1 at 550 nm.
In this study, two populations of nanowires are mixed in order to control
the mean length and mean squared length of nanowires in the system. Un-
sonicated nanowires (〈l2〉/〈l〉 = (14.0± 0.1) µm) and nanowires sonicated for
180 s (〈l2〉/〈l〉 = (3.2± 0.1) µm) are used. Figure 7.1A shows the measured
length distributions for both populations of nanowires. Inset are representa-
tive AFM images used for the measurements (the procedure used is described
in Section 6.2).
Figure 7.1B shows the value of 〈l2〉/〈l〉 obtained from fits of Equation
(7.1) to T-R data for nanowire populations with varying volume mixing ra-
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tio between 0 to 50 %. The dashed line represents the theoretical value based
on a weighted average of the measured values for the two populations (from
Figure 7.1A). Also shown are the film transmittances at 100Ω−1 illus-
trating that addition of shorter nanowires (i.e. reducing 〈l2〉/〈l〉) decreases
film transmittance, and hence performance, at a fixed sheet resistance (as is
evident from the percolative figure of merit Π given by Equation (6.14)).
Large area films (approximately 5 cm × 10 cm) of AgNWs on glass sub-
strates are patterned by laser ablation to produce a set of “dog bone” track
structures which have a conductive region of width w (and length l  w)
electrically isolated from the rest of the film material. Figure 7.2A shows
a characteristic optical micrograph of an isolated track structure from this
study. The process of laser ablation of nanowire materials is described in
detail elsewhere [137].
For each value of w tested the average sheet resistance (and standard
deviation in the sheet resistance) is measured over 21 samples to investigate
the statistical effect of confining percolating nanowire films to narrow geome-
tries. These experiments are compared to electrical percolation simulations
of nanowire films in narrow-track geometries.
As discussed in Chapter 3 any variable σ in a percolation problem that
scales according to σ = σ0(p − pc)χ in the infinite domain limit can be
described by Equation (3.7) [114] (repeated below for reference);
σ(p, L) = L−
χ
ν X
[(
p
pc
− 1
)
L
1
ν
]
,
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Figure 7.2: A: Optical micrograph of a laser patterned AgNW film on a
glass substrate, with a track structure which is 65µm wide. B: Example
simulation of a nanowire film; the red area denotes the “track” region along
which the resistance is calculated (between top and bottom edges of the
domain). C: Comparison of measurements and simulations of the film sheet
resistance as a function of track width for unsonicated AgNWs. Data for
a comparable commercial ITO film is also shown. Each experimental data
point was averaged from 21 individual measurements, with statistical outliers
removed. Each simulation data point is averaged from 50 generations.
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where L is the smallest linear dimension of the domain normalised to the
bond length or lattice spacing; χ is the scaling exponent of the property σ;
ν is the finite-size scaling exponent which takes a universal value of 4/3 for
two-dimensional systems; p is the occupation probability (in a bond or site
percolation problem); pc is the critical occupation probability for percolation,
also known as the percolation threshold. The FSS function X[x] is expected
to be universal for all systems with the same dimensionality and boundary
conditions, provided a suitable non-universal “metric factor” is applied to its
argument [114].
Equation (3.7) is framed in terms of lattice percolation. However we know
from the study of [127] that there is good evidence that the finite-size scaling
function X is universal to both lattice and continuum percolation models. As
such a change of variables should allow similar analyses on both simulation
data and experimental measurements within the FSS theory framework.
We first identify the percolation parameter of interest σ as 1/RS (and so
χ → m). For continuum percolation of rods we choose the filling factor ηs
(defined in Chapter 3) as a density metric to substitute for p. From the work
presented in Chapter 6 it is established that the term ηs/ηs,c−1 is equivalent
to log T/ log Tc − 1 (Tc is defined in Equation (7.3)). Lastly, for the lattice
case the domain dimension L is normalised to the lattice spacing; for the
continuum case considered by [127] the (uniform) length of the rods was
used to normalise L. For the present case we do not have rods of uniform
length, and therefore must normalise the domain dimension to a statistic
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of the length distribution (e.g. the average length 〈l〉). Deduced through a
process of trial and error (considering the moments of the length distribution
which appear in the expressions used to derive Equation (7.1)) a suitable
substitution is;
L→ w 〈l〉〈l2〉 . (7.4)
Substitution of Equation (7.4) (and the other substitutions described
above) into Equation (3.7) leads to an equivalent continuum expression for
the finite-size scaling effect;
1
RS(T, Tc, w)
= L−
m
ν X[x], (7.5)
L = w
〈l〉
〈l2〉 , (7.6)
x =
(
log T
log Tc
− 1
)
L
1
ν . (7.7)
As can be seen in Equation (7.5) several parameters relevant to the FSS
behaviour can be derived from the T-R curve of a material. Fitting of Equa-
tion (7.1) yields the length distribution parameter 〈l2〉/〈l〉 (and hence the
critical transmittance Tc) and the conductivity exponent m.
Of particular practical importance is the minimum domain size for which
a percolating system behaves as a continuous material. This is directly rele-
vant to device design as we are able to dictate the smallest feature size which
can be produced while maintaining a reliable sheet resistance in AgNW films.
This can be understood by plotting ln (σLm/ν) against ln (x). As demon-
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strated by Margolina and Herrmann [138] we find that the data tend to
a linear relationship for large values of x (corresponding to large domain
sizes and/or high film densities) and negatively deviate from this trend for
lower values (smaller sizes and/or lower densities). The point at which this
deviation becomes significant over many data sets describes the minimum
domain size. The linear relationship itself represents the “infinite limit” film
behaviour and can be practically defined in terms of the parameters m and
M ′. These parameters are derived from T-R fitting of films deposited over
a macroscopic area. Figure 7.3 shows two experimental data sets plotted
according to the FSS description given.
The large-x trend for the data corresponds to the infinite film case of the
percolative scaling;
1
RS
=
1
M ′
(ηs − ηs,c)m,
as given in Section 3.1. This expression can be rearranged into the form
y = ax+ c (dashed lines plotted in Figure 7.3);
ln
[
1
RS(T,∞)L
m
ν
]
= m lnx+ ln
[ηs,c
M ′
]
, (7.8)
where L and x are as defined in Equations (7.6) and (7.7) respectively.
The gradient of the plot corresponds to the percolative exponent of the
sheet resistance. The intercept gives information regarding the material con-
stant M ′. In order to account for the fact that the values of m and M ′ will
vary between different AgNW materials it is sensible to plot only the devia-
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tions of the data from the large-x trend calculated on a data set-wise basis.
Subtraction of Equation (7.8) from a dataset for RS(T,w) on the log-log scale
corresponds to division of the arguments of the logarithm terms;
ln
[
1
RS(T,w)
L
m
ν
]
− ln
[
1
RS(T,∞)L
m
ν
]
= ln
[
RS(T,∞)
RS(T,w)
]
. (7.9)
By defining the value xmin as the point at which nanowire films cease to
behave in a two-dimensional fashion (i.e. have constant sheet resistance) we
can deduce an expression for the minimum physical feature size wmin for a
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Figure 7.3: Experimental R-w data for two different length mixing ratios
plotted according to the FSS Theory description. As can be seen, the two
“infinite film” limits (dotted lines) are different. This is primarily due to
variation of the percolative exponent m.
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given nanowire-based device;
wmin =
(
exmin
log T
log Tc
− 1
)ν 〈l2〉
〈l〉 . (7.10)
Hence, once a value of xmin is determined and a T-R fit applied for a
given material it is possible to predict a minimum acceptable feature size for
a film which is described by an arbitrary point on that material’s T-R curve.
We see from Equation (7.10) that wmin is predicted to scale with the pa-
rameter 〈l2〉/〈l〉. By mixing nanowire populations with two different length
distributions it is therefore possible to manipulate the minimum feature size
to accommodate different device geometries. Figure 7.4A compares plots of
ln [RS(T,∞)]/ ln [RS(T,w)] against ln [x] for both experiments and simula-
tions, aggregating data taken for 0, 10, 25 and 50 % volume ratios of short
(sonicated) to long (unsonicated) nanowires (as defined by the length dis-
tributions in Figure 7.1A). The value of xmin is indicated and agrees well
between the experimental and simulation data sets. The data are plotted
with five-point moving averages (lines) as well as five-point moving standard
deviations (shaded areas). Figure 7.4B shows a plot of the T-R curve for the
0 % mix ratio, alongside the predicted value of wmin from Equation (7.10)
for each value of RS. Figure 7.4C plots the transmittance of AgNW films at
100Ω−1 with the predicted value of wmin as a function of mixing fraction
for the volume ratios considered.
It is evident from the data in Figure 7.4B that this analysis places a
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Figure 7.4: A: Plot of ln [RS(T,∞)]/ ln [RS(T,w)] against ln [x], illustrating
a determination of xmin. Points represent experimental and simulation data;
solid lines are five-point moving averages; shaded areas are five-point moving
standard deviations. B: T-R curve for as-received AgNWs (as in Figure
6.4A), with a comparison to the minimum feature size predicted by Equation
(7.10). Data points represent direct measurements (T-R) and predictions
based on the experimental data (track width). Dashed lines represent values
calculated based on the fitted values of Equation (7.1) to the data. C: Plot
of both the transmittance at 100Ω−1 and predicted minimum feature size
wmin against the volume ratio of short (sonicated) to long (unsonicated)
nanowire dispersions.
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restriction on the size of a film over which a T-R data series may be considered
reliable. For values of RS > 30 kΩ−1 (in this specific case) the sample must
have a minimum dimension in the range of 1 to 10 cm (for measurements of
RS; values of T may be sampled over smaller areas provided that the material
is uniformly deposited).
7.3 Conclusions
An analysis of the finite-size scaling behaviour of practical silver nanowire
films has been demonstrated with consideration given to the effects due to
variation of the nanowire length distribution. We find a design rule that al-
lows a restriction to be placed on the minimum feature size used in a device
design such that the sheet resistance of a large area film is maintained. As a
result it is evident that there is a trade-off available between film transmit-
tance, sheet resistance, and minimum feature size which can be modified by
manipulation of the nanowire length distribution.
We suggest that with a minimum investment in experimental measure-
ments (i.e. collection of T-R data series) it is possible to screen different
nanowire materials in order to find candidates suitable for a given applica-
tion, where a device design already exists. Alternatively such information on
a material may be used to elucidate the implications for device design.
Although it is well established that reducing the mean length of a
nanowire population produces qualitatively “inferior” films (in terms of their
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T-R curves) [10] Figure 7.4C demonstrates the value of mixing short and
long nanowire populations. By sacrificing 1 % of the film transmittance at
100Ω−1 it is possible to obtain 50 % smaller feature sizes (in this specific
case). This type of compromise may prove important in applications where
the feature size and sheet resistance are dominant requirements over the film
transmittance.
Looking towards the most restrictive devices in terms of transparent con-
ductive film parameters, displays such as LCD and OLED panels, we may ask
ourselves; what is necessary to make silver nanowires compatible with such
applications? Modern mobile devices typically have the highest display reso-
lutions, of 400 to 500 ppi (pixels per inch). This corresponds to a pixel pitch
of 50 to 65 µm and therefore sub-pixel elements are likely to be of the order
of 15 to 20 µm in size. For the material used in this study we can suggest
from Figure 7.4B that a film with RS ≈ 10Ω−1 and T = 90 % may be able
to satisfy that requirement. This performance is comparable to that of ITO
films developed recently [139, 140]. For less stringent display applications
such as televisions and computer monitors, where the pixel pitch tends to be
higher (resolution in the range 200 to 300 ppi), we suggest that AgNWs are
in principle able to compete with ITO based on this particular consideration.
While prior demonstrations of LCD cells using AgNW electrodes exist [1] we
believe that this is one of the first indications that these materials may be
compatible with existing device architectures.
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Chapter 8
Silver Nanowire-Graphene
Hybrid Films Produced by
Mechanical Transfer Deposition
There have been numerous reports in the literature of the hybridisation of
silver nanowire films with other conductive nanomaterials [23, 60, 62, 65–
67, 69, 72, 79]. As discussed in Chapter 1 the opto-electronic performance
of AgNW films is already extremely high. This makes them promising for
many applications. However, there exist many application-specific properties
required of transparent electrode structures which AgNWs do not necessarily
meet on their own.
For example, AgNW films have a high haze compared to other TCF ma-
terials [27, 69]. This is a benefit for applications such as photovoltaics where
diffuse scatter increases the path length of light inside the device and hence
improves device efficiency. On the other hand display-related applications
(such as capacitive touch screens) require that patterned electrode structures
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be invisible to the human eye with no apparent impact on the appearance
of the display. High haze films affect both the visibility of isolating scribe
structures (due to the perceived contrast with low-haze substrates) and, in
extreme cases, could reduce the contrast of a display (as demonstrated in
Figure 6.6C).
In OPV and OLED devices there is a requirement that the deposited
layers must have a low roughness [26]. Rough electrode layers (such as AgNW
films) increase the probability of electrical shorting due to the thin material
stacks used in such devices [72].
As discussed in Chapter 1, light-emitting diode (LED) and photovoltaic
(PV) devices are affected by the surface coverage of the electrodes. ITO and
similar electrode materials form continuous films, whereas the fraction of the
surface covered by an AgNW film may be significantly lower than 100 %. This
can affect charge collection and injection efficiencies, as well as introducing
non-uniformity in device performance. This is well demonstrated in Figure
5(C) of [66], where an LED device prepared with a silver nanowire electrode
suffers from very non-uniform light output. Variable surface coverage due
to film non-uniformity will affect both the local charge collection/injection
efficiencies, as well as causing spatial fluctuations in the film sheet resistance
[24].
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8.1 Silver Nanowire Hybrid Films
In order to make silver nanowire films more compatible with many of these
requirements attempts have been made to form hybrid electrodes with other
materials (as described in Chapter 1). In previous work it was demonstrated
that significant sheet resistance reductions could be achieved by forming
silver nanowire-graphene hybrid films via Langmuir-Schaefer deposition [48].
As an extension of that work similar hybrid films are formed by a process of
mechanical transfer deposition of graphene.
Mechanical transfer deposition (or micro contact printing) is a process
of forming patterned structures by transferring material onto a substrate
using an elastomeric stamp [141–143]. For the purposes of forming hybrid
electrodes this method allows for deposition over well defined areas with the
possibility that device structures such as capacitive touch sensor patterns can
be formed in a single processing step (provided sufficiently large sheet resis-
tance contrast can be obtained). The deposition of graphene (and graphene
oxide) by this method has already been demonstrated in principle [144, 145].
The Langmuir-Schaefer technique involves the formation of a material
film at a liquid interface (typically the air-water interface). Measurement of
the surface pressure (deviation of the surface tension from that of the pure
sub-phase) combined with adjustable barriers to compress the surface film
allow fine control of the average film density over large areas, making it a
powerful technique for deposition of thin films.
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8.1.1 Solvent Exfoliation of Graphene
Liquid-phase exfoliation of graphite to form graphene dispersions was first
described by Hernandez et al. in 2008 [122]. The process is based on the
concept of minimising the free energy penalty for solvating the material [123];
once this condition is achieved ultrasonication (or high shear mixing) is used
to break up and disperse graphite particulates to form single layer and multi-
layer graphene sheets [126, 146].
Minimisation of the free energy penalty associated with graphene disper-
sion is described by [123] in terms of the Flory-Huggins parameter χ;
χ ≈ v0
kT
[
(δd,s − δd,G)2 + (δp,s − δp,G)2 + (δh,s − δh,G)2
]
, (8.1)
where v0 is the molar volume of the solvent; kT is the thermal energy; the
parameters δi denote the Hansen Solubility Parameters of the solvent (s)
and of graphene (G). Minimisation of χ leads to the maximum achievable
concentration of exfoliated graphene.
The Hansen Solubility Parameters form a three-dimensional space rep-
resenting the contributions to the cohesive energy density of dispersive (d),
polar (p) and hydrogen (h) intermolecular bonding. They were originally de-
scribed by analogy to the Hildebrand Solubility parameter δ =
√
E0 (where
E0 is the cohesive energy density). As such the Hildebrand parameter is re-
lated to the Hansen parameters by δ2 = δ2d+δ
2
p+δ
2
h. In the three-dimensional
space represented by the coordinates (δd, δp, δh), the minimisation of the
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Flory-Huggins parameter χ is also equivalent to minimising the magnitude
of the relative vector between the solvent and graphene points.
Table 8.1 gives values for the Hansen parameters of a selection of solvents.
N-methyl pyrrolidone (NMP) is established as a very good graphene solvent
[122, 123, 126], while acetone, and water are poor solvents [147]. Chloroform
is included as an example of a typical solvent for Langmuir film deposition.
The parameters for graphene are also given. It is noted that there is some
disagreement over the values for water [147–149]. The averaged values used
by [148] are shown (these are similar to the values used by [147], but differ
significantly from those given by [149]). Also given is the “interaction radius”
between the solvent and graphene;
R2A = 4(δd,s − δd,G)2 + (δp,s − δp,G)2 + (δh,s − δh,G)2. (8.2)
As is evident the best solvent (NMP) has the smallest value of RA. The
factor of 4 associated with the dispersive term in Equation (8.2) is given
by Hansen [149], and although it is supported by empirical data for many
solvent systems it does not have theoretical support [123].
Further improvements can be achieved by mixing solvents in order to
tailor the Hansen parameters. In this case each of the parameters δi may be
replaced by an average of the values for each solvent in the mixture (weighted
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Solvent δd δp δh RA
NMP 18.0 12.3 7.2 3.0
Acetone 15.5 10.4 7.0 5.2
Chloroform 17.8 3.1 5.7 6.5
Water 16.6 18.8 16.7 13.3
Graphene 18.0 9.3 7.7 -
Table 8.1: Hansen Solubility Parameters for selected solvents [123, 147–149]
and graphene [123]. The interaction radii RA (defined by Equation (8.2)) are
between the solvents and graphene.
by volume ratio φ [147, 148]);
δi → φδi,A + (1− φ)δi,B, (8.3)
where φ is the volume ratio of solvent A. In some cases where pairs of poor
graphene solvents are used (e.g. acetone and water) mixing by this method
can lead to significantly higher maximum concentrations than are attainable
with the pure solvents [147, 148].
8.1.2 Langmuir-Schaefer Deposition
The Langmuir-Schaefer technique involves the formation of a thin film of a
material at the interface between a liquid sub-phase (often water) and air.
The film is then transferred to a substrate by lowering the substrate hori-
zontally into contact with the sub-phase surface. Provided that the energy
of adhesion between the material and substrate is higher than with the sub-
phase the film will be deposited with a very high transfer efficiency. Figure
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8.1 illustrates the principle of the technique.
A
B
C
Figure 8.1: Cartoon illustrating the principle of Langmuir film formation.
A: Solvent-dispersed material is spread at the air-sub-phase interface. B:
Density control is achieved by compressing the film with one or two moveable
barriers at the sub-phase surface. C: Deposition of the film is performed by
lowering the substrate into contact with the sub-phase, then lifting it away
(referred to as Schaefer, or horizontal deposition).
The process of forming Langmuir films of solvent exfoliated graphene (and
graphene oxide) has been described previously [150–154]. A dispersion of
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graphene in an organic solvent is dropped onto the sub-phase surface. Given
an appropriate choice of solvent (chloroform and hexane are typical Langmuir
spreading solvents [155]) the droplets spread and evaporate, leaving a sparse
layer of graphene platelets trapped at the air-sub-phase interface.
The solvents of choice for this process are typically water-insoluble with
low boiling points. These properties facilitate spreading of the droplets and
rapid evaporation, and thereby minimise aggregation of the material.
8.2 Spreading of Miscible Solvents on Water
The ability to calculate the spreading behaviour of arbitrary solvents for
formation of Langmuir films is important since the solvents classically used
for this purpose are generally very poor for exfoliation of nanomaterials. It
is preferable to use the same solvent(s) for dispersion and spreading of a
nanomaterial, rather than attempting to transfer material from one solvent
system to another to facilitate film formation (since this process can be very
wasteful in terms of material and solvents).
In order to expand the range of candidate solvents considered, below
are discussed models of solvent buoyancy and spreading which consider the
behaviour of water-soluble solvents. The aim is to select a solvent which is
both able to form Langmuir films and effectively exfoliate graphene.
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(Water)
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L
Figure 8.2: Diagram of a model to describe how a buoyant spreading solvent
will behave when injected into the sub-phase just below the surface.
8.2.1 Solvent Buoyancy
We begin by considering a droplet of solvent of radius r submerged at a depth
L in the sub-phase (water), which has density ρ and viscosity µ. Figure 8.2
illustrates this scenario. Table 8.2 gives physical quantities relevant to the
problem.
First we evaluate the Reynolds Number Re for the system;
Re =
vρL
µ
, (8.4)
where v is a “characteristic” velocity. Given values for water of ρ =
1000 kg m−3 and µ = 1 Pa s, for a submergence depth of L = 1 mm we
see that Re ≈ v.
If we consider the characteristic velocity v as being the terminal velocity,
we can evaluate it by balancing the buoyancy force on the droplet Fb =
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Parameter Symbol Value Units
Solvent(Acetone)
Depth L 1× 10−3 m
Droplet radius r 2× 10−4 m
Diffusion coefficient D 1.16× 10−9 m2 s−1
Density ρs 791 kg m
−3
Drag Coefficient C 0.37 -
Sub-phase(Water)
Density ρw 1000 kg m
−3
Viscosity µ 1 Pa s
Table 8.2: Table of physical parameters relevant to understanding whether a
water-miscible solvent should float or dissolve when injected below the water
surface.
4pir3gρw/3 with the droplet weight Fg = 4pir
3gρs/3 and the viscous drag
force Fd = pir
2Cρwv
2/2;
Fb = Fg + Fd, (8.5)
4
3
pir3gρw =
4
3
pir3gρs +
1
2
pir2Cρwv
2
max, (8.6)
vmax =
√
8gr
3C
(
ρw − ρs
ρw
)
. (8.7)
Substituting values from Table 8.2 into Equation (8.7) for the example case
of acetone we find that vmax = 0.05 m s
−1.
Next we look to evaluate the Peclet Number, which relates the rate of
advective to diffusive transport;
Pe =
vL
D
. (8.8)
For the values in Table 8.2, and taking v = vmax = 0.05 m s
−1 as above, we
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have that Pe ≈ 43000. Since this value is much larger than 1 we find that
advective transport dominates over diffusive transport and so the solvent will
rise to the water surface more quickly than it can dissolve into the sub-phase.
8.2.2 Solvent Spreading
Once it has been determined that a solvent is buoyant in the sub-phase it
is important to understand whether it is able to spread at the air-water
interface. This behaviour is critical to the formation of uniformly dispersed
films. Spreading of the solvent maximises the surface area to volume ratio,
which in turn maximises the rate of evaporation. In a similar manner to
the prior discussion of the Peclet Number, we seek to maximise the rate
of evaporative transport of the solvent and thereby minimise the rate of
aggregation of the film material.
Consider the simplest case of a droplet of solvent on a rigid surface, as in
Figure 8.3. By evaluating the contact angle θC , we can attempt to classify
solvents as either spreading θC < 90° or non-spreading θC ≥ 90°.
The contact angle can be expressed as a function of the water-air, solvent-
air and water-solvent interfacial tensions (γwa, γsa and γws respectively) by
the Young Equation;
γwa = γws + γsa cos (θC). (8.9)
Aside from the simplification that the water surface does not deform, this
model appears flawed in that the term γws is not well defined for solvents
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γwaγws
γsa
Figure 8.3: A droplet deposited on a rigid surface will form a contact angle
θC with the surface. We can classify whether solvents are likely to spread over
water or not based on whether θC is smaller or greater than 90°, respectively.
which are water-miscible. As such, though an instantaneous interface may
exist, it is (at best) challenging to measure the interfacial tension.
In order to describe the solvent-water interfacial tension we utilise a mod-
ification to an empirical model described by Koenhen and Smolders [156]
which attempts to link the surface tension of a fluid to its Hansen Solubility
Parameters.
As described above, the Hansen Solubility Parameters for a solvent repre-
sent the contributions to the cohesive energy density CED due to dispersion
forces (δd), polar interactions (δp) and hydrogen bonding (δh);
CED =
∆Evap
VM
= δ2d + δ
2
p + δ
2
h, (8.10)
where ∆Evap is the molar energy of vaporisation and VM the molar volume
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Solvent
Boiling
Point /◦C
δd
/MPa1/2
δp
/MPa1/2
δh
/MPa1/2
Soluble
Acetone 56 15.5 10.4 7.0
Ethanol 78 15.8 8.8 19.4
2-Butanone 80 16.0 9.0 5.1
2-Propanol 83 15.8 6.1 16.4
Insoluble
Chloroform 61 17.8 3.1 5.7
Hexane 68 14.9 0.0 0.0
Cyclohexane 81 16.8 0.0 0.0
Toluene 111 18.0 1.4 2.0
Cyclopentanone 131 17.9 11.9 5.2
Water 100 15.5 16.0 42.3
Table 8.3: Hansen Solubility Parameters for a selection of solvents cate-
gorised by their solubility in water and sorted in order of increasing boiling
point. Chloroform and Hexane are two typical spreading solvents used to
form Langmuir films on a water sub-phase.
[149]. Table 8.3 gives the Hansen Parameters for a set of solvents, categorised
by their miscibility with water and sorted in order of increasing boiling point.
The model described by [156] relates the surface tension of a liquid γl to
the Hansen Parameters for that liquid;
δ2d + aδ
2
p + bδ
2
h = A
(
1
VM
) 1
3
γl, (8.11)
where A = 0.14 mol−1/3; the constants a and b take different values for
alcohols (a = 1 and b = 0.06) and non-alcohols (a = b = 0.6) based on a
fitting analysis of a large number of solvents [156].
Hansen’s work has shown that the solubility of one molecule or material
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A in another, B, is correlated with the term;
(δAd − δBd )2 + (δAp − δBp )2 + (δAh − δBh )2. (8.12)
If we treat the liquid-liquid interface as being an instantaneous boundary
separating the solvent and sub-phase molecules, then we can suggest that
Equation (8.12) represents the deviation of the free energy at the interface
from the average of the free energies in each bulk phase (i.e. the interfacial
tension). We can also suggest that the molar volume in Equation (8.11)
should be substituted with an average molar volume for the two components
of this interfacial phase VM →
√
V AMV
B
M . This produces an expression for the
interfacial tension γAB which is analogous to Equation (8.11);
(δAd − δBd )2 + (
√
aAδ
A
p −
√
aBδ
B
p )
2 + (
√
bAδ
A
h −
√
bBδ
B
h )
2 =
A
√(
1
V AM
) 1
3
(
1
V BM
) 1
3
γAB. (8.13)
Table 8.4 gives additional properties of the solvents listed in Table 8.3
required for evaluation of Equation (8.13) (the molar volume is the ratio of
the molar mass to the mass density). Table 8.5 applies Equation (8.13) to
the solvents in Table 8.3 to calculate their contact angles with water. Based
on the magnitude of the predicted contact angle the solvents are classified as
spreading or non-spreading. The predictions are colour-coded according to
the experimental verification of the solvent behaviour; green and red shaded
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Solvent
Molar mass, M
/ 1× 10−3 kg mol−1
Mass Density
ρ /kg m−3
Soluble
Acetone 58.1 791
Ethanol 46.1 789
2-Butanone 72.1 805
2-Propanol 60.1 786
Insoluble
Chloroform 119.4 1490
Hexane 86.2 655
Cyclohexane 84.2 779
Toluene 92.1 870
Cyclopentanone 84.1 950
Water 18 1000
Table 8.4: Additional values required to evaluate the interfacial tension be-
tween two liquids. The molar volume VM is equal to the ratio of the molar
mass M and the mass density ρ.
cells represent correct and incorrect predictions respectively.
It is important to note that Equation (8.13) has been arrived at through
arguments which are plausible but by no means rigorous (in a similar manner
to the origin of the Hansen Solubility Parameters themselves [149]). The
evidence that this expression captures some of the physics of the system
correctly is in how well it is able to predict solvent spreading, as shown in
Table 8.5.
Although low boiling point solvents are generally poor for obtaining high
concentrations of well exfoliated nanomaterials [125] it has been shown that
the concentrations can be maximised by mixing with water [147, 148]. For
the optimum volume ratio φacetone ≈ 0.8 in the case of acetone-water as
the exfoliating solvent, the model described still predicts that the solvent
should be buoyant (not dissolve in the sub-phase) and spread at the air-
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Solvent
Surface Tension
/mN m−1
Interfacial
Tension
/mN m−1
θC /° Type
Value*
Eq (8.11)
(Err)
Acetone 25.0 25.0 (0%) 45.3 21± 1 S
Ethanol 22.0 24.2 (10%) 45.4 16± 2 S
2-Butanone 23.9 25.6 (7%) 52.6 51± 4 S
2-Propanol 23.0 23.0 (0%) 51.6 42± 2 S
Chloroform 27.5 26.3 (4%) 54.6 58± 4 S
Hexane 18.4 20.2 (10%) 80.0 120± 10 NS
Cyclohexane 24.7 24.0 (3%) 76.9 111± 6 NS
Toluene 28.5 27.7 (3%) 69.7 92± 5 NS†
Cyclopentanone 33.3 33.6 (1%) 51.4 59± 3 S
Table 8.5: Application of the present interfacial tension model to the solvents
listed in Table 8.3. Predictions by the model for spreading (S, θC < 90°) and
non-spreading (NS, θC ≥ 90°) solvents are shown, and are verified as correct
(green shading) or incorrect (red shading) by experiment (the behaviour of
cyclohexane is not verified). †The prediction for toluene may be considered
indeterminate based on the uncertainty in θC , however the solvent is exper-
imentally verified as non-spreading. *Values obtained from Sigma-Aldrich
MSDS data for each solvent.
water interface.
Figure 8.4 illustrates the buoyancy and spreading behaviour of acetone
when injected beneath the air-water interface. To visualise the behaviour,
chlorophyll is added to the acetone as a fluorescent tracer (which is insoluble
in water) and the system is illuminated using a 410 nm diode laser. The red
photoluminescence of the chlorophyll is visible to the naked eye.
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Figure 8.4: Photograph illustrating the buoyancy and spreading behaviours
of acetone. The solvent, containing dissolved chlorophyll, is injected from a
syringe and needle beneath the water surface. Illumination with a 410 nm
laser light source produces photoluminescence from the chlorophyll (near
600 nm) allowing the behaviour of the solvent to be visible to the naked eye.
8.3 Experimental Methods
Stamps were prepared using poly-(dimethyl siloxane) (PDMS, QSil 216) pre-
pared using nine parts polymer and one part curing agent. The mixed com-
ponents were degassed in a vacuum chamber for 30 min before being cast.
Stamps were either cast onto a standard cover slip (18 × 18 mm) or onto
patterned Kapton molds. The polymer was cured in an oven at 100° for
10 min. Once cooled to room temperature the mold (cover slip) was carefully
removed.
Stamp molds were prepared by laser ablation of Kapton films (processing
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Figure 8.5: SEM image of a segment of a laser-patterned Kapton mold used
to prepare PDMS stamps for graphene deposition.
performed courtesy of M-Solv Ltd.). Molds with a selection of rectangular
features were prepared, with sizes ranging from 20 to 200µm and depths
ranging from 10 to 25 µm. Figure 8.5 shows an SEM image of one of the
prepared molds.
Figure 8.6A shows a photograph of a PDMS layer being peeled away
from the Kapton mold. Figure 8.6B shows an optical microscope image of
the raised features reproduced from the mold.
Dispersions of graphene were prepared in a water-acetone mixture at a
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A B
Figure 8.6: A: Photograph of a PDMS layer being peeled away from a Kapton
mold. B: Optical micrograph of the reproduced features. The scale bar is
500 µm.
ratio of 10 % water to 90 % acetone by volume. Sonication and centrifuga-
tion processing was performed according to the details in Chapter 4; bath
sonication for 1 h was followed by centrifugation at 2500 rpm (1000 g) for 1 h.
The top 60 to 70 % of the centrifuged dispersion was recovered by pipette.
Films of graphene were formed on de-ionised water in a glass container
(with 19.6 cm2 surface area) by dropping the acetone-water-graphene disper-
sions onto the surface via a syringe and needle. Density control was achieved
by modifying the total volume of dispersion deposited.
Transfer of the graphene films to the surface of the PDMS stamps was
done using a Langmuir-Schaefer deposition technique. The stamps were low-
ered parallel to the water surface until contact was made, and then retracted.
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8.4 Results and Discussion
Figure 8.7A shows a representative T-R curve for the AgNW-25 material,
fitted with the model described in Chapter 6 (Equation (6.6)). Figure 8.7B
and C show length and diameter distributions (measured by AFM) for the
same material. From this data we have that 〈l2〉/〈l〉 = (11.9± 0.6) µm and
d = (22± 7) nm.
Using the measured value for 〈l2〉/〈l〉 the extinction efficiency is used as
a fitting parameter. The values of the fitted parameters in Figure 8.7A are
Qext = 1.06± 0.02, M ′ = (31± 5) kΩ−1 and m = 2.37± 0.05. By Equa-
tion (6.14) this gives a Figure of Merit Π = 69, and the critical transmittance
TC = 97.5 % as shown.
The fitted value for Qext is significantly larger than expected. Using
the measured average diameter d = 22 nm, the value of Qext obtained from
FDTD simulations (see Section 2.2.4) is Qext = 0.19± 0.03. This means
that we also expect TC = 99.5 %. This discrepancy may be due to the
capping polymer on the nanowires. If a significant number of nanowires
have a thick enough polymer coating then they will behave as if they are
non-conducting (since the tunnelling probability through a finite potential
barrier decreases exponentially with barrier thickness), even though their
optical properties remain largely unchanged. This will have the effect of
increasing the apparent percolation threshold density leading to a reduced
TC , as observed. It is also possible that the optical absorption of the polymer
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Figure 8.7: A: T-R curve for the AgNW-25 material. B: AFM length distri-
bution with 〈l〉 = (7.8± 0.3) µm and σl = (5.7± 0.4) µm. C: AFM diameter
distribution with average diameter d = (22± 7) nm.
is affected by oxidative ageing (a process that will be catalysed by the close
proximity to a metal surface). Oxidative ageing of N-methyl pyrrolidone
(NMP), a chemical with a similar carbon ring structure to PVP, leads to
gradual yellowing (as observed experimentally). Other research suggests that
it is the pyrrole ring structure that is attacked during oxidation [157], so it
is plausible that there are similarities in the ageing of PVP and NMP.
If we limit our present concerns to the relative T-R performance of pristine
and hybrid nanowire films then it suffices to accept the fitted value of Qext =
1.06± 0.02. Further work should be performed to investigate the origin of
the discrepancy in these Qext values.
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A B
Figure 8.8: A: Optical micrograph of a AgNW-25 film on glass with graphene
deposited using a patterned PDMS stamp. The scale bar is 50 µm. B: SEM
image showing the graphene platelets on the nanowire film. The scale bar is
1 µm.
Figure 8.8A shows a dark field optical micrograph of an area of a AgNW-
25 film. Graphene prepared as described was transferred using a patterned
PDMS stamp from the air-water interface to the AgNW film. The deposition
region is clearly visible. Figure 8.8B shows an SEM image of the graphene
platelets covering the nanowire junctions.
By analogy to Figure 4 of [48], Figure 8.9 shows a set of initial and final
sheet resistances and transmittances for stamp-deposited graphene hybrids
with different initial AgNW densities. The graphene films are deposited
with flat, unpatterned stamps over the whole sample area. The T-R model
of Equation (6.6) is fitted to both data sets using Qext = 1.06, from the fit in
Figure 8.7A. Without further analysis, we expect that figure of merit for the
hybrid films to be greater than that for the pristine nanowires, since the hy-
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Figure 8.9: T-R data for both pristine (black) and stamped graphene hybrid
(red) films. Dashed lines represent fits to Equation (6.6). The optimised
parameter values are given in Table 8.6.
brid T-R curve is shifted to lower sheet resistance and higher transmittance.
Figures of merit calculated for the fitted curves gives Π = 45 for the
pristine nanowires, and Π = 77 for the hybrid electrodes. Table 8.6 gives
the optimised parameters for the fits in Figure 8.9 as well as the derived
quantities TC and Π.
The initial value of 〈l2〉/〈l〉 is consistent with the AFM measurements in
Figure 8.7. The change in 〈l2〉/〈l〉 is due to the increase in film transmittance
due to the stamping procedure; this increases the critical transmittance which
is only a function of 〈l2〉/〈l〉 (when all other parameters are fixed).
To understand the change in the parameter M ′ we utilise the simulations
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Parameter AgNW AgNW:G
〈l2〉/〈l〉/µm 11.5± 0.4 14± 1
M ′/kΩ−1 40± 10 9± 3
m 2.1± 0.1 1.64± 0.09
TC/% 97.4 97.8
Π 45 77
Table 8.6: Optimised fit parameters for the data sets shown in Figure 8.9.
Uncertainties are obtained using a delete-one jackknife procedure. TC and Π
are calculated using the average values of the fit parameters.
described in Chapter 5. Figure 8.10 shows calculated values for M ′ as a func-
tion of the junction resistance RJ for a fixed nanowire length distribution. It
is evident that M ′ ∝ RJ , where the functional relationship is approximately
M ′ = A(RJ +Rl) (where Rl ≈ ρ〈l〉) for RJ > Rl.
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Figure 8.10: Calculated values for the material constant M ′ as a function of
junction resistance RJ . The form of the data approximately follows M
′ =
A(RJ +Rl), where Rl ≈ ρ〈l〉. Inset: Data replotted on a linear scale.
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From the results in Figure 8.10 we can suggest that the significant de-
crease in M ′ observed for the data in Figure 8.9 is due (at least in part) to
a large reduction in the average junction resistance.
The value of the percolation exponent is also reduced significantly; from
near 2, the universal value for 3-dimensional percolation behaviour, to near
1.3, the universal value for 2-dimensional scaling behaviour. The most likely
explanation for this is that the stamping process significantly reduces the
breadth of the junction resistance distribution. It has been shown that for
a percolation problem where there is a very broad distribution of edge re-
sistances, the percolation exponent can (in principle) take arbitrarily large
values [22]. The presence of any non-uniform surface oxide and polymer
layers and the fact that there will naturally be a broadened distribution of
junction resistances due to the varying junction geometry make this a plausi-
ble argument. If one was to measure the distribution of junction resistances
directly, as in [128], then this proposition could be directly tested.
While the quoted “universal” value of the 2-dimensional conductivity
exponent is approximately 1.3, work by Li and Zhang [131] suggests that
the measured value varies between 1.2 and 1.4 based on the magnitude of
the junction resistance to “stick resistance” ratio RJ/Rl (termed RJ/Rs in
[131]). This is confirmed using the present simulations in Chapter 5 (Figure
5.4). As such, if the average junction resistance after graphene deposition
is still large compared to the resistivity of the nanowires then it is plausible
that this contributes to the larger than expected values of m in both fits.
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It is possible to use the same analysis on the presented data in [48] which
describes the formation of AgNW-graphene hybrids by Langmuir-Schaefer
deposition. Figure 8.11 uses Equation (6.6) to fit both the hybrid and pristine
nanowire data sets from Figure 4 of [48]. The nanowires used in that study are
stated to have an average diameter of d = 40 nm which gives that Qext = 0.56
by FDTD simulation.
We note that, contrary to the behaviour of the stamped hybrids, there
is a stark decrease in the percolative figure of merit. This is a result of the
reduction in transmittance due to the addition of graphene, which suggests
that the stamping process removes some absorbing material from the surface
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Figure 8.11: T-R data for both pristine (black) and L-S-deposited graphene
hybrid (red) films (adapted from [48]). The dashed lines represent fits to the
present T-R model, with the optimised parameter values presented in the
inset table.
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(either nanowires or absorbing polymer). It is also worth noting that due to
the lower transfer efficiency of the stamping technique there is likely to be a
lower coverage of graphene for the stamped hybrid system.
The change in M ′ may be attributed to the generation of many extra
current pathways by graphene flakes bridging unconnected nanowires. This
acts to increase the average junction resistance, which is shown to increase
M ′ in Figure 8.10. The reverse logic used to explain the decrease in m
for the stamped hybrids applies to the increase for the L-S hybrids of [48].
Since 〈RJ〉 (and by extension M ′) has increased then the breadth of the edge
conductance distribution has increased; by the results presented in [22] we
therefore expect an increase in m. In this way we can see that there is a
plausible correlation between the magnitudes of M ′ and m.
Although the change in transmittance causes a significant decrease in the
value of Π for the films in [48], there is still a benefit from the very large sheet
resistance decreases obtained. It is seen that comparable sheet resistances
can be obtained with very low densities of silver, significantly reducing the
materials cost per unit area of the hybrid films. Both of these points may
make the fact that these hybrids are quantitatively inferior (as measured by
Π) an acceptable compromise.
Devices are typically designed based on a specified sheet resistance. It
is therefore of interest to determine, for these hybrid films, the value of
initial nanowire sheet resistance that is required to achieve a particular hybrid
sheet resistance. In some cases the ratio of the resistances is of interest;
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film sheet resistance. Data from stamped (Figure 8.9) and L-S deposited
(Figure 8.11) nanowire-graphene hybrids are shown. The functionRSi/RSf =
ARbSi is fitted by a least-squares algorithm, with the optimised parameters
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particularly if patterned stamping is to prove useful for single-step device
construction. Figure 8.12 plots the resistance contrast (ratio of initial to
final sheet resistance for the hybrid deposition procedure) against the initial
sheet resistance for both the stamped hybrid data of Figure 8.9 and the L-S
hybrid data of Figure 8.11.
By inverting the fitted relation in Figure 8.12, we find that;
RSi = (ARSf )
1
1−b (8.14)
Substituting the fitted values from the inset table in Figure 8.12, for a target
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sheet resistance of 100Ω−1, we find that RSi for the stamping process
is (400± 200)Ω−1 and for the L-S process RSi = (10± 8) kΩ−1. The
large uncertainties in these values are dominated by the uncertainty in A in
both cases. Evidently the stamping process requires optimisation in order
to be competitive with the more developed L-S procedure in these terms,
although the density and quality of graphene will affect the performance of
both processes. The obtainable resistance contrast at practical final sheet
resistances is relatively low for the stamping process.
It should be noted that the exponents b in Figure 8.12 are comparable to
the changes in the T-R fitted exponents of the two hybrid data sets.
8.4.1 Hybrid Electrodes with Other Materials
The experimental methodology presented in this chapter is applicable to
other 2-D nanomaterials. By way of a “proof of principle” Figure 8.13A shows
resistance contrast data for two other materials; hexagonal boron nitride
(hBN) and molybdenum disulfide (MoS2). The films are prepared using the
described method for exfoliation with L-S deposition onto AgNW-25 films.
The results for graphene from [48] are also shown (as plotted in Figure 8.12).
Figure 8.13B shows AFM data for a AgNW-25:hBN stamped hybrid film.
These results were obtained in collaboration with Sean Ogilvie.
It is interesting that, despite hBN having remarkably similar structural
properties to graphene, the gradient of the resistance contrast plot has the
opposite sign. At higher sheet resistance (lower nanowire density) there
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Figure 8.13: A: Resistance contrast RSi/RSf against initial sheet resistance
RSi for hBN and MoS2 L-S hybrids. B: AFM height image of a AgNW-
25:hBN hybrid prepared by stamp deposition as described in this chapter
(10 µm scale bar). Results obtained in collaboration with Sean Ogilvie.
will be a higher proportion of material that is deposited onto the substrate
rather than the nanowires. For graphene, which is electrically conductive,
this is likely to yield a large number of extra conductive pathways which may
explain the high resistance contrast. For hBN, which is insulating, we would
expect a negligible reduction in the sheet resistance (RSi/RSf ≈ 1). If there
is a mechanical compression of nanowire-nanowire junctions, as postulated in
[48], then we would expect to see the resistance contrast increase as the sheet
resistance decreases. This is due to the increasing likelihood of a hBN flake
being deposited on a junction. Although this qualitative trend is evident
in Figure 8.13, it fails to explain why the sheet resistance increases for the
highest initial RSi.
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8.5 Conclusions
It has been demonstrated that, in principle, the addition of relatively small
quantities of graphene by mechanical transfer deposition can improve the
performance (as quantified by T-R measurements) of pristine silver nanowire
films. The work presented constitutes an initial study which presents inter-
esting avenues for future study. Additional work is required to optimise the
procedure (to achieve maximum performance enhancement) and to under-
stand the different mechanisms by which the enhancement is obtained.
It is understood that, generally, the nanowire-nanowire junction resis-
tance is the dominant contribution to film resistance [10]. There are multiple
mechanisms by which a reduction in resistance may occur by addition of
graphene flakes. Firstly conduction between the nanowires and the graphene
(by electron tunnelling) generates extra current pathways in parallel with
the nanowire-nanowire junctions in the system. This has been demonstrated
previously by probing graphene flakes laying between nanowires using con-
ducting AFM [48]. Also it has been demonstrated previously that contact of
graphene with metal surfaces increases the specularity of electron scattering,
which leads to increases in conductivity [104].
Further, mechanical compression of the junctions due to the stamping
process will lead to some decrease in sheet resistance. Although perhaps
not of great practical importance, it would be of interest to determine what
fraction of the total sheet resistance change is due to each of these effects. A
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possible method to isolate the electrical contributions of graphene would be
to perform similar experiments using hexagonal boron nitride (hBN) sheets
as the added material. Boron nitride has very similar structural properties
to graphene, except that it is a wide-band gap insulator and therefore will
not have any electrical contribution to the total film conductivity.
Although the material system described here is in principle simple to
prepare, the optimisation required to produce the maximum sheet resistance
decrease requires control of a broad range of parameters.
In order to optimise the graphene coverage of the silver nanowires, it is
necessary to control both the graphene density and uniformity. The former
can be controlled by compressing the Langmuir film on the water surface,
with the area coverage (equivalently density) being related to the measurable
surface pressure; the measured deviation from the surface tension of water.
Quantification and optimisation of the transfer efficiency is also necessary.
This may be influenced by a number of factors, including applied pressure,
graphene quality (in terms of flake size and thickness) and the properties
of the stamp material (compressibility, surface tension etc.). A rudimentary
measure of transfer efficiency may be to take the transmittance of both the
stamp and substrate before and after graphene pick up and deposition; the
absorbance changes may be used to roughly measure the fraction of material
picked up on the stamp that is deposited onto the substrate.
Also of interest is the mechanism (or mechanisms) by which the film
transmittance appears to increase. This is counter-intuitive, since addition
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of absorbing material should lower the transmittance. Further, since the
refractive index of graphene at visible wavelengths is large (n ≈ 3 + 1.5i at
550 nm [158]) we expect contact with the glass substrate to result in higher re-
flectance (lower transmittance) based on the normal-incidence Fresnel equa-
tions. As such it is suggested that nanowire material and/or capping polymer
is being removed from the surface by the stamping process.
There is also a need for strict control of the nanowire density for the
process to be reproducible. This is because small density fluctuations can
lead to very large sheet resistance variations when the average density is
low (as demonstrated in Equation (19) of [24]). It has been shown that the
highest sheet resistance contrast (ratio of pristine film sheet resistance to
hybrid sheet resistance) is obtained when the nanowire sheet resistance is
large (0.1 to 10 MΩ−1). For this reason it may be that spray deposition of
the nanowires is inherently “too random” a process, and something similar
to rod coating or slot die coating may produce more uniform films.
Lastly, it has been demonstrated that the methods described above can
be applied to other materials. This opens the possibility for electrodes with
other functionality; for example MoS2 is photo-conductive, and hBN has
been shown to bond well with metallic nanoparticles [159]. At high initial
sheet resistance and surface coverage of the 2-D nanomaterial we expect the
electrical properties of the system to be sensitive to that of the material.
Any interaction that affects the nanomaterial conductivity will lead to a
measurable response over the film area.
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Chapter 9
Conclusions and Directions for
Future Work
9.1 Summary
The work presented here is a basis for constructing a self-consistent frame-
work for relating the microstructure and nanostructure of silver nanowire
films to their macroscopic properties.
Chapter 6 describes the application of percolation theory to understand-
ing the transmittance-sheet resistance relationship for silver nanowire films.
The result is a T-R expression (Equation (6.6)) analogous to that derived by
De and Coleman [21];
T = 10
−Qext d〈l〉〈l2〉
[(
M′
RS
)1/m
+ηs,c
]
This expression is shown to correctly describe film behaviour in the limit of
high sheet resistance (at the percolation threshold) as well as the influence
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of the length statistics of the nanowire population.
The model is verified against experimental data, utilising systematic vari-
ation of the nanowire length distribution through ultrasonic treatment, as
well as data from the literature. Comparison of the model to that of [21]
leads to an expression for the percolative figure of merit (Equation (6.14));
Π =
2
(
Z0
M ′
)1/m
ln (10)Qext
〈l2〉
d〈l〉
The results of this work are published as M. Large et al. “Predicting the
Optoelectronic Properties of Nanowire Films Based on Control of Length
Polydispersity”. In: Scientific Reports (2016). doi: 10.1038/srep25365.
Chapter 7 extends the description of Chapter 6 to account for the be-
haviour of nanowire films as a function of domain size. As the dimensions
of percolating films decrease below a threshold value their sheet resistance
increases rapidly; a phenomenon known as finite-size scaling. Interpretation
of this behaviour using percolation theory leads to an expression (Equation
(7.10)) relating properties of the T-R curve for a material to a physical min-
imum feature size which maintains a constant sheet resistance;
wmin =
(
exmin
log T
log Tc
− 1
)ν 〈l2〉
〈l〉
The study is based on a comparison of both experimental and simulation
data (based on the techniques described in Chapter 5) to predicted trends
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from the literature. This development should be of interest wherever small
features are required as a part of device design (e.g. LCD and OLED displays,
and single layer capacitive touch sensors).
Chapter 8 describes an experimental study into the properties of hybrid
electrodes of silver nanowires and solution-processed graphene flakes. This
work, which is an extension of previous work on similar systems prepared by
Langmuir-Schaefer deposition [48], attempts to extend some of the previously
developed analyses to co-percolating hybrid systems.
It is observed that the achievable resistance contrast (ratio of initial to
final sheet resistance, RSi/RSf ) is greatest for the L-S process at high sheet
resistances. This is relevant to understanding whether the stamping process
is feasible as a technique for single-step device construction (by patterned
application of graphene to form spatially resolved resistance changes). It
also dictates the achievable reduction of silver content in the transparent
films, and therefore the cost per unit area of the hybrid system.
The resistance contrast is seen to obey a power law as a function of the
initial film resistance;
RSi
RSf
= ARbSi
which leads to an expression for the initial sheet resistance required to meet
a particular hybrid sheet resistance;
RSi = (ARSf )
1
1−b
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Of interest is how the parameters of this relation (A and b) vary with the
graphene properties (flake size, thickness and surface coverage). It has also
been shown that it is possible to characterise other two-dimensional nanoma-
terial hybrid films in a similar way. This leads to the possibility of being able
to design functionalised, patterned hybrid electrode structures for sensing
applications.
9.2 Future Work
As mentioned in Chapter 1 film haze (the ratio of diffuse to total trans-
mittance or reflectance) is an important property for many applications. It
should be possible, by modifying the choice of interaction efficiencies, to
model haze using the T-R expression developed in Chapter 6. This may add
an extra level of predictive power allowing more film properties to be included
when trying to optimise materials for given applications. Such models based
on Mie scattering theory already exist (e.g. [24]) and so this should prove to
be a simple addition.
Next there is some indication from simulation data that the material
constant M ′ (which forms a fitting parameter of the T-R model in Chapter 6)
is related to the junction resistance and average resistance between junctions
along the length of a nanowire; M ′ ≈ A〈RJ +Rl〉 = A(RJ + 〈Rl〉). The data
(though limited at present) suggests that the constant of proportionality A is
numerically equal to ηs,c = 5.6372.... This result, if proven, is of interest since
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it suggests that there is further information regarding the film microstructure
encoded in the T-R response. The current simulation code treats the junction
resistances as all identical with value RJ . Evidently in real films there will
be a distribution of values, so it is important to understand how this result
is affected by the junction resistance distribution (or if it remains valid).
A further facet of investigation is understanding the failure modes of
nanowire films. Some evidence is presented in the literature describing the
effect of electromigration [160] on current-induced film failure over long time
scales [15, 118]. Another failure mode is though rapid heating by application
of high current, leading to melting of nanowires and junctions. Such a sce-
nario is encountered in electrostatic discharge testing, which is common for
consumer electronic devices.
The presented model is capable of iteratively recalculating the current
distribution throughout the network (see Figure 5.2). This can be harnessed
to investigate how point failures lead to cessation of film conduction when
combined with a thermal model to describe the local network temperature.
These calculations can also be performed as a function of track width, allow-
ing correlations with the study of Chapter 7 to be investigated.
This simulation-based work can be correlated against experimental data
(from conducting AFM of failed films, for example) for both pristine nanowire
and hybrid films. This may yield insight into the effect on the failure be-
haviour of the addition of other materials; for example graphene which has
a high in-plane thermal conductivity.
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Another previously alluded to investigation would be the study of slight
alignment of the nanowires along a given axis. This is relevant since indus-
trial roll-to-roll coating (i.e. slot die coating) causes slight alignment of the
nanowires due to the high shear flow induced at large coating speeds. This
can cause high anisotropy of the film sheet resistance. Measurements on
samples of a commercial film show that the ratio of sheet resistance perpen-
dicular to and parallel to the coating direction (RS⊥/RS‖) can be as much
as a factor of two.
A recent publication by Kang et al. [161] describes a method by which
this orientational anisotropy can be controlled at the lab scale, opening up
the possibility to compare simulations with experiments. Any method by
which this sheet resistance anisotropy can be reduced or eliminated (per-
haps achievable by mixing a population of shorter nanowires into as-received
materials) would prove valuable in an industrial setting.
Finally, there is further work required to expand the understanding of
the 2-D nanomaterial-silver nanowire hybrid films investigated in Chapter
8. Investigation of the influence of stamping pressure and nanomaterial film
properties (density, particle size etc.), as well as the behaviour of different
materials is necessary. It is hoped that this will lead to a general method
for designing films with a variety of functionalities based on the choice and
patterning of different 2-D nanomaterial layers.
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Appendix A
Mie Extinction Efficiency
Calculations
A.1 NW Mie.m
% Script to calculate the wavelength dependent cross−sections
% for a silver nanowire of given diameter (in non−absorbing
% medium of constant refractive index). Wavelengths in nm.
% Some parameters
dNW = 40; % Nanowire diameter (nm)
nmax = 10; % Series truncation
bgindex = 1.27; % Constant real refractive index of medium
% Palik Ag refractive index data
dat = importdata('METALS Silver Palik.txt','\t');
% Extract data from array
dat = dat.data;
% Wavelengths to nm (from um)
dat(:,1) = dat(:,1)*1000;
% Crop wavelength range
dat = dat(and(dat(:,1)>100,dat(:,1)<1200),:);
% Define functions for Mie coefficients
anI = @(n,l) MieCoeffs('anI' ,n,l,dNW,dat,bgindex);
bnI = @(n,l) MieCoeffs('bnI' ,n,l,dNW,dat,bgindex);
anII = @(n,l) MieCoeffs('anII',n,l,dNW,dat,bgindex);
bnII = @(n,l) MieCoeffs('bnII',n,l,dNW,dat,bgindex);
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% Extinction cross−sections (I denotes TM case,
% II denotes TE case)
QextI = @(dNW,l) (2*l./pi()).*real(bnI(0,l) + ...
2*sum(bnI(1:1:nmax,l),2));
QextII = @(dNW,l) (2*l./pi()).*real(anII(0,l) + ...
2*sum(anII(1:1:nmax,l),2));
% Scattering cross−sections
QscatI = @(dNW,l) (2*l./pi()).*(abs(bnI(0,l)).ˆ2 + ...
2*sum(abs(bnI(1:1:nmax,l)).ˆ2 ...
+ abs(anI(1:1:nmax,l)).ˆ2,2));
QscatII = @(dNW,l) (2*l./pi()).*(abs(anII(0,l)).ˆ2 + ...
2*sum(abs(anII(1:1:nmax,l)).ˆ2 ...
+ abs(bnII(1:1:nmax,l)).ˆ2,2));
% Absorption cross−sections
QabsI = @(dNW,l) QextI(dNW,l) − QscatI(dNW,l);
QabsII = @(dNW,l) QextII(dNW,l) − QscatII(dNW,l);
% Plot cross−sections as function of wavelength
x = transpose(200:0.5:1100);
figure(1);
semilogy(x,QextI(dNW,x),x,QabsI(dNW,x),x,QscatI(dNW,x));
figure(2);
semilogy(x,QextII(dNW,x),x,QabsII(dNW,x),x,QscatII(dNW,x));
% Store cross−sections for "diffuse" incident light
arr = 0.5*(QextI(dNW,x)+QextII(dNW,x));
arr2= 0.5*(QscatI(dNW,x)+QscatII(dNW,x));
% Find peak extinction corresponding to plasmon resonance
spWl = x(QextII(dNW,x)==max(QextII(dNW,x)))
% Properties at wavelengths of interest (550nm for T−R curves,
% 1064nm for laser ablation)
% a = [0.5*(QextI(dNW,550)+QextII(dNW,550)) ...
% 0.5*(QextI(dNW,1064)+QextII(dNW,1064))]
% b = 0.5*(QabsI(dNW,1064)+QabsII(dNW,1064))
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A.2 MieCoeffs.m
function [ output ] = MieCoeffs( type, n, l, dNW, data, bgindex )
%MieCoeffs Calculates Mie scattering coefficients based on normal
% incidence equations defined in Haverkate "Optical Properties of
% Cylindrical Nanowires," p.16,
% http://web.science.uu.nl/ITF/teaching/2006/Haverkate.pdf
% Interpolates Silver refractive index based on desired
% wavelengths
agi = AgIndex(l, data)/bgindex;
% "Size parameter" used in Mie calcs
sip = pi()*dNW./l;
% meshgrid used to ensure proper vectorisation of function
[nu1, sip1] = meshgrid(n, sip);
[˜, agi1] = meshgrid(n, agi);
[˜, agisip] = meshgrid(n, agi.*sip);
% Pre−allocate output array
output = zeros(size(nu1));
% Unique bessel function terms from Mie coefficients
A = besselj(nu1,sip1);
B = dbesselj(nu1,agisip);
C = dbesselj(nu1,sip1);
D = besselj(nu1,agisip);
E = besselh(nu1,1,sip1);
F = dbesselh(nu1,1,sip1);
% Calculate Mie coefficients
if(strcmp(type,'anI'))
output = zeros(size(nu1));
elseif(strcmp(type,'bnI'))
output = (agi1.*A.*B − C.*D)./(agi1.*E.*B − F.*D);
elseif(strcmp(type,'anII'))
output = (A.*B − agi1.*C.*D)./(E.*B − agi1.*F.*D);
elseif(strcmp(type,'bnII'))
output = zeros(size(nu1));
else
output = 0;
end
end
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A.3 AgIndex.m
function [ output ] = agindex( varargin )
%agindex Returns silver complex refractive index at specified
% wavelength. If input is wavelength only, Drude model is used.
% Otherwise a wavelength and experimental data table can be
% passed, and interpolation is used.
if(nargin==1)
% Drude Model for the complex refractive index
% (parameters from http://www.wave−scattering.com/
% drudefit.html)
wp = 8.6; % eV
gam = 0.045; % eV
w = 1240./varargin{1};
output = sqrt(1 − wpˆ2./(w.ˆ2+1i*w*gam));
elseif(nargin==2)
% Interpolate experimental data set for complex index
data = varargin{2};
if(size(data,2)==3)
output = interp1(data(:,1),complex(data(:,2), ...
data(:,3)),varargin{1});
else
error(['Refractive index table must have format' ...
'[lambda(nm) n k].']);
end
end
end
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Appendix B
Graph Theoretical Proofs
This appendix describes a proof that sub-matrices of a graph Laplacian are
positive definite, which is important for the optimisation of the implementa-
tion of Equation 3.20.
B.1 Positive Definite-ness of Laplacian Sub-
matrices
The Laplacian matrix for a graph, as described in Section 3.2, is the sum
of the Laplacian matrices of the individual edges that form the graph. A
sub-matrix then represents a sub-graph. For this reason, any sub-matrix of
the Laplacian may be described as being the sum of the Laplacian for the
sub-graph and a diagonal matrix X which has one or more positive diagonal
elements. These positive elements represent the weights of edges leading to
the “exterior” of the sub-graph.
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1 2
w12
3
w23
Figure B.1: A graph consisting of three nodes and two edges.
Consider the graph of Figure B.1. The Laplacian matrix is given by;
L =

w12 −w12 0
−w12 w12 + w23 −w23
0 −w23 w23
 (B.1)
Now consider the sub-matrix L(1|1) (that is the sub-matrix with the first
row and column removed);
L =
 w12 + w23 −w23
−w23 w23
 =
 w23 −w23
−w23 w23
+
 w12 0
0 0
 (B.2)
As shown, L(1|1) is the sum of the Laplacian of the sub-graph consisting of
the vertex set {2, 3} and the edge set {{2, 3}}, and a matrix representing the
edge {1, 2} that connects the sub-graph to the exterior (vertex 1).
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Now if we consider the quadratic form xT (L+ X )x;
xT (L+ X )x = xT (Lx + Xx) (B.3)
= xTLx + xTXx (B.4)
We notice that the term xTXx ≥ 0,∀x ∈ Rn since the matrix X is diagonal
(and therefore has eigenvalues λi ≥ 0) and positive semi-definite by defini-
tion. As such, the Laplacian of the sub-graph is at least positive semi-definite
since xT (L+ X )x ≥ xTLx.
Next we evaluate the quadratic form using x = c1, since the all-ones
vector is in the nullspace of any Laplacian matrix.
xT (L+ X )x = c1T (L+ X )c1 (B.5)
= c2(1TL1 + 1TX1) (B.6)
= c21TX1 (B.7)
= c2
∑
i
Xii > 0 (B.8)
The last relation relies on the fact that any sub-graph has at least one edge
to the exterior (and hence at least one positive value of Xii). Returning to
Equation (B.4) it is evident that;
xT (L+ X )x = xTLx + xTXx > 0,∀x ∈ Rn (B.9)
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and hence all sub-matrices of the graph Laplacian are positive definite.
This property is important for the numerical implementation of Ba-
pat’s effective resistance calculation (described by Equation (3.20)), since it
means that all sub-matrices of the Laplacian have a Cholesky decomposition
L(i|i) = LLT (where L is a lower triangular matrix).
B.2 Numerical Implementation of Bapat’s
Formula
Bapat describes a technique for calculating the effective resistance of a graph
based on calculations of the determinants of two sub-matrices of the Lapla-
cian for the graph [116];
Reff (i, j) =
|L(i, j|i, j)|
|L(i|i)| (B.10)
where L(i|j) represents the sub-matrix of L where the ith row and jth column
have been removed.
As discussed in Section 3.2.2 direct evaluation of Equation B.10 can lead
to numerical overflow for large matrices, and a more practical form for such
systems is;
Reff (i, j) = exp [ln |L(i, j|i, j)| − ln |L(i|i)|] (B.11)
From Section B.1 we have established that all L(i|j) are positive definite,
and therefore have Cholesky decompositions L(i|j) = LLT . As such, we see
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that;
ln |L(i|j)| = ln ∣∣LLT ∣∣ = ln |L|2 = 2 ln |L| (B.12)
Since the determinant of a triangular matrix is simply the product of its
diagonal terms Lkk, this further reduces;
ln |L(i|j)| = 2 ln
(∏
k
Lkk
)
= 2
∑
k
ln (Lkk) (B.13)
Finally, we see that evaluation of Equation (B.11) reduces to sums and
differences of the logarithm of the diagonal terms in the Cholesky factors for
each matrix, L(i|i) = L(i)L(i)T and L(i, j|i, j) = L(ij)L(ij)T ;
Reff (i, j) = exp (ln |L(i, j|i, j)| − ln |L(i|i)|) (B.14)
= exp
(
2
n−1∑
k=1
ln (L
(ij)
kk )− 2
n−2∑
k=1
ln (L
(i)
kk)
)
(B.15)
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