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ABSTRACT 
The general symmetric n X n determinant with diagonal coefficients unity is 
expressed as a sum of products of linear forms. The resulting expansion (which 
generalizes a familiar identity for 3 X 3 determinants) is used to show that if these 
linear forms are nonnegative, then the nth root of the determinant lies between their 
arithmetic mean and their geometric mean. In effect, the result gives an expression 
for the determinant of an n-ary quadratic form with diagonal coefficients unity in 
terms of the values taken by the form at the vertices of the cube [ - I, l]“, which 
under certain conditions leads to bounds for the determinant of the form in terms of 
these values. 
INTRODUCTION 
In this note we obtain an expansion for the general symmetric determi- 
nant with diagonal coefficients unity, expressing the determinant as a sum of 
products of linear forms. The result, which is well known in the 3 X 3 case, is 
used to establish bounds for the determinant in terms of the linear forms 
appearing in the expansion. Thus we show that if these linear forms are 
nonnegative, then the nth root of the determinant lies between their arith- 
metic mean and their geometric mean. 
The problem is suggested by considerations from the theory of reduction 
of positive definite quadratic forms, where similar but more difficult ques- 
tions arise (cf. [2]). The main result shows that the determinant of an n-ary 
quadratic form with diagonal coefficients unity may be expressed in terms of 
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the values taken by the form at the vertices of the cube [ - 1, 11”. For a 
certain class of positive definite forms, this provides bounds for the determi- 
nant of the form in terms of these values. 
1. PRELIMINARIES 
The identity which we seek to generalize is (in its homogeneous form) 
w 2 Y 
W 
; x 7t 
where 
= i(L,L,L3 + L,L,L, + L&&L, + L,LIL,), (1) 
L,=w+x+y+z, L,=w+x-y-z, 
L,=w-x+y-2, L,=w-x-y+z. 
This formula follows easily from another well-known identity, 
w z y x 
2 w x y 
y x w z = LlL2wJ4~ 
x y .z w 
(2) 
which is the case G = V, of the formula expressing the group determinant of 
a finite abelian group G as a product of linear factors. To obtain (1) from (2) 
we may differentiate with respect to w or substitute w - A for w and 
compare the coefficient of A on either side. 
Another method for establishing (1) makes use of the proposition known 
as “Boole’s unisignant” (cf. Muir [l, p. 763]), and it is this approach that we 
will follow in generalizing (1). 
Let R be a finite set of n-tuples of numbers. The ith element of r will be 
denoted by ri, and different n-tuples will be distinguished by superscripts. 
The determinant of the matrix with rows r’, . . . , rn will be denoted by 
N-l,. . , rn). Boole’s result may be formulated as follows. If the x, (r E 
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are arbitrary numbers, then 
where the sum is taken over all n-element sets {t-l, . . , r”} of elements of R. 
The determinant on the left is thus nonnegative if the numbers X, are 
nonnegative; this is the reason for the name unisignant. 
2. MAIN RESULTS 
Suppose given a symmetric n x n real matrix (.zij) with diagonal coeffi- 
cients 1. We take as the set R the set of n-tuples r = (rl, . . , , r,,> of integers 
f 1 in which 1;, = 1; clearly R has 2”-i elements. We put 
xr = 211 + c ?-,rj.zij (r E R). (4) 
i<j 
The zij may be expressed in terms of the X, by the formula 
(5) 
Indeed, if we multiply each of the equations (4) by rirj, then in the resulting 
system of equations the coefficient of zij is always 1, whereas for each other 
zhk the coefficients are + 1 or - 1 with equal frequency; hence on adding the 
equations we obtain C, E sr,rjx, = 2”-izij as claimed. 
Application of (3) yields immediately the formula 
det(zii) = (~)“‘“-“CD(r’,...,r,)2X,I *a* x,., 
where the sum is taken over all n-element sets {r’, . . , r”} of elements of R. 
Since the final column of D(r’, . . . , rn) consists of ones and the other 
terms are f 1, we see by adding the final column to each of the others that a 
factor 2”- ’ can be taken out, leaving a determinant all of whose entries are 
zero or one. Hence, putting d(r’, . , r”) = D(r’, . . , rn)/2qn- ‘1, the ex- 
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pansion becomes 
det( zij) = (~)(~~1Xn-2)~d(r1,. ,rn)x,l **- x,., 
where the coefficients d(r’, . , rn) are squares of integers. This is the 
required generalization of (1). 
Since (6) holds in particular for the identity matrix, we see that the sum of 
the coefficients &I, . , r”) is 2(n-1Xn-2). Hence the result may be formu- 
lated as follows. 
PROPOSITION 1. Let (z,) be a symmetric n X n real matrix with diago- 
nal coeflicients 1, and &fine 
xr = 1 + c rirjzij (r E fi), 
i<j 
where R is the set of r = (rl, . . , r,) E { - 1,l)” such that r, = 1. Then the 
determinant det(zij) may be expressed as a weighted average 
the average being taken over all sets {rl, . , rn) consisting of n linearly 
independent elements r ‘, : . , r” of R. The weights 6, which are given by 
a,, _r!r = 
D(r’, . ,r7L)2 
gn’n- 1) ’ 
are positive and sum to 1. 
When n = 2 the sum in (6) reduces to a single term, with coefficient 1, 
while for n = 3 there are four terms, each with coefficient 1 [cf. (l)]. 
However, when n > 4 other coefficients appear; if n = 4, then there are 70 
terms: two with coefficient 4, 56 with coefficient 1, and the remaining 12 with 
coefficient zero. 
What we have proved so far tells us that in general the determinant 
det(zij) may be expressed as I/2(n-1Xn-2) times a sum of 2(n-1X”-2) (not 
necessarily distinct) monomials X,I *.* x,“, in which the number of times 
each monomial appears is a perfect square. In the next section we will 
require a little more information, namely that all variables X, appear equally 
often in this sum of monomials. It will be sufficient to show that the number 
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N of terms not containing a given x, is always the same. Putting X, = 0 and 
all other variables equal to 1 in (6) makes 
y-1 
z.. = - 
ri rj 
11 
Y ’ 
.zij = -y (i zj). 
where y = 2”- i. We find that det(zij) = (y - n)y”-i, while the right side 
of (6) is N/y”-‘, and so we deduce that the number of monomials which 
contain x, is y”-’ - N = ?a X 2(n-1Xn-3). [Since (6) results from (5) by 
means of (3) without explicit use of (4, it is permissible here to regard the X, 
in (6) as indeterminates in terms of which the zij are defined by (5).] 
PROPOSITION 2. The determinant det(sij) may be expressed as 
1/2(nP1X”-2) times a sum of 2(n-1Xn-2) monomials x,.1 **a x,.~, in which the 
number of times each monomial appears is a pe$ect square, while each 
variable x, appears at most once in each monomial and all variables appear 
equally ofen i?z the sum as a whole. 
3. BOUNDS FOR THE DETERMINANT 
The results of the previous section enable us to give bounds for the 
determinant D, = det(zij) in terms of the rr, provided these are nonnega- 
tive. 
Since D,, is the arithmetic mean of k = 2(n-1Xn-2) monomials, it follows 
by the inequality of the arithmetic and geometric means that D,, is greater 
than or equal to the k th root of the product of these monomials. Taking into 
account the fact that each x, appears a total of n X 2(n-1X”-3) = nk/y 
times, we see that this kth root is in fact (nrE srrjn/Y, so that (0,)“” is 
greater than or equal to the geometric mean of the x,. 
If the X, are nonnegative, then the matrix (zij) is positive semidefinite. 
This can be seen as follows. If the leading minor of order n - 1 is expanded 
by means of (61, then the variables appearing on the right are of course not 
the same as the variables x, which appear in the expansion of (zij) itself; 
however, they are expressible as averages of pairs of x, and so are nonnega- 
tive. Hence the leading minor of order n - 1 is nonnegative, and repetition 
of the argument shows that all leading minors are nonnegative, as required. 
From the fact that (zij) is positive semidefinite it follows by Hadamard’s 
inequality that D, Q zll ..* z,, = 1. Since the arithmetic mean of the x, is 
obviously 1, the conclusions of this discussion may be formulated as follows. 
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PROPOSITION 3. If 
coefficients 1 and the 
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(zij> is a symmetric n x n real matrix with diagonal 
xr = 1 + C rirj.zij (r E RI 
i<j 
are all nonnegative, then 
where GM and AM denote the geometric mean and arithmetic mean 
respectively. 
4. QUADRATIC-FORM VERSIONS 
The results are readily formulated in terms of quadratic forms. If f is the 
quadratic form having matrix ( zii>, then the x, can be expressed in terms of 
the values of f at the points r of R; these points are vertices of the cube 
[ - Ill”. In fact X, = 1 + i{f(r> - n}, an expression which we will denote 
by f *(t-l. 
PROPOSITION 4. Let f(x) = f(xl, . , x,) be an n-ay quadratic form 
with diagonal coeficients unity and determinant D( f >. If 
f*(r) = 1 + +{f(r) - n} (r E R), 
then 
D(f) = (;)(n-1xn-2) CD(r’,. .,~-“)~f*(r’) 0.. f*(r”), 
where the sum is taken over all n-element sets {r’, . . , r”} of elements of R. 
With suitable changes the set R may be replaced by the set V = {l, - l]“, 
consisting of all vertices of the cube [ - 1, 11". Using R avoids redundancy in 
the determinantal expansion, but for other purposes it is less natural to single 
out half of the vertices. In particular we may formulate the result on bounds 
as follows. 
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PROPOSITION 5. Zff(x> = f(xl,. . . , x,) is an n-ay quadratic form with 
diagonal coejficients unity and determinant D( f >, and f *(e> = 1 + i{ f(e) - 
n} is nonnegative for every vector e E V = (1, - l}“, then 
FEM, f*(e) < [D(f)]"" Q ,“E”, f*(e) = 1. 
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