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Zwei wirtschaftlich existenzielle Aufgaben im Planungsprozess eines Unternehmens
des o¨ffentlichen Personennahverkehrs (O¨PNV) sind die Fahrzeugumlaufplanung und
die Fahrerdienstplanung, die im Folgenden kurz als Umlaufplanung und Dienstpla-
nung bezeichnet werden. Bei der Umlaufplanung werden die fu¨r die Personenbefo¨rde-
rung geplanten Fahrten eines Tages Fahrzeugen zugeordnet und bei der Dienstplanung
werden die zu leistenden Fahrzeugaktivita¨ten auf Dienste fu¨r das Fahrpersonal ver-
teilt. Die Betriebskosten eines Verkehrsunternehmens fu¨r die produzierte Fahrleistung
entfallen dabei nach [Leuthardt, 2005] zu ca. 20 bis 25 Prozent auf die eingesetzten
Fahrzeuge und zu ca. 54 bis 58 Prozent auf das Fahrpersonal.
Um diese beiden sehr komplexen Planungsaufgaben zu bewa¨ltigen, nutzen vie-
le Verkehrsunternehmen seit Jahren computergestu¨tzte Planungssysteme. Ein ent-
scheidender Bestandteil der Systeme auf dem Markt fu¨r Planungssoftware sind da-
bei Optimierungskomponenten geworden. Diese Entwicklung ist einerseits darauf
zuru¨ckzufu¨hren, dass Verkehrsunternehmen aufgrund des zunehmenden Kostendrucks
versta¨rkt nach Mo¨glichkeiten fu¨r einen optimalen, kosteneffizienten Einsatz der im
Unternehmen zur Verfu¨gung stehenden Ressourcen suchen. Andererseits spielt die
intensive Erforschung mathematischer Optimierungsverfahren und -modelle auf die-
sem Gebiet eine entscheidende Rolle. So bieten z.B. die Planungssysteme Hastus,
IVU.plan und MOBILE-Plan eine Planungsunterstu¨tzung durch mathematische Op-
timierung an. Mit den Optimierungskomponenten ko¨nnen Planern der Verkehrsbe-
triebe mathematisch bewertete Mo¨glichkeiten fu¨r einen kosteneffizienten Ressourcen-
einsatz aufgezeigt werden. So ko¨nnen oftmals auch Mo¨glichkeiten zur Freisetzung von
Ressourcen identifiziert werden, die zur Verbesserung des Fahrgastangebotes genutzt
werden ko¨nnen.
Fu¨r einen erfolgreichen und vorteilhaften Einsatz von mathematischer Optimie-
rungssoftware in der Planung ist neben kosteneffizient zusammengestellten Ressour-
ceneinsatzpla¨nen allerdings noch ein weiterer Faktor von zentraler Bedeutung: die
Akzeptanz der vorgeschlagenen Pla¨ne.
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Diese Akzeptanz ha¨ngt davon ab, ob ein Plan Qualita¨tskriterien erfu¨llt, die explizit
oder implizit von Planern bzw. vom Fahrpersonal gewu¨nscht sind. Ein entscheidendes
Qualita¨tskriterium ist die Regelma¨ßigkeit bzw. A¨hnlichkeit von Ressourceneinsatz-
pla¨nen. An verschiedenen Tagen bedienen Verkehrsunternehmen zu einem Großteil
identische Fahrten. Fu¨r die einzelnen Tage ko¨nnen mit den bisher erforschten ma-
thematischen Optimierungsmodellen und -verfahren zwar kosteneffiziente Ressour-
ceneinsatzpla¨ne berechnet werden. Allerdings kann das Ergebnis sehr stark variieren:
Obwohl die Fahrtenmenge verschiedener Tage als Input fu¨r die Umlauf- und Dienst-
planung sehr a¨hnlich zueinander ist, ko¨nnen die als Lo¨sung berechneten Umlauf- und
Dienstpla¨ne fu¨r verschiedene Tage sehr stark voneinander abweichen, wie es unter
anderem von [Steinzen, 2007] und [Borndo¨rfer et al., 2012] festgestellt wird. Diese
Abweichung ist in der Praxis nicht erwu¨nscht. Aus praktischer Sicht ermo¨glichen
nach [Borndo¨rfer et al., 2012] regelma¨ßige bzw. a¨hnliche Pla¨ne eine operative Stabi-
lita¨t und vereinfachen die Erstellung von Dienstpla¨nen fu¨r das Fahrpersonal. Daru¨ber
hinaus stellt sich aus wissenschaftlicher Sicht die Frage, warum ein a¨hnlicher Input
nicht zwangsla¨ufig auch zu einem a¨hnlichen Output fu¨hrt.
Zielsetzung und wesentliche Forschungsfragen
Um diese Frage zu beantworten, besteht die Hauptzielsetzung dieser Arbeit
darin, die Beru¨cksichtigung von Regelma¨ßigkeits- bzw. A¨hnlichkeitsaspekten
beim Bilden von Ressourceneinsatzpla¨nen fu¨r verschiedene Tage in Optimie-
rungsverfahren zur Umlauf- und Dienstbildung zu untersuchen. So soll als wesentliche
Forschungsfrage beantwortet werden, ob und mit welchen Modellen und Methoden
es mo¨glich ist, sowohl kosteneffiziente als auch zueinander a¨hnliche Pla¨ne berechnen
zu ko¨nnen. In dieser Arbeit sollen dazu Konzepte zur Ressourceneinsatzplanung mit
A¨hnlichkeitsaspekten entwickelt werden. Neben der Entwicklung von Modellen und
Methoden zur fahrplanu¨bergreifenden Planung mehrerer Tage soll auch analysiert
werden, wie A¨hnlichkeit von Ressourceneinsa¨tzen geeignet messbar gemacht werden
kann. Die Konzepte sollen fu¨r verschiedene Varianten der O¨PNV-Planung untersucht
werden, die unterschiedliche Freiheitsgrade fu¨r die Realisierung von A¨hnlichkeitszielen
bieten. So soll fu¨r unterschiedliche Planungsvarianten aus der Praxis eine (kostenef-
fiziente) Planung mit A¨hnlichkeitszielen ermo¨glicht werden.
Die beste Beru¨cksichtigung von Qualita¨tskriterien in mathematischen Optimie-
rungsmethoden zum Bilden von Umla¨ufen und Diensten hilft einem Verkehrsunter-
nehmen allerdings nur dann weiter, wenn die vorgeschlagenen Pla¨ne im Unternehmen
direkt umsetzbar sind. Voraussetzung fu¨r eine direkte Umsetzbarkeit ist die Zula¨ssig-
keit des vorgeschlagenen Ressourceneinsatzes. Komplizierte gesetzliche, tarifliche und
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nal und Ablo¨semo¨glichkeiten von Fahrern am Fahrzeug sollten mo¨glichst vollsta¨ndig
von einer mathematischen Optimierungskomponente bei der Plan-Erstellung beru¨ck-
sichtigt worden sein. Eine vorgeschlagene Lo¨sung, die von Hand (aufwa¨ndig) nachbe-
arbeitet werden muss, um den Regelungen entsprechend gu¨ltige Ressourceneinsatz-
pla¨ne zu erreichen, ist bei der Unterstu¨tzung des Planungsprozesses im Verkehrsun-
ternehmen eher hinderlich. Neben dem zeitlichen Aufwand fu¨r eine Nachbearbeitung
kann eine fehlende Beru¨cksichtigung von Regelungen in der Optimierungskomponen-
te dazu fu¨hren, dass der vorgeschlagene Ressourceneinsatzplan so gea¨ndert werden
muss, dass er (stark) von der als kosteneffizient errechneten Vorlage abweicht und
nicht nicht mehr als kosteneffizient anzusehen ist.
Die Nebenzielsetzung dieser Arbeit besteht daher darin, die Lo¨sbarkeit praxis-
naher Problemstellungen zur Umlauf- und Dienstplanung zu untersuchen. Aufbauend
auf bisherigen Forschungsergebnissen in diesem Bereich soll die Forschungsfrage be-
antwortet werden, wie weit sich spezielle unternehmensspezifische Regeln in
effizienten Optimierungsverfahren zur Umlauf- und Dienstbildung realisieren lassen.
Dabei liegt der Fokus auf einer Umsetzbarkeit von Regelungen in einer integrier-
ten Umlauf- und Dienstplanung. Die integrierte Planung von Umla¨ufen und Diens-
ten unterscheidet sich von einer traditionellen sequenziellen Vorgehensweise dahinge-
hend, dass Umlauf- und Dienstplan gemeinsam in einem Schritt erstellt werden, statt
zuna¨chst der Umlaufplan und darauf aufbauend der Dienstplan. Eine gleichzeitige
Planung von Busumla¨ufen und Diensten erlaubt mehr Flexibilita¨t bei der Dienstpla-
nung und kann so zu einem insgesamt effizienteren Ressourceneinsatz fu¨hren. Eine
solche Vorgehensweise ist jedoch deutlich komplexer als ein sequenzielles Vorgehen.
Struktur der Arbeit
Der beschriebenen Haupt- und Nebenzielsetzung entsprechend ist diese Arbeit auf-
gebaut. Sie gliedert sich in vier Teile.
Teil I bestehend aus vier Kapiteln gibt einen U¨berblick u¨ber den Stand der Technik
und leitet den Forschungsbedarf ab.
Kapitel 2 analysiert zuna¨chst die Problemstellung. Neben einer Einfu¨hrung in die
Praxis der operativen Planung im O¨PNV werden die einzelnen Planungsaufgaben mit
Fokus auf die Umlaufplanung und die Dienstplanung erla¨utert, sowie unterschiedliche
Ablaufvarianten dieser beiden Planungsschritte. Anschließend wird die Regelma¨ßig-
keit bzw. A¨hnlichkeit von Fahrpla¨nen unterschiedlicher Tage und ihre Auswirkung
auf die Planungsaufgaben ero¨rtert. Wie die bisherige Unterstu¨tzung der Planungsauf-
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gaben durch Softwaresysteme mit mathematischen Optimierungsmethoden aussieht,
wird ebenfalls untersucht.
Kapitel 3 stellt zum besseren Versta¨ndnis der in den Softwaresystemen mit ma-
thematischen Optimierungskomponenten genutzten Modellierungen und den in die-
ser Arbeit entwickelten Lo¨sungsansa¨tzen zur Umlauf- und Dienstplanung relevante
Problembeschreibungen aus dem Bereich der kombinatorischen Optimierung vor. Die
zum Lo¨sen dieser Probleme wesentlichen mathematischen Verfahren werden ebenfalls
kurz dargestellt.
Kapitel 4 beleuchtet den Stand der Forschung zur aufgegriffenen Problemstel-
lung. Zum einen werden Modelle und Methoden fu¨r eine kosteneffiziente Umlauf-
und Dienstplanung diskutiert sowie die Behandlung praktischer Anforderungen zur
Dienstbildung in diesen. Zum anderen werden bestehende Modelle und Methoden zur
Ressourceneinsatzplanung mit A¨hnlichkeitszielen untersucht.
Basierend auf den Anforderungen aus Kapitel 2 und dem Stand der Forschung aus
Kapitel 4 wird in Kapitel 5 der Forschungsbedarf konkretisiert und eine geeignete
Vorgehensweise zur Erfu¨llung des Bedarfs im Rahmen dieser Arbeit abgeleitet.
Teil II untersucht in zwei Kapiteln grundlegende technische und methodische Vor-
ausetzungen fu¨r eine (in der O¨PNV-Planung praktisch einsetzbare) Ressourcenein-
satzplanung mit A¨hnlichkeitszielen.
Kapitel 6 stellt das im Rahmen dieser Arbeit entwickelte Optimierungssystem zur
Umlauf- und Dienstbildung vor.
Darauf aufbauend werden in Kapitel 7 Mo¨glichkeiten zur Beru¨cksichtigung indivi-
dueller Anforderungen zur Umlauf- und Dienstbildung in den eingesetzten Modellen
und Methoden diskutiert.
Teil III untersucht in zwei Kapiteln neue generelle Ansa¨tze fu¨r eine Ressourcenein-
satzplanung mit A¨hnlichkeitszielen.
Dazu werden zuna¨chst zur Formulierung von A¨hnlichkeitszielen in Kapitel 8 mo¨gli-
che Bewertungen von A¨hnlichkeit am Beispiel der Umlauf- und Dienstplanung vorge-
schlagen. Konzepte fu¨r eine durch mathematische Optimierung unterstu¨tzte Planung
mit A¨hnlichkeitszielen werden darauf folgend in Kapitel 9 entwickelt.
Teil IV diskutiert in vier Kapiteln die Einbettung der entwickelten A¨hnlichkeits-
ansa¨tze in die Varianten der O¨PNV-Planung und stellt die Ergebnisse dieser Arbeit
abschließend zusammenfassend dar.
7Kapitel 10 evaluiert die Umsetzung der entwickelten Modellierungs- und Lo¨sungs-
ansa¨tze in eine sequenzielle Umlauf- und Dienstplanung. Dazu werden die vorge-
schlagenen Modelle und Methoden zur Planung mit A¨hnlichkeitszielen entsprechend
angepasst und erweitert.
Kapitel 11 evaluiert auf gleiche Art eine Umsetzung fu¨r eine teilintegrierte Umlauf-
und Dienstplanung, Kapitel 12 fu¨r eine integrierte Umlauf- und Dienstplanung.
Kapitel 13 fasst die Ergebnisse dieser Arbeit zusammen und gibt einen Ausblick
auf weitere Forschungsmo¨glichkeiten.
8 Kapitel 1 Einleitung und Motivation
9Kapitel 2
Operative Planung im O¨PNV
In diesem Kapitel wird kurz in die Doma¨ne der Umlauf- und Dienstplanung im O¨PNV
eingefu¨hrt und ein U¨berblick u¨ber die in dieser Arbeit bearbeiteten Themenkom-
plexe gegeben. Dazu werden zuna¨chst die beiden Planungsaufgaben Umlaufplanung
und Dienstplanung eines Verkehrsunternehmens im Zusammenhang mit den weiteren
Schritten des Planungsprozesses im O¨PNV vorgestellt und genauer erla¨utert. Diese
Vorstellung erfolgt in Abschnitt 2.1. Die Umlauf- und Dienstplanungsaufgaben im
Planungsprozess ko¨nnen auf unterschiedlichste Art bewa¨ltigt werden. Die mo¨glichen
Ablaufvarianten der Umlauf- und Dienstplanung fu¨r die Planung der Fahrtenmenge
eines Tages sind in Abschnitt 2.2 dargestellt. Verkehrsunternehmen planen Umla¨ufe
und Dienste nicht nur fu¨r die Fahrtenmenge eines Tages, sondern fu¨r verschiedene Ta-
ge mit variierenden Fahrtenmengen. Die Rolle der Regelma¨ßigkeit bzw. A¨hnlichkeit
als Qualita¨tsmerkmal in der Planung wird in Abschnitt 2.3 aufgegriffen. Die Aufgaben
der Umlaufplanung und der Dienstplanung wurden im Laufe der Jahre vielfach als
mathematische Optimierungsprobleme modelliert und mit entsprechenden Verfahren
gelo¨st, die teilweise Eingang in kommerzielle Planungssoftware gefunden haben. Ab-
schnitt 2.4 beschreibt u¨bersichtsartig die Unterstu¨tzung der Planung durch Software-
systeme mit mathematischen Optimierungsmethoden und gibt so einen Anhaltspunkt
fu¨r den in dieser Arbeit zu behandelnden Forschungsbedarf.
2.1 Ressourceneinsatzplanung im
O¨PNV-Planungsprozess
Der Planungsprozess im O¨PNV la¨sst sich nach [Desaulniers und Hickman, 2007]
grundlegend in die Phasen strategische, taktische und operative Planung unterteilen.
Die in den einzelnen Phasen zu bewa¨ltigenden Planungsaufgaben betreffen unter-
schiedliche Planungszeitra¨ume und Zielsetzungen. Fu¨r eine ausfu¨hrlichere Darstel-
lung der Planungsaufgaben der einzelnen Phasen sei auf [Desaulniers und Hickman,
2007] und [Bunte, 2009] verwiesen. Eine kurze Beschreibung der Aufgaben in An-
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lehnung an diese Ausfu¨hrungen findet sich im Folgendem. Abbildung 2.1 stellt den
Planungsprozess im O¨PNV zusammenfassend dar basierend auf den Darstellungen




















































































































Abbildung 2.1: Operative Planung als Teil des Planungsprozesses im O¨PNV
In der strategischen Planung werden unter anderem der Befo¨rderungsbedarf ermit-
telt und ein fu¨r die Befo¨rderung geeignetes Nahverkehrsnetz festgelegt. Dabei wird
in der Netzplanung auf Basis der erwarteten Passagierstro¨me zwischen zwei Orten
(Quell-Ziel-Matrix ) die Netztopologie entworfen, d.h. das Streckennetz mit seinen
Haltestellen. In der Linienplanung werden zu diesem Streckennetz Verla¨ufe einzelner
(Bus-)Linien festgelegt, sowie die Frequenz in welcher diese bedient werden sollen,
um den Befo¨rderungsbedarf erfu¨llen zu ko¨nnen.
In der taktischen Planung ist das prima¨re Ziel, ein hohes Serviceangebot zu errei-
chen. Zu den in der strategischen Planung definierten Linien und Frequenzen werden
in der Fahrplanplanung die genauen Ankunfts- und Abfahrtszeiten an den einzelnen
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Haltestellen festgelegt. Ergebnis ist ein Fahrplan, der das Nahverkehrsangebot festlegt
und die zur Personenbefo¨rderung erforderlichen Fahrten (Servicefahrten) vorgibt.
In der operativen Planung besteht das Ziel eines Verkehrsunternehmens darin, das
Nahverkehrsangebot mit mo¨glichst geringen Betriebskosten umzusetzen. Die durch
den Fahrplan eines Tages vorgegebenen Fahrten zur Personenbefo¨rderung werden in
der Umlaufplanung Fahrzeugen so zugewiesen, dass auf den entstehenden Fahrtrouten
(Fahrzeugumla¨ufen) alle Fahrten kostenminimal bedient werden. In die Planungsent-
scheidungen fließen dabei unter anderem der zur Verfu¨gung stehende Fuhrpark sowie
die mo¨glichen Leerfahrten zwischen den Haltestellen ein. Um die Umla¨ufe bedienen
zu ko¨nnen, werden in der Dienstplanung unter Beru¨cksichtigung gesetzlicher, tarifli-
cher und betrieblicher Regelungen anonyme Tagesdienste erstellt. In dieser Planung
mu¨ssen zusa¨tzlich zu den Dienstregeln unter anderem die zur Verfu¨gung stehenden
Pausenorte, Transfermo¨glichkeiten zwischen den Haltestellen, sowie Ablo¨semo¨glich-
keiten fu¨r Fahrer beachtet werden. Die erstellten Tagesdienste werden in der Dienstrei-
henfolgeplanung zu wo¨chentlichen oder monatlichen Sequenzen von Diensten zusam-
mengefasst und in Personaleinsatzpla¨nen tatsa¨chlichem Fahrpersonal zugeordnet. Da-
bei sind weitere Regelungen wie z.B. Mindestruhezeiten zwischen Ende und Beginn
zweier Dienste einzuhalten. Organisatorisch erfolgt die Zuordnung zu Fahrern in der
Dispositions- und Steuerungs-Abteilung eines Verkehrsunternehmens.
Der Planungsprozess ist grundsa¨tzlich gepra¨gt von Ru¨ckkopplungen und Iteratio-
nen bei Bewa¨ltigung der einzelnen Planungsaufgaben, die eine intensive Kommuni-
kation zwischen den jeweiligen Abteilungen bzw. Entscheidern erfordern. Aufgrund
von Zielkonflikten zwischen einzelnen Schritten kann es passieren, dass das Ergebnis
eines vorherigen Schrittes (in Teilen) revidiert werden muss. Eine gute Unterstu¨tzung
des Planungsprozesses beru¨cksichtigt idealerweise diese Zielkonflikte und sorgt so fu¨r
eine Entscha¨rfung der Ru¨ckkopplungen.
Die beiden in dieser Arbeit betrachteten Planungsschritte Umlaufplanung und
Dienstplanung werden im Folgenden detaillierter vorgestellt.
2.1.1 Umlaufplanung
Im vorherigen Abschnitt wurde die Aufgabe der Umlaufplanung als Teil des Planungs-
prozesses im O¨PNV vorgestellt. Die im weiteren Verlauf dieser Arbeit verwendeten
Begriffe der Umlaufplanung werden im Folgenden – orientiert an den Definitionen
in [Kliewer, 2005] – genauer erla¨utert. Abbildung 2.2 zeigt eine zusammenfassende
Darstellung der benutzten Terminologie basierend auf der Darstellung von [Steinzen,
2007].
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Die zur Bedienung von Fahrten einzusetzenden Fahrzeuge ko¨nnen sich in ihrer
Gro¨ße, Geschwindigkeit oder Ausstattung unterscheiden. Jede Kombination unter-
schiedlicher Auspra¨gungen dieser Eigenschaften legt einen Fahrzeugtypen (engl. ve-
hicle type) fest. In der Praxis sind diese Unterschiede zu beru¨cksichtigen, wenn be-
stimmte Fahrten nur durch Fahrzeuge mit passenden Eigenschaften ausgefu¨hrt wer-
den ko¨nnen. So ko¨nnen z.B. la¨ngere Busse wie Gelenkbusse nicht durch Straßen mit
besonders engen Kurven fahren. Oder es sind fu¨r Fahrten im Bereich von Altenhei-
men und Krankenha¨usern ausschließlich Busse mit barrierefreiem Einstieg wie Nie-
derflurbusse einzusetzen. Abgestellt bzw. stationiert sind die Fahrzeuge an einem
Depot (engl. depot) bzw. Betriebshof. In der Praxis ist die Anzahl von Stellpla¨tzen
fu¨r Fahrzeuge in einem Depot begrenzt. Die Begrenzung kann sich fu¨r unterschied-
liche Fahrzeugtypen unterscheiden, z.B. bei Gelenkbussen und ku¨rzeren Fahrzeugen.
Im weiteren Verlauf dieser Arbeit wird daher eine Kombination aus Fahrzeugtyp
und Abstellort bzw. Betriebshof als Depot bezeichnet. Ein Depot ist Ausgangs- und
Endpunkt fu¨r die Fahrten eines Fahrzeuges an einem Tag. Eine Service- bzw. Fahr-
gastfahrt (engl. service trip) bezeichnet eine durch den Fahrplan vorgegebene Fahrt
zur Personenbefo¨rderung. Jede Servicefahrt besitzt eine Start- und Endhaltestelle so-
wie eine Anfangs- und Endzeit. Zwischen Start und Ende besteht eine Servicefahrt
aus einer Folge von planma¨ßigen, ununterbrochenen Fahrten zwischen zwei aufeinan-
derfolgenden Haltestellen einer Linie, an welchen Fahrga¨ste ein- bzw. aussteigen. Die
Menge aller Servicefahrten eines Fahrplans wird in der Praxis oft als Fahrplanmasse
bezeichnet. Als Leerfahrt (engl. deadhead oder deadrun) wird jede Fahrt bezeichnet,
bei der keine Befo¨rderungsmo¨glichkeit fu¨r Passagiere besteht. Sie wird zum Stand-
ortwechsel eines Fahrzeuges genutzt. Leerfahrten ko¨nnen in Aus- und Einru¨ckfahrten
sowie Verbindungsfahrten aufgeteilt werden. Als Ausru¨ckfahrt (engl. pull-out trip)
wird eine Leerfahrt bezeichnet, die ein Fahrzeug von einem Depot zur Starthaltestel-
le einer Servicefahrt fu¨hrt. Analog bezeichnet Einru¨ckfahrt (engl. pull-in trip) eine
Leerfahrt von der Endhaltestelle einer Servicefahrt zu einem Depot. Zwei Servicefahr-
ten werden als kompatibel bezeichnet, wenn sie nacheinander von demselben Fahrzeug
ausgefu¨hrt werden ko¨nnen. Unterscheidet sich bei zwei kompatiblen Servicefahrten
die Endhaltestelle der ersten Servicefahrt von der Starthaltestelle der zweiten Service-
fahrt, ko¨nnen zwei Fahrten nur von demselben Fahrzeug bedient werden, wenn eine
Leerfahrt zwischen diesen Haltestellen durchgefu¨hrt wird. Diese Leerfahrt wird als
Verbindungsfahrt bezeichnet. In der Regel ist eine solche Fahrzeugaktivita¨t fu¨r Lini-
enwechsel notwendig, also wenn die Haltestelle einer anderen als der gerade bedienten
Linie angefahren wird. Alle Aktivia¨ten eines Fahrzeugs zwischen zwei Aufenthalten
im Depot umfasst ein Umlaufblock (engl. vehicle block). Ein Umlaufblock beginnt
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Abbildung 2.2: Grundbegriffe der Umlaufplanung am Beispiel einer Aufteilung von
zu leistenden Servicefahrten auf zwei Umlaufblo¨cke
immer mit einer Ausru¨ckfahrt und endet immer mit einer Einru¨ckfahrt. Zwischen
Aus- und Einru¨ckfahrt liegt eine Sequenz aus Servicefahrten, Verbindungsfahrten und
Wartezeiten. Die gesamte Aktivita¨t eines Fahrzeuges an einem Tag wird durch einen
Fahrzeugumlauf bzw. (Tages-)Umlauf (engl. vehicle duty) beschrieben. Er beschreibt
also die Fahrtroute eines Fahrzeuges beginnend mit der ersten Ausru¨ckfahrt aus ei-
nem Depot bis zur letzten Einru¨ckfahrt in ein Depot. Ein Tagesumlauf besteht aus
mindestens einem Umlaufblock. Alle an einem Tag auszufu¨hrenden (Tages-)Umla¨ufe
werden im Umlaufplan (engl. vehicle schedule) festgehalten.
Der Umlaufplan wird nach unterschiedlichsten Zielen von einem Verkehrsunterneh-
men gebildet. Prima¨res Ziel der Planung ist zumeist, die Servicefahrten eines Tages
mit mo¨glichst wenigen Fahrzeugen zu bedienen. Ein sekunda¨res Ziel ist dabei z.B.
oft, die von den Fahrzeugen zu fahrenden Strecken so kurz wie mo¨glich zu halten,
um die anfallenden Spritkosten zu reduzieren. Weitere Ziele ko¨nnen sein, Linienwech-
sel innerhalb von Umla¨ufen nach Mo¨glichkeit zu vermeiden, um evtl. auftretende
Verspa¨tungen auf einer Linie nicht in das gesamte Liniennetz zu propagieren, oder
auch, mo¨glichst oft Aufenhalte der Fahrzeuge in den Depots zu planen, um so fu¨r die
Dienstplanung z.B. einfach zu planende Ablo¨semo¨glichkeiten fu¨r Fahrer anzubieten.
2.1.2 Dienstplanung
Analog zur im vorherigen Abschnitt beschriebenen Umlaufplanung soll in diesem Ab-
schnitt die im weiteren Verlauf der Arbeit genutzte Terminologie zur Dienstplanung
erla¨utert werden. Dabei orientieren sich die Begriffsbeschreibungen und grafischen
Erla¨uterungen an den Definitionen in [Steinzen, 2007] und [Gintner, 2008]. Abbildung
2.3 zeigt die benutzte Terminologie im Zusammenhang mit den in der Umlaufplanung
verwendeten Begriffen.
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Eine Verknu¨pfung zwischen Umlauf- und Dienstplanung ist durch einen Ablo¨se-
punkt (engl. relief point) gegeben. Er bezeichnet eine durch Zeit (Ablo¨sezeitpunkt)
und Ort (Ablo¨sehaltestelle) bestimmte Mo¨glichkeit, einen Fahrerwechsel auf einem
Umlauf durchzufu¨hren. Liegen Ablo¨sepunkte innerhalb einer Servicefahrt, teilen sie
diese Fahrt in mehrere Teilfahrten (engl. subtrip). Teilfahrten sind somit das Stu¨ck
einer Servicefahrt von Beginn der Servicefahrt bis zum ersten Ablo¨sepunkt innerhalb
der Servicefahrt, alle Stu¨cke innerhalb der Servicefahrt zwischen zwei aufeinander-
folgenden Ablo¨sepunkten, sowie das Stu¨ck vom letzten Ablo¨sepunkt innerhalb der
Servicefahrt bis zum Ende der Servicefahrt. Entha¨lt die Servicefahrt keinen inne-
ren Ablo¨sepunkt, besteht sie aus nur einer Teilfahrt. Ein Fahrer kann seine Arbeit
an einer Teilfahrt innerhalb einer Servicefahrt beginnen oder beenden. Dahingegen
muss ein Umlauf alle Teilfahrten einer Servicefahrt enthalten. Eine nicht mehr zu un-
terteilende Dienstta¨tigkeit zwischen zwei Ablo¨sepunkten wird als ein Dienstelement
(engl. task) definiert. Ein Dienstelement umfasst also die Durchfu¨hrung einer Fol-
ge von (Service- und/oder Leer-)Fahrten. Alle Teile eines Dienstelements, d.h. alle
mo¨glichen von einem Fahrer zu leistenden Aufgaben, die sich aus unterschiedlichen
Aktivita¨ten mit einem Fahrzeug ergeben, werden als Dienstelement-Abschnitt (engl.
task-section) bezeichnet: die Fahrtstu¨cke bzw. Teilfahrten einer Servicefahrt, Leer-
fahrten und Warten auf einem Fahrzeug. Eine Servicefahrt, die keine Ablo¨sepunkte
entha¨lt – weder zu Beginn oder Ende, noch mittendrin – stellt folglich wie bei [Gint-
ner, 2008] beschrieben einen Dienstelement-Abschnitt dar. Ein Dienststu¨ck (engl.
piece of work) ist eine Folge von Dienstelementen, die von einem Fahrer ununterbro-
chen (d.h. ohne gesetzlich vorgeschriebene Pause) auf einem Fahrzeug/Umlaufblock
hintereinander durchgefu¨hrt werden kann. Ein Dienst (engl. duty) stellt die an einem
Tag von einem (anonymen) Fahrer zu verrichtende Arbeit dar, d.h. die zu verrichten-
de Arbeit ohne eine Zuordnung zu einer tatsa¨chlichen Person, und besteht aus einem
oder mehreren Dienststu¨cken, die durch (gesetzlich vorgeschriebene) Pausen vonein-
ander getrennt sind. Definiert durch die Anzahl Dienststu¨cke, Dauer der Pause(n)
zwischen den Dienststu¨cken und weitere Parameter (wie z.B. Zeit, die ein Fahrer auf
einem Fahrzeug verbringt) werden in der Praxis verschiedene mo¨gliche Dienstarten
bzw. Diensttypen (engl. duty types) festgelegt. Ein Dienst ist nur dann gu¨ltig, wenn
er einer Dienstart zuordbar ist. Alle an einem Tag zu leistenden Dienste sind im
Dienstplan (engl. crew schedule) zusammengefasst.
Ein Dienstplan zur Bedienung aller durch den Fahrzeugeinsatz anfallenden Aufga-
ben durch das Fahrpersonal wird von einem Verkehrsunternehmen oft nach vielfa¨lti-
gen Zielen erstellt. Zum einen wird in der Regel versucht, die Dienstanzahl und damit
das zur Ausfu¨hrung der Aufgaben notwendige Personal so gering wie mo¨glich zu hal-
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Abbildung 2.3: Grundbegriffe der Umlauf- und Dienstplanung am Beispiel einer Auf-
teilung von zu leistenden Servicefahrten auf zwei Umlaufblo¨cke und
zwei Dienste
ten. Zum anderen sollen oftmals eine bestimmte Anzahl der Dienste nach bestimm-
ten Diensttypen gebildet werden oder innerhalb definierter Zeitra¨ume (sogenannter
Schichtzeiten) liegen. Außerdem werden die Dienste ha¨ufig mit so wenig Pausen wie
mo¨glich gebildet, wodurch der Wirkungsgrad der eingesetzen Fahrer erho¨ht werden
soll. Je nach Betrieb werden noch weitere Kriterien bei der Dienstplanung beru¨ck-
sichtigt, wie z.B. bestimmte Fahrtensequenzen innerhalb eines Dienstes zu vermeiden,
weil diese besonders stressig fu¨r einen Fahrer sind, oder Pausen mo¨glichst mit zusa¨tz-
lichen Pufferzeiten fu¨r evtl. auftretende Sto¨rungen im Betriebsablauf zu versehen oder
andere Qualita¨tskriterien zu beachten. Das Erstellen eines Dienstplans nach den im
Unternehmen explizit oder implizit geltenden Kriterien geht dabei oft mit Anpas-
sungen und Korrekturen am Umlaufplan einher. Welche Elemente in welchem Plan
korrigiert werden, ha¨ngt von Art und Weise der Planung ab. Diese wird im na¨chsten
Abschnitt vorgestellt.
2.2 Varianten der Umlauf- und Dienstplanung
Umlauf- und Dienstplanung ko¨nnen auf unterschiedliche Weise kombiniert durch-
gefu¨hrt werden. Je nach Kombination und Reihenfolge gibt es in den beiden Planungs-
schritten unterschiedliche Freiheitsgrade und eine andere Komplexita¨t der Planung
bzw. der zu lo¨senden Planungsprobleme. Im Folgenden werden die Mo¨glichkeiten ei-
ner Sequenziellen Planung (Abschnitt 2.2.1), einer Unabha¨ngigen Planung (Abschnitt
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2.2.2), einer Teilintegrierten Planung (Abschnitt 2.2.3) und einer Integrierten Planung
(Abschnitt 2.2.4) kurz dargestellt.
2.2.1 Sequenzielle Planung – Fahrplanbasierte Umlaufbildung
und umlaufbasierte Dienstbildung
In der (traditionellen) sequenziellen Planung werden die beiden Schritte Umlaufpla-
nung und Dienstplanung aufeinander aufbauend ausgefu¨hrt. Zu der gegebenen Fahr-
planmasse eines Tages wird zuna¨chst der Umlaufplan ermittelt. Die entstandenen
Umla¨ufe werden danach unter Beru¨cksichtigung der Ablo¨sepunkte in Dienste fu¨r das
Fahrpersonal
”
geschnitten“. Diese Vorgehensweise findet sich oft in der sta¨dtischen

















Abbildung 2.4: Sequenzielle Umlauf- und Dienstbildung
Ein Vorteil der sequenziellen Planung ist, dass die beiden Planungsaufgaben zur
Umlaufbildung und zur Dienstbildung getrennt voneinander bearbeitet werden. Im
Vergleich zu einer gemeinsamen (integrierten) Bearbeitung der Umlauf- und Dienst-
planungsaufgaben ko¨nnen so Pla¨ne in deutlich ku¨rzerer Zeit bestimmt werden. Bei-
spiele fu¨r zeitliche Unterschiede zwischen sequenzieller und integrierter Planung bei
Betrachtung der Umlaufplanung und der Dienstplanung als mathematische Optimie-
rungsprobleme sind unter anderem zu finden bei [Kliewer et al., 2012] und bei [Weider,
2007].
Nachteilig an der sequenziellen Vorgehensweise ist, dass durch sie die Flexibilita¨t
in der Dienstplanung eingeschra¨nkt wird.
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So kann eine isolierte Betrachtung der Umlaufplanung zu einer Dienstplanung
fu¨hren, in der ungu¨ltige Dienste zu bilden wa¨ren, um alle durch den Fahrzeugein-
satz anfallenden Aufgaben mit Fahrern bedienen zu ko¨nnen. Dies ist insbesondere
bei der regionalen Betriebsplanung mo¨glich. Im Gegensatz zum sta¨dtischen Nahver-
kehr gibt es dort u¨blicherweise wenige Ablo¨sepunkte, die Ablo¨sepunkte sind aufgrund
ihrer Entfernungen nicht schnell zu erreichen und la¨ngere Servicefahrten sind zu be-
dienen. Ein kosteneffizienter Umlaufplan mit einer minimalen Fahrzeuganzahl kann
dann aus Umla¨ufen bestehen, die wenige Ablo¨semo¨glichkeiten enthalten. Die aus den
Umla¨ufen bildbaren Dienststu¨cke ko¨nnen dann wie von [Borndo¨rfer et al., 2002] be-
schrieben erfordern, dass Fahrer la¨nger am Stu¨ck fahren mu¨ssen als es gesetzlich
erlaubt ist oder dass Pausenregelungen nicht eingehalten werden ko¨nnen.
Außerdem kann die aufeinanderfolgende Bestimmung eines kostenoptimalen Um-
laufplans und eines kostenoptimalen Dienstplans in der sequenziellen Planung dazu
fu¨hren, dass die Gesamtkosten der ermittelten Pla¨ne ho¨her sind als bei der Bestim-
mung in einem gemeinsamen Schritt. [Freling, 1997] und [Huisman, 2004] veranschau-
lichen dies an einfachen Beispielen, bei denen das Hinzufu¨gen von weiteren Leerfahr-
ten zu einem optimalen Umlaufplan zwar die Kosten des Umlaufplans erho¨ht, aber
die Gesamtkostenbewertung von Umlauf- und Dienstplan verringert: Durch das Hin-
zufu¨gen von Leerfahrten wird die Flexibilita¨t in der Dienstplanung erho¨ht, sodass im
Dienstplan ein Dienst eingespart werden kann.
Potenziellen Nachteilen einer sequenziellen Planung kann versucht werden entge-
genzuwirken, indem in der Umlaufplanung bereits Aspekte der Dienstplanung beru¨ck-
sichtigt werden. Eine solche Vorgehensweise wird als teilintegrierte Planung bezeich-
net und wird in Abschnitt 2.2.3 genauer beschrieben. So besteht eine Mo¨glichkeit
darin, die Fahrzeugeinsatzzeiten, d.h. die Zeiten die Fahrzeuge außerhalb der Depots
unterwegs sind, mit Kosten zu belegen, um bei der Planung von Umla¨ufen bereits die
zu vergu¨tende Arbeitszeit der Fahrer abzubilden. Dadurch sollen Umla¨ufe eine ge-
eignete Struktur fu¨r die anschließende Dienstplanung bekommen. Werden allerdings
zeitabha¨ngige Kosten verglichen mit streckenabha¨ngigen Kosten zu hoch gewa¨hlt,
kann die Betrachtung von zeitabha¨ngigen Kosten in der Umlaufplanung zu einer
Mehrung von Leerkilometern fu¨hren, aufgrund unno¨tigerweise geplanter Leerfahr-
ten (zu und von den Depots). Auf ein weiteres Problem weist [Beck, 2008] hin: Mit
Beru¨cksichtigung von zeitabha¨ngigen Fahrzeugkosten bei der Suche nach einem opti-
malen Umlaufplan werden die Wendezeiten – d.h. Wartezeiten zwischen Ende einer
Servicefahrt und Beginn der na¨chsten – minimiert, sodass diese dann oft zu kurz sind,
um in der Dienstplanung als Pausenzeiten fu¨r Fahrer genutzt werden zu ko¨nnen. Da-
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durch wird es schwieriger, kosteneffiziente Dienste mit (gesetzlich) gu¨ltigen Pausen
zu erstellen.
2.2.2 Unabha¨ngige Planung – Fahrplanbasierte Dienstbildung
Bei einer unabha¨ngigen Planung gibt es mehr Freiheitsgrade fu¨r die Dienstbildung.
Unter unabha¨ngiger Planung wird eine Dienstbildung auf Basis der Fahrplanmas-
se verstanden. Dienste werden unabha¨ngig von der Umlaufplanung erstellt. Dies
kann z.B. in der regionalen Betriebsplanung der Fall sein, wenn nur ein Depot zur
Verfu¨gung steht und eine Fahrerablo¨sung nur in diesem Depot mo¨glich ist, ein Dienst-
stu¨ck oder Dienst also direkt schon einem Umlaufblock entspricht.
Da in einer unabha¨ngigen Planung Dienststu¨cke bzw. Dienste nicht wie bei einer
sequenziellen Planung entlang der Umla¨ufe gebildet werden, gibt es mehr Mo¨glich-
keiten beim Erstellen der Dienste: Es existieren mehr Mo¨glichkeiten, um Fahrten zu
einer Aufgabensequenz fu¨r einen Dienst zu verbinden, was unter anderem von [Gint-
ner, 2008] beschrieben wird. Dadurch ko¨nnen z.B. besser Qualita¨tsmerkmale beim
Bilden von Diensten beru¨cksichtigt und erfu¨llt werden.
Eine Schwierigkeit bei einer unabha¨ngigen Planung besteht darin, zum Dienstplan
einen kompatiblen Umlaufplan zu erstellen. Dies ist nicht der Fall, wenn nur ein De-
pot existiert und Ablo¨sen nur in diesem Depot mo¨glich ist. Denn dann entspricht
ein Dienst bzw. Dienststu¨ck genau einem Umlaufblock, was die Bestimmung eines
Umlaufplans vergleichsweise einfach gestaltet. Stehen allerdings mehrere Depots zur
Verfu¨gung und sind insbesondere die Kapazita¨ten beschra¨nkt, kann nach [Gintner,
2008] der nachfolgend ermittelte Umlaufplan sehr schlecht oder unzula¨ssig werden –
z.B. aufgrund nicht beachteter Kapazita¨ten bei den tatsa¨chlich zur Verfu¨gung ste-
henden Fahrzeugen.
Oftmals wird durch eine unabha¨ngige Planung ein Umlaufplan notwendig, der mehr
Fahrzeuge entha¨lt als die minimal zur Bedienung der Fahrplanmasse notwendige Fahr-
zeuganzahl. Z.B. dann, wenn der Dienstplan mit minimal mo¨glicher Anzahl gu¨ltiger
Dienste geplant ist und die Gu¨ltigkeit es erfordert, dass ein Fahrzeug oder mehr
Fahrzeuge eingesetzt werden mu¨ssen als in einem Umlaufplan mit minimal mo¨glicher
Fahrzeuganzahl enthalten wa¨ren.
Dienste (zuna¨chst) unabha¨ngig von Umla¨ufen zu planen, kann auch ein Schritt
im Zuge einer teilintegrierten Umlauf- und Dienstplanung sein – was im folgenden
Abschnitt 2.2.3 genauer beschrieben wird.
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2.2.3 Teilintegrierte Umlauf- und Dienstbildung
Bei einer teilintegrierten Umlauf- und Dienstbildung werden Umlauf- und Dienstpla-
nung nicht gemeinsam in einem Schritt durchgefu¨hrt, sondern wie bei der sequen-
ziellen Planung aufeinander folgend. Im Gegensatz zur rein sequenziellen Planung
wird allerdings bei der zuerst durchgefu¨hrten Planungsaufgabe versucht, bereits An-
forderungen der zweiten Planungsaufgabe zu beru¨cksichtigen, um ein besseres Ge-
samtergebnis zu erhalten. Dabei existieren nach [Freling, 1997] grundsa¨tzlich zwei
Vorgehensweisen:
• Erst Dienste – dann Umla¨ufe: Zuna¨chst wird der Dienstplan erstellt, wobei
bereits Anforderungen der Umlaufplanung beru¨cksichtigt werden (z.B. durch
eine Beschra¨nkung der Ablo¨semo¨glichkeiten, sodass die Dienste einfacher zu
Umla¨ufen zusammengesetzt werden ko¨nnen). Auf Basis des Dienstplanes wird
dann ein gu¨ltiger Umlaufplan erstellt.
• Erst Umla¨ufe – dann Dienste: Der Umlaufplan wird unter Beru¨cksichtigung
von Anforderungen aus der Dienstplanung erstellt, wie z.B. Zeitrestriktionen,
die die La¨nge eines Umlaufs so begrenzen, dass keine maximalen Dienstla¨ngen
verletzt werden wie bei [Borndo¨rfer et al., 2002] beschrieben. Anschließend wird
zu dem Umlaufplan ein gu¨ltiger Dienstplan ermittelt.
Nach [Borndo¨rfer et al., 2002] ko¨nnen die ku¨nstlichen Zusatz- bzw. Hilfsregeln
aber keinen Erfolg garantieren, da sie den Planungsspielraum bzw. die Planungsziele
willku¨rlich einschra¨nken oder vera¨ndern. Nachteilig ist also, dass viel probiert werden
mu¨sste, um fu¨r die Planung geeignete Ergebnisse zu bekommen. Auch deshalb, weil
viele Ausnahmen von den Zusatzregeln gemacht werden mu¨ssten, falls eine strikte
Befolgung ein besseres Ergebnis verhindert.
Die einzelnen Planungsschritte sind trotz zusa¨tzlicher Hilfsregeln allerdings weniger
kompliziert als eine gemeinsame (integrierte) Umlauf- und Dienstbildung.
2.2.4 Integrierte Umlauf- und Dienstbildung
Bei der Integrierten Umlauf- und Dienstbildung werden auf Basis der Fahrplan-
masse eines Tages Umla¨ufe und Dienste gemeinsam in einem Schritt erstellt. Diese
Vorgehensweise wird oft in der regionalen Betriebsplanung genutzt, da dort wenige
Ablo¨semo¨glichkeiten fu¨r Fahrer existieren und ein Fahrer seinen Dienst grundsa¨tz-
lich auf einem Fahrzeug leistet. Bei einer integrierten Planung mu¨ssen Fahrzeug und
Fahrer aber nicht zwangsla¨uftig eine Einheit bilden. Neben einer regionalen Betriebs-
planung ist eine integrierte Planung gegebenenfalls auch im Stadtverkehr sinnvoll, da
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durch sie oftmals Kosteneinsparungen und Qualita¨tsverbesserungen realisiert werden
ko¨nnen (vgl. Abschnitt 2.2.1). Der Ablauf der integrierten Umlauf- und Dienstbildung


















Abbildung 2.5: Integrierte Umlauf- und Dienstbildung
Die Vorteile einer integrierten Umlauf- und Dienstbildung ergeben sich aus der
ho¨heren Flexibilita¨t fu¨r die Dienstplanung. Leerfahrten sind nicht wie in der se-
quenziellen Planung fest vorgegeben, sondern es stehen nach [Gintner, 2008] alle
mo¨glichen Fahrtenverknu¨pfungen als Freiheitsgrade beim Bilden von Diensten zur
Verfu¨gung. So ko¨nnen zusa¨tzliche Leerfahrten zu Kosteneinsparungen fu¨hren, indem
zwar Umlaufkosten erho¨ht werden, aber durch die mo¨glichen Leerfahrten Dienste
eingespart werden ko¨nnen, wozu unterem anderem [Freling, 1997], [Borndo¨rfer et al.,
2002] und [Huisman, 2004] Beispiele geben.
Neben der Mo¨glichkeit Kosten einzusparen, sind mit einer integrierten Planung
auch Qualita¨tsverbesserungen des Dienstplans mo¨glich, wie z.B. bei [Beck, 2008] be-
schrieben weniger Fahrzeugwechsel innerhalb der Dienste.
Gegenu¨ber anderen Planungsvarianten besteht bei einer integrierten Umlauf- und
Dienstbildung allerdings ein sehr großer Nachteil: Aufgrund der gemeinsamen Be-
trachtung von Umla¨ufen und Diensten ensteht eine wesentlich gro¨ßere und komplizier-
tere Planungsaufgabe bzw. aus Sicht der mathematischen Optimierung ein wesentlich
gro¨ßeres und kompliziertes mathematisches Planungsproblem, was z.B. [Borndo¨rfer
et al., 2002] veranschaulichen. Spezielle unternehmensspezifische Anforderungen an
die Qualita¨t der Pla¨ne ko¨nnen die Planung noch weiter verkomplizieren.
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2.3 A¨hnlichkeit bzw. Regelma¨ßigkeit in der Planung
Wie in den vorherigen Abschnitten beschrieben, werden bei der Umlauf- und Dienst-
planung im O¨PNV Busumla¨ufe und Dienste fu¨r die Fahrten bzw. Aufgaben eines Ta-
ges erstellt. Dabei werden die 365 Tage eines Jahres bzw. die entsprechende Anzahl
Tage einer Saison u¨blicherweise nicht jeweils einzeln betrachtet, sondern zusammen-
gefasste Betriebstage. In einem Betriebstag sind Wochentage mit gleichen Eigenschaf-
ten, d.h. mit identischen oder a¨hnlichen auszufu¨hrenden Servicefahrten bzw. einem
a¨hnlichem Fahrplan zusammengefasst.
Die Fahrten, die an jedem in der Planung betrachteten Tag stattfinden, werden
im Folgenden regelma¨ßige Fahrten (engl. regular trips) genannt. Analog dazu sind
regelma¨ßige Aufgaben (engl. regular tasks) die Aufgaben, die an allen betrachteten
Tagen durchzufu¨hren sind. Fahrten, die an mindestens einem betrachteten Tag nicht
auszufu¨hren sind, werden als unregelma¨ßige Fahrten (engl. irregular trips) bezeichnet.
Dies gilt entsprechend fu¨r unregelma¨ßige Aufgaben (engl. irregular tasks).
Wenn an unterschiedlichen Tagen variierende Fahrtenmengen zu verplanen sind,
ist in Verkehrsunternehmen in der Regel eine A¨hnlichkeit bzw. Regelma¨ßigkeit fu¨r
die Ressourceneinsatzpla¨ne dieser Tage gefordert. Auf diese Forderung soll im Fol-
genden genauer eingegangen werden. Dazu werden in Abschnitt 2.3.1 zuna¨chst die
Unterschiede zwischen Fahrpla¨nen verschiedener Tage beschrieben. Warum fu¨r Fahr-
pla¨ne verschiedener Tage von Verkehrsunternehmen a¨hnliche Umlauf- und Dienst-
pla¨ne gewu¨nscht sind, wird darauf folgend in Abschnitt 2.3.2 dargestellt. Der Wunsch
nach Regelma¨ßigkeit ist auch durch andere Aufgaben in der O¨PNV-Planung moti-
viert. Abschnitt 2.3.3 beschreibt zur Regelma¨ßigkeit in der Planung verwandte Auf-
gaben.
2.3.1 Regelma¨ßigkeit von Fahrpla¨nen
Die Fahrpla¨ne der Werktage Montag bis Freitag unterscheiden sich generell deut-
lich von denen am Wochenende. An Werktagen werden typischerweise mehr Fahr-
ten angeboten als am Wochenende. Dabei sind an Werktagen die Fahrpla¨ne insbe-
sondere durch Fahrten fu¨r Berufspendler und Schu¨ler gepra¨gt. Dahingegen werden
an Wochenenden Fahrten gro¨ßtenteils zum Einkaufen oder fu¨r das in der Region
zur Verfu¨gung stehende Erholungsangebot genutzt. Abbildung 2.6 zeigt beispielhaft
die Anzahl zu bedienender Servicefahrten einer mittelgroßen Stadt im Zeitverlauf
fu¨r Montag bis Freitag, sowie fu¨r Samstag (– fu¨r Visualisierungsmo¨glichkeiten un-
terschiedlich zu bedienender Servicefahrten sei auf Abschnitt 8.2.1 verwiesen). Im
Beispiel werden ca. 38% der Fahrten Montag bis Samstag angeboten, ca. 44% nur














































































Abbildung 2.6: Ganglinien fu¨r Servicefahrten, die in den Fahrpla¨nen einer mittel-
großen Stadt an den Wochentagen Montag bis Freitag und bzw. oder
Samstag zu bedienen sind
Montag bis Freitag und ca. 18% nur am Samstag. Aufgrund der Unterschiede in den






Sonntag“ unterschieden, siehe auch [Borndo¨rfer et al., 2012].
Diese Betriebstage gibt es u¨blicherweise in weiteren Auspra¨gungen (vgl. [Borndo¨rfer
et al., 2012]). Beispielsweise unterscheiden sich die Fahrpla¨ne von Werktagen in der
Schulzeit zu denen in den Ferien, da in den Ferien weniger Schulfahrten notwendig
sind. Dann wird zwischen den Betriebstagen
”
Werktag - Schule“ und
”
Werktag -
Ferien“ unterschieden. Außerdem ko¨nnen spezielle Veranstaltungen wie z.B. Messen
oder Fußballspiele mit mehreren tausend Zuschauern ein erho¨htes Fahrtenangebot
erfordern, sodass z.B. Umla¨ufe und Dienste fu¨r einen Tag
”
Samstag - Veranstaltung
XY“ mit (zahlreichen) Sonderfahrten geplant werden mu¨ssen. Weitere Beispiele fu¨r
notwendige A¨nderungen oder Erga¨nzungen von Fahrten eines Basis-Fahrplanes sind
Bauarbeiten im Verkehrsnetz, sowie zusa¨tzliche Fahrten fu¨r Schu¨ler, z.B. um Schul-
klassen zum Schwimmunterricht zu bringen.
Daru¨ber hinaus bestehen auch Unterschiede zwischen den Fahrpla¨nen einzelner
Wochentage. Zum Beispiel werden Freitag Abends und Nachts mehr Fahrten ange-
boten als an anderen Werktagen. Oder es sind spezielle Schulfahrten beispielsweise
nur Dienstags durchzufu¨hren, die aber nicht Mittwochs notwendig sind. Abbildung
2.7 zeigt beispielhaft die in einem sta¨dtischen Fahrplan angebotenen Fahrten von
Montag bis Freitag in der Schulzeit zusammengefasst als Ganglinie. Dargestellt wird
die Anzahl gleicher und unterschiedlicher Fahrten je Uhrzeit. Fahrten werden an bis
zu fu¨nf Tagen angeboten. Tabelle 2.1 schlu¨sselt die in Abbildung 2.7 gezeigten Fahr-
pla¨ne Montag bis Freitag auf und gibt weitere Informationen u¨ber Fahrtenvergleiche
zwischen den einzelnen Tagen.

























































Abbildung 2.7: Ganglinie fu¨r gleiche und unterschiedliche Servicefahrten, die in den
Fahrpla¨nen einer großen Stadt an den Wochentagen Montag bis Frei-
tag zu bedienen sind
Abbildung 2.7 zeigt beispielhaft, dass bei den Fahrten einer Woche von Montag bis
Freitag ein Großteil der Fahrten an den fu¨nf Tagen identisch ist bzw. sein kann. Un-
terschiedliche Fahrten sind dabei u¨ber den ganzen Tag verteilt. In diesem Beispiel in
den Zeitra¨umen zwischen 7:45 und 10:00 Uhr, zwischen 11:00 und 13:30, von 15:00 bis
17:00 Uhr und insbesondere ab 21:00 Uhr. Zumindest fu¨r die Zeitra¨ume bis 21:00 Uhr
stellt sich in der Planung dann die Frage, wie diese am besten in Umla¨ufe und Dienste
eingeplant werden. Sollte versucht werden, die zusa¨tzlich anfallenden Fahrten durch
Modifikation eines Standardumlauf- bzw. Dienstplans zu verplanen, in welchem alle
regelma¨ßigen Fahrten bedient sind? Z.B indem Fahrten in Umla¨ufe und Dienste ein-
gebaut werden bzw. Fahrten zwischen bestehenden Ressourceneinsa¨tzen vertauscht
werden? Oder mu¨ssen diese zusa¨tzlichen Fahren auf jeden Fall neu auf zu den Stan-
dardpla¨nen zusa¨tzliche Umla¨ufe und Dienste verteilt werden – wie es z.B. fu¨r die
unregelma¨ßigen Fahrten ab 21:00 Uhr sinnvoll wa¨re?
Tabelle 2.1 veranschaulicht dies noch einmal auf eine andere Art. Die Tabelle zeigt,
dass mehr als 90% aller Fahrten regelma¨ßig sind, also an jedem betrachteten Tag
durchgefu¨hrt werden. Nur ein geringer Teil ist unregelma¨ßig, d.h. wird an weniger als
fu¨nf Tagen durchgefu¨hrt. Dabei findet ein Großteil der unregelma¨ßigen Fahrten nur
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# Servicefahrten pro Wochentag
Mo Di Mi Do Fr Gesamt
1.380 1.381 1.377 1.383 1.449 1.478
# unterschiedliche Servicefahrten je Vergleich
Mo Di Mi Do Fr
Mo 0 7 9 9 113
Di 7 0 8 8 116
Mi 9 8 0 10 110
Do 9 8 10 0 114
Fr 113 116 110 114 0
Servicefahrten gu¨ltig an x Wochentagen (in %) untersch.
5 4 3 2 1 pro Tag (ø)
91,8 1,2 0,4 0,1 6,5 3,4
Tabelle 2.1: Verteilung der Fahrten zur Ganglinie aus Abbildung 2.7
an einem Tag statt. In diesem Beispiel vor allem deshalb, da sich der Fahrplan vom
Freitag deutlich zu den Fahrpla¨nen von Montag bis Donnerstag unterscheidet, was
sich vor allem aus dem Mehrangebot an Fahrten in den Abend- und Nachtstunden
begru¨ndet. Fu¨r die vielen zusa¨tzlichen Fahrten fu¨r die Freitag Abend- und Nacht-
stunden ko¨nnten bei der Planung zusa¨tzliche Umla¨ufe und Dienste gebildet werden.
Dahingegen ko¨nnte fu¨r die wenigen unregelma¨ßigen Fahrten von Montag bis Don-
nerstag versucht werden, diese durch Modifikation von Umla¨ufen und Diensten in
Ressourceneinsatzpla¨ne einzuplanen, mit denen der Großteil aller Fahrten bedient
werden kann. Die Bedienung der unregelma¨ßigen Fahrten von Montag bis Donners-
tag ko¨nnte also in Ressourceneinsatzpla¨ne eingebaut werden, die zur Bedienung aller
regelma¨ßigen Fahrten erstellt wurden.
Zusammenfassend sei also festgehalten, wie unterschiedlich Fahrpla¨ne verschiedener
Tage zueinander sein ko¨nnen und dass diese Unterschiede bei Planungsentscheidungen
von entscheidener Bedeutung sind. Dabei bestehen Unterschiede vor allem
• zwischen Werktagen und Tagen am Wochenende
• zwischen Schultagen und Tagen in der Ferienzeit
• aufgrund von speziellen Auspra¨gungen eines Tages (Ereignisse, Baumaßnah-
men)
• aufgrund einiger, regelma¨ßiger Zusatzfahrten (z.B. Schulfahrten)
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[Borndo¨rfer et al., 2012] fassen die aufgrund von unterschiedlichen Fahrpla¨nen
existierenden Anforderungen an die Umlauf- und Dienstplanung wie folgt zusammen:
Zumindest fu¨r a¨hnliche Tage, d.h. fu¨r Tage mit einem a¨hnlichen Fahrtenaufkommen
sind bei Verkehrsunternehmen in der Praxis auch a¨hnliche Ressourceneinsatzpla¨ne
gewu¨nscht. Die Vorteile, die a¨hnliche bzw. regelma¨ßige Busumlauf- und Dienstpla¨ne
gegenu¨ber unregelma¨ßigen Pla¨nen besitzen, werden im folgenden Abschnitt 2.3.2 dar-
gestellt.
2.3.2 A¨hnliche bzw. regelma¨ßige Ressourceneinsatzpla¨ne
A¨hnliche bzw. regelma¨ßige Ressourceneinsatzpla¨ne bestehen aus Umla¨ufen oder Diens-
ten, die ohne große Modifikation an mehreren Tagen genutzt werden ko¨nnen. D.h.
die Strukturen dieser Umla¨ufe oder Dienste, also die in den Ressourceneinsa¨tzen be-
dienten Fahrten und Aufgaben, bleiben an verschiedenen Tagen weitestgehend gleich.
Solche Ressourceneinsa¨tze werden auch als gleichfo¨rmige Umla¨ufe bzw. Dienste be-
zeichnet. Verkehrsunternehmen bevorzugen a¨hnliche bzw. regelma¨ßige Ressourcenein-
satzpla¨ne fu¨r a¨hnliche Fahrpla¨ne, da sie gegenu¨ber unregelma¨ßigen Pla¨nen zahlreiche
Vorteile besitzen. Aus Gespra¨chen mit Praktikern und aus der Literatur lassen sich
vier generelle Vorteile ableiten: A¨hnliche bzw. regelma¨ßige Ressourceneinsatzpla¨ne
sind gewu¨nscht, da gegenu¨ber unregelma¨ßigen Pla¨nen
• nach [Steinzen, 2007] die operative Zuverla¨ssigkeit erho¨ht wird,
• nach [Borndo¨rfer et al., 2012] der Arbeitsaufwand fu¨r die Pru¨fung der Pla¨ne
durch den Betriebsrat reduziert wird,
• die Erstellung von (monatlichen) Einsatzpla¨nen fu¨r Fahrer in der Dienstreihen-
folgeplanung vereinfacht wird,
• Fahrerwu¨nsche nach sich wiederholenden Aufgaben an verschiedenen Arbeits-
tagen beru¨cksichtigt werden.
Regelma¨ßige Ressourceneinsatzpla¨ne sorgen also fu¨r eine Stabilita¨t in Planung und
Plan-Ausfu¨hrung. Diese Stabilita¨t soll fu¨r Tage mit a¨hnlichem Fahrtenaufkommen
innerhalb einer Saison gelten, ebenso wie bei einem Wechsel des Fahrplans – wenn z.B.
vom Sommerfahrplan auf den Winterfahrplan gewechselt wird. Um diese Stabilita¨t
zu erreichen, sollten Umla¨ufe und Dienste unter Beru¨cksichtigung von A¨hnlichkeits-
aspekten geplant werden.
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2.3.3 Verwandte weitere Planungsaufgaben
Die Forderung nach a¨hnlichen bzw. regelma¨ßigen Ressourceneinsatzpla¨nen beim Pla-
nen von Umla¨ufen und Diensten ist wie im vorherigen Abschnitt beschrieben un-
ter anderem durch eine der Ressourceneinsatzplanung nachfolgende Planungsaufgabe
motiviert: der Dienstreihenfolgeplanung. Des weiteren la¨sst sich eine Verwandtheit
zur sogenannten robusten Umlauf- und Dienstplanung feststellen.
Beziehung zur Dienstreihenfolgeplanung
Eine Motivation fu¨r die Beru¨cksichtigung von A¨hnlichkeitsaspekten wa¨hrend der Res-
sourceneinsatzplanung besteht darin, dass das von ihr gelieferte Ergebnis entschei-
dend fu¨r die nachfolgende Dienstreihenfolgeplanung ist: durch a¨hnliche Dienstpla¨ne
fu¨r unterschiedliche Tage la¨sst sich die Dienstreihenfolgeplanung vereinfachen und
der entstehende Personaleinsatzplan qualitativ verbessern (siehe Abschnitt 2.3.2).
Einige Autoren, insbesondere [Mesquita et al., 2011] bzw. [Mesquita et al., 2013],
nehmen die enge Verknu¨pfung zwischen Dienstplanung und Dienstreihenfolgepla-
nung zum Anlass, diese beiden Planungsaufgaben als eine sehr große, gemeinsame
Planungsaufgabe zu betrachten und mathematische Optimierungsmethoden zu ih-
rer gemeinsamen Unterstu¨tzung zu entwickeln. Allerdings ist zu beachten, dass die
Planungsaufgaben ha¨ufig von unterschiedlichen Akteuren bewa¨ltigt werden: In der
Organisation von Verkehrsunternehmen wird oft klar zwischen der Planungs- und
der Dispositionsabteilung getrennt. Außerdem entsteht bei einer gemeinsamen Be-
trachtung ein nur mit vereinfachenden Annahmen lo¨sbares Planungsproblem. Daher
wird in dieser Arbeit auch weiterhin getrennt zwischen den Planungsschritten Dienst-
planung und Dienstreihenfolgeplanung, d.h. dem Verteilen der an den betrachteten
Tagen anfallenden Aufgaben auf Dienste und dem Zuweisen dieser Dienste zu perso-
nenbezogenen Einsatzpla¨nen.
Dennoch gibt es – neben der Forderung nach A¨hnlichkeit – Anforderungen aus der
Dienstreihenfolgeplanung, die bereits in der Ressourceneinsatzplanung beru¨cksich-
tigt werden ko¨nnen bzw. sollten. Dies sind gro¨ßtenteils Aspekte, die die Gesamtheit
der Dienste in den Dienstpla¨nen betreffen. Z.B. die durchschnittliche Arbeitszeit der
Dienste, eine bestimmte Anzahl bzw. ein bestimmter Anteil von Diensten eines spe-
ziellen Diensttyps oder eine bestimmte Anzahl Dienste innerhalb einer bestimmten
Schichtlage (z.B. Fru¨h-, Mittag-, Spa¨t- und Nacht-Dienste). Fu¨r weitere Mo¨glichkei-
ten zur Beru¨cksichtigung von Dienstreihenfolgeaspekten in der Ressourceneinsatzpla-
nung, um die Fahrerzufriedenheit mit den Personaleinsatzpla¨nen zu verbessern – u.a.
indem Dienste mo¨glichst a¨hnlich geplant werden – sei auf [Xie et al., 2012] verwiesen.
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Verwandtheit zu robuster Umlauf- und Dienstplanung
Robuste Umlauf- und Dienstplanung wird unter anderem von [Amberg, 2014] in An-
lehnung an [Scholl, 2001] als Planung verstanden, in welcher stabile und flexible Pla¨ne
erstellt werden. Diese sollen den wa¨hrend der Planausfu¨hrung mo¨glicherweise auf-
tretenden Sto¨rungen mo¨glichst wenig Einflussmo¨glichkeiten auf den Betriebsablauf
bieten. Die Pla¨ne sollen stabil sein, indem sie von Sto¨rungen verursachte Verspa¨tun-
gen mo¨glichst gut absorbieren ko¨nnen, was auch als Verspa¨tungstoleranz bezeichnet
wird. Sie sollen flexibel sein, indem sie einfache Mo¨glichkeiten bieten, auf Sto¨rungen
angemessen reagieren zu ko¨nnen, z.B. durch einen Tausch der Fahrzeuge oder Fah-
rer. [Amberg, 2014] spricht zusa¨tzlich von robuster Effizienz in der Planung, wenn
Robustheitskriterien erga¨nzend zu einer Kosteneffizienz der Pla¨ne gewa¨hrleistet wer-
den sollen.
Im Bereich der robusten Umlauf- und Dienstplanung werden Unsicherheiten bei
der Planausfu¨hrung schon bei der Plangestaltung beru¨cksichtigt. Bei einer Planung
mit A¨hnlichkeitsaspekten werden zwar keine Unsicherheiten in die Plangestaltung
einbezogen, da die zu leistenden Fahrten und Aufgaben verschiedener Tage bei Pla-
nung bekannt sind. Die Beru¨cksichtigung von A¨hnlichkeit in der Planung kann aber
als zu robuster Planung verwandter Bereich aufgefasst werden, da mit ihr auch eine
Form der Robustheit bzw. eine Form der Stabilita¨t erreicht werden soll.
Durch die Beru¨cksichtigung von A¨hnlichkeits- bzw. Regelma¨ßigkeitsaspekten in
der Planung kann neben einer Stabilita¨t bei Planung und Plan-Ausfu¨hrung (vgl.
Abschnitt 2.3.2) eine Stabilita¨t auf u¨bergeordneter Ebene gewa¨hrleistet werden. Z.B.
indem durch eine a¨hnliche Planung positive Eigenschaften bestimmter Pla¨ne oder von
Teil-Pla¨nen auf andere Pla¨ne u¨bertragen werden ko¨nnen und so beibehalten werden.
Eine andere Beziehung zwischen robuster Planung und einer Planung mit A¨hn-
lichkeitsaspekten la¨sst sich beim Sto¨rungsmanagement eines Verkehrsunternehmens
identifizieren: Wa¨hrend der Plan-Ausfu¨hrung auftretende Sto¨rungen ko¨nnen zu not-
wendigen A¨nderungen eines urspru¨nglich gebildeten Plans fu¨hren. Verkehrsunterneh-
men sind dann zumeist bestrebt, die A¨nderungen am Ursprungsplan mo¨glichst gering
zu halten, um nicht allzu sehr vom (als kosteneffizient) geplanten Betriebsablauf ab-
zuweichen. So sollen U¨berstunden oder Strafgelder fu¨r einen zu großen Anteil nicht
(pu¨nktlich) eingehaltener Verbindungen mo¨glichst vermieden werden. Das Sto¨rungs-
management in den Ressourceneinsatzpla¨nen ist wa¨hrend der Plan-Ausfu¨hrung in der
Regel lokal begrenzt. In dieser Arbeit soll hingegen in erster Linie die ganzheitliche
Plangestaltung betrachtet werden. Maßnahmen des Sto¨rungsmanagements ko¨nnen
auch das Verzo¨gern oder Absagen von Fahrten sein. Die hier betrachtete Planung
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mit A¨hnlichkeitsaspekten grenzt sich insofern davon ab, als dass eine A¨nderung der
(a¨hnlich) zu verplanenden Fahrpla¨ne nicht erlaubt ist.
2.4 Unterstu¨tzung des Planungsprozesses durch
Softwaresysteme mit mathematischen
Optimierungsmethoden
Die Bewa¨ltigung der Aufgaben in der O¨PNV-Planung wird seit Jahrzehnten durch
Softwaresysteme unterstu¨tzt. Durch die Formulierung einzelner Planungsaufgaben
als (mathematische) Optimierungsprobleme und die Einbettung von Methoden zum
Lo¨sen dieser in Planungssysteme konnten dabei signifikante Verbesserungen erreicht
werden: Planern ko¨nnen in vergleichsweise kurzer Zeit unterschiedliche Optionen fu¨r
einen (kosteneffizienten) Ressourceneinsatz aufgezeigt werden (vgl. [Wren, 2004]).
Kern fu¨r diese Verbesserungen ist das Lo¨sen einzelner Planungsaufgaben bzw. Kom-
binationen von Planungsaufgaben als mathematisch formulierte Optimierungsproble-
me. Abschnitt 2.4.1 fu¨hrt in die entsprechenden Problemdefinitionen zu den in dieser
Arbeit betrachteten Planungsschritten Umlaufplanung und Dienstplanung ein. Ziel
einer Formulierung als mathematisches Optimierungsproblem ist in erster Linie ei-
ne Minimierung der Kosten fu¨r den geplanten Einsatz von Fahrzeugen und Fahrern.
Abschnitt 2.4.2 gibt einen kurzen U¨berblick u¨ber die in kommerzieller Planungs-
software realisierte Unterstu¨tzung beim Finden von kosteneffizienten Umlauf- und
Dienstpla¨nen durch mathematische Optimierungsmethoden. Die von Planungssyste-
mene bereitgestellte Unterstu¨tzung beim Bilden von a¨hnlichen Pla¨nen fu¨r a¨hnliche
Tage wird in Abschnitt 2.4.3 vorgestellt.
2.4.1 Ressourceneinsatzplanung als Optimierungsprobleme
betrachtet
Als Optimierungsprobleme formuliert, lassen sich die Aufgaben der Umlauf- und
Dienstplanung etwas formaler beschreiben als in den Abschnitten 2.1 und 2.2. Im
Folgenden sollen, noch mit Verzicht auf eine mathematische Notation, kurz die Op-
timierungsprobleme der Schritte Umlaufplanung und Dienstplanung, sowie einer in-
tegrierten Umlauf- und Dienstplanung definiert werden.
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Umlaufplanungsproblem
In der Umlaufplanung soll das sogenannte Umlaufplanungsproblem (engl. vehicle sche-
duling problem, VSP) gelo¨st werden. Gegeben sind die Servicefahrten eines Tages,
zur Verfu¨gung stehende Depots, ein Fuhrpark mit Fahrzeugen evtl. unterschiedlichen
Fahrzeugtyps und in evtl. unterschiedlich zur Verfu¨gung stehender Anzahl, sowie
mo¨gliche Leerfahrtverbindungen zwischen den Haltestellen. Gesucht wird eine Zu-
ordnung der Servicefahrten zu (Tages-)Umla¨ufen, die die Gesamtkosten des Fahrzeu-
geinsatzes unter Beru¨cksichtigung folgender Restriktionen minimiert (vgl. [Steinzen,
2007]):
• Jede Servicefahrt ist genau einem Umlaufblock zugeordnet.
• Jeder Umlaufblock ist zula¨ssig, d.h. alle Fahrten eines Umlaufblocks sind von
einem Fahrzeug mit passendem Fahrzeugtyp nacheinander ausfu¨hrbar, ohne
dass es zeitliche U¨berschneidungen gibt.
• Jeder (Tages-)Umlauf endet in dem Depot, aus dem er gestartet ist.
Die Gesamtkosten des Fahrzeugeinsatzes ergeben sich aus der Summe der Kosten
der Tagesumla¨ufe. Die Kosten eines Tagesumlaufes setzen sich aus anteiligen Anschaf-
fungskosten eines Fahrzeuges (Fixkosten) und einem variablen Teil zusammen, der
in Abha¨ngigkeit von der tatsa¨chlichen Fahrleistung gebildet wird (operative Kosten),
z.B. auf Basis der Spritkosten pro gefahrenen Kilometer. U¨blicherweise haben Ver-
kehrsunternehmen das prima¨re Ziel, die Fixkosten zu minimieren – also die Anzahl
der Tagesumla¨ufe und damit die Anzahl der beno¨tigten Fahrzeuge. Eine Minimierung
der operativen Kosten wird oft nur als sekunda¨res Ziel verfolgt.
Falls genau ein Depot bei der Planung beru¨cksichtigt wird, also alle Fahrzeuge vom
identischen Fahrzeugtyp sind und nur ein Abstellort existiert, wird das Planungs-
problem als Eindepot-Umlaufplanungsproblem (engl. single-depot vehicle scheduling
problem, SDVSP) bezeichnet. Falls mehrere Depots beru¨cksichtigt werden, handelt
es sich um ein Mehrdepot-Umlaufplanungsproblem (engl. multiple-depot vehicle sche-
duling problem, MDVSP). Dabei ist jedes Fahrzeug genau einem Depot zugeordnet
und einige Servicefahrten du¨rfen unter Umsta¨nden nur von Fahrzeugen bestimmter
Depots ausgefu¨hrt werden.
Das SDVSP la¨sst sich in polynomieller Zeit lo¨sen. Das MDVSP ist dahingegen
nach [Bertossi et al., 1987] ein NP-schweres Problem.
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Dienstplanungsproblem
In der Dienstplanung soll das Dienstplanungsproblem (engl. crew scheduling problem,
CSP) gelo¨st werden. Dabei ist eine Zuordnung von Dienstelementen zu Diensten ge-
sucht, die die Personalkosten mimimiert und folgende Restriktionen erfu¨llt bei gege-
benen Transfermo¨glichkeiten fu¨r Fahrer, sowie gegebenen Pausenorten (vgl. [Steinzen,
2007]):
• Jedes Dienstelement ist in genau einem Dienst enthalten.
• Jeder Dienst erfu¨llt die gesetzlichen, tariflichen und betrieblichen Vorgaben.
Die Personalkosten setzen sich aus der Summe der Kosten aller im Dienstplan ent-
haltenen Dienste zusammen. Die Kosten eines einzelnen Dienstes ergeben sich aus
einem (evtl. von der Dienstart abha¨ngigen) fixen Teil zuzu¨glich eines von der Ar-
beitszeit abha¨ngigen variablen Teil. Werden die Fixkosten hoch gewa¨hlt, wird eine
Minimierung der Dienstanzahl als prima¨res Optimierungsziel verfolgt. Sekunda¨res
Ziel ist dann eine Minimierung der Gesamtarbeitszeit. U¨blicherweise beeinflussen in
der Praxis noch zahlreiche weitere Ziele die Dienstbildung (vgl. Abschnitt 2.1.2).
Diese werden zumeist so im Optimierungsproblem abgebildet, dass eine Nichterrei-
chung dieser Ziele zu einer ho¨heren Kostenbewertung fu¨hrt, da bei Nichterreichung
Strafkosten berechnet werden.
Das CSP ist nach [Fischetti et al., 1987] bzw. [Fischetti et al., 1989] bereits dann
ein NP-schweres Problem, wenn als einzige bei der Dienstbildung zu erfu¨llende Regel
eine Beschra¨nkung der Dienstdauer bzw. Arbeitszeit zu beru¨cksichtigen ist.
Integriertes Umlauf- und Dienstplanungsproblem
Das integrierte Umlauf- und Dienstplanungsproblem (engl. integrated vehicle and crew
scheduling problem, IVCSP) entha¨lt Umlaufplanungs- und Dienstplanungsprobleme
als Unterprobleme. Gegeben sind die Servicefahrten eines Tages, zur Verfu¨gung ste-
hende Depots, ein Fuhrpark mit evtl. unterschiedlichen Fahrzeugtypen in evtl. un-
terschiedlicher Fahrzeuganzahl, mo¨gliche Leerfahrtverbindungen zwischen den Halte-
stellen, mo¨gliche Ablo¨sepunkte fu¨r Fahrer, Transfermo¨glichkeiten, sowie Pausenorte.
Gesucht werden kostenminimale (Tages-)Umla¨ufe und Dienste unter Beru¨cksichti-
gung folgender Restriktionen:
• Umlauf- und Dienstplan sind zula¨ssig (nach den oben definierten Bedingungen).
• Umlauf- und Dienstplan sind zueinander kompatibel.
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Umlauf- und Dienstpla¨ne sind zueinander kompatibel, wenn jede Fahrt aus dem Fahr-
plan von einem Fahrzeug und einem Dienst bedient werden, jede Leerfahrt, die im
Umlaufplan genutzt wird, genau auch einem Dienst im Dienstplan zugeordnet ist und
die Dienste nur Leerfahrten enthalten, die im Umlaufplan enthalten sind.
Das integrierte (Mehrdepot-)Umlauf- und Dienstplanungsproblem ist NP-schwer,
da sowohl (Mehrdepot-)Umlaufplanungsproblem als auch das Dienstplanungsproblem
NP-schwer sind.
2.4.2 Unterstu¨tzung beim Finden von kosteneffizienten
Ressourceneinsa¨tzen
Zur Unterstu¨tzung der Ressourceneinsatzplanung werden von mehreren Anbietern
von Planungssystemen Komponenten angeboten, mit denen die im vorherigen Ab-
schnitt definierten Optimierungsprobleme zur Planung des Ressourceneinsatzes gelo¨st
werden ko¨nnen. Die Komponenten lo¨sen Umlaufplanungsprobleme, Dienstplanungs-
probleme und integrierte Umlauf- und Dienstplanungsprobleme.
[Bunte, 2009] listet auch a¨ltere Planungssysteme mit Komponenten zur Busum-
laufoptimierung zusammenfassend auf. Aktuelle Systeme mit mathematische Opti-
mierungsmethoden zur Umlaufplanung sind unter anderem die Systeme HASTUS
(Minbus, siehe u.a. [Blais und Rousseau, 1988]), INTERPLAN/MOBILE-PLAN (sie-
he [Kliewer, 2005]), sowie IVU.plan (MICROBUS bzw. MICROBUS II, siehe [Bert-
ram und Winckler, 1988] bzw. [Lo¨bel, 1999]). Ein aktuelles Beispiel fu¨r die Entwick-
lung eines Optimierungswerkzeugs fu¨r die Umlaufplanung eines speziellen Verkehrs-
unternehmens geben [Da´vid, 2010] und [A´rgila´n et al., 2010].
Eine Dienstplanoptimierung basierend auf (meta-)heuristischen Ansa¨tzen ermo¨g-
licht das System GIST (siehe [Lourenc¸o et al., 2001a]). Exakte Methoden zur Dienst-
planoptimierung im O¨PNV bieten z.B. die aktuellen Systeme HASTUS (CrewOpt,
siehe [Desrochers und Soumis, 1989]) und TRACS II (siehe [Fores et al., 2002]). In den
der O¨PNV-Planung verwandten Bereichen der Planung im Flug- bzw. Bahnverkehr,
werden oftmals die Systeme Carmen (siehe [Andersson et al., 1998]) bzw. TURNI
(siehe [Abbink et al., 2005]) als Beispiele fu¨r erfolgreiche, kommerzielle Dienstpla-
nungssysteme genannt, die auf Verfahren zur mathematischen Optimierung basieren,
so z.B. bei [Weider, 2007] und [De Leone et al., 2011].
Hinweise auf eingesetzte exakte Optimierungsverfahren zur vollsta¨ndig integrier-
ten Umlauf- und Dienstplanung in O¨PNV-Planungssystemen finden sich zu GIROs
System HASTUS (CrewOpt und Minbus, siehe [Fleurent und Rousseau, 2007]), zu
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PTVs Interplan (bis 2008, siehe [Steinzen, 2007]), sowie zum System IVU.plan (sie-
he [Borndo¨rfer et al., 2008] bzw. [Borndo¨rfer et al., 2013]).
Nicht bei allen Anbietern ist klar, welche Techniken und Verfahren zum Lo¨sen von
Ressourceneinsatzplanungsproblemen genau eingesetzt werden. Es la¨sst sich aber er-
kennen, dass die Lo¨sungsansa¨tze fu¨hrender Anbieter auf exakten Verfahren zum Lo¨sen
kombinatorischer Optimierungsprobleme basieren. Daru¨ber hinaus existieren zahlrei-
che (in Fallstudien getestete) Tools, die von kleineren Gruppen zumeist im Rahmen
von Kooperationsprojekten zwischen Forschung und Wirtschaft speziell fu¨r einzelne
Verkehrsunternehmen entwickelt wurden. Verbreitet ist dabei auch der Einsatz (meta-
)heuristischer Verfahren zum Lo¨sen von Planungsproblemen bzw. das automatische
Erstellen von Ressourceneinsa¨tzen basierend auf bestimmten Regeln. Letztere Verfah-
ren ko¨nnen auch als
”
Automatiken“ bezeichnet werden. Soweit Testergebnisse bzw.
Fallstudien und Auftragszahlen angegeben werden, wird deutlich, dass die Systeme,
die Einplanung von Servicefahrten in kosteneffiziente Umla¨ufe und (Tages-)Dienste
geeignet unterstu¨tzten ko¨nnen.
2.4.3 Unterstu¨tzung beim Finden von a¨hnlichen
Ressourceneinsa¨tzen
Verkehrsunternehmen bieten Servicefahrten u¨blicherweise an mehr als einem einzel-
nen Tag an. Auf die Unterschiede zwischen den Servicefahrten, d.h. die Unterschiede
der Fahrpla¨ne einzelner Tage wurde bereits in Abschnitt 2.3.1 hingewiesen. Warum
zumindest fu¨r a¨hnliche Tage auch a¨hnliche Ressourceneinsatzpla¨ne gewu¨nscht sind,
wurde in Abschnitt 2.3.2 beschrieben. Welche Unterstu¨tzung Planungssysteme fu¨r
eine a¨hnliche Planerstellung bieten und welche Grenzen existieren, wird in diesem
Abschnitt vorgestellt.
Referenzpla¨ne
[Steinzen, 2007] veranschaulicht, dass es nicht funktioniert, a¨hnliche Pla¨ne fu¨r unter-
schiedliche Tage zu ermitteln, wenn fu¨r die Planungsprobleme einzelner Tage mathe-
matische Optimierungsmethoden eingesetzt werden, die kosteneffiziente Ressourcen-
einsatzpla¨ne berechnen. Dazu gibt er ein Beispiel fu¨r die Ressourceneinsatzplanung zu
zwei Fahrpla¨nen der Tage Mittwoch und Donnerstag einer kleinen Stadt in Deutsch-
land. An beiden Tagen werden 95% identische Fahrten ausgefu¨hrt. Abbildung 2.8
zeigt den auftretenden Effekt beim Lo¨sen dieser entspechenden Planungsprobleme
im Zuge einer unabha¨ngigen Dienstplanung (vgl. Abschnitt 2.2.2).

















Abbildung 2.8: Auswirkungen von geringfu¨gig unterschiedlichen Fahrpla¨nen auf die
A¨hnlichkeit der Dienstpla¨ne bei unabha¨ngiger Dienstplanung mit dem
Ziel Kosteneffizienz nach [Steinzen, 2007]
Wie aus Abbildung 2.8 ersichtlich wird, werden zwar kosteneffiziente Dienstpla¨ne
gebildet, wenn die Planungsprobleme einzeln gelo¨st werden, aber nur 7% der gebil-
deten Dienste sind identisch. Ein a¨hnlicher Input fu¨hrt bei der Suche nach kostenef-
fizienten Ressourceneinsatzpla¨nen mit Hilfe mathematischer Optimierungsmethoden
also nicht automatisch auch zu einem a¨hnlichen Output, d.h. zu a¨hnlichen Pla¨nen.
Auch heuristischte Vorgehensweisen beim Einsatz von traditionellen Optimierungs-
werkzeugen, mit denen kosteneffiziente Pla¨ne erstellt werden ko¨nnen, sind nach [Stein-
zen, 2007] nicht zielfu¨hrend. Er beschreibt zwei mo¨gliche Methoden:
• All first - irregular second : Zuna¨chst wird das Planungsproblem mit allen im
betrachteten Zeitraum gu¨ltigen Fahrten gelo¨st, d.h. ein gemeinsames Planungs-
problem fu¨r alle regelma¨ßigen und fu¨r alle unregelma¨ßigen Fahrten. Dann wer-
den die Dienste beibehalten, die im gesamten Zeitraum gu¨ltig sind, d.h. alle
Dienste, die ausschließlich regelma¨ßige Fahrten enthalten. Die anderen Dienste
werden verworfen und fu¨r die entsprechenden Fahrten wird jeweils (pro Tag)
ein neues Planungsproblem gelo¨st.
• Regular first - irregular second : Zuna¨chst werden nur die regelma¨ßigen Fahrten
verplant. Danach werden Planungsprobleme (pro Tag) fu¨r die unregelma¨ßigen
Fahrten gelo¨st.
Beide Vorgehensweisen garantieren nicht die gewu¨nschten kosteneffizienten und
a¨hnlichen Pla¨ne. Entweder sind die im zweiten Schritt zu verplanenden Servicefahr-
ten wenige, sodass viele Leerfahrten zwischen den Fahrten notwendig sind und die
ermittelten Pla¨ne hohe Kosten aufweisen wu¨rden. Oder im zweiten Schritt gibt es
noch viele zu verplanende Servicefahrten, wodurch Pla¨ne mit geringen Kosten, aber
auch geringer A¨hnlichkeit berechnet werden wu¨rden. Es entstehen also zumeist Pla¨ne
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mit hoher A¨hnlichkeit aber auch hohen Kosten, oder mit geringer A¨hnlichkeit und
geringen Kosten.
Das traditionelle Vorgehen von Planern in der Praxis, um (a¨hnliche) Dienstpla¨ne
fu¨r mehrere Tage zu planen, beschreiben [Borndo¨rfer et al., 2012] daher als Nutzen
der
”
Kopier-Funktion“ innerhalb eines Planungssystems: Zuna¨chst wird fu¨r einen
Tag ein Plan erstellt. Dieser Plan wird fu¨r einen a¨hnlichen Tag kopiert. Je nach
Planungssystem bleiben dann Dienste oder Teile von Diensten erhalten, die Fahrten
bzw. Aufgaben enthalten, die auch an dem a¨hnlichen Tag genutzt werden. Das erste
Ergebnis der Kopie ist also ein Teildienstplan und eine Menge an unverplanten Auf-
gaben. Diese unverplanten Aufgaben werden dann, falls mo¨glich, in die beibehaltenen
Dienste eingefu¨gt, oder es werden fu¨r diese Aufgaben neue Dienste erstellt und ggf.
bestehende Dienste modifiziert.
Ohne Unterstu¨tzung durch Optimierungsfunktionen kann bei einem solchen Vor-
gehen allerdings Potenzial fu¨r kosteneffizientere Pla¨ne unentdeckt bleiben. In Pla-
nungssoftware fu¨r Verkehrsunternehmen wird daher zunehmend die Mo¨glichkeit un-
terstu¨tzt, a¨hnliche Pla¨ne zu generieren. Dabei soll durch ein mathematisch bewertetes
Ausrichten des zu erstellenden Planes an einem Referenzplan ein Plan erstellt werden,
der a¨hnlich zum gegebenen Referenzplan ist – idealerweise bei gleichzeitiger Beru¨ck-
sichtung von Kostenkriterien. Diese Mo¨glichkeit basierend auf einem Referenzplan,
einen zu diesem Plan a¨hnlichen Plan zu erstellen, bieten z.B. die Planungssoftwa-
re Hastus-CrewOpt (siehe [Dallaire et al., 2004]) und IVU.Plan (siehe [Borndo¨rfer
et al., 2012]). Fu¨r eine ausfu¨hrliche Darstellung der wissenschaftlichen Literatur zur
Planung mit A¨hnlichkeitsberu¨cksichtigung sei auf Abschnitt 4.3 verwiesen.
Grenzen
Soll ein Referenzplan eingesetzt werden, um fu¨r mehr als zwei Tage a¨hnlich zu planen,
gibt es allerdings ein grundlegendes Problem.1 Es stellt sich die Frage, ob es einen
Referenzplan geben kann, der geeignet ist, fu¨r alle betrachteten Tage gute a¨hnliche
(und kosteneffiziente) Ressourceneinsatzpla¨ne zu gewa¨hrleisten. Dies gilt insbesonde-
re, wenn es keinen Tag gibt, der im Verkehrsunternehmen als Referenztag gilt. Die
Eignung des gewa¨hlten Referenzplans bestimmt maßgeblich die Qualita¨t des Gesam-
tergebnisses. Das globale Optimum bezu¨glich Gesamtkosten und A¨hnlichkeit aller
betrachteten Tage wird evtl. nicht erreicht, wenn die Ressourceneinsatzpla¨ne dieser
Tage separat betrachtet an einen (ungeeigneten) Referenzplan ausgerichtet werden.
1 Eine Planung fu¨r zwei Tage kann z.B. wie folgt funktionieren: Ein Tag wird geplant und diese
Planung bildet dann die Referenz fu¨r den anderen zu planenden Tag.
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Abbildung 2.9 veranschaulicht diese Problematik. Gegeben sind die a¨hnlichen Fahr-





















Abbildung 2.9: Dienstplanung mit Nutzen eines Referenzplanes zur Erstellung a¨hn-
licher Dienste: Die A¨hnlichkeit zwischen den Pla¨nen einzelner Tagen
ist abha¨ngig von der Qualita¨t des Referenzplans
Die schematische Darstellung in Abbildung 2.9 zeigt, dass bei der Planerstellung
fu¨r mehrere Tage anhand eines Referenzplans grundsa¨tzlich keine Interaktion zwi-
schen einzelnen Tagen vorgesehen ist. D.h. a¨hnliche Tage werden nicht gemeinsam
geplant. Wird der Referenzplan nicht wa¨hrend der Planung modifiziert, ha¨ngt die
A¨hnlichkeit und Kosteneffizienz des Ergebnisses von der Ausrichtung am urspru¨ngli-
chen Referenzplan ab.
Als Referenzplan kann der Plan fu¨r die Fahrten eines bestimmten Tages ausgewa¨hlt
werden. Bei einem Fahrplanwechsel z.B. der Plan aus dem letzten Jahr bzw. der letz-
ten Saison. Oder es wird ein (ku¨nstlicher) Referenzplan fu¨r eine bestimmte Fahrten-
menge erstellt. Eine Schwierigkeit besteht darin, genau die Fahrtenmenge zu bestim-
men, deren zugeho¨riger Referenzplan geeignet ist, a¨hnliche und kosteneffiziente Pla¨ne
fu¨r alle betrachteten Tage zu gewa¨hrleisten.
Wie problematisch die Ausrichtung der Ressourceneinsatzpla¨ne mehrerer Tage an
einem (ungeeigneten) Referenzplan sein kann, veranschaulicht folgendes Beispiel:
Gegeben sind die regelma¨ßigen Servicefahrten R1, R2, R3 und R4, sowie eine unre-
gelma¨ßige Servicefahrt U1, die sich wie folgt auf die Fahrpla¨ne zweier Tage verteilen:
Der Fahrplan T1 entha¨lt die Fahrten R1, R2, R3 und R4. Der Fahrplan T2 bedient
zusa¨tzlich zu den vier regelma¨ßigen Fahrten noch die Fahrt U1. Abbildung 2.10 fasst
die zeitliche Lage der Fahrten sowie deren Start- und Endhaltestellen und Ablo¨sepunk-
te zusammen. Um a¨hnliche Ressourcenpla¨ne fu¨r die beiden Fahrpla¨ne zu erstellen, ist
der in Abbildung 2.11 dargestellte Referenzplan gegeben, an welchem sich die Res-
sourceneinsatzplanung orientieren soll. Im Referenzplan bedient Dienst I die Fahrten
36 Kapitel 2 Operative Planung im O¨PNV
A B
Servicefahrt
von A nach B
Ablösepunkt
Zeit











Abbildung 2.10: Zeitliche Lage, Start- und Endhaltestellen und Ablo¨sepunkte der zu
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Abbildung 2.11: Referenzplan zur Planung der regelma¨ßigen Servicefahrten R1, R2,
R3, R4
R1, R2 und Dienst II besteht aus den Fahrten R3, R4. Ein Umlauf entha¨lt Dienst I
und der zweite Umlauf entha¨lt Dienst II.
Abbildung 2.12 zeigt die optimalen Ressourceneinsatzpla¨ne fu¨r die beiden Fahrpla¨ne
T1 und T2, wenn die regelma¨ßigen Fahrten R1, R2, R3, R4 nach Referenzplan geplant
werden. Dahingegen stellt Abbildung 2.13 die optimalen Ressourceneinsatzpla¨ne ohne
Ausrichtung am Referenzplan dar.
Wird nach Referenzplan geplant, sind die Ressourceneinsatzpla¨ne an beiden Tagen
fu¨r die regelma¨ßigen Fahrten R1 bis R4 a¨hnlich (siehe Abbildung 2.12). Wie im Re-
ferenzplan werden an beiden Tagen die Fahrten R1, R2 in einem Dienst bzw. Umlauf
bedient und die Fahrten R3, R4 in einem zweiten Dienst bzw. Umlauf. Um die un-


























































(Servicefahrten T1 = {R1, R2, R3, R4})
Ressourceneinsatzplan Tag 2
(Servicefahrten T2 = {R1, R2, R3, R4, U1})
Abbildung 2.12: Optimale Lo¨sung des Umlauf- und Dienstplanungsproblems fu¨r Tag
1 und Tag 2 BEI Planung der regelma¨ßigen Fahrten R1, R2, R3, R4

















































(Servicefahrten T1 = {R1, R2, R3, R4})
Ressourcenplan Tag 2, Variante I. und II.




Abbildung 2.13: Optimale Lo¨sung des Umlauf- und Dienstplanungsproblems fu¨r Tag
1 und Tag 2 OHNE Planung der regelma¨ßigen Fahrten R1, R2, R3,
R4 nach Referenzplan aus Abbildung 2.11
regelma¨ßige Fahrt U1 an Tag 2 bedienen zu ko¨nnen, ist ein zusa¨tzlicher Dienst bzw.
Umlauf notwendig.
Wird beim Lo¨sen der Umlauf- und Dienstplanungsprobleme der Referenzplan igno-
riert, ko¨nnen Ressourceneinsatzpla¨ne gebildet werden, die a¨hnlich a¨hnlich zueinander
sind wie bei einer Ausrichtung am Referenzplan. Zusa¨tzlich sind sie auch kostenef-
fizienter (siehe Abbildung 2.13). Wenn an beiden Tagen die regelma¨ßigen Fahrten
R1, R3 und R2, R4 als Fahrtensequenz ausgefu¨hrt werden, kann an Tag 2 je nach
Planungsvariante ein Dienst und/oder ein Umlauf eingespart werden. Die Lo¨sung
dominiert also die oben vorgestellte Lo¨sung mit Ausrichtung am Referenzplan. Im
Beispiel fu¨hrt also eine Ausrichtung am Referenzplan zu schlechteren Pla¨nen bezogen
auf A¨hnlichkeit und Kosteneffizienz als mo¨glich sind.
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2.4.4 Zusammenfassung
Der kurze U¨berblick u¨ber die Unterstu¨tzung des Planungsprozesses durch Softwa-
resysteme mit mathematischen Optimierungskomponenten zeigt, dass eine kostenef-
fiziente Ressourceneinsatzplanung im O¨PNV vielfach (erfolgreich) unterstu¨tzt wird.
Allerdings gibt aus Wettbewerbsgru¨nden kein Hersteller einen tieferen Einblick in
sein System und so bleibt neben dem aktuellen Entwicklungsstand in der Regel offen,
wie spezielle Anforderungen von Verkehrsunternehmen an Umla¨ufe und Dienste in
den Optimierungskomponenten beru¨cksichtigt werden ko¨nnen. So bleibt auch offen,
ob und welche Nachbearbeitungen an den vorgeschlagenen Pla¨nen notwendig sind,
damit diese von Planern und Fahrern vollsta¨ndig akzeptiert werden.
Es wird aber deutlich, dass einige fu¨hrende Anbieter den fu¨r Verkehrsunternehmen
unerwu¨nschten Effekt beseitigen wollen, dass ein a¨hnlicher Input unterschiedlicher
Tage beim Einsatz mathematischer Optimierungsmethoden nicht zwangsla¨ufig auch
zu einem a¨hnlichem Output fu¨hrt. Daher bieten einige wenige Planungssysteme die
Mo¨glichkeit, eine a¨hnliche Planung beim Einsatz mathematischer Optimierung zu
unterstu¨tzen, indem ein Referenzplan in die Planung einbezogen werden kann.
Die Verwendung eines Referenzplans fu¨r eine Planung von mehr als zwei Tagen
kann allerdings dazu fu¨hren, dass ein Optimum bezu¨glich Gesamtkosten und Ge-
samta¨hnlichkeit aller betrachteten Tage verfehlt wird (vgl. Abschnitt 2.4.3). Daher
stellt sich die Frage, ob umfassendere Mo¨glichkeiten existieren, eine kosteneffiziente





Optimierung von Umla¨ufen und Diensten
Die im vorangehenden Kapitel in Abschnitt 2.4 vorgestellten Softwaresysteme zur
Unterstu¨tzung der O¨PNV-Planung enthalten mathematische Optimierungskompo-
nenten, die auf Modellierungen und Methoden der kombinatorischen Optimierung
basieren. Die zum Versta¨ndnis dieser Techniken notwendigen Grundlagen werden in
diesem Kapitel kurz erla¨utert und auf weiterfu¨hrende Literatur verwiesen. Vor allem,
da sie die Basis fu¨r die in dieser Arbeit entwickelten Lo¨sungskonzepte zur Umlauf- und
Dienstbildung bzw. zur Ressourceneinsatzplanung mit A¨hnlichkeitsaspekten sind. In
Abschnitt 3.1 werden zuna¨chst einige Optimierungsprobleme vorgestellt, die zur Mo-
dellierung von Umlauf- und Dienstplanungsproblemen genutzt werden. Abschnitt 3.2
beschreibt Verfahren zum Lo¨sen dieser Probleme.
3.1 Relevante Modellarten
In diesem Abschnitt werden Probleme der kombinatorischen Optimierung vorgestellt,
die in der Regel zur Modellierung von Umlauf- und Dienstplanungsproblemen genutzt
werden. Sie sind grundlegend fu¨r die in dieser Arbeit entwickelten Lo¨sungsansa¨tze.
3.1.1 Set-Partitioning/Covering-Problem
Das Set-Partitioning-Problem (SPP) ist wie folgt definiert (vgl. [Balas und Padberg,
1976]): Gegeben sind eine Menge M und eine Menge N , die Teilmengen von M entha¨lt
wobei den Teilmengen jeweils ein Gewicht bzw. Kostenwert zugeordnet ist. Gesucht
sind die disjunkten Teilmengen aus N , die zusammen kostenminimal jedes Element
aus M genau einmal enthalten.
Falls Element i ∈ M in Teilmenge j ∈ N enthalten ist, sei aij = 1, ansonsten sei
aij = 0. Jeder Teilmenge j ∈ N seien außerdem sowohl Kosten cj zugeordnet, sowie
eine bina¨re Entscheidungsvariable xj, die beschreibt, ob j aus N gewa¨hlt ist (xj = 1)
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oder nicht (xj = 0). Das mathematische Modell fu¨r das SPP lautet dann wie folgt:∑
j∈N




aijxj = 1 ∀i ∈M (3.2)
xj ∈ {0, 1} ∀j ∈ N (3.3)
Durch die Zielfunktion (3.1) werden kostenminimale Teilmengen gesucht. Abdeckungs-
bedingungen (3.2) garantieren, dass jedes Element genau einmal in den ausgewa¨hlten
Teilmengen enthalten ist.
Im Gegensatz zum SPP ist beim Set-Covering-Problem (SCP) gefordert, dass jedes
Element i ∈ M mindestens einmal in den ausgewa¨hlten Teilmengen aus N enthal-
ten sein muss, statt genau einmal. Fu¨r das mathematische Modell des SCP wird
Nebenbedingung (3.2) also wie folgt umformuliert∑
j∈N
aijxj ≥ 1 ∀i ∈M (3.4)
Eine zula¨ssige Lo¨sung des SPP ist immer auch eine zula¨ssige Lo¨sung des entspre-
chenden SCP. Andersherum beschreibt eine optimale Lo¨sung und jede untere Schran-
ke des SCP eine untere Schranke der Lo¨sung des entsprechenden SPP. SPP und SCP
sind nach [Garey und Johnson, 1979] NP-schwer.
Im Kontext von Umlauf- und Dienstplanungsproblemen entspricht die Menge M
u¨blicherweise Fahrten bzw. Aufgaben, die bedient werden mu¨ssen. Durch die Menge
N sind Teilmengen an Fahrten bzw. Aufgaben definiert, die jeweils von einem Bus
bzw. Dienst bedient werden ko¨nnen. Das entsprechende SPP bzw. SCP repra¨sentiert
dann die Suche nach einer kostenminimalen Auswahl von Bussen bzw. Diensten, die
die Fahrten bzw. Aufgaben bedienen ko¨nnen.
3.1.2 Netzwerkflussprobleme
Die in der Umlauf- und Dienstplanung zu verrichtenden Aufgaben, wie z.B. die Fahr-
ten des der Planung zugrunde liegenden Fahrplans, lassen sich auch durch ein ge-
richtetes Netzwerk bzw. einen gerichteten Graphen G = (N,A) darstellen, d.h. einer
Menge von Knoten N und einer Menge von Kanten A. Dabei verbindet jede Kan-
te jeweils zwei Knoten miteinander. Im Unterschied zu ungerichteten Netzwerken
repra¨sentiert eine Kante in gerichteten Netzwerken eine Richtung, sodass eine Rei-
henfolge (Vorga¨nger- bzw. Nachfolgerknoten) zwischen Knoten abgebildet wird.
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Grundsa¨tzlich kann bei den genutzten Netzwerkmodellen in der Umlauf- und Dienst-
planung unterschieden werden zwischen sogenannten Connection-basierten Netzwer-
ken und sogenannten Time-Space- bzw. Time-Line-basierten Netzwerken.
• In einem Connection-basierten Netzwerk repra¨sentieren die Knoten jeweils eine
einzelne Fahrt, wa¨hrend die Kanten kompatible Fahrten miteinander verbinden.
Dabei werden explizit alle mo¨glichen Verbindungen abgebildet. So entha¨lt das
Netzwerk vergleichsweise viele Kanten. Eigenschaften von Verbindungen zweier
Fahrten wie z.B. mo¨gliche Verspa¨tungen zwischen zwei Fahrten ko¨nnen dadurch
aber direkt auf einer Kante ausgedru¨ckt werden.
• In einem Time-Space- oder Time-Line-Netzwerk repra¨sentieren die Knoten Er-
eignisse zu einem bestimmten Zeitpunkt an einem bestimmten Ort, wie z.B. den
Beginn einer Servicefahrt an einer Haltestelle und das Ende einer Servicefahrt
an einer Haltestelle. Kanten zwischen den Knoten einer Servicefahrt bilden die
entsprechende Fahrt ab. Außerdem werden die Ankunfts- und Abfahrtsereignis-
se an einem Ort auf der sogenannten Zeitleiste des Ortes durch Kanten verbun-
den. Ebenso werden durch Kanten Ereignisgruppen zweier Orte miteinander
verknu¨pft, sodass im Netzwerk implizit alle mo¨glichen Verbindungen zwischen
kompatiblen Fahrten abgebildet sind. Durch die implizite Modellierung kann
die zur Modellierung notwendige Kantenanzahl reduziert werden. Eigenschaf-
ten von Verbindungen zweier Fahrten ko¨nnen so aber nicht direkt modelliert
werden.
Tabelle 3.1 zeigt einen Beispielfahrplan mit sieben Servicefahrten zwischen drei Halte-
stellen, zu welchem Abbildung 3.1 die entsprechende Repra¨sentation als Connection-
basiertes Netzwerk und als Time-Space-Netzwerk darstellt.
Fahrt Von Nach Abfahrtszeit Ankunftszeit
1 A B 8:00 8:15
2 C B 8:00 8:20
3 C B 8:20 8:40
4 B A 9:00 9:15
5 B C 9:20 9:40
6 A B 9:20 9:35
7 A B 9:30 9:45
Tabelle 3.1: Beispielfahrplan fu¨r Netzwerkmodelle
Diese Netzwerkmodelle bilden die Grundlage fu¨r die Formulierung von Optimie-
rungsproblemen zur Umlauf- und Dienstbildung als Netzwerkflussprobleme. Die im
































































Abbildung 3.1: Beispiele fu¨r eine Connection-basierte und eine Time-Space-basierte
Netzwerkrepra¨sentation
weiteren Verlauf der Arbeit genutzten Formulierungen als Minimalkosten-Fluss-Pro-
blem und Ku¨rzeste-Wege-Problem, Mehrgu¨ter-Fluss-Problem und Ressourcenbeschra¨nk-
tes Ku¨rzeste-Wege-Problem sollen nachfolgend kurz erla¨utert werden.
Minimalkosten-Fluss-Problem und Ku¨rzeste-Wege-Problem
Das Minimalkosten-Fluss-Problem (engl. minimum cost flow problem, MFP) bildet
die Grundlage fu¨r verschiedene andere Netzwerkflussprobleme: In einem Netzwerk ist
fu¨r ein Gut ein kostenminimaler Fluss zu bestimmen, auf welchem die Bedarfe des
Gutes in allen Knoten befriedigt werden (vgl. [Ahuja et al., 1993]).
Sei G = (N,A) ein gerichteter Graph mit der Knotenmenge N und der Kanten-
menge A. Jeder Kante (i, j) ∈ A mit i, j ∈ N sind Kosten cij zugeordnet, die fu¨r die
Befo¨rderung einer Einheit des Gutes u¨ber diese Kante anfallen, sowie eine Flussvaria-
ble xij ∈ R, die die auf der Kante befo¨rderten Flusseinheiten beschreibt. Des weiteren
sei der Fluss auf jeder Kante (i, j) ∈ A durch eine untere und obere Schranke lij bzw.
uij begrenzt. Zu jedem Knoten i ∈ N sei ein Bedarf bi definiert, der einem Angebot
entspricht, falls er negativ ist, und einer Nachfrage, falls der Bedarf positiv ist. Ist
bi = 0, repra¨sentiert i einen sogenannten Umladeknoten. Das mathematische Modell
fu¨r das MFP kann dann wie folgt formuliert werden:∑
(i,j)∈A







xji = bi ∀i ∈ N (3.6)
lij ≤ xij ≤ uij ∀(i, j) ∈ A (3.7)
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Durch Zielfunktion (3.5) wird ein kostenminimaler Fluss im Netzwerk gesucht, wobei
Flusserhaltungsbedingungen (3.6) garantieren, dass die Differenz zwischen Zufluss
und Abfluss an jedem Knoten dem entsprechenden Bedarf dieses Knotens entspricht.
Kapazita¨tsbedingungen (3.7) stellen sicher, dass der Fluss auf den Kanten dabei
untere und obere Schranken einha¨lt. Wenn alle Bedarfe und Schranken ganzzahlig
sind, dann ist auch die Flusslo¨sung ganzzahlig (vgl. [Wolsey, 1998]).
Gibt es genau einen Angebotsknoten s mit bs = −1 (Quelle) und einen Nachfrage-
knoten tmit bt = 1 (Senke) und gilt ferner bi = 0 fu¨r alle anderen Knoten i ∈ N\{s, t},
sowie lij = 0 und uij = 1 auf allen Kanten (i, j) ∈ A, dann wird das so formulierte
Minimalkosten-Fluss-Problem auch als Ku¨rzeste-Wege-Problem (engl. shortest path
problem, SP) bezeichnet. In diesem wird ein ku¨rzester, d.h. kostenminimaler, Weg
vom (Quell-)Knoten s zum (Senke-)Knoten t gesucht.
Bei der Modellierung von Umlauf- und Dienstplanungsproblemen werden Minimal-
kosten-Fluss-Probleme insbesondere dazu genutzt, den Umlaufplanungsteil darzustel-
len: Die Bedarfe an den Knoten (oder die Kapazita¨ten auf den Kanten) repra¨sentieren
dann die geforderte Bedienung von Fahrten in einer bestimmten Anzahl und der Fluss
entspricht den von Fahrzeugen zu absolvierenden Fahrtensequenzen.
Mehrgu¨ter-Fluss-Problem
Das Mehrgu¨ter-Fluss-Problem (engl. multicommodity flow problem, MCFP) ist eine
Erweiterung des Minimalkosten-Fluss-Problems (vgl. [Ahuja et al., 1993]): Statt fu¨r
ein Gut sind fu¨r mehrere Gu¨ter kostenminimale Flu¨sse in einem gemeinsam Netz-
werk zu finden. Dabei muss die Flusslo¨sung fu¨r jedes Gut so bestimmt sein, dass
die jeweiligen gu¨terspezifischen Bedarfen in den Knoten des Netzwerkes erfu¨llt sind.
Quell- und Senkeknoten eines Flusses ko¨nnen je Gut unterschiedlich sein. Verbunden
sind die Flu¨sse der Gu¨ter dadurch, dass ihr gemeinsamer Fluss auf einer Kante u¨ber
gemeinsame Kapazita¨tsrestriktionen eingeschra¨nkt ist.
Zusa¨tzlich zum gerichteten Graphen G = (N,A) mit der Knotenmenge N und der
Kantenmenge A sei D die Menge aller Gu¨ter. Zu jedem Gut d ∈ D sei durch die
ganzzahlige Variable xdij der Fluss auf Kante (i, j) ∈ A beschrieben, wobei die Kosten
fu¨r jede Flusseinheit durch cdij definiert seien. Außerdem sei der Fluss auf jeder Kante
(i, j) ∈ A fu¨r jedes Gut d ∈ D durch eine untere und obere Schranke ldij bzw. udij
begrenzt. Des weiteren sei der gemeinsame Fluss aller Gu¨ter je Kante durch eine
minimale und maximale Kapazita¨t Lij bzw. Uij beschra¨nkt. Der Bedarf eines Gutes
d ∈ D ist fu¨r jeden Knoten i ∈ N durch bdi vorgegeben. Das mathematische Modell
fu¨r das MCFP kann dann wie folgt geschrieben werden:
















i ∀i ∈ N, ∀d ∈ D (3.9)




xkij ≤ Uij ∀(i, j) ∈ A (3.11)
xdij ∈ N ∀(i, j) ∈ A,∀d ∈ D (3.12)
Durch die Zielfunktion (3.8) sollen Flu¨sse mit minimalen Kosten gefunden werden.
Flusserhaltungsbedingungen (3.9) und Kapazita¨tsbedingungen (3.10) stellen dabei
einen gu¨ltigen Fluss fu¨r jedes Gut sicher. Die Kapazita¨tsbedingungen (3.11) fu¨r alle
Gu¨ter garantieren, dass der gemeinsame Fluss aller Gu¨ter die vorgegebenen Kapaz-
tita¨ten einha¨lt. Bedingung (3.12) stellt die Ganzzahligkeit der gefundenen Flusslo¨sung
sicher. Sind ganzzahlige Flussvariablen gefordert und werden mindestens zwei Gu¨ter
betrachtet, ist das formulierte Problem nach [Garey und Johnson, 1979]NP-vollsta¨n-
dig.
Im Kontext von Umlauf- und Dienstplanungsproblemen repra¨sentieren die unter-
schiedlichen Gu¨ter in der Regel unterschiedliche Fahrzeug- oder Diensttypen bzw.
unterschiedliche Depots. Die Bedarfe an den Knoten oder die Kapazita¨ten auf den
Kanten entsprechen dann der geforderten Bedienung von Fahrten oder Aufgaben
in einer bestimmten Anzahl und der Fluss eines Gutes entspricht den Fahrten- oder
Aufgabenfolgen von Fahrzeugen oder Diensten des entsprechenden Typs bzw. Depots.
Dabei muss jede Fahrt oder Aufgabe nicht zwangsla¨ufig von allen
”
Gu¨tern“ bedient
werden ko¨nnen und jede Fahrt oder Aufgabe soll insgesamt von allen
”
Gu¨tern“ nur
einmal bzw. in der vorgegebenen Anzahl abgedeckt werden.
Ressourcenbeschra¨nktes Ku¨rzeste-Wege-Problem
Das ressourcenbeschra¨nkte Ku¨rzeste-Wege-Problem (engl. resource constrained shor-
test path problem, RCSP) ist eine Erweiterung des klassischen Ku¨rzeste-Wege-Pro-
blems : In einem Netzwerk wird der kostenminimale Weg von der Quelle zur Senke
gesucht, auf dem Ressourcen nur in einem vorgegebenen Maße verbraucht werden
(vgl. [Irnich und Desaulniers, 2004]).
Im gerichteten GraphenG = (N,A) mit der KnotenmengeN und der Kantenmenge
A sind jeder Kante (i, j) ∈ A mit i, j ∈ N Kosten cij zugeordnet. Zusa¨tzlich ist auf
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jeder Kante aus A pro Ressource v ∈ V ein Ressourcenverbrauch dvij ≥ 0 definiert.
Eine endliche Folge von Kanten aus A, bei denen der Startknoten der na¨chsten Kante
der Endknoten der vorherigen Kante ist, bildet einen Pfad. Der Pfad ist zula¨ssig, wenn
der Ressourcenverbrauch jeder Ressource r ∈ R fu¨r den gesamten Pfad zwischen einer
unteren Schranke lv und einer oberen Schranke uv liegt.
Der Ressourcenverbrauch entlang eines Pfades ist durch sogenannte Ressourcen-
erweiterungsfunktionen bestimmt. Sei T vi der kumulierte Ressourcenverbrauch einer
Ressource v ∈ V auf einem Pfad vom Quellknoten bis zum Knoten i und sei dvij der
Verbrauch einer von i ausgehenden Kante (i, j). Bei einer Erweiterung des Pfades um
diese Kante wird T vi mit dem Verbrauch d
v
ij verrechnet. Im einfachsten Fall ist die





Fu¨r eine sehr gute generische Beschreibung komplizierterer Ressourcenerweiterungs-
funktionen sei auf [Irnich und Desaulniers, 2004] verwiesen.
Eine bina¨re Entscheidungsvariable xij gibt an, ob Kante (i, j) ∈ A auf dem ku¨rzes-
ten zula¨ssigen Pfad zwischen Quellknoten s und Senke t liegt. Das mathematische
Modell fu¨r das RCSP kann dann wie folgt formuliert werden:∑
(i,j)∈A









1 falls i = s
0 falls i ∈ N \ {s, t}





dvijxij ≤ uv ∀v ∈ V (3.15)
xij ∈ {0, 1} ∀(i, j) ∈ A (3.16)
Durch die Zielfunktion (3.13) wird ein kostenminimaler Pfad u¨ber die Kanten des
Netzwerks gesucht. Dabei stellen die Flusserhaltungsbedingungen (3.14) sicher, dass
die Kanten auf genau einem Weg von der Quelle zur Senke liegen. Restriktionen
(3.15) garantieren, dass der Ressourcenverbrauch auf dem gefundenen Pfad fu¨r alle
Ressourcen zula¨ssig ist.
Wenn mindestens eine Ressource modelliert ist, ist das RCSP nach [Garey und
Johnson, 1979] ein NP-schweres Optimierungsproblem.
Statt Ressourcenverbra¨uche zur Modellierung von Zula¨ssigkeitsbedingungen von
Pfaden zu nutzen, ko¨nnen Zula¨ssigkeitsbediungen evtl. auch durch strukturelle Pfad-
beschra¨nkungen abgebildet werden. Dies ist dann mo¨glich, wenn beim Netzwerkauf-
bau die Knoten so durch Kanten miteinander verbunden werden ko¨nnen, dass al-
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le Pfade von der Quelle zur Senke diese Zula¨ssigkeitsbedinungen nicht verletzten
ko¨nnen.
Bei der Modellierung von Umlauf- und Dienstplanungsproblemen werden RCSPs
in der Regel zur Bestimmung zula¨ssiger Dienste genutzt. In den als RCSP formulier-
ten Optimierungsproblemen zur Diensterstellung werden dann u¨ber Ressourcenver-
bra¨uche (und auch u¨ber strukturelle Pfadbeschra¨nkungen) Restriktionen zur Dienst-
zula¨ssigkeit abgebildet. Dies ko¨nnen z.B. Restriktionen zu bestimmten Zeiten eines
Dienstes sein, wie Beschra¨nkungen zu minimalen und maximalen Arbeitszeiten.
3.2 Relevante Optimierungstechniken
Nachdem im vorherigen Abschnitt relevante Modellarten zur Modellierung von Umlauf-
und Dienstplanungsproblemen aufgegriffen wurden, sollen in diesem Abschnitt kurz
entsprechende Optimierungstechniken zum Lo¨sen der Modelle erla¨utert werden. Die
Optimierungstechniken bilden eine Grundlage fu¨r die in dieser Arbeit entwickelten
Lo¨sungsansa¨tze.
3.2.1 Lagrange-Relaxation mit Subgradienten-Verfahren
Lagrange-Relaxation ist nach [Beasley, 1993] eine Technik, mit der fu¨r schwierig zu
lo¨sende (Minimierungs-)Probleme eine (untere) Schranke des optimalen Zielfunkti-
onswertes bestimmt werden kann. Hierzu wird das Problem vereinfacht, indem Re-
striktionen aufgehoben werden und dann jeweils gewichtet mit einem Faktor, den
sogenannten Lagrange-Multiplikatoren, in die Zielfunktion aufgenommen werden.
Wird eine relaxierte Restriktion verletzt, verschlechtert sich der Zielfunktionswert
in Abha¨ngigkeit der Ho¨he der Verletzung und des Lagrange-Multiplikators.
Die Vorgehensweise soll nachfolgend an einem Beispiel verdeutlicht werden. Sei








aijxj = bi ∀i ∈M1 (3.18)∑
j∈N
dijxj = ei ∀i ∈M2 (3.19)
xj ∈ {0, 1} ∀j ∈ N (3.20)
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Falls das Problem P durch die Restriktionen (3.18) schwer zu lo¨sen ist, wird fu¨r
jede dieser Restriktionen ein Lagrange-Multiplikator pii ∈ R definiert, mit dem sie in















dijxj = ei ∀i ∈M2 (3.22)
xj ∈ {0, 1} ∀j ∈ N (3.23)
Das Lagrange-relaxierte Problem P (pi) liefert fu¨r jede Wahl des Vektors pi = (pii)i∈M1
eine untere Schranke zur optimalen Lo¨sung des urspru¨nglichen Problems P (vgl.
[Geoffrion, 1974]) – wird eine
”
≤“-Restriktion relaxiert bei pii ≤ 0, bei einer ”≥“-
Restriktion entsprechend mit pii ≥ 0. Da nicht irgendeine untere Schranke gesucht
ist, sondern die beste untere Schranke, wird nach Lagrange-Multiplikatoren gesucht,
die P (pi) maximieren. Das entsprechende Problem wird als Lagrange-Duales-Problem
(LDP) bezeichnet und kann wie folgt beschrieben werden:
LDP: P (pi) → maxpi (3.24)
Im besten Fall ko¨nnen Multiplikatoren bestimmt werden, mit denen der Wert des LDP
dem Optimalwert des Ursprungsproblems P entspricht. Nach [Geoffrion, 1974] liefert
die optimale Lo¨sung des LDP eine untere Schranke fu¨r das Ursprungsproblem, die im-
mer mindestens so gut ist, wie der Wert einer LP-Relaxation des Ursprungsproblems,
d.h. der Wert einer Vereinfachung eines (gemischt-)ganzzahligen Ursprungsproblems
bei welchen auf die Ganzzahligkeitsbedingungen fu¨r Variablen verzichtet wird.
Da die Funktion P (pi) stu¨ckweise linear, konkav und nicht differenzierbar ist, ist
das LDP ein nicht differenzierbares Optimierungsproblem. Ein geeignetes Lo¨sungs-
verfahren, mit welchem es na¨herungsweise gelo¨st werden kann, ist das Subgradienten-
Verfahren, welches im nachfolgenden Abschnitt na¨her beschrieben wird.
Subgradienten-Verfahren
Das Subgradienten-Verfahren ist ein iteratives Suchverfahren, um eine nicht differen-
zierbare konkave Funktion zu maximieren bzw. eine konvexe Funktion zu minimieren.
Mit ihm ko¨nnen gute Lagrange-Multiplikatoren pi bestimmt werden, die P (pi) appro-
ximativ maximieren (vgl. [Held und Karp, 1971]).
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Algorithmus 3.2.1 fasst die nach [Beasley, 1993] notwendigen Schritte des Verfah-
rens zusammen. In jeder Iteration t wird abha¨ngig von der aktuellen Lo¨sung xt des
Lagrange-Unterproblems P (pit) der Subgradientenvektor st und damit die Suchrich-
tung δt bestimmt, sowie die Schrittweite wt berechnet. Bei der Schrittweitenberech-
nung sorgt ein Skalierungsparameter λ fu¨r eine Konvergenz des Verfahrens, indem
er verkleinert wird, wenn sich der Zielfunktionswert eine bestimmte Anzahl Iteration
nicht a¨ndert.
Algorithmus 3.2.1 : Grundversion Subgradienten-Verfahren
(Schritt 1) Initialisierung
Initialisiere Muliplikatoren pi0, setze t = 0.
Berechne obere Schranke UB.
(Schritt 2) Lo¨se Lagrange-Unterproblem
Lo¨se P (pit) und speichere optimale Lo¨sung xt.
(Schritt 3) Berechne Suchrichtung δt




j fu¨r alle i ∈M1.
Setze δt = st.
(Schritt 4) Berechne Schrittweite wt
wt = λUB−P (pi
t)
||δt||2




tδti fu¨r alle i ∈M1
(Schritt 6) U¨berpru¨fe Abbruchkriterien




ansonsten setze t = t+ 1 und gehe zu Schritt 2.
Das Verfahren bricht ab, wenn der Subgradientenvektor st gleich Null ist. Dann
ist die dual optimale Lo¨sung fu¨r das urspru¨ngliche Problem P primal zula¨ssig und
somit optimal. Andere Abbruchkriterien sind z.B. durch einen Parameter η nahe Null
gegeben, sodass das Verfahren stoppt, wenn nur noch eine sehr geringe Schrittweite
ermittelt wird, oder z.B. dadurch, dass eine maximale Anzahl Iterationen tmax erreicht
ist.
3.2.2 Column Generation
Column Generation ist ein Verfahren zur Lo¨sung linearer Optimierungsprobleme mit
sehr vielen Variablen. Einen umfassenden U¨berblick u¨ber das Verfahren geben u.a.
[Desrosiers und Lu¨bbecke, 2005]. [Barnhart et al., 1998] diskutieren die Nutzung von
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Column Generation zur Lo¨sung gemischt-ganzzahliger Optimierungsprobleme. Die
Grundidee des Verfahrens besteht darin, nur einen Teil aller mo¨glichen Variablen des
Problems zu betrachten, um so das Gesamtproblem in angemessener Zeit und mit
akzeptablem Speicherbedarf lo¨sen zu ko¨nnen.
Zu Beginn des Verfahrens werden deshalb nicht alle Variablen des zu lo¨senden
Problems, Master-Problem genannt, aufgeza¨hlt, sondern es werden im Verlauf nur
diejenigen generiert, die beno¨tigt werden. Sei folgendes Problem MP das zu lo¨sende








aijxj = bi ∀i ∈M (3.26)
xj ≥ 0 ∀j ∈ N (3.27)
Beginnend mit einer zula¨ssigen Lo¨sung von MP, die z.B. heuristisch bestimmt werden
kann, werden im Algorithmusverlauf aus der Menge aller mo¨glichen Variablen N nur
die Variablen N ′′ zur aktuellen im Modell enthaltenen Variablen- bzw. Spaltenmenge
N ′ hinzugefu¨gt, mit deren Einbeziehung sich der aktuelle Zielfunktionswert verbessern
kann. Ein solches partielles Problem bestehend aus einer Teilmenge aller mo¨glichen
Spalten wird dabei als beschra¨nktes Master-Problem bezeichnet.
In jeder Iteration des Column Generation-Verfahrens wird ein beschra¨nktes Master-
Problem gelo¨st, und die Lo¨sung wird daraufhin u¨berpru¨ft, ob sie eine optimale Lo¨sung
fu¨r das urspru¨ngliche Master-Problem darstellt. Sei Vektor x die optimale primale
Lo¨sung fu¨r das jeweilige beschra¨nkte Master-Problem und Vektor pi die duale. Um
die Optimalita¨t von x fu¨r das urspru¨ngliche Master-Problem zu u¨berpru¨fen, ist ein
weiteres Optimierungsproblem zu lo¨sen. Bei diesem wird nach Spalten j ∈ N mit
negativen reduzierten Kosten gesucht. Dabei berechnen sich die reduzierten Kosten
c¯j einer Spalte j als c¯j = cj −
∑
i∈M aijpii, wobei pii die jeweils zu den Restriktionen
(3.26) zugeho¨rige duale Variable ist. Das zu lo¨sende Problem wird als Pricing-Problem









Solange Variablen mit negativen reduzierten Kosten existieren, werden diese im Pri-
cing-Problem generiert und ko¨nnen dem beschra¨nkten Master-Problem hinzugefu¨gt
werden. Das mit einer oder mehreren Spalten erweiterte beschra¨nkte Master-Problem
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wird dann erneut gelo¨st. Column Generation endet, wenn keine Spalten mehr mit ne-
gativen reduzierten Kosten existieren, die Lo¨sung des aktuellen Pricing-Problems also
minj∈N{cj −
∑
i∈M aijpii} ≥ 0 ist. Dann kann die optimale Lo¨sung x des aktuellen
beschra¨nkten Master-Problems nicht mehr verbessert werden und x ist eine optimale
Lo¨sung des Ursprungsproblems MP. Algorithmus 3.2.2 fasst die Schritte des Verfah-
rens zusammen.
Algorithmus 3.2.2 : Column Generation-Verfahren
(Schritt 1) Initialisierung
Bestimmte initiale Spaltenmenge N0.
Setze t = 0 und N ′ = N0.
(Schritt 2) Lo¨se (beschra¨nktes) Master-Problem
Lo¨se LP-Relaxation von MP mit aktueller Spaltenmenge N ′
und speichere Dualwerte pit.
(Schritt 3) Lo¨se Pricing-Problem
Lo¨se Pricing-Problem PP (pit) und erhalte neue Spalten N ′′
mit negativen reduzierten Kosten.
Falls |N ′′| = 0 terminiere.
(Schritt 4) Fu¨ge neue Spalte(n) zum Master hinzu
Setze N ′ = N ′ ∪N ′′ und t = t+ 1.
Gehe zu Schritt 2.
Column Generation in Kombination mit Lagrange-Relaxation
Column Generation kann auch mit Lagrange-Relaxation kombiniert werden, siehe
z.B. bei [Freling, 1997]. Im Verfahren werden die jeweiligen beschra¨nkten Master-
Probleme dann nicht mehr optimal als LP bzw. als LP-Relaxation gelo¨st, um Informa-
tionen u¨ber die dualen Variablen zu erhalten, sondern als Lagrange-Duales-Problem
mit Hilfe eines Subgradienten-Verfahren (siehe Abschnitt 3.2.1). Die dabei ermittel-
ten Lagrange-Multiplikatoren entsprechen dann einer Approximation der optimalen
Werte der dualen Variablen des beschra¨nkten Master-Problems.
Da die Lagrange-Multiplikatoren nur eine Approximation der optimalen dualen
Variablen liefern, mu¨ssen sie vor Lo¨sen des Pricing-Problems noch angepasst werden,
um zu verhindern, dass Spalten generiert werden, die bereits Teil des beschra¨nk-
ten Master-Problems sind. [Freling, 1997] und [Huisman, 2004] nutzen dazu beim
Lo¨sen von Umlauf- und Dienstplanungsproblemen mittels Column Generation in
Kombination mit Lagrange-Relaxation eine Greedy-Heuristik, mit der die Multipli-
katoren so modifiziert werden, dass alle Spalten des beschra¨nkten Master-Problems
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nicht-negative reduzierte Kosten haben und sich der Wert der Lagrange-Lo¨sung nicht
vera¨ndert. Algorithmus 3.2.3 beschreibt dieses Vorgehen.
Algorithmus 3.2.3 : Heuristik zur Anpassung von Lagrange-Multiplikatoren
foreach Spalte f ∈ N ′ mit cf −
∑






foreach i ∈M mit aif = 1 do
// Aktualisiere Multiplikatoren
pii = pii + δ
foreach Spalte g ∈ N ′ und g > f do
// Aktualisiere reduzierte Kosten
c¯g = cg −
∑
i∈M aigpii
Mehrere Autoren berichten von einigen Vorteilen, die sich aus der Kombination von
Column Generation und Lagrange-Relaxation ergeben. So stellt u.a. [Huisman, 2004]
fest, dass die Berechnung der Lagrange-Multiplikatoren mit einem Subgradienten-
Verfahren weniger Rechenzeit beno¨tigt als das optimale Lo¨sen der LP-Relaxation.
Außerdem kann so auf den Einsatz eines kommerziellen LP-Solvers verzichtet werden.
3.2.3 Branch-and-Bound
Branch-and-Bound ist ein exaktes Lo¨sungsverfahren, mit welchem gemischt-ganz-
zahlige Optimierungsprobleme gelo¨st werden ko¨nnen, indem das Ursprungsproblem
hierarchisch in einfacher zu lo¨sende Teilprobleme zerlegt wird. Auf Basis der Lo¨sun-
gen der Teilprobleme kann dann die optimale Lo¨sung des Hauptproblems bestimmt
werden. Detaillierte Erla¨uterungen zum Verfahren finden sich u.a. bei [Wolsey, 1998].
Mit Branching wird die Strategie beschrieben, in welcher das Originalproblem bzw.
Teilprobleme in weitere Teilprobleme zerlegt werden. Dabei wird der Lo¨sungsraum
jeweils in zwei oder mehrere kleinere Lo¨sungsra¨ume aufgeteilt. Eine Strategie besteht
z.B. darin, die LP-Relaxation des Problems zu lo¨sen, eine Variable mit einem fraktio-
nalen Wert auszuwa¨hlen und die Teilprobleme so zu bilden, dass der fraktionale Wert
ausgeschlossen wird, indem der Wert der Variable je Teilproblem auf einen ganzzah-
ligen Wert gesetzt wird. Durch wiederholtes Branching entsteht so ein Suchbaum, in
welchem jeder Knoten ein Teilproblem repra¨sentiert.
Ohne Bounding wu¨rde dieses Vorgehen einer vollsta¨ndigen Enumeration mo¨glicher
Lo¨sungen entprechen. Daher wird Bounding dazu genutzt, Knoten des Suchbaums
bzw. Teilba¨ume unter Knoten von der weiteren Betrachtung auszuschließen, wenn
in diesen keine Lo¨sung erreicht werden kann als die bisher beste bekannte zula¨ssige
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Lo¨sung. Der optimale Zielfunktionswert einer zula¨ssigen Lo¨sung eines Teilproblems
wird bei Minimierungsproblemen durch eine relaxierte Lo¨sung des Teilproblems nach
unten beschra¨nkt. Eine weitere Bearbeitung des Knotens kann beispielsweise dann
ausgeschlossen werden, wenn diese untere Schranke gro¨ßer oder gleich der bisher
besten bekannten zula¨ssigen Lo¨sung ist.
Branch-and-Bound kann mit verschiedenen Techniken erweitert werden. In einem
Branch-and-Cut-Algorithmus werden durch Hinzufu¨gen von sogenannten Schnittebe-
nen (engl. cuts) in den Knoten, die Lo¨sungsra¨ume der relaxierten Probleme einge-
grenzt, sodass engere, d.h. bessere (untere) Schranken berechnet werden ko¨nnen. In
einem Branch-and-Price-Algorithmus wird in den Knoten des Suchbaums die Re-
laxation des Problems jeweils mit Hilfe eines Column Generation-Verfahrens gelo¨st





Fu¨r die in den vorherigen Kapiteln beschriebenen Planungsprobleme zur Umlauf-
und Dienstbildung existieren geeignete Modellierungen und leistungsfa¨hige Lo¨sungs-
ansa¨tze mit denen kosteneffiziente Ressourceneinsatzpla¨ne berechnet werden ko¨nnen.
Ein U¨berblick u¨ber diese Ansa¨tze, die keine A¨hnlichkeitsaspekte bei der Planung
beru¨cksichtigen, wird in Abschnitt 4.1 gegeben. Inwieweit in diesen Ansa¨tzen speziel-
le (Dienst-)Regeln aus der Praxis abgebildet werden, die die Voraussetzung fu¨r einen
praktischen Einsatz der Modelle und Methoden geben, wird zusa¨tzlich in Abschnitt
4.2 untersucht. Dabei liegt der Fokus der Betrachtung auf Ansa¨tzen zur integrier-
ten Umlauf- und Dienstplanung. In Abschnitt 4.3 dieses U¨bersichtskapitels wird die
Beru¨cksichtigung von A¨hnlichkeitszielen in der Ressourceneinsatzplanung diskutiert.
4.1 Modelle und Methoden fu¨r einen kosteneffizienten
Ressourceneinsatz
Mathematische Optimierungsmethoden zur Unterstu¨tzung der O¨PNV-Planung beim
Bilden von kosteneffizienten Ressourceneinsa¨tzen werden seit vielen Jahren erforscht.
Abschnitt 4.1.1 beleuchtet Modelle und Methoden zur Ein- und Mehr-Depot-Busum-
laufplanung. Abschnitt 4.1.2 fasst den aktuellen Stand der Forschung zu Modellierung
und Lo¨sung von Dienstplanungsproblemen zusammen, Abschnitt 4.1.3 den zu einer
partiell integrierten Umlauf- und Dienstplanung. Abschnitt 4.1.4 untersucht in der
wissenschaftlichen Literatur vorgeschlagene Ansa¨tze zur (vollsta¨ndigen) integrierten
Umlauf- und Dienstplanung.
4.1.1 Ein- und Mehr-Depot-Busumlaufplanung
Fu¨r eine U¨bersicht u¨ber unterschiedliche Lo¨sungsansa¨tze zu Eindepot-Umlaufpla-
nungsproblemen sei auf [Daduna und Paixa˜o, 1995] und [Bunte und Kliewer, 2009]
verwiesen. Heuristische Ansa¨tze zu Mehr-Depot-Umlaufplanungsproblemen werden
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u.a. von [Dell’Amico et al., 1993], [Lo¨bel, 1997] und [Pepin et al., 2009] vorgestellt.
Einen U¨berblick u¨ber unterschiedliche Modelle zu Mehr-Depot-Umlaufplanungspro-
blemen geben [Bunte und Kliewer, 2009]. Die Autoren teilen die genutzten Modellie-
rungen nach [Fischetti et al., 2001] ein in Eingu¨ter-Fluss-Formulierungen, Mehrgu¨ter-
Fluss-Formulierungen, und Formulierungen als Set-Partitioning-Problem.
Bei den Formulierungen besteht die gro¨ßte Schwierigkeit darin, die große An-
zahl potenzieller Leerfahrtsverbindungen zwischen kompatiblen Fahrten effizient zu
beru¨cksichtigen (kompatibel, siehe Abschnitt 2.1.1). In den meisten Problemformulie-
rungen werden explizit alle mo¨glichen Verbindungen zwischen allen kompatiblen Fahr-
ten modelliert, wodurch die Probleme bzw. genutzte Unterprobleme sehr schwer oder
nur heuristisch lo¨sbar sind, z.B. mit Hilfe von Column Generation-Ansa¨tzen. [Klie-
wer et al., 2002] bzw. [Kliewer et al., 2006b] bezeichnen diese Modellierungen als
connection-basierte und schlagen eine Time-Space-Netzwerk-basierte (TSN) Model-
lierung fu¨r eine Mehrgu¨ter-Fluss-Formulierung vor. In dieser Netzwerkformulierung
werden Verbindungen zwischen Gruppen kompatibler Fahrten aggregiert, sodass sich
die Kantenanzahl im Netzwerk drastisch zwischen 97-99% reduziert. Dadurch ko¨nnen
auch große Mehr-Depot-Umlaufplanungsprobleme aus der Praxis in vernu¨nftiger Zeit
mit einem Standard-MIP-Solver mittels eines Branch-and-Cut-Algorithmus gelo¨st
werden.
Fu¨r eine Formulierung des Umlaufplanungsproblemes als Set-Partitioning-Problem,
das mit Column Generation gelo¨st wird, testen [Benchimol et al., 2012] eine dyna-
mische Zusammenfassung von Restriktionen. Dadurch kann ein Problem bei dieser
Formulierung behoben werden: Die Konvergenz des Column Generation-Verfahrens
fu¨r stark degenerierte Problemstellungen kann verbessert werden.
Implikationen fu¨r diese Arbeit
Aufgrund der Vorteile der Time-Space-Mehrgu¨ter-Fluss-Formulierung von [Kliewer
et al., 2002] bzw. [Kliewer et al., 2006b] ist es sinnvoll, diese soweit mo¨glich im
Rahmen dieser Arbeit bei sequenziellen, teilintegrierten und integrierten Lo¨sungs-
ansa¨tzen zur Umlauf- und Dienstplanung zu nutzen. Allerdings besitzt die Leerfahrt-
aggregierende Time-Space-Formulierung einen entscheidenden Nachteil: spezielle Ei-
genschaften bestimmter Fahrtenverknu¨pfungen ko¨nnen nicht beru¨cksichtigt werden,
da im Netzwerkmodell zwei Fahrten nicht eindeutig explizit sondern implizit (evtl.
durch Pfade u¨ber mehrere Kanten) miteinander verknu¨pft sind. Wenn es im Rahmen
einer Beru¨cksichtigung von A¨hnlichkeitsaspekten darum geht, a¨hnliche Sequenzen von
Fahrten fu¨r mehrere Tage ermitteln zu ko¨nnen, ist aber entscheidend, Verknu¨pfun-
gen zwischen zwei Fahrten auch genau bewerten zu ko¨nnen. Fu¨r eine Umlaufplanung
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mit A¨hnlichkeitszielen bieten sich daher andere Formulierungen als Set-Partitioning-
Problem (oder spezielles Netzwerkflussproblem) an, bei denen Fahrtenverknu¨pfungen
in (Tages-)Umla¨ufen explizit beru¨cksichtigt werden ko¨nnen. Aufgrund der Vielzahl
mo¨glicher (Tages-)Umla¨ufe sollten diese Modelle dann mit einem Column Generation-
Ansatz gelo¨st werden.
4.1.2 Dienstplanung
Das Dienstplanungsproblem ist in der Regel als Set-Partitioning- oder Set-Covering-
Problem formuliert, in welchem alle Aufgaben oder Dienstelemente von genau einem
bzw. mindestens einem Dienst, also einer Variable bzw. Spalte im Modell, abgedeckt
werden mu¨ssen. Aufgrund der enormen Anzahl mo¨glicher zula¨ssiger Dienste wer-
den Dienstplanungsprobleme u¨blicherweise mit Column Generation-Ansa¨tzen gelo¨st.
Die Ansa¨tze unterscheiden sich in Art und Weise der Lo¨sung der relaxierten Pro-
blemstellung als beschra¨nktes Master-Problem (LP- oder Lagrange-relaxiert), bei den
Modellen und Lo¨sungsverfahren zur Bestimmung zula¨ssiger Dienste in den Pricing-
Problemen und bei den Verfahren zur Bestimmung ganzzahliger Lo¨sungen (vgl. [Wei-
der, 2007]). Restriktionen, die die Zusammensetzung des Dienstplans betreffen, wie
z.B. eine bestimmte Anzahl Dienste eines Diensttyps, lassen sich dabei im Master-
Problem abbilden, wa¨hrend Restriktionen, die die Zula¨ssigkeit von Diensten regeln,
in den Pricing-Problemen abgebildet werden ko¨nnen.
[Steinzen, 2007] und [Gintner, 2008] fassen die Entwicklung von Modellen und Me-
thoden zur Dienstplanung insbesondere im O¨PNV ausfu¨hrlich zusammen. Eine um-
fangreiche Sammlung zu Ansa¨tzen zur Dienstplanung in diversen Anwendungsfeldern
haben außerdem [Ernst et al., 2004] zusammengestellt. Neben exakten Modellen und
Methoden zur Dienstplanung existieren noch zahlreiche (meta-)heuristische Ansa¨tze.
Ein U¨berblick u¨ber diese findet sich ebenfalls bei den erwa¨hnten Autoren.
Implikationen fu¨r diese Arbeit
Viele Ansa¨tze in der Literatur nutzen eine Set-Covering-Formulierung des Dienst-
planungsproblems. Da eine durch eine Set-Covering-Formulierung mo¨gliche Mehr-
fachu¨berdeckung von Aufgaben in der Praxis von Verkehrsunternehmen oftmals nicht
erlaubt ist, sollen im Rahmen dieser Arbeit zu lo¨sende Dienstplanungsprobleme in
erster Linie als Set-Partitioning-Probleme formuliert werden. Fu¨r einen Ansatz, der
Unter- und U¨berdeckung von Aufgaben bzw. Dienstelementen erlaubt, sei z.B. auf
[Portugal et al., 2009] verwiesen. Dort sollen durch Unter- und U¨berdeckungen in den
vorgeschlagenen Dienstpla¨nen, diese einfacher von Planern angepasst und fertigge-
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stellt werden ko¨nnen. In dieser Arbeit sollen allerdings vollsta¨ndige, finale Vorschla¨ge
fu¨r Dienstpla¨ne ermittelt werden. Da die dafu¨r zula¨ssigen Dienste in der Regel auf-
grund ihrer Komplexita¨t und enormen Anzahl nicht enumerierbar sind, sollten die
Dienstpla¨ne mit Hilfe von Column Generation-Ansa¨tzen erstellt werden (- in der
Regel werden in der Praxis Dienste genutzt, die aus mehr als in der Literatur oft ver-
wendeten zwei Dienststu¨cke bestehen). Dabei sollen die Pricing-Probleme zur Diens-
terstellung als ressourcenbeschra¨nkte Ku¨rzeste-Wege-Probleme formuliert werden, da
sich so zahlreiche Restriktionen zur Dienstzula¨ssigkeit modellieren lassen, siehe z.B.
bei [Desrochers und Soumis, 1989] und [Desrochers et al., 1992].
4.1.3 Partielle Integration von Umlauf- und Dienstplanung
Sequenziell Umla¨ufe und Dienste zu planen, also eine Umlaufplanung ohne Beru¨ck-
sichtigung von Dienstplanungsaspekten durchzufu¨hren, wird von [Bodin et al., 1983]
kritisiert, da der Anteil der operativen Dienstkosten in der Regel deutlich gro¨ßer als
der der Fahrzeuge sei. [Ball et al., 1983] schlagen daher ein Modell fu¨r eine gleich-
zeitige, d.h. integrierte Umlauf- und Dienstplanung vor. Allerdings ist dieses mit den
damaligen Optimierungsmethoden und der Computertechnik nicht lo¨sbar. So wird es
in einem mehrstufigem heuristischen Verfahren partiell integriert gelo¨st.
Bei partiell integrierten Ansa¨tzen werden Umlauf- und Dienstplanung so aufeinan-
der aufbauend durchgefu¨hrt, dass in den Modellen und bzw. oder Lo¨sungsverfahren
Aspekte des darauffolgenden Planungsschrittes beru¨cksichtigt werden. Unterschie-
den werden kann zwischen Dienstplanungsbasierten Ansa¨tzen (Erst Dienste - dann
Umla¨ufe) und Umlaufplanungsbasierten Ansa¨tzen (Erst Umla¨ufe - dann Dienste) (vgl.
Abschnitt 2.2.3). Fu¨r eine umfangreiche Darstellung von Ansa¨tzen zur partiellen In-
tegration von Umlauf- und Dienstplanung sei auf [Huisman, 2004], [Steinzen, 2007]
oder [Gintner, 2008] verwiesen.
Dienstplanungsbasierte Ansa¨tze
Im oben erwa¨hnten Ansatz von [Ball et al., 1983] ist das integrierte Modell als Par-
titionsproblem auf einem azyklischen Graphen definiert, der sowohl ein Planungs-
netzwerk fu¨r das Umlaufplanungsproblem, als auch ein Planungsnetzwerk fu¨r das
Dienstplanungsproblem darstellt. Im Graphen sind als Knoten ein Quell- und ein
Senke-Knoten gegeben, die Anfang bzw. Ende eines Umlaufs oder Dienstes oder
Dienststu¨cks an einem Depot modellieren, sowie weitere Knoten, die Dienstelemente
repra¨sentieren. Kompatible Knoten/Dienstelemente sind durch Kanten miteinander
verbunden. Dabei wird unterschieden zwischen Kanten, die eine Fahrzeugaktivita¨t
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darstellen und Kanten, die reine Fahreraktivita¨ten wie Warten und Nutzen eines
Fußwegs beschreiben. Jeder Pfad von Quelle zur Senke bei Nutzung der Fahrzeug-
kanten repra¨sentiert einen Umlauf. Analog beschreibt jeder Pfad von Quelle zur Senke
bei Nutzung beider Kantenkategorien einen Dienst. Gesucht ist die Menge knoten-
disjunkter Umlaufpfade und die Menge knotendisjunkter Dienstpfade mit minimalen
Kosten, die zula¨ssig und zueinander kompatibel sind. Die Pfadmengen sind u.a. dann
zueinander kompatibel, wenn jede Fahrzeugkante aus den Umla¨ufen auch in einem
Dienst enthalten ist. Da das integrierte Modell mit der damaligen Computertechnik
fu¨r praxisnahe Probleme nicht gelo¨st werden kann, wird ein heuristischer Lo¨sungs-
ansatz vorgeschlagen, der aus drei Phasen besteht. In diesen Phasen werden initiale
Dienststu¨cke erstellt, verbessert, z.B. indem zwei Dienststu¨cke zusammengefasst wer-
den ko¨nnen, sodass Leerfahrten zum/vom Depot zwischen diesen entfallen, und durch
Lo¨sen eines Zuordnungsproblems zu zula¨ssigen Diensten zusammengefasst. In jeder
Phase la¨sst sich ein zula¨ssiger Umlaufplan ableiten.
Mehrere partiell integrierte Ansa¨tze bauen auf der beschriebenen Netzwerkstruktur
auf. So nutzen z.B. die Ansa¨tze von [Falkner und Ryan, 1992] und [Patrikalakis und
Xerocostas, 1992] fu¨r das Grundmodell eine a¨hnliche Netzwerkstruktur.
Umlaufplanungsbasierte Ansa¨tze
Gute Beispiele fu¨r eine typische partiell integrierte Umlauf- und Dienstplanung, bei
denen die Umlaufplanung bereits Aspekte der Dienstplanung beru¨cksichtigen soll, ge-
ben [Borndo¨rfer et al., 2002]. Eine Mo¨glichkeit, das Ergebnis der Umlaufplanung ge-
eigneter fu¨r die anschließende Dienstplanung zu gestalten besteht darin, im erstellten
Umlaufplan mehr Ablo¨semo¨glichkeiten anzubieten. Dies kann durch eine Vera¨nderung
der Kostenstruktur in der Umlaufplanung erreicht werden: So ko¨nnen z.B. durch eine
ku¨nstliche Verringerung der Kosten fu¨r Ein-/Ausru¨ckfahrten mehr Aufenthalte im
Depot und somit mehr Ablo¨semo¨glichkeiten erzwungen werden. Außerdem ko¨nnen
Kosten fu¨r die Verbindung zwischen weit entfernten Fahrten erho¨ht werden, sodass
weniger lange Leerfahrten in der Dienstplanung zu verplanen sind, Dienste also fle-
xibler erstellt werden ko¨nnen. Eine weitere Idee besteht darin, in der Umlaufplanung
die Dauer eines Umlaufs auf die maximal erlaubte Dienstla¨nge zu beschra¨nken. So soll
die Wahrscheinlichkeit erho¨ht werden, dass jeder Umlauf von einem Dienst abgedeckt
werden kann.
Ein a¨hnliches Beispiel geben [A´rgila´n et al., 2012]. Mit einer heuristischen Vorge-
hensweise sollen zuna¨chst in der Umlaufplanung
”
Fahrer-freundliche“ Umla¨ufe gebil-
det werden, die es ermo¨glichen, einfacher Dienstpla¨ne zu erstellen. Dies soll dadurch
erreicht werden, indem die Umla¨ufe eines kostenoptimal berechneten Umlaufplans,
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modifiziert werden: Umla¨ufe, die la¨nger als die fu¨r Dienste erlaubte Schichtdauer sind,
werden geku¨rzt, ku¨rzere Umla¨ufe werden zusammengefasst und aus den so modifi-
zierten Umla¨ufen werden einzelne Fahrten gelo¨scht, um Pausenmo¨glichkeiten fu¨r Fah-
rer zu bieten. Fu¨r die
”
frei“ gewordenen bzw. unverplanten Servicefahrten wird ver-




[Gintner et al., 2006] bzw. [Gintner, 2008] schlagen eine andere Vorgehensweise vor.
Im Gegensatz zu den bisherigen Ansa¨tzen werden beim Lo¨sen des Umlaufplanungs-
problems keine Dienstplanungsaspekte beru¨cksichtigt. Stattdessen wird der Vorteil
des als Mehrgu¨ter-Minimalkosten-Fluss formulierten Umlaufplanungsproblems auf
einem Time-Space-Netzwerk genutzt: Da die (Fluss-)Lo¨sung statt eines kostenopti-
malen Umlaufplans implizit eine Menge kostenoptimaler Umlaufpla¨ne repra¨sentiert,
gibt es bei einer anschließenden Dienstplanung auf Basis der Menge kostenoptimaler
Umlaufpla¨ne mehr Flexibilita¨t, um kostengu¨nstigere Pla¨ne zu erstellen als bei einer
Dienstplanung auf Basis eines vorgegebenen
”
festen“ Umlaufplans – also als bei ei-
ner sequenziellen Planung. Zu den erstellten Diensten ko¨nnen dann im Anschluss
die entsprechenden Umla¨ufe gebildet werden. Als Ergebnisse sind Einsparungen auf
realen Instanzen von 0,5-6% an Diensten verglichen mit einem sequenziellen Ansatz
angegeben.
Implikationen fu¨r diese Arbeit
Partiell integrierte Ansa¨tze zur Umlauf- und Dienstplanung ermo¨glichen kostengu¨ns-
tigere Umlauf- und Dienstpla¨ne als eine sequenzielle Planung. Zwar kann nicht garan-
tiert werden, dass mit partiell integrierten Ansa¨tzen stets gute Ergebnisse im Bezug
auf die Gesamtkosten erreicht werden ko¨nnen – wie es prinzipiell bei vollsta¨ndig in-
tegrierten Ansa¨tzen der Fall ist. Allerdings ko¨nnen bei partiell integrierten Ansa¨tzen
Lo¨sungen in der Regel schneller ermittelt werden. Daher ist es sinnvoll, im Rahmen
dieser Arbeit beim Lo¨sen von Umlauf- und Dienstplanungsproblemen auch die Per-
formanz partiell integrierter Ansa¨tze zu evaluieren. Dabei sollte beim Einsatz von
partiell- bzw. teil-integrierten Ansa¨tzen z.B. bei einer Planung mit A¨hnlichkeitszielen
auf die Idee von [Gintner et al., 2006] bzw. [Gintner, 2008] zuru¨ckgegriffen werden.
Bei diesem Ansatz wird die fu¨r Verkehrsunternehmen wichtige Kostenoptimalita¨t der
Umlaufplanung nicht beeintra¨chtigt und dennoch ist mehr Flexibilita¨t fu¨r die Planung
z.B. a¨hnlicher Dienste gegeben als bei einer sequenziellen Planung.
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4.1.4 Vollsta¨ndige Integration von Umlauf- und Dienstplanung
Vollsta¨ndig integrierte Ansa¨tze unterscheiden sich von partiell integrierten dadurch,
dass zum einen ein gemeinsames Modell fu¨r das Umlauf- und Dienstplanungsproblem
formuliert ist, und dass zum anderen im Lo¨sungsverfahren Umlauf- und Dienstpla-
nungsproblem gleichzeitig betrachtet werden. Ausfu¨hrliche Darstellungen zur Ent-
wicklung der Ansa¨tze fu¨r eine vollsta¨ndige Integration von Umlauf- und Dienstpla-
nung finden sich z.B. bei [Steinzen, 2007], [Weider, 2007] und [Gintner, 2008]. Generell
kann zwischen integrierten Ansa¨tzen fu¨r den Eindepotfall und fu¨r den Mehrdepotfall
unterschieden werden.
Problemdefinition
Fu¨r die Problemstellung der integrierten Umlauf- und Dienstplanung hat [Huisman,
2004] einige Annahmen getroffen, die danach zur besseren Vergleichbarkeit auch in
anderen Ansa¨tzen aus der Literatur beru¨cksichtigt wurden. [Steinzen, 2007] fasst diese
Annahmen wie folgt zusammen:
1. Jedes Fahrzeug ist genau einem Depot zugeordnet an welchem es seinen Fahr-
zeugumlauf startet und beendet. Dabei hat jedes Depot eine unbeschra¨nkte
Aufnahmekapazita¨t an Fahrzeugen.
2. Jeder Dienst ist genau einem Depot zugeordnet und darf nur die Dienstelemente
beinhalten, die von Fahrzeugen dieses Depots auszufu¨hren sind.
3. Ein Dienststu¨ck ist nur in seiner Dauer beschra¨nkt. Es muss eine minimale und
eine maximale Dienststu¨ckdauer einhalten.
4. Jede Servicefahrt hat genau zwei Ablo¨sepunkte: Einen am Beginn der Service-
fahrt und einen am Ende.
5. Ein Fahrer darf sein Fahrzeug nur wa¨hrend einer Pause wechseln, d.h. zwischen
zwei Dienststu¨cken.
6. Ein Fahrzeug muss außerhalb des Depots stets von einem Fahrer besetzt sein.
Im Depot ist dies nicht notwendig.
7. Ein Fahrzeug kehrt in sein Depot zuru¨ck und startet von dort zur na¨chsten
Servicefahrt, falls die Zeit zwischen zwei aufeinanderfolgenden Servicefahrten
dafu¨r ausreicht.
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Eindepotfall
[Freling, 1997] schla¨gt den ersten Ansatz fu¨r eine vollsta¨ndig integrierte Umlauf-
und Dienstplanung vor. Betrachtet wird ein Depot. Das Modell besteht aus drei
Teilen: einem Umlaufplanungsteil, der als Quasi-Assignment-Problem formuliert ist,
bei welchem jede Servicefahrt genau einem Fahrzeug zugeordnet werden muss; ei-
nem Dienstplanungsteil, das als Set-Partitioning-Problem modelliert ist, bei welchem
jedes Dienstelement, das eine Servicefahrt repra¨sentiert von genau einem Dienst ab-
gedeckt werden muss; sowie einem Teil, der die Kopplung zwischen Umlauf- und
Dienstplanung sicherstellt, indem die Leerfahrten jedes Fahrzeugs in den ausgewa¨hl-
ten Diensten vorhanden sein mu¨ssen. Gelo¨st wird das Modell mit einer Kombination
aus Lagrange-Relaxation und Column Generation: Die Set-Partitioning-Formulierung
und die Kopplungsbedingungen werden relaxiert, sodass zwei einfach zu lo¨sende
Lagrange-Unterprobleme entstehen. Das mit den Unterproblemen assoziierte Lagrange-
Duale-Problem wird mit einem Subgradienten-Algorithmus gelo¨st und die Dualwerte
werden dann im Column Generation Pricing-Problem verwendet, um neue Spalten
im Modell, also neue zula¨ssige Dienste, zu generieren. Dazu werden zuna¨chst u¨ber
eine Netzwerkstruktur basierend auf dem Umlaufplanungsteil Dienststu¨cke generiert.
Diese werden dann zu einem Dienstgenerierungsnetzwerk mit Dienststu¨cken als Kno-
ten aufgebaut, in welchem jeder Pfad von der Quelle zur Senke einem Dienst ent-
spricht. Zula¨ssige Dienste werden durch Lo¨sen des entstandenen ressourcenbeschra¨nk-
ten Ku¨rzeste-Wege-Problems generiert. So kann mit Column Generation eine untere
Schranke fu¨r die Lo¨sung des integrierten Problems bestimmt werden. Zula¨ssige Lo¨sun-
gen werden anschließend durch Heuristiken abgeleitet. Der Ansatz bildet die Basis
fu¨r einen großen Teil der Publikationen zur integrierten Umlauf- und Dienstplanung.
[Friberg und Haase, 1999] schlagen eine andere Formulierung vor, die die Model-
lierung des Umlaufplanungsproblems nach [Ribeiro und Soumis, 1994] mit der Mo-
dellierung des Dienstplanungsproblems nach [Desrochers und Soumis, 1989] kombi-
niert: Umlaufplanungsproblem und Dienstplanungsproblem sind als Set-Partitioning-
Probleme zur Abdeckung der Servicefahrten bzw. der aus den Servicefahrten ableit-
baren Dienstelemente formuliert. Beide Teile sind dadurch miteinander gekoppelt,
dass Leerfahrten vor und nach Servicefahrten von der gleichen Anzahl Fahrzeuge und
Dienste abgedeckt werden mu¨ssen. Als Lo¨sungsverfahren wird eine exakte Branch-
and-Price-and-Cut-Methode vorgeschlagen, wobei in jedem Knoten des Branch-and-
Bound-Baumes die LP-Relaxation des Modells mit Column Generation gelo¨st wird.
[Haase et al., 2001] formulieren fu¨r den Eindepotfall ein integriertes Modell als Set-
Partitioning-Problem mit zusa¨tzlichen Nebenbedingungen, welches auf einer Netz-
werkformulierung fu¨r das Dienstplanungsproblem basiert. Flusserhaltungsbedingun-
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gen stellen sicher, dass zu jeder Servicefahrt und von jeder Servicefahrt eine Fahrt mit
einem Fahrzeug erfolgt. Weitere Restriktionen sorgen dafu¨r, dass zu jedem Zeitpunkt
die entsprechende Anzahl Fahrzeuge aus dem Depot zur Verfu¨gung steht. So kann
zu jeder Lo¨sung ein zula¨ssiger Umlaufplan abgeleitet werden. Gelo¨st wird das Modell
mit einem Branch-and-Price-Verfahren, wobei das beschra¨nkte Master-Problem als
LP-Relaxation formuliert ist. Als Column Generation Pricing-Probleme werden zur
Dienstgenerierung ressourcenbeschra¨nkte Ku¨rzeste-Wege-Probleme gelo¨st.
[Borndo¨rfer et al., 2002] entwickeln ein integriertes Modell, das die Mehrgu¨ter-
Fluss-Formulierung von [Lo¨bel, 1998] fu¨r das Umlaufplanungsproblem mit der Set-
Partitioning-Formulierung von [Borndo¨rfer et al., 2001] fu¨r das Dienstplanungspro-
blem kombiniert. Umlauf- und Dienstplanungsteil sind dabei dadurch gekoppelt, dass
fu¨r jede Leerfahrt die Anzahl der fu¨r diese Fahrt eingesetzten Fahrzeuge mit der An-
zahl der dafu¨r eingeplanten Fahrer identisch sein muss. Gelo¨st wird das Modell mit
einer Kombination aus Column Generation und Lagrange-Relaxation, sowie prima-
len Heuristiken zur Bestimmung zula¨ssiger Lo¨sungen: Zur Bestimmung einer unteren
Schranke werden die Kopplungsbedingungen relaxiert, das Lagrange-Duale-Problem
wird mit einem Subgradienten-Verfahren gelo¨st und mit Hilfe der so ermittelten Dual-
werte werden in den Column Generation Pricing-Problemen neue zula¨ssige Dienste
generiert. Zula¨ssige Lo¨sungen werden ermittelt, indem z.B. der aktuelle Umlaufplan
fixiert wird und fu¨r diesen eine (sequenzielle) Dienstplanung durchgefu¨hrt wird.
Mehrdepotfall
[Gaffi und Nonato, 1999] schlagen das erste integrierte Modell zur Umlauf- und
Dienstplanung mit mehreren Depots vor. Allerdings stellen sie kein generelles Modell
auf, sondern behandeln einen Sonderfall fu¨r den Regionalverkehr: Ablo¨semo¨glich-
keiten existieren nur am Depot der jeweiligen Ortschaft, sodass ein Umlauf einem
Dienststu¨ck gleich gesetzt werden kann. Modelliert wird eine Quasi-Assignment-For-
mulierung, in welcher jede Servicefahrt durch ein Fahrzeug abgedeckt werden muss.
Dabei garantieren zusa¨tzliche (Kopplungs-)Bedingungen, dass zu den Servicefahrten
passend Leerfahrten genutzt werden. Das Modell wird mit einer Kombination aus Co-
lumn Generation und Lagrange-Relaxation gelo¨st, wobei die Kopplungsbedingungen
relaxiert werden. Mit einem heuristischen Vorgehen werden anschließend Dienstplan
(bzw. Dienststu¨cke) und ein kompatibler Umlaufplan berechnet.
[Huisman, 2004] bzw. [Huisman et al., 2005] erweitern das Eindepot-Modell von
[Freling, 1997] fu¨r den Mehrdepot-Fall und formulieren so das erste generelle mathe-
matische Modell fu¨r eine integrierte Umlauf und Dienstplanung mit mehreren Depots.
Dabei wird das Umlaufplanungsproblem als Mehrgu¨ter-Fluss-Problem aufgestellt, bei
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welchem jede Servicefahrt von einem Fahrzeug aus einem beliebigen Depot bedient
werden soll. Das Dienstplanungsproblem ist weiterhin als Set-Partitioning-Problem
modelliert. Eine Kopplung zwischen Umlauf- und Dienstplanungsproblem wird durch
zusa¨tzliche Restriktionen sichergestellt, die garantieren, dass (nur) Leerfahrten aus
dem Umlaufplan auch im Dienstplan vorhanden sind. Als Lo¨sungsverfahren wird
das von [Freling, 1997] beschriebene adaptiert, welches in einer ersten Phase eine
untere Schranke mit Hilfe von Column Generation in Kombination mit Lagrange-
Relaxation berechnet, und in einer zweiten Phase heuristisch einen zula¨ssigen Umlauf-
und Dienstplan ableitet.
[Borndo¨rfer et al., 2004] nutzen das von [Huisman, 2004] vorgeschlagene Modell.
Gelo¨st wird das Modell mit einer Modifikation des von [Borndo¨rfer et al., 2002]
beschriebenen Lo¨sungsverfahrens fu¨r den Eindepotfall. Statt das Lagrange-Duale-
Problem mit einem Subgradienten-Verfahrten zu lo¨sen, wird eine Proximal-Bundle-
Method (siehe [Kiwiel, 1995]) genutzt, die gleichzeitig primale und duale Informa-
tionen zur Lo¨sung liefert. Das Lo¨sungsverfahren ist in einer Backtracking-Methode
eingebunden, die die Nutzung von Leerfahrten fixiert (bzw. wieder freigibt) bis ein
zula¨ssiger Umlaufplan bestimmt ist. Ein zula¨ssiger Dienstplan wird mit einem Co-
lumn Generation-Verfahren berechnet. [Weider, 2007] bzw. [Borndo¨rfer et al., 2008]
verbessern den Lo¨sungsansatz, indem sie zur Bestimmung ganzzahliger Lo¨sungen die
sogenannte Heuristik
”
Rapid Branching“ entwickeln. Mit dieser speziellen Branch-
and-Bound-Methode ko¨nnen bei Branching-Entscheidungen in den Knoten des Such-
baums mehrere Variablen auf einmal fixiert werden. Getestet werden reale und ku¨nst-
liche Instanzen auf einem Dell Precision 650 PC mit 4 GB Hauptspeicher und einem
Intel Xeon 3,0 GHz Prozessor unter SuSE Linux 9.0. Die gro¨ßte getestete reale Instanz
im Regionalverkehr mit 1.414 Servicefahrten (3.666 Dienstelemente) und 3 Fahrzeug-
typen kann in ca. 125 Stunden gelo¨st werden. Als Lo¨sungszeit fu¨r die gro¨ßte reale
sta¨dtische Instanz mit 634 Servicefahrten (1.022 Dienstelemente), 3 Depots und 5
Fahrzeugtypen sind 17 Stunden angegeben.
[Gintner, 2008] schla¨gt einen Ansatz fu¨r die integrierte Umlauf- und Dienstplanung
mit mehreren Depots vor, der die von [Kliewer et al., 2002], [Kliewer, 2005] und
[Kliewer et al., 2006b] vorgestellte Formulierung des Umlaufplanungsproblems als
Time-Space-Netzwerk nutzt. Dadurch sind fu¨r das integrierte Modell deutlich weniger
Variablen im Umlaufplanungsteil notwendig und die Kopplung von Umlaufplanung
und Dienstplanung kommt ebenfalls mit weniger Bedingungen aus als die bisher in
der Literatur vorgeschlagenen Ansa¨tze.
[Steinzen, 2007] bzw. [Steinzen et al., 2010] entwickeln weitere Ansa¨tze fu¨r das von
[Gintner, 2008] genutzte Lo¨sungsverfahren, das auf den zweiphasigen Ansa¨tzen von
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[Freling, 1997] und [Huisman, 2004] basiert und Column Generation mit Lagrange-
Relaxation kombiniert. So werden u.a. fu¨r die Column Generation Pricing-Probleme
Dienstgenerierungsnetzwerke aus Dienststu¨cken genutzt, wobei die Netzwerkstruktur
auf einer Time-Space-Struktur basiert. Gelo¨st werden die als ressourcenbeschra¨nkte
Ku¨rzeste-Wege-Probleme formulierten Pricing-Probleme mit einem Algorithmus auf
Basis Dynamischer Programmierung. Außerdem werden verschiedene Strategien ent-
wickelt, um zula¨ssige Umlauf- und Dienstpla¨ne zu bestimmen. Als Ergebnisse werden
die bis dahin besten in der Literatur erreichten Lo¨sungen fu¨r eine vo¨llsta¨ndig integrier-
te Umlauf- und Dienstplanung mit mehreren Depots dokumentiert. Ku¨nstliche und
reale Probleminstanzen mit u¨ber 640 Servicefahrten und vier Depots ko¨nnen gelo¨st
werden. Als Rechenzeit fu¨r die gro¨ßte angegebene reale Instanz mit 653 Servicefahr-
ten und vier Depots sind 19,5 Stunden angegeben. Getestet wird unter Windows XP
auf einem Dell OptiPlex GX620 PC mit Intel Pentium IV 3,4 GHz Prozessor und 2
GB Hauptspeicher.
[Mesquita und Paias, 2008] entwickeln zwei integrierte Modelle auf Basis der For-
mulierung von [Huisman, 2004]. Die Modelle enthalten weniger Kopplungsbedingun-
gen zwischen Umlaufplanungsteil und Dienstplanungsteil als das Original-Modell, da
u.a. Leerfahrten eines Fahrzeugs nicht von einem Dienst bedient werden mu¨ssen, der
dem gleichen Depot zugeordnet ist wie das Fahrzeug. Außerdem wird fu¨r den Dienst-
planungsteil eine Kombination aus Set-Partitioning und Set-Covering vorgeschlagen.
Dabei du¨rfen Verbindungen zwischen kompatiblen Servicefahrten und diese selbst
mehrfach abgedeckt werden. Insgesamt werden einige Annahmen aus Abschnitt 4.1.4
nicht angewendet und es werden neue angenommen, sodass die Ergebnisse auf bekann-
ten Benchmark-Instanzen nicht ganz vergleichbar mit den anderen Ansa¨tzen sind.
Gelo¨st wird das Modell mit einem Column Generation-Ansatz, wobei als beschra¨nk-
tes Master-Problem die LP-Relaxation des Modells betrachtet wird. Die Column
Generation Pricing-Probleme zur Dienstgenerierung sind als ressourcenbeschra¨nk-
te Ku¨rzeste-Wege-Probleme formuliert und werden mit einem Algorithmus auf Basis
Dynamischer Programmierung gelo¨st. Ganzzahlige Lo¨sungen werden u¨ber einen MIP-
Solver per Branch-and-Bound aus einer Menge zula¨ssiger Dienste bestimmt. [Mesqui-
ta et al., 2009] beschreiben und vergleichen weitere Branching-Strategien, mit denen
das integrierte Modell gelo¨st werden kann.
Zusa¨tzliche Freiheitsgrade durch Zeitfenster fu¨r geplante Fahrten
[Kliewer et al., 2012] erweitern den Ansatz zur integrierten Mehr-Depot-Umlauf-
und Dienstplanung von [Steinzen, 2007] bzw. [Steinzen et al., 2010], indem Verschie-
bungen von Servicefahrten innerhalb gegebener Zeitfenster erlaubt werden. Durch
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mo¨gliche zeitliche Verschiebungen von Servicefahrten im Fahrplan werden so die Ver-
knu¨pfungsmo¨glichkeiten zwischen den Fahrten und die Mo¨glichkeiten zur Pausen-
bildung innerhalb von Diensten erho¨ht. Diese zusa¨tzlichen Freiheitsgrade ermo¨gli-
chen noch effizientere Ressourceneinsatzpla¨ne verglichen mit einer reinen integrier-
ten Planung. Das integrierte Modell basiert dabei auf einer Time-Space-Netzwerk-
Formulierung fu¨r den Umlaufplanungsteil, in welcher die mo¨glichen Fahrtenverschie-
bungen explizit als zusa¨tzliche Kanten modelliert sind. Diese Formulierung des Um-
laufplanungsteil nach [Kliewer et al., 2006a] erlaubt im Gegensatz zu fru¨heren Formu-
lierungen von [Mingozzi et al., 1995] und [Desaulniers et al., 1998] als Set-Partitioning-
Problem ein exaktes Lo¨sen von Umlaufplanungsproblemen mit Zeitfenstern mit einem
Standard-MIP-Solver, statt mit einem Column Generation-Verfahren. Gelo¨st wird das
integrierte Modell mit Lagrange-Relaxation in Kombination mit Column Generati-
on a¨hnlich dem Ansatz fu¨r eine integrierte Planung ohne Zeitfenster von [Steinzen,
2007] bzw. [Steinzen et al., 2010]. In den Pricing-Problemen werden durch Lo¨sen
von ressourcenbeschra¨nkten Ku¨rzeste-Wege-Problemen zula¨ssige Dienste generiert.
Statt als Grundlage fu¨r die Pricing-Probleme Dienststu¨ck-basierte Dienstgenerie-
rungsnetzwerke zu nutzen, wird zur Dienststu¨ckbildung eine Dienstelement-basierte
Netzwerkstruktur mit expliziten Netzwerkebenen vorgeschlagen, die jeweils unter-
schiedliche Dienststu¨cke repra¨sentieren. So ko¨nnen die integrierten Planungsproble-
me mit Zeitfenstern insgesamt deutlich schneller gelo¨st werden. Getestet werden reale
und Benchmark-Instanzen mit bis zu 661 Servicefahrten und bis zu 4 Depots. Die Er-
gebnisse zeigen große Einsparungen bei Fahrzeug- und Dienstanzahl schon bei kleinen
Zeitfenstern – erlaubt werden Verschiebungen von einer Minute bis zu vier Minuten.
Je nach Zeitfenstergro¨ße betragen die Einsparungen zwischen 1-30% im Vergleich zu
sequenziell berechneten Lo¨sungen ohne Zeitfenstern, sowie bis zu 5% gegenu¨ber inte-
griert berechneten Lo¨sungen ohne Zeitfenstern. Die steigende Problemkomplexita¨t bei
Beru¨cksichtung von Zeitfenstern fu¨r alle Servicefahrten fu¨hrt zu insgesamt ho¨heren
Rechenzeiten. Daher werden Heuristiken vorgeschlagen, die diejenigen Servicefahrten
bestimmen, deren zeitliche Verschiebung vermutlich zu einer besseren Lo¨sung fu¨hren
wird. So werden in ku¨rzerer Zeit vergleichbar gute Ergebnisse erzielt.
Implikationen fu¨r diese Arbeit
Da vollsta¨ndig integrierte Modellierungs- und Lo¨sungsansa¨tze zur Umlauf- und Dienst-
planung aufgrund ihrer Flexibilita¨t fu¨r die Dienstplanung fu¨r insgesamt kosteneffi-
zientere Ressourceneinsatzpla¨ne sorgen ko¨nnen, sollte ihre Performanz im Rahmen
dieser Arbeit untersucht werden, wenn es darum geht, A¨hnlichkeitsaspekte in der
Ressourceneinsatzplanung zu beru¨cksichtigen.
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Zur integrierten Umlauf- und Dienstplanung dokumentiert die Arbeit von [Weider,
2007] einige der besten bis dahin beschriebenen Ergebnisse. Dennoch sollte im Rah-
men dieser Arbeit bei Modellierung und Lo¨sung von integrierten Planungsproblemen
der Ansatz von [Steinzen, 2007] bzw. [Steinzen et al., 2010] na¨her betrachtet wer-
den. Da dort das integrierte Modell auf einer Time-Space-Netzwerk-Formulierung fu¨r
den Umlaufplanungsteil basiert, ist so eine bessere Vergleichbarkeit mit sequenziellen
und teilintegrierten Ansa¨tzen gewa¨hrleistet, die auf einem a¨hnlichen Umlaufplanungs-
modell basieren – nachdem in den Abschnitten 4.1.1 und 4.1.3 eine Umlaufplanung
nach [Kliewer et al., 2006b], sowie eine teilintegrierte Planung nach [Gintner, 2008]
als geeignete Ansa¨tze zur na¨heren Untersuchung einer Ressourceneinsatzplanung mit
A¨hnlichkeitsaspekten bestimmt wurden.
In der Regel sind bei praktischen Problemstellungen nicht alle Annahmen aus
Abschnitt 4.1.4 gegeben, die die meisten Autoren ihren Ansa¨tzen zur integrierten
Umlauf- und Dienstplanung im Mehrdepotfall zu Grunde legen. Oft sind außerdem
zusa¨tzliche praktische Anforderungen zu beru¨cksichtigen, deren Realisierbarkeit in
integrierten Ansa¨tzen es zu untersuchen gilt.
4.2 Behandlung praktischer Anforderungen zur
Dienstbildung in Ansa¨tzen zur integrierten
Umlauf- und Dienstplanung
Die simultane Umlauf- und Dienstplanung durch Lo¨sen von integrierten Umlauf-
und Dienstplanungsproblemen stellt die aktuell weitreichenste Mo¨glichkeit zur Un-
terstu¨tzung der Ressourceneinsatzplanung im O¨PNV dar, zu der von verschiedenen
Autoren unterschiedliche Modellierungs- und Lo¨sungsansa¨tze vorgeschlagen sind. Im
vorherigen Abschnitt wurden Ansa¨tze zum Lo¨sen integrierter Umlauf- und Dienstpla-
nungsprobleme aus der Literatur vorgestellt. Einige Autoren dieser Ansa¨tze beschrei-
ben, wie bestimmte Anforderungen aus der (Betriebs-)Praxis in ihren Ansa¨tzen abge-
bildet sind oder aufgenommen werden ko¨nnen. Eine Voraussetzung fu¨r eine gelungene
Unterstu¨tzung der Ressourceneinsatzplanung eines Verkehrsunternehmens durch ma-
thematische Optimierungsmethoden ist, inwieweit diese Methoden komplizierte ge-
setzliche, tarifliche und betriebsspezifische Regelungen abbilden ko¨nnen (vgl. Kapitel
1). Oder anders formuliert: Eine Voraussetzung fu¨r eine gelungene Unterstu¨tzung ist
die Lo¨sbarkeit praktischer Problemstellungen. [Borndo¨rfer et al., 2008] weisen darauf
hin, dass Planungssysteme eine integrierte Umlauf- und Dienstplanung eher einge-
schra¨nkt unterstu¨tzen. Planer mu¨ssten beim Lo¨sen von integrierten Planungsproble-
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men gro¨ßtenteils Umlaufpla¨ne von Hand erstellen und dabei die Auswirkungen auf die
Dienstplanung mit ihrer Erfahrung und ihrem Ko¨nnen antizipieren. Die Umsetzung
von praktischen Anforderungen zur Dienstbildung in integrierten Modellierungs- und
Lo¨sungsansa¨tzen zur Unterstu¨tzung der Ressourceneinsatzplanung im O¨PNV wird
daher im Folgenden genauer untersucht.
Abschnitt 4.2.1 geht auf die sogenannten Ressourcen(verbra¨uche) eines Dienstes
ein. Abschnitt 4.2.2 betrachtet die Umsetzung von Pausenregeln, Abschnitt 4.2.3
die Beru¨cksichtigung von Fahrzeugwechselmo¨glichkeiten und Abschitt 4.2.4 den Um-
gang mit Ablo¨semo¨glichkeiten fu¨r Fahrer. Abschnitt 4.2.5 untersucht den sogenannten
Dienstmix.
4.2.1 Ressourcen(verbra¨uche) eines Dienstes
Eine Vielzahl der Restriktionen eines Dienstes sind Minimum- oder Maximum-Re-
striktionen auf Zeiten zu bestimmten Aktivita¨ten oder Eigenschaften von Diensten.
Diese werden auch als Ressourcen bezeichnet, die ein Dienst
”
verbraucht“ (vgl. [Wei-
der, 2007] und siehe auch Abschnitt 3.1.2). [Weider, 2007] listet einige grundsa¨tzliche
Ressourcenverbra¨uche eines Dienstes auf. Ressourcen sind gegeben durch die Dienst-
dauer, die Arbeitszeit, die Lenkzeit, die Pausenzeit, die bezahlte Zeit und die Anzahl
der Dienststu¨cke eines Dienstes. Zusa¨tzlich zu den in Abschnitt 2.1.2 beschriebenen
Begriffen der Dienstplanung sollen zuna¨chst zum besseren Versta¨ndnis die Begriffe
der zeitabha¨ngigen Ressourcenverbra¨uche kurz erla¨utert werden, die in der Praxis in
den gesetzlich, tariflich und betrieblich einzuhaltenen Vorschriften und Regelungen
Verwendung finden.
Die Dienstdauer (engl. spread time oder duty length) umfasst den Zeitraum von Be-
ginn des ersten Dienststu¨ckes eines Dienstes bis zum Ende des letzten Dienststu¨ckes.
Der Zeitraum wird eventuell um eine Aufru¨st- oder Wegezeit vor Beginn des ersten
Dienststu¨ckes erga¨nzt, sowie eventuell eine Abru¨st- oder Wegezeit nach Ende des letz-
ten Dienststu¨ckes. Als Arbeitszeit (engl. working time) wird die Zeit bezeichnet, die
vergu¨tet wird. Das ist mindestens die Zeit, die ein Fahrer planma¨ßig auf Fahrzeugen
verbringt. Als Arbeitszeit gelten u¨blicherweise die im Folgenden beschriebenen Zei-
ten Lenkzeit, Wendezeit, Auf- und Abru¨stzeit, Transfer- bzw. Wegezeit. Die Lenkzeit
(engl. driving time) umfasst die Zeit eines Fahrers, in welcher er ein Fahrzeug steu-
ert. Die maximal erlaubte Lenkzeit, die ein Fahrer ohne Unterbrechung leisten darf,
ist gesetzlich begrenzt. Alle Zeiten, in denen ein Fahrer ein Fahrzeug nicht steuert,
werden als Lenkzeitunterbrechungen bezeichnet. Die Wendezeit (engl. layover time)
umfasst die Zeit zwischen zwei Servicefahrten, in welcher ein Fahrer mit einem Fahr-
zeug auf den Beginn der na¨chsten Servicefahrt wartet. Wendezeiten ko¨nnen nicht
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innerhalb einer Servicefahrt liegen. Wendezeit kann als Lenkzeitunterbrechung gel-
ten, wenn sie eine bestimmte Mindestla¨nge erreicht. Wendezeit wird als anrechenbar
bezeichnet (engl. chargeable layover time), wenn sie zur Berechnung von Pausenzei-
ten beru¨cksichtigt werden kann. Vor Beginn des ersten Dienstelementes auf einem
neuen Fahrzeug erha¨lt der Fahrer eine Aufru¨stzeit (engl. sign-on time), um das Fahr-
zeug zu kontrollieren oder sich u¨ber den anstehenden Dienst zu informieren. Analog
erha¨lt der Fahrer nach dem Ende des letzten Dienstelementes auf einem Fahrzeug
eine Abru¨stzeit (engl. sign-off time). Die Zeit, die ein Fahrer beno¨tigt, um zu Fuß
oder als Fahrgast mit einem Verkehrsmittel von einem Ablo¨seort (Depot, Haltestelle)
zu einem anderen zu gelangen, wird als Transfer- oder Wegezeit (engl. transfer time
bezeichnet.
[Steinzen, 2007] und [Weider, 2007] beschreiben, dass fu¨r die Beru¨cksichtigung
von in der Praxis wichtigen Regelungen zur Lenkzeit innerhalb eines Diens-
tes eine Lenkzeit-Ressource beim Lo¨sen von ressourcenbeschra¨nkten Ku¨rzeste-Wege-
Problemen zur Diensterstellung genutzt werden muss, z.B. fu¨r die Gesamtlenkzeit.
So kann die maximal am Stu¨ck, d.h. ohne Pause, geleistete Lenkzeit und die maximal
erlaubte Gesamtlenkzeit eines Dienstes gepru¨ft werden.
Um Dienste mit bestimmten Ressourcenverbra¨uchen wie z.B. einer bestimmten
Dauer/La¨nge zu erhalten und so Wu¨nsche eines Verkehrsunternehmens bezu¨glich der
zu planenden Dienste zu beru¨cksichtigen, bildet [Weider, 2007] Abweichungen von
gewu¨nschten Zielwerten in den Kostenbewertungen eines Dienstes ab. Z.B. wer-
den beim U¨berschreiten der gewu¨nschten Dienstla¨nge Strafkosten hinzugefu¨gt, sodass
Dienste bevorzugt werden, die weniger vom gewu¨nschten Wert abweichen. [Borndo¨rfer
et al., 2002] fu¨gen fu¨r Abweichungen von der Zielarbeitszeit 1/5 der Abweichung als
Kosten zum Dienst dazu.
Implikationen fu¨r diese Arbeit
Die Modellierung von Ressourcen bzw. Ressourcenverbra¨uchen ist also ein geeigne-
tes und vielfach genutztes Hilfsmittel, um auch komplizierte Dienstregeln wie z.B.
eine Beru¨cksichtigung von Lenkzeiten in Dienstgenerierungsnetzwerken abbilden zu
ko¨nnen. Sind Dienstregeln als Minimum/Maximum-Restriktion (mit Ressourcenver-
bra¨uchen) formulierbar, sind sie grundsa¨tzlich in effizienten Optimierungsverfahren
zur Umlauf- und Dienstplanung realisierbar. Beispiele dazu finden sich u.a. bei [Huis-
man, 2004], [Borndo¨rfer et al., 2004], [Mesquita und Paias, 2008], [Steinzen, 2007]
und [Weider, 2007].
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4.2.2 Pausenregeln
Pausenzeiten fu¨r Busfahrer sind gesetzlich und tariflich geregelt. Die gesetzlichen
Spielra¨ume zu Lenk- und Ruhezeiten sind fu¨r Fahrer im O¨PNV in Deutschland in
der Verordnung zur Durchfu¨hrung des Fahrpersonalgesetzes (FPersV, siehe [Bun-
desministerium fu¨r Verkehr, Bau- und Wohnungswesen, 2005]) festgelegt. Zu die-
sen Pausen-Regelungen existieren in unterschiedlichen Verkehrsunternehmen in der
Regel unterschiedliche Spezifikationen bzw. Betriebsvereinbarungen. Dabei wird in
Deutschland grundsa¨tzlich zwischen zwei Pausentypen unterschieden: Block-Pausen
und Verha¨ltnis-Pausen.
Bei Block-Pausen wird ein Dienst durch eine oder mehrere Lenkzeitunterbrechun-
gen bzw. Pausen zwischen den Dienststu¨cken unterbrochen. Dabei ist die geforderte
Mindestla¨nge der Pause abha¨ngig von der Anzahl der Block-Pausen innerhalb eines
Dienstes. Z.B. sind bei einem Dienst mit einer Pause mindestens 30 Minuten fu¨r diese
Pause gefordert, bei zwei Pausen mu¨ssen diese jeweils mindestens 20 Minuten dau-
ern, und bei drei Pausen jeweils mindestens 15 Minuten. Bei Verha¨ltnis-Pausen muss
ein bestimmtes Verha¨ltnis zwischen Lenkzeitunterbrechungen bzw. zur Pause anre-
chenbaren Wendezeiten zur Gesamt-Lenkzeit eines Dienstes sichergestellt sein. Das
Verha¨ltnis kann 1 : 6 oder 1 : 5 betragen. Die Mindestla¨nge der dafu¨r anrechenbaren
Wendezeiten betra¨gt dabei zehn bzw. acht Minuten.
Das Erstellen/Auffinden von Block-Pausen ist dabei einfacher in Optimierungs-
verfahren zur Dienstbildung realisierbar als Verha¨ltnis-Pausen. Block-Pausen werden
standardma¨ßig strukturell u¨ber Kanten in entsprechenden Netzwerken zur Dienst-
generierung modelliert, die Pausenmo¨glichkeiten repra¨sentieren. Z.B. bei [Mesquita
und Paias, 2008], wobei dort zwischen Pausen bzw. Kanten mit und ohne Fahrzeug-
wechsel unterschieden wird, oder bei [Steinzen, 2007], der (Block-)Pausenkanten (mit
Fahrzeugwechselmo¨glichkeit) in als Time-Space-Netzwerken formulierten Dienster-
stellungsnetzwerken nutzt. [Weider, 2007] bildet Fahrzeugwechsel mit Pausen u¨ber
mehrere Kanten und Knoten in sogenannten Timelines ab. Diese repra¨sentieren u.a.
den Aufenthalt an Pausenorten. Kanten repra¨sentieren dabei den Transfer vom Fahr-
zeug zum Pausenort bzw. vom Pausenort zum Fahrzeug. Mit Kanten verbundene
Knoten in der Timeline beschreiben den Aufenthalt am Pausenort in diskreten 1-
Minute-Zeiteinheiten.
[Steinzen, 2007] geht darauf ein, Pausen an bestimmte Positionen innerhalb
eines Dienstes zu setzen. Dazu wird bei der Diensterstellung eine minimale Arbeitszeit
vor der ersten Pause eines Dienstes, sowie eine minimale Arbeitszeit nach der letz-
ten Pause beachtet. Diese Mindestzeiten werden strukturell u¨ber zusa¨tzliche Dienst-
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Beginn- und Dienst-Ende-Knoten sowie entsprechenden Kanten zu bzw. von geeigne-
ten Dienststu¨cken im Dienststu¨ck-basierten Diensterstellungsnetzwerk beru¨cksichtigt.
[Steinzen, 2007] und [Weider, 2007] beschreiben, wie ein Diensttyp mitVerha¨ltnis-
Pausen-Regel in ihren Lo¨sungsverfahren abgebildet werden kann. Beim Erstellen
von Diensten durch Lo¨sen von ressourcenbeschra¨nkten Ku¨rzeste-Wege-Problemen,
mu¨ssen als zusa¨tzliche Ressourcen die Gesamt-Wendezeit und die Gesamt-Lenkzeit
beru¨cksichtigt werden. Ist ein Dienst fu¨r diesen Diensttyp vollsta¨ndig erstellt, muss
dann (im Senke-Knoten) gepru¨ft werden, ob das Verha¨ltnis von Gesamt-Wendezeit-
zu Gesamt-Lenkzeit im Sinne der 1/6- bzw. 1/5-Regel eingehalten ist.
Implikationen fu¨r diese Arbeit
Eine genaue Beru¨cksichtigung der betriebsspezifischen Auslegungen von Pausenregeln
ist existenziell fu¨r die Zula¨ssigkeit der von Optimierungsverfahren vorgeschlagenen
Dienstpla¨ne. Eine manuelle Korrektur von in Dienstpla¨nen vereinzelt unzula¨ssig ge-
setzten Pausen bedarf eines großen Aufwandes, da die gesamte Abstimmung zwischen
Fahrzeugen und Fahrern betroffen wa¨re und modifiziert werden mu¨sste.
In der Literatur sind grundlegende Pausenmodellierungsmo¨glichkeiten unter ver-
schiedenen Bedingungen (z.B. als Pausen mit Fahrzeugwechsel des Fahrers) beschrie-
ben. Bei einigen Modellierungen bleibt allerdings offen, wie die Pausen im Zusammen-
spiel mit unterschiedlichen Fahrzeugwechselmo¨glichkeiten realisiert werden ko¨nnen.
Fahrzeugwechselmo¨glichkeiten sind z.B.: Fahrer
”
besetzt“ wa¨hrend der Pause das
Fahrzeug, da Fahrzeugwechsel erst am Dienstende mo¨glich sind, Fahrer gibt das
Fahrzeug frei oder Fahrer kann optional das Fahrzeug freigeben. Insbesondere offen
ist, wie unterschiedliche Pausenmo¨glichkeiten in Netzwerkstrukturen abgebildet und
beim Lo¨sen der entsprechenden Optimierungsprobleme zur Dienstgenerierung erkannt
werden ko¨nnen, die auf TSN-Strukturen mit aggregierten Leerfahrtmo¨glichkeiten ba-
sieren, wie z.B. die TSN-basierten Dienststu¨ck- bzw. Dienstgenerierungsnetzwerke,
die z.B. von [Steinzen, 2007] und [Steinzen et al., 2010] verwendet werden.
4.2.3 Fahrzeugwechsel
Betriebsspezifisch ist festgelegt, ob ein Fahrer wa¨hrend seines Dienstes das genutzte
Fahrzeug wechseln darf bzw. muss. U¨blicherweise ha¨ngt dies mit der Pausengestaltung
zusammen: Entweder darf bzw. muss wa¨hrend einer Pause im Depot oder an anderen
Pausenorten das Fahrzeug gewechselt werden, oder nicht. In der Regel wird in der
Literatur der Fall beschrieben fu¨r Fahrzeugwechsel in Pausen, also Fahrzeugwechsel
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zwischen zwei Dienststu¨cken , unter anderem bei [Huisman, 2004], [Steinzen,
2007] und [Gintner, 2008] (vgl. Abschnitt 4.2.2).
[Mesquita und Paias, 2008] bilden in ihrem Modell zur integrierten Umlauf- und
Dienstplanung ab, dass Fahrer nicht nur in der Pause ihr Fahrzeug wechseln du¨rfen,
sondern auch am Ende jeder Servicefahrt, also Fahrzeugwechsel innerhalb von
Dienststu¨cken erlaubt sind. [Steinzen, 2007] schla¨gt ebenfalls ein Modell vor, wel-
ches unbeschra¨nkte Fahrzeugwechsel (engl. unrestricted changeovers) im Sinne von
[Mesquita und Paias, 2008] zula¨sst. Dies kann aus praktischer Sicht sinnvoll sein,
um durch mehr Freiheitsgrade fu¨r die Dienstplanung kosteneffizientere Pla¨ne bilden
zu ko¨nnen. Allerdings muss in der Praxis dann in den Pla¨nen genug Zeit vorhan-
den sein, dass nach Beendigung einer Servicefahrt ein Fahrer einen anderen Fahrer
auf einem Fahrzeug ablo¨sen kann, z.B. fu¨r das Umra¨umen der perso¨nlichen Dinge wie
Taschen, das Einstellen der Sitzposition etc. Ansonsten kann es vorkommen, dass Ver-
spa¨tungen aufgebaut werden oder Verspa¨tungen eines Dienstes auf einem Fahrzeug
auf Verspa¨tungen auf andere Fahrzeuge und Dienste u¨bertragen werden.
In einigen Ansa¨tzen ist eine a¨hnliche Mo¨glichkeit des Fahrzeugwechsels indirekt
gegeben. Um (Praxis-)Probleme einfacher lo¨sen zu ko¨nnen, sind die Dienst-
planungsprobleme als Set-Covering-Probleme formuliert, die Mehrfachu¨berdeckun-
gen von Dienstelementen bzw. Service- und Leerfahrten mit Diensten erlauben, z.B.
bei [Huisman, 2004], [Mesquita und Paias, 2008], [Steinzen, 2007] und [Gintner, 2008].
Mehrfachu¨berdeckungen werden z.B. bei [Gintner, 2008] aufgelo¨st, indem sie nur in ei-
nem Dienst als auszufu¨hrende Arbeit gelten und in den anderen Diensten als Transfer,
d.h. Mitfahrt als Fahrgast, betrachtet werden. So werden prinzipiell Fahrzeugwechsel
als Passagier ohne Pause durchgefu¨hrt.
Eine mit Fahrzeugwechseln in der Praxis auftretende Sto¨ranfa¨lligkeit von Pla¨nen
betrachtet [Weider, 2007] na¨her. Er beschreibt eine Mo¨glichkeit, den Dienstplan ro-
buster gegen Sto¨rungen durch Verspa¨tungen eines einzelnen Fahrers zu ge-
stalten. Dazu sollen Fahrzeugwechsel eines Dienstes mit Strafkosten belegt werden.
So werden Dienste bevorzugt, die weniger Fahrzeugwechsel beinhalten. Bei weniger
Fahrzeugwechseln wird die mo¨gliche Verspa¨tung eines Dienstes auf einem Fahrzeug
nicht auf andere Fahrzeuge u¨bertragen.
Implikationen fu¨r diese Arbeit
In der Literatur sind also grundlegende Fahrzeugwechselmodellierungsmo¨glichkeiten
unter verschiedenen Bedingungen und Annahmen, z.B. in Kombination mit Pau-
sen, beschrieben. Analog zur Feststellung im vorherigen Abschnitt bleibt bei einigen
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Modellierungen allerdings offen, wie das Zusammenspiel von Pausen und unterschied-
lichen bzw. anderen Fahrzeugwechselmo¨glichkeiten realisiert werden kann.
4.2.4 Ablo¨semo¨glichkeiten
Ablo¨semo¨glichkeiten fu¨r Fahrer sind a¨hnlich zu Fahrzeugwechselmo¨glichkeiten be-
triebsspezifisch festgelegt. Im sequenziellen Planungsfall bestimmen Ablo¨sepunkte auf
den Umla¨ufen orts- und zeitabha¨ngig, wann ein Fahrer von seinem Fahrzeug abgelo¨st
werden kann (siehe Abschnitt 2.1.2). Im integrierten Planungsfall sind keine Umla¨ufe
gegeben, sodass ein Ablo¨sepunkt nicht nur eine orts- und zeitabha¨ngige Mo¨glich-
keit zum Ablo¨sen eines Fahrers beschreiben kann, sondern auch rein ortsabha¨ngige
Mo¨glichkeiten, z.B.: Ablo¨sen ist immer an einem Depot mo¨glich.
[Huisman, 2004] weist darauf hin, dass Ablo¨sen eines Fahrers in der Praxis an
sogenannte Ablo¨seorte (engl. relief-locations) gebunden ist. [Gaffi und Nonato, 1999]
und [Weider, 2007] geben Beispiele fu¨r die Ressourceneinsatzplanung im Regional-
verkehr, bei welcher Ablo¨sen nur in Depots/Garagen mo¨glich ist bzw. an sehr
wenigen zusa¨tzlichen Endhaltestellen.
[Gintner, 2008] geht ausfu¨hrlich auf eine wesentliche Anforderung aus der Praxis
ein, die die Ablo¨semo¨glichkeiten von Fahrern betreffen. Unter anderem bei [Huisman,
2004] und [Steinzen, 2007] ist die Annahme getroffen, dass jede Servicefahrt zu Be-
ginn und am Ende eine Ablo¨semo¨glichkeit besitzt, also genau einem Dienstelement
entspricht. Im allgemeinen Fall ko¨nnen Fahrer aber evtl. auch wa¨hrend einer Ser-
vicefahrt ablo¨sen, siehe z.B. bei [Friberg und Haase, 1999] und [Haase et al., 2001].
Außerdem kann es sein, dass Start- und Endpunkte einer Servicefahrt gar nicht als
Ablo¨semo¨glichkeiten zugelassen sind. Um beliebige Ablo¨semo¨glichkeiten in Ser-
vicefahrten zulassen zu ko¨nnen, erweitert [Gintner, 2008] das genutzte integrierte
Modell, indem er die Kopplungsbedingungen zwischen Umlauf- und Dienstplanungs-
teil statt fu¨r Dienstelemente fu¨r Dienstelement-Abschnitte definiert (Dienstelement-
Abschnitte, siehe Abschnitt 2.1.2). Im Modell erfolgt die Kopplung zwischen Umlauf-
und Dienstplanung dann nicht mehr pro Kante des Umlaufplanungsnetzwerkes, son-
dern pro Dienstelement-Abschnitt.
Implikationen fu¨r diese Arbeit
In der Literatur wird sowohl der Fall der Modellierung
”
beliebiger“ Ablo¨semo¨glichkei-
ten in Servicefahrten beschrieben, als auch der Fall Depot-abha¨ngiger Ablo¨semo¨glich-
keiten. Ansonsten a¨hnelt die Beru¨cksichtigung von Ablo¨semo¨glichkeiten der Beru¨ck-
sichtigung von Fahrzeugwechselmo¨glichkeiten: Wenn ein Fahrer sein Fahrzeug wech-
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selt, wird der vorher auf diesem Fahrzeug befindliche Fahrer auch immer
”
abgelo¨st“,
wobei Ablo¨sen im weiteren Sinne auch die Neubesetzung eines vorher freien Fahr-
zeugs meinen kann. Anders herum gilt, wenn ein Fahrer
”
abgelo¨st“ wird, wechselt er
nicht zwingend auch das Fahrzeug. Dies ist zu Dienstbeginn und am Dienstende der
Fall. Offen bleibt, wie z.B. individuelle zeitliche Restriktionen wie Transferzeiten, die
sich aus unterschiedlichen Ablo¨seorten ergeben, geeignet zu beru¨cksichtigen sind.
4.2.5 Dienstmix
Neben den in Abschnitt 4.2.2 aufgefu¨hrten Block- und Verha¨ltnis-Pausen wird ein
Diensttyp auch durch die sogenannte Teilungsgrenze bzw. Dienstunterbrechung be-
stimmt. Dienste, deren la¨ngste Pause diese Teilungsgrenze nicht u¨berschreitet, wer-
den als zusammenha¨ngende Dienste bezeichnet. Dahingegen bestehen geteilte Diens-
te aus zwei Dienstteilen, die durch eine Unterbrechung voneinander getrennt sind,
die mindestens die La¨nge der Teilungsgrenze besitzt (meistens eine Stunde). Jeder
Dienstteil besteht dabei aus mindestens einem Dienststu¨ck. Geteilte Dienste wer-
den oft zur Bedienung der Hauptverkehrszeiten genutzt. In den Hauptverkehrszeiten
werden ebenfalls ha¨ufig Kurzdienste eingesetzt. Kurzdienste sind Halbtags-Dienste,
deren Dienstdauer deutlich ku¨rzer ist als die anderer Dienste, da sie oft keine Pause
beinhalten.
[Steinzen, 2007] erga¨nzt das von ihm genutzte Modell zur integrierten Umlauf- und
Dienstplanung mit einer globalen Restriktion, die die Anzahl bzw. den Anteil von
Diensten eines bestimmten Diensttyps beschra¨nken soll. Solche Restriktionen
werden als Dienstmix-Restriktionen bezeichnet.
[Weider, 2007] schla¨gt vor, bei Diensten, die einer fu¨r Fahrer unbeliebten Dienstart
angeho¨ren, wie z.B. geteilte Dienste, die Fixkosten mit Strafkosten zu erho¨hen. So
soll im Optimierungsverfahren eine bevorzugte Erstellung von Diensten belieb-
terer Diensttypen ermo¨glicht werden.
Implikationen fu¨r diese Arbeit
Eine betriebsspezifisch gewu¨nschte Zusammensetzung von Diensten unterschiedlicher
Diensttypen im Dienstplan ist im Modell also vergleichsweise leicht realisierbar. Z.B.
indem direkt Restriktionen in das zugrunde liegend Modell eingefu¨gt werden, oder
indirekt u¨ber Anpassung der Kostenbewertungen der im Modell befindlichen Diens-
te/Dienstvariablen.
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4.3 Modelle und Methoden zur
Ressourceneinsatzplanung mit A¨hnlichkeit
Wa¨hrend die wissenschaftliche Literatur zur kosteneffizienten Ressourceneinsatzpla-
nung im O¨PNV a¨ußerst umfangreich ist, wird die Unterstu¨tzung einer Ressourcen-
einsatzplanung mit A¨hnlichkeitszielen durch mathematische Optimierungsmethoden
weitaus weniger behandelt. Dennoch existieren vereinzelt Ansa¨tze, deren Analyse
ein erster Schritt zur Beantwortung der Forschungsfrage dieser Arbeit bietet: (Wie)
Ko¨nnen sowohl kosteneffiziente als auch a¨hnliche Pla¨ne berechnet werden? Im Folgen-
den soll ein U¨berblick u¨ber die in der Literatur vorgeschlagenen Modelle und Lo¨sungs-
verfahren zur Planung mit einem A¨hnlichkeitsziel gegeben werden. Dabei werden
neben Ansa¨tzen aus der O¨PNV-Planung auch Ansa¨tze aus den Anwendungsfeldern
Bahn- und Flugverkehr einbezogen. Um eine gute Grundlage fu¨r eine fundierte Ana-
lyse zu bieten, werden insbesondere die Konzepte zur A¨hnlichkeitsberu¨cksichtigung
und ihre Einbettung in die vorgeschlagenen Methoden, sowie die in numerischen Tests
erreichten Ergebnisse ausfu¨hrlich dargestellt. Anders als in den vorherigen Abschnit-
ten werden die sich aus der Analyse ergebenenden Implikationen fu¨r diese Arbeit
nicht direkt im Anschluss an die einzelnen Ansa¨tze formuliert, sondern zur besseren
U¨bersicht zusammengefasst im Handlungsbedarf in Kapitel 5.
Generell ko¨nnen die existierenden Ansa¨tze in zwei Kategorien eingeteilt werden: In
Abschnitt 4.3.1 dieses Kapitels werden Ansa¨tze vorgestellt, bei denen ein Referenz-
plan gegeben ist und das Ziel darin besteht, einen Plan zu erstellen, der mo¨glichst
a¨hnlich zum gegebenen Referenzplan ist (Referenzplan-basierte Ansa¨tze). Abschnitt
4.3.2 entha¨lt eine U¨bersicht u¨ber Ansa¨tze, bei denen kein Referenzplan gegeben ist.
Ziel dieser Ansa¨tze ist es, fu¨r mehrere Planungsprobleme Pla¨ne zu erstellen, die auf-
grund von in den Pla¨nen regelma¨ßig enthaltenen Fahrtensequenzen, d.h. durch re-
gelma¨ßige Muster, zueinander a¨hnlich sind (Regelma¨ßigkeit-basierte Ansa¨tze). Eine
Schwierigkeit bei einer Planung mit A¨hnlichkeitszielen fu¨r unterschiedliche Tage ist
die gleichzeitige Beru¨cksichtigung mehrerer Tage, da schon die kosteneffiziente Pla-
nung eines Tages (einer Planungsperiode) sehr komplex ist (vgl. Kapitel 2). In Ab-
schnitt 4.3.3 wird daher zusa¨tzlich ein U¨berblick u¨ber Ansa¨tze gegeben, die nicht
unmittelbar ein A¨hnlichkeitskriterium zum Ziel haben, Planungsprobleme mehrerer
Tage aber aus anderen Gru¨nden zusammengefasst lo¨sen.
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4.3.1 A¨hnlichkeit fu¨r einen Tag – Referenzplan-basierte Ansa¨tze
Das Ziel der in diesem Abschnitt vorgestellten Ansa¨tze besteht darin, zu einem gege-
benen Referenzplan einen Plan mit mo¨glichst wenig Abweichung zu erstellen. Diese
Ansa¨tze sind insbesondere fu¨r das sogenannte Rescheduling zu finden, bei welchem
A¨nderungen an einem bestehenden Plan durchgefu¨hrt werden.
In der Literatur wird im Rescheduling zwischen geplantem (proaktivem) und unge-
planten (reaktiven) Rescheduling unterschieden, z.B. bei [Steinzen, 2007]: Im proak-
tiven Rescheduling sind die A¨nderungen im zugrunde liegenden Fahrplan im Vor-
aus bekannt. Beim reaktiven Rescheduling (auch als Recovery bezeichnet) wird das
Rescheduling notwendig aufgrund von Sto¨rungen wa¨hrend der Planausfu¨hrung des
Ursprungsplanes. Ist die Ausfu¨hrung des Originalplans gesto¨rt, wird versucht einen
Plan zu erstellen, der ab der Sto¨rung die Fahrten des Fahrplans mit mo¨glichst wenig
A¨nderung zum Originalplan bedient.
Nach [Steinzen, 2007] eignen sich Recovery-Ansa¨tze nicht fu¨r das Erstellen von
a¨hnlichen Pla¨nen fu¨r unterschiedliche Fahrpla¨ne. Recovery-Maßnahmen sind u.a. das
Verzo¨gern oder Absagen von Fahrten. Eine solche A¨nderung des Fahrplans ist bei
der Erstellung eines a¨hnlichen Plans fu¨r einen a¨hnlichen Fahrplan aber nicht erlaubt.
Außerdem werde meistens eine lokale Sto¨rung im Plan betrachtet, wohingegen die un-
regelma¨ßigen Fahrten in den in dieser Arbeit betrachteten Problemstellungen oftmals
u¨ber den gesamten Fahrplan verteilt sind. Fu¨r eine umfassende U¨bersicht u¨ber Kon-
zepte, Modelle und Methoden von Recovery-Ansa¨tzen im Flugverkehr sei auf [Clausen
et al., 2010] verwiesen. Aktuelle Ansa¨tze im Bahnverkehr werden z.B. von [Potthoff,
2010], [Potthoff et al., 2010] und [Veelenturf et al., 2012] vorgeschlagen.
O¨PNV
[Dallaire et al., 2004] betonen fu¨r die Dienstplanung im O¨PNV, dass es in der
Praxis von Verkehrsunternehmen wichtig sei, auf Basis eines vorhandenen Dienst-
planes einen a¨hnlichen Plan erstellen zu ko¨nnen. Sehr allgemein und ohne Angabe
vieler Details wird dargestellt, dass dies mit ihrem Ansatz mo¨glich ist, der Teil der
kommerziellen Planungssoftware HASTUS/CrewOpt (siehe [GIRO Inc., 2014]) ist.
In einem Set-Partitioning-Problem wird die kostenminimale Zuordnung von Diens-
ten zu Fahrten bzw. Aufgaben gesucht. Dabei geht das A¨hnlichkeitsziel u¨ber die
Kosten von erstellten Diensten in die Zielfunktion des Dienstplanungsproblems ein:
Die A¨hnlichkeit von erstellten Diensten zu initial gegebenen Diensten wird quantita-
tiv mit einem Distanzmaß bewertet, z.B. u¨ber Depotzugeho¨rigkeit, Diensttyp, Anzahl
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Pausen, Anteil Lenkzeit. Die Kosten des erstellten Dienstes werden in der Zielfunktion
um diesen Betrag reduziert.
Das zugrunde liegende als Set-Partitioning-Modell formulierte Dienstplanungspro-
blem wird dann – wie ein
”
normales“ Dienstplanungsproblem weiterhin – mit einem
Column Generation-Ansatz gelo¨st. Im mathematischen Modell werden lediglich noch
lineare Restriktionen fu¨r jeden initial gegebenen Dienst hinzugefu¨gt, die verhindern
sollen, dass zu einem gegebenen Dienst in der berechneten Lo¨sung mehrere a¨hnliche
Dienste assoziiert werden. Testergebnisse werden nicht pra¨sentiert.
[Steinzen, 2007] bzw. [Steinzen et al., 2009] pra¨sentieren die ersten Testergeb-
nisse zu einer O¨PNV-Planung unter Beachtung von A¨hnlichkeitsaspekten. Die Au-
toren stellen einen A¨hnlichkeitsansatz fu¨r ein unabha¨ngiges bzw. fahrplanbasiertes
Dienstplanungsproblem vor: Betrachtet wird ein außersta¨dtisches Planungsszenario
mit einem Depot, bei welchem nur im Depot das Fahrzeug gewechselt werden darf.
Ein Dienst entspricht in diesem Planungsproblem somit einem Umlaufblock (vgl.
Abschnitt 2.2.2). U¨blicherweise gibt es fu¨r ein solches Dienstplanungsproblem eine
Vielzahl an optimalen Lo¨sungsmo¨glichkeiten. Aus dieser Vielzahl soll die optimale
Lo¨sung ausgewa¨hlt werden, die a¨hnlich zu einem gegebenen Referenzplan ist.
Als A¨hnlichkeitsziel wird die Una¨hnlichkeit zum gegebenen Referenzplan mini-
miert. Dazu wird die (Un-)A¨hnlichkeit erstellter Dienste mit einer Distanzfunktion
gemessen, die Abweichungen in Fahrtenpaaren bzw. Fahrtensequenzen zum Referenz-
plan ermittelt.
Das Planungsproblem ist als Set-Covering-Problem formuliert, in welchem alle
Fahrten kostenminimal von Diensten abgedeckt werden mu¨ssen. In einer ersten Phase
werden mit Column Generation mo¨gliche Dienste fu¨r eine kosteneffiziente Lo¨sung er-
stellt. In einer zweiten Phase werden in der degenerierten Lo¨sungsmenge die Dienste
ausgewa¨hlt, die zum gegebenen Referenzplan a¨hnlich sind. Dazu wird ein Branching-
Schema vorgeschlagen, dass Local Branching (siehe [Fischetti und Lodi, 2003]) mit
Follow-On Branching (siehe [Ryan und Foster, 1981] und [Vance et al., 1997]) kombi-
niert: Zuna¨chst wird die Zielfunktion modifiziert und zusa¨tzlich zu den Kosten auch
die Abweichung eines Dienstes vom Referenzplan gewichtet als Strafkosten in die
Zielfunktion aufgenommen. Das so modifzierte Problem wird standardma¨ßig bis zur
Optimalita¨t gelo¨st. Diese Lo¨sung wird dann dazu genutzt, um mittels Local Bran-
ching den Lo¨sungsraum fu¨r das urspru¨ngliche Problem in Lo¨sungen a¨hnlich dem Re-
ferenzplan und una¨hnlich einzuteilen. Ein Großteil der A¨hnlichkeit kann also schon
durch eine modifizierte Zielfunktion, also durch Beru¨cksichtigung von Una¨hnlichkeit
als Strafkosten in der Zielfunktion erreicht werden. Durch Follow-On Branching auf
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Aufgabenpaaren bzw. -sequenzen aus dem Referenzplan wird der Lo¨sungsraum durch-
sucht.
Ku¨nstlich erstellte und reale Instanzen mit 320-800 Fahrten und ca. 95% regelma¨ßi-
gen Fahrten werden auf einem PC mit Intel Pentium IV 2,2 GHz Prozessor und 2 GB
Hauptspeicher gelo¨st. Dabei ist die Zeit auf zwei Stunden fu¨r die zweite Phase – das
Finden einer guten ganzzahligen Lo¨sung – beschra¨nkt. Im Schnitt ist diese Lo¨sung in
ca. 1,5h gefunden. Die Gesamtrechenzeit ist nicht angegeben.
Als Lo¨sungswerte sind Durchschnittswerte u¨ber alle Instanzen aufgefu¨hrt. Die Lo¨-
sungen enthalten im Schnitt ca. 80% der Fahrtenpaare aus dem vorgegebenen Re-
ferenzplan bzw. 30% Dienste des Referenzplanes, bei durchschnittlich 1,5% Gap zu
den optimalen Lo¨sungen. Dabei bleibt offen, wie a¨hnlich der jeweils genutzte Refe-
renzplan zu den zu planenden Tagen ist, da z.B. die Verteilungen der unregelma¨ßigen
Fahrten im Tagesverlauf nicht angegeben sind.
Die Ergebnisse zeigen aber, dass es mo¨glich ist, unter kosteneffizienten Lo¨sungen
eine Lo¨sung zu finden, die a¨hnlichere Dienste entha¨lt, als es in anderen Lo¨sungen
der Fall wa¨re. Es stellt sich die Frage, ob ein solches Ergebnis auch bei anderen,
weniger speziellen Problemstellungen in der O¨PNV-Planung mo¨glich ist. Eine weitere
Frage wird dadurch aufgeworfen, dass jeweils nur zwei Fahrpla¨ne betrachtet werden:
der Referenzfahrplan und ein weiterer. Wie a¨hnlich zueinander ko¨nnten die anhand
des Referenzplans berechneten Dienstpla¨ne gebildet werden, wenn zusa¨tzliche Tage
a¨hnlich geplant werden sollen?
[Steinzen, 2007] beschreibt fu¨r das obige Planungsszenario – die außersta¨dtische
Dienstplanung mit einem Depot – ebenfalls bi-kriterielle Metaheuristiken. In der Set-
Covering-Problemformulierung sollen dann Dienste ausgewa¨hlt werden, die sowohl
die Kosten minimieren als auch als A¨hnlichkeitsziel die Distanz zum gegebenen Re-
ferenzplan.
Gelo¨st wird das Modell in zwei Phasen. In der ersten Phase werden mit einem Co-
lumn Generation-Ansatz kosteneffiziente Dienste generiert. In der zweiten Phase wird
das bi-kriterielle Problem aufgestellt und mit einer der vier folgenden Metaheuristiken
gelo¨st: SPEA2, Tabu Search, Simulated Annealing oder Ant Colony Optimization.
Fu¨r Details zu den genutzten Metaheuristiken sei auf die jeweiligen Autoren verwie-
sen: [Zitzler et al., 2002], [Lourenc¸o et al., 2001b], [Serafini, 1994] und [Guntsch und
Middendorf, 2003].
Getestet werden ku¨nstliche Instanzen mit 320 bis 800 Fahrten auf einem PC mit
Intel Pentium IV 3,0 GHz Prozessor und 2 GB Hauptspeicher. Die Lo¨sungszeit ist auf
zehn Minuten beschra¨nkt, da die Ansa¨tze dazu dienen sollen, schnell einen Trade-Off
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zwischen A¨hnlichkeit und Kosteneffizienz in der Lo¨sungsmenge aufzeigen zu ko¨nnen.
Dabei liefert der SPEA2 die besten Lo¨sungen. Verglichen werden die Lo¨sungen mit
dem von [Steinzen, 2007] und [Steinzen et al., 2009] beschriebenen Branching-Schema.
Insgesamt werden mit dem SPEA2 Lo¨sungen ermittelt, die bereits sehr hohe Kos-
ten beno¨tigen, um eine vergleichbare (geringe) Distanz zum Referenzplan zu erreichen
wie die mit dem Branching-Schema ermittelten kosteneffizienten Lo¨sungen. Bei der
angegebenen Instanz mit 320 Fahrten erreicht die Metaheuristik z.B. bei ihrer kos-
teneffizientesten Lo¨sung Vergleichswerte von ca. 103% Kosten bei 100% Distanz und
bei ihrer zum Referenzplan a¨hnlichsten Lo¨sung ca. 125% Kosten bei 50% Distanz, d.h.
mit einer Kostensteigerung auf 125% verglichen zu den mit dem Branching-Schema er-
mittelten Kosten verringert sich die Distanz auf 50% der mit dem Branching-Schema
erreichten Distanz. Die Ergebnisse auf den anderen Instanzen verhalten sich a¨hnlich.
Die beschriebenen Metaheuristiken sind also weniger geeignet, praktisch verwend-
bare Lo¨sungen zu generieren, da die Kostensteigerungen verglichen zu kosteneffi-
zienten Dienstpla¨nen zu hoch sind. Beim SPEA2 betragen die Kostensteigerungen
mindestens 3-5%.
In [Amberg et al., 2011] wird der im Rahmen dieser Arbeit entwickelte Ansatz
zur Planung mit einem Referenzplan bereits in Teilen beschrieben. Dieser wird in in
Abschnitt 9.2 genauer erla¨utert. Im Vergleich zu den bisher vorgestellten Ansa¨tzen
wird dort ein Referenzplan genutzt, um a¨hnliche Ressourceneinsatzpla¨ne fu¨r mehr als
einen Tag zu erstellen.
[Borndo¨rfer et al., 2012] schlagen vor, sogenannte Dienst-Vorlagen/Schablonen
(engl. duty templates) zu nutzen, um zu einem gegebenem Referenzplan einen a¨hn-
lichen Dienstplan zu erstellen. Dieser Ansatz ist Bestandteil der kommerziellen Pla-
nungssoftware IVU.PLAN (siehe [IVU Traffic Technologies AG, 2014]). Dienst-Vor-
lagen sind als ku¨nstliche Diensttypen zu verstehen, die einen echten Diensttyp be-
schreiben (Diensttyp siehe Abschnitt 2.1.2), sowie zusa¨tzliche Restriktionen, die die
Zula¨ssigkeit eines Dienstes definieren.
Zusa¨tzliche Restriktionen sind einerseits bestimmte Aufgaben, die ein nach ei-
ner Schablone erstellter Dienst abdecken muss. Falls der nach der Vorlage gebildete
Dienst mindestens eine Aufgabe der Vorlage abdecken muss, wird diese Forderung
als Aufgaben-A¨hnlichkeit (engl. task-similarity) bezeichnet bzw. als exakte Aufgaben-
A¨hnlichkeit (engl. exact task similarity), falls alle Aufgaben der Vorlage abdeckt wer-
den mu¨ssen. Vorlagen werden dabei aus jedem Dienst des Referenzplans erstellt, der
mindestens eine Aufgabe entha¨lt, die auch fu¨r das aktuelle Planungsproblem gu¨ltig
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ist. Somit ko¨nnte grundsa¨tzlich fu¨r jeden Dienst aus dem Referenzplan bzw. der dar-
in bedienten Aufgabenfolge individuell bestimmt werden, wie wichtig dieser fu¨r die
A¨hnlichkeit des zu erstellenden Plans ist.
Alternativ werden als zusa¨tzliche Restriktionen eines Diensttyps in einer Dienst-
Schablone ein bestimmter Zeitraum gefordert, in welchem ein nach diesem Schablone
gebildeter Dienst starten darf, z.B. 4-Stunden-Intervalle, in Kombination mit einer
nicht u¨berschreitbaren maximalen La¨nge bzw. Schichtdauer. Dies wird als Zeitrahmen-
A¨hnlichkeit bezeichnet (engl. time window similarity).
Das A¨hnlichkeitsziel besteht darin, in der Lo¨sung eine bestimmte Anzahl Dienste
zu haben, die nach den Dienst-Schablonen erstellt wurden. Dabei ist das Dienstpla-
nungsproblem als Set-Partitioning-Modell formuliert, in welchem jede Fahrt/Aufgabe
kostenminimal von einem Dienst abgedeckt werden soll. Zusa¨tzlich entha¨lt das Mo-
dell Restriktionen, die die Anzahl der Dienste eines bestimmten Diensttyps nach oben
und/oder unten beschra¨nken sollen.
Gelo¨st werden die Modelle mit einem Column Generation-Ansatz. Als Startlo¨sung
werden u.a. die Dienste des gegebenen Referenzplanes verwendet, was die Konvergenz
des Verfahrens verbessern kann und dazu fu¨hrt, dass ein Großteil der A¨hnlichkeit
schon durch die im Referenzplan enthaltenen Dienste erreicht werden kann: In den
Testinstanzen ko¨nnen ca. 75-95% der zu verplanenden Aufgaben allein mit Diens-
ten aus dem Referenzplan bedient werden. Im Pricing werden neue Dienste erzeugt,
indem pro Diensttyp-Depot-Kombination Ku¨rzeste-Wege-Probleme mit zusa¨tzlichen
Ressourcenbeschra¨nkungen in Dienstgenerierungsnetzwerken gelo¨st werden. Details
dazu sind beschrieben von [Borndo¨rfer et al., 2001] und [Weider, 2007].
Testergebnisse werden pra¨sentiert fu¨r zwei reale sta¨dtische Dienstplanungsproble-
me mit 504 bzw. 2.320 Aufgaben, sowie einem realen regionalen integriertem Umlauf-
und Dienstplanungsszenario mit insgesamt 526 Servicefahrten (1.026 Aufgaben). Im
regionalen Szenario sind die Fahrten an einem Donnerstag und einem Freitag zu be-
dienen, bei fu¨nf Depots und vier Fahrzeugtypen. Der Anteil regelma¨ßiger Fahrten
betra¨gt ca. 95%, da 19 Fahrten nur am Donnerstag bedient werden und 15 Fahrten
nur am Freitag. Die unregelma¨ßigen Fahrten sind kurze Schul- und Ba¨der-Fahrten
mit einem Lenkzeitbedarf von im Schnitt 10 und maximal 25 Minuten und ko¨nnen
dadurch vergleichsweise leichter zusa¨tzlich eingeplant werden. Fu¨r die beiden sta¨dti-
schen Instanzen ist nicht angegeben, wie a¨hnlich der Fahrplan bzw. die Aufgaben des
Tages zu denen des Referenztages sind. Getestet wurde auf einem Intel Xeon CPU
E31280 mit 3,5 GHz unter 32 Bit.
Dabei werden mit exakter Aufgaben-A¨hnlichkeit und Teil-A¨hnlichkeit anna¨hernd
gleich gute Ergebnisse erreicht, wobei Teil-A¨hnlichkeit mehr Spielraum fu¨r etwas kos-
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teneffizientere Pla¨ne erlaubt und Zeitrahmen-A¨hnlichkeit noch einmal mehr Mo¨glich-
keiten beim Bilden effizienterer Pla¨ne bieten kann: Im ersten sta¨dtischen Szenario wer-
den verglichen mit der kosteneffizienten Lo¨sung bestehend aus 42 Diensten bei einem
Referenzplan mit 44 Diensten bei exakter Aufgaben-A¨hnlichkeit 2,4-4,8% mehr Diens-
te notwendig, bei Teil-A¨hnlichkeit bis zu 2,4%, bei Zeitrahmen-A¨hnlichkeit 4,8%. Die
Arbeitszeit erho¨ht sich leicht bis zu 0,4%, 0,3% und 0,9%.1 Im zweiten sta¨dtischen
Szenario sind die Ergebnisse a¨hnlich. Verglichen mit der kosteneffizienten Lo¨sung
mit 227 Diensten werden bei einem Referenzplan mit 194 Diensten zwischen ca. 0,9-
2,6%, zwischen ca. 0,4-3,1%, sowie 0% mehr Dienste beno¨tigt. Die bezahlte Zeit wird
erho¨ht zwischen ca. 0,6-1,0%, 0,5-1,1% und verringert um 0,02%.2 Im regionalen Sze-
nario werden verglichen mit einer kosteneffizienten Lo¨sung fu¨r den Freitag bestehend
aus 45 Diensten und 36 Fahrzeugen bei einem Referenzplan mit 45 Diensten bei
Teil-A¨hnlichkeit 0% mehr Dienste und 2,8 bis 0% weniger Fahrzeuge beno¨tigt, bei
Zeitrahmen-A¨hnlichkeit 0% mehr Dienste und 2,8% weniger Fahrzeuge. Die bezahl-
te Zeit erho¨ht sich zwischen 0-2,4% bzw. wird um 0,6% verringert. Die Rechenzeit
fu¨r das erste sta¨dtische Szenario betra¨gt ca. 20 Minuten fu¨r eine kosteneffiziente
Lo¨sung, ca. 10 Minuten fu¨r Aufgaben-A¨hnlichkeit und weniger als zwei Minuten fu¨r
Zeitrahmen-A¨hnlichkeit. Beim zweiten sta¨dtischen Szenario sind es (in gleicher Rei-
henfolge) ca. 120 Minuten, zwischen ca. 10-50 Minuten und ca. 39 Stunden, beim
regionalen Szenario 6,5 Stunden, zwischen 4,5-6,5 Stunden, sowie 15 Stunden.
Die Ergebnisse zeigen, dass mit dem vorgeschlagenem Dienst-Vorlagen-Konzept bei
sta¨dtischen und regionalen Dienstplanungsproblemen effizient a¨hnliche und kostenef-
fiziente Dienstpla¨ne berechnet werden ko¨nnen ohne groß die entwickelten Methoden
zur
”
Standard-Dienstplanung“ ohne A¨hnlichkeitsberu¨cksichtigung a¨ndern zu mu¨ssen.
Allerdings bleibt noch die Frage offen, wie a¨hnlich Dienstpla¨ne zueinander werden
ko¨nnen, wenn ein Referenzplan fu¨r das Erstellen a¨hnlicher Dienstpla¨ne fu¨r mehr als
einen Tag genutzt werden soll.
Bahnverkehr
[Huisman, 2007] schla¨gt einen anderen Ansatz fu¨r das (im Voraus geplante) Re-
scheduling von Diensten im Bahnverkehr vor. Er beschreibt dies fu¨r die Planung bei
NS, dem gro¨ßten Passagierbefo¨rderungsunternehmen im Bahnverkehr in den Nieder-
landen. Bei NS wird in zwei Schritten geplant. Im ersten Schritt werden Dienstpla¨ne
erstellt, die fu¨r das gesamte Jahr gu¨ltig sind, also fu¨r einen generellen Montag, fu¨r
einen generellen Dienstag etc. Im zweiten Schritt werden dann die generellen Pla¨ne
1 Gefordert sind 32, 38 oder 40 a¨hnliche Dienste.
2 Gefordert sind 170, 180, 187 oder 188 a¨hnliche Dienste.
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fu¨r spezifische Tage angepasst, wenn z.B. bekannt ist, dass Servicefahrten aufgrund
von Wartungsarbeiten auf der Strecke ausfallen.
Das Dienst-Rescheduling-Problem wird als Set-Covering-Problem modelliert, in
welchem alle originalen Dienste von mindestens einem neuen a¨hnlichen Dienst ersetzt
werden sollen und alle Aufgaben des modifizierten Fahrplans kostenminimal abzude-
cken sind. Gelo¨st wird das Modell mit einer Heuristik basierend auf Column Gene-
ration in Kombination mit Lagrange-Relaxation, wobei die Abdeckung aller Fahrten
relaxiert wird.
Das A¨hnlichkeitsziel besteht dabei dann darin, falls mo¨glich Referenzdienste bzw.
die Dienststu¨cke der Referenzdienste zu nutzen. Dazu werden alle mo¨glichen Dienst-
stu¨cke und sogenannte
”
Look-Alike“-Dienste enumeriert. Bei Look-Alike Diensten
werden ungu¨ltige Dienststu¨cke, d.h. Dienststu¨cke, die mindestens eine entfallene Fahrt
enthalten, so durch andere Dienststu¨cke ersetzt, dass Start-/Endort des Dienstes
weiterhin dem Originaldienst entsprechen und die Start-/Endzeit nur gering im Ver-
gleich zum Original variiert. Im Pricing werden dann entweder Dienste aus der Men-
ge der Look-Alike-Dienste ausgewa¨hlt und zum Master-Problem hinzugefu¨gt. Oder
fu¨r eine bestimmte Anzahl Original-Dienste wird versucht, neue Dienste zu erstellen
u¨ber Dienstgenerierungsnetzwerke basierend auf den enumerierten Dienststu¨cken. Ei-
ne zula¨ssige ganzzahlige Lo¨sung wird mit einer Set-Covering-Heuristik ermittelt.
Pra¨sentiert werden Testergebnisse zu zwei realen Instanzen. Getestet wurde auf ei-
nem Pentium IV 3.0 GHz mit 512 MB Hauptspeicher. Von urspru¨nglich 5.683 Fahrten
und 7.740 Fahrten entfallen in den Szenarien 6,2% (355) bzw. 10,6% (827). Bei der
ersten Instanz sind von den A¨nderungen 12,2% (72) der 586 Originaldienste betrof-
fen und mit dem vorgestellten Ansatz ko¨nnen beim Rescheduling 87,4% (512) der
Referenzdienste komplett erhalten bleiben. Lediglich 12,6% (74) mu¨ssen modifiziert
werden, 0,7% (4) neue zusa¨tzliche Dienste sind notwendig und 8 der bereit stehenden
Ersatzdienste werden genutzt. Bei der zweiten Instanz bleiben noch 70,9% (548) der
gegebenen 773 Dienste erhalten. Modifiziert werden 29,1% (225) der Dienste, 0,4%
(3) zusa¨tzliche Dienste sind notwendig und 16 Ersatzdienste werden genutzt. Das
erste Rescheduling-Szenario kann in ca. 9h gelo¨st werden und das zweite in ca. 16h.
Die Ergebnisse zeigen, dass bei aus einem (Referenz-)Plan wegfallenden Aufgaben
nicht nur die bestehenden Dienste zu modifizieren sind, um die verbleibenden Auf-
gaben a¨hnlich und effizient zu bedienen. In beiden Rescheduling-Szenarien kann ein
Großteil der Ursprungsdienste erhalten bleiben und vergleichsweise wenige mu¨ssen
modifiziert werden. Fu¨r eine effiziente Bedienung werden aber auch (wenige) zusa¨tz-
liche neue Dienste beno¨tigt. Szenarien bei denen im Rescheduling mehr Fahrten als
im Ausgangsplan zu bedienen sind, sind nicht aufgefu¨hrt. Der vorgeschlagene Ansatz
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ermo¨glicht prinzipiell, fu¨r jeden Referenzdienst individuell vorzugeben, wie wichtig
eine U¨bernahme dieses Dienstes in einen neuen Plan ist. Des weiteren wirft er die
Frage auf, wie gut die Ergebnisse werden ko¨nnen, wenn im Lo¨sungsprozess nicht alle
Dienststu¨cke bzw. Look-Alike-Dienste enumeriert werden ko¨nnen.
Flugverkehr
Soweit bekannt, existiert im Anwendungsfeld des Flugverkehrs kein Ansatz, der (im
Voraus) geplantes Rescheduling durchfu¨hrt. Die in der Literatur vorgestellten Ansa¨tze
ko¨nnen als fu¨r eine a¨hnliche Planung weniger geeignete Recovery-Ansa¨tze klassifiziert
werden (vgl. Einleitung zu Abschnitt 4.3.1).
4.3.2 A¨hnlichkeit fu¨r mehrere Tage – Regelma¨ßigkeit-basierte
Ansa¨tze
Die in diesem Abschnitt vorgestellten Modellierungen und Lo¨sunsansa¨tze zielen dar-
auf ab, die Planungsprobleme mehrerer Tage gleichzeitig zu lo¨sen, um a¨hnliche Lo¨sun-
gen fu¨r die unterschiedlichen Planungsprobleme zu ermitteln. Dabei soll eine A¨hnlich-
keit zwischen verschiedenen Pla¨nen durch sich wiederholende, regelma¨ßige Sequenzen
von Fahrten- bzw. Aufgaben in den Ressourceneinsatzpla¨nen unterschiedlicher Tage
erreicht werden.
O¨PNV
Fu¨r den O¨PNV-Bereich existiert in der Literatur kein Ansatz bei welchem mehrere
Tage gleichzeitig gelo¨st werden, um durch regelma¨ßige Lo¨sungen fu¨r unterschiedliche
Planungsprobleme a¨hnliche Pla¨ne zu berechnen. In dieser Arbeit wird dazu ein Ansatz
entwickelt, der auch in Teilen in [Amberg et al., 2011] und [Amberg et al., 2012]
beschrieben ist. Der Ansatz wird in Abschnitt 9.3 genauer ausgefu¨hrt.
Bahnverkehr
[Borndo¨rfer et al., 2011] schlagen einen Hypergraph-basierten Ansatz vor, um
Zugumla¨ufe und Zugzusammenstellungen zur Bedienung von (Service-)Fahrten unter
Beru¨cksichtigung von Regelma¨ßigkeitsaspekten bilden zu ko¨nnen. Dabei wird ein zy-
klischer Planungshorizont u¨ber eine Woche betrachtet. Fast alle Fahrten eines Tages
finden jeden Tag statt.
Basierend auf einem Hypergraphen wird das sogenannte Vehicle Rotation Planning
Problem als IP-Netzwerkflussmodell aufgestellt. Dabei besteht das Regelma¨ßigkeits-
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ziel darin, Fahrtenpaare nach Mo¨glichkeit jeden Tag gleich in einem Zugumlauf auf-
einander folgen zu lassen. Im Hypergraphmodell werden gleiche Verbindungen durch
sogenannte regelma¨ßige Hyperkanten repra¨sentiert. Diese verbinden aufeinanderfol-
gende Fahrten an allen Tagen miteinander, an denen diese Fahrten vorkommen. Wird
in der Lo¨sung statt einer regelma¨ßigen Hyperkante eine andere (unregelma¨ßige) Ver-
bindungskante zwischen den Fahrten genutzt, wird diese Unregelma¨ßigkeit mit einem
konstanten Wert bestraft.
Gelo¨st wird das Modell mit einem heuristischen Ansatz: Kanten und Knoten fu¨r
die IP Formulierung des Hypergraphenmodells werden per Column Generation nach
[Lo¨bel, 1997] und Rapid Branching nach [Weider, 2007] bestimmt. Im Anschluss wird
das so generierte Modell mit Cplex 12.2 gelo¨st.
Der Ansatz wird an 30 realen Instanzen getestet. Die Instanzen haben zwischen 8
und 556 Fahrten, die an bis zu sieben Tagen vorkommen und beno¨tigen zwischen 7
und 230 Fahrzeuge. Informationen u¨ber die Regelma¨ßigkeit der Fahrten werden nicht
gegeben. Getestet wird auf Rechnern mit Intel Core 2 Extreme CPU X9650 mit 3
GHz, 6 MB Cache und 16 GB RAM.
Alle Instanzen werden fast optimal gelo¨st. Der Gap zwischen bester ganzzahliger
Lo¨sung und bester unterer Schranke liegt bis auf bei einer Instanz immer unter 1%.
Fu¨nf Instanzen ko¨nnen bewiesen optimal gelo¨st werden. Dabei liegt die Rechenzeit
zwischen 16 Sekunden fu¨r die einfacheren Instanzen bis zu ca. 20 Stunden fu¨r die
schwereren.
Die Ergebnisse verdeutlichen, dass mit dem Hyperkanten-basiertem Ansatz fu¨r zy-
klische (Bahn-)Umlaufplanungsprobleme Lo¨sungen von sehr guter Qualita¨t (d.h. fast
optimal bzw. bewiesen optimal) erreicht werden ko¨nnen. Allerdings werden u¨ber die
erreichte Regelma¨ßigkeit der erstellten Zugumla¨ufe keine na¨heren Angaben gemacht.
Generell gilt, dass die Regelma¨ßigkeit einer Verbindung zwischen aufeinanderfolgen-
den Fahrten entweder gezielt fu¨r alle Tage gilt, an denen die Fahrten vorkommen,
oder fu¨r keinen. Eine teilweise A¨hnlichkeit wird nicht explizit beru¨cksichtigt. Die Au-
toren betonen daher, dass die Regelma¨ßigkeitsaspekte noch weiter erforscht werden
sollen.
Flugverkehr
[Tajima und Misono, 1997] beschreiben den ersten Ansatz in der Verkehrslite-
ratur der darauf zielt, durch sich wiederholende (Flug-)Muster a¨hnliche Pla¨ne fu¨r
mehrere Tage zu erstellen. Fu¨r ein Dienstplanungsproblem im Flugverkehr erstel-
len sie anonyme, d.h. nicht personenbezogene Dienst-Sequenzen (engl. Pairings), die
nur aus regelma¨ßig stattfindenen Flu¨gen bestehen und versuchen heuristisch, unre-
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gelma¨ßig stattfindende Flu¨ge in diese Pairings einzufu¨gen. Die Dauer bzw. Gu¨ltigkeit
eines Pairing reicht von einem bis zu drei Tagen.
Dabei ist ein A¨hnlichkeitsziel nicht direkt formuliert. Die unregelma¨ßigen Flu¨ge
sollen lediglich so mit den regelma¨ßigen Flu¨gen kombiniert werden, dass die Anzahl
der zur Bedienung beno¨tigten Pairings minimiert wird.
Die Heuristik besteht aus fu¨nf Schritten: Im ersten Schritt wird ein Set-Partitioning-
Problem mit dem Ziel Minimierung der Pairing-Anzahl u¨ber alle 30 Tage fu¨r alle unre-
gelma¨ßigen Flu¨ge mit einem Column Generation-Ansatz gelo¨st. Das Pricing wird auf
Basis vorher enumerierter sogenannter One-Day-Pairings durchgefu¨hrt, d.h. Pairings,
die einen Dienst enthalten. Das Ergebnis sind Pairings, die nur aus unregelma¨ßigen
Flu¨gen bestehen. Im zweiten Schritt werden aus diesen Pairings Sequenzen aus unre-
gelma¨ßigen Flu¨gen gebildet. Außerdem werden alle mo¨glichen One-Day-Pairings aus
regelma¨ßigen Flu¨gen enumeriert. Falls in einen regelma¨ßigen Pairing eine der unre-
gelma¨ßigen Flugsequenzen eingefu¨gt werden ko¨nnte, werden die Kosten des regelma¨ßi-
gen Pairings um einen fixen Wert reduziert, um so das Potenzial auszudru¨cken, dass
gut unregelma¨ßige Flu¨ge aufgenommen werden ko¨nnen. Auf Basis der so generierten
regelma¨ßigen One-Day-Pairings wird im dritten Schritt ein Set-Partitioning-Problem
zur Minimierung der Pairing-Anzahl u¨ber drei Tage mit Column Generation gelo¨st.
Das Ergebnis sind regelma¨ßige Pairings fu¨r ein, zwei oder drei Tage. In diese Pairings
werden im vierten Schritt unregelma¨ßige Flugsequenzen eingefu¨gt. Dazu wird eine
sogenanntes Multi-Step-Insertion-Vorgehen genutzt, das u¨ber einen Graphen abge-
bildet wird, welcher als Knoten unregelma¨ßige Flugsequenzen und Pairings entha¨lt,
die u¨ber Kanten, die die Einfu¨gemo¨glichkeiten darstellen, verbunden sind. Fu¨r alle
dann noch u¨brig gebliebenen unregelma¨ßigen Flu¨ge wird wie im ersten Schritt ein
u¨ber 30 Tage formuliertes Set-Partitioning-Problem gelo¨st, um Pairings zu bilden,
die diese Flu¨ge enthalten.
Numerische Ergebnisse sind angegeben fu¨r zwei reale Probleminstanzen, die auf ei-
nem IBM RS/6000 Modell 990 gelo¨st werden. Fu¨r eine Instanz mit 192x30 regelma¨ßi-
gen Flu¨gen und 3316 unregelma¨ßigen Flu¨gen (35% Anteil unregelma¨ßiger Flu¨ge an
den Gesamtflu¨gen) werden in 40 Minuten Rechenzeit Pla¨ne erstellt mit ca. 81% ta¨glich
identischer Pairings. Fu¨r eine Instanz mit 291x30 regelma¨ßigen Flu¨gen und 774 un-
regelma¨ßigen Flu¨gen (8% Anteil unregelma¨ßiger Flu¨ge an den Gesamtflu¨gen) sind in
den errechneten Pla¨nen mehr als 90% der ta¨glichen Pairings identisch bei 92 Minuten
Rechenzeit.
Die Ergebnisse zeigen, dass ein heuristisches Vorgehen mit wechselseitiger Beru¨ck-
sichtigung von regelma¨ßigen und unregelma¨ßigen Flu¨gen auch bei vielen unregelma¨ßi-
gen Aufgaben bzw. Flu¨gen geeignet ist, Pla¨ne mit einem hohen Grad ta¨glich identi-
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scher Pairings zu erstellen – wenn Dienste bzw. One-Day-Pairings enumeriert werden
ko¨nnen. Allerdings geben die Autoren keine Informationen u¨ber die Ho¨he der opera-
tiven Kosten ihrer berechneten Lo¨sungen, sodass schwer abzuscha¨tzen ist, wie kos-
teneffizient diese a¨hnlichen Lo¨sungen sind. Ebenso ist offen, wie die unregelma¨ßigen
Flu¨ge u¨ber die betrachteten Tage verteilt sind.
[Klabjan et al., 2001] beschreiben den zweiten Ansatz im Flugverkehr, der Muster
aus Flugsequenzen nutzt, um a¨hnlichere Dienstpla¨ne fu¨r mehrere Tage zu berechnen.
Dabei wird ein Dienstplanungsproblem u¨ber eine Woche im Flugverkehr betrachtet,
bei welchem Flu¨ge kostenminimal zu Dienst-Sequenzen (engl. Pairings) zugeordnet
werden sollen. Als zusa¨tzliches Ziel im mathematischen Modell wird explizit eine
Regelma¨ßigkeit der Pairings gefordert. Ein Pairing kann Flu¨ge von bis zu vier auf-
einanderfolgenden Arbeitstagen umfassen.
Die Grundidee des Ansatzes besteht darin, die Flu¨ge in sogenannte g-Regelma¨ßig-
keitsgruppen einzuordnen. Eine g-Regelma¨ßigkeitsgruppe entha¨lt die Flu¨ge, die an
g = 4, ..., 7 aufeinanderfolgenden Tagen in der Woche wiederholt werden ko¨nnen. Da-
bei gilt, dass ein regelma¨ßiger Flug i einer Gruppe g in der betrachteten Woche gi ≥ g
mal aufeinanderfolgend stattfindet. Aus den Flu¨gen jeder g-Regelma¨ßigkeitsgruppe
ko¨nnen dann Pairings gebildet werden, die u¨ber die g Tage gleich sind. Wenn ein Flug
nicht in eine der g-Regelma¨ßigkeitsgruppen eingeordnet werden kann, wird dieser Flug
als unregelma¨ßig bezeichnet und in die Gruppe der unregelma¨ßigen Flu¨ge einsortiert.
Fu¨r diese Gruppe mu¨ssen dann gesondert unregelma¨ßige Pairings erstellt werden.
Die Zuordnung eines Fluges in eine Gruppe wird mit Kosten gewichtet, um einen
Trade-Off zwischen Gesamtkosten und Regelma¨ßigkeit abbilden zu ko¨nnen. Wird ein
Flug in die Gruppe mit den unregelma¨ßigen Flu¨gen einsortiert, wird das in der Ziel-
funktion des mathematischen Modells entsprechend ho¨her bestraft. Je weniger Flu¨ge
dort einsortiert sind, desto regelma¨ßiger ist der Wochendienstplan.
Das A¨hnlichkeitsziel besteht also darin, mo¨glichst viele Flu¨ge in mo¨glichst hohe
Regelma¨ßigkeitsgruppen einzuordnen. Da das Gesamtmodell sehr schwierig zu lo¨sen
ist, wird ein approximativer Modellierungs- und Lo¨sungsansatz genutzt.
Getestet wird der heuristische Ansatz auf drei realen Instanzen mit 119, 380 und
492 unterschiedlichen Flu¨gen in einer Woche. Bei der kleinen Instanz finden ca. 76%
der Flu¨ge an jedem der sieben Tage statt, ca. 20% an sechs Tagen und ca. 4% an fu¨nf
Tagen bei insgesamt 799 Flu¨gen. Bei der mittelgroßen Instanz sind es ca. 72%, 17%,
1%, sowie 10%, die nur an einem Tag bedient werden, sodass insgesamt 2.358 Flu¨ge
anfallen. Bei der großen Instanz sind es ca. 67%, 21%, 3%, sowie 9%, womit insgesamt
3.058 Flu¨ge durchzufu¨hren sind. Genutzt werden zwei PC-Cluster mit insgesamt 160
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Prozessoren. Das erste Cluster entha¨lt 16 200 MHz Quad Pentium Pro und das zweite
48 300 MHz Dual Pentium II.
Die Lo¨sungen verbessern existierende Lo¨sungen einer Fluglinie sowohl bezu¨glich der
Kosten als auch der Regelma¨ßigkeit. Die Anzahl der Flu¨ge, die von unregelma¨ßigen
Pairings bedient werden, die nur an 1-3 Tagen genutzt werden, wird halbiert. Fu¨r
die regelma¨ßigen Pairings ist ihr Anteil an der Gesamtflugzeit angegeben. Je nach
gewa¨hlten Ansatz bestehen 30-50% der Flugzeit aus regelma¨ßigen Pairings, die an 7
Tagen stattfinden, 0-15% aus Pairings fu¨r 6 Tage, 35-50% aus Pairings fu¨r 5 Tage, 0%
aus Pairings fu¨r 4 Tage und 15-20% aus Pairings fu¨r 1 bis 3 Tage. Die Lo¨sungszeit fu¨r
die kleine Instanz liegt unter einer Stunde. Die mittelgroße Instanz wird in 10 bzw.
39 Stunden gelo¨st und die große in 16 bzw. 47 Stunden.
Aus den Ergebnissen wird deutlich, dass mit einer Bewertung der A¨hnlichkeit durch
die Einsortierung von Flu¨gen/Aufgaben in Regelma¨ßigkeitsgruppen, praxistaugliche
a¨hnliche und kosteneffiziente Dienstpla¨ne erstellt werden ko¨nnen. Allerdings ist dafu¨r
auch mit einem approximativen Ansatz ein sehr hoher Rechenaufwand notwendig.
4.3.3 Verwandte Planung fu¨r mehrere Tage ohne
Beru¨cksichtigung von A¨hnlichkeit
Neben Ansa¨tzen in der Literatur, die mehrere Tage betrachten, um zu den Tagen
a¨hnliche Pla¨ne zu erstellen, gibt es auch Ansa¨tze, die aus anderen Gru¨nden meh-
rere Planungsprobleme zusammen lo¨sen oder zur Lo¨sungserstellung von mehreren
Planungsproblemen ausgehen. Diese werden im Folgenden kurz vorgestellt, da eine
effiziente gleichzeitige Betrachtung mehrerer Tage auch fu¨r eine effiziente Planung
mit A¨hnlichkeitszielen fu¨r unterschiedliche Tage relevant sein kann.
Bahnverkehr
[Abbink et al., 2007] schlagen fu¨r Dienstplanungsprobleme im Bahnverkehr ver-
schiedene iterativ nutzbare Strategien zur Aufteilung von großen Planungsproblemen
in mehrere kleinere vor. Aufgeteilt in einfacher zu lo¨sende, kleinere Probleme, sollen
so die Dienstplanungsprobleme mehrerer Wochentage gemeinsam gelo¨st werden.
Beim gemeinsamen Lo¨sen sollen dann bereits Restriktionen aus der Dienstreihen-
folgeplanung wa¨hrend der Dienstplanung beru¨cksichtigt werden, sodass idealerweise
insgesamt eine bessere Lo¨sung erreicht werden kann als bei einer jeweils einzelnen Be-
trachtung eines gesamten ta¨glichen Planungsproblems. Beispiele fu¨r solche Restrik-
tionen, die dann u¨ber die Dienstplanungsprobleme einer Woche statt eines einzelnen
Tages beachtet werden, sind die durchschnittliche Dienstla¨nge, die Anzahl von Nacht-
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diensten und eine faire Verteilung der Gesamtarbeit u¨ber die verschiedenen Depots,
denen Fahrer bzw. Lokfu¨hrer zugeordnet sind.
Ein weiterer Grund fu¨r die Entwicklung von Aufteilungsstrategien ist, dass die
eingesetzte Planungssoftware TURNI (siehe [Double-Click s.a.s, 2014]) beim Lo¨sen
kleinerer Probleme fu¨r z.B. ein (Crew-)Depot bessere Ergebnisse liefert, als bei einer
Beru¨cksichtigung aller Depots.
Die Dienstplanungsprobleme sind als Set-Covering-Problem formuliert und werden
ggf. um gemeinsame Restriktionen fu¨r mehrere Tage erweitert. Aufteilungsstrategien
sind eine Aufteilung in die einzelnen Wochentage, eine Aufteilung in Gruppen von
Depots, die aufgrund ihrer geographischen Lage oder dem angeschlossenen Liniennetz
gemeinsam betrachtet werden, sowie eine Aufteilung der Aufgabenmenge anhand in
guten Diensten gemeinsam abgedeckter Aufgaben.
Getestet wurden die Aufteilungsstrategien auf einem Pentium IV, 3 GHz mit 1 GB
RAM. Die Laufzeit wurde auf 6x24h beschra¨nkt. Als Beispiel werden Ergebnisse zur
einer realen Probleminstanz mit 14.000 Fahrten und 29 Crew-Basen angegeben.
Unter Einsatz aller Aufteilungsstrategien kann die bisher zur Bedienung der Fahr-
ten notwendige Dienstanzahl um 2% verringert werden. Arbeitszeiten oder Kosten
werden nicht angegeben.
Die Ergebnisse zeigen, dass Zielsetzungen fu¨r die Planung mehrerer Tage (hier:
Forderungen aus der Dienstreihenfolgeplanung) erreicht werden, wenn das Planungs-
problem problemspezifisch aufgeteilt werden kann, und so die gleichzeitig zu bearbei-
tetende Problemgro¨ße verringert wird. Trotz dieser Aufteilung bedarf es zum Lo¨sen
der Planungsprobleme fu¨r eine Woche aber noch einer langen Rechenzeit (sechs Tage).
[Abbink et al., 2011] stellen einen Algorithmus vor, um die Dienstplanungspro-
bleme einer Woche im Bahnverkehr gemeinsam statt pro Tag getrennt zu lo¨sen. Da-
mit sollen Dienstrestriktionen fu¨r Zugfu¨hrer und Schaffner beru¨cksichtigt werden, die
nicht nur an einem speziellen Tag gu¨ltig sind, sondern u¨ber eine Woche. Beispielhaf-
te Restriktionen, die Dienste u¨ber eine Woche betreffen, sind die durchschnittliche
Dienstla¨nge, z.B. 8h, der Anteil langer Dienste >9h, und eine anteilig gerechte Zutei-
lung von bevorzugten Fahrten zu verfu¨gbaren Crew-Basen. Dabei wird nicht ein ge-
nerischer Wochentag betrachtet, der fu¨r alle Tage von Montag bis Freitag gilt und fu¨r
den tatsa¨chlichen Wochentag noch angepasst werden muss, sowie einer fu¨r Samstag
und einer fu¨r Sonntag. Betrachtet wird eine Woche mit sieben (leicht) unterschiedli-
chen Fahrtenmengen.
Das Dienstplanungsproblem ist als Set-Covering-Problem formuliert und wird mit
zusa¨tzlichen Wochenrestriktionen erga¨nzt. Gelo¨st wird das Problem mit einer Heu-
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ristik, die Lagrange-Relaxation mit Column Generation kombiniert, sowie mit Fi-
xierungstechniken wie das Zusammenfassen aufeinanderfolgender Aufgaben in den
Pricing-Netzwerken zur Diensterstellung. Die Diensterstellungsnetzwerke werden mit
den Aufgaben einer Woche erstellt. Im Lo¨sungsprozess wird aber nur jeweils ein Teil
des Gesamtnetzwerkes genutzt, da Pricing-Probleme pro Wochentag gelo¨st werden.
Beispielhaft sind Ergebnisse fu¨r eine nicht na¨her beschriebene Testinstanz angege-
ben (Dienstanzahl pro Woche: zwischen 5.000 und 6.000), die auf einem Intel Octo
Core (2x 4 Kerne) mit 3,0 GHz und 8 GB RAM berechnet wurden. Die Rechenzeit
ist pro Planungsproblem eines Tages auf 30h beschra¨nkt bzw. 7x30h, falls die Tage
der Woche gemeinsam geplant werden.
Grundsa¨tzlich ko¨nnen Pla¨ne mit ca. 1% weniger Diensten ermittelt werden, wenn
die Probleme einer Woche zusammen statt einzeln gelo¨st werden und zusa¨tzliche die
Woche betreffende Restriktionen zu beru¨cksichtigen sind.3 Werden keine zusa¨tzlichen
Restriktionen beru¨cksichtigt, sind die Ergebnisse fu¨r eine ganze Woche schlechter als
beim tageweisen Lo¨sen einzelner Instanzen. Es werden dann ca. 0,5% mehr Dienste
beno¨tigt.
Die Ergebnisse veranschaulichen, dass das Aufstellen eines wo¨chentlichen Gesamt-
modells zu insgesamt besseren Pla¨nen fu¨hren kann – wenn wo¨chentliche Restriktionen
zu beru¨cksichtigen sind. Auch wenn das Gesamtmodell fu¨r eine Woche aufgestellt ist,
lassen sich dabei die Pricing-Probleme effizient pro Wochentag lo¨sen.
Flugverkehr
[Saddoune et al., 2013] beschreiben fu¨r die Dienstplanung im Flugverkehr bei
Planungsproblemen mit vielen unregelma¨ßigen Flu¨gen mehrere Mo¨glichkeiten zur
Planung. Neben einem typischen heuristischen Drei-Phasen Ansatz (three-phase ap-
proach, 3P) zur Erstellung von Dienst-Sequenzen (engl. Pairings) fu¨r einen Monat,
wird als Alternative ein sogenannter Rollender-Horizont Ansatz (engl. rolling hori-
zon approach, RH ) vorgestellt. Dabei besteht das Hauptziel nicht darin, regelma¨ßige
Pairings durch sich wiederholende Flugmuster zu erstellen wie in den Ansa¨tzen, die
in Abschnitt 4.3.2 beschrieben wurden. Vielmehr ist das Ziel die Erstellung kos-
teneffizienter Pla¨ne. Indem das monatliche Planungsproblem in sich u¨berlappende
Zeitscheiben geteilt wird, die jeweils einzeln gelo¨st werden, z.B. Zeitscheiben von je 3
Tagen La¨nge inklusive U¨berlappung von 1,5 Tagen, sollen kosteneffizientere Dienste
erstellt werden ko¨nnen als in den traditionellen drei Phasen4.
3 Die Wochenrestriktionen werden auch beim Lo¨sen der tageweisen Probleme gefordert.
4 Drei-Phasen Ansatz: In der ersten Phase wird das Dienstplanungsproblem eines typischen Tages
gelo¨st. Die Lo¨sung wird als Startlo¨sung fu¨r die zweite Phase verwendet, in welcher ein Planungs-
problem fu¨r eine typische Woche gelo¨st wird. Die Lo¨sung der zweiten Phase wird als Input fu¨r
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Das Dienstplanungsproblem wird dabei grundsa¨tzlich als Set-Partitioning-Problem
mit zusa¨tzlichen Restriktionen modelliert, in welchem jeder Flug kostenminimal von
einem Pairing bedient werden soll. Je nach gewa¨hltem Ansatz unterscheiden sich
lediglich die einbezogenen Flu¨ge, abha¨ngig davon wie das gesamte Planungsproblem
in Einzelprobleme zerlegt wird.
Gelo¨st werden die Einzelprobleme mit einem Column Generation-Ansatz, der u¨ber
die GENCOL Bibliothek Version 4.5 von [Ad Opt, 2014] realisiert wurde. Die be-
schra¨nkten Master-Probleme werden dort mit dem primalen Simplex des ILOG Cplex
LP Solvers gelo¨st. Um u¨ber die Dualwerte den Zielfunktionswert verbessernde Pai-
rings zu erstellen, werden im Pricing ressourcenbeschra¨nkte Ku¨rzeste-Wege-Probleme
gelo¨st. Dabei sind beim zum Vergleich aufgefu¨hrten 3P-Ansatz die jeweils in der vor-
herigen Phase berechneten Dienste und Pairings u¨ber zusa¨tzliche Kanten in den ent-
sprechenden Pairing-Generierungsnetzwerken abgebildet. Eine Nutzung dieser Kan-
ten wird mit einem Bonuswert versehen, damit diese Kanten bevorzugt im Lo¨sungs-
prozess ausgewa¨hlt werden. So soll durch Wiederverwendung der bereits erstellten
Dienste/Pairings die Erstellung regelma¨ßiger Pairings gefo¨rdert werden.
Getestet werden sieben Instanzen, die aus dem Oktober-Flugplan einer Nordameri-
kanischen Fluglinie abgeleitet wurden. In den Instanzen werden 1.011 bis 7.527 Flu¨ge
im monatlichen Problem verplant bzw. 21 bis 206 in einem Tagesproblem und 175
bis 1.637 in einem Wochenproblem. Beru¨cksichtigt werden drei Crew-Basen bei 26-54
Flugha¨fen/Haltestellen. Fu¨r die gro¨ßte Instanz la¨sst sich die Frequenz der Flu¨ge ei-
ner Woche wie folgt angegeben: Ca. 18% wird an einem Tag bedient, ca. 7% an zwei
Tagen, ca. 13% an drei Tagen, ca. 2% an vier Tagen, ca. 2% an fu¨nf Tagen, ca. 12%
an sechs Tagen und ca. 46% an allen sieben Tagen. U¨ber den Monat verteilt sollen
ca. 30% der Flu¨ge nur an einem Tag stattfinden und jeweils ca. 10% an 25 und 26
Tagen. Allerdings decken sich die angegebenen Daten fu¨r den Monat nicht mit den
angegebenen Instanzengro¨ßen. Eine Angabe u¨ber die zeitliche Lage der unregelma¨ßi-
gen Flu¨ge im Monat oder in der Woche oder am Tag wird nicht gemacht. Getestet
wurden die Instanzen auf einem Linux PC mit 2,8 GHz Prozessor.
Bewertet werden die Lo¨sungen, indem der sogenannte solution fat gemessen wird,
also die Mehrkosten einer Lo¨sung bezogen auf die unvermeidbaren Kosten, die durch
die Flu¨ge vorgegebenen sind, sowie durch die garantiert bezahlte Mindestzeit je
Dienst. Bei den unregelma¨ßigen Instanzen werden gegenu¨ber dem 3P-Ansatz durch
den RH-Ansatz die Mehrkosten um 23-52% reduziert, im Schnitt um 34%. Dabei
die dritte Phase genommen. In der dritten Phase wird ein Planungsproblem u¨ber einen Monat
gelo¨st, dass die tatsa¨chlichen Flu¨ge der einzelnen Tage entha¨lt. Um regelma¨ßige Pla¨ne zu bil-
den, wird dabei jeweils u¨ber Bonuswerte versucht, die in der vorangegangenen Phase erstellten
Pairings zu erhalten. Dies fu¨hrt bei unregelma¨ßigen Flugpla¨nen zu hohen Kosten.
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dauert die Berechnung einer Lo¨sung mit dem 3P-Ansatz zwischen ca. 3 Minuten bis
ca. 17 Stunden und mit dem RH-Ansatz zwischen ca. 3 Minuten bis ca. 13 Stunden.
Im Schnitt ist der RH-Ansatz 28% schneller.
Aus den Ergebnissen wird zum einen deutlich, wie zu viel Regelma¨ßigkeit bzw. eine
ungeeignete Behandlung unregelma¨ßiger Fahrten bzw. Flu¨ge zu hohen Mehrkosten in
den Dienstpla¨nen fu¨hren kann. Zum anderen wird gezeigt, dass eine Aufteilung des
Gesamtproblems (im RH-Ansatz) Lo¨sungszeit und Lo¨sungsqualita¨t deutlich verbes-
sern kann.




Als Hauptzielsetzung dieser Arbeit wurde in Kapitel 1 festgehalten, Regelma¨ßigkeits-
bzw. A¨hnlichkeitsaspekte beim Bilden von Ressourceneinsatzpla¨nen fu¨r verschiedene
Tage in Optimierungsverfahren zur Umlauf- und Dienstbildung zu untersuchen, um
die Frage beantworten zu ko¨nnen, ob und mit welchen Modellen und Methoden sich
sowohl kosteneffiziente als auch zueinander a¨hnliche Pla¨ne bestimmen lassen. Wie
Kapitel 2 bis 4 gezeigt haben, ko¨nnen entsprechend dem bestehenden Stand der For-
schung durch geeignete Modellierungen und leistungsfa¨hige Lo¨sungsverfahren auch
praxisnahe Optimierungsprobleme zur kosteneffizienten Umlauf- und Dienstplanung
anna¨hernd optimal gelo¨st werden. Das Lo¨sen der Planungsprobleme erfolgt dabei
u¨blicherweise pro Betriebstag. Wenn die Fahrpla¨ne der Betriebstage sich bereits nur
geringfu¨gig voneinander unterscheiden, kann eine tageweise Vorgehensweise allerdings
den Effekt haben, dass die Lo¨sungen fu¨r die einzelnen Betriebstage stark voneinan-
der abweichen. Da der Einsatz traditioneller Optimierungsmethoden also zu stark
unterschiedlichen Ressourceneinsatzpla¨nen fu¨hren kann, ergeben sich unter Beru¨ck-
sichtigung der gewonnenen Erkenntnisse aus dem Stand der Forschung in Kapitel
4 mehrere Handlungsbedarfe. Diese werden in diesem Kapitel genauer aufgefu¨hrt.
Ebenso wird eine geeignete Vorgehensweise zur Erfu¨llung der Handlungsbedarfe ab-
geleitet.
Handlungsbedarf I – Beru¨cksichtigung von A¨hnlichkeitsaspekten in der
Planung (mehrerer Tage)
Obwohl regelma¨ßige Ressourceneinsatzpla¨ne gema¨ß der Ausfu¨hrungen in Abschnitt
2.3 von Relevanz fu¨r Verkehrsunternehmen sind, hat der U¨berblick u¨ber den Stand der
Forschung in Abschnitt 4.3 dokumentiert, dass unterschiedliche Modellierungs- und
Lo¨sungsansa¨tze fu¨r eine (kosteneffiziente) Ressourceneinsatzplanung mit A¨hnlichkeit-
saspekten zur Unterstu¨tzung der O¨PNV-Planung bisher kaum erforscht sind. In den
verwandten Bereichen der Ressourceneinsatzplanung im Bahn- und im Flugverkehr
wurden bisher ebenfalls wenige Ansa¨tze entwickelt, um mit mathematischen Opti-
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mierungsmethoden gezielt die Konstruktion a¨hnlicher (und kosteneffizienter) Res-
sourceneinsatzpla¨ne fu¨r mehrere Tage zu unterstu¨tzen.
Tabelle 5.1 stellt die Mo¨glichkeiten zur Unterstu¨tzung einer a¨hnlichen Planung und
einer Planung fu¨r mehrere Tage in den vorgestellten existierenden Ansa¨tzen verglei-
chend gegenu¨ber. Der Vergleich erfolgt daru¨ber, ob der A¨hnlichkeitsgrad beeinflussbar
ist (abgeku¨rzt mit
”
A¨hnl. beeinfl.“), ob partielle A¨hnlichkeit gezielt mo¨glich ist (ab-
geku¨rzt
”
Part. A¨hnl.“), ob Umla¨ufe und/oder Dienste betrachtet werden, und ob
das Planungsproblem als Set-Partitioning-Problem gelo¨st wird, d.h. ob in der Praxis
unu¨bliche Mehrfachbedienungen von Fahrten bzw. Aufgaben vermieden werden. Die
Ansa¨tze sind jeweils entsprechend der Anwendungsdoma¨ne gekennzeichnet (O, B, F
fu¨r O¨PNV, Bahnverkehr und Flugverkehr) und dem betrachteten Planungshorizont
(T, W, M fu¨r Tag, Woche und Monat).
Anwen- Plan.- A¨hnl. Part. Um- Dienste SPP
dung horizont beeinfl. A¨hnl. la¨ufe
[Dallaire et al., 2004] O T + + − + +
[Steinzen, 2007], [Steinzen et al., 2009] O T − + − + −
[Steinzen, 2007]1 O T + + − + −
[Borndo¨rfer et al., 2012] O T + + − + +
[Huisman, 2007] B T − + − + −
[Abbink et al., 2007] B W − − − + −
[Abbink et al., 2011] B W − − − + −
[Borndo¨rfer et al., 2011] B W + − + − +
[Klabjan et al., 2001] F W + + − + +
[Tajima und Misono, 1997] F M + + − + +
[Saddoune et al., 2013] 3P2 F M + − − + +
Kapitel 9ff dieser Arbeit O W + + + + +
1 Bi-kriterielle Metaheuristiken
2 [Saddoune et al., 2013] beschreiben zwei Ansa¨tze; aufgefu¨hrt ist der Drei-Phasen Ansatz (3P) in
welchem A¨hnlichkeitziele beru¨cksichtigt sind
Tabelle 5.1: Mo¨glichkeiten zur Konstruktion a¨hnlicher Pla¨ne in Ansa¨tzen aus der Li-
teratur
Die U¨bersicht in Tabelle 5.1 zeigt deutlich, dass fu¨r die Planung einzelner Tage im
O¨PNV zwar A¨hnlichkeitskriterien beim Lo¨sen eines Planungsproblems beru¨cksichtigt
werden ko¨nnen, wie bei [Dallaire et al., 2004], [Steinzen, 2007] und [Borndo¨rfer et al.,
2012]. Fu¨r die Planung im O¨PNV existiert aber kein Modellierungs- und Lo¨sungsan-
satz, der zum Ziel hat, fu¨r die Planungsprobleme mehrerer Tage a¨hnliche Ressour-
ceneinsatzpla¨ne zu erstellen. Dies soll mit dieser Arbeit geleistet werden.
Weiterhin lassen sich in den vorgestellten Ansa¨tzen einige wesentliche Ideen zur
Beru¨cksichtigung von A¨hnlichkeitsaspekten identifizieren, ebenso wie Verbesserungs-
mo¨glichkeiten. Die Tabellen 5.2 und 5.3 fassen die identifizierten Potenziale und Gren-
zen der beschriebenen Ansa¨tze zusammen. Fu¨r eine detaillierte Bewertung der ein-
zelnen Ansa¨tze sei auf die jeweiligen Bewertungen in Abschnitt 4.3 verwiesen.
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Potenzial Ansatz
(P1) Quantitative Bewertung von (Un-)A¨hnlichkeit u¨ber ein [Dallaire et al., 2004],
Distanzmaß [Steinzen, 2007]
(P2) Intuitiv versta¨ndliche Bewertung der Distanz als Ab- [Steinzen, 2007]
weichung in regelma¨ßigen Fahrtensequenzen
(P3) Bewertung von A¨hnlichkeit u¨ber die Einsortierung von [Klabjan et al., 2001]
Fahrten/Aufgaben in sogenannte Regelma¨ßigkeitsgruppen
(P4) (Steuerung der) A¨hnlichkeit je vorgegebenem Referenz- [Huisman, 2007],
dienst mo¨glich [Borndo¨rfer et al., 2012]
(P5) Verku¨rzung der Rechenzeit durch Initialisierung des [Borndo¨rfer et al., 2012]
Planungsproblems mit gegebenen Referenzdiensten
(P6) Bewertung der A¨hnlichkeit der getesteten Planungspro- [Tajima und Misono, 1997],
bleme durch Angabe des Anteils regelma¨ßiger Fahrten [Klabjan et al., 2001],
[Steinzen, 2007],
[Huisman, 2007],
[Saddoune et al., 2013]
Tabelle 5.2: Potenziale aus Ansa¨tzen in der Literatur fu¨r eine Ressourceneinsatzpla-
nung mit A¨hnlichkeitszielen
Eine wesentliche Idee der in der Literatur beschriebenen Ansa¨tze betrifft die For-
mulierung und Abbildung eines mo¨glichen A¨hnlichkeitsziels in mathematischen Op-
timierungsmodellen: Als eine Mo¨glichkeit ist z.B. eine quantitative Bewertung u¨ber
ein Distanzmaß vorgeschlagen, bei welchem Abweichungen in z.B. Fahrtensequenzen
geza¨hlt werden (siehe Potenziale P1 und P2 in Tabelle 5.2). Eine andere beschriebe-
ne Mo¨glichkeit ist eine Einsortierung (von Fahrten) in sogenannte Regelma¨ßigkeits-
gruppen (P3). Die Einordnung kann dann in der Zielfunktion eines mathematischen
Modells entsprechend ihrer Regelma¨ßigkeit bewertet werden. In den vorgeschlage-
nen Ansa¨tzen ist es allerdings nicht oder nur sehr schwer mo¨glich, einen mo¨glichen
Zielkonflikt zwischen Regelma¨ßigkeit bzw. A¨hnlichkeit und Kosteneffizienz zu steu-
ern (Grenzen G2 und G3 in Tabelle 5.3). In neu entwickelten Ansa¨tzen sollte dies
beru¨cksichtigt werden.
Ebenso sollte beru¨cksichtigt werden, neue Regelma¨ßigkeits-Ansa¨tze nicht allein fu¨r
eine spezifische Problemstellung in der O¨PNV-Planung zu entwickeln (G1). So soll
eine U¨bertragbarkeit auf die in Abschnitt 2.2 beschriebenen unterschiedlichen Vari-
anten der Umlauf- und Dienstplanung gewa¨hrleistet werden.
Die Anwendbarkeit von A¨hnlichkeitsansa¨tzen sollte zusa¨tzlich nicht nur anhand
von Testrechnungen fu¨r die Pla¨ne eines Tages validiert werden (G4), sondern fu¨r
mehrere. So kann u¨berpru¨ft werden, inwiefern ein Optimum bezu¨glich Gesamtkosten
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Grenze Ansatz
(G1) Methodik fu¨r eine spezielle Problemstel- [Steinzen, 2007]
lung
(G2) Kein Trade-Off zwischen Kosteneffizienz [Steinzen, 2007]
und A¨hnlichkeit mo¨glich
(G3) Trade-Off zwischen Kosteneffizienz und [Tajima und Misono, 1997],
A¨hnlichkeit schwer steuerbar [Klabjan et al., 2001], [Dallaire et al., 2004],
[Saddoune et al., 2013]
(G4) Testergebnisse nur fu¨r die Anwendung [Steinzen, 2007], [Borndo¨rfer et al., 2012]
auf einen Tag
(G5) Hoher Rechenaufwand [Klabjan et al., 2001]
(G6) Unklare Verteilung der unregelma¨ßigen [Tajima und Misono, 1997],
Aufgaben u¨ber einen Tag bei Tests [Klabjan et al., 2001], [Steinzen, 2007],
[Borndo¨rfer et al., 2011],
[Borndo¨rfer et al., 2012], [Saddoune et al., 2013]
Tabelle 5.3: Grenzen aus Ansa¨tzen in der Literatur zur Ressourceneinsatzplanung mit
A¨hnlichkeitszielen
und Gesamta¨hnlichkeit mehrerer Tage erreicht oder verfehlt wird, wie es beispielhaft
in Abschnitt 2.4.3 dargestellt wurde.
Sind Referenzdaten bekannt, die zur Orientierung beim Bilden von a¨hnlichen Pla¨nen
genutzt werden ko¨nnen, ko¨nnte statt einer Gesamta¨hnlichkeit fu¨r die Dienstpla¨ne
zweier oder mehrerer Tage ein anderes Kriterium zur Bestimmung guter Dienstpla¨ne
genutzt werden: Wenn es mo¨glich ist, die A¨hnlichkeit einzelner Dienste gezielt zu be-
einflussen (P4), kann die A¨hnlichkeit bestimmter Dienste, die fu¨r ein Verkehrsunter-
nehmen besonders wichtig sind, als Optimierungsziel abgebildet werden. Allerdings
muss dazu vom Planer festgelegt sein, welche Dienste fu¨r mehrere Tage besonders
wichtig sind und welche nicht.
Die Testergebnisse der vorgestellten Ansa¨tze haben außerdem gezeigt, dass das
Lo¨sen von Planungsproblemen mehrerer Tage mit einem hohen Rechenaufwand und
langen Rechenzeiten verbunden ist (G5). Zwar ist die Planung in der Regel nicht zeit-
kritisch, wie es u.a. beim Sto¨rungsmanagement eines Verkehrsunternehmens wa¨hrend
der Planausfu¨hrung der Fall ist (siehe z.B. [Cadarso et al., 2013]). Bei ku¨rzeren Re-
chenzeiten ko¨nnen zur Planungsunterstu¨tzung aber mehr Vorschla¨ge mit z.B. unter-
schiedlich gewichteten oder unterschiedlich einbezogenen Kosten berechnet werden.
Neu entwickelte Ansa¨tze sollten also die zum Lo¨sen der Planungsprobleme notwen-
dige Rechenzeit verku¨rzen. Dabei kann soweit mo¨glich auch auf bereits vorhandene
(Teil-)Pla¨ne zuru¨ckgegriffen werden (P5).
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Des weiteren wird bei numerischen Tests der in der Literatur beschriebenen Ansa¨tze
mit Beru¨cksichtigung von A¨hnlichkeitszielen zwar oftmals der Anteil der (un)regel-
ma¨ßigen Fahrten in den berechneten Szenarien aufgefu¨hrt (P6), die Verteilung der
Fahrten u¨ber den Planungszeitraum wird aber nicht dargestellt (G6). Eine solche
Darstellung ko¨nnte bei der Beurteilung der Lo¨sungsansa¨tze verwendet werden. So
ließe sich einscha¨tzen, ob ein Ansatz eher dafu¨r geeignet ist, mit (mehreren) zeitlich
begrenzten Unregelma¨ßigkeiten in den Planungsproblemen umzugehen, oder eher mit
Unregelma¨ßigkeiten, die u¨ber den gesamten Planungszeitraum verteilt sind. Fu¨r neu
entwickelte Ansa¨tze sollte also auch die Verteilung der Unregelma¨ßigkeiten in den
Planungsproblemen aufgefu¨hrt werden.
Handlungsbedarf II – Vergleich von Basiskonzepten zur Ressourceneinsatz-
planung mit A¨hnlichkeitszielen
Neben Potenzialen und Grenzen lassen sich aus den bestehenden Ansa¨tzen zur Res-
sourceneinsatzplanung mit Beru¨cksichtigung von A¨hnlichkeitsaspekten zwei Basis-
konzepte fu¨r eine Umlauf- und Dienstplanung mit A¨hnlichkeitszielen fu¨r mehrere
Tage ableiten. Die bestehenden Ansa¨tze mit Beru¨cksichtigung von A¨hnlichkeitsa-
spekten wurden bei ihrer Vorstellung in Abschnitt 4.3 in zwei Kategorien eingeteilt:
Referenzplan- und Regelma¨ßigkeits-Ansa¨tze. Dabei unterscheiden sie sich in der An-
zahl der Fahrpla¨ne, die gleichzeitig beru¨cksichtigt werden sollen und der Nutzung
von Referenzdaten. Abbildung 5.1 stellt die beiden abgeleiteten Basiskonzepte sche-
matisch da.
• Bei einer tageweisen A¨hnlichkeit mit einem Referenzplan sind fu¨r das Pla-
nungsproblem eines Tages die regelma¨ßigen Fahrten/Aufgaben, sowie die un-
regelma¨ßigen Fahrten/Aufgaben des Tages und ein Referenzplan gegeben. Ziel
eines solchen Ansatzes ist es dann, pro Tag einen Plan zu erstellen, der a¨hnlich
zur gegebenen Referenz ist.
• Bei einer tagesu¨bergreifenden A¨hnlichkeit durch regelma¨ßige Muster sind die re-
gelma¨ßigen und unregelma¨ßigen Fahrten/Aufgaben aller beru¨cksichtigten Tage
gegeben. Ziel eines solchen Ansatzes ist es, (Fahrten-)Muster zu finden, die in
Pla¨nen von verschiedenen Tagen genutzt werden ko¨nnen. Das Ziel sind also
a¨hnliche Pla¨ne durch sich wiederholende Muster.
Der Vorteil einer tageweisen Ressourceneinsatzplanung mit A¨hnlichkeitszielen u¨ber
einen Referenzplan besteht darin, dass die Planungsprobleme verschiedener Tage fu¨r
jeden Tag getrennt voneinander gelo¨st werden ko¨nnen. Die Problemkomplexita¨t wird







































Abbildung 5.1: Tageweise und tagesu¨bergreifende Ressourceneinsatzplanung mit
A¨hnlichkeitszielen
im Vergleich zu klassischen Umlauf- und Dienstplanungsproblemen also nicht zu sehr
erho¨ht. Nachteilig ist, dass bei dieser Planung die A¨hnlichkeit der Pla¨ne vom Refe-
renzplan abha¨ngt.
Die mo¨gliche A¨hnlichkeit wird nicht durch einen Referenzplan eingeschra¨nkt, wenn
die Umlauf- und Dienstplanungsprobleme tagesu¨bergreifend mit einem A¨hnlichkeits-
ziel betrachtet und gleichzeitig gelo¨st werden. Das gleichzeitige Lo¨sen von Planungs-
problemen verschiedener Tage erho¨ht allerdings die Problemkomplexita¨t. Um Vor-
und Nachteile der Konzepte verifizieren zu ko¨nnen, sollten vergleichbare Modelle und
Lo¨sungsansa¨tze fu¨r beide Konzepte entwickelt werden.
Handlungsbedarf III – Schaffung von Voraussetzungen fu¨r den Einsatz einer
Ressourceneinsatzplanung mit A¨hnlichkeitszielen
Damit Konzepte zur Ressourceneinsatzplanung mit A¨hnlichkeitszielen auch praktisch
umsetzbar sind, mu¨ssen zwei Voraussetzungen erfu¨llt sein: Um bei einer Planung mit
A¨hnlichkeitszielen die Planungsprobleme verschiedener Tage (gleichzeitig) lo¨sen zu
ko¨nnen, mu¨ssen Optimierungsverfahren existieren, die zumindest die Planprobleme
eines einzelnen Tages bereits effizient lo¨sen ko¨nnen. Außerdem sind a¨hnlich erstellte
Pla¨ne fu¨r die Praxis nur dann sinnvoll, wenn bei der Planerstellung auch in der Praxis
bestehende Regelungen einbezogen werden ko¨nnen und die Pla¨ne somit direkt fu¨r den
Praxiseinsatz verwendbar sind.
Ein U¨berblick u¨ber die Literatur in den Abschnitten 4.1 und 4.2 zeigt, dass sowohl
einige effiziente Optimierungsmethoden fu¨r die Planung eines einzelnen Tages existie-
ren, als auch unternehmensspezifische Regeln umgesetzt werden ko¨nnen. Dabei liegt
die Vermutung nahe, dass nicht jede Beru¨cksichtigung spezieller unternehmensspezifi-
scher Anforderungen auch vero¨ffentlicht ist. Fu¨r die Lo¨sbarkeit praktischer Problem-
stellungen entscheidend ist neben der Problemgro¨ße (Anzahl Servicefahrten, End-
haltestellen, Depots etc.) aber vor allem die in einem Verkehrsunternehmen durch
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Regeln bestimmte Interaktion zwischen Umla¨ufen und Diensten. Da diese Interak-
tion insbesondere gepra¨gt ist durch die im Unternehmen geltenden Pausenregeln,
Fahrzeugwechsel- und Ablo¨semo¨glichkeiten, sollte die Realisierbarkeit unterschiedli-
cher Auspra¨gungen solcher Regeln verifiziert werden.
Beitra¨ge der Arbeit und Vorgehen in den weiteren Kapiteln
Die zur Erfu¨llung der herausgearbeiteten Handlungsbedarfe notwendigen Schritte
werden nachfolgend aufgeschlu¨sselt. Sie stellen die Teil-Ziele bzw. Beitra¨ge dieser
Arbeit dar.
Als Voraussetzung fu¨r eine praktisch umsetzbare Ressourceneinsatzplanung mit
A¨hnlichkeitszielen, soll Folgendes beigetragen werden, womit die Lo¨sbarkeit praxis-
naher Problemstellungen zur Umlauf- und Dienstplanung verbessert werden kann:
• Schritt 1 (S1 ): Zur praktischen Anwendbarkeit sollen effiziente Verfahren zur
Umlauf- und Dienstbildung in einem Optimierungssystem zur Umlauf- und
Dienstplanung realisiert werden. Dabei soll ein Einblick in den Aufbau eines
solchen Optimierungssystems gegeben werden (siehe Handlungsbedarf III).
• Schritt 2 (S2 ): Die Lo¨sbarkeit praxisnaher Problemstellungen ha¨ngt unter an-
derem davon ab, ob und wie sich unternehmensspezifische Regeln modellieren
lassen. Daher soll die Beru¨cksichtigung spezieller unternehmensspezifischer Re-
geln in effizienten Verfahren zur Umlauf- und Dienstbildung exemplarisch an
einen Modellierungs- und Lo¨sungsansatz gezeigt werden (siehe Handlungsbe-
darf III).
Fu¨r eine Ressourceneinsatzplanung mit A¨hnlichkeitszielen (im O¨PNV) sollen fol-
gende Beitra¨ge geleistet werden:
• Schritt 3 (S3 ): Da die Auffassung von A¨hnlichkeit verschiedener Fahrpla¨ne bzw.
verschiedener Ressourceneinsatzpla¨ne in der Praxis sehr betriebs- und planer-
spezifisch sein kann, sollen allgemeingu¨ltige Mo¨glichkeiten zur Bewertung der
A¨hnlichkeit in Planungsproblemen vorgeschlagen werden. Diese sollen die Pla-
nung durch eine generelle A¨hnlichkeitsbewertung geeignet unterstu¨tzen ko¨nnen
(siehe Handlungsbedarf I).
• Schritt 4 (S4 ): Da fu¨r die Ressourceneinsatzplanung im O¨PNV kein Ansatz
existiert, der kosteneffiziente und a¨hnliche Umlauf- und Dienstpla¨ne fu¨r meh-
rere Tage zum Ziel hat, sollen Modelle und Methoden entwickelt werden, die
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dies beru¨cksichtigen. Dabei soll zusa¨tzlich der Zielkonflikt zwischen Kostenef-
fizienz und A¨hnlichkeit durch Vorgabe von Parametern steuerbar sein (siehe
Handlungsbedarf I).
• Schritt 5 (S5 ): Da zwei grundlegende Konzepte zur Planung mit A¨hnlichkeits-
zielen denkbar sind (tageweise A¨hnlichkeit mit einem Referenzplan und ta-
gesu¨bergreifende A¨hnlichkeit durch sich wiederholende Muster), sollen Modelle
und Lo¨sungsverfahren fu¨r beide Konzepte entwickelt werden, um diese mitein-
ander vergleichen zu ko¨nnen. Dabei soll der Vergleich erfolgen, hinsichtlich ihrer
Eignung kosteneffiziente und a¨hnliche Ressourceneinsatzpla¨ne fu¨r mehrere Tage
zu erstellen und bezu¨glich des notwendigen Rechenaufwands (siehe Handlungs-
bedarf II).
• Schritt 6 (S6 ): Um geeignet vergleichen zu ko¨nnen, sollen die entwickelten
Modelle und Lo¨sungsverfahren zur Planung mit A¨hnlichkeitszielen fu¨r die Vari-
anten der Umlauf- und Dienstplanung in einem Optimierungssystem umgesetzt
werden (siehe Handlungsbedarf I+II).
Aufbau der weiteren Ausarbeitung
Der Aufbau der weiteren Arbeit ist entsprechend der formulierten Schritte wie folgt:
In Teil II der Arbeit werden Schritte S1 und S2 durchgefu¨hrt. Mit der Lo¨sbarkeit von
einzelnen Optimierungsproblemen ohne Beru¨cksichtigung von A¨hnlichkeitsaspekten
wird so die Vorraussetzung fu¨r eine Ressourceneinsatzplanung mit A¨hnlichkeitszielen
geschaffen. Anschließend erfolgen in Teil III konzeptionelle Beitra¨ge zur Ressourcen-
einsatzplanung mit A¨hnlichkeitszielen, die die Schritte S3, S4 und S5 realisieren.
Aufbauend auf den Konzepten, umfasst Teil IV die Realisierung von Schritt S6 und
somit die Einbettung der konzipierten Ansa¨tze in das entwickelte Optimierungssys-
tem zur Umlauf- und Dienstbildung unter Beru¨cksichtigung der unterschiedlichen
Planungsvarianten einer sequenziellen, einer teilintegrierten und einer vollsta¨ndig in-










Optimierungssystem zur Umlauf- und
Dienstplanung
Grundlegende Voraussetzung fu¨r eine fahrplanu¨bergreifende Planung mehrerer Tage
ist die Fa¨higkeit, effizient Problemstellungen zur traditionellen Umlauf- und Dienst-
planung fu¨r einen Tag lo¨sen zu ko¨nnen. In diesem Kapitel wird daher entsprechend
Schritt S1 aus Kapitel 5 das im Rahmen dieser Arbeit entstandene Optimierungssys-
tem zur (traditionellen) Umlauf- und Dienstplanung in seinen Grundzu¨gen erla¨utert.
Die eingesetzen Modelle und Methoden bilden die Basis fu¨r die in den spa¨teren Ka-
piteln vorgeschlagene Ressourceneinsatzplanung mit Einbeziehung von A¨hnlichkeit-
saspekten.
In Abschnitt 6.1 wird zuna¨chst die modelltechnische und methodische Grundlage
fu¨r das entwickelte Optimierungssystem MDIVCS-Opt (Multiple Depot (Integrated)
Vehicle and Crew Scheduling - Optimizer) vorgestellt. Fu¨r weitere Details zu grund-
legend eingesetzten Modellen und Methoden sei auf die Ausfu¨hrungen in [Steinzen,
2007], [Steinzen et al., 2010] und [Kliewer et al., 2012] verwiesen. Abschnitt 6.2 gibt
einen U¨berblick u¨ber die einzelnen Module des in C# implementierten und mit dem
.NET Framework Version 2.0.5027 SP2 kompilierten Optimierungssystems. Abschnitt
6.3 fasst das Kapitel kurz zusammen.
6.1 Modelltechnische und methodische Grundlage
Mit dem Versta¨ndnis u¨ber eine integrierte Modellierung des Umlauf- und Dienstpla-
nungsproblems und einen integriertem Lo¨sungsansatz lassen sich auch entsprechende
Ansa¨tze zur sequenziellen und teilintegrierten Planung verstehen, da diese als Un-
terprobleme im integrierten Ansatz behandelt werden ko¨nnen. Die grundlegende in-
tegrierte Modellierung und der grundlegende integrierte Lo¨sungsansatz sollen daher
kurz in Abschnitt 6.1.1 und in Abschnitt 6.1.2 vorgestellt werden.
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6.1.1 Modellierung
Zur Fundierung des Versta¨ndnisses wird zuna¨chst der Modellierungsansatz zur in-
tegrierten Umlauf- und Dienstplanung von [Gintner, 2008] genauer erla¨utert, auf
welchem diese Arbeit in Teilen aufbaut. Der Ansatz basiert auf einer Formulierung
des Umlaufplanungsproblems als Mehrgu¨ter-Fluss-Problem in einem Time-Space-
Netzwerk, in welchem jede Servicefahrt genau einmal bedient werden muss. Das Um-
laufplanungsproblem wird mit der Dienstplanung gekoppelt, indem verlangt wird,
dass die in der Umlaufplanung genutzten Fahrzeugaktivita¨ten entsprechend von Fah-
rern durchgefu¨hrt werden, d.h. in Diensten enthalten sind. Dabei ist das Dienstpla-
nungsproblem als Set-Partitioning-Problem formuliert, in welchem jede Fahrzeugak-
tivita¨t als Dienstelement von genau einem Dienst abzudecken ist.
Fu¨r eine detaillierte Herleitung des mathematischen Modells aus der Time-Space-
Netzwerk-Formulierung des Umlaufplanungsproblems sei auf [Gintner, 2008] bzw.
[Steinzen, 2007] verwiesen. Die nachfolgende zusammenfassende Darstellung erfolgt
in Anlehnung an [Gintner, 2008] und [Kliewer et al., 2012].
Fu¨r den als Mehrgu¨ter-Fluss-Problem formulierten Umlaufplanungsteil wird fu¨r
jedes Depot (d.h. fu¨r jede Betriebshof-Fahrzeugtyp-Kombination) ein Netzwerk in
einer Netzwerkschicht angelegt. Jedes Netzwerk bzw. jede Schicht entha¨lt mo¨gliche
Fahrzeugaktivita¨ten wie Servicefahrten, Aus- und Einru¨ckfahrten, Verbindungsfahr-
ten und Warten abgebildet als Kanten zwischen Time-Space-Knoten. Jeder Time-
Space-Knoten stellt mo¨gliche Anku¨nfte oder Abfahrten an bzw. von einem bestimm-
ten Ort zu einen bestimmten Zeitpunkt dar. Dabei liegen Knoten mit gleicher Ortsre-
pra¨sentation auf einer gemeinsamen Zeitleiste bzw. Zeitlinie. Die Orte werden je Netz-
werkschicht durch die (End-)Haltestellen und das entsprechende Depot vorgegeben.
Anku¨nfte und Abfahrten an einer Haltestelle bzw. dem Depot werden durch Warte-
kanten miteinander verbunden, die die Wartezeit zwischen den Ereignissen repra¨sen-
tiert. Servicefahrten werden als Servicefahrtkanten abgebildet, die die entsprechende
Abfahrt an der Starthaltestelle der Servicefahrt mit der Ankunft an der Endhaltestelle
der Servicefahrt verbinden. In jeder Netzwerkschicht sind nur die Servicefahrten ab-
gebildet, die von den Fahrzeugen des entsprechendem Depots bedient werden ko¨nnen.
Gruppen kompatibler Servicefahrten an unterschiedlichen Haltestellen werden durch
Kanten miteinander verbunden, die Leerfahrtmo¨glichkeiten repra¨sentieren (Verbin-
dungsfahrtkanten) (siehe z.B. Abbildung 3.1 in Abschnitt 3.1.2 als Beispiel fu¨r eine
solche Netzwerkrepra¨sentation). Je Netzwerkschicht werden mo¨gliche Fahrten vom
bzw. zum Depot durch Aus- und Einru¨ckkanten abgebildet. Ausru¨ckkanten verbinden
Abfahrten von der jeweiligen Depot-Zeitlinie mit den Startpunkten der Servicefahr-
6.1 Modelltechnische und methodische Grundlage 103
ten. Einru¨ckkanten verbinden die Endpunkte der Servicefahrten mit entsprechenden
Anku¨nften an der jeweiligen Depot-Zeitlinie.
Der letzte Knoten jeder Depot-Zeitlinie wird jeweils durch eine Zirkulationsfluss-
kante mit dem ersten Knoten auf dieser Zeitline verbunden. In diesem gerichteten
azyklischem Time-Space-Netzwerk entspricht also jeder Pfad vom ersten bis zum
letzten Knoten auf der Depot-Zeitlinie einem Fahrzeugumlauf.
Kostenwerte auf den Kanten repra¨sentieren fixe Kosten sowie beim Fahrzeugein-
satz anfallende variable Kosten. Dabei werden die fixen Kosten eines Fahrzeugs auf
der Zirkulationsflusskante abgebildet. Die anderen Kanten erhalten Werte fu¨r die va-
riablen Kosten, die von der operativen Einsatzzeit eines Fahrzeugs und/oder von den
zu leistenden Fahrt-Kilometern abha¨ngen.
Die in den Netzwerken durch Kanten repra¨sentierten Aktivita¨ten der Fahrzeuge be-
schreiben gleichzeitig Teile des Dienstplanungsproblems. So ist fu¨r jede Fahrzeugak-
tivita¨t außerhalb des Depots ein Fahrer notwendig, der diese Aktivita¨t bedient.
Das integrierte Modell zur Umlauf- und Dienstplanung kann fu¨r die Annahmen
aus Abschnitt 4.1.4 mathematisch wie folgt beschrieben werden. Sei D = {1, 2, ...,m}
die Menge aller Depots und sei T = {1, 2, ..., n} die Menge aller zu bedienenden
Servicefahrten eines Tages. Die Menge der Servicefahrten, die von Fahrzeugen aus
Depot d ∈ D durchgefu¨hrt werden ko¨nnen, sei durch T d definiert. Fu¨r jedes Depot d
wird ein Umlaufplanungsnetzwerk Gd = (Nd, Ad) definiert, das wie oben beschrieben
aufgebaut ist und die Knotenmenge Nd und die Kantenmenge Ad entha¨lt. Die Men-
ge aller Kanten, die Aktivita¨ten darstellen, die sowohl ein Fahrzeug als auch einen
Fahrer erfordern, sei durch A˜d ⊂ Ad definiert. A˜d umfasst also alle Kanten außer
den Wartekanten auf der Zeitlinie eines Depots d und der Zirkulationsflusskante. Sei
Ad(t) : T → Ad eine Funktion, die fu¨r Servicefahrt t ∈ T und Depot d ∈ D die
zugeho¨rige Servicefahrtkante (i, j) ∈ Ad liefert. Kann t nicht aus Depot d bedient
werden, dann ist Ad(t) = ∅.
Jeder Kante (i, j) ∈ Ad werden Fahrzeugkosten cdij zugeordnet. Wenn (i, j) die
Zirkulationsflusskante ist, erha¨lt sie fixe Fahrzeugkosten, die bei einem Einsatz ei-
nes Fahrzeuges aus Depot d anfallen. Alle anderen Kanten (i, j) erhalten variable
Fahrzeugkosten, die sich aus Fahr- oder Wartezeit der durch die jeweilige Kante
beschriebenen Aktivita¨t ableiten. Die maximale Flusskapazita¨t udij auf einer Kante
(i, j) ∈ Ad wird in der Grundversion fu¨r alle Aus-/Einru¨ckfahrtkanten und Service-
fahrtkanten auf 1 gesetzt und entspricht fu¨r alle anderen Kanten der maximal pro
Depot d verfu¨gbaren Fahrzeuganzahl ud.
Zusa¨tzlich werden zwei verschiedene Arten von Entscheidungsvariablen definiert:
Flussvariablen und Dienstvariablen. Ganzzahlige Flussvariablen ydij fu¨r jede Kante
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(i, j) ∈ Ad geben an, inwiefern ein Fluss u¨ber Kante (i, j) verla¨uft. Dabei entspricht
jede Flusseinheit einem Fahrzeug, dass die durch Kante (i, j) beschriebene Aktivita¨t
ausfu¨hrt. Bina¨re Entscheidungsvariablen xdk mit k ∈ Kd und zugeho¨rigen Kosten fdk
geben an, ob Dienst k fu¨r Depot d ∈ D ausgewa¨hlt wird oder nicht. Dabei sei Kd die
Menge aller gu¨ltigen Dienste, die von Depot d aus durchgefu¨hrt werden ko¨nnen. Des
Weiteren sei Kd(i, j) ⊂ Kd die Menge aller Dienste, die das Dienstelement enthalten,
das durch Kante (i, j) ∈ A˜d beschrieben ist. Das integrierte Umlauf- und Dienstpla-
nungsproblem mit mehreren Depots (engl. multiple-depot integrated vehicle and crew
























ydij = 0 ∀d ∈ D,∀i ∈ Nd (6.3)∑
k∈Kd(i,j)
xdk − ydij = 0 ∀d ∈ D,∀(i, j) ∈ A˜d (6.4)
0 ≤ ydij ≤ udij, ydij ∈ N ∀d ∈ D,∀(i, j) ∈ Ad (6.5)
xdk ∈ {0, 1} ∀d ∈ D,∀k ∈ Kd (6.6)
Mit der Zielfunktion (6.1) werden die Fahrzeug- und Dienstkosten minimiert. Die
Nebenbedingungen (6.2)-(6.3) entsprechen der Mehrgu¨ter-Fluss-Formulierung fu¨r das
Umlaufplanungsproblem und stellen einen gu¨ltigen Umlaufplan sicher. Dabei garan-
tieren die Nebenbedingungen (6.2), dass jede Fahrgastfahrt von genau einem Fahrzeug
aus einem Depot bedient wird. Die Nebenbedingungen (6.3) stellen sicher, dass an je-
dem Knoten Flusserhaltung gilt. Fu¨r die korrekte Kopplung von Umlauf- und Dienst-
plan sorgen Nebenbedingungen (6.4): Fu¨r jede Kante, die von einem Fahrzeug(fluss)
abgedeckt wird, muss das zugeho¨rige Dienstelement in ebenso vielen Diensten ent-
halten sein. Dabei mu¨ssen die Dienste dem Depot zugeordnet sein, aus dem auch
das jeweilige Fahrzeug stammt. Durch Nebenbedingungen (6.5) wird das maximale
Flussvolumen auf den Kanten eingehalten.
Jede zula¨ssige Lo¨sung fu¨r das MD-IVCSP besteht aus einer Flusslo¨sung auf den
Umlaufplanungsnetzwerken und einer dazu passenden Menge ausgewa¨hlter Dienste.
Dabei repra¨sentiert eine Lo¨sung der Mehrgu¨ter-Fluss-Formulierung (6.2)-(6.3) meh-
rere gu¨ltige bestmo¨gliche Umlaufpla¨ne. Um aus der Flusslo¨sung einen Umlaufplan
zu erhalten, muss die Lo¨sung so in Pfade zerlegt werden, dass jeder Pfad einem
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Fahrzeugumlauf entspricht. Dabei ist zu beachten, dass diese Pfade aufgrund der
Time-Space-Formulierung nicht zwangsla¨ufig disjunkt sind, und daher gemeinsame
Knoten und/oder Kanten enthalten ko¨nnen. [Gintner, 2008] leitet daher durch eine
geeignete Dekomposition des Netzwerkflusses einen eindeutigen Umlaufplan ab, der
zum gefundenen Dienstplan kompatibel ist.
6.1.2 Lo¨sungsansatz
Als Lo¨sungsansatz fu¨r Modell (6.1)-(6.6) (MD-IVCSP) schlagen [Gintner, 2008] und
[Steinzen, 2007] basierend auf den U¨berlegungen von [Freling, 1997] und [Huisman,
2004] ein zwei-phasiges Vorgehen vor. Dabei wird Column Generation und Lagrange-
Relaxation kombiniert. Algorithmus 6.1.1 fasst das vorgeschlagene Vorgehen beim
Lo¨sen von Modell MD-IVCSP zusammen. Fu¨r Details zu den in den einzelnen Schrit-
ten verwendeten Verfahren sei auf [Gintner, 2008] und [Steinzen, 2007] verwiesen. Eine
kurze Darstellung erfolgt in Anlehnung an die beiden Autoren, sowie die Ausfu¨hrun-
gen in [Kliewer et al., 2012].
Um fu¨r das Column Generation-Verfahren eine initiale Spaltenmenge zu erzeugen,
wird zuna¨chst sequenziell eine Lo¨sung fu¨r das gegebene Umlauf- und Dienstplanungs-
problem bestimmt (Schritt 1). Das Mehrdepot-Umlaufplanungsproblem (MDVSP)
wird mit Hilfe eines Standard-MIP-Solvers gelo¨st. Fu¨r die so pro Depot(-Fahrzeugtyp-
Kombination) bestimmten Umlaufpla¨ne werden anschließend entsprechende Dienst-
planungsprobleme (CSP) gelo¨st, ebenfalls mit einem Column Generation-Verfahren.
Die erste Phase des Algorithmus, der Hauptteil des Lo¨sungsverfahrens, besteht
darin, eine untere Schranke zur optimalen Lo¨sung durch Kombination von Column
Generation und Lagrange-Relaxation zu berechnen (Schritt 2-5). Dazu werden im Mo-
dell MD-IVCSP Kopplungsbedingungen (6.4), sowie Fahrtenabdeckungsbedingungen
(6.2) relaxiert und mit einem Lagrange-Multiplikator gewichtet in die Zielfunkti-
on aufgenommen. Dadurch zerfa¨llt das urspru¨ngliche Problem in zwei Teile: einen
Umlaufplanungsteil, in welchem je Depot ein Eindepot-Umlaufplanungsproblem in
polynomieller Zeit gelo¨st werden kann, sowie einen einfach zu lo¨senden Dienstpla-
nungsteil, in welchem jeder Dienst mit negativen reduzierten Kosten in die Lo¨sung
gewa¨hlt werden kann. Umlaufplanungs- und Dienstplanungsteil sind dadurch mitein-
ander verbunden, dass inkompatible Umlauf- und Dienstplanungslo¨sungen in der Ziel-
funktion entsprechend durch die jeweiligen Lagrange-Multiplikatoren bestraft wer-
den. Zur Bestimmung der bestmo¨glichen Lagrange-Multiplikatoren/Dualwerte fu¨r die
aktuelle Spaltenmenge wird das mit assoziierte Lagrange-Duale-Problem mit einem
Subgradienten-Verfahren gelo¨st (vgl. Abschnitt 3.2.1). Dabei werden die Multiplika-
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Algorithmus 6.1.1 : Lo¨sungsschema fu¨r Modell MD-IVCSP (6.1)-(6.6)
(Schritt 1) Initialisierung
Lo¨se MDVSP und danach CSP fu¨r jede
Depot-Fahrzeugtyp-Kombination.
Nimm Dienste aus CSP Lo¨sung als initiale Spaltenmenge K ′.
Setze i = 0.
(Schritt 2) Lo¨se (beschra¨nktes) Master-Problem
Lo¨se Lagrange-Dual-Problem mit aktueller Spaltenmenge K ′.
Speichere untere Schranke zLB fu¨r aktuelle Spaltenmenge und
Dualwerte.
(Schritt 3) Lo¨se Pricing-Problem
Erstelle neue Spalten/Dienste K ′′ mit negativen
reduzierten Kosten.
Falls |K ′′| = 0 gehe zu Schritt 6.
(Schritt 4) Fu¨hre Spaltenmanagement durch
Fu¨ge neue Spalten zum Master hinzu: K ′ := K ′ ∪K ′′.
Falls |K ′| ≥ Kmax lo¨sche Spalten mit hohen positiven
reduzierten Kosten von K ′.
(Schritt 5) Pru¨fe Abbruchkriterien
Gehe zu Schritt 6, falls eins folgender Kriterien erfu¨llt ist:
i ≥ imax
Keine signifikante Verbesserung von zLB
Andernfalls setze i = i + 1 und gehe zu Schritt 2.
(Schritt 6) Bestimme eine zula¨ssige Lo¨sung
Erstelle zula¨ssigen Umlauf- und Dienstplan mit einer
Lagrange-Heuristik.
toren in der ersten Column Generation-Iteration mit Null initialisiert und ansonsten
mit den Werten aus der vorherigen Iteration.
Zur Verbesserung der unteren Schranke werden mit Hilfe der Dualwerte im Pricing-
Problem neue Spalten bzw. Dienste gesucht. Diese werden durch Lo¨sen von res-
sourcenbeschra¨nkten Ku¨rzeste-Wege-Problemen in Dienstgenerierungsnetzwerken be-
stimmt. [Steinzen, 2007] bzw. [Steinzen et al., 2010] verwenden dazu ein zweigeteiltes
Pricing-Verfahren, in welchem zuna¨chst Dienststu¨cke generiert werden, die dann als
Elemente in den Netzwerken zur Diensterstellung genutzt werden.
In der zweiten Phase wird mit Hilfe einer Lagrange-Heuristik eine zula¨ssige Lo¨sung
bestimmt (Schritt 6). Die Heuristik geht a¨hnlich einer sequenziellen Planung von
Umla¨ufen und Diensten vor. Zuna¨chst werden nur noch Kopplungsbedingungen (6.4)
von Modell MD-IVCSP Lagrange-relaxiert. Im Gegensatz zur ersten Phase entspricht
das Umlaufplanungsunterproblem keinem einfach zu lo¨sendem Eindepot-Umlaufpla-
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nungsproblem mehr, sondern einem Mehrdepot-Umlaufplanungsproblem. Das La-
grange-Duale-Problem wird wie in der ersten Phase mit einem Subgradienten-Ver-
fahren gelo¨st, mit dem Unterschied, dass eben pro Iteration statt mehrerer SDVSPs
ein MDVSP gelo¨st werden muss. Die Konvergenz des Verfahrens kann aber dadurch
verbessert werden, dass das Subgradienten-Verfahren mit den zuletzt in der ersten
Phase berechneten Lagrange-Multiplikatoren initialisiert wird. Zu den (in jeder Ite-
ration) berechneten zula¨ssigen Umlaufpla¨nen ko¨nnen dann sequenziell Dienstpla¨ne
durch Lo¨sen der entsprechenden Dienstplanungsprobleme bestimmt werden. Nach
Beendigung des Subgradienten-Verfahrens wird dann fu¨r eine bestimmte Anzahl der
zuletzt berechneten Umlaufpla¨ne ein zula¨ssiger und kompatibler Dienstplan berech-
net. Die kostenbewertungsma¨ßig beste Kombination aus Umlaufplan und Dienstplan
bildet schließlich die finale Lo¨sung des urspru¨nglich gegebenen integrierten Umlauf-
und Dienstplanungsproblems. Statt basierend auf Umlaufpla¨nen, ko¨nnen die Dienst-
pla¨ne auch zu den Flusslo¨sungen des Mehrdepot-Umlaufplanungsproblems ermittelt
werden. Eine solche teilintegrierte Vorgehensweise im Sinne von [Gintner, 2008] (sie-
he auch Abschnitt 4.1.3) fu¨hrt nach [Gintner, 2008] und [Steinzen, 2007] zu einer
besseren Lo¨sungsqualita¨t im Vergleich zu einer sequenziellen Planung.
6.2 Basis-Column-Generation-Framework
Mit den modelltechnischen und methodischen Grundlagen aus Abschnitt 6.1 im Hin-
tergrund la¨sst sich ein flexibles Optimierungssytem fu¨r verschiedene Fragestellungen
der Umlauf- und Dienstplanung entwickeln. Abbildung 6.1 fasst die einzelnen Mo-
dule des entstandenen Optimierungssystems schematisch zusammen. Den Input des
Systems bilden der Fahrplan eines bestimmten Betriebstages, u.a. mit seinen zu be-
dienenden Servicefahrten, mo¨glichen Ablo¨sepunkten und Pausenorten, sowie der bei
der Dienstbildung zu beru¨cksichtigende Regelmenge, die neben den den Dienstplan
betreffenden Regeln gro¨ßtenteils u¨ber eine Vielzahl von Parametern je Diensttyp-
Schichttyp-Kombination u¨bergeben wird. Als Output soll ein Umlaufplan und ein
dazu kompatibler Dienstplan ermittelt werden.
Abha¨ngig von der ausgewa¨hlten bzw. der wa¨hrend des Lo¨sungsverlaufs genutzten
Planungsmethode werden die Modelle zur Umlauf- und Dienstplanung aufgestellt.
Ausgangspunkt dafu¨r ist die entsprechende Netzwerkrepra¨sentation des Umlaufpla-
nungsproblems, von der sich Aufgaben fu¨r das Dienstplanungsproblem ableiten lassen.
Abschnitt 6.2.1 geht auf einige Details zur Netzwerkmodellierung bei Umla¨ufen und
bei Diensten ein.


























































Abbildung 6.1: Schematische U¨bersicht u¨ber MDIVCS-Opt als Beispiel fu¨r ein Sys-
tem zur Umlauf- und Dienstplanoptimierung
Da die Anzahl mo¨glicher Umla¨ufe und mo¨glicher Dienste schon fu¨r kleine Problem-
stellungen zu groß ist, um alle mo¨glichen zu enumerieren, werden die Problemstellun-
gen mit Hilfe von Column Generation gelo¨st, wodurch implizit alle mo¨glichen Dienste
(und gegebenenfalls auch alle Umla¨ufe) beru¨cksichtigt werden ko¨nnen. Dabei ko¨nnen
neben LP-relaxierten Problemstellungen, auch Lagrange-relaxierte Formulierungen
gelo¨st werden, z.B. bei integrierten Planungsproblemen. Abschnitt 6.2.2 beschreibt
das Solver-Modul fu¨r (beschra¨nkte) Master-Probleme im Hinblick auf die Lo¨sung von
Lagrange-relaxierten Problemstellungen. Das fu¨r das (beschra¨nkte) Master-Problem
notwendige Spaltenmanagement wird in Abschnitt 6.2.3 u¨berblicksartig dargestellt.
Unterschiedliche Pricing-Probleme werden durch den RCSP-Solver gelo¨st, dessen
grundlegende Funktionsweise in Abschnitt 6.2.4 zusammengefasst erla¨utert wird. Da-
bei wird das Lo¨sen der Pricing-Probleme im Pricing-Management koordiniert, wozu
in Abschnitt 6.2.5 einige Funktionalita¨ten beschrieben sind.
Wie generell zur gegebenen Problemstellung ganzzahlige bzw. zula¨ssige Umlauf-
und Dienstpla¨ne ermittelt werden, wird in Abschnitt 6.2.6 kurz dargestellt.
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6.2.1 Netzwerkrepra¨sentation der zu planenden Ressourcen
Umla¨ufe sind durch Flu¨sse/Pfade in einem Time-Space-Netzwerk definiert, welches
basierend auf Fahrten aufgebaut ist (vgl. Abschnitt 6.1.1). Dienste sind ebenfalls als
Pfade in einer Time-Space-Netzwerkstruktur abgebildet. Statt auf Fahrten basieren
hier die Netzwerkkomponenten auf Dienstelement-Abschnitten, also auf allen mo¨gli-
chen von einem Fahrer zu leistenden Aufgaben, die sich aus Aktivita¨ten mit einem
Fahrzeug ergeben (vgl. dazu die Definitionen aus Abschnitt 2.1.2).
Fahrten-basierte Time-Space-Netzwerke fu¨r Umla¨ufe
Die Definition des Umlaufplanungsproblems als Mehr-Gu¨ter-Minimaler-Kostenfluss-
Problem auf einem TSN hat den Vorteil, dass eine Flusslo¨sung implizit mehrere Um-
laufpla¨ne liefert. So kann ein finaler Umlaufplan nach Kriterien gewa¨hlt werden, die
am besten zu einem ermittelten Dienstplan passen. Dies kann unter anderem bei
der in dieser Arbeit untersuchten Beru¨cksichtigung von A¨hnlichkeitsaspekten in der
(Umlauf- und Dienst-)Planung sinnvoll sein, wenn aus einer Menge kostentechnisch
gleichwertiger Pla¨ne ein Plan mit besonders guten A¨hnlichkeitseigenschaften identi-
fiziert werden sollte. Dieser Gedanke wird in den spa¨teren Kapiteln 10, 11 und 12
detailliert aufgegriffen.
In der Netzwerkrepra¨sentation des Umlaufplanungsproblems sind bei erweiterten
Problemstellungen im Vergleich zur in Abschnitt 6.1.1 beschriebenen Grundversion
einige A¨nderungen notwendig. Einige wesentliche werden im Folgenden kurz vorge-
stellt.
Kantenkapazita¨ten. In der Grundversion betra¨gt die maximale Flusskapazita¨t udij
auf einer Kante (i, j) ∈ Ad fu¨r Servicefahrt- und Aus- bzw. Einru¨ckkanten 1. Diese
Kapazita¨tsbeschra¨nkung gilt nur, falls pro Endhaltestelle und Zeitpunkt maximal ei-
ne Servicefahrt starten kann. Im allgemeinen Fall ko¨nnen an der gleichen Haltestelle
mehrere Servicefahrten zum gleichen Zeitpunkt starten. Daher wird die Flusskapa-
zita¨t einer Ausru¨ckkante auf die Anzahl der vom Endknoten der Kante ausgehenden
Servicefahrten gesetzt. Analoges gilt fu¨r Einru¨ckkanten.
Zeitintervallabha¨ngige Kosten. Die Dauer fu¨r die Ausfu¨hrung von Leerfahrten
(Ausru¨cken, Einru¨cken, Verbindungsfahrt) kann tageszeitabha¨ngig sein, insbesonde-
re bedingt durch das Verkehrsaufkommen. Zu Tageszeiten mit hohem Verkehrsauf-
kommen sollten la¨ngere Zeiten bzw. ho¨here Kosten fu¨r die Durchfu¨hrung einer Leer-
fahrt eingeplant werden, als zu Tageszeiten mit niedrigerem Verkehrsaufkommen. Im
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Netzwerkmodell ko¨nnen also z.B. zwei mit kurzen Abstand nacheinander endende
Servicefahrten an einer Haltestelle nicht immer aggregiert u¨ber eine Verbindungs-
kante mit startenden Servicefahrten an einer anderen Haltestelle verbunden werden.
Vielmehr muss bei Gruppen miteinander verknu¨pfbarer Fahrten fu¨r jedes Zeitinter-
vall gepru¨ft werden, ob eine zusa¨tzliche Verbindungskante eingefu¨gt werden muss. So
wird der Vorteil einer TSN-Modellierung vergleichsweise sehr wenige Leerfahrtskan-
ten im Modell betrachten zu mu¨ssen, ein wenig eingeschra¨nkt. Abbildung 6.2 gibt
ein Beispiel fu¨r die Verknu¨pfung zwischen kompatiblen Servicefahrten zweier Halte-
stellen, bei denen die Verknu¨pfung u¨ber Verbindungsfahrten unterschiedlicher La¨nge
realisiert wird, um unterschiedliche fu¨r die Dienstplanung relevante Zeiten abbilden
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Abbildung 6.2: Durch unterschiedliche tageszeitabha¨ngige Leerfahrten notwendige
zusa¨tzliche Modellierung von Verbindungskanten im Vergleich zu ei-
ner Modellierung mit identischen Leerfahrtszeiten
Verku¨rzung bei Mindestwendezeiten. Bei der Bedienung von Servicefahrten ko¨n-
nen bestimmte Mindest-Aufenthaltszeiten an der Endhaltestelle nach Beendigung
der Servicefahrt gefordert sein (siehe Layover time, Abschnitt 4.2.1). Diese Mindest-
Aufenthaltszeit muss nicht zwangsla¨ufig eingehalten werden, wenn das Fahrzeug nach
Bedienung der Fahrt ins Depot einru¨cken soll. Im Netzwerkmodell sind die Service-
fahrten abgebildet mit ihrer urspru¨nglichen Dauer zuzu¨glich einer Mindest-Aufent-
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haltszeit nach Beendigung der Fahrt. Die Dauer der mit dem Ende der Service-
fahrt assoziierte Pull-In-/Einru¨ckfahrt-Kante wird dementsprechend um die Mindest-
Aufenthaltszeit der Servicefahrt reduziert. Analog kann auch eine Mindest-Aufent-
haltszeit vor Beginn der Fahrt gelten.
Dienstelement-Abschnitt basierte Time-Space-Dienstgenerierungsnetzwerke
mit (virtuellen) Ebenen
Analog zur Netzwerkrepra¨sentation von Umla¨ufen basierend auf Fahrten sind die
Netzwerkmodelle zur Dienstgenerierung basierend auf aus Fahrten ableitbaren Auf-
gaben aufgebaut. [Kliewer et al., 2012] zeigen, dass es bei gro¨ßeren Planungspro-
blemen sinnvoll sein kann, zur Dienstgenerierung Netzwerkmodelle zu verwenden,
die auf einzelnen Aufgaben bzw. Dienstelementen statt auf Dienststu¨cken basieren.
So kann durch den Einsatz von heuristischen Techniken die Rechenzeit zum Lo¨sen
der assoziierten ressourcenbeschra¨nkten Ku¨rzeste-Wege-Probleme reduziert werden,
ohne dass im Vergleich zu einer zweigeteilten Dienstgenerierung (d.h. erst werden
Dienststu¨cke erstellt, darauf aufbauend dann Dienste) relevant von der erreichbaren
Lo¨sungsqualita¨t abgewichen wird.
Außerdem kann eine Diensterstellung basierend auf Dienstelementen statt auf Basis
von Dienststu¨cken vorteilhaft fu¨r eine Beru¨cksichtigung von A¨hnlichkeitsaspekten
sein: Wenn fu¨r die Planungsprobleme unterschiedlicher Tage die Dienste so erstellt
werden sollen, dass verschiedene Dienste a¨hnliche Aufgabensequenzen enthalten, kann
dies kleinschrittiger in Dienstelement-basierten Netzwerken realisiert werden, statt
einer zweischrittigen Betrachtung von Sequenzen zuna¨chst nur in Dienststu¨cken und
erst in einem zweiten Schritt beim Bilden der Dienste.
Zur Dienstgenerierung werden daher Netzwerkmodelle genutzt, die aus Dienstele-
ment-Abschnitten aufgebaut sind (Dienstelement-Abschnitte, siehe Abschnitt 2.1.2).
Im Gegensatz zur verwandten Modellierung in [Kliewer et al., 2012], in welcher das
Netzwerk noch in Ebenen aufgeteilt ist, die explizit einzelne mo¨gliche Dienststu¨cke
repra¨sentieren, werden die Ebenen in dieser Modellierung allerdings nur virtuell be-
trachtet. Bei einer Netzwerkmodellierung mit explizit modellierten Ebenen wieder-
holen sich einzelne Netzwerkabschnitte und der Speicherbedarf fu¨r die Netzwerkmo-
delle steigt. Um den Speicherbedarf zu verringern und so mehrere Dienstgenerierun-
gen (auf Mehr-Kern/Thread-Rechnern) gleichzeitig durchfu¨hren zu ko¨nnen, werden
Ebenen daher rein virtuell beim Lo¨sen der mit den Netzerken assoziierten ressour-
cenbeschra¨nkten Ku¨rzeste-Wege-Problemen genutzt. (Teil-)Dienste werden dann je
nach bereits enthaltener Dienststu¨ckanzahl auf unterschiedlichen Ebenen durch das
Netzwerk aufgebaut (siehe auch Abschnitt 6.2.4).
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Dabei besteht in fu¨r jeden Diensttyp bzw. jede Diensttyp-Schichttyp-Kombination
t definierten Dienstgenerierungsnetzwerk Gt = (N t, At) die Knotenmenge N t aus
einem Quellknoten, einem Senkeknoten und Ereignisknoten, die Anfang oder En-
de eines Dienstelement-Abschnittes darstellen. Einige dieser Ereignisknoten stellen
Ablo¨sepunkte fu¨r einen Fahrer dar, abha¨ngig davon, ob die vom Knoten repra¨sen-
tierte Zeit-Ort-Kombination eine Ablo¨semo¨glichkeit bietet. Abschnitt 7.1 greift die
Beru¨cksichtigung von Ablo¨semo¨glichkeiten fu¨r Fahrer in den Modellen zur Dienst-
generierung noch einmal ausfu¨hrlicher auf. Die Kantenmenge At besteht aus vier
Kantentypen: Aufru¨st-, Abru¨st-, Dienstelement-Abschnitt- und Pausenkanten (engl.
sign-on-, sign-off-, task-section-, and break-edges).
• Aufru¨stkanten repra¨sentieren den Beginn eines Dienstes. Sie verbinden den
Quellknoten mit Ereignisknoten, die eine Ablo¨semo¨glichkeit beschreiben.
• Abru¨stkanten bilden analog das Ende eines Dienstes ab. Sie verbinden Ereig-
nisknoten die Ablo¨sepunkte darstellen, mit dem Senkeknoten.
• Dienstelement-Abschnitt-Kanten stellen Aufgaben eines Fahrers auf einem Fahr-
zeug dar. Die Aufgaben ergeben sich aus den Fahrzeugaktivita¨ten (also aus Ser-
vicefahrten und Teilfahrten, Leerfahrten, sowie Warten bzw. Standzeiten). Die
Kanten verbinden die Ereignisknoten miteinander, die Anfang und Ende einer
solchen Aktivita¨t repra¨sentieren.
• Pausenkanten modellieren Pausen zwischen Dienststu¨cken. Da Dienststu¨cke im
Dienstelement-Abschnitt basiertem Netzwerk nur implizit abgebildet sind, ver-
binden die Kanten Ereignisknoten miteinander, die potenziell Ende und Beginn
eines Dienststu¨cks, d.h. Beginn und Ende einer Pause beschreiben ko¨nnen: Pau-
senkanten verbinden die Knoten miteinander, die zeitlich mindestens so weit
auseinander liegen, wie die vom Diensttyp vorgegebene Pausenla¨nge. Zusa¨tz-
lich ko¨nnen auf den Kanten dabei noch Zeiten fu¨r den Transfer eines Fahrers
zu oder von einem bestimmten Ort z.B. per Fußweg oder als Passagier in ei-
nem anderen Fahrzeug beru¨cksichtigt werden. Solche Kanten werden dann als
Transfer- bzw. Transfer-Pausenkanten bezeichnet. Fu¨r Unterschiede in der Mo-
dellierung von Pausen in Abha¨ngigkeit von Fahrzeugwechselmo¨glichkeiten sei
auf die spa¨teren Ausfu¨hrungen in Abschnitt 7.1 verwiesen.
U¨ber die Kanten lassen sich bereits einige Restriktionen, die die Zula¨ssigkeit eines
Dienstes betreffen, strukturell im Netzwerk abbilden. Z.B. lassen sich Zeitfenster fu¨r
Start und Ende eines Dienstes u¨ber Aufru¨st- und Abru¨stkanten zu bzw. von Kno-
ten realisieren, deren Zeitrepra¨sentation im entsprechenden erlaubtem Zeitraum liegt.
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Neben der strukturellen Abbildung von Restriktionen zur Dienstbildung ko¨nnen in
der Regel viele weitere Restriktionen u¨ber Ressourcenverbra¨uche modelliert werden
(vgl. Abschnitt 4.2.1). Tabelle 6.1 fasst die wesentlichen Ressourcenverbra¨uche zu-
sammen, die auf den Kanten der genutzten Dienstgenerierungsnetzwerke abgebildet
sind. Die dadurch formulierten Optimierungsprobleme zur Dienstgenerierung ko¨nnen
dann als ressourcenbeschra¨nkte Ku¨rzeste-Wege-Probleme gelo¨st werden (siehe auch
spa¨ter Abschnitt 6.2.4).
Typ der Kante Kosten AZ LZ DZ WZ #Ser- #Dh #Dienst-
(i, j) ∈ At vice stu¨cke
Aufru¨sten F t + lijv
t lij 0 lij 0 0 0 0
Abru¨sten lijv
t lij 0 lij 0 0 0 1
DA Service lijv
t lij lij lij lot(i, j) 1 0 0
DA Ausru¨cken lijv
t lij lij lij lot(i, j) 0 0 0
DA Einru¨cken lijv
t lij lij lij 0 0 0 0
DA Verb.fahrt lijv
t lij lij lij lot(i, j) 0 1 0
DA Warten lijv
t lij lij lij lij 0 0 0
Pause lijb
t 0 0 lij lij 0 0 1
Pause+Transfer lijb
t t(i, j) 0 lij lij − t(i, j) 0 0 1
+t(i, j)vt
Tabelle 6.1: Generelle Ressourcenverbra¨uche auf den Kanten im Dienstelement-
Abschnitt basierten Time-Space-Dienstgenerierungsnetzwerk
In der tabellarischen U¨bersicht bezeichnet F t die Fixkosten von Diensttyp t, vt
die variablen (Arbeitszeit-)Kosten pro Minute, bt die variablen Pausenzeitkosten pro
Minute und lij die La¨nge bzw. Dauer der Kante (i, j) ∈ At in Minuten. Als auf den
einzelnen Kanten abgebildete Zeiten sind angegeben die Arbeitszeit AZ, die Lenkzeit
LZ, die Dienstdauer bzw. Dienstzeit DZ und evtl. pausenfa¨hige Wendezeiten bzw.
Wartezeiten WZ. Weitere Zeiten auf den Kanten sind gegeben durch die (evtl. pau-
senfa¨higen) Aufenthaltszeiten lot(i, j) am Ende einer Service- oder Leerfahrt zwischen
den Orten, die durch die Knoten i und j repra¨sentiert sind, sowie eine mo¨gliche Trans-
ferzeit t(i, j). Kanten die Dienstelement-Abschnitte repra¨sentieren sind in Tabelle 6.1
mit DA abgeku¨rzt. Damit eine diensttypspezifische Anzahl an minimalen und ma-
ximalen Dienststu¨cken eingehalten werden kann, wird im Modell zur U¨berpru¨fung
dieser Restriktionen eine Ressource #Dienststu¨cke genutzt. Um zu gewa¨hrleisten,
dass nur Dienste mit Dienststu¨cken erstellt werden, in denen mindestens eine Ser-
vicefahrt bedient wird, ist noch eine zusa¨tzliche Ressource #Service zur U¨berpru¨fung
der Servicefahrtenanzahl notwendig. Außerdem sollten in einem Dienst Leerfahrten
bzw. Verbindungsfahrten nur nach Durchfu¨hrung einer Servicefahrt genutzt werden,
um zwei aufeinanderfolgende Leerfahrten beim Erstellen eines Dienstes zu vermei-
den. Statt zwei Leerfahrten zu nutzen, um zu einer Haltestelle zu gelangen, sollte in
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einem Dienst jeweils nur die direkte Verbindung genutzt werden, was den Aufwand
zur Berechnung zula¨ssiger Dienste reduzieren kann; eine Ausnahme bilden dabei die
Leerfahrten von und zu Pausenorten, zwischen denen keine Servicefahrt liegen muss.
Dazu wird die Ressource #Dh eingefu¨gt, mit welcher geza¨hlt werden kann, ob aktu-
ell bereits eine Leerfahrt absolviert ist. Die Tabelle fu¨hrt den Ressourcenverbrauch
fu¨r den generellen Fall von explizit modellierten Pausen durch Pausenkanten auf.
Sind Pausen implizit modelliert, kann z.B. die Dienststu¨ckanzahl nicht mehr u¨ber
Pausenkanten bestimmt werden, sondern muss u¨ber den kumulierten Verbrauch der
Ressource Wartezeit ermittelt werden (siehe auch spa¨ter in Abschnitt 7.1.2).
6.2.2 Lo¨sen von Master-Problemen mit Lagrange-Relaxation
Werden oben beschriebene Netzwerkrepra¨sentationen im Kontext von Column Gene-
ration-Verfahren eingesetzt, sind u.a. auf den Kanten statt der Kostenbewertungen
die reduzierten Kosten zur Bestimmung zielfunktionswertverbessernder Ressourcen-
einsa¨tze abgebildet. Die zur Bestimmung notwendigen Dualwerte werden dann durch
Lo¨sen des entsprechenden (beschra¨nkten) Master-Problems ermittelt. Neben dem
Einsatz von LP-Solvern beim Lo¨sen einer linear relaxierten Formulierung des Master-
Problems, ko¨nnen auch Lagrange-relaxierte Formulierungen gelo¨st werden. Zur Er-
mittlung der Dualwerte/Lagrange-Multiplikatoren wird das entsprechende Lagrange-
Duale-Problem dann mit einem Subgradienten-Verfahren gelo¨st. Fu¨r Details zum
Einsatz eines Subgradienten-Verfahrens sei z.B. auf [Steinzen et al., 2010] verwiesen
und auf die grundlegende Beschreibung in Abschnitt 3.2.1.
Fu¨r die Berechnung mit Hilfe des eingesetzten Subgradienten-Verfahrens muss eine
obere Schranke, also eine zula¨ssige Lo¨sung, bekannt sein. Da die Berechnung einer
oberen Schranke sehr aufwa¨ndig sein kann, wird diese statt fu¨r jede Iteration des
Subgradienten-Verfahrens nur zu wenigen Column Generation Iterationen ermittelt.
Statt statisch in bestimmten Iterationszyklen eine obere Schranke zu berechnen, kann
die Konvergenz des Gesamtverfahrens verbessert werden, wenn die Berechnung dy-
namisch in Abha¨ngigkeit der Berechnung der unteren Schranke erfolgt. Hat sich die
untere Schranke in einer bestimmten Anzahl Iterationen nur zu einem bestimmten
Anteil verbessert, wird versucht, eine neue obere Schranke zu bestimmen. Dies soll-
te allerdings davon abha¨ngig gemacht werden, wie aufwa¨ndig die Berechnung einer
(guten) oberen Schranke ist, da sonst ein mo¨glicher Laufzeitvorteil durch die zur
Berechnung notwendigen Zeit egalisiert wird.
Falls wa¨hrend der Bestimmung einer oberen Schranke Ressourceneinsa¨tze generiert
werden, die nicht Teil des (beschra¨nkten) Master-Problems sind (z.B. Dienste, um
die Kompatibilita¨t zu einem ermittelten Umlaufplan sicherzustellen), werden diese
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als neue Spalten zum (beschra¨nkten) Master-Problem hinzugefu¨gt. Dadurch ist die
obere Schranke gu¨ltig fu¨r die aktuelle Spaltenmenge.
6.2.3 Spalten-Management
Das Spalten-Management verwaltet sowohl die Spalten, die aktuell beim Lo¨sen des
(beschra¨nkten) Master-Problem genutzt werden ko¨nnen, als auch ungenutzte (z.B.
vordefinierte) Spalten in einem sogenannten Column Pool. Auf diesen Pool kann im
Pricing zuru¨ckgegriffen werden (siehe auch Abschnitt 6.2.5).
Die Hauptaufgabe besteht darin, die jeweils im (beschra¨nkten) Master-Problem be-
trachtete Spaltenmenge nicht zu groß werden zu lassen, um eine gute Lo¨sbarkeit der
LP- oder Lagrange-relaxierte Problemstellungen zu ermo¨glichen, d.h. eine Lo¨sung
in mo¨glichst wenig Rechenzeit. So wird ab einer bestimmten Anzahl Spalten, ein
bestimmter Anteil mit hohen reduzierten Kosten aus dem (beschra¨nkten) Master-
Problem entfernt. Dabei werden nur Spalten entfernt, die nicht Bestandteil der aktu-
ell oberen Schranke der Problemstellung ist, sodass Set-Partitioning-Formulierungen
stets lo¨sbar bleiben.
Des weiteren koordiniert das Spalten-Management den Zugriff auf problemspezi-
fische Charakteristika aus der
”
Realwelt“. So wird (u¨ber Spalten-IDs) auf Informa-
tionen zu Spalten zuru¨ckgegriffen, d.h. Diensten (oder auch Umla¨ufen), die nicht im
mathematischen Modell hinterlegt sind. Dies ko¨nnen z.B. bei der Ausgabe des Dienst-
plans beno¨tigte Informationen zu Pausen-, Vor- und Nachbereitungszeiten sein.
6.2.4 Lo¨sen von Column Generation Pricing-Problemen als
ressourcenbeschra¨nkte Ku¨rzeste-Wege- Probleme mit
Dynamischer Programmierung
Die Pricing-Probleme zur Bestimmung neuer Spalten bzw. Ressourceneinsa¨tze sind
wie in Abschnitt 6.2.1 beschrieben als ressourcenbeschra¨nkte Ku¨rzeste-Wege-Probleme
formuliert. Gelo¨st werden diese mit einem Label Setting Algorithmus auf Basis Dy-
namischer Programmierung nach [Desrosiers et al., 1995]. Grundsa¨tzlich werden also
Kosten und Ressourcenverbra¨uche von (Teil-)Pfaden u¨ber die Knoten des Netzwerkes
propagiert, indem sogenannte (nicht dominierte) Label bzw. States genutzt werden.
Diese fassen Informationen u¨ber den bis zu einem Knoten propagierten (Teil-)Pfad zu-
sammen. Da die Anzahl mo¨glicher (Teil-)Pfade zu groß ist, um alle betrachten bzw. im
Speicher abbilden zu ko¨nnen, wird der Algorithmus mit einigen einfachen Beschleuni-
gungstechniken erga¨nzt. Fu¨r Beispiele zu Beschleunigungstechniken sei auf [Steinzen,
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2007] verwiesen. Zwar schra¨nken diese den Suchraum teilweise ku¨nstlich ein, soge-
nanntes Partial Pricing, aber die Ergebnisse zeigen, dass trotz dieser Einschra¨nkun-
gen gute Resultate erzielt werden ko¨nnen.
Eine Beschleunigungstechnik besteht darin, dominierte Label an den Knoten nicht
weiter zu propagieren. Sei l ∈ Li ein Label aus der Menge aller Label an Knoten i,
seien f¯(l) die kumulierten reduzierten Kosten dieses (Teil-)Pfades, sei V die Menge
der betrachteten Ressourcen(verbra¨uche) und beschreibe dv(l) den kumulierten Ver-
brauch des Labels je Ressource v ∈ V . Dann dominiert Label l1 Label l2 mit l1, l2 ∈ Li,
wenn gilt f¯(l1) < f¯(l2) und d




dv(l2) fu¨r alle in den Dominanztest einbezogenen Ressourcen v ∈ V ′ ⊆ V . Sinnvol-
lerweise werden nur die Label miteinander verglichen, die vergleichbare Ressourcen-
einsa¨tze repra¨sentieren, da sonst weniger fortgeschrittene Label/(Teil-)Pfade andere
dominieren ko¨nnten, die bereits einen fast vollsta¨ndigen zula¨ssigen Ressourceneinsatz
beschreiben. Bei Label, die (Teil-)Dienste repra¨sentieren, ko¨nnen dies z.B. diejenigen
sein, die bereits die gleiche an Anzahl Pausen enthalten oder den gleichen Startort
oder andere Kriterien identisch erfu¨llen. Welche Ressourcen geeigneterweise in einen
Dominanztest einbezogen werden sollten, wird in unterschiedlichen Stufen in meh-
reren Dominanztestleveln festgelegt. Unterschiedlich exakte Dominanztestlevel beim
Lo¨sen von integrierten Umlauf- und Dienstplanungsproblemen basierend auf TSN-
Modellen werden z.B. von [Steinzen, 2007] und [Kliewer et al., 2012] beschrieben.
Eine weitere effektive Technik ist, die Anzahl an einem Knoten beru¨cksichtigter
(Teil-)Pfade bzw. States ku¨nstlich zu begrenzen (siehe dazu Ergebnisse bei [Kliewer
et al., 2012]). Dazu werden an jedem Knoten jeweils nur die k ∈ N besten (nicht
dominierten) States betrachtet.
Damit beim Speichern und Weiterleiten der k besten States bzw. Label nicht
nur a¨hnliche Ressourceneinsa¨tze (Dienste oder Umla¨ufe) erstellt werden, kann an
jedem Knoten diversifiziert werden. Dazu werden die Label zuna¨chst mit einem Label
Categorizing-Verfahren an den Knoten gema¨ß ihrer vorher besuchten Kanten ka-
tegorisiert. Gespeichert und weitergeleitet werden dann nicht diejenigen Label mit
den besten reduzierten Kosten, sondern die Anzahl wird gleichma¨ßig u¨ber die ver-
schiedenen Kategorien verteilt. Ein a¨hnliches Verfahren zur Diversifikation wird auch
von [Du¨ck, 2010] eingesetzt. Die Kategorisierung ist zwar vergleichsweise speicher-
intensiv. Die Konvergenz des Column Generation-Verfahrens beim Einsatz heuris-
tischer Lo¨sungstechniken kann dadurch aber so verbessert werden, dass insgesamt
bessere Lo¨sungen erreicht werden ko¨nnen.
Tabelle 6.2 zeigt dies exemplarisch fu¨r eine teilintegrierte Umlauf- und Dienstpla-
nung auf ku¨nstlichen und realen Instanzen. Zur Berechnung wurde ein Sony Vaio
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SVS1513Z9EB genutzt mit Intel Core i7-3632QM @ 2,20 GHz und 8 GB RAM, so-
wie Windows 8 Professional. Diese Rechnerkonfiguration wird auch fu¨r die weiteren
Berechnungen in dieser Arbeit verwendet, sofern nicht explizit eine andere Konfi-
guration angegeben ist. LP-Relaxation und MIP werden mit ILOG Cplex in der
Version 12.2.0.2 gelo¨st, wobei die Interior-Point bzw. Barrier-Methode zur Lo¨sung
der LP-Relaxationen verwendet wird. Soll die LP-Relaxation im Wurzelknoten des
Branch-and-Bound-Baums heuristisch mit Column Generation gelo¨st werden, wird
das Verfahren gestoppt, wenn 1) keine neuen Spalten mit negativen reduzierten Kos-
ten mehr gefunden werden, oder 2) die Verbesserung des Zielfunktionswertes inner-
halb der letzten 15 Iterationen weniger als 0,1% betra¨gt, oder 3) eine Verbesserung des
Zielfunktionswertes mit den neu gefundenen Spalten von weniger als 0,5% erwartet
wird. Im exakten Fall gilt nur Abbruchkriterium 1. In den Pricing-Problemen werden
im exakten Fall an jedem Knoten alle mo¨glichen States betrachtet. Je Diensttyp-
Schichttyp-Depot-Kombinationen werden pro Column Generation Iteration maxi-
mal 20.000 Spalten mit negativen reduzierten Kosten zum (beschra¨nkten) Master-
Problem hinzugefu¨gt. Im heuristischen Fall ist die je Knoten zugelassene State-Anzahl
unterschiedlich begrenzt. Zusa¨tzlich wird im heuristischen Fall das Label Categorizing
statisch und dynamisch eingesetzt. Spalte k in Tabelle 6.2 zeigt die Anzahl erlaub-
ter States pro Knoten in den ressourcenbeschra¨nkten Ku¨rzeste-Wege-Problemen zur
Diensterstellung an, mit k =∞ im exakten Fall. Spalte LC gibt die erste Column Ge-
neration Iteration an, in welcher Label Categorizing eingesetzt wird (– bei einem Wert
gro¨ßer als 1 ist dieser Einsatz dynamisch in Abha¨ngigkeit der Dominanztestlevel; La-
bel Categorizing wird dann im exakten Dominanztestlevel eingesetzt), Spalte #It die
Anzahl beno¨tigter Column Generation-Iterationen bis zur Bestimmung einer ganz-
zahligen Lo¨sung. Des weiteren sind angegeben die Gesamtrechenzeit fu¨r das Lo¨sen
der Pricing-Probleme (Cpu Pr), des Master-Problems (Cpu Ma) und zur Berechnung
einer ganzzahligen Lo¨sung (Cpu IP), sowie die Anzahl erzeugter Spalten (#cols), der
finale Zielfunktionswert der LP-Relaxation bzw. die untere Schranke (LB), der Ziel-
funktionswert der ganzzahligen Lo¨sung (UB) und der prozentuale Unterschied der
ermittelten Lo¨sung im Vergleich zum exakten Fall (∆% ).
Tabelle 6.2 zeigt, dass bei einer heuristischen Lo¨sung der Pricing-Probleme durch
Beschra¨nkung der States-Anzahl in der Regel Ergebnisse erzielt werden ko¨nnen, die
nur gering von optimalen Ergebnissen abweichen. Die Ergebnisse ko¨nnen in ku¨rzerer
Laufzeit ermittelt werden, sodass sich der mit der Beschra¨nkung der States einherge-
hende Sortieraufwand im Pricing insgesamt lohnt. Eine zusa¨tzliche Diversifikation der
beschra¨nkten States im Pricing beno¨tigt zwar zusa¨tzliche Rechenzeit sowohl im Pri-
cing selbst, als auch beim Lo¨sen der (beschra¨nkten) Master-Probleme, da dann mehr
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k LC #It Cpu Pr Cpu Ma Cpu IP #cols LB UB ∆%
Ku¨nstliche Instanz mit 400 Servicefahrten und 979 Aufgaben/Zeilen
∞ − 23 00:00:16 00:00:11 00:00:04 83.766 161.237 161.237 −
400 − 19 00:00:17 00:00:08 00:00:09 80.666 161.237 161.237 +0,000
200 − 17 00:00:12 00:00:06 00:00:04 76.864 161.237 161.237 +0,000
100 − 20 00:00:12 00:00:07 00:00:04 77.852 161.237 161.237 +0,000
50 − 19 00:00:08 00:00:05 00:00:08 65.752 161.237 161.237 +0,000
400 1 16 00:00:14 00:00:05 00:00:04 82.816 161.237 161.237 +0,000
200 1 16 00:00:12 00:00:04 00:00:04 82.816 161.237 161.237 +0,000
100 1 16 00:00:11 00:00:05 00:00:04 82.816 161.237 161.237 +0,000
50 1 16 00:00:12 00:00:07 00:00:04 82.816 161.237 161.237 +0,000
Ku¨nstliche Instanz mit 640 Servicefahrten und 1.456 Aufgaben/Zeilen
∞ − 194 00:15:55 00:24:47 00:00:44 362.933 311.611 311.611 −
400 − 31 00:01:47 00:02:42 00:03:32 229.135 312.003 312.046 +0,001
200 − 29 00:01:07 00:02:47 00:02:31 230.686 312.003 312.021 +0,001
100 − 31 00:00:42 00:03:13 00:01:04 220.317 312.041 312.156 +0,002
50 − 39 00:00:26 00:04:00 00:01:22 191.240 312.103 312.166 +0,002
400 1 32 00:02:54 00:03:27 00:00:48 269.422 311.611 311.611 +0,000
200 1 32 00:02:52 00:03:26 00:00:49 269.422 311.611 311.611 +0,000
100 1 32 00:02:48 00:03:29 00:00:49 269.422 311.611 311.611 +0,000
50 1 32 00:02:46 00:03:36 00:00:49 269.422 311.611 311.611 +0,000
400 27 32 00:02:54 00:03:15 00:00:31 254.751 311.611 311.611 +0,000
200 25 29 00:02:52 00:02:44 00:00:52 263.632 311.611 311.611 +0,000
100 25 29 00:02:07 00:03:02 00:00:27 268.218 311.611 311.611 +0,000
50 34 38 00:02:13 00:03:32 00:00:22 202.709 311.611 311.611 +0,000
Reale Instanz mit 580 Servicefahrten und 1.296 Aufgaben/Zeilen
∞ − 96 00:15:38 00:15:56 00:02:21 572.490 122.731 122.734 −
400 − 25 00:03:43 00:01:43 00:01:01 308.322 123.349 123.364 +0,005
200 − 25 00:01:20 00:01:44 00:00:41 280.070 123.349 123.364 +0,005
100 − 26 00:00:49 00:01:42 00:01:22 286.204 123.349 123.364 +0,005
50 − 34 00:00:22 00:02:11 00:02:12 231.557 123.582 124.704 +0,016
400 1 33 00:05:13 00:03:29 00:01:03 428.176 122.731 122.734 +0,000
200 1 33 00:05:12 00:03:26 00:01:06 428.176 122.731 122.734 +0,000
100 1 33 00:05:02 00:03:59 00:00:55 428.176 122.731 122.734 +0,000
50 1 33 00:05:22 00:03:18 00:01:06 428.176 122.731 122.734 +0,000
400 23 28 00:07:01 00:02:02 00:00:44 330.768 122.731 122.734 +0,000
200 23 30 00:06:05 00:02:16 00:00:48 342.292 122.731 122.734 +0,000
100 22 33 00:06:55 00:03:17 00:01:13 405.089 122.731 122.734 +0,000
50 24 32 00:04:04 00:02:01 00:00:56 361.695 122.731 122.734 +0,000
Tabelle 6.2: Unterschiede von heuristischer Lo¨sung der Pricing-Probleme zu exakter
Lo¨sung
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Spalten erzeugt werden, die zu den Master-Problemen hinzugefu¨gt werden ko¨nnen.
Durch diese Diversifikation kann die Lo¨sungsqualita¨t aber noch weiter verbessert wer-
den. Dabei bleibt die notwendige Rechenzeit (bei Beschra¨nkung auf wenige States)
stabil, da die States-Anzahl bei genutztem Label Categorizing keine feste Grenze
darstellt: Sind an einem Knoten im Netzwerk mehr Kategorien vorhanden, als States
erlaubt sind, wird mindestens der beste State jeder Kategorie im Netzwerk weiter-
propagiert. Einen guten Kompromiss aus Lo¨sungsqualita¨t und beno¨tigter Rechenzeit
bildet dann das Nutzen einer geringen States-Anzahl bei dynamischem Label Cate-
gorizing.
6.2.5 Pricing-Management
Das Pricing-Management koordiniert die Lo¨sung der Pricing-Probleme in unterschied-
licher Weise und tra¨gt insbesondere dazu bei, die zum Lo¨sen der Problemstellung
beno¨tigte Rechenzeit zu verku¨rzen. Einige wesentliche Aufgaben werden im Folgen-
den vorgestellt.
Steuerung der RCSP-Parameter. Beim Lo¨sen der ressourcenbeschra¨nkten Ku¨r-
zeste-Wege-Probleme zur Dienstgenerierung im Column Generation-Pricing wird nicht
der Dienst mit den besten (negativen) reduzierten Kosten gesucht (Dantzig-Pricing),
sondern es werden zur Beschleunigung der Konvergenz des Column Generation-
Verfahrens mehrere sehr gute gesucht (Multiple-Pricing). [Steinzen, 2007] beschreibt
eine vergleichbare Erfahrung, was die Performanz des eingesetzten Column Generation-
Verfahrens betrifft. Dabei bestimmt je Pricing-Problem, d.h. je (Depot-)Diensttyp-
Schichttyp-Kombination unter anderem ein Schwellenwert, welche reduzierten Kosten
ein die Lo¨sung verbessernder Dienst mindestens erreichen muss, um ins beschra¨nkte
Master-Problem aufgenommen zu werden. Der Suchraum wird ausgeweitet, d.h. der
Schwellenwert erho¨ht, wenn fu¨r die Kombination keine Dienste/Spalten mit mindes-
tens solchen negativen Kosten gefunden werden bzw. die Anzahl ermittelter Diens-
te unter einem bestimmten Wert liegen. Weitere Steuerungsmo¨glichkeiten wie z.B.
die Anzahl der maximal in einer Iteration zum beschra¨nkten Master-Problem hin-
zuzufu¨genden Spalten oder die Wahl geeigneter Dominanztestlevel (vgl. Abschnitt
6.2.4) sind z.B. bei [Steinzen, 2007] beschrieben.
Parallelisierung der Bearbeitung. Ressourcenbeschra¨nkte Ku¨rzeste-Wege-Proble-
me zur Bestimmung zula¨ssiger Dienste werden pro (Depot-)Diensttyp-Schichttyp-
Kombination aufgestellt. Da das Lo¨sen der einzelnen ressourcenbeschra¨nkten Ku¨r-
zeste-Wege-Probleme unabha¨ngig voneinander ist, ko¨nnen die Probleme auf Mehr-




























































Reale Instanz 1 Thread 8 Threads
Abbildung 6.3: Reduktion der zur Diensterzeugung notwendigen Rechenzeit durch
paralleles Pricing auf mehreren Threads
Kern/Thread-Rechnern parallel bearbeitet werden. Zur Dienstgenerierung wird dann
pro Kombination ein Thread verwaltet. So kann die beno¨tigte Rechenzeit fu¨r das
Lo¨sen der Pricing-Probleme deutlich verku¨rzt werden.
Abbildung 6.3 veranschaulicht dies anhand von Rechenbeispielen auf der in dieser
Arbeit eingesetzten Rechnerkonfiguration. Exemplarisch werden zu ku¨nstlichen und
realen Instanzen die Gesamtrechenzeiten gegenu¨bergestellt, die fu¨r ein sequenzielles
und ein parallels Pricing beim Lo¨sen der entsprechenden integrierten Umlauf- und
Dienstplanungsprobleme beno¨tigt wurden. Dabei zeigt der Instanzenname die An-
zahl zu verplanender Servicefahrten, die Anzahl Depot-Fahrzeugtypkombinationen
und die Anzahl Diensttyp-Schichttyp-Kombinationen an. Bei der ku¨nstlichen Instanz
100 2 4 sind also beispielsweise 100 Fahrten bei zwei Depots und vier Diensttyp-
Schichttyp-Kombinationen zu verplanen. Fu¨r diese Instanz sind also je Column Ge-
neration Pricing Iteration 2 ∗ 4 = 8 ressourcenbeschra¨nkte Ku¨rzeste-Wege-Probleme
zur Dienstgenerierung zu lo¨sen. Die bei der Berechnung verwendeten Dienst- und
Schichttypen sind abha¨ngig von der Instanz und unterscheiden sich daher in ihren
Auspra¨gungen.
Ansprechen des Column Pools. Statt im Pricing in den Dienstgenerierungsnetz-
werken zula¨ssige Dienste neu zu erstellen, die den Zielfunktionswert verbessern ko¨nnen,
kann auf einen Pool mit bereits erstellten Diensten zuru¨ckgegriffen werden, z.B. von
Planern bereits vordefinierte Dienste. Befinden sich in diesem Pool Dienste mit nega-
tiven reduzierten Kosten, ko¨nnen sie dem beschra¨nkten Master-Problem hinzugefu¨gt
werden (vgl. [Steinzen, 2007]). Abha¨ngig von der Anzahl in einer Iteration u¨bernom-
mener Dienste aus dem Pool, kann dann gegebenenfalls auf eine Generierung neuer
Dienste einer bestimmten (Depot-)Diensttyp-Schichttyp-Kombination verzichtet wer-
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den, falls die zum Lo¨sen von Pricing-Problemen beno¨tigte Laufzeit reduziert werden
soll.
6.2.6 Bestimmung ganzzahliger Lo¨sungen
[Steinzen, 2007] zeigt, dass mit dem Einsatz einer Lagrange-Heuristik fu¨r integrier-
te Problemstellungen, wie sie in Abschnitt 6.1.2 beschrieben ist, bessere Ergebnisse
erreicht werden, als mit verschiedenen getesteten Branching-Strategien zur Bestim-
mung ganzzahliger bzw. zula¨ssiger Lo¨sungen. Bei der verwendeten Lagrange-Heuristik
werden zu den beim Lo¨sen des Lagrange-Dualen-Problems mit einem Subgradienten-
Verfahren zuletzt berechneten zula¨ssigen Umlaufpla¨nen bzw. Umlaufplanungsfluss-
lo¨sungen, zula¨ssige Dienstpla¨ne mit einem Column Generation-Verfahren bestimmt.
In ku¨rzerer Rechenzeit ko¨nnen mehr solcher Lo¨sungen bestimmt werden, wenn
ein zusa¨tzliches heuristisches Abbruchkriterium beim Column Generation-Einsatz
beru¨cksichtigt wird: Auf eine weitere (rechenintensive) Berechnung eines zula¨ssigen
Dienstplans zur aktuellen Umlaufplanungslo¨sung v wird verzichtet, wenn die aktuell
ermittelte untere Schranke LBv zu einem bestimmten Anteil α u¨ber der aktuell be-
kannten besten zula¨ssigen Lo¨sung UB∗ des urspru¨nglichen Problems liegt, also wenn
gilt LBv
UB∗ > 1 + α. Der Anteil kann dabei je Column Generation-Iteration vorgegeben
werden. Die Idee basiert auf der Beobachtung, dass insbesondere bei realen Planungs-
problemen aufgrund restriktiver Dienstregeln mo¨glicherweise keine zula¨ssigen Dienst-
pla¨ne zur aktuellen Umlaufplanungslo¨sung bestimmt werden ko¨nnen. Strafkosten fu¨r
als Initiallo¨sung erstellte unzula¨ssige Dienste werden dann so hoch gesetzt, dass in
der Regel innerhalb der ersten Column Generation Iterationen vorhergesagt werden
kann, ob doch ein zula¨ssiger Dienstplan ermittelt werden kann. Aber auch falls stets
zula¨ssige Pla¨ne bestimmt werden ko¨nnen, la¨sst sich innerhalb der ersten Iterationen
gut abscha¨tzen, ob zur aktuellen Umlaufplanungslo¨sung eine bessere Lo¨sung als die
aktuell bekannte beste gefunden werden kann.
Abbildung 6.4 veranschaulicht die Unterschiede in der Rechenzeit mit und ohne
Nutzen des zusa¨tzlichen heuristischen Abbruchkriteriums auf ku¨nstlichen und realen
Testinstanzen zur integrierten Umlauf- und Dienstplanung, abgeku¨rzt als art und real
unter Angabe der zu bedienenden Servicefahrtenanzahl. Die ermittelten Umlauf- und
Dienstpla¨ne sind dabei je Instanz identisch. Mit den gewa¨hlten Parametereinstellun-
gen werden also keine Lo¨sungen abgeschnitten. In der Lagrange-Heuristik werden
zu den letzten ermittelten 50 Umlaufplanungsflusslo¨sungen geeignete Dienstpla¨ne
erstellt. Terminierungskriterien beim Lo¨sen der jeweiligen (beschra¨nkten) Master-
Probleme mit Column Generation sind: Kein weiteres Auffinden von neuen Spal-
ten/Diensten mit negativen reduzierten Kosten (abgeku¨rzt als No neg rc cols), eine
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Instanz (Rechenzeit ohne,  Rechenzeit mit; je in hh:mm:ss) 
ohne LB/UB-Ratio mit LB/UB-Ratio
Abbildung 6.4: Reduktion der notwendigen Rechenzeit bei der Bestimmung zula¨ssiger
Lo¨sungen fu¨r integrierte Umlauf- und Dienstplanungsprobleme mit
einem zusa¨tzlichen heuristischen Abbruchkriterium LB/UB-Ratio
mo¨gliche Verbesserung des Zielfunktionswertes liegt unter 0,5% (Estimated LB), die
Verbesserung des Zielfunktionswertes innerhalb der letzten 15 Iterationen liegt unter
0,1% (Improvement), sowie der erlaubte Anteil von unterer Schranke zu bisher be-
kannter bester oberer Schranke wird u¨berschritten (LB/UB-Ratio). Dabei entspricht
die aufgefu¨hrte Reihenfolge der Abfragereihenfolge im Verfahren. Fu¨r das Kriterium
LB/UB-Ratio werden folgende Werte αiter in Iteration iter bru¨cksichtigt: α3 = 1, 3;
α5 = 0, 25; α8 = 0, 15; α11 = 0, 10; α14 = 0, 08. Abbildung 6.4 zeigt, dass durch
Nutzen des zusa¨tzlichen Abbruchkriteriums in den jeweiligen Column Generation-
Verfahren, die Rechenzeit drastisch reduziert werden kann. Je o¨fter das Kriterium
greift, desto mehr kann die zur Bestimmung der bestmo¨glichen Lo¨sung notwendigen
Zeit verku¨rzt werden, was insbesondere bei den betrachteten realen Problemstellun-
gen der Fall ist. Durch eine Verscha¨rfung der Heuristik, d.h. durch geringer erlaubte
LB/UB-Anteile, ko¨nnte die Rechenzeit weiter verku¨rzt werden. In durchgefu¨hrten
Experimenten konnte z.B. mit α3 = 0, 4 die Rechenzeit in der Regel noch bis zu 60%
gesenkt werden. Allerdings besteht bei zu scharfen Grenzen die Gefahr darin, auch
die Bestimmung der eigentlich besten Lo¨sung vorzeitig abzubrechen.
Eine alternative Strategie zur Verringerung der notwendigen Rechenzeit kann dann
darin bestehen, die Grenzen sehr scharf zu setzen und die im Lagrange-Verfahren zu-
letzt ermittelten Umlaufplanungslo¨sungen so zu sortieren, dass Lo¨sungen, zu denen
vermutlich ein sehr guter Dienstplan bestimmt werden kann, zuerst zur Dienstplanbe-
rechnung herangezogen werden. Die scharfen Grenzen sorgen dann fu¨r einen vorzeiti-




Dienstpla¨ne ohne dass die Gefahr
besteht, die besten Lo¨sungen nicht bestimmt zu haben. Allerdings ist es schwierig
anhand der Umlaufplanungslo¨sungen direkt die potenzielle Qualita¨t der Dienstpla¨ne
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abzuscha¨tzen. Experimente haben gezeigt, dass die beste Vorhersagemo¨glichkeit darin
besteht, jeweils einige Column Generation-Iterationen zu rechnen. Die modifizierte
Strategie wa¨re aber nur dann vorteilhaft, wenn eine Abscha¨tzung mo¨glichst ohne
Berechnung von Diensten in (einigen wenigen) Column Generation Iterationen aus-
kommt, wenn also stets weniger gerechnet werden muss als mit der urspru¨nglichen
Strategie.
6.3 Zusammenfassung
Dieses Kapitel hat gezeigt, mit welchen Komponenten ein effizientes Optimierungssy-
tem zur Umlauf- und Dienstplanung entwickelt werden kann. Grundlage bilden dabei
Erkenntnisse aus Modellen und Lo¨sungsverfahren fu¨r integrierte Umlauf- und Dienst-
planungsprobleme. So ist die Vorausetzung geschaffen, unterschiedliche Varianten von
Umlauf- und Dienstplanungsproblemen lo¨sen zu ko¨nnen.
Bevor im weiteren Verlauf dieser Arbeit die Frage beantwortet wird, wie A¨hnlich-
keitsaspekte beim Lo¨sen von Umlauf- und Dienstplanungsproblemen geeignet beru¨ck-
sichtigt werden ko¨nnen, sollte zuna¨chst noch untersucht werden, wie betriebsspezi-
fische Regelungen zur Umlauf- und Dienstbildung in Modellen und Methoden des
Optimierungssystem abgebildet werden ko¨nnen, um so eine praktische Einsetzbar-
keit der Verfahren zu ermo¨glichen.





Im vorherigen Kapitel wurde das effiziente Lo¨sen von Umlauf- und Dienstplanungs-
problemen fu¨r einen Tag als eine grundlegende Voraussetzung fu¨r eine Umlauf- und
Dienstplanung mit A¨hnlichkeitszielen untersucht. Als weitere Voraussetzung fu¨r ei-
ne praktische Umsetzbarkeit einer Ressourceneinsatzplanung mit A¨hnlichkeitszielen
ist entsprechend Schritt S2 aus Kapitel 5 ebenso zu untersuchen, inwiefern in der
Praxis bestehende Regelungen zur Umlauf- und Dienstbildung beim Lo¨sen der Pla-
nungsprobleme einbezogen werden ko¨nnen. Denn eine Beru¨cksichtigung von A¨hnlich-
keitskriterien beim Lo¨sen der Planungsprobleme hilft einem Verkehrsunternehmen
nur dann weiter, wenn die vorgeschlagenen Pla¨ne im Unternehmen direkt umsetzbar,
d.h. zula¨ssig sind. In diesem Kapitel wird daher untersucht, wie weit sich (kompli-
zierte) betriebsspezifische Regelungen in den beschriebenen Optimierungsverfahren
abbilden lassen.
Abschnitt 7.1 beschreibt die modelltechnische Umsetzung spezieller betrieblicher
Regelungen, die von unterschiedlichen Verkehrsunternehmen bezu¨glich Umla¨ufen und
Diensten gefordert sind. Abschnitt 7.2 zeigt Ergebnisse aus einer Fallstudie zur Umlauf-
und Dienstbildung. Abschnitt 7.3 fasst die Erkenntnisse dieses Kapitels zusammen.
7.1 Anforderungen an die Dienstbildung
Die Lo¨sbarkeit praktischer Problemstellungen zur Umlauf- und Dienstbildung ist ne-
ben der Problemgro¨ße insbesondere bestimmt durch die mo¨gliche Interaktion zwi-
schen Umla¨ufen und Diensten. Diese Interaktion wird gepra¨gt durch die in einem
Verkehrsunternehmen geltenden Pausenregeln, Fahrzeugwechsel- und Ablo¨semo¨glich-
keiten (vgl. Kapitel 5), d.h. durch die betriebsspezifische Umsetzung gesetzlich und
tariflich vorgegebener Regeln zur Dienstbildung. Zu unterschiedlichen Auspra¨gungen
dieser betriebsspezifischen Umsetzung wird im Folgenden die modelltechnische und
methodische Realisierbarkeit untersucht.
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Abschnitt 7.1.1 gibt einen U¨berblick u¨ber unterschiedliche Auspra¨gungen und deren
generelle Realisierbarkeit. Abschnitt 7.1.2 veranschaulicht Mo¨glichkeiten zur Reali-
sierung von pausenbezogenen Regeln, Abschnitt 7.1.3 zur Realisierung von fahrzeug-
wechselbezogenen Regeln und Abschnitt 7.1.4 zeigt Mo¨glichkeiten zur Realisierung
von ablo¨sebezogenen Regeln. Ein weiterer Aspekt zur Dienstbildung wird anschlie-
ßend in Abschnitt 7.1.5 aufgegriffen. Dort wird die Besetzung von Fahrzeugen außer-
halb des Depots untersucht.
7.1.1 Katalog individueller Pausen-, Fahrzeugwechsel- und
Ablo¨semo¨glichkeiten
Die betriebsspezifische Umsetzung von Dienstregeln stellt mehrere Anforderungen
an die Abbildung von Pausen, Fahrzeugwechseln und Ablo¨semo¨glichkeiten in Model-
len und Methoden zur Umlauf- und Dienstplanung. Pausen-, Fahrzeugwechsel- und
Ablo¨semo¨glichkeiten sind sowohl orts- als auch zeitabha¨ngig : Orte ko¨nnen sein De-
pots, Haltestellen und Haltepunkte, Endhaltestellen oder andere spezifische Orte, die
nicht direkter Bestandteil des Liniennetzes sind, die aber per Leerfahrt oder Transfer
bzw. zu Fuß erreicht werden ko¨nnen, wie z.B. Pauseneinrichtungen, von [Kliewer,
2005] auch Pausendepots genannt. Zeitliche Restriktionen ko¨nnen abha¨ngig gemacht
werden von der Tageszeit, von den
”
verbrauchten“ Zeiten in einem Dienst, also von
Arbeits-, Lenk- und Dienstzeit (siehe Abschnitt 4.2.1), und von der Lage innerhalb ei-
nes Dienstes, d.h. dem Beginn und Ende eines Dienstes oder Dienststu¨cks, sowie dem
Beginn und Ende eines Dienstelements. Abbildung 7.1 fasst die verschiedenen Aus-
pra¨gungen und individuellen Mo¨glichkeiten von Pausenregeln (P), Fahrzeugwechseln
(F ) und Ablo¨semo¨glichkeiten (A) zusammen.
Generelle Beru¨cksichtigung ortsabha¨ngiger Restriktionen
Grundsa¨tzlich ist in Depots die Mo¨glichkeit gegeben, dass Fahrer dort ihre Pause ver-
bringen ko¨nnen (vgl. Auspra¨gung P1 in Abbildung 7.1). Ko¨nnen Fahrzeuge nur im
Depot gewechselt und abgelo¨st werden (F1, A1), wird das entsprechende Umlauf- und
Dienstplanungproblem in der Regel als unabha¨ngiges bzw. fahrplanbasiertes Dienst-
planungsproblem gelo¨st (siehe Abschnitt 2.2.2), welches als Set-Partitioning- oder Set-
Covering-Problem formuliert ist. Dabei wird zwar ha¨ufig die Anzahl zur Bedienung
aller Servicefahrten beno¨tigter Dienste minimiert. Nebenbei auch die Fahrzeuganzahl
zu minimieren, ist so allerdings oftmals nicht gewa¨hrleistet. Um die Fahrzeuganzahl
einzubeziehen, kann im implementierten System zur Umlauf- und Dienstbildung das
Hauptproblem als Netzwerkflussproblem modelliert werden, in welchem Kosten fu¨r













































Abbildung 7.1: Katalog mo¨glicher Auspra¨gungen und Kombinationen von Pausen
(P), Fahrzeugwechseln (F) und Ablo¨sen (A)
die minimale Fahrzeuganzahl beru¨cksichtigt werden ko¨nnen. Ansonsten a¨hnelt eine
modelltechnische Umsetzung von Pausen-, Fahrzeugwechsel- und Ablo¨semo¨glichkei-




Fu¨r die beim Lo¨sen von Dienstplanungsproblemen zu bewa¨ltigende Problemgro¨ße
besteht ein entscheidender Unterschied darin, ob alle Endhaltestellen oder Haltepunk-
te fu¨r Pausen, Fahrzeugwechsel oder Ablo¨semo¨glichkeiten in Betracht kommen oder
nur ausgewa¨hlte Haltestellen (P2-3, F2-3, A2-3). Zwar bedeutet die Beru¨cksichti-
gung von ausgewa¨hlten Endhaltestellen oder ausgewa¨hlten Haltepunkten weniger zu
modellierende Kanten und Knoten in den Netzwerkrepra¨sentationen eines Dienstpla-
nungsproblems. Aufgrund eingeschra¨nkter Freiheitsgrade ist es dann allerdings auch
schwieriger, zula¨ssige Dienste zu generieren.
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Des weiteren kann es notwendig sein, zusa¨tzlich zu Depots und den im Liniennetz
abgebildeten Haltestellen in den Netzwerkrepra¨sentationen zur Umlauf- und Dienst-
bildung andere Orte als Mo¨glichkeiten fu¨r Pausen oder Fahrzeugwechsel oder Ablo¨sen
abzubilden (P4, F4, A4). Die Einbeziehung unterschiedlicher ortsbezogener Restrik-
tionen fu¨r Pausen, Fahrzeugwechsel und Ablo¨semo¨glichkeiten wird in den nachfolgen-
den Abschnitten noch genauer aufgegriffen.
Generelle Beru¨cksichtigung zeitabha¨ngiger Restriktionen
Ein weiterer wesentlicher Punkt ist die zeitliche Lage fu¨r Pausen, Fahrzeugwechsel
und Ablo¨semo¨glichkeiten. Tageszeitabha¨ngige Restriktionen bezu¨glich Pausen oder
Fahrzeugwechsel oder Ablo¨semo¨glichkeiten lassen sich durch die Beru¨cksichtigung
großer Zeitfenster realisieren (P5, F5, A5). Solche tageszeitabha¨ngigen Restriktionen
ko¨nnen z.B. sein, dass eine Pause zwischen 11-13 Uhr liegen muss, dass die ers-
te Pause in einem bestimmten Zeitraum liegen muss, oder dass alle Pausen nur in
bestimmten Zeitra¨umen liegen du¨rfen. Entweder werden nur in diesen Zeitra¨umen
beim Aufbau von Dienstgenerierungsnetzwerken durch z.B. Pausenkanten strukturell
Pausenmo¨glichkeiten (analog Fahrzeugwechsel- und Ablo¨semo¨glichkeiten) gegeben
und/oder beim Lo¨sen der entsprechenden ressourcenbeschra¨nkten Ku¨rzeste-Wege-
Probleme zur Dienstbildung wird sichergestellt, dass Pausen oder Fahrzeugwechsel
oder Ablo¨semo¨glichkeiten nur dann in einem Dienst durchgefu¨hrt werden, wenn diese
in die vorher bestimmten Zeitfenster fallen.
Ebenso ko¨nnen durch im Dienst verbrauchte Zeiten bedingte Pausen-, Fahrzeug-
wechsel-, Ablo¨serestriktionen beru¨cksichtigt werden (P6, F6, A6), wie z.B.: erste Pau-
se nach mindestens 1h Arbeitszeit oder Fahrzeugwechsel nach 5h Arbeitszeit oder eine
Pause mit mindestens x Minuten muss innerhalb der ersten y Arbeitsstunden liegen
etc. Beim Lo¨sen der ressourcenbeschra¨nkten Ku¨rzeste-Wege-Probleme zur Dienst-
bildung wird anhand der Ressourcenverbra¨uche dann die entsprechende Restriktion
gepru¨ft.
Sowohl in Pausen zwischen Dienststu¨cken ko¨nnen Fahrzeugwechsel und Ablo¨sen
erlaubt sein (F7, A7) als auch ohne Pause, z.B. je Dienstelement (F9, A9). Ablo¨sen
ist generell zu Beginn und am Ende eines Dienstes, d.h. bei Beginn des ersten
Dienststu¨cks und am Ende des letzten Dienststu¨cks mo¨glich (A8). Die entsprechenden
Mo¨glichkeiten werden strukturell durch Kanten in den Dienstgenerierungsnetzwer-
ken sichergestellt und/oder durch Pru¨fung beim Lo¨sen der ressourcenbeschra¨nkten
Ku¨rzeste-Wege-Probleme. Dabei ist insbesondere von Bedeutung, wo Pausen, Fahr-
zeugwechsel und Ablo¨semo¨glichkeiten gegeben sind (siehe oben).
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7.1.2 Beru¨cksichtigung von Pausenmo¨glichkeiten
Bei der Beru¨cksichtigung von Pausenmo¨glichkeiten spielt fu¨r eine geeignete Modellie-
rung neben einem mo¨glichen Ortswechsel des Fahrers vor und oder nach der Pause,
vor allem die Kombination von Pause und Fahrzeugwechselmo¨glichkeiten eine ent-
scheidende Rolle. Im Betriebsablauf von Verkehrsunternehmen wird die Zuordnung
von Fahrern zu Fahrzeugen unterschiedlich gehandhabt. Entweder darf wa¨hrend ei-
nes Dienstes das Fahrzeug gewechselt werden oder das Fahrzeug darf nicht gewechselt
werden und Fahrer und Fahrzeug bilden wa¨hrend eines Dienstes eine Einheit (siehe
auch na¨chster Abschnitt 7.1.3).
Dabei sind Fahrzeugwechselmo¨glichkeiten in der Pause lokal vorgegeben durch die
zur Verfu¨gung stehenden Ablo¨se- oder Pausenorte, also z.B. durch Depots, bestimmte
Haltestellen oder spezielle andere Orte. Im Netzwerkmodell werden spezielle ande-
re Orte, die nicht Depot oder Bestandteil des Liniennetzes sind, dann durch eine
zusa¨tzliche Zeitleiste und entsprechende Leerfahrtverbindungen beru¨cksichtigt.
Abbildung 7.2 veranschaulicht schematisch die Mo¨glichkeiten zur Pausenbildung
in Abha¨ngigkeit von Fahrzeugwechselmo¨glichkeiten und unterschiedlichen Orten. Zur
besseren U¨bersichtlichkeit sind keine Transfermo¨glichkeiten eines Fahrers abgebildet,
also Ortswechsel zu Fuß oder als Passagier in einem anderen Fahrzeug. Um diese
Transfermo¨glichkeiten zu beru¨cksichtigen, werden lediglich zusa¨tzliche Transferkanten
bzw. kombinierte Transfer-Pausenkanten in das Modell eingefu¨gt.
Abbildung 7.2 macht deutlich, wie eventuelle Fahrzeugwechselmo¨glichkeiten die
Modellierung von Pausenmo¨glichkeiten fu¨r Dienste beeinflussen. In den formulier-
ten ressourcenbeschra¨nkten Ku¨rzeste-Wege-Problemen zur Dienstgenerierung, in wel-
chem jeder zula¨ssige Pfad einem zula¨ssigen Dienst entspricht, lassen sich die unter-
schiedlichen Pausenmo¨glichkeiten durch strukturelle Pfadbeschra¨nkungen und/oder
durch Ressourcenverbra¨uche modellieren. Ist ein Fahrzeugwechsel wa¨hrend bzw. nach
der Pause erlaubt, dann steht das zur Pausenzeit unbenutzte Fahrzeug anderen Diens-




Wie Pausen beim Bilden von Diensten, also beim Lo¨sen der entsprechenden ressour-
cenbeschra¨nkten Ku¨rzeste-Wege-Probleme zur Dienstgenerierung, identifiziert wer-
den ko¨nnen, wird im Folgenden na¨her erla¨utert. Dabei wird unterschieden zwischen
Pausen mit erlaubten Fahrzeugwechseln und Pausen ohne erlaubte Fahrzeugwechsel.























































































Servicefahrt Beispielpfad: Pause zwischen zwei Servicefahrten

















Minimale Pausenlänge Minimale Pausenlänge
Abbildung 7.2: Explizite und implizite Pausenrepra¨sentation
Pausen mit erlaubten Fahrzeugwechseln
Sind Fahrzeugwechsel in einer Pause erlaubt, gestaltet sich die Identifikation von Pau-
sen beim Lo¨sen der ressourcenbeschra¨nkten Ku¨rzeste-Wege-Probleme zur Dienstgene-
rierung vergleichsweise einfach. Pausen sind explizit strukturell durch Pausenkanten
im Dienstgenerierungsnetzwerk abgebildet, wie es die Bilder Ia, Ib und Ic in Abbil-
dung 7.2 zeigen, sowie die Darstellung in Abschnitt 6.2.1. Fu¨r einen (Teil-)Dienst bzw.
(Teil-)Pfad von Quellknoten zu einem Knoten, von welchem eine Pausenkante aus-
geht, muss lediglich gepru¨ft werden, ob alle Diensttyp-spezifischen Voraussetzungen
fu¨r die Nutzung dieser Pausenkante gegeben sind, wie z.B. eine minimale Arbeits-
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zeit in dem vor der Pause liegenden Dienststu¨ck. Dann kann der (Teil-)Dienst bzw.
(Teil-)Pfad u¨ber diese Kante weitergefu¨hrt werden.
In der Regel gilt, dass ein Fahrzeug außerhalb des Depots oder einem Pausenort
mit Depot-Eigenschaften immer von einem Fahrer besetzt sein muss. Verabschiedet
sich der Fahrer eines Fahrzeugs also in die Pause, muss das Fahrzeug – bei erlaubten
Fahrzeugwechseln – von einem anderen Fahrer besetzt werden. Modellierungen fu¨r
den Fall, dass diese Restriktion aufgehoben ist, ein Fahrzeug bei la¨ngeren Standzeiten
außerhalb eines Depots also nicht zwingend mit einem Fahrer besetzt sein muss,
werden spa¨ter in Abschnitt 7.1.5 beschrieben.
Pausen auf Wendezeiten ohne erlaubte Fahrzeugwechsel
Sind Fahrzeugwechsel in einer Pause nicht erlaubt aber auch Pausen außerhalb von
Depots mo¨glich, kann die Identifikation von Pausen in Dienstgenerierungsnetzwerken
nicht einfach u¨ber die Struktur des Netzwerkes erfolgen. Denn Pausen sind in diesem
Fall nicht explizit u¨ber Pausenkanten modelliert, sondern implizit u¨ber Wendezeiten
bzw. Wartezeiten: Pausen sind dann durch alle Wege im Netzwerk beschrieben, deren
Summe pausenfa¨higer Wartezeiten auf den Kanten mindestens der minimalen Pau-
senla¨nge des entsprechenden Diensttyps entspricht und die maximale Pausenla¨nge
nicht u¨berschreitet, und die nicht durch eine zeitlich unverschiebbare Aktivita¨t oh-
ne pausenfa¨hige Wartezeit unterbrochen werden. Bild IIb in Abbildung 7.2 gibt ein
Beispiel fu¨r eine verschiebbare Aktivita¨t.
Die Pausenidentifikation erfolgt also u¨ber die Bestimmung kumulierter Ressour-
cenverbra¨uche (siehe Tabelle 6.1 in Abschnitt 6.2.1 fu¨r die generell abgebildeten Res-
sourcenverbra¨uche auf den Kanten der verwendeten Dienstgenerierungsnetzwerke),
wobei aufgrund der TSN-Struktur noch eine Schwierigkeit umgangen werden muss:
U¨ber Verbindungsfahrtkanten abgebildete Aktivita¨ten wie die Ausfu¨hrung von Leer-
fahrten sorgen zwar dafu¨r, dass zwischen Gruppen von Servicefahrten alle mo¨gli-
chen Verknu¨pfungen dieser Servicefahrten implizit im Modell abgebildet sind, der
genaue Zeitpunkt der Leerfahrtsdurchfu¨hrung ist aber nicht modelliert. Insbesondere
bei der Suche nach Pausenmo¨glichkeiten sollte nicht statisch der Zeitpunkt aus der
TSN-Modellierung genutzt werden, d.h. die Zeitrepra¨sentation des Knotens, von wel-
chem die Verbindungsfahrtkante ausgeht. Der Suchraum wa¨re sonst eingeschra¨nkt
und mo¨gliche zula¨ssige Pausen ko¨nnten nicht ermittelt werden. Zur Veranschauli-
chung sei noch einmal auf Bild IIb in Abbildung 7.2 verwiesen: Ohne zeitliche Ver-
schiebung der Leerfahrt wa¨re es nicht mo¨glich, am Stu¨ck die minimale notwendige
Pausenla¨nge zu erreichen. Leerfahrtmo¨glichkeiten mu¨ssen also beim Lo¨sen der ent-
sprechenden ressourcenbeschra¨nkten Ku¨rzeste-Wege-Probleme zur Dienstgenerierung
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flexibel in Abha¨ngigkeit von Pausenmo¨glichkeiten auf den (Teil-)Pfaden gehandhabt
werden. Je nach Vorgabe des Verkehrsunternehmen muss dabei zusa¨tzlich auch auf
die tageszeitliche Lage der Pause und die Lage im Dienst geachtet werden, wie es in
den Anforderungen an die Pausenbildung in Abschnitt 7.1.1 formuliert ist.
Algorithmus 7.1.1 fasst die wesentlichen notwendigen Schritte zur Bestimmung von
im Modell implizit abgebildeten Pausen beim Lo¨sen der entsprechenden ressourcenbe-
schra¨nkten Ku¨rzeste-Wege-Probleme zur Dienstgenerierung zusammen. Die Struktur
eines Dienstgenerierungsnetzwerkes G = (N,A) ist dabei durch die Knotenmenge
N mit dem Quellknoten s und die Kantenmenge A vorgegeben. Ferner bezeichnet
E = {1, ..., n} die Menge mo¨glicher Ebenen des Netzwerkes, wobei jede Ebene einem
mo¨glichen Dienststu¨ck des mit dem Netzwerk assoziierten Diensttyps entspricht (vgl.
Abschnitt 6.2.1). Mit Li,e ist dann die Menge aller Label an Knoten i ∈ N auf Ebene
e ∈ E beschrieben. Auf jeder Kante (i, j) ∈ A von Knoten i zu Knoten j sind (re-
duzierte) Kosten f¯ij abgebildet, sowie pro Ressource v ∈ V ein Ressourcenverbrauch
dvij. Eine untere Schranke fu¨r den Verbrauch einer Ressource v ist mit l
v definiert und
mit uv fu¨r die obere Schranke. Die unteren Schranken fu¨r den Ressourcenverbrauch
auf einer Ebene e sind durch lv,e beschrieben. Einige zeitliche Ressourcenverbra¨uche
sind zum besseren Versta¨ndnis extra angegeben. Dies sind die aktuell (pausenfa¨hige)
Wartezeit WZ, die Arbeitszeit AZ, die Lenkzeit LZ und die Dienstdauer bzw. Dienst-
zeit DZ. Fu¨r ein Label l ∈ Li,e bezeichnet f¯(l) die reduzierten Kosten und dv(l) den
kumulierten Ressourcenverbrauch je Ressource v des bisherigen (Teil-)Pfades. Ein
aus Label l an Knoten j auf Ebene e gebildetes Label m ist dann definiert durch
Lmi,e = (l, f¯(l)+f¯ij, d
1(l)+d1ij, ..., d
|V |(l)+d|V |ij ). Permanente Label an Knoten j sind mit
L¯j ⊆ Lj beschrieben bzw. mit L¯j,e ⊆ L¯j fu¨r Ebene e. Des weiteren sei f(x) : N→ R ei-
ne Funktion, die Kostenwerte in Abha¨ngigkeit des gegebenen Ressourcenverbrauchs x
ermittelt. Außerdem beschreibt Aufgabe(i,j): A→ T eine Funktion, die den mit einer
Kante (i, j) ∈ A assoziierten Aktivita¨tstyp liefert, mit T = {service, pull-out, pull-in,
deadhead, waiting, sign-on, sign-off }. Verbindungsfahrten sind dabei mit deadhead
bezeichnet. Weitere Funktionen geben den durch einen Knoten i ∈ N repra¨sentierten
Ort bzw. die repra¨sentierte Zeit an (Funktionen Ort(i) bzw. Zeit(i)), sowie ob es sich
um den aktuellen Ort um einen Pausenort handelt (Funktion IstPausenort), und ob
Start- und Endzeit einer Pause im fu¨r dieses Dienststu¨ck bzw. dieser Ebene e gu¨ltigen
tageszeitabha¨ngigem Zeitfenster liegen (Funktion IstImPausenfenster). Zur besseren
U¨bersichtlichkeit sind noch einige Hilfsvariablen eingefu¨gt: wt beschreibt die aktuell
kumulierte pausenfa¨hige Wartezeit; eneu beschreibt die Ebene, auf welcher ein neu
erstelltes Label einsortiert werden soll.
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Algorithmus 7.1.1 : Label Setting unter Beru¨cksichtigung verschiebbarer Ver-
bindungsfahrten bei im TSN-Modell implizit modellierten Pausen
// Schritt 1: Initialisierung
Setze Li,e = L¯i,e = ∅ ∀e ∈ E,∀i ∈ N
Setze Ls,1 = L¯s,1 = {(nil, 0, ..., 0)}
// Schritt 2: Pfaderweiterungen und Dominanztests
// Wa¨hle Knoten j
foreach j ∈ N \ {s} do
// Betrachte alle Vorga¨ngerknoten i von Knoten j
foreach i ∈ {i : (i, j) ∈ A} do
// Betrachte alle Ebenen e
foreach e ∈ E do
// Betrachte alle Label an Knoten i auf Ebene e
foreach l ∈ L¯i,e do
// Pru¨fe Ressourcenverbra¨uche
if ∃v ∈ V : dv(l) + dvij > uv then
next l
// Pru¨fe pausenfa¨hige Zeiten und erstelle neue Label m1 und m2
wt = 0
eneu = e
if Aufgabe(i, j) = service then
// ggf. pausenfa¨hige Wendezeit am Ende der Servicefahrt
wt = dWZij
else
wt = dWZ(l) + dWZij
if e < |E| − 1 then
// Pru¨fe zeitliche Zula¨ssigkeit einer mo¨glichen Pause
if wt ≥ lWZ AND ( ∃v ∈ {AZ,LZ,DZ} : dv(l) < lv,e
OR not IstImPausenFenster(e,Zeit(j)−wt,Zeit(j)) ) then
next l
// Pru¨fe mo¨gliches Pausenende
if not Aufgabe(i, j) = waiting AND dWZ(l) ≥ lWZ then
// Pru¨fe o¨rtliche Zula¨ssigkeit einer mo¨glichen Pause
if not IstPausenOrt(Ort(i))
AND not ( Aufgabe (i,j) = deadhead AND IstPausenOrt(Ort(j))) then
next l
eneu = e+ 1
// Erstelle Label m1 mit aktueller WZ = 0 und entsprechend
modifizierten Kosten, sowie modifizierter AZ, LZ etc.
Lm1j,eneu = (l, f¯(l) + f¯ij − f(dWZ(l)), d1(l) + d1ij , ..., 0, ..., d|V |(l) + d
|V |
ij )
Lj,eneu = Lj,eneu ∪ Lm1j,eneu
if Aufgabe(i, j) = deadhead then
eneu = e
else
// Maximale Pausenanzahl erreicht, keine weitere Pause zula¨ssig
if dWZ(l) > 0 AND wt ≥ lWZ then
next l
if eneu = e then
if dWZij = 0 AND not Aufgabe(i, j) = deadhead then
wt = 0
// Erstelle Label m2 mit aktueller WZ = wt und ohne vorherige Pause
Lm2j,eneu = (l, f¯(l) + f¯ij , d
1(l) + d1ij , ..., wt, ..., d
|V |(l) + d|V |ij )
Lj,eneu = Lj,eneu ∪ Lm2j,eneu
// Entferne dominierte Label an Knoten j
L¯j = Effiziente Label(Lj ∪ L¯j)
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Die Zusammenfassung in Algorithmus 7.1.1 macht deutlich, dass sich auch in als
TSN modellierten Dienstgenerierungsnetzwerken mit aggregierenden Leerfahrtskan-
ten bzw. genauer mit aggregierenden Verbindungsfahrtskanten alle implizit abgebilde-
ten Pausen beru¨cksichtigen lassen. Im Rahmen einer Pause stattfindende Leerfahrten,
d.h. sich auf einem
”
Pausenpfad“ befindliche Leerfahrten, mu¨ssen vom Algorithmus
lediglich als flexibel in Umlauf und Dienst verschiebbare Leerfahrten interpretiert wer-
den ko¨nnen. Dabei mu¨ssen im Algorithmusverlauf auch (Teil-)Dienste, die zuna¨chst
evtl. aufgrund einer Verletzung einer Arbeits- oder Lenkzeitrestriktion als unzula¨ssig
erscheinen, so lange weiter propagiert werden, bis feststeht, ob sich Teile dieser Zei-
ten durch eine Verschiebung von Leerfahrten evtl. in gu¨ltige Pausenzeiten umwandeln
lassen, sodass der (Teil-)Dienst zula¨ssig wa¨re. Die bisher in der Literatur beschriebe-
nen TSN basierten Dienstgenerierungsnetzwerke in [Steinzen, 2007], [Steinzen et al.,
2010] oder [Kliewer et al., 2012] decken jeweils den Fall fu¨r explizit modellierbare
Pausen ab, d.h. fu¨r Fahrzeugwechsel innerhalb einer Pause. Der Fall nicht erlaubter
Fahrzeugwechsel und Ablo¨semo¨glichkeiten auch an Orten außerhalb des Depots ist
mit den dort vorgeschlagenen Dienstgenerierungsnetzwerken und Lo¨sungsansa¨tzen
nicht modellierbar.
7.1.3 Beru¨cksichtigung von Fahrzeugwechselmo¨glichkeiten
Die generelle Realisierbarkeit von Fahrzeugwechselmo¨glichkeiten in Modellen und Me-
thoden zur Umlauf- und Dienstplanung wurde allgemein im Abschnitt 7.1.1 aufgezeigt
und im Zusammenhang mit Pausen- und Ablo¨semo¨glichkeiten im vorherigen Ab-
schnitt 7.1.2 dargestellt. Dabei kann differenziert werden zwischen Fahrzeugwechseln
basierend auf Umla¨ufen und Fahrzeugwechseln basierend auf potenziellen Umla¨ufen,
d.h. auf Flusslo¨sungen eines Netzwerkmodells, welches das betrachtete Umlaufpla-
nungsproblem repra¨sentiert. Außerdem ist zu unterscheiden zwischen Fahrzeugwech-
seln auf Fahrzeugen eines Depots oder mehrerer Depots. Auf diese Unterschiede wird
nachfolgend eingegangen.
Umlaufgrundlage vs. Flusslo¨sungsgrundlage
Im sequenziellen Planungsfall sind die Umla¨ufe vor der Dienstberechnung bekannt
und bilden somit die Grundlage fu¨r diese. Die Modellierung von Fahrzeugwech-
selmo¨glichkeiten la¨sst sich dann leicht realisieren, indem Pausen- bzw. Pausen- und
Transferkanten Ablo¨sepunkte der Umla¨ufe miteinander verbinden.
Im teilintegrierten und integrierten Planungsfall sind keine expliziten Umla¨ufe ge-
geben, zu welchen Dienste generiert werden ko¨nnen. Gegeben sind (Teil-)Netzwerke,
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die mo¨gliche Verkettungen von aus Fahrzeugaktivita¨ten ableitbaren Aufgaben fu¨r
Fahrer beschreiben (vgl. Abschnitt 6.2.1) bzw. eine Netzwerkflusslo¨sung im entspre-
chenden Umlaufplanungsnetzwerk. Auch hier sind in den Dienstgenerierungsnetzwer-
ken u¨ber Pausen- und Transferkanten zwischen Ablo¨sepunkten explizit Fahrzeugwech-
sel modellierbar.
Allerdings muss bei der Verwendung von Dienstelement(-Abschnitt)-basierten Netz-
werken zur Dienstgenerierung darauf geachtet werden, dass nicht Fahrzeugwechsel
durchgefu¨hrt werden, die zwar im Modell mo¨glich sind, in der Realita¨t aber nicht
sinnvoll wa¨ren: Ablo¨sepunkte ko¨nnen Servicefahrten in mehrere Teilfahrten aufteilen.
Dabei entspricht eine Teilfahrt dann einem Dienstelement oder einem Dienstelement-
Abschnitt. Es gilt, dass Fahrer ihre Arbeit an einer Teilfahrt innerhalb einer Service-
fahrt beginnen und beenden ko¨nnen, ein Umlauf aber immer stets alle Teilfahrten
einer Servicefahrt enthalten muss (vgl. Abschnitt 2.1.2). D.h. beendet ein Fahrer sein
Dienst oder Dienststu¨ck nicht am Ende einer Teilfahrt und u¨berla¨sst das Fahrzeug
einem anderen Fahrer, sollte er mit seinem Fahrzeug auch noch den Rest der Service-
fahrt bedienen. Ansonsten wa¨ren Passagiere in einem Bus gezwungen, nach einer vom
Fahrer absolvierten Teilfahrt auf einer Linie aus- und in einen anderen Bus umzu-
steigen, was die Zufriedenheit der Kunden mit der ihnen angebotenen Leistung nicht
zwingend erho¨hen du¨rfte.
In den ressourcenbeschra¨nkten Ku¨rzeste-Wege-Problemen zur Dienstgenerierung
ist daher in der Netzwerkrepra¨sentation auf jeder Kante hinterlegt, die mit einer Ser-
vicefahrt assoziiert ist, ob es sich um die erste Teilfahrt dieser Servicefahrt handelt
bzw. die letzte Teilfahrt dieser Servicefahrt. Im Algorithmus zur Dienstgenerierung
aus Abschnitt 6.2.4, werden (Teil-)Pfade bzw. (Teil-)Dienste nur dann weitergefu¨hrt,
wenn a) die letzte Kante auf dem bisherigen (Teil-)Pfad eine Teilfahrt der gleichen
Servicefahrt beschreibt wie die aktuelle Kante, sowie wenn b) die letzte Kante auf dem
bisherigen (Teil-)Pfad eine SignOn- oder Pausenkante war oder die aktuelle Kante
eine erste Teilfahrt beschreibt und c) die letzte Kante auf dem bisherigen (Teil-)Pfad
eine letzte Teilfahrt repra¨sentiert hat oder die aktuell betrachtete Kante eine SignOff-
oder Pausenkante ist (vgl. Abschnitt 6.2.1 fu¨r eine Definition der unterschiedlichen
Kantentypen). So wird garantiert, dass a) Teilfahrten einer Servicefahrt nacheinander
bedient werden, sowie dass b) Fahrer nur unmittelbar nach Dienstbeginn bzw. Pause-
nende in die Bedienung einer Servicefahrt wechseln, und dass c) Fahrer die Bedienung
einer Servicefahrt nur dann unterbrechen, wenn sie ihren Dienst beenden oder in die
Pause wechseln. Dann lassen sich zu den ermittelten Diensten Umla¨ufe ableiten, die
stets alle Teilfahrten einer Servicefahrt enthalten.
136 Kapitel 7 Umsetzung unternehmensspezifischer Regelungen
Eindepot-Wechsel vs. Mehrdepot-Wechsel
In mehreren Ansa¨tzen zur (integrierten) Umlauf- und Dienstplanung sind die Dienste
bzw. Fahrer einem Depot zugeordnet, und die Fahrer du¨rfen nur Fahrzeugaktivita¨ten
bedienen, die von Fahrzeugen ausgehen, die diesem Depot zugeordnet sind (vgl. die
Annahmen zu Problemstellungen zur intergrierten Umlauf- und Dienstplanung in
Abschnitt 4.1.4). Fahrzeugwechsel in einem Dienst erfolgen dann auch bei mehreren
Depots nur zwischen den Fahrzeugen dieses bestimmten Depots.
Nicht nur bei geteilten Diensten kann es in der Praxis aus Flexibilita¨tsgru¨nden
sinnvoll sein, dass Fahrer in einem Dienst die Fahrzeuge unterschiedlicher Depots
bedienen du¨rfen, also zwischen Fahrzeugen verschiedener Depots wechseln ko¨nnen.
Fu¨r ein Wechseln zwischen Fahrzeugen mehrerer Depots sind bei der Dienstbildung
einige A¨nderungen zur bisher beschriebenen Vorgehensweise notwendig.
Bei sequenziellen Planungsproblemen besteht kein wesentlicher Unterschied zwi-
schen einer Eindepot-abha¨ngigen Modellierung von Fahrzeugwechselmo¨glichkeiten
und einer Mehrdepot-abha¨ngigen Modellierung. Statt in Dienstgenerierungsnetzwer-
ken nur zwischen den Ablo¨semo¨glichkeiten der Umla¨ufe eines Depots Verbindungen
zu modellieren, werden Pausen- und Transferkanten zwischen den Ablo¨sepunkten al-
ler Umla¨ufe einer Depotmenge eingefu¨gt.
Bei teilintegrierten Planungsproblemen werden Dienstgenerierungsnetzwerke nicht
nur von den Umlaufplanungsnetzwerken eines Depots abgeleitet, sondern von allen
Depots, zwischen welchen Fahrzeugwechsel erlaubt sein sollen. Im Pricing ist dann
beim Lo¨sen der entsprechenden ressourcenbeschra¨nkten Ku¨rzeste-Wege-Probleme auf
Dienstelement-Abschnitt-basierten Dienstgenerierungsnetzwerken darauf zu achten,
dass bei der Diensterstellung je Dienststu¨ck nur Fahrzeugaktivita¨ten nacheinander
bedient werden, die aus dem gleichen Depot stammen. Dazu wird auf den Kanten
hinterlegt, mit welchen Depots die durch die Kante repra¨sentierte Aktivita¨t assoziiert
sein kann.
Alternativ ko¨nnen mit einem zweistufigen Pricing im Sinne von [Huisman, 2004]
oder [Steinzen, 2007] zuna¨chst je Depot Dienststu¨cke erstellt werden. Statt mit den
Dienststu¨cken danach Dienstgenerierungsnetzwerke je Depot aufzubauen, ko¨nnen
Dienststu¨cke mehrerer Depots, u¨ber die Fahrzeugwechsel erlaubt sein sollen, in ei-
nem Dienststu¨cknetzwerk kombiniert genutzt werden.
Bei integrierten Planungsproblemen a¨ndert sich neben der Dienstbildung auch die
Formulierung des Master-Problems. In Formulierung (6.1)-(6.6) (MD-IVCSP) mit
Fahrzeugwechseln je Depot garantieren Kopplungsbedingungen (6.4), dass je Depot
und Kante des zugeho¨rigen Umlaufplanungsnetzwerkes die durch die Kante repra¨sen-
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tierte Aktivita¨t von der passenden Anzahl Fahrer durchgefu¨hrt wird. Dabei mu¨ssen
Fahrer und Fahrzeug demselben Depot zugeordnet sein.
Sei D die Menge aller Depots und sei Du die Menge aller Depots mit deren Fahr-
zeugen Fahrer ihren Dienst ausfu¨hren du¨rfen, mit Du ⊆ D und u ∈ U . Dabei sei
U = {1, ..,m} eine Menge, in welcher Depots in Gruppen Du aufgeteilt sind, die aus
einzelnen und mehreren Depots bestehen, je nachdem zwischen welchen Fahrzeugen
aus welchem Depot gewechselt werden darf. Dazu sei Ku die Menge aller Dienste fu¨r
Gruppe u ∈ U und xuk mit k ∈ Ku die dazugeho¨rige bina¨re Entscheidungsvariable,
die aussagt, ob Dienst k in Gruppe u ausgewa¨hlt ist oder nicht. Die Fahrzeugak-
tivita¨ten, die in mehreren Umlaufplanungsnetzwerken vorkommen, mu¨ssen nicht je
Depot sondern je Gruppe bedient werden. Abbildung 7.3 gibt dazu ein Beispiel fu¨r die




















Abbildung 7.3: Identische Kantenmenge aus den Umlaufplanungsnetzwerken zweier
Depots
pro Depot und Kante fu¨r eine Kantenmenge u¨ber alle Depots in einer Gruppe formu-
liert werden. Die Menge aller Kanten, die sowohl ein Fahrzeug als auch einen Fahrer
erfordert, sei je Gruppe u durch A˜u =
⋃
d∈Du A˜
d definiert. Dabei sind Kanten aus zwei
Umlaufplanungsnetzwerken genau dann identisch, wenn sie die gleiche Fahrzeugakti-
vita¨t repra¨sentieren, d.h. ihre Start- und Endknoten die gleiche Zeit-Ort-Kombination
abbilden und der Kantentyp (Service-, Leerfahrt- oder Wartekante) identisch ist. Es





d∈D |A˜d|. Kopplungsbedingungen (6.4) aus Formulierung





ydij = 0 ∀u ∈ U ,∀(i, j) ∈ A˜u (7.1)
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Nebenbedingungen (7.1) stellen dann sicher, dass jede durch eine Kante repra¨sentierte
Fahrzeugaktivita¨t von der passenden Anzahl Fahrer durchgefu¨hrt wird, wobei Fahrer
und Fahrzeug derselben Gruppe von Depots zugeordnet sein mu¨ssen.
Eine a¨hnliche Formulierung fu¨r sogenannte
”
unbeschra¨nkte Fahrzeugwechsel“ ist
bei [Steinzen, 2007] beschrieben. Dort werden die Fahrzeugwechsel allerdings u¨ber alle
Depots erlaubt. Außerdem werden dort die Dienste so erstellt, dass Fahrzeugwechsel
wie bei [Mesquita und Paias, 2008] auch ohne Pause innerhalb eines Dienststu¨cks
erlaubt sind (vgl. auch Abschnitt 4.2.3).
Die Pricing-Probleme zur integrierten Dienstgenerierung ko¨nnen wie im teilinte-
grierten Fall modelliert werden. Der wesentliche Unterschied besteht darin, dass je-
weils alle mo¨glichen Fahrzeugaktivita¨ten der Depots betrachtet werden und nicht nur
wie im teilintegrierten Fall die Teilmenge der sich in der aktuellen Flusslo¨sung des
Umlaufplanungsproblems befindenen Aktivita¨ten. Die Netzwerkmodelle zur Dienst-
generierung enthalten also mehr Kanten und Knoten, sodass die entsprechenden res-
sourcenbeschra¨nkten Ku¨rzeste-Wege-Probleme schwerer zu lo¨sen sind.
Mehrdepot-Wechsel in Depotgruppen
Oben beschriebene Fahrzeugwechsel zwischen den Fahrzeugen eines oder mehrerer
Depots erfolgen unter der Bedingung, dass Fahrzeuge bzw. Umla¨ufe immer in dem
Depot enden, aus welchem sie gestartet sind. So wird garantiert, dass fu¨r den fol-
genden Tag ebenso viele Fahrzeuge am Abend im Depot stehen wie am Morgen. Um
unno¨tige Leerfahrten zur Sicherstellung der Fahrzeuganzahl zu vermeiden, werden
die Umla¨ufe daher pro Tag so gebildet, dass die Restriktion schon wa¨hrend des Tages
eingehalten wird.
Um kostengu¨nstigere Umlaufpla¨ne zu ermo¨glichen, schla¨gt [Kliewer, 2005] das so-
genannte Depotgruppen-Konzept vor: Aus der Menge D aller Depots werden Unter-
mengen Du gebildet, die Depotgruppen genannt werden. Diese Untermengen mu¨ssen
nicht zwingend disjunkt sein. Fu¨r Depotgruppen gilt dann, dass ein Fahrzeug, das in
einem Depot d ∈ Du gestartet ist, seinen Tagesumlauf in jedem anderen Depot aus
Du beenden bzw. fu¨r Pausen in einem Depot unterbrechen darf. So werden in jedem
Depot d ∈ Du zwar u¨ber Nacht nicht zwingend dieselben Fahrzeuge stationiert, aber
stets stehen am Morgen genu¨gend Fahrzeuge zur Bedienung aller Servicefahrten aus
der gleichen Depotgruppe zur Verfu¨gung.
In der Netzwerkrepra¨sentation des Umlaufplanungsproblems wird dazu eine Netz-
werkschicht je Depotgruppe Du mit u ∈ U = {1, ...,m} angelegt bzw. je Depotgrup-
pen-Fahrzeugtyp-Kombination, wobei U die Menge aller Depotgruppen bezeichnet.
Die Netzwerkschicht einer Depotgruppe Du entha¨lt dann fu¨r jedes Depot d ∈ Du





















Abbildung 7.4: Aufbau der Netzwerkschicht einer Depotgruppe bestehend aus zwei
Depots
eine Zeitleiste mit Zirkulationsflusskante, sowie Aus-/Einru¨ckfahrten zu/von allen in
dieser Netzwerkschicht bedienbaren Servicefahrten. Abbildung 7.4 stellt eine solche
Netzwerkschicht exemplarisch fu¨r zwei Depots einer Depotgruppe dar. Außerdem
muss im Modell eine Restriktion erga¨nzt werden, die garantiert, dass Kapazita¨ts-
restriktionen eines Depots u¨ber alle Depotgruppen eingehalten wird. Fu¨r Details
zu einer entsprechenden Formulierung des Mehrdepot-Umlaufplanungsproblems sei
auf [Kliewer, 2005] verwiesen.
Wenn fu¨r Dienste Fahrzeugwechsel zwischen den Fahrzeugen einer Depotgruppe
erlaubt sind, a¨ndert sich fu¨r die Dienstbildung nicht viel verglichen mit der beschrie-
benen Modellierung fu¨r Fahrzeugwechsel zwischen mehreren Depots. Eine A¨nderung
besteht lediglich darin, dass (im teilintegrierten und integrierten Fall) in einem Dienst
Aus-/Einru¨ckmo¨glichkeiten zu/von anderen Depots mit jedem Fahrzeug einer Depot-
gruppe erlaubt sind.
7.1.4 Beru¨cksichtigung von Ablo¨semo¨glichkeiten
Die Realisierbarkeit unterschiedlicher Ablo¨semo¨glichkeiten fu¨r Fahrer in Modellen
und Methoden zur Umlauf- und Dienstbildung wurde allgemein in Abschnitt 7.1.1
beschrieben und in Kombination mit Pausen- und Fahrzeugwechselmo¨glichkeiten in
den vorherigen Abschnitten 7.1.2 und 7.1.3 beleuchtet. Ein weiterer zu beru¨cksichti-
gender Aspekt bei der Umsetzung von Ablo¨semo¨glichkeiten betrifft Beginn und Ende
eines Dienstes.
Abha¨ngig vom Verkehrsunternehmen ko¨nnen Dienste entweder nur in einem Depot
starten und enden oder auch an beliebigen durch Ablo¨sepunkte vorgegebenen (End-
)Haltestellen im Liniennetz. In der Regel werden bei Start oder Ende eines Dienstes an
einer Haltestelle mit Ablo¨semo¨glichkeit außerhalb eines Depots noch Transferzeiten
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zu bzw. von dieser Haltestelle als Arbeits- und Schichtzeit im Dienst eingeplant. Diese
ko¨nnen in den Dienstgenerierungsnetzwerken strukturell durch Auf- und Abru¨stkan-
ten (siehe Abschnitt 6.2.1) mit entsprechender Dauer abgebildet werden.
Transferzeiten zu Beginn oder am Ende eines Dienstes mu¨ssen aber nicht zwangs-
weise von Depot oder Haltestelle abha¨ngig sein. Eine andere Mo¨glichkeit besteht
darin, dass fu¨r einen Dienst Transferzeiten einzuplanen sind, sobald sich Start- und
Endort des Dienstes unterscheiden, und keine Transferzeiten, falls Start- und Endort
identisch sind. Im Fall unterschiedlicher Orte wird dann in der Regel im Dienst eine
haltestellenabha¨ngige Transferzeit von und zum Depot erga¨nzt.
Transferzeiten ko¨nnen im Dienstgenerierungsnetzwerk dann also nicht mehr auf
Auf- und Abru¨stkanten abgebildet werden, sondern sind pfadabha¨ngig zu beru¨ck-
sichtigen. Im Algorithmus zum Lo¨sen der entsprechenden ressourcenbeschra¨nkten
Ku¨rzeste-Wege-Probleme zur Dienstgenerierung (siehe Abschnitt 6.2.4) werden zu
erga¨nzende Transferzeiten und damit zusammenha¨ngende Arbeits- und Schichtzeiten
sowie Kosten dann im Senkeknoten behandelt.
7.1.5 Besetzbarkeit von Fahrzeugen außerhalb der Depots
Bei einigen Verkehrsbetrieben mu¨ssen Fahrzeuge außerhalb der Depots nicht immer
zwangsla¨ufig mit einem Fahrer besetzt sein, z.B. bei la¨ngeren Standzeiten. Die Model-
lierung der Master-Probleme fu¨r Umlauf- und Dienstplanung wird dann entsprechend
dieser Anforderung angepasst.
Im sequenziellen und teilintegrierten Fall a¨ndert sich im Master-Problem lediglich
die Abdeckungsbedingung fu¨r Aufgaben. Die gesamte von Diensten k ∈ K zu leisten-
de Aufgabenmenge T wird unterteilt in Aufgaben T +, die zwingend die Anwesenheit
eines Fahrers erfordern (z.B. Servicefahrten und Leerfahrten und ggf. Wendezeiten),
sowie Aufgaben T − bei denen kein Fahrer ein Fahrzeug besetzen muss (z.B. Wen-
dezeiten oder la¨ngere Standzeiten), sodass gilt T = T + ∪ T −. Sei bt der Bedarf an
Fahrern je Aufgabe t ∈ T bzw. die Anzahl der fu¨r Fahrer fu¨r eine Aufgabe zu nut-
zenden Busse, dann lassen die Aufgaben-Abdeckungsbedingungen fu¨r das sequentielle
bzw. teilintegrierte Planungsproblem wie folgt formulieren:∑
k∈K(t)
xk = bt ∀t ∈ T + (7.2)∑
k∈K(t)
xk ≤ bt ∀t ∈ T − (7.3)
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mit den bina¨ren Entscheidungsvariablen fu¨r Dienste
xk ∈ {0, 1} ∀k ∈ K (7.4)
Aufgabenabdeckungsbedingungen (7.2) garantieren, dass jede Aufgabe, die zwingend
einen Fahrer erfordert, entsprechend bedient wird. Restriktionen (7.3) stellen sicher,
dass fu¨r die optional zu besetzenden Aufgaben auf Fahrzeugen nicht mehr Fahrer
bereit stehen, als Fahrzeuge zur Verfu¨gung stehen.
Im integrierten Planungsproblem MD-IVCSP a¨ndern sich im Master-Problem die
Kopplungsbedingungen (6.4) zwischen Umlauf- und Dienstplanungsproblem. Unter-
schieden wird dabei im Umlaufplanungsnetzwerk von Depot d ∈ D zwischen der
Kantenmenge A˜+,d, die Aufgaben repra¨sentiert, die zwingend einen Fahrer k ∈ Kd
erfordern, und der Kantenmenge A˜−,d mit den Aufgaben, die nicht zwingend einen









xdk ≤ 0 ∀d ∈ D, ∀(i, j) ∈ A˜−,d (7.6)
wobei fu¨r die Entscheidungs-Flussvariablen y und die Entscheidungsvariablen fu¨r
Dienste x nach wie vor bei Flusskapazita¨ten u gilt
0 ≤ ydij ≤ udij, ydij ∈ N ∀d ∈ D,∀(i, j) ∈ Ad (7.7)
xdk ∈ {0, 1} ∀d ∈ D,∀k ∈ Kd (7.8)
Kopplungsbedingungen (7.5) garantieren, dass die durch Kanten im Umlaufplanungs-
netzwerk repra¨sentierten Aufgaben mit zwingender Fahrerbeteiligung so oft abge-
deckt werden, wie ein Fahrzeug dafu¨r bereit gestellt wurde. Durch Kopplungsbedin-
gungen (7.6) werden fu¨r die Kanten, die Aufgaben ohne zwingende Fahrerbeteiligung
repra¨sentieren, ho¨chstens so viele Fahrer zugelassen, wie der Netzwerkfluss hoch ist,
also die Anzahl der bereit gestellten Fahrzeuge.
Fu¨r die Erstellung von zula¨ssigen Diensten sind im Column Generation-Pricing
keine A¨nderungen notwendig. Das in Abschnitt 6.2.4 beschriebene Verfahren kann
ohne Modifikation eingesetzt werden.
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7.2 Fallstudie zur Umlauf- und Dienstplanung
In den vorherigen Abschnitten wurden einige Modellierungs- und Lo¨sungsansa¨tze vor-
gestellt, mit denen unterschiedliche Anforderungen zur Umlauf- und Dienstbildung
beru¨cksichtigt werden ko¨nnen. Zu den entwickelten Modellen und Methoden soll in
diesem Abschnitt die Anwendbarkeit beispielhaft anhand eines Planungsszenarios
eines Verkehrsunternehmens einer europa¨ischen Großstadt untersucht werden. Die-
ses Szenario zeichnet sich durch ein vergleichsweise komplexes Regelwerk bezu¨glich
betriebsspezifischer Regelungen zur Dienstbildung aus. Grundlage fu¨r das zu unter-
suchende Szenario bildet ein Ausschnitt aus den Daten eines Betriebstages aus dem
Fahrplan des Jahres 2010. Neben einer Validierung der Anwendbarkeit besteht ein
weiteres Ziel der Untersuchung darin, das mo¨gliche Einsparpotenzial beim Einsatz von
Optimierungssoftware in der Planung zu evaluieren. Dabei soll u¨berpru¨ft werden, ob
und wie sich die Dienstplanstruktur des Verkehrsunternehmens bei einer anna¨hernd
kostenoptimalen Lo¨sung des Umlauf- und Dienstplanungsproblems a¨ndern wu¨rde.
Abschnitt 7.2.1 beschreibt zuna¨chst die zur Untersuchung zur Verfu¨gung gestellte
Datenbasis. Die bei der Umlauf- und Dienstbildung zu beachtenden betriebsspezifi-
schen Regelungen sind darauf folgend in Abschnitt 7.2.2 aufgefu¨hrt. Einen U¨berblick
u¨ber die Ergebnisse der Untersuchung gibt Abschnitt 7.2.3.
7.2.1 Datenbasis des zu untersuchenden Szenarios
Das zu untersuchende Szenario umfasst die fu¨r einen Werktag zu verplanenden Fahr-
ten dreier Linien. An diesem Werktag werden mit den drei Linien insgesamt 530
Servicefahrten angeboten mit einer Gesamtlastzeit von 588h 54min. Die erste Aus-
lastungsspitze liegt im morgendlichen Zeitraum von 7:40 Uhr und 9:40 Uhr in welchem
stets 40 bis 46 Servicefahrten parallel durchzufu¨hren sind. Eine zweite Auslastungs-
spitze wird nachmittags zwischen 13:00 Uhr und 15:00 Uhr erreicht mit zwischen 40
und 47 parallel durchzufu¨hrenden Servicefahrten. Zwischen 7:30 Uhr und 18:00 Uhr
sind durchgehend mindestens 35 Servicefahrten gleichzeitig zu bedienen. Abbildung
7.5 fasst den zeitlichen Verlauf der Fahrten wa¨hrend des Tages zusammen.
An diesem Tag werden vom Verkehrsunternehmen fu¨nf verschiedene Fahrzeugty-
pen genutzt. Da jede Servicefahrt mit jedem Fahrzeugtyp durchgefu¨hrt werden darf
und die Kostenbewertungen der Typen gleich sind, eru¨brigt sich eine Unterscheidung
der Fahrzeuge fu¨r die Untersuchung. Fahrzeuge ko¨nnen nur am Betriebshof des Ver-
kehrsunternehmens stationiert werden. Pausen- und Ablo¨semo¨glichkeiten sind aber
auch an einigen Endhaltestellen außerhalb des Betriebshofes gegeben. Die 530 Fahrten
haben insgesamt 425 Ablo¨semo¨glichkeiten innerhalb der Fahrt und/oder zu Beginn





























Abbildung 7.5: Ganglinie der Servicefahrten des zu untersuchenden Werktages
und/oder am Ende. Von den Servicefahrten sind 223 Fahrten ohne Ablo¨semo¨glichkeit.
Da keine Unterscheidung zwischen Fahrzeugtypen notwendig ist und nur ein Betriebs-
hof zur Verfu¨gung steht, kann der Umlaufplanungsteil des Szenarios als Eindepot-
Planungsproblem betrachtet werden. Fu¨r die Fahrzeuge sind Leerfahrten wa¨hrend
des gesamtes Tages zwischen allen einbezogenen Haltestellen, sowie jederzeit vom
und zum Depot mo¨glich. Tabelle 7.1 gibt einen U¨berblick u¨ber die wesentlichen Eck-





Dauer Servicefahrten (Gesamt) 588h 54min
Dauer Servicefahrten (Durchschnitt) 1h 7min
Dauer Teilfahrten (Durchschnitt) 40min




7.2.2 Zu beru¨cksichtigende betriebsspezifische Regelungen
Fu¨r die Dienstplanung sind die im folgenden beschriebenen Regeln vorgegeben. Die
grundsa¨tzlichen Regeln lassen sich in den zusammengefassten Katalog unterschiedli-
cher Pausen-, Fahrzeugwechsel- und Ablo¨semo¨glichkeiten aus Abbildung 7.1 einord-
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nen (siehe Abschnitt 7.1.1). Vor einer Einordnung werden noch einige Details zu den
genutzten Diensttypen und Schichtlagen gegeben.
Im Dienstplan ko¨nnen als Diensttypen bzw. Dienstarten zusammenha¨ngende Diens-
te und geteilte Dienste eingeplant werden, wobei der Dienstplan maximal 18 geteilte
Dienste enthalten soll. Die Eigenschaften der verwendbaren Dienstarten fasst Tabelle
7.2 zusammen. Zusammenha¨ngende Dienste mu¨ssen in sieben definierten Schicht-
zeitra¨umen liegen. Geteilte Dienste du¨rfen fu¨r den Zeitraum von 0:00 Uhr bis 19:00
Uhr geplant werden. Tabelle 7.3 gibt einen U¨berblick u¨ber die unterschiedlichen
Schichtlagen.
Daru¨ber hinaus sind Kurzdienste mit bis zu 5:30h Schichtdauer und Arbeitszeit er-
laubt. Kurzdienste mu¨ssen nicht zwingend einen bestimmten Schichtzeitraum ausfu¨llen.
Generell mu¨ssen in Diensten bei 4:30h Lenkzeit 45 Minuten Ruhe- bzw. Pausenzeit
gewa¨hrt werden. Diese mu¨ssen aber nicht am Stu¨ck gewa¨hrt werden, sondern ko¨nnen
auch aufgeteilt in Pausen bzw. Lenkzeitunterbrechungen mit mindestens 15 Minuten
La¨nge abgegolten werden. Dabei reichen zwei Lenkzeitunterbrechungen mit mindes-
tens 15 Minuten aus, wenn diese insgesamt mindestens 35 Minuten umfassen und der
Anteil pausenfa¨higer Wendezeiten im Dienst mindestens 11% der Gesamtlenkzeit des
Dienstes entspricht. Lenkzeitunterbrechungen werden als Arbeitszeit angesehen.
zusammenh. Dienst geteilter Dienst
Min Max Min Max
Dienstdauer 05:30 09:15 05:30 13:00
Arbeitszeit 05:30 09:15 05:30 09:00
Lenkzeit 04:30 08:45 00:10 08:45
Ununterbrochene Lenkzeit 00:10 04:30 00:10 04:30
Lenkzeitunterbrechung 00:15 00:45 00:15 00:45
Dienstunterbrechung − − 01:00 06:30
# Dienststu¨cke/-teile 3 5 2 2
Tabelle 7.2: Generelle Eigenschaften der Dienstarten (mit Zeiten in hh:mm)
Pausenmo¨glichkeiten fu¨r Dienste sind am Depot, sowie an zwei Endhaltestellen
gegeben (siehe Auspra¨gungen P1 und P3 in Abbildung 7.1). Die erste Pause fu¨r
Dienste, die einer Spa¨t- oder Nachtschicht zuordenbar sind, muss tageszeitabha¨ngig
im Zeitraum von 17:30 Uhr und 20:00 Uhr liegen (P5). Generell muss vor Beginn der
ersten Pause in einem Dienst mindestens eine Stunde Arbeitszeit geleistet werden,
sowie mindestens eine Stunde nach Ende der letzten Pause (P6). Bei Diensten, die
einer Tages-Schicht zuordbar sind, mu¨ssen vor der ersten Pause dahingegen nur 30
Minuten geleistete Arbeitszeit liegen.
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Schicht Beginn Ende
fru¨hester spa¨tester fru¨hestes spa¨testes
Nacht-Fru¨h 00:00 05:59 00:00 15:59
Fru¨h 06:00 09:59 06:00 16:39
Tag 08:00 09:59 16:40 18:39
Tag (Geteilt) 00:00 19:00 00:00 19:00
U¨bergang 10:00 20:00 16:40 20:00
Zwischen 11:00 20:00 16:41 23:00
Spa¨t 14:30 24:00 23:01 24:00
Nacht-Spa¨t 15:30 24:00 24:00 03:00
Tabelle 7.3: Schichtlagen (mit Zeiten in hh:mm)
Fahrzeugwechsel sind grundsa¨tzlich nur bei geteilten Diensten erlaubt. Die beiden
Dienstteile ko¨nnen auf unterschiedlichen Fahrzeugen absolviert werden. Ein mo¨gli-
cher Fahrzeugwechsel erfolgt also in der Dienstteilung (F7). Bei geteilten Diensten
kann das Fahrzeug somit im Depot
”
gewechselt“ werden(F1), sowie an den (End-
)Haltestellen, die Ablo¨semo¨glichkeiten bieten. In zusammenha¨ngenden Diensten darf
das nicht Fahrzeug gewechselt werden. Allerdings werden vom Verkehrsunternehmen
vereinzelt Ausnahmen von dieser Regelung gemacht. Um
”
gute“ zula¨ssige Dienst-
pla¨ne bilden zu ko¨nnen, werden in die Dienstpla¨ne oftmals einige wenige Dienste
mit Fahrzeugwechseln eingeplant, sodass in den Dienstpla¨nen bei ca. 3% der zusam-
menha¨ngenden Dienste Fahrzeugwechsel erlaubt sind. Fu¨r den Einsatz des entwi-
ckelten Optimierungssystems bedeutet das, dass neben Diensten ohne erlaubte Fahr-
zeugwechsel auch Dienste mit erlaubten Fahrzeugwechseln erstellt werden sollten,
um
”
gute“ zula¨ssige Lo¨sungen das Umlauf- und Dienstplanungsproblems finden zu
ko¨nnen. Die Fixkostenbewertung der Dienste mit erlaubten Fahrzeugwechseln ist da-
bei mit hohen Strafkosten zu versehen, sodass diese nur in Ausnahmefa¨llen in die
Lo¨sung aufgenommen werden. Fu¨r diese mo¨glichen Ausnahmefa¨lle gelten a¨hnliche
lokale und temporale Auspra¨gungen der Fahrzeugwechselmo¨glichkeiten wie bei ge-
teilten Diensten, d.h. Fahrzeugwechsel sind in diesen Ausnahmediensten in der Pause
am Depot zula¨ssig, sowie an den Endhaltestellen, die Pausenmo¨glichkeiten bieten.
Ablo¨semo¨glichkeiten fu¨r alle Dienste existieren zusa¨tzlich zum Depot an sieben wei-
teren Orten bzw. (End-)Haltestellen (A1, A2, A3). Eine dieser Endhaltestellen zeich-
net sich dadurch aus, dass sie wie das Depot sowohl Pausen- als auch Ablo¨seort ist.
Abgelo¨st werden darf nach einer minimalen Dienstdauer bzw. verrichteten Arbeits-
zeit eines Dienstes (A6). Details dazu ko¨nnen aus Tabelle 7.2 u¨ber die fu¨r Fahrer
verwendeten Dienst- und Schichttypen entnommen werden. Ein Fahrer lo¨st also zu
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Beginn seines Dienstes ab bzw. kann am Ende seines Dienstes abgelo¨st werden (A8).
Bei geteilten Diensten gilt die Ablo¨semo¨glichkeit natu¨rlich je Dienstteil.
Zusa¨tzlich gelten noch einige weitere zeitliche Vorgaben. Fu¨r die Fahrzeugvorbe-
reitung und die -nachbereitung im Depot sind zehn Minuten einzuplanen. Diese Vor-
und Nachbereitungszeiten am Fahrzeug werden zur Lenkzeit geza¨hlt.
Vor- und Nachbereitungszeiten fu¨r Fahrer werden abha¨ngig gemacht vom Stand-
ort und von Transferzeiten: Endet ein Dienst an dem Ort, an welchem er begonnen
hat, wird jeweils eine Zeitpauschale von fu¨nf Minuten als Vor- und Nachbereitungs-
zeit zur Arbeitszeit geza¨hlt und es fallen keine Transferzeiten an. Unterscheiden sich
Start- und Endort, entfa¨llt die Zeitpauschale und stattdessen ist eine Transferzeit
vom Depot zum Startort und vom Endort zum Depot als Arbeitszeit im Dienst zu
beru¨cksichtigen, sodass der Fahrer seinen Dienst am Depot starten und enden kann.
Bei geteilten Diensten gilt diese Regelung je Dienstteil. Dabei sind die Transferzei-
ten je Ablo¨sepunkt abha¨ngig gemacht von der Mitnahmemo¨glichkeit als Passagier in
einem Bus gegebenenfalls erga¨nzt um die Dauer eines Fußweges oder – falls es zeit-
lich ku¨rzer ist – nur von der Dauer eines Fußweges. Die im betrachteten Szenario zu
beru¨cksichtigenden Transferzeiten variieren dabei zwischen 5 und 32 Minuten.
Außerdem sind im Fahrplan fu¨r jede Fahrt bis zu fu¨nf Minuten Mindest-Wendezeit
eingeplant. Dabei sind zwei Minuten dieser Wendezeit nicht pausenfa¨hig, d.h. nicht
fu¨r eine Pause nutzbar. Die Mindest-Wendezeit einer Servicefahrt kann entfallen, falls
nach Beendigung der Fahrt ins Depot eingeru¨ckt werden soll. Wird vor der Mindest-
Wendezeit abgelo¨st, startet der neue Dienst logischerweise dann mit der Mindest-
Wendezeit.
7.2.3 Ergebnisse
Alle im vorherigen Abschnitt beschriebenen Anforderungen lassen sich auf die im
Rahmen des entwickelten Optimierungssystems umgesetzten Anforderungen zuru¨ck-
fu¨hren. Fu¨r Details zu generellen Modellierungen und eingesetzten Lo¨sungsverfahren,
sowie die Umsetzungen einzelner Anforderungen sei auf die Ausfu¨hrungen in Kapitel
6 und Abschnitt 7.1 verwiesen.
Obwohl es sich beim betrachteten Szenario um ein Planungsproblem im sta¨dtischem
Bereich handelt, ko¨nnen mit einer im Stadtverkehr u¨blichen sequenziellen Planung
von Umla¨ufen und Diensten keine guten zula¨ssigen Umlauf- und Dienstpla¨ne gebildet
werden: Durch die geforderte enge Kopplung von Fahrzeug und Fahrer mu¨ssten in
den Umla¨ufen bereits Pausenmo¨glichkeiten fu¨r einen Dienst geschaffen werden. Nur
so ko¨nnen im Dienstplanungsschritt zum Umlaufplan kompatible (und kosteneffizien-
te) Dienste bestimmt werden, in welchem der Fahrer wa¨hrend des gesamten Dienstes
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inklusive Pause an ein Fahrzeug
”
gebunden“ ist. In den durch das Lo¨sen des Umlauf-
planungsproblems ermittelten kostenoptimalen Umla¨ufen sind diese Pausenmo¨glich-
keiten allerdings nicht gegeben, da dort die Fahrten mo¨glichst effizient, d.h. ohne
gro¨ßere Wartezeiten zwischen der Bedienung, hintereinander ausgefu¨hrt werden. Ei-
ne alternative
”
ku¨nstliche“ Schaffung von Pausenzeitra¨umen in den Umla¨ufen fu¨hrt
zu ineffizienten Umla¨ufen, bei denen außerdem nicht garantiert ist, dass zu diesen
auch gute Dienste erstellt werden ko¨nnen (vgl. auch Abschnitt 2.2.1 zu den genann-
ten Problemen bei einer sequenziellen Planungsweise). Das im Szenario betrachtete
Planungsproblem wird daher als integriertes Umlauf- und Dienstplanungsproblem
modelliert und gelo¨st.
Die Berechnung wird auf einem Dell OptiPlex 755 PC mit Intel Pentium Dual-Core
3,0 GHz und 4 GB Hauptspeicher unter Windows XP Professional durchgefu¨hrt. Um
im Rahmen des Lo¨sungsverfahrens lineare und gemischt ganzzahlige Optimierungs-
probleme zu lo¨sen, wird Cplex in der Version 11.0.1.0 eingesetzt.
Tabelle 7.4 stellt die errechneten Ergebnisse dem vom Verkehrsunternehmen ge-
nutzten Dienstplan gegenu¨ber. Unterschieden wird zwischen zwei Berechnungssze-
narien: Einmal soll die Anzahl geteilter Dienste nicht erho¨ht werden (Opt A) und
einmal darf sich die Anzahl im erlaubtem Rahmen bewegen (vgl. Abschnitt 7.2.2)
(Opt B). Die Ergebnisse zeigen ein Einsparpotenzial an Diensten von gut 5%, so-
wie die Einsparmo¨glichkeit eines Fahrzeuges, was ca. 2% der eingesetzten Fahrzeuge
entspricht.
Original Opt A ∆% Opt B ∆%
Anzahl Dienste 93 88 −5, 4 88 −5, 4
davon geteilte Dienste 15 (16,1%) 15 (17,1%) +0, 0 17 (19,3%) +13, 3
davon Kurzdienste 7 ( 7,5%) 8 ( 9,1%) +14, 3 8 ( 9,1%) +14, 3
davon zusammenh. Dienste
mit Fahrzeugwechsel 2 ( 2,2%) 0 ( 0,0%) −100, 0 0 ( 0,0%) −100, 0
Anzahl Fahrzeuge 48 48 +0, 0 47 −2, 1
Zeit auf Fahrzeugen (Gesamt) 712:26 703:30 −1, 3 702:17 −1, 4
Wirkungsgrad 82,7% 83,7% +1, 2 83,9% +1, 5
Arbeitszeit (Gesamt) 742:07 727:25 −2, 0 725:46 −2, 2
Arbeitszeit (Durchschnitt) 07:59 08:16 +3, 6 08:15 +3, 4
Wirkungsgrad 79,3% 81,0% +2, 1 81,1% +2, 3
Schichtdauer (Gesamt) 785:11 769:48 −2, 0 763:12 −2, 8
Schichtdauer (Durchschnitt) 8:27 8:44 +3, 6 8:40 +2, 7
Wirkungsgrad 75,0% 76,5% +2, 0 77,2% +2, 9
Rechenzeit − 4:58 − 4:36 −
Tabelle 7.4: Ergebnisu¨bersicht u¨ber das Werktagszenario mit Zeiten in hh:mm










































Nacht-Früh Früh Tages Übergang Zwischen Spät Nacht-Spät Tag (Geteilt) Tag (Kurz)
Abbildung 7.6: Vergleich der Dienstplanstrukturen – Unterschiedliche Dienst- und
Schichttypen je Dienstplan absolut und anteilig zusammengefasst
Wie erwartet, la¨sst sich ein Einsparpotenzial allerdings nur mit einer leichten Struk-
tura¨nderung des Dienstplans erkaufen. Abbildung 7.6 veranschaulicht diese A¨nderung
der Dienstplanstrukturen: Damit die Anzahl einzusetzender Fahrzeuge reduziert wer-
den kann, muss die Arbeit einiger zusammenha¨ngender Dienste zur Tages-Schicht auf
geteilte Dienste umverteilt werden. Durch eine Verla¨ngerung der Arbeitszeit in den
Fru¨hdiensten kann noch mehr Arbeit der Tages-Dienste aufgenommen werden. So
kann zwar insgesamt die zu leistende Arbeitszeit um ca. 16 Stunden gesenkt werden,
d.h. um ca. 2%. Dies liegt u.a. an weniger anfallende Transferzeiten. Aufgrund der
Verringerung der Dienstanzahl erho¨ht sich aber konsequenterweise die durchschnittli-
che in einem Dienst zu verrichtende Arbeitszeit. Die Ergebnisse zeigen somit in erster
Linie die theoretischen Verbesserungsmo¨glichkeiten aus Kostensicht auf. Ein kritisch
zu betrachtender Aspekt ho¨chst kosteneffizienter Umlauf- und Dienstpla¨ne in diesem
Szenario kann also sein, dass durch die Anhebung der durchschnittlichen Arbeitszeit
die Sozialvertra¨glichkeit der Dienste nicht zwingend gewa¨hrleistet ist.
7.3 Zusammenfassung
Mit diesem Kapitel wurde verdeutlicht, dass sich individuelle betriebsspezifische An-
forderungen an die Umlauf- und Dienstbildung in den eingesetzten Optimierungsme-
thoden umsetzen lassen. Mit den beschriebenen Methoden ist also eine Voraussetzung
geschaffen, um unterschiedliche Umlauf- und Dienstplanungsprobleme (aus der Pra-
xis) lo¨sen zu ko¨nnen.
Im Planungsszenario eines Verkehrsunternehmens einer europa¨ischen Großstadt
konnten so fu¨r einen bestehenden Umlauf- und Dienstplan Einsparmo¨glichkeiten in
7.3 Zusammenfassung 149
einer Ho¨he von 5% der urspru¨nglich geplanten Dienste und 2% der urspru¨nglich ein-
gesetzen Fahrzeuge ermittelt werden. Außerdem wurde anhand der durchgefu¨hrten
Fallstudie noch einmal deutlich, dass gewu¨nschte Kriterien wie z.B. die Sozialver-
tra¨glichkeit von Diensten explizit in Modellen zur Umlauf- und Dienstbildung (z.B.
bei der Kostenbewertung) zu beru¨cksichtigen sind – ebenso, wie A¨hnlichkeitsaspek-
te beim Wunsch nach a¨hnlichen Ressourceneinsatzpla¨nen explizit abgebildet werden
mu¨ssen.
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Teil III







Entsprechend der Schritte S1 und S2 aus Kapitel 5 wurden in den vorherigen beiden
Kapiteln die grundlegenden Voraussetzungen fu¨r eine Umlauf- und Dienstplanung mit
einer Einbeziehung von A¨hnlichkeitsaspekten geschaffen, indem die Lo¨sbarkeit von
(praktischen) Problemstellungen zur Umlauf- und Dienstplanung aufgezeigt wurde.
In diesem Teil der Arbeit wird untersucht, wie A¨hnlichkeitsziele in der Ressourcenein-
satzplanung geeignet beru¨cksichtigt werden ko¨nnen. Eine entscheidende Frage dabei
ist, wie solche A¨hnlichkeitsziele definiert werden ko¨nnen. Gema¨ß Schritt S3 aus Ka-
pitel 5 werden daher in diesem Kapitel mo¨gliche Bewertungen von A¨hnlichkeit in der
Umlauf- und Dienstplanung vorgeschlagen.
Von Verkehrsunternehmen sind zur Bedienung von Servicefahrten (kosteneffiziente)
Umla¨ufe und/oder Dienste gewu¨nscht, die ohne große Modifikationen an mehreren
Tagen genutzt werden ko¨nnen. Ein wesentlicher Aspekt der Bewertung ist also die
Wiederholbarkeit geplanter Ressourceneinsa¨tze.
Die Wiederholbarkeit wird grundsa¨tzlich bereits durch die in der Planung einbezo-
genen Fahrpla¨ne bestimmt. Ist eine Servicefahrt nur in einem der betrachteten Fahr-
pla¨ne zu bedienen, fu¨hrt die Einplanung dieser Fahrt in einen Umlauf oder Dienst zu
einem Ressourceneinsatz, der in dieser Form nur an diesem bestimmten Tag nutzbar
ist. Fu¨r welche Tage ein a¨hnlicher Ressourceneinsatz angestrebt werden soll, ist in
der Praxis zwar in der Regel klar. So sollen z.B. Wochentage a¨hnlich geplant werden,
wa¨hrend Pla¨ne fu¨r das Wochenende nicht zwingend a¨hnlich zu den an einem Wo-
chentag sein mu¨ssen bzw. sein ko¨nnen (siehe Abschnitt 2.3). Allerdings fehlen in der
wissenschaftlichen Literatur Hilfsmittel, die anzeigen ko¨nnen, fu¨r welche Fahrpla¨ne
eine gemeinsame, a¨hnliche Planung des Ressourceneinsatzes geeignet ist und fu¨r wel-
che nicht. Dazu sollen Hilfsmittel vorgeschlagen werden, die die Wiederholbarkeit des
Inputs von Planungsproblemen bewerten. Ein Teil dieses Kapitels bescha¨ftigt sich
daher mit der Bewertung der A¨hnlichkeit von Fahrpla¨nen.
Im anderen Teil dieses Kapitels wird dann die Bewertung des Outputs von Pla-
nungsproblemen, also die Bewertung der A¨hnlichkeit von Ressourceneinsa¨tzen dis-
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kutiert. Vorgeschlagen werden Mo¨glichkeiten zur Bewertung der Wiederholbarkeit
einzelner Ressourceneinsa¨tze, sowie zur Bewertung gesamter Ressourceneinsatzpla¨ne.
Das Kapitel ist wie folgt aufgebaut: Abschnitt 8.1 definiert zuna¨chst ein grundle-
gendes Merkmal fu¨r eine Bewertung von A¨hnlichkeit in der Planung. Abschnitt 8.2
beschreibt Mo¨glichkeiten, wie die A¨hnlichkeit des Inputs von Planungsproblemen, d.h.
die betrachteten Fahrpla¨ne bewertet werden ko¨nnen. Abschnitt 8.3 stellt Mo¨glichkei-
ten vor, wie die A¨hnlichkeit des Outputs von Planungsproblemen, d.h. die berechne-
ten Ressourceneinsa¨tze bzw. Ressourceneinsatzpla¨ne beurteilt werden ko¨nnen. Eine
zusammenfassende Gegenu¨berstellung der vorgeschlagenen Bewertungsmo¨glichkeiten
und deren Eigenschaften ist in Abschnitt 8.4 zu finden.
8.1 Definition r-regelma¨ßiger Fahrten bzw. Aufgaben
Da Verkehrsunternehmen unterschiedliche Auffassungen besitzen, wann ein Umlauf
oder Dienst als a¨hnlich gilt, sollen unterschiedliche Kriterien zur A¨hnlichkeit bewertet
werden ko¨nnen. Neben den Kriterien, die die Gleichheit zweier Ressourceneinsa¨tze de-
finieren wie z.B. bei Diensten der Diensttyp, die Arbeitszeit, oder Anfangs-/Endzeiten
etc., bestimmen vor allem die in einem Ressourceneinsatz bedienten Fahrten die A¨hn-
lichkeit. Bei einigen Unternehmen sollen regelma¨ßige Ressourceneinsa¨tze nur fu¨r die
regelma¨ßigen Fahrten gebildet werden. Bei anderen Unternehmen sollen mo¨glichst
auch die Fahrten in weitestgehend regelma¨ßige Umla¨ufe/Dienste eingeplant werden,
die zwar nicht an allen Tagen vorkommen, aber an mehreren. Um diese unterschied-
lichen Bewertungsmaßsta¨be zu beru¨cksichtigen, wird die zur A¨hnlichkeitsbewertung
genutzte Fahrten-/Aufgabenmenge genauer spezifiziert. So wird nicht nur zwischen
regelma¨ßigen und unregelma¨ßigen Fahrten unterschieden. Aus den Fahrpla¨nen und
den geplanten Ressourceneinsa¨tzen werden alle Fahrten zur A¨hnlichkeitsbewertung
einbezogen, die mindestens an r ∈ N betrachteten Tagen zu bedienen sind. Die ent-
sprechenden Fahrten werden im weiteren Verlauf als r-regelma¨ßige Fahrten (engl.
r-regular trips) bezeichnet. Damit wird eine bei [Klabjan et al., 2001] formulierte
Idee aufgegriffen, Fahrten (bzw. dort Flu¨ge) in Gruppen einzusortieren, die etwas
u¨ber die Regelma¨ßigkeit der auszufu¨hrenden Fahrten/Flu¨ge aussagen (- wobei dort
gilt, dass ein regelma¨ßiger Flug einer Gruppe in der betrachteten Woche mindes-
tens so oft aufeinanderfolgend stattfindet, wie durch diese Gruppe angegeben ist; vgl.
Abschnitt 4.3.2).
Als Notation gilt: Fu¨r die Menge aller betrachteten Tage L = {1, ..., n} und die
fu¨r einen Tag l ∈ L gu¨ltige Menge an Servicefahrten T l = {1, ...,ml} sei Q(= Qn) =
T 1 ∩ ... ∩ T n die Menge aller regelma¨ßigen Fahrten. Die Menge aller r-regelma¨ßigen
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Servicefahrten, also aller Fahrten, die an mindestens r = 1..n Tagen gu¨ltig sind, sei
durch Qr beschrieben mit Q1 ⊇ ... ⊇ Qn−1 ⊇ Qn.
8.2 A¨hnlichkeit von Fahrpla¨nen
Die Bewertung der A¨hnlichkeit von Fahrpla¨nen kann eine Umlauf- und Dienstpla-
nung mit A¨hnlichkeitszielen unterstu¨tzen, indem erste Anhaltspunkte gegeben wer-
den, wie unterschiedlich Ressourceneinsatzpla¨ne fu¨r unterschiedliche Fahrpla¨ne wer-
den ko¨nnen. So kann beurteilt werden, fu¨r welche Fahrpla¨ne aufgrund ihrer A¨hnlich-
keit eine gemeinsame Ressourceneinsatzplanung sinnvoll sein ko¨nnte und fu¨r welche
besser nicht.
Dabei erfolgt die Bewertung der A¨hnlichkeit von Fahrpla¨nen u¨ber die Bewertung
der Gleichheit von Servicefahrten. Bewertet werden die Servicefahrten, die in den
Fahrpla¨nen bedient werden mu¨ssen, die in einen A¨hnlichkeitsvergleich einbezogen
werden. Zwei Servicefahrten zweier Fahrpla¨ne werden als gleich bzw. identisch auf-
gefasst, wenn ihre Start- und Endhaltestelle, ihre Anfangs- und Endzeit, sowie die
verwendbaren Fahrzeugtypen und die Pausenmo¨glichkeiten an Start- und Endhalte-
stelle u¨bereinstimmen.
Zur Bewertung der A¨hnlichkeit von Fahrpla¨nen werden im Folgenden in den Ab-
schnitten 8.2.1 und 8.2.2 einige Visualisierungsmittel und Kennzahlen vorgeschlagen.
Mit diesen soll ein Schritt in die Richtung gemacht werden, zuku¨nftig abscha¨tzen
zu ko¨nnen, wie schwierig es fu¨r die zu lo¨senden Problemstellungen bzw. die zu be-
dienenden Fahrpla¨ne ist, a¨hnliche (und kosteneffiziente) Ressourceneinsatzpla¨ne zu
bilden.
8.2.1 Visualisierungsmittel und qualitative Beurteilung
Ein naheliegendes Hilfsmittel zur Beurteilung der A¨hnlichkeit unterschiedlicher Fahr-
pla¨ne ist eine Visualisierung dieser. Dabei ist sowohl die Visualisierung o¨rtlicher
Komponenten der Servicefahrten (wie Start- und Endhaltestellen), als auch die Vi-
sualisierung zeitlicher Komponenten (wie Anfangs- und Endzeiten) nu¨tzlich fu¨r eine
geeignete Beurteilung.
Ortsbezogene Darstellung
Schematische Darstellungen von regelma¨ßigen und unregelma¨ßigen Servicefahrten un-
terschiedlicher Fahrpla¨ne im Liniennetz bzw. genauer noch im Straßennetz ko¨nnen
bereits dazu beitragen, die A¨hnlichkeit der betrachteten Fahrpla¨ne zu beurteilen.
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Schnell wird ersichtlich, ob eine (unregelma¨ßige) Fahrt von den regelma¨ßig bedienten
Strecken abweicht. Anhand der Lage kann dann abgescha¨tzt werden, welche Planung
fu¨r diese unregelma¨ßige Fahrt geeignet ist. Liegt die unregelma¨ßige Fahrt vergleichs-
weise weit außerhalb, sodass unter Umsta¨nden ein Zusatzdienst/-umlauf zu ihrer Be-
dienung notwendig ist? Oder la¨sst sich die unregelma¨ßige Fahrt durch Modifikation
regelma¨ßiger Ressourceneinsa¨tze bedienen?
Allerdings kann bei einer rein ortsbezogenen Darstellung logischerweise keine Aus-
sage u¨ber die zeitliche Lage der Servicefahrten getroffen werden. Somit ist schwer
zu beurteilen, ob und wie regelma¨ßige Ressourceneinsa¨tze evtl. modifiziert werden
mu¨ssten, um eine unregelma¨ßige Fahrt in diese Ressourceneinsa¨tze einzuplanen.
Zeitbezogene Darstellung
Zur zeitlichen Analyse eines Fahrplans werden u¨blicherweise Auslastungskurven bzw.
sogenannte Tagesganglinien verwendet, die die Anzahl (Service-)Fahrten darstellen,
die zu einem bestimmten Zeitpunkt aus dem entsprechenden Fahrplan eines Tages be-
dient werden mu¨ssen. Um fu¨r einen einzelnen Tag aufzuzeigen, welcher Fahrtenanteil
im betrachteten Planungszeitraum regelma¨ßig oder unregelma¨ßig ist, bietet sich an,
dies entsprechend in der Darstellung hervorzuheben. Beispiele dazu zeigen die Bilder
I bis V in Abbildung 8.1, sowie die Bilder I bis III in Abbildung 8.2 fu¨r Fahrpla¨ne von
Montag bis Freitag. In den Beispielen zeigt eine Klammer in der Legende an, dass
Servicefahrten dieser Kategorie nicht im Bild vorkommen. Um fu¨r mehrere Tage Un-
terschiede in Fahrpla¨nen aufzuzeigen, bietet sich eine zusammengefasste Darstellung
u¨ber die betrachteten Tage an. Bild VI in Abbildung 8.1 und Bild IV in Abbildung
8.2 geben jeweils ein Beispiel dazu.
Anhand dieser Visualisierungen la¨sst sich die zeitliche (Un-)Regelma¨ßigkeit von
Fahrpla¨nen unterschiedlicher Tage qualitativ bewerten: Verlaufen die Unregelma¨ßig-
keiten durchgehend u¨ber einen gesamten Tag? Oder sind diese lokal begrenzt? Liegen
Unregelma¨ßigkeiten in den Auslastungsspitzen? In den Tagesrandlagen? Oder nur in
der Nacht? Zusa¨tzlich mit linien- bzw. ortsbezogenen Informationen / Darstellun-
gen kann so entschieden werden, ob die unregelma¨ßigen Fahrten der betrachteten
Fahrpla¨ne zusammen mit den regelma¨ßigen Fahrten zu planen sind oder separat.
Abbildung 8.1 zeigt beispielhaft Tagesganglinien fu¨r die Fahrpla¨ne der Tage Montag
bis Freitag einer mittelgroßen Stadt. Zu erkennen ist, dass die unregelma¨ßigen Fahr-
ten in den Fahrpla¨nen durchgehend im Tagesverlauf auszufu¨hren sind. Diese durch-
gehenden Unregelma¨ßigkeiten sind zwar auf einen Zeitraum zwischen 6 Uhr und 17
Uhr begrenzt. U¨ber die ganze Woche betrachtet, fallen allerdings in diesem Zeitraum



















































































































































































































































Abbildung 8.1: Beispiel A - Ganglinien zu unregelma¨ßigen Servicefahrten, die in den
Fahrpla¨nen einer mittelgroßen Stadt von Montag bis Freitag bedient
werden sollen und durchgehend u¨ber den Tag verteilt sind
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viele unterschiedliche Servicefahrten, sodass vermehrt unterschiedliche Umla¨ufe und
Dienste zu planen sind.
Dahingegen gibt Abbildung 8.2 ein Beispiel fu¨r (im Tagesverlauf) lokal begrenzt
stattfindende unregelma¨ßige Servicefahrten. Dargestellt sind die Tagesganglinien fu¨r
die Fahrpla¨ne von Montag bis Freitag einer Großstadt. Unregelma¨ßige Servicefahr-
ten fallen nur in den Abend- und Nachtstunden an. Die Ressourceneinsatzpla¨ne der
einzelnen Wochentage ko¨nnen also sehr a¨hnlich zueinander geplant werden: Fu¨r die
unregelma¨ßigen Servicefahrten in den Abendstunden mu¨ssen u¨ber die ganze Wo-
che betrachtet maximal drei nur einmal auszufu¨hrende Dienststu¨cke geplant werden
(vier fu¨r Mo-Mi und Fr, und maximal sieben am Do). Die unregelma¨ßigen Fahrten
in den Nachtstunden ko¨nnen gesondert in Umla¨ufe und Dienste eingeplant werden
und haben keinen Einfluss auf die A¨hnlichkeit der Pla¨ne, die fu¨r den Zeitraum der

































































































































































Abbildung 8.2: Beispiel B - Ganglinien zu lokal begrenzten unregelma¨ßigen Service-
fahrten, die in den Fahrpla¨nen einer Großstadt von Montag bis Frei-
tag bedient werden sollen und nur in den Abend- und Nachtstunden
anfallen
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Kombinierte orts- und zeitbezogene Darstellung
Der Einfluss unregelma¨ßiger Servicefahrten auf die Planung von Umla¨ufen und Diens-
ten la¨sst sich ebenso gut abscha¨tzen, wenn o¨rtliche und zeitliche Informationen gleich-
zeitig in einer Darstellung gegeben werden. Z.B. indem die zu bedienenden regelma¨ßi-
gen und unregelma¨ßigen Servicefahrten im Linien-/Straßennetz im Zeitverlauf dar-
gestellt werden.
Bei einer solchen komplexen Darstellung bieten sich fu¨r eine bessere U¨bersichtlich-
keit interaktive Betrachtungsmo¨glichkeiten an, wie z.B. das Verkleinern/Vergro¨ßern
von Ausschnitten entsprechender Darstellungen am Computermonitor oder Mo¨glich-
keiten zum Drehen der Darstellung. Wenn in dieser Arbeit regelma¨ßige und unre-
gelma¨ßige Fahrten in verschiedenen Fahrpla¨nen visualisiert werden, wird daher die
oben beschriebene zeitbezogene Darstellung der kombinierten Darstellung bevorzugt.
8.2.2 Kennzahlen und quantitative Beurteilung
Noch etwas pra¨gnanter als mit einer Visualisierung der Fahrpla¨ne la¨sst sich die A¨hn-
lichkeit unterschiedlicher Fahrpla¨ne quantitativ durch Kennzahlen bewerten. Dabei
kann sowohl die Anzahl r-regelma¨ßiger Fahrten am Gesamtfahrtenaufkommen, als
auch die Dauer r-regelma¨ßiger Fahrten an der Gesamtdauer aller Fahrten erste An-
haltspunkte geben, wie a¨hnlich bzw. unterschiedlich die Ressourceneinsatzpla¨ne zu
unterschiedlichen Fahrpla¨nen werden ko¨nnen und ob eine gemeinsame Planung sinn-
voll ist.
Anteile r-regelma¨ßiger Fahrten am Gesamtfahrtenaufkommen
U¨ber die Bestimmung des Anteils regelma¨ßiger bzw. r-regelma¨ßiger Servicefahrten
am Gesamtfahrtenaufkommen wird schnell deutlich, welcher Anteil an Servicefahrten
mindestens unterschiedlich geplant werden muss.
Tabelle 8.1 fasst die Bewertung der A¨hnlichkeit von Fahrpla¨nen u¨ber die Anteile
gleicher Fahrten in den Fahrpla¨nen beispielhaft fu¨r die Fahrpla¨ne aus den Abbildun-
gen 8.1 und 8.2 zusammen. Neben dem Beispielnamen (Set) sind aufgefu¨hrt der Tag,
an welchem ein Fahrplan gu¨ltig ist, die jeweilige Gesamtanzahl der Servicefahrten
(#), die (Gu¨ltigkeit) an bestimmten Tagen und der durchschnittliche Wert zum paar-
weisen Vergleich aller Pla¨ne (P-Vergleich). Dieser Wert zeigt an, welcher Anteil der
Servicefahrten im Mittel unterschiedlich ist, wenn die auszufu¨hrenden Servicefahrten
zweier Tage miteinander verglichen werden.
Im Beispiel wa¨ren also fu¨r die Fahrpla¨ne A (B) u¨ber die Woche verteilt ca. 20%
(5%) aller Servicefahrten einzuplanen, die nicht an allen Tagen auszufu¨hren sind.
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Dabei werden die Ressourceneinsatzpla¨ne jeweils mindestens in ca. 10% (2%) der zu
bedienenden Fahrten voneinander abweichen. Fu¨r jeden Tag ko¨nnten aber auch bis
zu 92-97% (96-99%) der an diesem Tag zu verplanenden Servicefahrten gleich geplant
werden. Eine gemeinsame, a¨hnliche Planung zu den Fahrpla¨nen ist also sinnvoll, wobei
im Szenario A aufgrund der gro¨ßeren Una¨hnlichkeit eine kosteneffiziente a¨hnliche
Planung deutlich schwieriger sein wird, als fu¨r Szenario B.
Anteile r-regelma¨ßiger Fahrten an der Gesamtdauer aller Fahrten
Mehr noch als die Anzahl regelma¨ßiger und unregelma¨ßiger Servicefahrten ist die
Dauer dieser Fahrten entscheidend fu¨r die Planung von a¨hnlichen Umla¨ufen und
Diensten. Insbesondere da Dienste aufgrund gesetzlicher, tariflicher und betrieblicher
Regelungen in ihrer Dauer bzw. in der am Stu¨ck ohne Pause durchfu¨hrbaren Arbeit
beschra¨nkt sind. So ko¨nnen kurze unregelma¨ßige Servicefahrten grundsa¨tzlich eher
in Umla¨ufe/Dienste mit regelma¨ßigen Fahrten eingefu¨gt werden als lange. Mit ei-
ner Bestimmung von Anteilen von unregelma¨ßigen Servicefahrtenzeiten wird schnell
ersichtlich, fu¨r welchen Anteil der auszufu¨hrenden Servicefahrtenzeit auf jeden Fall
unterschiedliche (Teil-)Umla¨ufe und (Teil-)Dienste erstellt werden mu¨ssen.
In Tabelle 8.1 ist die A¨hnlichkeitsbewertung von Fahrpla¨nen u¨ber die Anteile der
Dauer regelma¨ßiger und unregelma¨ßiger Fahrten beispielhaft fu¨r die Fahrpla¨ne aus
den Abbildungen 8.1 und 8.2 zusammengefasst. Dabei entspricht die Notation der
Spalten der Notation von Tabelle 8.1. Statt der Anzahl ist die Dauer der Servicefahr-
ten angegeben in hh:mm.
Fu¨r die Fahrpla¨ne A (B) fallen also u¨ber die gesamte Woche ca. 14% (3%) der
Gesamtservicefahrtenzeit auf unregelma¨ßig stattfindene Fahrten. Im Schnitt werden
dabei die Ressourceneinsatzpla¨ne zweier Tage ca. 7% (1%) Zeit enthalten, die zur
Ausfu¨hrung unterschiedlicher Servicefahrten notwendig ist. In den Ressourcenein-
satzpla¨nen der einzelnen Tage entfallen ca. 93-97% (98-99%) der Zeit zur Bedienung
von Servicefahrten auf regelma¨ßige Servicefahrten. Die Zahlen verdeutlichen noch
einmal die im vorherigen Abschnitt gewonnene Erkenntnis.
Beru¨cksichtigung von Zeitra¨umen
Teilweise beeinflussen unregelma¨ßige Servicefahrten eines Fahrplans die Regelma¨ßig-
keit der Ressourceneinsatzpla¨ne nur in geringem Maße. Unregelma¨ßige Fahrten ha-
ben generell dann wenig Einfluss auf die Regelma¨ßigkeit von Ressourceneinsatzpla¨nen
anderer Tage, wenn in dem Zeitraum, der von den unregelma¨ßigen Servicefahrten ab-
gedeckt wird, nur diese unregelma¨ßigen Fahrten stattfinden. Als Beispiel dazu sei an
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Servicefahrten: Gu¨ltigkeit an x Tagen (%) P-Ver-
Set Tag # 5 4 3 2 1 gleich
A 979 80,69 0,51 1,53 3,17 14,10 9,81
Mo 830 95,18 0,60 0,24 0,96 3,01
Di 858 92,07 0,58 1,52 2,68 3,15
Mi 853 92,61 0,59 1,76 0 5,04
Do 857 92,18 0,58 1,52 2,68 3,03
Fr 817 96,70 0 0,24 0,98 2,08
B 2.334 95,20 0,86 0 2,14 1,80 2,15
Mo 2.242 99,11 0,89 0 0 0
Di 2.242 99,11 0,89 0 0 0
Mi 2.242 99,11 0,89 0 0 0
Do 2.302 96,52 0 0 2,17 1,30
Fr 2.304 96,44 0,87 0 2,17 0,52
Tabelle 8.1: Gu¨ltigkeit der Servicefahrten in den Beispielfahrpla¨nen A und B aus den
Abbildungen 8.1 und 8.2
Servicefahrten: Gu¨ltigkeit an x Tagen (%) P-Ver-
Set Tag hh:mm 5 4 3 2 1 gleich
A 497:21 86,21 0,34 1,93 3,13 8,38 6,89
Mo 443:18 96,73 0,38 0,21 1,24 1,44
Di 455:30 94,13 0,37 1,91 2,21 1,38
Mi 451:35 94,95 0,38 2,13 0 2,54
Do 460:54 93,03 0,37 1,88 2,18 2,53
Fr 441:06 97,21 0 0,21 1,25 1,33
B 1.501:30 96,87 0,58 0 1,35 1,21 1,40
Mo 1.463:07 99,41 0,59 0 0 0
Di 1.463:07 99,41 0,59 0 0 0
Mi 1.463:07 99,41 0,59 0 0 0
Do 1.487:42 97,77 0 0 1,36 0,88
Fr 1.488:27 97,72 0,58 0 1,36 0,34
Tabelle 8.2: Gu¨ltigkeit der Dauer der Servicefahrten in den Beispielfahrpla¨nen A und
B aus den Abbildungen 8.1 und 8.2
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Abbildung 8.2 erinnert und die dort zu bedienenden unregelma¨ßigen Servicefahrten
in den Nachtstunden.
Fu¨r diese Fahrten bietet es sich an, sie nicht zusammen mit den regelma¨ßigen
Fahrten zu planen, sondern u¨ber zusa¨tzliche Umla¨ufe und Dienste. Bei einer modifi-
zierten quantitativen Bewertung der A¨hnlichkeit sollen daher die Fahrten nicht ein-
bezogen werden, die vermutlich nur einen geringen Einfluss auf die Regelma¨ßigkeit
der zu erstellenden Ressourceneinsatzpla¨ne besitzen. Es werden nur die unregelma¨ßi-
gen Fahrten bewertet, die im Zeitraum anfallen, in denen auch regelma¨ßige Fahrten
zu bedienen sind. Tabelle 8.3 zeigt zu den Beispielfahrpla¨nen B aus Abbildung 8.2
die Anteile unregelma¨ßiger Fahrten mit Beru¨cksichtigung der Zeitra¨ume, in denen re-
gelma¨ßige Fahrten stattfinden. Analog dazu fasst Tabelle 8.4 den zeitlichen Umfang
dieser unregelma¨ßigen Fahrten zusammen.
Servicefahrten: Gu¨ltigkeit an x Tagen (%) P-Ver-
Set Tag # 5 4 3 2 1 gleich
B 2.279 97,50 0,88 0 0,26 1,36 1,23
Mo 2.242 99,11 0,89 0 0 0
Di 2.242 99,11 0,89 0 0 0
Mi 2.242 99,11 0,89 0 0 0
Do 2.258 98,41 0 0 0,27 1,33
Fr 2.249 98,80 0,89 0 0,27 0,04
Tabelle 8.3: Gu¨ltigkeit der Servicefahrten in den Beispielfahrpla¨nen B aus Abbildung
8.2 in Zeitra¨umen mit regelma¨ßigen Servicefahrten
Servicefahrten: Gu¨ltigkeit an x Tagen (%) P-Ver-
Set Tag hh:mm 5 4 3 2 1 gleich
B 1.479:40 98,30 0,59 0 0,19 0,93 0,83
Mo 1.463:07 99,41 0,59 0 0 0
Di 1.463:07 99,41 0,59 0 0 0
Mi 1.463:07 99,41 0,59 0 0 0
Do 1.470:18 98,92 0 0 0,19 0,89
Fr 1.466:37 99,17 0,59 0 0,19 0,05
Tabelle 8.4: Gu¨ltigkeit der Dauer der Servicefahrten in den Beispielfahrpla¨nen B aus
Abbildung 8.2 in Zeitra¨umen mit regelma¨ßigen Servicefahrten
In diesem Beispiel wird verglichen mit den Kennzahlen aus den Tabellen 8.1 und
8.2 so noch deutlicher, dass die Pla¨ne vorraussichtlich sehr a¨hnlich geplant werden
ko¨nnen.
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8.3 A¨hnlichkeit von Ressourceneinsa¨tzen
Nach Vorschla¨gen zur A¨hnlichkeitsbewertung des Inputs von Planungsproblemen sol-
len nun Mo¨glichkeiten zur A¨hnlichkeitsbewertung des Outputs entwickelt werden. In
einigen Ansa¨tzen in der Literatur zur Umlauf- und Dienstplanung mit A¨hnlichkeits-
zielen wird vorgeschlagen, zur A¨hnlichkeitsbestimmung von Ressourceneinsa¨tzen die
Fahrtensequenzen eines Umlaufes oder Dienstes zu bewerten (vgl. Abschnitt 4.3 und
Kapitel 5). [Borndo¨rfer et al., 2012] verwenden dabei die Begriffe Aufgabena¨hnlichkeit
(engl. task similarity) und exakte Aufgabena¨hnlichkeit (engl. exact task similarity),
um auszudru¨cken, ob ein Dienst mindestens eine Fahrt/Aufgabe oder alle Aufgaben
entha¨lt, die vom zum Vergleich herangezogenen Dienst ausgefu¨hrt werden.
Verallgemeinernd sollen in dieser Arbeit die Begriffe partielle A¨hnlichkeit (engl.
partial similarity) und vollsta¨ndige A¨hnlichkeit (engl. complete similarity) verwendet
werden, um den Umfang bzw. den Genauigkeitsgrad der A¨hnlichkeitsbewertung zu
beschreiben. Eine solche Unterteilung ist generell aus praktischer Sicht sinnvoll. Ver-
kehrsunternehmen beno¨tigen nicht zwingend komplett identische Ressourceneinsa¨tze
fu¨r mehrere Tage. Es sollen lediglich allzu große Unterschiede vermieden werden. Dies
kann u¨ber eine partielle Wiederholbarkeit von Umla¨ufen/Dienstes bewertet werden.
Andererseits bieten vollsta¨ndig wiederholbare Umla¨ufe/Dienste große Vorteile. Sie
sind in z.B. den Datenmodellen der Planungssysteme besser handhabbar und fu¨r
einen Planer besser fu¨r unterschiedliche Tage zu verplanen. Ressourceneinsa¨tze sollten
also sowohl anhand ihrer partiellen als auch anhand ihrer vollsta¨ndigen A¨hnlichkeit
bewertet werden ko¨nnen.
Neben der Bewertbarkeit einzelner Ressourceneinsa¨tze stellt sich die Frage, wie die
A¨hnlichkeit einer Menge von Ressourceneinsa¨tzen, d.h. die A¨hnlichkeit gesamter Res-
sourceneinsatzpla¨ne geeignet bewertet werden kann. Als Unterscheidungsmo¨glichkeit
bei einer A¨hnlichkeitsbewertung kann also auch der betrachtete Ressourcenumfang
bzw. die betrachtete Ressourcenanzahl angesehen werden.
Eine weitere Unterscheidungsmo¨glichkeit bildet der Zweck der A¨hnlichkeitsbewer-
tung, der genauer auch als Vergleichsrahmen bezeichnet werden kann: Soll die Wie-
derverwendbarkeit bzw. potenzielle A¨hnlichkeit eines einzelnen Ressourceneinsatzes
oder Einsatzplans bestimmt werden, also das Potenzial, einzelne Ressourceneinsa¨tze
an mehreren Tagen nutzen zu ko¨nnen? Oder sollen mehrere Ressourceneinsa¨tze/-
einsatzpla¨ne miteinander verglichen werden und so die (Lo¨sungs-)Regelma¨ßigkeit die-
ser Einsa¨tze bzw. Pla¨ne bestimmt werden?
Insgesamt kann bei einer A¨hnlichkeitsbewertung in der Ressourceneinsatzplanung
folglich in drei Dimensionen differenziert werden: in der betrachteten Ressourcenan-


























Abbildung 8.3: Dimensionen zur Bewertung der A¨hnlichkeit in der Ressourcen-
einsatzplanung
zahl, in der betrachteten Genauigkeit und im einbezogenen Vergleichsrahmen. Abbil-
dung 8.3 stellt diese Differenzierbarkeit zusammenfassend dar.
Im Folgenden werden zuna¨chst in Abschnitt 8.3.1 A¨hnlichkeitsbewertungen zur
Wiederverwendbarkeit von Ressourceneinsa¨tzen vorgeschlagen. Abschnitt 8.3.2 be-
schreibt Bewertungsmo¨glichkeiten der (Lo¨sungs-)Regelma¨ßigkeit.
8.3.1 Wiederverwendbarkeit von Ressourceneinsa¨tzen
Um die Wiederverwendbarkeit eines einzelnen Ressourceneinsatzes oder Ressourcen-
einsatzplanes fu¨r andere Tage bewerten zu ko¨nnen, reicht es generell aus, die bedien-
ten Servicefahrten zu untersuchen. Das Potenzial an anderen Tagen eingesetzt werden
zu ko¨nnen, ha¨ngt davon ab, welche Fahrten verplant sind und welche Fahrten in den
Fahrpla¨nen bzw. Planungsproblemen bedient werden sollen, fu¨r welche die Wieder-
verwendbarkeit bestimmt wird. Zusa¨tzliche Kriterien mu¨ssen gegebenenfalls bei der
Planung von Diensten einbezogen werden. Dort bestimmen auch die verwendeten und
verwendbaren Dienst- und Schichttypen die Wiederverwendbarkeit.
Die in dieser Arbeit genutzten Maße zur Bewertung der Wiederverwendbarkeit von
Umla¨ufen bzw. Diensten werden nachfolgend na¨her beschrieben. Dabei wird unter-
schieden zwischen Maßen zur Bewertung der vollsta¨ndigen Wiederverwendbarkeit
gesamter Umla¨ufe/Dienste und Maßen zur Bewertung der Wiederverwendbarkeit
von Teilen von Umla¨ufen/Diensten. Als Kennzahl zur Bewertung der Wiederver-
wendbarkeit von Umlauf- oder Dienstpla¨nen kann dann z.B. intuitiv der jeweilige
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Durchschnittswert aus der Wiederverwendbarkeit einzelner Ressourceneinsa¨tze gebil-
det werden.
Fu¨r die Beschreibung werden folgende Mengen und Funktionen genutzt: Sei L =
{1, ..., n} die Menge aller betrachteten Tage und sei T l = {1, ...,ml} die Menge aller
Servicefahrten eines Tages l ∈ L. Dann sei T = T 1∪ ...∪T n die Menge aller betrach-
teten Servicefahrten. Fu¨r die Servicefahrten T l eines Tages l ∈ L sei K l der Res-
sourcenplan, in welchem die Servicefahrten in Ressourceneinsa¨tzen verplant sind. Sei
T (k) : K l → T eine Funktion, die zum Ressourceneinsatz k ∈ K l die Menge aller im
Ressourceneinsatz enthaltenen Servicefahrten liefert. Ferner sei T l(t) : L×T → {0, 1}
eine Funktion, die angibt, ob Servicefahrt t im Fahrplan T l des Tages l bedient wer-
den muss oder nicht, mit T l(t) = 0, falls t /∈ T l, und T l(t) = 1, falls t ∈ T l. Außerdem
sei Qr die Menge aller r-regelma¨ßigen Fahrten in den Fahrpla¨nen T 1, ..., T |L| und sei
Qr(k) eine Funktion, die fu¨r einen Ressourceneinsatz k eines Ressourceneinsatzplans
K l mit l ∈ L, die Menge aller von diesem Ressourceneinsatz bedienten r-regelma¨ßigen
Fahrten liefert.
Vollsta¨ndige Wiederverwendbarkeit von Umla¨ufen/Diensten
Fu¨r einen einzelnen Ressourceneinsatz la¨sst sich anhand der von ihm bedienten Fahr-
ten ohne großen Aufwand bestimmen, an wie vielen Tagen der gesamte geplante
Umlauf bzw. Dienst mo¨glicherweise einsetzbar ist. Entha¨lt er z.B. eine unregelma¨ßi-
ge Servicefahrt, die nur an einem Tag bedient werden muss, kann er offensichtlich
auch nur an einem Tag vollsta¨ndig eingesetzt werden.
Fu¨r die in der Einleitung zu Abschnitt 8.3.1 definierten Mengen und Funktionen,
also die Mengen Tage L, Servicefahrten aller Tage T , Servicefahrten eines Tages
T l, die r-regelma¨ßigen Servicefahrten Qr, den Ressourceneinsatzplan eines Tages K l,
sowie die Funktionen Qr(k) und T l(t) ist die vollsta¨ndige Wiederverwendbarkeit v′
eines Ressourceneinsatzes k ∈ K l dann definiert als
v′(k, r) = min
{∑
l∈L





l∈L T l(t) die Anzahl aller Tage beschreibt, an welchen Servicefahrt t ∈ T in
den Fahrpla¨nen bedient werden muss und generell v′(k, r) ≥ r ist, falls k mindestens
eine r-regelma¨ßige Fahrt entha¨lt.
Fu¨r r = 1 wird mit dieser Bewertung nur ein erster Anhaltspunkt u¨ber die Einsetz-
barkeit eines geplanten Umlaufes oder Dienstes an anderen Tagen geliefert. Mo¨gli-
cherweise ist z.B. in einem geplanten Ressourceneinsatz lediglich eine Fahrt am Ende
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unregelma¨ßig und verhindert so einen kompletten Einsatz der Ressource an mehr
als einem Tag. Wu¨rde diese Fahrt aus dem Ressourceneinsatz entfernt, ko¨nnte sie
also sehr wohl an mehreren Tagen eingesetzt werden – in der Dienstplanung aller-
dings nur, wenn davon betroffene Dienstregeln durch die Wegnahme der Fahrt nicht
verletzt werden, wie z.B. Dienstregeln bezu¨glich z.B. minimaler Arbeitszeit und mi-
nimaler Arbeitszeit nach der letzten Pause. Andere Aussagen u¨ber die potenzielle
Wiederholbarkeit eines Umlaufes oder Dienstes ko¨nnen mit unterschiedlichen Werten
fu¨r r, sowie mit partiellen A¨hnlichkeitsbewertungen getroffen werden.
Partielle Wiederverwendbarkeit von Umla¨ufen/Diensten – Fahrtenanteile
Fu¨r Teile von geplanten Ressourceneinsa¨tzen la¨sst sich die Wiederverwendbarkeit
ebenfalls wie fu¨r gesamte Umla¨ufe oder Dienste anhand der bedienten Servicefahrten
bestimmen. Einfache Maße zur Bewertung der partiellen Wiederverwendbarkeit von
Ressourceneinsa¨tzen werden an folgendem Beispiel veranschaulicht:
Betrachtet werden ein Planungszeitraum von fu¨nf Tagen und zwei Ressourcen-
einsa¨tze k1 und k2. Ressourceneinsatz k1 bedient insgesamt 10 Servicefahrten, davon
4 Fahrten, die an allen fu¨nf Tagen angeboten werden, 1 Fahrt, die an vier Tagen an-
geboten wird, 2 Fahrten, die an drei Tagen gu¨ltig sind, 1 Fahrt gu¨ltig an zwei Tagen
und 2 Fahrten, die nur an einem Tag bedient werden mu¨ssen. Die Anzahl von Res-
sourceneinsatz k1 bedienter Fahrten, die fu¨r eine bestimmte Anzahl Tage gu¨ltig sind,
wird abgeku¨rzt geschrieben als Fahrtenvektor ~t1 = (4 1 2 1 2)
T . Ressourceneinsatz k2
bedient ebenfalls 10 Servicefahrten wobei die Fahrten gema¨ß dem Fahrtenvektor ~t2 =
(1 7 0 0 2)T bedient werden.
Im Hinblick auf die partielle Wiederverwendbarkeit der Ressourceneinsa¨tze stellt
sich die Frage: Welcher Anteil an bedienten Servicefahrten des geplanten Ressour-
ceneinsatzes ist auch an anderen Tagen verwendbar? Fu¨r oben beschriebenes Beispiel
gilt dann:
Die Wiederholbarkeit der Fahrten sei fu¨r obiges Beispiel mit fu¨nf Tagen abgeku¨rzt
geschrieben als Gewichtungvektor (5 4 3 2 1)T . Der Servicefahrtenanteil, der an an-
deren Tagen wiederholt werden kann, betra¨gt also fu¨r Ressourceneinsatz k1 (4 1 2 1
2)T * (5 4 3 2 1)T / (10*5) = 0,68 , also 68 %. Fu¨r Ressourceneinsatz k2 betra¨gt
der an anderen Tagen wiederholbare Fahrtenanteil dann (1 7 0 0 2)T * (5 4 3 2 1)T
/ (10*5) = 0,7 d.h. 70%.
Statt als Skalarprodukt wird die Kennzahl zur Bewertung der partiellen potenzi-
ellen A¨hnlichkeit mit den in Einleitung von Abschnitt 8.3.1 definierten Mengen und
Funktionen auch wie folgt geschrieben: Es gelten die Definitionen fu¨r die Menge der
Tage L, die Servicefahrten aller Tage T , die Servicefahrten T l eines Tages l ∈ L, die
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r-regelma¨ßigen Servicefahrten Qr, die Ressourceneinsa¨tze eines Planes K l, sowie die
Funktionen Qr(k) und T l(t). Falls |Qr(k)| > 0, ist die partielle Wiederverwendbarkeit






|Qr(k)| ∗ |L| (8.2)
wobei
∑
l∈L T l(t) die Anzahl aller Tage beschreibt, an denen Servicefahrt t ∈ T
ausgefu¨hrt werden soll und |Qr(k)| ∗ |L| die maximale Anzahl an r-regelma¨ßigen
Fahrten des Ressourceneinsatzes k ∈ K l, die u¨ber alle betrachteten Tage ausgefu¨hrt
werden ko¨nnte.
Partielle Wiederverwendbarkeit von Umla¨ufen/Diensten – Distanzen
Die partielle Wiederverwendbarkeit, also das Potenzial von Teilen eines Ressourcen-
einsatzes, an mehreren Tagen eingesetzt werden zu ko¨nnen, kann auch auf eine andere
Art beschrieben werden. Abha¨ngig von den mit einem Ressourceneinsatz bedienten
Servicefahrten und den im betrachteten Planungszeitraum zu bedienenden Service-
fahrten, stellt sich die Frage: Wie viele Fahrten(wiederholungen) ist ein Umlauf oder
Dienst davon entfernt, an allen betrachteten Tagen eingesetzt werden zu ko¨nnen?
Bzw. anders gefragt: Wie viele Fahrten werden zu viel bedient, wenn ein geplanter
Ressourceneinsatz an allen betrachteten Tagen genutzt wird? Es soll also eine Distanz
zur Einsetzbarkeit an allen Tagen bewertet werden. Um diese Distanz zu bewerten,
muss bestimmt werden, wie oft eine zusa¨tzliche Wiederholung der eingesetzten Fahrt
in den betrachteten Fahrpla¨nen notwendig wa¨re, damit der Ressourceneinsatz an al-
len Tagen gu¨ltig ist. Werden fu¨nf Tage betrachtet und ist eine Fahrt an allen fu¨nf
Tagen zu bedienen, ist sie an allen Tagen gu¨ltig und mu¨sste nicht noch einmal zusa¨tz-
lich zu den Fahrten eines Fahrplans hinzugefu¨gt werden. Ist eine Fahrt an vier Tagen
gu¨ltig, mu¨sste sie in noch einem Fahrplan zusa¨tzlich erga¨nzt werden. Bei drei Tagen,
zwei mal etc. Zur Veranschaulichung sei obiges Beispiel aufgegriffen:
Die zusa¨tzlich notwendigen Wiederholungen seien abgeku¨rzt geschrieben als Ge-
wichtungsvektor: (0 1 2 3 4)T . D.h. 0 zusa¨tzliche Wiederholungen fu¨r Fahrten, die be-
reits an allen fu¨nf Tagen bedient werden, 1 zusa¨tzliche Wiederholung fu¨r Fahrten die
nur an vier Tagen bedient werden, usw. Fu¨r die Bewertung eines Ressourceneinsatzes
wird fu¨r gegebene Fahrtenvektoren das Skalarprodukt mit dem Gewichtungsvektor ge-
bildet. Die Distanz zur Einsetzbarkeit an allen Tagen betra¨gt mit Gewichtungsvektor
(0 1 2 3 4)T also fu¨r den beispielhaften Ressourceneinsatz k1 (4 1 2 1 2)
T*(0 1 2 3
4)T = 16 und fu¨r Ressourceneinsatz k2 (1 7 0 0 2)
T*(0 1 2 3 4)T = 15. Wu¨rde Res-
sourceneinsatz k1 fu¨r alle betrachteten Tage genutzt werden, wu¨rden also 16 Fahrten
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mehr bedient, als von den Fahrpla¨nen her beno¨tigt. Bei Ressourceneinsatz k2 wa¨ren
es 15 Fahrten zu viel.
Neben der Schreibweise als Skalarprodukt kann das Distanzmaß zur Bestimmung
der partiellen Wiederholbarkeit allgemein auch wie folgt beschrieben werden: Mit den
in der Einleitung zu Abschnitt 8.3.1 definierten Mengen und Funktionen, fu¨r Tage
L, Servicefahrten aller Tage T , Servicefahrten eines Tages T l, den r-regelma¨ßigen
Servicefahrten Qr, den Ressourceneinsatzplan eines Tages K l, sowie die Funktionen
Qr(k) und T l(t) sei die partiell bestimmte Distanz d′ zur Wiederverwendbarkeit eines














l∈L T l(t) die Anzahl aller Tage ist, an denen Servicefahrt t ∈ T bedient wer-
den muss und (|L|−∑l∈L T l(t)) die Differenz zur maximal mo¨glichen Einsatzanzahl.
8.3.2 Regelma¨ßigkeit unterschiedlicher Ressourceneinsa¨tze
Im vorherigen Abschnitt 8.3.1 wurden Maße beschrieben, die die Wiederverwendbar-
keit von Ressourceneinsa¨tzen eines einzelnen Ressourceneinsatzplanes an mehreren
Tagen ausdru¨cken ko¨nnen. In diesem Abschnitt sollen Maße zum Vergleich der A¨hn-
lichkeit mehrerer Ressourceneinsa¨tze bzw. Ressourceneinsatzpla¨ne vorgestellt werden,
also Maße zur Bewertung der Regelma¨ßigkeit von Umla¨ufen bzw. Diensten. Unter-
schieden wird zwischen Kennzahlen, die die Regelma¨ßigkeit gesamter Umla¨ufe/Dienste
ausdru¨cken, sowie Maßen, die die Regelma¨ßigkeit von Teilen beschreiben.
Vollsta¨ndige Regelma¨ßigkeit von Umla¨ufen/Diensten
Eine mo¨gliche Bewertung der Regelma¨ßigkeit von unterschiedlichen Umlauf- und
Dienstpla¨nen basiert auf der Frage, wie oft in den verglichenen Ressourceneinsatz-
pla¨nen Ressourceneinsa¨tze vollsta¨ndig a¨hnlich sind. Dazu muss lediglich die Anzahl
gleicher Ressourceneinsa¨tze bestimmt werden. Je nach betrachtetem Ressourcenein-
satzplan erfolgt die Bestimmung der Gleichheit zweier Ressourceneinsa¨tze nach un-
terschiedlichen Kriteren. Zwei Umla¨ufe werden als gleich definiert, wenn folgende
Kriterien der beiden Umla¨ufe u¨bereinstimmen:
• Zugeordnetes Depot
• Bediente (Service-)Fahrten (regelma¨ßige und unregelma¨ßige)
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Zwei Dienste werden als gleich verstanden, wenn die beiden Dienste zusa¨tzlich zu





folgende identische Eigenschaften besitzen:
• Diensttyp
• Anfangs- und Endzeit
• Zeiten (Schichtdauer, Arbeitszeit, Lenkzeit, Pausenanzahl und -zeit)
Eine Kennzahl zur Bewertung der Lo¨sungsregelma¨ßigkeit auf Basis gleicher Res-
sourceneinsa¨tze sei dann wie folgt definiert: Fu¨r die Menge aller Tage L = {1, ..., n}
und den je fu¨r Tag l ∈ L gu¨ltigen Ressourceneinsatzplan K l bzw. den Ressourcen-
einsatzplan K l(r), in welchem nur die r-regelma¨ßigen Fahrten Qr betrachtet werden
mit K l(r) ⊆ K l wird, falls |⋃l∈LK l(r)| > 0 ist, die durchschnittliche Wiederholrate
v der in den Pla¨nen K1, ..., Kn genutzten Ressourceneinsa¨tze definiert als






l∈L |K l(r)| die Anzahl aller eingesetzten Ressourcen mit r-regelma¨ßigen Fahr-
ten beschreibt und |⋃l∈LK l(r)| die Anzahl unterschiedlicher Ressourceneinsa¨tze mit
r-regelma¨ßigen Fahrten in allen Pla¨nen.
Sollen Kriterien zur U¨berpru¨fung der Gleichheit nicht oder relaxiert einbezogen
werden, wird prinzipiell eine durchschnittliche Wiederholrate von partiell a¨hnlichen
Ressourceneinsa¨tzen bestimmt. Statt eines Vergleichs aller regelma¨ßigen und unre-
gelma¨ßigen Fahrten, die von zwei Umla¨ufen/Diensten bedient werden (bei r = 1),
ko¨nnen z.B. relaxiert die r-regelma¨ßigen Fahrten verglichen werden (bei r > 1). Spe-
zielle Maße zur Bewertung einer partiellen A¨hnlichkeit von Umla¨ufen und Diensten
bzw. zur A¨hnlichkeit von Fahrtensequenzen werden nachfolgend beschrieben.
Partielle Regelma¨ßigkeit von Umla¨ufen/Diensten – Fahrtenanteile
Mit Einbeziehung einer mo¨glichen teilweisen A¨hnlichkeit zwischen Umla¨ufen bzw.
Diensten in eine A¨hnlichkeitsbewertung, ko¨nnen Aussagen u¨ber die Regelma¨ßigkeit
weiter differenziert werden. So kann z.B. eine Aussage daru¨ber getroffen werden, wie
hoch der Anteil gleich verplanter Fahrten in unterschiedlichen Ressourceneinsa¨tzen
ist.
Fu¨r zwei Ressourceneinsa¨tze ka ∈ Ka und kb ∈ Kb mit a, b ∈ L und der Funktion
Qr(k), die fu¨r den Ressourceneinsatz k ∈ K eines Ressourceneinsatzplanes K die
Menge aller bedienten r-regelma¨ßigen Fahrten liefert, ist der Anteil gleich bedienter
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r-regelma¨ßiger Fahrten w, falls r-regelma¨ßige Fahrten enthalten sind, dann definiert
als:
w(ka, kb, r) =
|Qr(ka) ∩Qr(kb)|
|Qr(ka) ∪Qr(kb)| (8.5)
wobei |Qr(ka) ∩ Qr(kb)| die Anzahl aller identischen r-regelma¨ßigen Fahrten in den
Ressourceneinsa¨tzen ka und kb ist, und |Qr(ka)∪Qr(kb)| die Menge aller unterschied-
lichen in beiden Ressourceneinsa¨tzen bedienten Fahrten.
Soll statt fu¨r zwei Ressourceneinsa¨tze der Anteil gleich bedienter Fahrten in zwei
Ressourceneinsatzpla¨nen bestimmt werden, muss zuna¨chst ein Zuordnungsproblem
gelo¨st werden. Dadurch ist bestimmbar, zwischen welchen beiden Ressourceneinsa¨tzen
der beiden Pla¨ne jeweils ein Vergleich u¨ber die Fahrtenanteile erfolgt.
Fu¨r die Menge aller r-regelma¨ßigen Fahrten Qr und zwei Ressourceneinsatzpla¨ne
Ka und Kb mit a, b ∈ L ist der Anteil gleich bedienter Fahrten w dann beschrieben
durch:
w(Ka, Kb, r) =
a(Ka, Kb, r)
max{|Ka|, |Kb|} (8.6)
wobei a(Ka, Kb, r) die Lo¨sung des Zuordnungsproblems repra¨sentiert, das in Modell
(8.7)-(8.10) beschrieben wird, und max{|Ka|, |Kb|} die maximal zuordbare Anzahl
von Ressourceneinsa¨tzen.
Um eine Zuordnung der einzelnen Ressourceneinsa¨tze in den beiden Pla¨nen zu
bestimmen, wird das wie folgt definierte Zuordnungsproblem gelo¨st: Bina¨rvariablen
xij mit (i, j) ∈ Ka × Kb geben an, ob Umlauf/Dienst i ∈ Ka dem Umlauf/Dienst
j ∈ Kb zugeordnet ist. Die Zuordnung wird entsprechend dem oben definierten Maß
w(i, j, r) bewertet. Das Zuordnungsproblem zur A¨hnlichkeitsmaximierung gemessen
an allen r-regelma¨ßigen Fahrten Qr kann dann beschrieben werden als:
∑
(i,j)∈Ka×Kb




xij = 1 ∀i ∈ Ka (8.8)∑
i∈Ka
xij = 1 ∀j ∈ Kb (8.9)
xij ∈ {0, 1} ∀(i, j) ∈ Ka ×Kb (8.10)
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Die Zielfunktion (8.7) sorgt fu¨r eine Auswahl der Zuordnungen, die die A¨hnlich-
keitsbewertung maximieren. Zuordnungsbedingungen (8.8)-(8.9) garantieren, dass je-
dem Element eines Ressourceneinsatzplans ein entsprechendes Element aus dem an-
deren Ressourceneinsatzplan zugeordnet wird. Dabei sei darauf hingewiesen, dass bei
unterschiedlicher Anzahl Elementen in den Ressourceneinsatzpla¨nen zusa¨tzliche (lee-
re) Elemente eingefu¨gt werden, deren Zuordnung dann einen A¨hnlichkeitswert von 0
ergibt.
Partielle Regelma¨ßigkeit von Umla¨ufen/Diensten – Distanzen
Statt jeweils einzelne Ressourceineinsa¨tze zweier Ressourceneinsatzpla¨ne miteinan-
der zu vergleichen, kann eine partielle Regelma¨ßigkeit zwischen zwei Ressourcenein-
satzpla¨nen auch direkt u¨ber ein Distanzmaß ausgedru¨ckt werden. [Steinzen, 2007]
beispielsweise verwendet fu¨r den Vergleich eines Dienstplans mit einem Referenz-
dienstplan ein Distanzmaß basierend auf Fahrtensequenzen. Es wird die Anzahl von
Sequenzen aus Servicefahrten geza¨hlt, die nicht vom gegebenen Referenzplan in den
zu erstellenden Ressourceneinsatzplan u¨bernommen werden. Dabei werden in den
Fahrtensequenzen nur die regelma¨ßigen Fahrten betrachtet. Findet sich in einer Se-
quenz eine unregelma¨ßige Fahrt, hat diese keine Einfluss auf das Distanzmaß. Gekla¨rt
wird also die Frage, wie sich die Sequenzen (regelma¨ßig) bedienter Fahrten in den
Ressourceneinsa¨tzen unterscheiden.
In dieser Arbeit wird zur Bewertung der Unterschiede von Fahrtensequenzen das in
Teilen von [Amberg et al., 2011] beschriebene Distanzmaß genutzt, welches fu¨r jede
(regelma¨ßige) Servicefahrt die unterschiedlichen Vorga¨nger- und Nachfolgefahrten in
den Ressourceneinsatzpla¨nen za¨hlt. Es werden sowohl Vorga¨nger- als auch Nachfol-
gefahrten untersucht, da im Vergleich zu [Steinzen, 2007] in den Fahrtensequenzen
zusa¨tzlich zu Servicefahrten auch Aus- und Einru¨ckfahrten betrachtet werden. Mit
einer Einbeziehung von Aus- und Einru¨ckfahrten lassen sich auf Fahrtenebene ge-
nauere Aussagen u¨ber die A¨hnlichkeit von Ressourceneinsa¨tzen treffen. So macht es
bei Ausfu¨hrung eines Plans unter anderem einen Unterschied, ob ein Dienst z.B.
im Depot mit einer Ausru¨ckfahrt zu seiner ersten Servicefahrt startet, oder ob der
Dienst außerhalb des Depots ein Fahrzeug an einer Haltestelle u¨bernimmt, um mit
der (gleichen) ersten Servicefahrt zu starten.
Fu¨r die Menge aller Tage L und die fu¨r einen Tag l ∈ L gu¨ltige Menge an Service-
fahrten T l sowie die Menge Qr aller r-regelma¨ßigen Servicefahrten sei die (Sequenz-
)Distanz d zwischen zwei Ressourceneinsatzpla¨nen Ka und Kb der Tage a und b ∈ L
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gemessen an allen r-regelma¨ßigen Fahrten definiert als
d(Ka, Kb, r) =
∑
q∈Qr
s(Ka, Kb, q) +
∑
q∈Qr
p(Ka, Kb, q) (8.11)
wobei s(Ka, Kb, q) = 0 ist, falls die r-regelma¨ßige Fahrt q in Ressourceneinsatz-
plan Ka und Ressourceneinsatzplan Kb die gleiche nachfolgende (engl. succeeding)
r-regelma¨ßige Fahrt oder Ausru¨ckfahrt besitzt, und 1, falls nicht. Analog dazu ist
p(Ka, Kb, q) = 0, falls die r-regelma¨ßige Fahrt q in Ressourceneinsatzplan Ka und
Ressourceneinsatzplan Kb die gleiche vorangehende (engl. preceding) r-regelma¨ßige
Fahrt oder Einru¨ckfahrt besitzt, und 1, falls nicht.
Abbildung 8.4 gibt ein Beispiel fu¨r die Bestimmung des Distanzmaßes (8.11) zwi-
schen zwei Ressourceneinsatzpla¨nen. Verglichen werden Sequenzen von regelma¨ßigen
Fahrten unter Einbeziehung von Aus- und Einru¨ckfahrten.
Bei den in Abbildung 8.4 gezeigten Fahrtensequenzen in den Ressourceneinsatz-
pla¨nen K1 und K2 unterscheiden sich bei den regelma¨ßigen Fahrten Q(= Q2) =
{1, 2, ..., 5} drei vorangehende Fahrten (bei den regelma¨ßigen Fahrten 2, 3 und 5), so-
wie vier nachfolgende Fahrten (bei den regelma¨ßigen Fahrten 1, 3, 4 und 5). Das nach
(8.11) bestimmte Distanzmaß d(K1, K2, 2) hat fu¨r das Beispiel folglich den Wert 7.
Ressourcenplan K1 zu Fahrten T1 = {1, 2, 3, 4, 5, 16, 17} Ressourcenplan K2 zu Fahrten T2 = {1, 2, 3, 4, 5, 26, 27, 28, 29}




















































k1,1 1 16 32aus ein
k2,2 1 527aus ein28k1,2 17 5 ein4aus







Abbildung 8.4: Beispiel zum Distanzmaß (8.11) basierend auf regelma¨ßigen Fahrten-




Mit diesem Kapitel wurde eine Basis zur Bewertung von A¨hnlichkeitsaspekten in
der Ressourceneinsatzplanung gelegt, indem Mo¨glichkeiten zur Bewertung der A¨hn-
lichkeit von Fahrpla¨nen und von Ressourceneinsatzpla¨nen aufgezeigt wurden. Bewer-
tungsgrundlage bildet die Definition von r-regelma¨ßigen Fahrten, also eine Einteilung
der zu verplanenden Fahrten-/Aufgabenmenge in Fahrten/Aufgaben, die an mindes-
tens r der in der Planung betrachteten Tage bedient werden.
Mit qualitativen und quantitativen Hilfsmitteln zur Bewertung des Inputs von Pla-
nungsproblemen, d.h. Hilfsmittel zur Bewertung von Fahrpla¨nen, soll auf einfache Art
abgescha¨tzt werden ko¨nnen, welche Fahrpla¨ne bei einer Ressourceneinsatzplanung
mit A¨hnlichkeitszielen sinnvollerweise zusammen geplant werden sollten und welche
besser nicht. Dies kann sowohl vergleichsweise einfach mit Hilfe der Anzahl von r-
regelma¨ßigen Fahrten am Gesamtfahrtenaufkommen festgestellt werden, als auch mit
einer Beru¨cksichtigung von zeitlichen Aspekten wie der Dauer dieser Fahrten oder das
Auftreten in bestimmten Zeitra¨umen.
Bei quantitativen Hilfsmitteln zur Bewertung des Outputs von Planungsproblemen,
d.h. Kennzahlen zur Bewertung des Ressourceneinsatzes, wird grundsa¨tzlich zwischen
zwei Maß-Typen unterschieden: Zum einen fahrplanbasierte Maße, die fu¨r einen ein-
zelnen Ressourceneinsatz angeben, wie oft dieser in betrachteten Fahrpla¨nen wieder-
verwendet werden kann. Zum anderen vergleichende Maße, die Unterschiede zwischen
verschiedenen Ressourceneinsa¨tzen bewerten.
Tabelle 8.5 fasst die in dieser Arbeit vorgeschlagenen und verwendeten Maße zur
Bewertung der A¨hnlichkeit von Ressourceneinsa¨tzen und Ressourceneinsatzpla¨nen
zusammen. Die Kennzahlen sind gro¨ßtenteils angegeben fu¨r eine Bewertung einzel-
ner Ressourceneinsa¨tze/-einsatzpla¨ne oder fu¨r paarweise Vergleiche. Werden mehr
als zwei Ressourceneinsa¨tze oder Ressourceneinsatzpla¨ne betrachtet, wird ein Durch-
schnittswert u¨ber die einzelnen Bewertungen bzw. u¨ber die paarweisen Betrachtungen
ermittelt.
Dabei geben Anteilsmaße allgemeinversta¨ndliche Aussagen u¨ber gleiche oder unter-
schiedliche Fahrtenanteile in Ressourceneinsa¨tzen. Distanzmaße eignen sich besser, in
mathematischen Modellen zur Ressourceneinsatzplanung mit A¨hnlichkeitszielen das
A¨hnlichkeitsziel quantifiziert in der Zielfunktion abzubilden.
Da jede Kennzahl eine andere Fragestellung beantwortet, sollten zur abschließen-
den Beurteilung der A¨hnlichkeit von Ressourceneinsa¨tzen immer mehrere Kennzahlen
gemeinsam betrachtet werden. Dies gilt insbesondere fu¨r unterschiedliche Aussagen,
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Fragestellung Kennzahl
Wiederverwendbarkeit eines einzelnen Ressourceneinsatzes
Wie oft ko¨nnte ein Umlauf/Dienst (V) Vollsta¨ndige Wieder- v′(k, r) (8.1)
im betrachteten Zeitraum ein- verwendbarkeit
gesetzt werden?
Welcher Anteil Fahrten eines Um- (P) Partielle Wieder- w′(k, r) (8.2)
laufes/Dienstes ist auch an an- verwendbarkeit
deren Tagen einsetzbar?
Wie viele Fahrten werden zu viel (P) Partiell bestimmte d′(k, r) (8.3)
bedient, wenn ein Umlauf/Dienst Distanz zur Wieder-
an allen Tagen eingesetzt wird? verwendbarkeit
A¨hnlichkeit/Regelma¨ßigkeit zwischen mehreren Ressourceneinsa¨tzen
Wie oft wird in Ressourceneinsatz- (V) Durchschnittliche v(K1, ...,K |L|, r) (8.4)
pla¨nen ein Umlauf/Dienst komplett Wiederholrate
wiederholt?
Wie hoch ist der Anteil gleich (P) Gleicher Fahrten- w(k1, k2, r), (8.5),
verplanter Fahrten? anteil w(K1,K2, r) (8.6)
Wie unterscheiden sich die Fahrten- (P) (Sequenz-)Distanz d(K1,K2, r), (8.11)
sequenzen bei Umla¨ufen/Diensten?
Tabelle 8.5: Kennzahlen zur A¨hnlichkeitsbewertung von Ressourceneinsa¨tzen (k) und
Ressourceneinsatzpla¨nen (K) auf Basis der vollsta¨ndigen Wiederholbar-
keit von Umla¨ufen bzw. Diensten (V) oder auf Basis einer partiellen
Wiederholbarkeit (P), unter Beru¨cksichtigung (r)-regelma¨ßiger Fahrten
die sich durch eine Betrachtung der vollsta¨ndigen und der partiellen Wiederholbarkeit
von Umla¨ufen/Diensten ergeben.
Neben den vorgestellten Maßen sind eine Vielzahl weitere A¨hnlichkeitsmaße denk-
bar. Der Fokus dieser Arbeit liegt aber auf Maßen, die von Planern in Verkehrsbetrie-
ben intuitiv als Ausdruck von Regelma¨ßigkeit von Fahrpla¨nen bzw. Ressourcenein-
satzpla¨nen aufgefasst werden. Die in den folgenden Kapiteln entwickelten Lo¨sungs-
konzepte zum Bilden von regelma¨ßigen Ressourceneinsatzpla¨nen funktionieren auch
mit anderen A¨hnlichkeitsbewertungen – sofern eine Bewertung als Optimierungsziel





In Kapitel 5 wird verdeutlicht, dass fu¨r die Planung im O¨PNV kein Modellierungs-
und Lo¨sungsansatz existiert, der die Zielsetzung verfolgt, a¨hnliche Ressourceneinsatz-
pla¨ne fu¨r die Planungsprobleme mehrerer Tage zu bilden. In diesem Kapitel werden
entsprechend Schritt S4 aus Kapitel 5 geeignete Ansa¨tze fu¨r eine solche Ressourcen-
einsatzplanung entwickelt. Zusa¨tzlich werden gema¨ß Schritt S5 die beiden identifi-
zierten Basiskonzepte (tageweise A¨hnlichkeit mit einem Referenzplan und tagesu¨ber-
greifende A¨hnlichkeit durch regelma¨ßige Muster) in den zu entwickelnden Ansa¨tzen
aufgegriffen.
Der Aufbau dieses Kapitels ist wie folgt: Bevor geeignete Modellierungs- und Lo¨-
sungsansa¨tze fu¨r eine Planung mit A¨hnlichkeitszielen entwickelt werden, wird zuna¨chst
die dabei zu lo¨sende Problemstellung genau spezifiziert. Dazu wird in Abschnitt
9.1 die allgemeine Problembeschreibung zur (O¨PNV-)Ressourceneinsatzplanung mit
A¨hnlichkeitszielen aus Abschnitt 2.3 konkretisiert. Daran anschließend werden neue
Ansa¨tze zur Planung mit A¨hnlichkeitszielen entworfen. Ansa¨tze fu¨r eine tageweise
A¨hnlichkeit mit einem Referenzplan werden in Abschnitt 9.2 beschrieben. Ansa¨tze fu¨r
eine tagesu¨bergreifende A¨hnlichkeit durch regelma¨ßige Muster werden in Abschnitt
9.3 diskutiert. Techniken zur Verkleinerung der zu betrachtenden Problemgro¨ßen bei
Planung mit A¨hnlichkeitszielen werden in Abschnitt 9.4 ausgearbeitet.
9.1 Problemdefinition
Das klassische Umlauf- und Dienstplanungsproblem (engl. vehicle and crew schedu-
ling problem, VCSP) aus Abschnitt 2.1 kann wie folgt zusammengefasst werden:
Fu¨r den Fahrplan eines Tages mit einer Menge von Servicefahrten, Ablo¨sepunkten,
Leerfahrt- und Transfermo¨glichkeiten zwischen den Haltestellen, sowie Fahrzeugty-
pen, die bestimmten Depots zugeordnet sind, sind Umla¨ufe und Dienste so zu finden,
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dass Umlauf- und Dienstplan zula¨ssig und zueinander passend sind, und die entste-
henden Kosten minimal.
In Abschnitt 2.3.1 wurde bereits darauf hingewiesen, dass fu¨r a¨hnliche Umlauf-
und Dienstplanungsprobleme, d.h. fu¨r a¨hnliche Fahrpla¨ne, von Verkehrsunternehmen
auch a¨hnliche bzw. regelma¨ßige Ressourceneinsatzpla¨ne gewu¨nscht sind. Gegenu¨ber
unregelma¨ßigen Ressourceneinsatzpla¨nen kann so die Zuverla¨ssigkeit erho¨ht und der
Arbeitsaufwand reduziert werden (siehe Abschnitt 2.3.2).
Werden an verschiedenen Tagen klassische Umlauf- und Dienstplanungsprobleme
betrachtet, ist nicht gewa¨hrleistet, dass fu¨r a¨hnliche Planungsprobleme auch a¨hnliche
Ressourceneinsatzpla¨ne erstellt werden. Der Hauptgrund ist, dass in einem klassi-
schen Umlauf- und Dienstplanungsproblem nur ein einzelner Tag beru¨cksichtigt wird.
Durch die isolierte Betrachtung einzelner Tage mit dem Ziel, die Kosten fu¨r den Res-
sourceneinsatz des jeweiligen Tages zu minimieren, werden unter Umsta¨nden vo¨llig
unterschiedliche Pla¨ne erstellt. Um fu¨r mehrere Tage kosteneffiziente und a¨hnliche
Pla¨ne erstellen zu ko¨nnen, muss das klassische Umlauf- und Dienstplanungsproblem
also erweitert werden. In dem erweitertem Problem mu¨ssen mehrere Planungsproble-
me gemeinsam betrachtet werden.
Das Umlauf- und Dienstplanungsproblem mit unregelma¨ßigen Fahrten/Aufgaben
von verschiedenen Fahrpla¨nen (engl. vehicle and crew scheduling problem with irre-
gular tasks from various timetables, VCSP-IT ) kann wie folgt definiert werden: Fu¨r
eine Menge von Fahrpla¨nen eines bestimmten Planungszeitraumes mit einer Men-
ge von Servicefahrten, Ablo¨sepunkte, Leerfahrt- und Transfermo¨glichkeiten zwischen
Haltestellen und Depots mit zugeordneten Fahrzeugtypen sind Mengen von Umlauf-
und Dienstpla¨nen zu finden, die zula¨ssig, zueinander passend, kostenminimal und
mo¨glichst a¨hnlich zueinander sind.
Das Umlauf- und Dienstplanungsproblem mit unregelma¨ßigen Fahrten/Aufgaben
von verschiedenen Fahrpla¨nen entha¨lt also zwei Kernelemente. Erstens, eine Beru¨ck-
sichtigung von A¨hnlichkeitszielen wa¨hrend der Planung. Zweitens, eine gemeinsame
Planung fu¨r die Planungsprobleme eines gro¨ßeren Planungszeitraums.
Vorschla¨ge zur Bewertung von A¨hnlichkeit wurden in Kapitel 8 fu¨r die in der Pla-
nung involvierten Fahr- und Ressourceneinsatzpla¨ne beschrieben. Mo¨gliche Strategien
zur gemeinsamen Bearbeitung mehrerer Planungsprobleme eines gro¨ßeren Planungs-
zeitraums werden in den folgenden Abschnitten untersucht.
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9.2 Neue Ansa¨tze fu¨r tageweise A¨hnlichkeit mit
einem Referenzplan
Eine Mo¨glichkeit, einen a¨hnlichen Plan fu¨r das Planungsproblem eines Tages zu er-
stellen, ist der Einsatz eines Referenzplanes (vgl. Abschnitte 2.4.3 und 4.3.1). Der
Referenzplan wird verwendet, um beim Lo¨sen des Planungsproblems, die Lo¨sung, d.h
den neuen Ressourceneinsatzplan, am gegebenen Referenzplan auszurichten, sodass
der neu erstellte Plan dem Referenzplan a¨hnlich ist.
Auf die Problematiken beim Einsatz eines Referenzplanes zur Erstellung a¨hnlicher
Pla¨ne fu¨r mehr als einen Tag wurde bereits in Abschnitt 2.4.3 hingewiesen. Zwar
ko¨nnten die Planungsprobleme pro Tag einzeln gelo¨st werden, wobei der Referenzplan
indirekt die A¨hnlichkeit zwischen den Lo¨sungen/Pla¨nen sicherstellt. Allerdings ist
dann nicht garantiert, dass das bestmo¨gliche Ergebnis bezu¨glich Kosteneffizienz und
A¨hnlichkeit der ermittelten Pla¨ne erreicht wird.
In der Literatur sind bereits einige Mo¨glichkeiten beschrieben, wie ein Referenzplan
verwendet werden kann, um fu¨r einen Tag einen a¨hnlichen Ressourceneinsatzplan zu
ermitteln (vgl. Abschnitt 4.3.1 und Kapitel 5). Jedoch bleiben dort noch Fragen zur
Nutzbarkeit eines Referenzplans fu¨r die Erstellung a¨hnlicher Ressourceneinsatzpla¨ne
fu¨r verschiedene Tage offen. Diese Fragen ko¨nnen beantwortet werden, wenn die in
Kapitel 5 formulierte Zielsetzung weiter spezifiziert wird und zur Planung mit einem
Referenzplan folgende Beitra¨ge in dieser Arbeit geleistet werden:
• In der wissenschaftlichen Literatur zur Erstellung von a¨hnlichen Pla¨nen mit
einem Referenzplan ist jeweils nur die Anwendung eines Referenzplanes fu¨r
einen einzelnen Tag beschrieben. Es sollen daher Ergebnisse fu¨r die Anwendung
eines Referenzplanes bei mehreren Tagen gezeigt werden (Referenzplan Ziel 1 ).
• Insbesondere wenn kein Referenzplan zur Verfu¨gung steht und mehrere Tage
a¨hnlich geplant werden sollen, ist es schwierig einen Plan zu bestimmen, der als
Referenzplan (fu¨r mehrere Tage) geeignet ist. Aus diesem Grund sollen Hilfe-
stellungen zur Planauswahl gegeben werden (Referenzplan Ziel 2 ).
• Die Ausrichtung eines Ressourceneinsatzplanes an einen Referenzplan kann da-
zu fu¨hren, dass die Kosteneffizienz des neu erstellten Planes nicht gewa¨hrleistet
ist. Dies gilt insbesondere bei der Ausrichtung mehrerer Pla¨ne (siehe Beispiel
in Abschnitt 2.4.3, Abbildungen 2.11-2.13) Daher soll ein Modellierungs- und
Lo¨sungsansatz entwickelt werden, bei welchem der Trade-Off zwischen Kosten
und A¨hnlichkeit bei der Planerstellung durch Vorgabe eines Kostenrahmens
steuerbar ist (Referenzplan Ziel 3 ).
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In Abschnitt 9.2.1 wird zuna¨chst erla¨utert, wie ein (geeigneter) Referenzplan ermit-
telt werden kann. Abschnitt 9.2.2 stellt ein MIP-Modell vor, mit welchem ein zu einem
Referenzplan a¨hnlicher Plan erstellt werden soll – unter Beachtung eines Kostenrah-
mens. Der Lo¨sungsansatz zum entwickelten Modell wird in Abschnitt 9.2.3 dargelegt.
Auswirkungen unterschiedlicher Parameter werden anhand numerischer Ergebnisse
in Abschnitt 9.2.4 aufgezeigt.
9.2.1 Bestimmung eines Referenzplanes
In der Praxis ist selten ein Tag als Referenztag definiert. D.h. es ist kein Tag vorgege-
ben, dessen Pla¨ne als Referenzlo¨sung fu¨r die anderen Tage gelten sollen. Eine Ausnah-
me sind z.B. Fahrplanwechsel, bei denen
”
neue“ Fahrpla¨ne nach Mo¨glichkeit wie die
”
alten“ Fahrpla¨ne bedient werden sollen, sodass der Referenzressourceneinsatzplan
zur Bedienung des neuen Fahrplans dabei jeweils immer durch den entsprechenden
Ressourceneinsatzplan zum alten Fahrplan vorgegeben sein kann. Ist kein Referenz-
tag vorgegeben, dessen Plan genutzt werden kann, um die Planung anderer Tage an
diesen auszurichten, gibt es mehrere Mo¨glichkeiten einen
”
ku¨nstlichen“ Referenzplan
zu erstellen. Dazu wird ein traditionelles Planungsproblem mit einem der folgenden
Fahrten-/Aufgabenmengen T als Input gelo¨st:
• die Fahrten/Aufgaben T l eines beliebigen Betriebstages l ∈ L
• alle r-regelma¨ßigen Fahrten/Aufgaben Qr, d.h. die Fahrten/Aufgaben, die an
mindestens r ≤ |L| der betrachteten Tage vorkommen, mit den Spezialfa¨llen:
• alle regelma¨ßigen Fahrten/Aufgaben Q = Q|L| = T l ∩ ... ∩ T |L|, sowie
• alle regelma¨ßigen und alle unregelma¨ßigen Fahrten/Aufgaben, d.h. die Fahr-
ten/Aufgaben aller Betriebstage Q1 = T l ∪ ... ∪ T |L|
Mathematisch formuliert, ist das traditionelle Planungsproblem dabei wie folgt: Die
zu bedienende Fahrten-/Aufgabenmenge sei mit T definiert. Fu¨r jede Fahrt/Aufgabe
t ∈ T sei mit bt beschrieben, wie oft diese bedient werden muss. Bina¨rvariablen xk
mit k ∈ K und entsprechenden Zielfunktionskoeffizienten ck geben an, ob Umlauf
bzw. Dienst k ausgewa¨hlt ist oder nicht. K sei die Menge aller zula¨ssigen Umla¨ufe
bzw. Fahrer-Dienste und K(t) ⊂ K sei die Menge aller Umlauf-/Fahrer-Dienste, die
Fahrt/Aufgabe t ∈ T enthalten. Das traditionelle Ressourceneinsatzplanungsproblem
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(engl. resource scheduling problem, RSP) ist dann:∑
k∈K




xk = bt ∀t ∈ T (9.2)
xk ∈ {0, 1} ∀k ∈ K (9.3)
Die Zielfunktion (9.1) minimiert das fu¨r das Planungsproblem definierte Ziel. Ab-
deckungsbedingungen (9.2) garantieren, dass jede Fahrt/Aufgabe so oft bedient wird,
wie vorgegeben ist.
Im Hinblick auf die Auswahl eines geeigneten Referenzplan fu¨r die Planung mehre-
rer Tage kann das Ziel des Modells variiert werden. Die Ressourceneinsa¨tze K ko¨nnen
bewertet werden u¨ber
• die Kosteneffizienz, d.h. der Zielfunktionskoeffizient ck eines Ressourceneinsat-
zes k ∈ K entspricht dann den Kosten fk des geplanten Ressourceneinsatzes,
oder
• potenzielle A¨hnlichkeitsmaße, d.h. der Zielfunktionskoeffizient ck eines Ressour-
ceneinsatzes k ∈ K entspricht dann einer in Abschnitt 8.3.1 vorgestellten Kenn-
zahl, die eine Wiederverwendbarkeit an anderen Tagen angibt, wobei diese dann
zu maximieren ist.
Um einen Referenzplan zu erhalten, der geeignet sein kann, fu¨r mehrere Tage a¨hn-
liche Pla¨ne zu erstellen, kann statt einem reinen Kostenziel z.B. die Maximierung der
Wiederverwendbarkeit an mehreren Tagen das Ziel sein. Damit der gut wiederver-
wendbare Plan dabei nicht zu kostenintensiv wird bzw. ein Kostenlimit nicht u¨ber-
schreitet, kann eine zusa¨tzliche Restriktion hinzugefu¨gt werden, die die Kosten be-
grenzt. In Modell (9.1)-(9.3) (RSP) kann dann eine sogenannte -constraint eingefu¨gt
werden (siehe [Ehrgott, 2005]). Dabei beschreibt  die maximal erlaubten Kosten und
fk seien die Kosten eines Umlaufes bzw. Dienstes k ∈ K:∑
k∈K
xkfk ≤  (9.4)
Die -constraint (9.4) gibt so einen Kostenrahmen fu¨r die ausgewa¨hlten Ressour-
ceneinsa¨tze vor. Eine weitere Mo¨glichkeit, einen Kostenrahmen vorzugeben, wird im
folgenden Abschnitt anhand eines anderen Modells beschrieben, das die Ausrichtung
eines Ressourceneinsatzplans an einen Referenzplan beschreibt.
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Welche Referenzpla¨ne geeignet sein ko¨nnen, um a¨hnlich Pla¨ne fu¨r mehrere Betriebs-
tage zu erstellen, zeigen die spa¨teren Ergebnisse in Abschnitt 9.2.4. Die eingangs for-
mulierte Zielsetzung u¨ber eine Hilfestellung bei der Wahl eines Referenzplanes (siehe
Referenzplan Ziel 2 ) ist damit erfu¨llt.
9.2.2 Modellierung RSP-IT-RS: Verknu¨pfen von Referenzplan
und Elastic Cost Constraint
In der mathematischen Modellformulierung fu¨r die Planung mit Nutzung eines Refe-
renzplanes sollen als Zielkriterien sowohl Kosteneffizienz als auch A¨hnlichkeit abgebil-
det werden. Es wird also ein bi-kriterielles Entscheidungsproblem modelliert. Gesucht
wird eine Modellierung, mit welcher gut effiziente, also Pareto-optimale Lo¨sungen fu¨r
die Ziele Kosteneffizienz und A¨hnlichkeit bestimmt werden ko¨nnen. Eine Lo¨sung heißt
effizient, wenn es keine weitere Lo¨sung gibt, die mindestens genauso gute Werte fu¨r
die betrachteten Ziele besitzt und der Wert fu¨r eines der Ziele dabei besser ist.
Eine gut geeignete Formulierung zur Bestimmung effizienter Lo¨sungen fu¨r ein bi-
kriterielles Entscheidungsproblem schlagen [Ehrgott und Ryan, 2002] vor. Fu¨r einen
Anwendungsfall aus dem Flugverkehr wird das Kostenziel als sogenannte elastische
Kostenrestriktion (engl. elastic cost constraint) modelliert. D.h. die zur Erreichung
eines Ziels erlaubten/gewu¨nschten Kosten sind als Rahmen vorgegeben. (Geringe)
U¨berschreitungen der Kostenrestriktion sind dabei zula¨ssig. Eine solche Modellierung
hat nach [Ehrgott und Ryan, 2002] und z.B. [Tam, 2011] gegenu¨ber anderen mo¨glichen
Modellierungen wie z.B. der -constraint, die die gewu¨nschten Kosten eines Plans hart
nach oben begrenzt, einen entscheidenen Vorteil: Gute ganzzahlige Lo¨sungen fu¨r das
Modell sind rechentechnisch einfacher bestimmbar. Fu¨r eine ausfu¨hrliche Begru¨ndung
sei auf die Darstellung der Autoren verwiesen sowie auf [Ehrgott, 2006].
Mit Hilfe der elastischen Kostenrestriktion kann in einem Modell mit A¨hnlich-
keitsziel und Beru¨cksichtigung eines Referenzplans sichergestellt werden, dass der
Trade-Off zwischen Kosteneffizienz und A¨hnlichkeit der berechneten Pla¨ne beeinflusst
werden kann: Die Una¨hnlichkeit bzw. Distanz zu einem Referenzplan soll minimiert
werden, wa¨hrend die elastische Kostenrestriktion die Kosten des berechneten Pla-
nes begrenzt. Die oben an eine geeignete Modellformulierung gestellte Anforderung
bezu¨glich des Trade-Offs (siehe Referenzplan Ziel 3 ) wa¨re somit also erfu¨llt. Die ent-
sprechende Modellformulierung wird nachfolgend in zwei Varianten mit unterschied-
lichen Kostenrahmen beschrieben, wobei sich die Beschreibung an der Darstellung
in [Amberg et al., 2011] orientiert.
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Kostenrahmen je Tag
Im entsprechenden Basismodell wird die Abdeckung der Servicefahrten bzw. Auf-
gaben durch eine Set-Partitioning-Formulierung sichergestellt. Sei die Menge der zu
bedienenden Fahrten des Fahrplans bzw. der Aufgaben eines Tages mit T bezeichnet.
Fu¨r jede Fahrt/Aufgabe t ∈ T sei mit bt definiert, wie oft diese bedient werden muss.
Bina¨rvariablen xk mit k ∈ K und entsprechenden Zielfunktionskoeffizienten ak, die
die Distanz zum Referenzplan repra¨sentieren, geben an, ob Umlauf bzw. Dienst k
in der Lo¨sung ausgewa¨hlt ist oder nicht. K sei die Menge aller zula¨ssigen Umlauf
bzw. Fahrer-Dienste und sei K(t) ⊂ K die Menge aller Umlauf-/Fahrer-Dienste, die
die Fahrt/Aufgabe t ∈ T enthalten. Zusa¨tzlich seien jeder Variable xk Kosten fk
zugeordnet.
Sei  das Kostenlimit, berechnet als Produkt aus Kostenwert einer kosteneffizienten
Lo¨sung und einem Kostenerho¨hungfaktor, der die erlaubte Erho¨hung an Kosten dar-
stellt (z.B. 1,01 fu¨r 1% erlaubte Mehrkosten gegenu¨ber der kosteneffizienten Lo¨sung).
Eine nicht negative Schlupfvariable s und eine Surplus-Variable u sind notwendig,
um sicher zu stellen, dass die Kostenrestriktion immer erfu¨llt ist. Ein zur Variable u
zugeordneter Faktor pu bestraft jegliches U¨berschreiten des Kostenrahmens. Wie der
Kostenfaktor gesetzt werden kann, dass dabei ein Trade-Off zwischen Kosten und ge-
nutzem zweiten Ziel geeignet abgebildet ist, beschreiben [Ehrgott, 2006] sowie [Weide,
2009] fu¨r eine robuste Planung von Diensten im Flugverkehr.
Das Ressourceneinsatzplanungsproblem mit unregelma¨ßigen Aufgaben und Benut-
zung eines Referenzplanes (engl. resource scheduling problem with irregular tasks using
a reference schedule, RSP-IT-RS ) kann dann wie folgt formuliert werden:∑
k∈K




xkfk + s− u =  (9.6)∑
k∈K(t)
xk = bt ∀t ∈ T (9.7)
xk ∈ {0, 1} ∀k ∈ K (9.8)
s, u ≥ 0 (9.9)
Die Zielfunktion (9.5) minimiert die Distanz zum gegebenen Referenzplan wa¨hrend
die elastische Kostenrestriktion (9.6) die Kosten der Lo¨sung beschra¨nkt. Fahrt-/Auf-
gabenabdeckungsbedingungen (9.7) stellen sicher, dass jede Fahrt/Aufgabe genau so
oft ausgefu¨hrt wird wie beno¨tigt.
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Wenn fu¨r die Planungsprobleme mehrerer Tage mit Hilfe eines Referenzplans a¨hn-
liche Pla¨ne erstellt werden sollen, wird das Modell fu¨r jeden dieser Tage aufgestellt
und gelo¨st. Pro betrachtetem Tag ist also eine elastische Kostenrestriktion definiert.
D.h. eine Abweichung von den Kosten einer kostenoptimalen bzw. kosteneffizienten
Lo¨sung kann pro Tag gesteuert werden. Ein Gesamt-Modell u¨ber alle betrachteten
Tage wird im na¨chsten Abschnitt beschrieben.
Kostenrahmen u¨ber alle Tage
Alternativ zu dem im vorherigen Abschnitt vorgestellten Ressourceneinsatzplanungs-
problem mit unregelma¨ßigen Aufgaben und Benutzung eines Referenzplanes in Mo-
dell (9.5)-(9.9) kann ebenso eine Variante formuliert werden, die die Kosten u¨ber alle
betrachteten Tage begrenzt.
Zusa¨tzlich zu den Definitionen von Modell (9.5)-(9.9) sei L = {1, 2, ...,m} die Men-
ge der betrachteten Tage. Dann sei die Menge der Fahrten/Aufgaben die an Tag l ∈ L
ausgefu¨hrt werden mu¨ssen mit T l definiert, wobei blt die Anzahl an Ausfu¨hrungen von
Fahrt/Aufgabe t ∈ T l festlegt. Außerdem sei dann K l die Menge aller zula¨ssigen Um-
lauf bzw. Fahrer-Dienste fu¨r Tag l ∈ L und K l(t) ⊂ K l sei die Menge aller Umlauf-
/Fahrer-Dienste die fu¨r Tag l ∈ L die Fahrt/Aufgabe t ∈ T l enthalten. Bina¨rvariablen
xlk mit k ∈ K l und zugeordneter Distanz zum Referenzplan alk und Kosten f lk geben
an, ob Umlauf bzw. Dienst kl in der Lo¨sung ausgewa¨hlt ist oder nicht.
Dann kann das Ressourceneinsatzplanungsproblem mit unregelma¨ßigen Aufgaben
und Benutzung eines Referenzplanes gleichzeitig fu¨r mehrere Tage (engl. resource
scheduling problem with irregular tasks using a reference schedule simultaneously for


















t ∀l ∈ L, ∀t ∈ T l (9.12)
xlk ∈ {0, 1} ∀l ∈ L,∀k ∈ K l (9.13)
s, u ≥ 0 (9.14)
Fu¨r eine Beschreibung zu Zielfunktion und Restriktionen sei auf die entsprechende
Darstellung zu Modell RSP-IT-RS (siehe Formulierung (9.5)-(9.9)) verwiesen. In Mo-
dell RSP-IT-RS-SD ist lediglich die Anzahl gleichzeitig einbezogener Tage vera¨ndert.
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Variante RSP-IT-RS-SD wird im weiteren Verlauf der Arbeit aber nicht weiter
betrachtet, da ein Lo¨sen mehrerer Planungsprobleme mit dem vorher vorgestellten
Modell RSP-IT-RS u¨berlegen ist. Denn die vorherige Variante RSP-IT-RS ist besser
pro Tag steuerbar: Evtl. stehen an einem Tag mehr freie Ressourcen zur Verfu¨gung
als an anderen Tagen, sodass fu¨r diesen Tag eine ho¨here Abweichung von einer kos-
tenoptimalen Lo¨sung mo¨glich ist, um fu¨r ihn einen a¨hnlicheren Plan zu bilden. Dies
kann dann explizit beim Lo¨sen der einzelnen Planungsprobleme so vorgegeben wer-
den. Außerdem hat Variante RSP-IT-RS den Vorteil, dass die Planungsprobleme der
betrachteten Probleme nacheinander gelo¨st werden ko¨nnen. Die Problemgro¨ße ist al-
so geringer als bei einem gemeinsamen Lo¨sen, wodurch die zum Lo¨sen notwendige
Rechenzeit verku¨rzt wird.
9.2.3 Lo¨sungsansatz: Column Generation und
ressourcenbeschra¨nkte ku¨rzeste Wege
Grundsa¨tzlich wird Modell RSP-IT-RS (siehe Formulierung (9.5)-(9.9)) mit einem
Column Generation-Ansatz gelo¨st (vgl. Abschnitt 3.2.2). Dabei wird zur Lo¨sung
des beschra¨nkten Master-Problems in der Basisversion ein LP-Solver eingesetzt. Die
Dualwerte werden genutzt, um neue Ressourceneinsa¨tze zu generieren, die als Spalten
dem Modell hinzugefu¨gt werden. Neue Spalten werden ermittelt, indem ressourcen-
beschra¨nkte Ku¨rzeste-Wege-Probleme gelo¨st werden. Ganzzahlige Lo¨sungen ko¨nnen
mit der Branch-and-Bound-Methode eines MIP-Solvers bestimmt werden bzw. im
Rahmen einer Branch-and-Price-Prozedur.
Wird das Modell zur Planung mit einem Referenzplan im Rahmen einer sequen-
tiellen, teilintegrierten und integrierten Umlauf- und Dienstplanung verwendet, sind
einige Unterschiede und Besonderheiten beim Lo¨sen zu beachten. Auf diese wird in
den entsprechenden Kapiteln 10, 11 und 12 eingegangen. Im Folgenden wird das
generelle Vorgehen beim Lo¨sen von Master- und Pricing-Problem vorgestellt.
(Beschra¨nktes) Master-Problem
Um Modell RSP-IT-RS aufstellen und lo¨sen zu ko¨nnen, mit dem Ziel die A¨hnlichkeit
zum Referenzplan innerhalb eines gegebenen Kostenrahmens zu maximieren, muss so-
wohl ein Kostenrahmen vorgegeben werden (– im mathematischen Modell der Wert
), als auch eine initiale Spaltenmenge bestimmt sein. Details dazu werden in die-
sem Unterabschnitt gegeben ebenso wie Anmerkungen zur wechselnden Elastizita¨t
des Kostenrahmens und zu Terminierungsmo¨glichkeiten fu¨r das Column Generation-
Verfahren.
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Initialisierung. Zur Initialisierung des (beschra¨nkten) Master-Problems wird zu-
na¨chst die Lo¨sung fu¨r ein
”
normales“ Ressourceneinsatzplanungsproblem ohne A¨hn-
lichkeitsziel berechnet (vgl. Modell RSP, (9.1)-(9.3)), dessen Ziel es ist, die zur Be-
dienung von Fahrten/Aufgaben notwendigen Kosten von Umla¨ufen/Diensten zu mi-
nimieren. Im Gegensatz zu z.B. [Tam, 2011] wird dabei nicht nur das LP des RSPs
gelo¨st, sondern auch das MIP. So ist sichergestellt, dass der Kostenrahmen fu¨r Modell
RSP-IT-RS korrekt basierend auf einem zula¨ssigen kosteneffizienten Ressourcenein-
satzplan festgelegt wird. Zum anderen ist so eine zula¨ssige ganzzahlige Lo¨sung des bi-
kriteriellen Planungsproblems garantiert. Die Umla¨ufe/Dienste des kosteneffizienten
Ressourceneinsatzplanes werden als initiale Spaltenmenge fu¨r das Master-Problem
genutzt.
Erweiterte (initiale) Spaltenmenge. Abha¨ngig vom Kontext in welchem das RSP-
IT-RS gelo¨st wird, ko¨nnen noch zusa¨tzliche Spalten initial hinzugefu¨gt werden, um die
Konvergenz des Verfahrens zu beschleunigen. Vor dem Hinzufu¨gen derjenigen Spal-
ten, die nicht wa¨hrend des Verfahrens erstellt werden, wird dann noch der jeweilige
Zielfunktionswert, die Distanz zum Referenzplan, ermittelt.
Zusa¨tzlich zu den Umla¨ufen/Diensten aus dem kosteneffizienten Ressourcenein-
satzplan des aktuellen Planungsproblems ko¨nnen Spalten aus dem Referenzplan ab-
geleitet werden. Vom Referenzplan werden a¨hnlich wie bei [Borndo¨rfer et al., 2012]
die Umla¨ufe/Dienste vollsta¨ndig als initiale Spalten u¨bernommen, die nur Fahr-
ten/Aufgaben enthalten, die im aktuellen Planungsproblem, d.h. fu¨r den aktuellen
Tag, bedient werden mu¨ssen. Ressourceneinsa¨tze aus dem Referenzplan, die neben
Fahrten/Aufgaben, die nicht am aktuellen Tag bedient werden mu¨ssen, auch min-
destens eine Fahrt/Aufgabe enthalten, die fu¨r den aktuellen Tag verplant werden
muss, werden modifiziert u¨bernommen: Unter Einhaltung der durch (z.B. Dienstty-
pen) vorgeschriebenen Zula¨ssigkeitskriterien werden Fahrten/Aufgaben, die nicht am
aktuellen Tag bedient werden mu¨ssen, aus diesen Ressourceneinsa¨tzen entfernt oder
in eine Kombination aus Leerfahrten und Warten umgewandelt.
Zur initialen Spaltenmenge bzw. wa¨hrend des Column Generation-Verfahrens ko¨n-
nen noch weitere bereits bekannte Umla¨ufe/Dienste aus den Lo¨sungen anderer Tage
hinzugefu¨gt werden, wenn das RSP-IT-RS im Kontext mehrerer Tage gelo¨st wird. Da-
zu kann zum einen auf die bereits ermittelten Umlauf-/Dienstpla¨ne zuru¨ck gegriffen
werden oder auf
”
gute“ Umla¨ufe/Dienste, die im Column Pool (siehe z.B. Abschnitt
6.2.3) abgelegt sind und vollsta¨ndig bzw. modifiziert u¨bernommen werden ko¨nnen.
Gleiches gilt, wenn das RSP-IT-RS im Kontext mehrerer Varianten von  gelo¨st
wird. D.h. wenn z.B. zum Referenzplan a¨hnliche Ressourceneinsatzpla¨ne erstellt wer-
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den sollen, deren Kosten im Rahmen von 100%, 101%, 102% und 103% zum kostenef-
fizienten Ressourceneinsatzplan liegen soll.
Elastizita¨t des Kostenrahmens. Fu¨r den Kostenrahmen  gilt generell: Wa¨hrend
des Column Generation-Verfahrens (im Wurzelknoten des Branch-and-Bound-Baumes)
wird beim Lo¨sen des LPs von Modell (9.5)-(9.9) die Surplus-Variable u auf 0 gesetzt,
sodass die Kostenrestriktion nicht elastisch, sondern hart ist, wie u.a. auch bei [Weide,
2009] beschrieben. Im assoziierten Dualwert ist dann die Einhaltung der Restriktion
entsprechend abgebildet. Kostenrestriktion (9.6) ist damit nur beim Lo¨sen des MIPs
elastisch.
Terminierung. Das Column Generation-Verfahren kann zusa¨tzlich zu den u.a. in
Abschnitt 6.2.6 erwa¨hnten Abbruchkriterien abgebrochen werden, wenn mit der vor-
handenen Spaltenmenge ein Plan erzeugt werden kann, der a¨hnlich dem Referenzplan
ist. D.h. als zusa¨tzliches Kriterium kann u¨berpru¨ft werden, ob die Distanz zum Re-
ferenzplan u¨berwunden werden konnte, also ob
∑
k∈K xkak = 0 ist.
Column Generation Pricing-Problem
Um die (LP-)Lo¨sung des beschra¨nkten Master-Problems zu verbessern, werden mit
Hilfe der Dualwerte aus der Lo¨sung neue Spalten mit negativen reduzierten Kosten,
d.h. neue mo¨gliche Ressourceneinsa¨tze, erzeugt. Dabei setzt sich die duale Lo¨sung wie
folgt zusammen: Sei λ die duale Variable, die der Kostenrestriktion (9.6) zugeordnet
ist, und sei pit die duale Variable fu¨r Fahrt/Aufgabe t ∈ T aus den Abdeckungsbe-
dingungen (9.7). Die reduzierten Kosten a¯k eines Umlaufes/Dienstes k ∈ K werden
dann ermittelt als:




wobei ak die Distanz des Ressourceneinsatzes zum Referenzplan ist, fk die Kosten
des Ressourceneinsatzes und T (k) die Menge der durch den Ressourceneinsatz abge-
deckten Fahrten/Aufgaben.
Umla¨ufe/Dienste mit negativen reduzierten Kosten ko¨nnen wie im vorherigen Ab-
schnitt beschrieben, bei Bedarf wa¨hrend des Lo¨sungsprozesses aus einen Column
Pool bestimmt werden, in welchem bereits fu¨r eine gute Lo¨sung potenziell geeig-
nete Umla¨ufe/Dienste abgelegt sind. Fu¨r diese in vorherigen Lo¨sungen berechneten
Ressourceneinsa¨tze mu¨ssen lediglich im Pricing-Schritt die reduzierten Kosten aktua-
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lisiert werden, um zu pru¨fen, ob sie zum beschra¨nkten Master-Problem hinzugefu¨gt
werden sollten.
Neue Umla¨ufe/Dienste mit negativen reduzierten Kosten werden u¨ber Umlauf-
bzw. Dienstgenerierungsnetzwerke ermittelt, die implizit alle mo¨glichen Fahrten-/
Aufgabenkombinationen beinhalten. Fu¨r eine vereinfachte Darstellung wird in die-
sem Abschnitt der Fall von Dienstgenerierungsnetzwerken betrachtet (siehe Abschnitt
6.2.1). Fu¨r eine Beschreibung der Besonderheiten von Umlaufgenerierungsnetzwerken
sei auf Abschnitt 10.4.1 verwiesen. Wie in Abschnitt 6.2.1 beschrieben ist ein Dienst-
generierungsnetzwerk G = (N,A) aus der Knotenmenge N und der Kantenmenge
A aufgebaut, wobei die Knoten Ereignisse zu bestimmten Zeiten an bestimmten Or-
ten repra¨sentieren und die Kanten Aufgaben, Dienstanfa¨nge, -enden, Pausen und
andere Aktivita¨ten. Auf den Kanten sind sowohl (reduzierte) Kosten, als auch Res-
sourcenverbra¨uche (wie z.B. die Arbeitszeit) abgelegt, die neben strukturellen Pfad-
beschra¨nkungen die Zula¨ssigkeitskriterien eines speziellen Diensttyps abbilden. Jeder
Pfad zwischen dem Quell- und dem Senkeknoten entspricht einem Dienst. Jeder Pfad
zwischen Quell- und Senkeknoten, auf dem die Ressourcenverbra¨uche eingehalten
werden, entspricht einem zula¨ssigen Dienst.
Das so modellierte ressourcenbeschra¨nkte Ku¨rzeste-Wege-Problem zum Auffinden
von Pfaden mit negativen reduzierten Kosten wird mit einem Label-Setting-Algorith-
mus gelo¨st (siehe Abschnitt 6.2.4). Fu¨r eine Beru¨cksichtigung von elastischer Kosten-
restriktion und Minimierung der Distanz zum Referenzplan sind einige Anpassungen
notwendig, die im Folgenden dargestellt werden.
Zu jeder Kante (i, j) ∈ A sind (fixe oder variable Dienst-)Kosten fij definiert.
Zur Bestimmung der reduzierten Kosten eines Pfades kann bereits auf jeder Kante
neben den Dualwerten pi der Aufgabenabdeckungsbedinungen, auch der Dualwert λ
der elastischen Kostenrestriktion beru¨cksichtigt werden. Fu¨r die reduzierten Kosten
f¯ij einer Kante (i, j) ∈ A gilt dann:
f¯ij =
fij − fijλ− pit fu¨r : ∃t ∈ T : (i, j) ∈ A(t)fij − fijλ fu¨r : ¬∃t ∈ T : (i, j) ∈ A(t) (9.16)
wobei A(t) : T → A eine Funktion sei, die fu¨r jede Aufgabe t ∈ T die zugeho¨rige
Kante (i, j) ∈ A liefert.
Der andere Teil der reduzierten Kosten eines Dienstes/Pfades k ∈ K, die Distanz
ak zum Referenzplan, wird nicht auf den Kanten des Dienstgenerierungsnetzwerk
abgebildet. Wie in Abschnitt 8.3.2 ausgefu¨hrt wurde, basiert das in dieser Arbeit
genutzte Distanzmaß grundsa¨tzlich auf der Messung von Unterschieden in Fahrten-
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/Aufgabensequenzen. Dabei werden in die Sequenzbetrachtung nicht zwangsla¨ufig
alle regelma¨ßigen und unregelma¨ßigen Aufgaben eingezogen. Es wird die Aufgaben-
menge Qr betrachtet, also r-regelma¨ßige Aufgaben, d.h. Aufgaben, die an mindestens
r = 1...n der betrachteten Tage ausgefu¨hrt werden. Daher kann es sein, dass in einer
Aufgabensequenz zwischen den in die Distanzmessung einbezogenen Aufgaben eine
Aufgabe liegt, die nicht einbezogen werden soll (- eine Fahrt, die an 1...r-1 Tagen
zu bedienen ist). U¨ber die in einer Sequenz direkt aufeinanderfolgenden Aufgaben
muss also nicht unbedingt auch eine Aussage u¨ber die Distanz zu den entsprechen-
den Sequenzen aus dem Referenzplan gegeben werden ko¨nnen. Die Distanz la¨sst sich
also nicht u¨ber zusa¨tzliche Informationen auf den Kanten einer Netzwerkstruktur
abbilden, wie z.B. u¨ber Informationen auf einer (Leerfahrt-)Kante in einem Connec-
tion basiertem Netzwerk (siehe z.B. Abschnitt 3.1.2), die zwei aufeinanderfolgende
Servicefahrt-Kanten miteinander verknu¨pft.
Um die Distanz eines (Teil-)Pfades erfassen zu ko¨nnen, wird sie daher im Label-
Setting-Algorithmus gemessen. Die Distanz wird erho¨ht, wenn Fahrten-/Aufgaben-
folgen eines (Teil-)Pfades nicht den Folgen im Referenzplan entsprechen. Die Distanz-
messung wird dadurch ermo¨glicht, dass Label eine zusa¨tzliche Information u¨ber die
fu¨r eine Distanzmessung letzte relevante Aufgabe auf dem bisherigen (Teil-)Pfad be-
sitzten. Eventuelle pfadabha¨ngige Distanzen (z.B. die Arbeitszeit im Vergleich zur
Arbeitszeit im Referenzplan) werden im Senke-Knoten bestimmt und entsprechend
gewichtet quantifiziert in die Distanz mit aufgenommen. In den Dominanztests zur
Identifikation von (Teil-)Pfaden, die nicht zu einer guten Lo¨sung fu¨hren ko¨nnen, wer-
den als zusa¨tzliches Kriterium die (Dienst-)Kosten beru¨cksichtigt (fu¨r Dominanztests
siehe Abschnitt 6.2.4).
Algorithmus 9.2.1 zeigt die A¨nderungen im Vergleich zur Basisversion (siehe Ab-
schnitt 6.2.4). Wenn Li die Menge aller Label an Knoten i bezeichnet, (i, j) eine Kante
von Knoten i zu Knoten j im Netzwerk G = (N,A) darstellt, auf der unter anderem
(reduzierte) Kosten f¯ij und pro Ressource v ∈ V ein Ressourcenverbrauch dvij definiert
sind, a¯(l) die kumulierten reduzierten Kosten, t(l) die fu¨r eine Distanzmessung letzte
relevante Aufgabe auf dem bisherigen (Teil-)Pfad und dv(l) den kumulierten Ressour-
cenverbrauch pro Ressource v eines Labels l ∈ Li beschreibt, dann ist ein daraus gebil-
detes Label m an Knoten j durch Lmj = (l, t(l), a¯(l)+f¯ij, ..., d
1(l)+d1ij, ..., d
|V |(l)+d|V |ij )
definiert. Die Menge permanenter Label an Knoten j, also die Menge der Label, die
im Algorithmusverlauf nicht mehr gea¨ndert werden mu¨ssen, sind mit L¯j ⊆ Lj bezeich-
net. Des weiteren bezeichne s den Quellknoten des Dienstgenerierungsnetzwerkes G
und sei uv die obere Schranke fu¨r den Verbrauch der Ressource v ∈ V . Außerdem
sei T (i, j) : A → T eine Funktion, die fu¨r jede Kante (i, j) ∈ A die Aufgabe t ∈ T
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liefert, die mit der Kante (i, j) im Netzwerk assoziiert ist, und Distanz(t1, t2) sei eine
Funktion, die eine mo¨gliche Abweichung der Aufgabenfolge (t1, t2) vom gegebenen
Referenzplan bewertet.
Algorithmus 9.2.1 : Label Setting mit Distanzberu¨cksichtigung zu einem
gegebenen Referenzplan
// Schritt 1: Initialisierung
Setze Ls = L¯s = {(nil, 0, ..., 0)}
Setze Li = L¯i = ∅ ∀i ∈ N \ {s}
// Schritt 2: Pfaderweiterungen und Dominanztests
// Wa¨hle Knoten j
foreach j ∈ N \ {s} do
// Betrachte alle Vorga¨ngerknoten i von Knoten j
foreach i ∈ {i : (i, j) ∈ A} do
// Betrachte alle Label an Knoten i
foreach l ∈ L¯i do
// Pru¨fe Ressourcenverbra¨uche
if ∃v ∈ V : dv(l) + dvij > uv then
next l
// Pru¨fe Aufgabenfolge und erstelle neues Label m
if T (i, j) ∈ Qr then
Lmj = (l, T (i, j), a¯(l) + f¯ij+Distanz(t(l), T (i, j)), ..., d1(l) +
d1ij, ..., d
|V |(l) + d|V |ij )
else
Lmj = (l, t(l), a¯(l) + f¯ij, ..., d
1(l) + d1ij, ..., d
|V |(l) + d|V |ij )
Lj = Lj ∪ Lmj
// Entferne dominierte Label an Knoten j
L¯j = Effiziente Label(Lj ∪ L¯j)
Bestimmung ganzzahliger Lo¨sungen: Branch-and-Bound vs. Branch-and-Price
Nach Abbruch des Column Generation-Verfahren fu¨r das LP von Modell (9.5)-(9.9)
ist diese Lo¨sung zwar optimal fu¨r die kontinuierlichen Spalten/Variablen, allerdings
ko¨nnen in einer optimalen MIP-Lo¨sung des Modells auch (ganzzahlige) Variablen
enthalten sein, die noch nicht Teil des (beschra¨nkten) Master-Problems sind. Um
die optimale Lo¨sung des MIPs zu garantieren, schlagen [Barnhart et al., 1998] das
Branch-and-Price-Verfahren vor, in welchem im Suchbaum des Branch-and-Bound
neue verbessernde Spalten/Variablen nachgeneriert werden.
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Allerdings haben die im Rahmen dieser Arbeit durchgefu¨hrten numerischen Ex-
perimente gezeigt, dass die Lu¨cke zwischen optimaler LP-Lo¨sung des (beschra¨nk-
ten) Master-Problems und MIP-Lo¨sung desselbigen je nach Abbruch des Column
Generation-Verfahrens sehr gering ist: zwischen 0-1,5%. Statt eines (rechenintensi-
veren) Branch-and-Price-Verfahrens wird Modell (9.5)-(9.9) daher in der Basisversi-
on mit dem Branch-and-Bound-Verfahren eines MIP-Solvers gelo¨st, in welchem im
Wurzelknoten des Suchbaumes das LP optimal mittels Column-Generation gelo¨st
wird. Mit den ermittelten Umla¨ufen/Diensten startet dann das Branch-and-Bound-
Verfahren zur Bestimmung einer ganzzahligen Lo¨sung.
9.2.4 Analyse numerischer Ergebnisse
Bei der Formulierung und Lo¨sung des Ressourceneinsatzplanungsproblems mit A¨hn-
lichkeitszielen als RSP-IT-RS ist insbesondere die Wahl des Referenzplans von ent-
scheidender Bedeutung fu¨r die Lo¨sungsqualita¨t der ermittelten Ressourceneinsatz-
pla¨ne (vgl. Abschnitt 2.4.3). Die in diesem Abschnitt vorgestellten Testrechnungen
veranschaulichen, wie sich die Qualita¨t bei Wahl unterschiedlicher Referenzpla¨ne von-
einander unterscheiden kann. Dabei werden die Effekte bei Nutzung eines Referenz-
plans fu¨r die Planung mehrerer Tage gezeigt (vgl. auch Referenzplan Ziel 1 zu Beginn
des Abschnitts 9.2).
Testumgebung
Getestet wird auf einem Sony Vaio SVS1513Z9EB mit Intel Core i7-3632QM @ 2,20
GHz und 8 GB RAM unter Windows 8 Professional. Das Optimierungssystem zur
Umlauf- und Dienstplanung (mit A¨hnlichkeitsberu¨cksichtigung) ist in C# implemen-
tiert und wurde kompiliert mit dem .NET Framework Version 2.0.5027 SP2. Zum
Lo¨sen von LPs und MIPs, wird ILOG Cplex in der Version 12.2.0.2 eingesetzt.
Das in dieser Arbeit genutzte Gesamttestset besteht aus vier Instanzenmengen, die
jeweils fu¨nf Fahrpla¨ne zu den Wochentagen Montag bis Freitag enthalten. Betrach-
tet werden reale Instanzen (Testset A, Testset B, Testset D) und ku¨nstlich erstellte
Instanzen (Testset C ). Fu¨r eine ausfu¨hrliche Beschreibung der einzelnen Instanzen-
mengen u.a. mit den in Abschnitt 8.2 vorgestellten Beurteilungsmo¨glichkeiten zur
A¨hnlichkeit sei auf Anhang A.2 verwiesen.
Die Effekte unterschiedlicher Referenzpla¨ne werden exemplarisch an den Testsets
A, B, C und D dargestellt. Abbildung 9.1 zeigt den Verlauf der an unterschiedlichen
Tagen zu bedienenden Fahrten der Woche im Tagesverlauf.




























































































































































Abbildung 9.1: Verlauf der (un-)regelma¨ßigen Fahrten an den betrachteten Tagen
Die Auswirkungen unterschiedlicher Referenzpla¨nen lassen sich gut an einer teilin-
tegrierten Umlauf- und Dienstplanung mit A¨hnlichkeitszielen demonstrieren, deren
Umsetzung im spa¨teren Kapitel 11 noch genauer erla¨utert wird. Fu¨r Unterschiede in
den Planungsvarianten sei auf Teil IV dieser Arbeit verwiesen.
Zur Diensterstellung werden fu¨nf Diensttypen erlaubt, die die Zula¨ssigkeit der zu
erstellenden Dienste bestimmen: Kurzdienste, drei unterschiedliche Arten zusam-
menha¨ngender Dienste und geteilte Dienste. Eine ausfu¨hrliche U¨bersicht u¨ber die
Typen findet sich in Anhang A.1.
Effekte unterschiedlicher Referenzpla¨ne
Als Referenzpla¨ne werden die als kosteneffizient ermittelten Ressourceneinsatzpla¨ne
der einzelnen Wochentage L = {Mo,Di,Mi,Do, Fr} genutzt sowie die Pla¨ne, die
durch Lo¨sen von Planungsproblemen bestimmt werden, in denen jeweils die r-regelma¨-
ßigen Fahrten Qr zu bedienen sind, mit r = 1..5.
Tabelle 9.1 fasst die Ergebnisse zusammen. Dabei sind angegeben die Art des ge-
nutzten Referenzplans (ref ), die beno¨tigte Rechenzeit vom Einlesen der Daten bis
zum Ausgeben der ermittelten Pla¨ne (runtime), die Kostenbewertungen der Lo¨sun-
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gen (costs), die Gesamtanzahl der verwendeten Ressourceneinsa¨tze (# res), die durch-
schnittliche Wiederholrate der Ressourceneinsa¨tze samt der Gu¨ltigkeit der Einsa¨tze
aufgelistet von einem bis zu fu¨nf Tagen (rate), der durchschnittliche Anteil gleich be-
dienter Fahrten mit dem Minimal- und Maximalwert (ratio) sowie die durchschnittli-
che Distanz zwischen den erstellten Pla¨nen ebenfalls mit Minimal- und Maximalwert
(distance).
Tabelle 9.1 zeigt, dass sich bei Einbeziehung eines Referenzplans in die Planerstel-
lung im Vergleich zu einer reinen kosteneffizienten Planung sowohl die vollsta¨ndige
als auch die partielle A¨hnlichkeit der Pla¨ne verbessern kann. So kann die Wieder-
holrate der Ressourceneinsa¨tze um bis zu 5-66% gesteigert werden, der Anteil gleich
bedienter Fahrten um bis zu 10-90% und die Distanz der Pla¨ne zueinander kann um
bis zu 18-80% gesenkt werden.
Die Tabelle veranschaulicht außerdem die wesentlichen Unterschiede in der Ergeb-
nisqualita¨t, die durch Nutzung unterschiedlicher Referenzpla¨ne entstehen. Die ermit-
telten Kennzahlen zur A¨hnlichkeitsbewertung weichen fu¨r die Instanzen aus Testset
A, B und C mindestens bis zu 6% voneinander ab und maximal bis zu 20%. Insbeson-
dere deutlich werden diese Abweichungen an den Instanzen aus Testset D, bei welchem
sich die A¨hnlichkeitsbewertungen der erstellten Pla¨ne bis zu 30% in der Wiederholra-
te und anteiligen A¨hnlichkeit unterscheiden und bis 70% bei der Distanzbewertung.
So ko¨nnen beispielsweise im besten Fall Pla¨ne fu¨r eine Woche erstellt werden, in de-
nen 25 Dienste an allen fu¨nf Tagen gu¨ltig sind, wohingegen im ungu¨nstigsten Fall mit
Hilfe eines anderen Referenzplans Pla¨ne gebildet werden, die nur vier solcher Dienste
enthalten.
In der Regel ko¨nnen dann kosteneffiziente Ressourceneinsatzpla¨ne mit guten A¨hn-
lichkeitsbewertungen ermittelt werden, wenn als Referenzplan ein ku¨nstlicher Plan
genutzt wird, der nicht nur regelma¨ßige, sondern auch unregelma¨ßige Fahrten entha¨lt.
Im Beispiel gilt dies abha¨ngig je Instanz insbesondere bei Nutzung eines Plans, der
Fahrten bedient, die an mindestens zwei oder drei Tagen durchzufu¨hren sind. Diese
Pla¨ne sind dann allgemeingu¨ltig genug, dass bei der Ausrichtung anderer Pla¨ne daran
die jeweiligen Eigenheiten der spezifischen Tage, d.h. andere unregelma¨ßige Fahrten,
ebenfalls bei der Planerstellung beru¨cksichtigt werden ko¨nnen.
Die Pla¨ne einzelner (Wochen-)Tage sorgen als Referenzplan zumeist dann fu¨r a¨hn-
liche andere Ressourceneinsatzpla¨ne, wenn sie unregelma¨ßige Fahrten enthalten, die
u¨ber den Tag verteilt sind und diese zeitlich nicht zu dicht zusammen liegen bzw. sich
nicht u¨berschneiden (z.B. Di in Testset D). Zeitliche U¨berschneidungen unregelma¨ßi-
ger Fahrten in den Referenzpla¨nen haben keinen gro¨ßeren sto¨renden Effekt, wenn die
Fahrten mehrere Male im Wochenverlauf zu bedienen sind.
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ref run- costs # rate ratio distance
time res ø (#diff by days) ø (min-max) ø (min-max)
Testset A
− 00:01:54 244.769 179 1,58 (81;13;10;3;6) 59,6 (52,3-67,6) 46,0 (34-57)
Mo 00:00:42 244.769 179 1,61 (79;13;8;5;6) 63,3 (55,7-69,0) 32,8 (18-44)
Di 00:00:31 244.705 179 1,67 (74;12;9;6;6) 66,1 (60,7-73,4) 30,4 (10-43)
Mi 00:00:50 244.708 179 1,70 (70;15;8;5;7) 64,3 (56,5-72,5) 32,3 (22-42)
Do 00:00:43 244.749 179 1,66 (71;20;7;3;7) 63,8 (54,3-69,3) 32,6 (18-45)
Fr 00:00:59 244.720 179 1,66 (73;17;7;4;7) 64,8 (58,3-70,6) 36,2 (18-48)
r=5 00:01:35 244.706 179 1,61 (74;22;5;4;6) 63,3 (54,1-70,1) 35,5 (10-50)
r=3 00:00:38 244.640 179 1,75 (67;15;5;8;7) 65,6 (55,1-71,8) 33,6 (18-45)
r=2 00:00:49 244.739 179 1,60 (79;16;6;5;6) 63,3 (55,3-70,2) 30,4 (10-43)
r=1 00:01:19 244.768 179 1,66 (73;16;8;5;6) 63,9 (57,8-72,1) 32,5 (10-46)
Testset B
− 00:22:35 336.890 236 1,36 (139;18;7;5;4) 52,4 (46,0-62,5) 92,2 (65-120)
Mo 01:24:38 336.893 236 1,43 (128;17;11;4;5) 56,0 (49,6-68,0) 75,5 (43-95)
Di 01:19:21 336.879 236 1,40 (135;16;8;5;5) 54,5 (47,7-63,5) 81,3 (60-98)
Mi 00:55:14 336.881 236 1,40 (131;22;6;2;7) 55,4 (46,6-63,5) 78,3 (48-113)
Do 01:09:58 336.867 236 1,39 (133;21;7;5;4) 54,1 (48,3-65,5) 85,6 (53-112)
Fr 00:46:26 336.840 236 1,42 (130;18;7;6;5) 56,5 (51,3-68,3) 75,9 (49-94)
r=5 01:12:17 336.871 236 1,39 (132;23;7;3;5) 55,6 (50,6-64,7) 75,2 (57-100)
r=3 01:38:02 336.877 236 1,44 (127;21;5;3;8) 57,5 (51,8-69,6) 73,0 (53-85)
r=2 01:02:23 336.889 236 1,36 (139;20;5;3;6) 54,1 (47,8-61,7) 90,9 (69-116)
r=1 00:40:03 336.855 236 1,35 (141;19;7;4;4) 52,4 (42,1-62,9) 89,0 (65-124)
Testset C
− 00:00:43 351.271 274 1,51 (127;29;14;8;3) 51,1 (44,0-65,4) 116,3 (83-137)
Mo 00:00:27 351.174 274 1,62 (115;25;13;10;6) 54,4 (41,7-73,4) 105,0 (55-142)
Di 00:00:20 351.261 274 1,58 (120;26;15;8;5) 53,7 (44,5-65,8) 108,9 (73-137)
Mi 00:00:28 351.191 274 1,64 (115;24;11;7;10) 55,1 (48,1-67,4) 101,2 (80-119)
Do 00:00:18 351.207 274 1,67 (103;31;16;9;5) 54,6 (45,8-73,2) 110,3 (53-134)
Fr 00:00:21 351.252 274 1,64 (114;19;21;6;7) 55,3 (43,5-82,5) 104,0 (36-142)
r=5 00:00:31 351.271 274 1,51 (130;27;14;7;4) 50,7 (42,9-67,0) 114,5 (67-144)
r=4 00:00:30 351.170 274 1,56 (123;27;12;9;5) 52,0 (41,5-70,6) 112,3 (56-142)
r=3 00:00:28 351.162 274 1,62 (115;26;13;7;8) 54,9 (45,6-71,4) 105,6 (59-134)
r=2 00:00:19 351.259 274 1,70 (105;27;8;14;7) 58,3 (47,2-71,5) 95,9 (52-127)
r=1 00:00:21 351.156 274 1,51 (130;26;12;9;4) 51,8 (44,1-64,8) 112,4 (83-137)
Testset D
− 00:36:10 476.778 348 1,22 (242;29;10;2;2) 37,4 (33,4-44,4) 212,2 (174-227)
Mo 00:52:03 476.767 348 1,58 (159;24;20;9;9) 55,8 (48,4-64,7) 103,8 (77-129)
Di 00:31:36 476.724 348 2,03 (99;26;13;8;25) 71,4 (65,2-80,0) 42,6 (12-58)
Mi 01:06:38 476.791 348 1,41 (195;20;15;12;4) 48,8 (39,9-62,4) 142,7 (69-176)
Do 00:52:31 476.734 348 1,63 (155;23;7;19;10) 58,4 (44,1-73,4) 95,1 (36-146)
Fr 00:51:58 476.705 348 1,69 (134;38;11;10;13) 58,7 (51,5-71,7) 105,3 (54-128)
r=5 00:45:36 476.734 348 1,81 (127;17;18;17;13) 64,5 (57,8-72,3) 71,0 (36-102)
r=3 00:47:52 476.802 348 1,91 (117;16;13;20;16) 68,2 (60,3-76,6) 63,2 (37-96)
r=2 01:11:59 476.793 348 1,79 (135;21;9;6;24) 64,7 (57,2-71,2) 71,0 (37-105)
r=1 00:42:12 476.750 348 1,77 (133;23;21;9;11) 62,9 (53,3-71,6) 71,2 (36-104)
Tabelle 9.1: A¨hnlichkeitbewertungen zu mit Referenzpla¨nen ermittelten Ressourcen-
einsatzpla¨nen fu¨r fu¨nf Tage ohne Erho¨hung der Kosten
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9.3 Neue Ansa¨tze fu¨r tagesu¨bergreifende A¨hnlichkeit
durch regelma¨ßige Muster
Ein Nachteil der a¨hnlichen Planerstellung bei mehreren Tage mit Hilfe eines Refe-
renzplans ist, dass die Planungsprobleme verschiedener Tage getrennt voneinander
gelo¨st werden, sodass keine direkte Interaktion zwischen den Planungsproblemen er-
folgt, mit der eine gute A¨hnlichkeit zwischen den Pla¨nen erreicht werden ko¨nnte (vgl.
Abschnitt 2.4.3 und Kapitel 5). Die A¨hnlichkeit der berechneten Pla¨ne zueinander
ha¨ngt somit stark von der Qualita¨t des genutzten Referenzplanes ab.
Es ist anzunehmen, dass sich noch bessere Pla¨ne ermitteln lassen, wenn bei der
Planerstellung zwischen den Planungsproblemen einzelner Tage interagiert wird. Eine
solche Interaktion bietet mehr Freiheitsgrade bei der Bestimmung a¨hnlicher Pla¨ne.
Sie kann mit einer tagesu¨bergreifenden Planung realisiert werden. Ziel einer solchen
tagesu¨bergreifenden Planung ist es, Fahrten-/Aufgabenmuster zu finden, die in den
Pla¨nen gemeinsam betrachteter Tage genutzt werden ko¨nnen. Muster, die sich in den
Pla¨nen verschiedener Tage wiederholen, sorgen dann fu¨r a¨hnliche Pla¨ne.
Dabei kann zwischen zwei unterschiedlichen Vorgehensweisen unterschieden wer-
den: Durch geschicktes Vorgehen beim Verteilen der zu verplanenden Fahrtenmenge
auf Ressourceneinsa¨tze, werden implizit Muster gefunden, die fu¨r die Ressourcen-
einsa¨tze verschiedener Tage gelten. Bei diesen Vorgehensweisen ist es aber schwer
mo¨glich, gezielt Muster zu bestimmen, die die A¨hnlichkeit unterschiedlicher Res-
sourceneinsatzpla¨ne maximieren. Daher sind Modellierungen notwendig, die explizit
Muster beru¨cksichtigen und entsprechende A¨hnlichkeitsbewertungen fu¨r diese Mus-
ter abbilden ko¨nnen. Die Entwicklung einer solchen Modellierung konkretisiert die in
Kapitel 5 formulierte Zielsetzung bezu¨glich einer tagesu¨bergreifenden Planung durch
regelma¨ßige Muster und bildet somit das vorrangige Ziel dieses Abschnittes (Muster
Ziel 1 ).
Heuristische Verfahren, die implizit Muster generieren, werden in Abschnitt 9.3.1
vorgestellt. Eine Modellierung, die explizit Muster als A¨hnlichkeitsziel beru¨cksichtigt,
wird in Abschnitt 9.3.2 vorgeschlagen. Der entsprechende Lo¨sungsansatz zu dieser
Modellierung wird in Abschnitt 9.3.3 beschrieben, Auswahlmo¨glichkeiten fu¨r explizite
Fahrten-/Aufgabenmuster in Abschnitt 9.3.4.
9.3.1 Implizite Muster durch heuristische Verfahren
Durch bestimmte Vorgehensweisen beim Verplanen der Fahrtenmenge verschiedener
Tage werden implizit (Fahrten-)Muster in den Pla¨nen generiert, die fu¨r a¨hnliche Res-
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sourceneinsatzpla¨ne sorgen. Allerdings ist es bei diesen Vorgehensweisen schwierig,
die A¨hnlichkeit der Pla¨ne (kosteneffizient) zu maximieren, da die Muster nicht ge-
zielt entstehen.
Extremheuristiken
Die unter Extremheuristiken zusammengefassten Vorgehensweisen eignen sich in der
Grundform nicht besonders gut, kosteneffiziente und a¨hnliche Pla¨ne zu erstellen. Sie
werden aufgefu¨hrt, da mit ihnen unter Umsta¨nden sehr a¨hnliche Pla¨ne erstellt werden
(allerdings verbunden mit hohen Kosten), zu denen die A¨hnlichkeit anderer Vorge-
hensweisen, Modellierungen und Lo¨sungsansa¨tze verglichen werden kann.
[Steinzen, 2007] beschreibt zwei solcher heuristischen Vorgehensweisen beim Ein-
satz von
”
Standard-Optimierung“ zur Ermittlung a¨hnlicher Pla¨ne, die nach ihm nicht
besonders zielfu¨hrend sind, um kosteneffiziente und a¨hnliche Pla¨ne zu erstellen (Be-
gru¨ndung siehe Abschnitt 2.4.3). Zum einen die sogenannte Regular-First-Irregular-
Second-Heuristik, bei welcher zuna¨chst ein Planungsproblem fu¨r alle regelma¨ßigen
Fahrten gelo¨st wird und in einem zweiten Schritt (pro Tag) je ein Planungsproblem fu¨r
die unregelma¨ßigen Fahrten. Zum anderen die sogenannte All-First-Irregular-Second-
Heuristik, bei welcher im ersten Schritt ein Planungsproblem mit allen Fahrten gelo¨st
wird und die Umla¨ufe/Dienste fixiert werden, die nur regelma¨ßige Fahrten enthalten,
und im zweiten Schritt (pro Tag) je ein Planungsproblem mit den unfixierten re-
gelma¨ßigen und unregelma¨ßigen Fahrten gelo¨st wird.
Variationsmo¨glichkeiten ergeben sich dadurch, im ersten Schritt der Heuristiken
nicht alle regelma¨ßigen oder alle Fahrten/Aufgaben zu beru¨cksichtigen, sondern die
r-regelma¨ßige Fahrtenmenge, also alle Fahrten/Aufgaben, die an mindestens r ∈ N
der betrachteten Tage eingesetzt werden (vgl. Abschnitt 8.3).
All-First-Fix-And-Optimize-Heuristik
Eine bessere heuristische Vorgehensweise ist die All-First-Fix-And-Optimize-Heuristik.
Im Gegensatz zu den bereits beschriebenen Vorgehensweisen werden nicht gesamte
Ressourceneinsa¨tze fu¨r die Planung mehrerer Tage fixiert, sondern nur Teile, d.h.
Fahrten- bzw. Aufgabenketten. Dadurch ko¨nnen mit weniger Kosten Pla¨ne ermittelt
werden, die a¨hnlicher sind, als beim tageweisen Lo¨sen traditioneller Ressourcenein-
satzplanungsprobleme.
Algorithmus 9.3.1 stellt das Vorgehen zusammenfassend dar. Abbildung 9.2 zeigt
ein einfaches Beispiel fu¨r die Bestimmung von Fahrtenketten. Im Beispiel ko¨nnen die
einzelnen regelma¨ßigen Fahrten 2, 3 und 4 zu einer Fahrtenkette zusammengefasst
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Algorithmus 9.3.1 : All-First-Fix-And-Optimize-Heuristik
(Schritt 1) Lo¨se Planungsproblem RSP mit den Fahrten T aller N Tage:
Lo¨se RSP(T 1 ∪ T 2 ∪ ... ∪ T n)
(Schritt 2) Fixiere Sequenzen (regelma¨ßiger) Fahrten zu Ketten:
Identifiziere aus Fahrtenketten fixierbare Fahrten QFIX
Fixiere Fahrtenketten zu neuen Fahrten T FIX
Bestimme zu verplanende Fahrten S fu¨r jeden Tag:
for i← 1 to n do
Si ← T i\QFIX ∪ T FIX
end
(Schritt 3) Lo¨se Planungsprobleme mit den Fahrten fu¨r jeden Tag:
for i← 1 to n do
Lo¨se RSP(Si)
end
werden, da keine unregelma¨ßige Fahrt die Sequenz unterbricht. Diese Fahrtenkette
kann dann in den Planungsproblemen der unterschiedlichen Tage als einzelne Fahrt
behandelt werden.
2    3    4 
Ressourceneinsatzplan K = {k1, k2}
zu Fahrten T1 u T2
mit  T1 = {1, 2, 3, 4, 5, 11, 12} 
und T2 = {1, 2, 3, 4, 5, 21, 22, 23}







     QFIX = {2, 3, 4},
      TFIX = {234}
Fahrten:
Abbildung 9.2: Fixieren von Fahrtenketten bei der All-First-Fix-And-Optimize-
Heuristik nach [Amberg et al., 2011]
Auch hier la¨sst sich die Vorgehensweise variieren, wenn im ersten Schritt statt aller
regelma¨ßigen und unregelma¨ßigen Fahrten die Menge aller r-regelma¨ßigen Fahrten
genutzt wird. Allerdings ist es auch mit dieser heuristischen Vorgehensweise nicht
mo¨glich, gezielt Pla¨ne zu erstellen, bei denen die A¨hnlichkeit maximiert wird. Es
ko¨nnen lediglich mit unterschiedlichen Parametern unterschiedliche Lo¨sungen gene-
riert werden, von denen dann die beste bezu¨glich Kosteneffizienz und A¨hnlichkeit aus-
gesucht werden muss. Ein (exakter) Modellierungs- und Lo¨sungsansatz, bei welchem
ein solches Ausprobieren entfa¨llt, da das A¨hnlichkeitziel durch sich wiederholende
(Fahrten-)Muster explizit abgebildet ist, wird im folgenden Abschnitt vorgestellt.
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9.3.2 Modellierung S-RSP-IT-RP: Verknu¨pfen von expliziten
Mustern und Regelma¨ßigkeitsgruppen
Um ein geeignetes MIP-Modell fu¨r eine gleichzeitige Betrachtung der Ressourcen-
einsatzplanungsprobleme unterschiedlicher Tage mit den Zielen Kosteneffizienz und
A¨hnlichkeit zu formulieren, muss eine entscheidene Fragestellung gelo¨st werden: Wie
kann in einer MIP-Formulierung die A¨hnlichkeit u¨ber die Planungsprobleme mehrerer
Tage effizient bewertet werden?
Die Herleitung dieser Modellierung wird zuna¨chst beschrieben. Dabei wird von
einer u¨blichen Formulierung des Ressourceneinsatzplanungsproblems als Set-Partitio-
ning-Problem ausgegangen (vgl. Modell (9.1)-(9.3)). Im Anschluss erfolgt dann die
mathematische Formulierung.
Herleitung der Modellierung – Herausforderungen bei der gleichzeitigen
Bewertung der A¨hnlichkeit mehrerer Tage
Die Schwierigkeit fu¨r eine geeignete MIP-Formulierung besteht darin, im Modell die
A¨hnlichkeit der Ressourceneinsa¨tze mehrerer Tage bewerten zu ko¨nnen. Die Auswahl
eines Ressourceneinsatzes in der Lo¨sung fu¨r einen Tag beeinflusst die A¨hnlichkeit des
Planes verglichen mit allen anderen Tagen.
Eine Bewertung zweier Elemente (Umla¨ufe oder Dienste bzw. Variablen/Spalten im
Modell) kann dabei direkt erfolgen, indem ein Element mit einem anderen verglichen
wird. D.h. der Ressourceneinsatz eines Tages wird mit einem Ressourceneinsatz eines
anderen Tages verglichen. Diese Bewertung liefert dann einen (Un-)A¨hnlichkeitswert
der als Zielkriterium im Modell beru¨cksichtigt werden ko¨nnte. Es sollen aber nicht nur
zwei Elemente zweier Tage miteinander verglichen werden, sondern mehrere Elemente
mehrerer Tage.
Vor einem Lo¨sen der Planungsprobleme mehrerer Tage mu¨ssten also alle Kombi-
nationsmo¨glichkeiten der Ressourceneinsa¨tze aller Tage bezu¨glich ihrer A¨hnlichkeit
bewertet werden, um dann die auswa¨hlen zu ko¨nnen, die den bestmo¨glichen A¨hnlich-
keitswert liefern ko¨nnen. Dies wa¨re auf unterschiedliche Weisen mo¨glich:
Zum einen, indem mehrere Zuordnungsprobleme, die alle Kombinationsmo¨glich-
keiten abbilden, miteinander kombiniert und gelo¨st werden. Allerdings entstehen so
sehr große, sehr schwer zu lo¨sende Optimierungsprobleme. Eine solche Modellierung
ist also nicht praktikabel. Insbesondere, da neben einer Auswahl der bestmo¨glichen
Kombination auch noch sichergestellt sein muss, dass die Fahrten/Aufgaben aller
Tage in richtiger Anzahl (kosteneffizient) von den ausgewa¨hlten Ressourceneinsa¨tzen
bedient werden.
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Zum anderen wa¨re eine direkte Bewertung und Abbildung der A¨hnlichkeit un-
terschiedlicher Ressourceneinsa¨tze mo¨glich, wenn Ressourceneinsa¨tze d.h. Variablen/
Spalten in einem Set-Partitioning-Modell, nicht nur Umla¨ufe bzw. Dienste fu¨r einen
Tag repra¨sentieren, d.h. Fahrten/Aufgaben/Zeilen fu¨r einen bestimmten Tag abde-
cken, sondern fu¨r alle Tage. Fu¨r die Abdeckung mehrerer Tage ko¨nnte dann ein
(Un-)A¨hnlichkeitswert bestimmt werden, der mit der Spalte assoziiert in die Ziel-
funktion eingehen ko¨nnte. Allerdings ist es nicht zweckma¨ßig, Spalten u¨ber mehrere
Tage abzubilden. Schon fu¨r das Planungsproblem eines Tages existieren extrem vie-
le Kombinationsmo¨glichkeiten von Fahrten/Aufgaben zu Umla¨ufen bzw. Diensten,
sodass nicht alle enumeriert werden, sondern implizit im Rahmen von Column Ge-
neration Ansa¨tzen betrachtet werden mu¨ssen. Werden dann noch Ressourceneinsa¨tze
mehrerer Tage miteinander kombiniert, werden die Kombinationsmo¨glichkeiten bzw.
die Modelle extrem groß und kaum in vernu¨nftiger Zeit lo¨sbar. Außerdem fu¨hren
diese Kombinationsmo¨glichkeiten dazu, dass das Modell sehr viele a¨hnliche Spalten
beinhaltet, die jeweils viele Zeilen abdecken. Je mehr Fahrten/Aufgaben eine Spal-
te, d.h. ein Umlauf/Dienst abdeckt, desto schlechter lassen sich mit den Dualwerten
geeignete (neue) Spalten finden, die fu¨r eine gute Konvergenz in einem Column Ge-
neration basierten Ansatz sorgen. Fu¨r ein vernu¨nftig lo¨sbares MIP-Modell ist es also
nicht direkt mo¨glich, eine A¨hnlichkeitsbewertung zwischen den Ressourceneinsa¨tzen
verschiedener Tage abzubilden.
Die A¨hnlichkeitsbewertung bzw. der Vergleich einzelner Ressourceneinsa¨tze kann
also nicht schon direkt im Voraus bestimmt werden. Eine Bewertung kann erst beim
Bestimmen der Lo¨sung des Modells erfolgen. Ein Vergleich der A¨hnlichkeit von Um-
la¨ufen/Diensten muss also indirekt u¨ber ein (flexibles) Hilfskonstrukt erfolgen.
Das Hilfskonstrukt sollte dabei eine wesentliche Eigenschaft von Ressourcenein-
sa¨tzen abbilden, u¨ber welche eine A¨hnlichkeit gemessen werden kann. Diese wesentli-
che Eigenschaft sind die bedienten Fahrten/Aufaben bzw. Fahrten-/Aufgabensequen-
zen eines Ressourceneinsatzes. Je o¨fter eine Fahrtensequenz in den Ressourcenein-
sa¨tzen mehrerer Tage enthalten ist, desto a¨hnlicher sind die Ressourceneinsatzpla¨ne
der verschiedenen Tage (vgl. dazu auch die A¨hnlichkeitsmaße in Abschnitt 8.3.2).
Ein gleichzeitiger, indirekter Vergleich der A¨hnlichkeit von Ressourceneinsa¨tzen
mehrerer Tage kann also u¨ber Hilfskonstrukte erfolgen, die Fahrten(sequenzen) re-
pra¨sentieren. Diese Fahrten(sequenzen) ko¨nnen explizit als Muster vorgegeben wer-
den, u¨ber die dann das A¨hnlichkeitsziel im Modell entsprechend abgebildet werden
kann.
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Mathematische Formulierung mit expliziten Mustern und Regelma¨ßigkeits-
gruppen
Unter Beru¨cksichtigung der oben aufgefu¨hrten Argumentation kann eine geeignete
mathematische Formulierung, um die Ressourceneinsatzplanungsprobleme mehrerer
Tage gleichzeitig zu betrachten und dabei die Ziele Kosteneffizienz und A¨hnlichkeit
einzubeziehen, also wie folgt beschrieben werden: Im Basismodell werden Belohnun-
gen fu¨r genutzte Fahrten-/Aufgabenmuster mit einer Set-Partitioning-Formulierung
fu¨r die Fahrten-/Aufgabenabdeckung jedes Tages kombiniert. Sei L = {1, 2, ...,m}
die Menge der betrachteten Tage und sei T = {1, 2, ..., q} die Menge aller Fahrten
der betrachteten Fahrpla¨ne bzw. die Menge aller zu erfu¨llenden Aufgaben. Die Men-
ge der Fahrten/Aufgaben die an Tag l ∈ L ausgefu¨hrt werden mu¨ssen seien mit T l
definiert. Alle beru¨cksichtigten Fahrten-/Aufgabenmuster seien durch die Menge P
repra¨sentiert. Jedes Muster p ∈ P besteht aus einer Teilmenge T (p) der Fahrten
T . Ferner sei G eine Menge an Fahrtenmustergruppen, die die Regelma¨ßigkeit der
Muster anzeigen.
Zwei Typen von Entscheidungsvariablen sind definiert: Bina¨re Ressourceneinsatz-
Variablen x und bina¨re Variablen z fu¨r die Zuordnung zu Fahrtenmustergruppen.
Bina¨rvariablen xlk mit k ∈ K l und zugeordneten Kosten f lk zeigen an, ob Ressour-
ceneinsatz k an Tag l ausgewa¨hlt ist oder nicht. Dabei bezeichne K l die Menge aller
zula¨ssigen Ressourceneinsa¨tze, die an Tag l ausgefu¨hrt werden ko¨nnen, K l(t) ⊂ K l
sei die Menge aller Ressourceneinsa¨tze, die an Tag l Fahrt/Aufgabe t ∈ T l enthalten,
und K l(p) ⊂ K l sei die Menge, die an Tag l Fahrt-/Aufgaben-Muster p ∈ P enhalten.
Bina¨rvariablen zgp zeigen an, ob fu¨r Muster p ∈ P die Gruppe g ∈ G ausgewa¨hlt ist.
Jede Fahrtenmustergruppe g ∈ G repra¨sentiert eine Menge von Mustern, die mit der
gleichen Ha¨ufigkeit in der Lo¨sung vorkommen. Die Anzahl an Vorkommen die von
Gruppe g repra¨sentiert wird, sei mit C(g) bezeichnet.
Jeder Gruppe g sei ein Belohnungswert rg zugeordnet. Mit dem Belohnungswert
kann der Trade-Off zwischen Kosten und A¨hnlichkeitsziel beeinflusst werden. Der Be-
lohnungswert dru¨ckt aus, was an Mehrkosten akzeptiert werden wu¨rde, um ein Fahr-
tenmuster an einer bestimmten Anzahl an Tagen in der Lo¨sung zu haben. Dabei wer-
den nur dann zusa¨tzliche Kosten erlaubt, wenn ein Muster nicht sowieso ausgewa¨hlt
werden muss, d.h. wenn auch Ressourceneinsa¨tze existieren, die nicht dieses Muster
beinhalten. Werden Fahrten-/Aufgabenmuster mit unterschiedlicher La¨nge verwen-
det, sollte neben der Anzahl an Vorkommen auch die La¨nge des Musters beim Setzen
des Belohnungswertes beru¨cksichtigt werden. Je la¨nger ein Fahrtenmuster, desto bes-
ser ist die A¨hnlichkeit, die durch Nutzung des Musters erreicht werden kann, und desto
ho¨her sollte auch der Belohnungswert sein. Fu¨r die Gruppe g mit C(g) = 1, also die
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Gruppe, die Muster entha¨lt, die nur an einem Tag vorkommen, wird die Belohnung rg
auf 0 gesetzt, da nur Vorkommen gro¨ßer als 1 die Regelma¨ßigkeit verbessern und be-
lohnt werden sollten. Dabei sei darauf hingewiesen, dass Fahrten-/Aufgabenmuster
nicht zwingend nur regelma¨ßige Fahrten/Aufgaben enthalten mu¨ssen. Es wird die
Menge r-regelma¨ßiger Fahrten/Aufgaben genutzt, also alle Fahrten/Aufgaben, die
an mindestens r ≤ |L| der betrachteten Tage L vorkommen.
Die Zuordnung zu den einzelnen Gruppen wird pro Muster u¨ber Bina¨rvariablen
statt z.B. u¨ber eine einzelne ganzzahlige Variable geregelt. So ko¨nnen unter anderem
bei der Definition von Belohnungswerten beliebige Funktionen genutzt werden und
eine Belohnungsbewertung ist nicht nur auf lineare Funktionen beschra¨nkt.
[Klabjan et al., 2001] schlagen eine andere, aber vergleichbare bzw. verwandte Mo-
dellierung vor, indem sie Fahrten (bzw. Flu¨ge) in sogenannte Regelma¨ßigkeitsgrup-
pen einsortieren. Eine Einsortierung in eine Gruppe, die eine hohe Regelma¨ßigkeit
repra¨sentiert, wird dabei entsprechend besser bewertet als eine Einsortierung in eine
Gruppe mit niedriger Regelma¨ßigkeit (vgl. Abschnitt 4.3.2)
Das tagesu¨bergreifende Ressourceneinsatzplanungsproblem mit unregelma¨ßigen Auf-
gaben und regelma¨ßigen Mustern (engl. simultaneous resource scheduling problem with





























C(g)zgp = 0 ∀p ∈ P (9.19)∑
g∈G
zgp ≤ 1 ∀p ∈ P (9.20)
xlk ∈ {0, 1} ∀l ∈ L,∀k ∈ K l (9.21)
zgp ∈ {0, 1} ∀g ∈ G,∀p ∈ P (9.22)
Die Zielfunktion (9.17) minimiert die Gesamtkosten des Ressourceneinsatzes wa¨h-
rend die Belohnung fu¨r die A¨hnlichkeit – die Nutzung von Fahrten-/Aufgabensequen-
zen an mo¨glichst vielen Tagen – maximiert wird. Fahrtabdeckungsbedingungen (9.18)
stellen sicher, dass jede Fahrt/Aufgabe genau so oft ausgefu¨hrt wird wie beno¨tigt.
Eine Verknu¨pfung zwischen den Pla¨nen mehrerer Tage wird durch die Verknu¨pfungs-
bedingungen (9.19) und die Gruppenzuordnungsbedingungen (9.20) sichergestellt.
Restriktionen (9.19) garantieren, dass die Anzahl an Vorkommen eines Musters in
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der Lo¨sung der ausgewa¨hlten Fahrtenmustergruppe entspricht. Restriktionen (9.20)
garantieren, dass jedes Muster maximal einmal zu einer Fahrtenmustergruppe zuge-
ordnet wird.
Folgendes in Abbildung 9.3 dargestellte Beispiel soll Modell (9.17)-(9.22) veran-
schaulichen. Gegeben ist die Menge der Tage L = {Mo,Di,Mi}. Die Menge aller
zu bedienenden Fahrten an den drei Tagen ist T = {1, 2, 3, 4, 5}. Fu¨r die einzel-
nen Tage sind die entsprechenden zu bedienenden Fahrtenmengen T Mo = {1, 2, 3},
T Di = {1, 2, 4} und T Mi = {1, 2, 5}. Die Menge der Fahrten die an allen Tagen


























Abbildung 9.3: Unterschiedliche Time-Space-Netzwerke zur Ressourceneinsatzpla-
nung bei drei Tagen mit zwei regelma¨ßig stattfindenden Fahrten 1
und 2, sowie drei unregelma¨ßig stattfindenen Fahrten 3, 4 und 5
Fu¨r das Beispiel werden folgende einfache Regeln zum Bilden von Diensten ange-
nommen: Jeder Dienst muss mindestens eine Servicefahrt enthalten. Ablo¨sepunkte
sind zu Beginn und am Ende einer Servicefahrt mo¨glich und die Start- und Endhal-
testelle, sowie die La¨nge eines Dienstes ist beliebig. Zula¨ssige Dienste k ∈ KMo fu¨r
den ersten Tag enthalten also folgende Fahrtensequenzen KMo = {(1), (1, 2), (1, 3),
(2), (3)}. Fu¨r den zweiten Tag gibt es zula¨ssige Dienste k ∈ KDi mit folgenden Fahr-


































































































































































































































































Abbildung 9.4: Mo¨gliche Dienste und Muster bei drei Tagen mit zwei regelma¨ßig
stattfindenden Fahrten 1 und 2, sowie drei unregelma¨ßig stattfindenen
Fahrten 3, 4 und 5 in Modell (9.17)-(9.22)
tensequenzen KDi = {(1), (1, 2), (2), (4), (4, 2)}. Am dritten Tag sind zula¨ssige Diens-
te k ∈ KMi mit folgenden Fahrtensequenzen mo¨glich KMi = {(1), (1, 2), (1, 2, 5), (2),
(2, 5), (5)}. Abbildung 9.4 veranschaulicht das Beispiel fu¨r Modell (9.17)-(9.22).
In einer kosteneffizienten Lo¨sung wu¨rden fu¨r den Plan am ersten Tag der Dienst
ausgewa¨hlt werden, der die Fahrtensequenz (1, 3) entha¨lt, da es gu¨nstiger ist an der
Endhaltestelle von Fahrt 1 zu warten bis Fahrt 3 beginnt, um diese dann ebenfalls
zu bedienen, als eine Leerfahrt zur Starthaltestelle von Fahrt 2 durchzufu¨hren, um
Fahrt 2 nach Fahrt 1 auszufu¨hren. Fahrt 2 wu¨rde vom Dienst (2) abgedeckt werden.
Kosteneffiziente Dienste fu¨r den zweiten Tag enthalten die Fahrtensequenzen (1, 2)
und (4). Der dritte Tag ko¨nnte mit dem Dienst, der die Fahrtensequenz (1, 2, 5)
entha¨lt, durchgefu¨hrt werden.
Es sollen aber nicht die kosteneffizientesten Pla¨ne fu¨r die drei Tage, sondern auch
die mo¨glichst a¨hnlichen Pla¨ne gebildet werden. Die einzige Fahrtesequenz die an allen
Tagen zu bedienen ist, ist die Sequenz (1, 2). Die Menge aller Muster, die die A¨hn-
lichkeit der Pla¨ne erho¨hen ko¨nnen ist also P = {(1, 2)}. Dem Muster (1, 2) ko¨nnen
verschiedene Bonuswerte zugeordnet werden, abha¨ngig davon in welche Gruppe g ∈ G
es einsortiert wird. Die Menge aller Gruppen sei durch G = {1, 2, 3} beschrieben mit
C(1) = 1, C(2) = 2, C(3) = 3. Wenn jeder Gruppe g ∈ G ein Belohnungswert rg
zugeordnet ist mit r1 = 0 < r2 < r3, wird die ho¨chste Belohnung vergeben, wenn
fu¨r alle drei Tage die Dienste ausgewa¨hlt werden, die Fahrtenmuster (1, 2) enthalten.
Wenn der Belohnungswert hoch genug gesetzt wird, wird statt der kosteneffizientes-
ten Lo¨sung am ersten Tag, der Dienst ausgewa¨hlt, mit welchem mit den anderen
Tagen das a¨hnlichste Ergebnis erreicht werden kann. Die Lo¨sungsmengen K∗l fu¨r
die einzelnen Tage l ∈ L enthalten dann Dienste mit folgenden Fahrtensequenzen:
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K∗Mo = {(1, 2), (3)}, K∗Di = {(1, 2), (4)} und K∗Mi = {(1, 2, 5)}. Mit der entwickel-
ten Modellierung ist also das oben formulierte Ziel bezu¨glich einer expliziten Abbil-
dung und Bewertung von Mustern in einem Modell zur Ressourceneinsatzplanung
(siehe Muster Ziel 1 ) erfu¨llt.
Varianten in der Modellierung – Elastic Cost Constraint
Im beschriebenen Basismodell fu¨r eine tagesu¨bergreifende Planung durch regelma¨ßige
Muster sind die beiden Ziele Kosteneffizienz und A¨hnlichkeit gemeinsam (gewichtet)
in der Zielfunktion abgebildet. Wie schon bei der Modellierung mit einem Referenz-
plan (siehe Abschnitt 9.2.2), bietet sich an, bei diesem bi-kriteriellen Entscheidungs-
problem einen Kostenrahmen u¨ber eine (elastische) Kostenrestriktion anzugeben, mit
der ein mo¨glicher Trade-Off zwischen Kosteneffizienz und A¨hnlichkeit der berechneten
Pla¨ne beeinflusst werden kann.
Zusa¨tzlich zu den oben definierten Mengen und Variablen sei l das Kostenlimit fu¨r
einen Tag l ∈ L. Schlupfvariablen sl und Surplus-Variablen ul stellen sicher, dass die
Kostenrestriktion je Tag l ∈ L erfu¨llt werden kann. Jeder Surplus-Variablen ul ist ein
Faktor plu zugeordnet, der eine U¨berschreitung des Kostenrahmens in der Zielfunktion
bestrafen soll.
Dann ist das tagesu¨bergreifende Ressourceneinsatzplanungsproblem mit unregelma¨ßi-
gen Aufgaben, regelma¨ßigen Mustern und Kostenrahmen (engl. simultaneous resource
scheduling problem with irregular tasks, regular patterns, and cost constraint, S-RSP-

































C(g)zgp = 0 ∀p ∈ P (9.26)∑
g∈G
zgp ≤ 1 ∀p ∈ P (9.27)
xlk ∈ {0, 1} ∀l ∈ L,∀k ∈ K l (9.28)
zgp ∈ {0, 1} ∀g ∈ G, ∀p ∈ P (9.29)
sl, ul ≥ 0 ∀l ∈ L (9.30)
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Die Zielfunktion (9.23) maximiert die Belohnung fu¨r die A¨hnlichkeit, d.h. fu¨r das
Nutzen von Fahrten-/Aufgabensequenzen an mo¨glichst vielen Tagen. Dabei stellen
die (elastischen) Kostenrestriktionen (9.24) sicher, dass der pro Tag vorgegebene Kos-
tenrahmen eingehalten wird. Abdeckungsbedingungen (9.25) garantieren, dass jede
Fahrt/Aufgabe genau so oft ausgefu¨hrt wird wie beno¨tigt. Durch Restriktionen (9.26)
entspricht die Anzahl an Vorkommen eines Musters in der Lo¨sung der ausgewa¨hlten
Fahrtenmustergruppe. Dabei garantieren Restriktionen (9.27), dass jedes Muster ma-
ximal einmal zu einer Fahrtenmustergruppe zugeordnet wird.
Als weitere Variante kann ein Modell mit einer gemeinsamen (elastischen) Kosten-
restriktion u¨ber alle betrachteten Tage aufgestellt werden statt mit einer Restriktion
je Tag. Zielfunktion (9.23), sowie Kostenrestriktion (9.24) und die Definition von
Slack- und Surplus-Variablen (9.30) werden dann entsprechend angepasst.
Mit den zusa¨tzlichen Restriktionen la¨sst sich ein mo¨glicher Zielkonflikt zwischen
Kosteneffizienz und A¨hnlichkeit gut steuern. Allerdings hat sich in den im Rah-
men dieser Arbeit durchgefu¨hrten Testrechnungen, die Modellierungsvariante ohne
zusa¨tzliche (elastische) Kostenrestriktion(en) als rechentechnisch besser zu handha-
ben erwiesen, da in ku¨rzerer Zeit ganzzahlige Lo¨sungen bestimmt werden ko¨nnen. Im
weiteren Verlauf dieser Arbeit wird daher immer von der im vorherigen Abschnitt
beschriebenen Modellvariante (9.17)-(9.22) ausgegangen, bei der Kosten und A¨hn-
lichkeitsziel (gewichtet) in der Zielfunktion abgebildet sind.
9.3.3 Lo¨sungsansatz: Column Generation, ressourcenbeschra¨nkte
ku¨rzeste Wege, Branching-Priorita¨ten,
Lagrange-Heuristiken und Variablen-Fixierung
Modell S-RSP-IT-RP (siehe Formulierung (9.17)-(9.22)) wird grundsa¨tzlich mit einem
Column Generation-Ansatz gelo¨st (vgl. Abschnitt 3.2.2). In der Basisversion wird das
beschra¨nkte Master-Problem mit einem LP-Solver gelo¨st, um mit den Dualwerten
neue Ressourceneinsa¨tze zu generieren, die als Spalten hinzugefu¨gt werden.
Neue Spalten werden durch das Lo¨sen ressourcenbeschra¨nkter Ku¨rzeste-Wege-Pro-
bleme bestimmt. Ganzzahlige Lo¨sungen werden im Rahmen einer Branch-and-Bound-
Methode eines MIP-Solvers ermittelt.
Wird das Modell im Kontext einer sequenziellen, teilintegrierten oder integrier-
ten Umlauf- und Dienstplanung eingesetzt, ergeben sich einige Unterschiede und
Besonderheiten beim Lo¨sen. Diese werden in den entsprechenden Kapiteln 10, 11
und 12 erla¨utert. Nachfolgend wird das generelle Vorgehen beim Lo¨sen von Master-
und Pricing-Problem vorgestellt sowie erga¨nzende Vorgehensweisen, die das Bestim-
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men ganzzahliger Lo¨sungen vereinfachen sollen (– durch den Einsatz von Branching-
Priorita¨ten, Lagrange-Heuristiken und einer Fixierungsstrategie fu¨r Variablen).
(Beschra¨nktes) Master-Problem: LP-Relaxation und Lagrange-Relaxation
Um Modell S-RSP-IT-RP im Rahmen eines Column Generation-Verfahrens zu lo¨sen,
muss zuna¨chst eine initiale Spaltenmenge bestimmt sein. Dann kann das (beschra¨nk-
te) Master-Problem sowohl als LP-Relaxation, als auch mit Hilfe einer Lagrange-
Relaxation gelo¨st werden, um Dualwerte fu¨r die Bestimmung von den Zielfunktions-
wert verbessernden Ressourceneinsa¨tzen zu ermitteln. Details zur Initialisierung und
zu einer Lo¨sung mit Hilfe einer Lagrange-Relaxation werden in diesem Unterabschnitt
gegeben.
Initialisierung. Die Initialisierung des beschra¨nkten Master-Problems ist vergleichs-
weise einfach: Entweder kann die initiale Spaltenmenge heuristisch je Planungspro-
blem eines Tages bestimmt werden, z.B. durch eine heuristische Aufteilung der zu be-
dienenden Fahrten/Aufgaben auf
”
ku¨nstliche“ Ressourceneinsa¨tze. Abha¨ngig von der
Verletzung von Zula¨ssigkeitskriterien, z.B. im Rahmen einer Dienstplanung, werden
diese Ressourceneinsa¨tze dann ggf. mit hohen Strafkosten versehen. Oder es ko¨nnen
als initiale Spaltenmenge die Ressourceneinsa¨tze zum (beschra¨nkten) Master-Problem
hinzugefu¨gt werden, die in kosteneffizienten Ressourceneinsatzpla¨nen der einzeln be-
trachteten zu verplanenden Tage ermittelt wurden.
Relaxierung – Lagrange-Variante. Aufgrund der Kopplungsbedingungen (9.19)
der Muster-Nutzung u¨ber alle Tage und der Fahrten-/Aufgabenabdeckungsbedin-
gungen (9.18) muss ein großes Optimierungsproblem gelo¨st werden, bei welchem die
Ressourceneinsatzplanungsprobleme der einzelnen Tage gemeinsam betrachtet wer-
den. Die gemeinsame Betrachtung kann in zwei Schritten vereinfacht werden.
Zum einen, indem die Kopplungsbedingungen fu¨r jedes Muster p ∈ P aufgehoben
werden und je mit einem Lagrange-Multiplikator νp gewichtet in die Zielfunktion
aufgenommen werden. Zum anderen, indem die Fahrten-/Aufgabenabdeckungsbedin-
gungen fu¨r jede Fahrt t ∈ T l eines Tages l ∈ L aufgehoben werden und mit dem
entsprechenden Multiplikator pilt gewichtet in die Zielfunktion eingehen.
Das Modell ist dann in Ressourceneinsatzauswahlproblem fu¨r einzelne Tage und ein
Muster-Auswahlproblem aufgeteilt, bei welchen die relaxierten Restriktionen dadurch
eingehalten werden, dass jede Verletzung zu einer Verschlechterung des Zielfunktions-
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Das Lagrange-Unterproblem kann formuliert werden als:


































zgp ≤ 1, ∀p ∈ P , (9.36)
zgp ∈ {0, 1}, ∀g ∈ G,∀p ∈ P
}
(9.37)
Dabei gilt fu¨r die reduzierten Kosten f¯ lk eines Ressourceneinsatzes k ∈ K l mit der
Menge T l(k) aller von k bedienten Fahrten und der Menge P(k) aller von k beinhal-
teten Fahrtenmuster:
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Die reduzierten Kosten r¯gp fu¨r die Gruppierung g ∈ G eines Musters p ∈ P sind
beschrieben durch:
r¯gp = −rgp + C(g)νp (9.39)
Mit gegebenen Lagrange-Multiplikatoren pi und ν ko¨nnen Φx(pi, ν) und Φz(ν) als
Auswahlprobleme gelo¨st werden. Bei Φx(pi, ν) wird jede Spalte k ∈ K l mit negativen
reduzierten Kosten ausgewa¨hlt und bei Φz(ν) wird die Gruppenzuordnung g ∈ G
zu Muster p ∈ P ausgewa¨hlt, die die besten negativen reduzierten Kosten besitzt.
Um fu¨r die im Modell befindliche Spaltenmenge eine gute untere Schranke zur nicht
relaxierten Formulierung zu liefern, werden die Lagrange-Multiplikatoren pi und ν
bestimmt, die den Wert von Φ(pi, ν) maximieren. Dazu wird das Lagrange-Duale-
Problem mit einem Subgradienten-Verfahren gelo¨st (vgl. Abschnitt 6.2.2).
Im weiteren Verlauf dieser Arbeit wird eine Lagrange-Relaxtion einer LP-Relaxation
dann vorgezogen, wenn Modell S-RSP-IT-RP mit hohen Bonuswerten zu lo¨sen ist. Die
beno¨tigte Rechenzeit zum Lo¨sen des beschra¨nkten Master-Problems kann so extrem
reduziert werden, wohingegen mit einer LP-relaxierten Formulierung in der Regel
bessere Ergebnisse erreicht werden ko¨nnen.
Column Generation Pricing-Problem
Die Lo¨sung des beschra¨nkten Master-Problems wird verbessert, indem u¨ber die Dual-
werte (bzw. die Lagrange-Multiplikatoren) der Lo¨sung neue Spalten – also neue
Ressourceneinsa¨tze – mit negativen reduzierten Kosten generiert werden. Die dua-
le Lo¨sung ist bestimmt durch die dualen Variablen pilt fu¨r Fahrt/Aufgabe t ∈ T l aus
den Abdeckungsbedingungen (9.18) fu¨r Tag l ∈ L, die dualen Variablen νp fu¨r Muster
p ∈ P aus den Verknu¨pfungsbedingungen (9.19) zwischen den Ressourceneinsa¨tzen
aller Tage und den Mustern, sowie durch die dualen Variablen ρp fu¨r die Zuordnung
von Mustern p ∈ P zu einer Regelma¨ßigkeitsgruppe aus Bedingungen (9.27). Die
reduzierten Kosten f¯ lk eines Ressourceneinsatzes k ∈ K l sind dann definiert durch









wobei f lk die Kosten des Ressourceneinsatzes sind, T l(k) die Menge der vom Ressour-
ceneinsatz bedienten Fahrten/Aufgaben fu¨r Tag l ∈ L und P(k) die Menge der Fahr-
tenmuster, die der Ressourceneinsatz beinhaltet (vgl. auch oben Definition (9.38)).
Ressourceneinsa¨tze mit negativen reduzierten Kosten werden durch Ressourcen-
einsatzgenerierungsnetzwerke bestimmt, in denen implizit alle mo¨glichen Fahrten-
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/Aufgabenkombinationen abgebildet sind. Wie in Abschnitt 9.2.3 soll hier zur Veran-
schaulichung und vereinfachten Darstellung der Fall von Dienstgenerierungsnetzwer-
ken behandelt werden. In einem Dienstgenerierungsnetzwerk G = (N,A) repra¨sen-
tieren die Knoten N Ereignisse zu bestimmten Zeiten und an bestimmten Orten
und die Kanten der Menge A Aufgaben, Dienstanfa¨nge, -enden, Pausen und andere
Aktivita¨ten (vgl. Abschnitt 6.2.1). Auf den Kanten sind sowohl (reduzierte) Kos-
ten abgebildet, als auch Ressourcenverbra¨uche (wie z.B. die Arbeitszeit), mit denen
neben strukturellen Pfadbeschra¨nkungen die Zula¨ssigkeitskriterien eines bestimmten
Dienstyps modelliert werden. So bildet jeder Pfad zwischen Quell- und Senkeknoten,
auf welchem die Ressourcenverbra¨uche eingehalten werden, einen zula¨ssigen Dienst.
Um im so modellierten ressourcenbeschra¨nkten Ku¨rzeste-Wege-Problem Pfade mit
negativen reduzierten Kosten zu bestimmen, sind einige Anpassungen an einen Basis-
Label-Setting-Algorithmus notwendig (siehe Abschnitt 6.2.4). Die Anpassungen er-
geben sich dadurch, dass die reduzierten Kosten der Fahrten-/Aufgabenmuster nicht
direkt auf einer Kante abgebildet werden ko¨nnen, da sie (teil-)pfadabha¨ngig sind.
Die Mo¨glichkeit, Kanten zu nutzen, die bereits (Teil-)Pfade repra¨sentieren, also Kan-
ten die mehrere Fahrten/Aufgaben abbilden, ist nicht gegeben, da in den Mustern
die Menge r-regelma¨ßiger Fahrten betrachtet wird, d.h. alle Fahrten, die an min-
destens r ∈ N der betrachteten Tage vorkommen. Dadurch mu¨ssten pro Muster
mehrere Zusatzkanten gebildet werden, um im Netzwerk alle mo¨glichen Fahrten-
kombinationen abzubilden, die zwischen zwei in einem Muster aufeinanderfolgen-
den r-regelma¨ßigen Fahrten denkbar sind. Das so entstehende ressourcenbeschra¨nkte
Ku¨rzeste-Wege-Problem ist dann aufgrund der sehr großen Kantenmenge nicht mehr
effizient lo¨sbar. Ohne Einfu¨gen solcher (Zusatz-)Kanten in die Dienstgenerierungs-
netzwerke, ko¨nnen Informationen u¨ber die reduzierten Kosten eines Musters also
erst bei Vervollsta¨ndigung eines (Teil-)Pfades genutzt werden. Generell ko¨nnten die-
se (teil-)pfadabha¨ngigen reduzierten Kosten dann beru¨cksichtigt werden, wenn ein
Dienst
”
fertig“ gebaut wurde, d.h. der Pfad den Senke-Knoten erreicht. Allerdings
kann der Label-Setting-Algorithmus beschleunigt werden, wenn beim Lo¨sen der res-
sourcenbeschra¨nkten Ku¨rzeste-Wege-Probleme vorrausschauend nur die (Teil-)Pfade
weiterverfolgt werden, die auch zu Pfaden mit (hohen) negativen reduzierten Kos-
ten fu¨hren. Dazu sollten Informationen u¨ber die reduzierten Kosten der Fahrten-
/Aufgabenmuster bereits vor dem Senke-Knoten beru¨cksichtigt werden.
Im Label-Setting-Algorithmus wird daher direkt u¨berpru¨ft, ob Sequenzen von Fahr-
ten/Aufgaben auf einem (Teil-)Pfad abgeschlossen sind (um entsprechend die redu-
zierten Kosten des Teil-Pfades zu aktualisieren). In Dominanztests zum Ausschluss
der (Teil-)Pfade, die nicht zu einer guten Lo¨sung fu¨hren ko¨nnen, werden dann nur
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die (Teil-)Pfade miteinander verglichen, die keine offenen oder die gleichen noch nicht
abgeschlossenen Fahrtenmuster enthalten.
Algorithmus 9.3.2 zeigt die A¨nderungen im Vergleich zur Grundversion (siehe Ab-
schnitt 6.2.4). Dabei bezeichnet Li die Menge aller Label an Knoten i ∈ N und (i, j) ∈
A eine Kante von Knoten i zu j auf der (reduzierte) Kosten f¯ij und pro Ressource
v ∈ V ein Ressourcenverbrauch dvij definiert sind. Des weiteren beschreiben f¯(l) die re-
duzierten Kosten, P(l) die Menge (noch nicht abgeschlossener) Muster des bisherigen
(Teil-)Pfades, P ′ die Menge erweiterter Muster und dv(l) den kumulierten Ressour-
cenverbrauch je Ressource v eines Labels l ∈ Li. Dann ist ein aus Label l gebildetes
Label m an Knoten j definiert durch Lmj = (l, P
′, f¯(l)+f¯ij, d1(l)+d1ij, ..., d
|V |(l)+d|V |ij ).
Permanente Label an Knoten j sind mit L¯j ⊆ Lj bezeichnet. Der Quellknoten des
Netzwerkes G sei mit s bezeichnet und uv sei die obere Schranke fu¨r den Verbrauch
der Ressource v ∈ V . Außerdem sei T (i, j) : A→ T eine Funktion, die fu¨r jede Kante
(i, j) ∈ A die Aufgabe t ∈ T liefert, die durch Kante (i, j) im Netzwerk repra¨sentiert
wird.
Bestimmung ganzzahliger Lo¨sungen: Branching-Priorita¨ten
Grundsa¨tzlich lassen sich ganzzahlige Lo¨sungen zu Modell S-RSP-IT-RP (siehe For-
mulierung (9.17)-(9.22)) fu¨r kleine bis mittlere Instanzen in akzeptabler Laufzeit
mit einer exakten Branch-and-Bound- bzw. Branch-and-Cut-Methode bestimmen. Im
Rahmen dieser Methoden kann die Laufzeit verbessert werden, wenn beim Branchen
die Gruppen-Zuordnungsvariablen (9.29) der Fahrtenmuster priorisiert werden.
Da diese Variablen die Nutzung von Fahrtensequenzen (bzw. Fahrtenpaaren) re-
pra¨sentieren, die in den Ressourceneinsa¨tzen bedient werden, wird durch das Bran-
chen auf einer solchen Variable indirekt auch ein Branching auf den Zeilen der re-
pra¨sentieren Fahrten eingeleitet, a¨hnlich einem Follow-On-Branching (vgl. dazu [Van-
ce et al., 1997]). Dabei sei aber unter anderem darauf hingewiesen, dass es sich bei
Fahrtenmustern nicht um Follow-Ons im engeren Sinne (also als Paar aufeianderfol-
gender, bedienter Fahrten) handelt, sondern um erweiterte Sequenzen. Fahrtenmus-
tern bestehen aus r-regelma¨ßigen Fahrten Qr, sodass in einem Ressourceneinsatz,
der dieses Fahrtenmuster beinhaltet, noch andere Fahrten t ∈ T dazwischen bedient
werden ko¨nnen mit t /∈ Qr.
Bestimmung ganzzahliger Lo¨sungen: Lagrange-Heuristiken
Gro¨ßere Planungsprobleme u¨ber mehrere Tage sind schwer in vernu¨nftiger Zeit mit-
tels einer exakten Branch-and-Bound-Methode lo¨sbar. Daher soll im Folgenden eine
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Algorithmus 9.3.2 : Label Setting mit Beru¨cksichtigung von Fahrten-
/Aufgabenmustern
// Schritt 1: Initialisierung
Setze Ls = L¯s = {(nil, 0, ..., 0)}
Setze Li = L¯i = ∅ ∀i ∈ N \ {s}
// Schritt 2: Pfaderweiterungen und Dominanztests
// Wa¨hle Knoten j
foreach j ∈ N \ {s} do
// Betrachte alle Vorga¨ngerknoten i von Knoten j
foreach i ∈ {i : (i, j) ∈ A} do
// Betrachte alle Label an Knoten i
foreach l ∈ L¯i do
// Pru¨fe Ressourcenverbra¨uche
if ∃v ∈ V : dv(l) + dvij > uv then
next l
// Pru¨fe Muster und erstelle neues Label m
f¯ ′ = f¯ij
if ∃p ∈ P : T (i, j) ∈ p then
// Betrachte alle Muster von Label l
P ′ = ∅
foreach p′ ∈ P(l) do
p′ = p′ ∪ T (i, j)
if p′ ∈ P then
// Sequenz p’ ist Muster
f¯ ′ = f¯ ′ + νp′
if ∃p ∈ P : p′ ⊂ p then
// Sequenz p’ ist Teil von Muster(n)
P ′ = P ′ ∪ p′
Lmj = (l, P
′, f¯(l) + f¯ ′, d1(l) + d1ij, ..., d
|V |(l) + d|V |ij )
else
Lmj = (l,P(l), f¯(l) + f¯ ′, d1(l) + d1ij, ..., d|V |(l) + d|V |ij )
Lj = Lj ∪ Lmj
// Entferne dominierte Label an Knoten j
L¯j = Effiziente Label(Lj ∪ L¯j)
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heuristische Vorgehensweise vorgeschlagen werden, mit welcher in ku¨rzerer Laufzeit
gute Lo¨sungen zu Modell S-RSP-IT-RP bestimmt werden ko¨nnen. Basis bildet eine
Lagrange-Relaxation zu S-RSP-IT-RP. Diese Lagrange-Relaxation unterscheidet sich
von der oben beschriebenen Lo¨sungsvariante fu¨r das (beschra¨nkte) Master-Problem
dadurch, dass nur eine Restriktionsgruppe Lagrange-relaxiert wird.
Voraussetzung. In Modell S-RSP-IT-RP (siehe (9.17)-(9.22)) sorgen die Kopp-
lungsbedingungen (9.19) u¨ber die Anzahl gemeinsam ausgewa¨hlter Fahrten-/Aufga-
benmuster an unterschiedlichen Tagen dafu¨r, dass ein großes, schweres Planungspro-
blem gelo¨st werden muss, bei welchem die Ressourceneinsatzplanungsprobleme aller
Tage simultan betrachtet werden. Die simultane Behandlung wird vereinfacht, wenn
die Kopplungsbedingungen von jedem Muster p ∈ P aufgehoben werden und jeweils
mit einem Lagrange-Multiplikator νp gewichtet in die Zielfunktion aufgenommen wer-
den. Das Modell zerfa¨llt dann in Ressourceneinsatzplanungsprobleme einzelner Tage
und ein Muster-Auswahlproblem. Die Kopplung zwischen den Ressourceneinsatzpla-
nungsproblemen und dem Muster-Auswahlproblem wird dadurch eingehalten, dass
jede Verletzung der relaxierten Kopplungsbedingungen den Zielfunktionswert ent-
sprechend gewichtet mit dem zugeordneten Lagrange-Multiplikator verschlechtert.





























Das Lagrange-Unterproblem kann geschrieben werden als:
Φ(ν) = Φx(ν) + Φz(ν) (9.42)














t, ∀l ∈ L,∀t ∈ T l, (9.44)
xlk ∈ {0, 1}, ∀l ∈ L,∀k ∈ K l
}
(9.45)
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das die nun einzeln lo¨sbaren Planungsprobleme der betrachteten Tage zusammenfasst,
und bei welchem fu¨r die reduzierten Kosten f¯ lk fu¨r Ressourceneinsatz k ∈ K l mit der
Menge P(k) aller von k beinhalteten Fahrtenmuster gilt:






Das andere Unterproblem, das Muster-Auswahlproblem Φz(ν) entspricht der Formu-
lierung (9.35)-(9.37) mit den reduzierten Kosten r¯gp = −rgp +C(g)νp fu¨r Gruppierung
g ∈ G eines Musters p ∈ P .
Zu gegebenen Lagrange-Multiplikatoren ν bildet der Wert von Φ(ν) eine untere
Schranke der nicht relaxierten Formulierung. Dabei kann der Wert von Φx(ν) durch
Lo¨sen von |L| einzelnen Set-Partitioning-Problemen ermittelt werden. Der Wert von
Φz(ν) kann bestimmt werden, indem fu¨r jedes Muster p ∈ P ein Auswahl-Problem
gelo¨st wird, bei welchem eine Gruppe g ∈ G ausgewa¨hlt wird, mit der negative re-
duzierte Kosten assoziiert sind. Es wird die Gruppe ausgewa¨hlt, die die geringsten
Kosten r¯gp < 0 besitzt. Um den Wert von Φ(ν) zu maximieren, d.h. um eine gu-
te untere Schranke zu finden, werden die Lagrange-Multiplikatoren ν gesucht, die
Φ(ν) maximieren. Diese Multiplikatoren ko¨nnen dadurch gefunden werden, dass das
Lagrange-Duale-Problem mit einem mit einem Subgradienten-Verfahren gelo¨st wird
(vgl. Abschnitt 6.2.2).
Lagrange-Heuristik X. Im Subgradienten-Verfahren ergibt jede Lo¨sung des Ressour-
ceneinsatzplanungs-Unterproblems zula¨ssige Ressourceneinsatzpla¨ne fu¨r die betrach-
teten Tage. Werden zu den Ressourceneinsatzpla¨nen die Bonuswerte ermittelt, die fu¨r
eine Nutzung von Fahrten-/Aufgabenmustern in den Pla¨nen vergeben werden, kann
eine gute obere Schranke fu¨r den optimalen Zielfunktionswert des primalen Problems
ermittelt werden.
Diese Vorgehensweise, die auf Ergebnissen der Unterprobleme Φx(ν) basiert, sei im
weiteren Verlauf als Lagrange-Heuristik X bezeichnet und abgeku¨rzt mit LHx.
Lagrange-Heuristik Z. Da die mit LHx berechneten oberen Schranken auf den
Lo¨sungen der Unterprobleme Φx(ν) basieren, wird ein Bonus fu¨r a¨hnliche Muster bei
Auswahl der Ressourceneinsa¨tze nur indirekt beru¨cksichtigt. So ko¨nnen zwar zula¨ssi-
ge Ergebnisse ermittelt werden, es werden aber nicht zwingend auch sehr a¨hnliche
Ressourceneinsatzpla¨ne fu¨r mehrere Tage ermittelt.
Der A¨hnlichkeitsbonus fließt ein u¨ber die reduzierten Kosten bzw. genauer u¨ber
die Lagrange-Multiplikatoren ν, die mit den Restriktionen (9.19) zur Kopplung al-
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ler Tage u¨ber die verwendeten Fahrten-/Aufgabenmuster assoziiert sind. Eine andere
Mo¨glichkeit obere Schranken zu bestimmen, basiert daher auf der Auswahl von Mus-
tern.
Dazu werden die Lo¨sungen der Muster-Auswahl-Unterprobleme Φz(ν) betrachtet.
Die bei der Lo¨sung des Auswahlproblems gewa¨hlten Muster werden dann genutzt,
um ein verkleinertes Modell von S-RSP-IT-RG u¨ber alle Tage aufzustellen, das als
Muster nur die im Unterproblem ausgewa¨hlten Muster entha¨lt. Das so verkleiner-
te unrelaxierte Modell wird dann mit einer (exakten) Branch-and-Bound-Methode
gelo¨st. Die obere Schranke wird nach dem Lo¨sen des verkleinerten unrelaxierten Mo-
dells dann entsprechend der in der Lo¨sung enthaltenen Muster des Gesamtproblems
angepasst.
Da fu¨r die Ergebnisse Lo¨sungen der Unterprobleme Φz(ν) maßgeblich sind, sei die-
se Vorgehensweise zur Bestimmung einer oberen Schranke als Lagrange-Heuristik Z
bzw. LHz bezeichnet. Abschnitt 9.3.5 zeigt vergleichende Ergebnisse zu den unter-
schiedlichen Lo¨sungsstrategien.
Bestimmung ganzzahliger Lo¨sungen: Variablen-Fixierung mit
Lagrange-Heuristik Fix
Die Lo¨sungen von Lagrange-Unterproblemen nutzen [Holmberg und Yuan, 2005] im
Kontext eines Netzwerk-Design-Problems mit Kapazita¨ten (engl. capacitated network
design problem), um Variablen des unrelaxierten Modells zu fixieren. Die Lagrange-
Dual-Probleme werden mit einem Subgradienten-Verfahren gelo¨st und zur Fixierung
von Variablen zwei unterschiedliche Strategien vorgeschlagen: α- und β-Fixierung
(engl. α-/β-fixing).
[Steinzen, 2007] passt diese Fixierungsstrategien auf ein Modell fu¨r das integrierte
Mehr-Depot-Umlauf- und Dienstplanungsproblem an. Dort wird zum einen die Zu-
ordnung von Servicefahrten zu einem Depot fest fixiert, sodass eine Fahrt nur von mit
diesem Depot assoziierten Umla¨ufen/Diensten bedient werden sollen. Zum anderen
werden Verbindungen zwischen Servicefahrten fixiert (engl. follow-ons).
U¨bertragen auf Modell S-RSP-IT-RP, besteht die Idee der Fixierungsstrategien
darin, die Variablen zu fixieren, die oft in den Lo¨sungen der Lagrange-Unterprobleme
Φx(pi, ν) bzw. Φx(ν) und Φz(ν) vorkommen (siehe Formulierungen (9.33)-(9.34) bzw.
(9.43)-(9.45) und (9.35)-(9.37) fu¨r die entsprechenden Lagrange-Unterprobleme). Falls
in den Lo¨sungen zu Unterproblem Φx(pi, ν) bzw. Φx(ν) die Variable x
l
k fu¨r den Res-
sourceneinsatz k ∈ K l eines Tages l ∈ L auf 1 gesetzt ist, ist diese Variable mo¨gli-
cherweise auch Teil einer optimalen Lo¨sung. Ist Variable xlk dahingegen oft auf 0
gesetzt, ist sie wahrscheinlich nicht Teil einer optimalen Lo¨sung. Gleiches gilt fu¨r die
9.3 Neue Ansa¨tze fu¨r tagesu¨bergreifende A¨hnlichkeit durch regelma¨ßige Muster 213
Lo¨sungen zu Unterproblem Φz(ν) mit den Variablen z
g
p zur Zuordnung eines Musters
p ∈ P in eine Gruppe g ∈ G.
Bei der α-Fixierung wird statt die Variablen auf 1 (0) zu fixieren, die in allen
(keinen) Lo¨sungen vorkommen, ein Parameter α ∈ [0; 0, 5] eingefu¨hrt, der Abwei-
chungen erlaubt. Werden I Iterationen im Subgradienten-Verfahren beno¨tigt, um das















k dem Wert von Variable x
l
k in der i-ten Subgradienten-Iteration enspricht.
A¨hnliches Vorgehen gilt fu¨r die Variablen zgp .
Im Rahmen dieser Arbeit durchgefu¨hrte Tests haben gezeigt, dass es effizien-
ter ist, Variablen nur auf 1 zu fixieren: Eine Fixierung auf 0 sollte nicht von den
Unterproblem-Lo¨sungen im Subgradienten-Verfahren abha¨ngig gemacht werden. Die
Fixierung auf 0 fu¨hrt schnell zu unlo¨sbaren Modellen und schra¨nkt die Freiheitsgrade
fu¨r das Finden einer guten Lo¨sung stark ein. Da Variablen xlk und z
g
p gleichzeitig
fixiert werden ko¨nnen, kann bei 1- und 0-Fixierung zusa¨tzlich durch U¨berpru¨fung der
wechselseitigen Beziehungen sichergestellt werden, dass eine gleichzeitige Fixierung
nicht unmittelbar zu einem unlo¨sbaren Modell fu¨hrt.
Bei der β-Fixierung werden nicht die Anzahl Vorkommen in den Lo¨sungen betrach-
tet, sondern die reduzierten Kosten. Variablen xlk mit hohen negativen reduzierten
Kosten f¯ lk sowie Variablen z
g
p mit hohen negativen reduzierten Kosten r¯
g
p werden
wahrscheinlicher in einer Lo¨sung ausgewa¨hlt, als diejenigen mit positiven reduzier-
ten Kosten. U¨ber Parameter βx ∈ [0; 1] und βz ∈ [0; 1] werden dabei die Anteile an
Variablen festgelegt, die auf 1 fixiert werden. Es werden dabei jeweils immer die Va-
riablen mit den kleinsten reduzierten Kosten fixiert. Wie bei [Holmberg und Yuan,
2005] und [Steinzen, 2007] sollen bei Bestimmung der reduzierten Kosten die redu-
zierten Kosten einen gro¨ßeren Einfluss geben, die mit den Lagrange-Multiplikatoren
berechnet wurden, mit denen sich im Fortschritt des Subgradienten-Verfahrens die un-
tere Schranke verbessert hat. Je weiter der Fortschritt des Subgradienten-Verfahrens,
desto zuverla¨ssigere Angaben sind u¨ber die reduzierten Kosten mo¨glich. Die (kumu-
lierten) reduzierten Kosten f¯ l,∗k eines Ressourceneinsatzes k ∈ K l des Tages l ∈ L
werden daher bestimmt als
f¯ l,∗k =
f¯ lk in der ersten Iteration,γf¯ l,∗k + f¯ lk falls die untere Schranke verbessert wurde, (9.48)
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wobei γ ∈ [0; 1] der Parameter ist, der den Einfluss bestimmt. A¨hnliches Vorgehen
gilt fu¨r die reduzierten Kosten der Variablen zgp .
Die Ergebnisse der unterschiedlichen Lo¨sungsstrategien werden in Abschnitt 9.3.5
verglichen. Die Fixierungsstrategien werden dabei mit Lagrange-Heuristik Fix bzw.
abgeku¨rzt als LHfix bezeichnet.
9.3.4 Auswahl expliziter Fahrten- bzw. Aufgabenmuster
Die in Modell S-RSP-IT-RG explizit abgebildeten und in der Zielfunktion bewerteten
Muster bestimmen die A¨hnlichkeit der zu erstellenden Ressourceneinsatzpla¨ne. Als
Fahrten-/Aufgabenmuster ko¨nnen einzelne Fahrten-/Aufgabensequenzen verwendet
werden, Sequenzen aus Teilen von Ressourceneinsa¨tzen (wie z.B. einzelne Umlauf-
blo¨cke oder Dienststu¨cke), sowie Sequenzen gesamter Ressourceneinsa¨tze (wie z.B.
gesamte Umla¨ufe oder Dienste). Sind bereits Sequenzen bekannt bzw. gewu¨nscht, die
nach Mo¨glichkeit an mehreren Tagen ausgefu¨hrt werden sollen, ko¨nnen diese dann
als Muster mit einer entsprechenden Bewertung vorgegeben werden.
In diesem Abschnitt und im weiteren Verlauf der Arbeit soll allerdings vorrangig
ein anderes Szenario behandelt werden: Betrachtet wird der Fall, dass keine Wunsch-
sequenzen vorgegeben sind oder die gegebenen Wunschsequenzen mit mo¨glichen an-
deren Sequenzen erga¨nzt werden sollen.
Sind keine Muster vorgegeben, dann existieren grundsa¨tzlich sehr viele Mo¨glich-
keiten, mehrere Fahrten/Aufgaben zu Sequenzen bzw. Mustern zu kombinieren. Die
Kombinationsmo¨glichkeiten erho¨hen sich exponentiell pro erlaubter Sequenzla¨nge:
Bei n Fahrten/Aufgaben und einer La¨nge von k Fahrten/Aufgaben in einem Muster
gibt es prinzipiell nk = n!
(n−k)! Mo¨glichkeiten - abzu¨glich der Kombinationsmo¨glich-
keiten von Fahrten/Aufgaben die inkompatibel zueinander sind, d.h. nicht zeitlich
nacheinander ausgefu¨hrt werden ko¨nnen. Tabelle 9.2 veranschaulicht die Kombina-
tionsmo¨glichkeiten kompatibler Fahrten fu¨r einen Beispielfahrplan mit 211 Fahrten
und variierter Sequenzla¨nge.
Die in Modell (9.17)-(9.22) zu beru¨cksichtigenden Variablen fu¨r Muster ko¨nnen
stark reduziert werden, wenn als Muster jeweils die kleinste Fahrten-/Aufgabenfolge
betrachtet wird: Folgen, die aus zwei r-regelma¨ßigen Fahrten/Aufgaben bestehen, also
Fahrten-/Aufgabenpaare. Die in einem Paar zusammengefassten Fahrten/Aufgaben
mu¨ssen dabei nicht zwangla¨ufig direkt hintereinander ausgefu¨hrt werden. Es ist mo¨g-
lich, in den gebildeten Ressourceneinsa¨tzen auch Fahrten/Aufgaben zwischen zwei
r-regelma¨ßigen zu bedienen, die an weniger als r der betrachteten Tage vorkom-
men. Durch die Paare sind dann außerdem auch la¨ngere Sequenzen r-regelma¨ßiger
Fahrten/Aufgaben im Modell abgebildet. Sind z.B. p1 = (1, 2) und p2 = (2, 3) mit
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Tabelle 9.2: Kombinationsmo¨glichkeiten von kompatiblen Fahrten zu Fahrtensequen-
zen fu¨r 211 Fahrten eines Beispielfahrplans bei unterschiedlicher Se-
quenzla¨nge
p1, p2 ∈ P zwei Muster, in denen die Fahrten 1 und 2 sowie die Fahrten 2 und 3
enthalten sind, ist ebenso Fahrtenfolge (1,2,3) beru¨cksichtigt.
Welche Fahrtenkombinationen als Muster in Frage kommen, kann sowohl aus dem
gegebenen Input (also z.B. den gebenen Fahrpla¨nen) als auch aus einem gegebenen
oder berechneten Ressourceneinsatzplan (also z.B. einem Umlauf- oder Dienstplan)
ermittelt werden. Diese Mo¨glichkeit wird nachfolgend am Beispiel von Fahrtenpaaren
genauer beschrieben. Eine weitere Mo¨glichkeit kann darin bestehen, geeignete Fahr-
tenmuster wa¨hrend des Lo¨sungsprozesses des Modells (9.17)-(9.22) mittels Row- und
Column-Generation zu erzeugen. Diese Mo¨glichkeit wird im Rahmen der Arbeit nicht
weiter ausfu¨hrlich behandelt und ero¨ffnet das Feld fu¨r zuku¨nftige Forschungsarbeit
auf methodischer Seite.
Bilden von Fahrtenpaaren
Die Mo¨glichkeiten (aus den Fahrpla¨nen) Fahrtenpaare zu bilden, ergeben sich aus
den nach Ende einer Fahrt betrachteten Haltestellen und den an den einbezogenen
Haltestellen betrachteten Fahrten: Fu¨r jede Fahrt muss zuna¨chst bestimmt sein, von
welchen Haltestellen nachfolgende Fahrten beru¨cksichtigt werden sollen. Eine Fahrt
kann mit den na¨chsten Nachfolgerfahrten verknu¨pft werden, die sich an allen Halte-
stellen befinden die...
• (A) ...(per Leerfahrt) erreichbar sind.
• (B) ...in einem bestimmten Zeitraum (per Leerfahrt) erreichbar sind.
An den betrachteten Haltestellen ko¨nnen Nachfolgerfahrten die Fahrten sein, die er-
reichbar sind...
• (I) ...in einer bestimmten Anzahl na¨chster Nachfolgerfahrten.
• (II) ...in einem bestimmten Zeitraum ab der na¨chsten Fahrt.
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• (III) ...in einem bestimmten Wartezeitraum ab Ende der ersten Fahrt.
• (IV) ...in einem bestimmten Zeitraum ab Ende der ersten Fahrt.
In Abbildung 9.5 werden die Mo¨glichkeiten (I), (II), (III) und (IV) zur Bildung von
Fahrtensequenzen anhand von Fahrplaninformationen am Beispiel von Fahrtenpaar-















... Nr Endende Fahrt ...
Nr
Startende Fahrt
(I) Verknüpfe endende Fahrt mit den N nächsten beginnenden Fahrten (N = 3):
[  ] [  ] [  ]
[  ] [  ]




















(II) Verknüpfe endende Fahrt mit den Fahrten beginnend in einem Zeitintervall ab der nächsten Fahrt:
[  ]





















(III) Verknüpfe endende Fahrt mit nächsten Fahrten beginnend in einem Wartezeitintervall ab Fahrtende:
[  ]




















(IV) Verknüpfe endende Fahrt mit nächsten Fahrten beginnend in einem Zeitintervall ab Fahrtende:












Abbildung 9.5: Mo¨glichkeiten zur Bildung von Fahrtensequenzen anhand von Fahr-
planinformationen am Beispiel einer Bestimmung von Fahrtenpaaren
ausgehend von Fahrt 1
paarbildung erlaubt, la¨sst sich ausgehend von Fahrt 1 die Fahrtenpaarmenge {(1, 2),
(1, 4), (1, 5), (1, 7), (1, 8)} bilden (vgl. Bild I). Werden von jeder Haltestelle die na¨chste
Nachfolgefahrt und die in einem bestimment Zeitraum ab Beginn der Fahrt starten-
den Fahrten einbezogen, reduziert sich die Fahrtenpaarmenge auf {(1, 2), (1, 4), (1, 5),
9.3 Neue Ansa¨tze fu¨r tagesu¨bergreifende A¨hnlichkeit durch regelma¨ßige Muster 217
(1, 7)}, da Fahrt 8 nicht im erlaubten Zeitraum startet (Bild II). Wenn der Zeitraum
nicht ab Beginn der na¨chsten Fahrt, sondern ab Erreichen der Haltestelle definiert
ist (Wartezeitraum), ist die Fahrtenpaarmenge {(1, 2), (1, 5), (1, 7)} und ist um ein
Paar kleiner, da die Fahrten 4 und 8 nicht im Wartezeitraum liegen (Bild III). Ist der
Zeitraum ab dem Ende von Fahrt 1 definiert, ist die erstellbare Fahrtenpaarmenge
{(1, 2), (1, 5)}, da die Fahrten 4, 7 und 8 außerhalb des erlaubten Zeitraums begin-
nen (Bild IV). Fu¨r Beispiele basierend auf einem realen Fahrplan sei auf Anhang B
verwiesen.
9.3.5 Analyse numerischer Ergebnisse
Fu¨r das tagesu¨bergreifende Ressourceneinsatzplanungsproblem mit unregelma¨ßigen
Aufgaben und regelma¨ßigen Mustern S-RSP-IT-RP existieren neben der Auswahl
expliziter Fahrten-/Aufgabenmuster mehrere Mo¨glichkeiten, Ergebnisqualita¨t, d.h.
Kosten und A¨hnlichkeit der Ressourceneinsatzpla¨ne, sowie die zum Lo¨sen notwendi-
ge Rechenzeit zu beeinflussen. In diesem Abschnitt werden die Auswirkungen unter-
schiedlicher Parameter und Lo¨sungsverfahren erla¨utert. Testumgebung ist dabei die
in Abschnitt 9.2.4 beschriebene.
Ganzzahlige Lo¨sungen fu¨r Modell S-RSP-IT-RP
Fu¨r Modell (9.17)-(9.22) wurden in Abschnitt 9.3.3 sowohl exakte, als auch heu-
ristische Lo¨sungsansa¨tze vorgestellt. Die von den Lo¨sungsverfahren erreichbare Er-
gebnisqualita¨t und beno¨tigte Rechenzeit wird anhand variierender Problemgro¨ßen
veranschaulicht. Dabei wird sowohl die Anzahl der von Ressourceneinsa¨tzen zu be-
dienenden Fahrten variiert, als auch die Anzahl der im Modell explizit beru¨cksichtigen
Fahrten-/Aufgabenmuster.
Zusa¨tzlich werden die Ergebnisse fu¨r unterschiedliche Gewichtungen der Bonus-
werte fu¨r die Nutzung von a¨hnlichen Fahrten-/Aufgabenmustern beurteilt. Die Tes-
tinstanzen umfassen jeweils fu¨nf Tage und die Menge der Gruppen, in die Mus-
ter einsortiert werden ko¨nnen, ist beschrieben durch G = {1, 2, .., 5} mit C(1) =
1, C(2) = 2, ..., C(5) = 5. Jeder Gruppe g ∈ G ist der Belohnungswert rg zugeordnet
mit rg = 10(C(g)−1). Die Bonuswerte werden variiert, indem zusa¨tzlich eine fu¨nffach
ho¨here Gewichtung genutzt wird.
Die Vergleiche erfolgen jeweils u¨ber die identische Spaltenmenge, d.h. u¨ber die
gleichen, mo¨glichen zur Verfu¨gung stehende Ressourceneinsa¨tze. Diese wurden beim
Lo¨sen eines LP-relaxierten Modells (im Wurzelknoten des Branch-and-Bound-Such-
baumes) bestimmt. Fu¨r eine bessere Vergleichbarkeit sollen also keine Spalten im
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Rahmen eines Branch-and-Price- (oder eines Fix-and-Price-)Verfahrens nachgeneriert
werden.
Als exaktes Verfahren wird die Branch-and-Bound bzw. Branch-and-Cut-Methode
eines MIP-Solvers genutzt, hier ILOG Cplex in der Version 12.2. (Cplex 12.2 ). Die
Laufzeit wird auf eine Stunde sowie auf zwo¨lf Stunden begrenzt.
Als ein heuristisches Verfahren wird die in Abschnitt 9.3.3 beschriebene Lagrange-
Heuristik LHx eingesetzt (LHx) Zusa¨tzlich zu den in Abschnitt 3.2.1 beschriebenen
Abbruchkriterien fu¨r das dabei genutzte Subgradienten-Verfahren, werden zwei wei-
tere eingefu¨hrt: Das Verfahren wird abgebrochen, wenn sich die obere Schranke in
den letzten 90 Iterationen nicht verbessert hat. Ebenso wird abgebrochen, wenn die
Verbesserung der unteren Schranke in den letzten 20 Iterationen weniger als 0,01%
betra¨gt. Dabei sei darauf hingewiesen, dass mit einer la¨ngeren Laufzeit – d.h. ohne
diese Abbruchkriterien – bessere Ergebnisse mit dieser Heuristik bezu¨glich Kostenef-
fizienz und A¨hnlichkeit ermittelt werden ko¨nnen. Hier soll mit LHx allerdings eine
Ausgangsbasis fu¨r die anderen vorgestellten heuristischen Vorgehensweisen bilden,
die nicht zu viel Rechenzeit beansprucht.
Des weiteren werden Lo¨sungen verglichen, die mit der ebenfalls in Abschnitt 9.3.3
vorgestellten Lagrange-Heuristik LHz bestimmt wurden. Dazu werden jeweils die letz-
ten 15 Lo¨sungen des Unterproblems im Subgradienten-Verfahren genutzt, bei wel-
chem mit LHx die obere Schranke ermittelt wird (LHx+LHz).
Außerdem werden die Lo¨sungen in den Vergleich einbezogen, die mit Lagrange-
Heuristik LHFix bestimmt werden (siehe ebenso Abschnitt 9.3.3). Auch hier werden
die Lo¨sungen der Unterprobleme im Subgradienten-Verfahren genutzt, bei welchem
mit LHx die obere Schranke berechnet wurde (LHx+LHfix). Als Fixierung wird α-
Fixierung fu¨r Ressourceneinsa¨tze und fu¨r Fahrtenmuster angewandt, mit αx = 0, 2
und αz = 0, 1. Wird ein MIP-Solver wa¨hrend der Heuristiken eingesetzt, so ist die
jeweilige Laufzeit auf zehn Minuten beschra¨nkt.
Tabelle 9.3 vergleicht beispielhaft die vorgestellten Lo¨sungsansa¨tze auf unterschied-
lich großen Modellen (mit Identifikationsnummer no). Bei der Modellgro¨ße sind ange-
geben die Anzahl Variablen und Restriktionen (columns und rows). Dabei wird zum
einen unterschieden zwischen der Anzahl Variablen (9.21) von Ressourceneinsa¨tzen
(# res), und der Anzahl von Muster-Zuordnungsvariablen (9.22) (# pat). Zum an-
deren wird unterschieden zwischen der Anzahl Restriktionen (9.18) zur Abdeckung
von Aufgaben mit Ressourceneinsa¨tzen (# cov), und Restriktionen (9.19)-(9.20) zur
Kopplung der Muster u¨ber u¨ber die betrachteten Tage (# link). Als Ergebnisse (so-
lution) sind aufgefu¨hrt die jeweils berechnete untere Schranke (LB), sowie die obe-
re Schranke (UB). Zur oberen Schranke sind die Kosten fu¨r den Ressourceneinsatz
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(costs) und die Bonuswerte (bonus) aufgeschlu¨sselt. Außerdem ist die Laufzeit (run-
time) des jeweiligen Ansatzes (approach) angegeben. Bewiesen optimale Lo¨sungen
sind mit einem
”




Tabelle 9.3 zeigt, dass generell jeweils mit zunehmender Anzahl abzudeckender
Fahrten, sowie mit zunehmender Anzahl explizit beru¨cksichtigter Muster, und eben-
so mit ho¨heren Belohnungen fu¨r die eingesetzten Muster (die Varianten b), der
beno¨tigte Rechenaufwand zum Lo¨sen des Modells steigt. Von den drei vorgeschla-
genen Lagrange-Heuristiken erreicht dabei LHx+LHfix, dass auf den Lo¨sungen der
Ressourceneinsatzplanungs- und der Musterauswahl-Unterprobleme basiert die bes-
ten Zielfunktionswerte.
Aus den Ergebnissen wird außerdem deutlich, dass fu¨r die kleineren Modellgro¨ßen
1a-2b der MIP-Solver bezu¨glich Ergebnisqualita¨t und Laufzeit, die Heuristik LHx+
LHfix dominiert, die von den drei Heuristiken Ergebnisse mit geringster Abweichung
vom optimalen Zielfunktionswert berechnet. In ku¨rzerer Zeit werden vom MIP-Solver
bewiesen (kosten)optimale Ergebnisse bestimmt. Mit der besten Heuristik werden al-
lerdings Werte berechnet, die kaum von diesen Ergebnissen abweichen (maximal wird
mit 0,04% abgewichen). Ca. 90% der Laufzeit werden in der Heuristik fu¨r den ers-
ten Teil verwendet (Teil LHx), dem Lo¨sen des relaxierten Problems mit gleichzeitiger
Bestimmung der oberen Schranke.
Bei den Modellen 3a-3b mit mehr abzudeckenden Aufgaben als in 1a-2b, ko¨nnen
mit der besten Heuristik in weniger als 2/3 der Laufzeit des MIP-Solvers, Ergeb-
nisse mit maximal 0,02% Abweichung vom optimalen Zielfunktionswert bestimmt
werden. Dabei wird deutlich, dass durch die Fixierung aufgrund der Lo¨sungen der
Lagrange-Unterprobleme aus Teil LHx, das Modell so stark vereinfacht werden kann,
dass fu¨r den verbliebenen Teil in wenigen Sekunden eine insgesamt anna¨hernd opti-
male Lo¨sung bestimmt werden kann – statt wie nur mit dem MIP-Solver in wenigen
Minuten.
Die Werte zu den gro¨ßeren Modellen 4a-6b zeigen dies noch einmal deutlicher. In
wenigen Minuten werden mit LHx+ LHfix vergleichsweise gute Ergebnisse zum MIP-
Solver erreicht, dessen Laufzeit durch das angegebene Zeitlimit von einer und zwo¨lf
Stunden beschra¨nkt wird. Durch den Vergleich der Zeitbeschra¨nkung auf eine und
auf zwo¨lf Stunden wird aber auch deutlich, dass gutes Ergebnis schon in ku¨rzerer
Zeit erreicht wird, das Finden der (bewiesen) optimalen Lo¨sung allerdings sehr lange
dauert.
Zusammenfassend lassen sich die Ergebnisse also so beurteilen, dass zum Lo¨sen
des Modells S-RSP-IT-RP eine Kombination aus MIP-Solver und heuristischer Va-
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columns rows solution
no # res # pat # cov # link LB UB costs bonus runtime approach
1a 166.046 8.145 2.470 3.258 246.875 *248.158 253.698 5.540 00:00:35 Cplex 12.2
247.137 248.193 253.703 5.510 00:00:51 LHx
247.137 248.178 253.698 5.520 00:01:32 LHx+LHz
247.137 248.163 253.703 5.540 00:00:54 LHx+LHfix
1b 165.768 8.145 2.470 3.258 224.563 *226.068 253.718 27.650 00:00:33 Cplex 12.2
224.831 226.323 253.723 27.400 00:00:49 LHx
224.831 226.318 253.718 27.400 00:01:28 LHx+LHz
224.831 226.073 253.723 27.650 00:00:51 LHx+LHfix
2a 175.482 41.490 2.470 16.596 246.375 *247.828 253.718 5.890 00:00:57 Cplex 12.2
245.789 247.993 253.713 5.720 00:00:53 LHx
245.789 247.963 253.713 5.750 00:01:39 LHx+LHz
245.789 247.863 253.713 5.850 00:01:01 LHx+LHfix
2b 171.984 41.490 2.470 16.596 221.063 *224.223 253.723 29.500 00:01:02 Cplex 12.2
222.064 225.013 253.713 28.650 00:00:55 LHx
222.064 224.773 253.723 28.950 00:01:39 LHx+LHz
222.064 224.318 253.718 29.400 00:01:04 LHx+LHfix
3a 347.968 8.215 4.623 3.286 365.249 *366.329 375.849 9.520 00:04:02 Cplex 12.2
365.303 366.394 375.844 9.450 00:02:34 LHx
365.303 366.344 375.844 9.500 00:04:20 LHx+LHz
365.303 366.339 375.839 9.500 00:02:36 LHx+LHfix
3b 370.437 8.215 4.623 3.286 324.902 *328.184 375.884 47.700 00:04:18 Cplex 12.2
324.498 328.469 375.869 47.400 00:02:40 LHx
324.498 328.259 375.859 47.600 00:04:28 LHx+LHz
324.498 328.244 375.844 47.600 00:02:46 LHx+LHfix
4a 354.141 123.795 4.623 49.518 361.371 *363.234 375.864 12.630 00:25:36 Cplex 12.2
360.170 363.804 375.904 12.100 00:02:31 LHx
360.170 363.609 375.849 12.240 00:03:51 LHx+LHz
360.170 363.304 375.874 12.570 00:03:43 LHx+LHfix
4b 351.811 123.795 4.623 49.518 305.366 *312.789 375.889 63.100 06:13:07 Cplex 12.2
305.366 312.824 375.874 63.050 ’01:00:00 Cplex 12.2
302.382 315.304 375.904 60.600 00:02:32 LHx
302.382 314.339 375.889 61.550 00:03:52 LHx+LHz
302.382 312.849 375.899 63.050 00:07:06 LHx+LHfix
5a 500.134 18.185 4.730 7.274 339.433 341.708 354.048 12.340 ’12:00:00 Cplex 12.2
339.433 341.763 354.073 12.310 ’01:00:00 Cplex 12.2
341.230 342.013 354.073 12.060 00:09:23 LHx
341.230 341.883 354.063 12.180 00:36:08 LHx+LHz
341.230 341.803 354.073 12.270 00:19:33 LHx+LHfix
5b 519.258 18.185 4.730 7.274 289.036 292.343 354.143 61.800 ’12:00:00 Cplex 12.2
289.036 292.433 354.133 61.700 ’01:00:00 Cplex 12.2
289.813 294.153 354.153 60.000 00:06:31 LHx
289.813 292.993 354.143 61.150 00:29:44 LHx+LHz
289.813 292.503 354.153 61.650 00:07:36 LHx+LHfix
6a 503.888 67.080 4.730 26.832 338.012 340.708 354.068 13.360 ’12:00:00 Cplex 12.2
338.012 340.723 354.073 13.350 ’01:00:00 Cplex 12.2
336.951 341.208 354.118 12.910 00:06:07 LHx
336.951 341.048 354.078 13.030 00:13:53 LHx+LHz
336.951 340.743 354.063 13.320 00:16:17 LHx+LHfix
6b 531.300 67.080 4.730 26.832 281.958 287.703 354.103 66.400 ’12:00:00 Cplex 12.2
281.958 288.163 354.113 65.950 ’01:00:00 Cplex 12.2
280.722 289.803 354.203 64.400 00:07:40 LHx
280.722 288.648 354.148 65.500 00:14:31 LHx+LHz
280.722 287.678 354.128 66.450 00:17:55 LHx+LHfix
Tabelle 9.3: Vergleich unterschiedlicher Verfahren zur Bestimmung ganzzahliger
Lo¨sungen fu¨r Modell S-RSP-IR-RP
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riablenfixierung (LHx+LHfix) fu¨r gro¨ßere Planungsprobleme sinnvoll ist, da so die
Rechenzeit stark verku¨rzt werden kann, ohne die Ergebnisqualita¨t zu beeintra¨chti-
gen. Wenn nicht anders beschrieben, wird diese Vorgehensweise daher im weiteren
Verlauf dieser Arbeit genutzt.
Effekte unterschiedlich umfangreicher Fahrtenmuster-Auswahl
Bei der Modellierung zur tagesu¨bergreifenden Planung mit A¨hnlichkeitsziel nach Mo-
dell (9.17)-(9.22) bestimmt die Anzahl explizit abgebildeter Muster sowohl die Er-
gebnisqualita¨t, als auch die zum Lo¨sen notwendige Rechenzeit. Je mehr Fahrten-
/Aufgabenmuster explizit beru¨cksichtigt werden, desto a¨hnlicher ko¨nnen die Ergeb-
nisse werden. Durch eine Erho¨hung der Musteranzahl erho¨ht sich allerdings auch die
Problemgro¨ße, sodass la¨ngere Laufzeiten zu erwarten sind. Um einen Kompromiss
zwischen Ergebnisqualita¨t und Laufzeit finden zu ko¨nnen, soll gezeigt werden, welcher
Einfluss von einer umfangreicheren Musterberu¨cksichtigung ausgeht. Veranschaulicht
wird das Verhalten anhand der in Abschnitt 9.2.4 in Abbildung 9.1 beschriebenen
Instanzen aus Testset A und Testset B.
Als Muster werden r-regelma¨ßige Fahrtenpaare genutzt mit r = 5. Diese werden
wie in Abschnitt 9.3.4 beschrieben generiert, basierend auf Verbindungsmo¨glichkeiten
innerhalb bestimmter Zeitra¨ume und mit bestimmter Anzahl Nachfolger (fu¨r Testset
A sind das: Zeitraum von 30 bis 480 Minuten und 1 bis 40 kompatible Nachfolgefahr-
ten, und fu¨r Testset B: Zeitra¨ume von 30 bis 180 Minuten mit 5 bis 40 kompatiblen
Nachfolgefahrten). Als Muster werden Fahrtenpaare genutzt, da so implizit auch be-
liebig lange Fahrtensequenzen als mo¨gliche Muster abgedeckt sind.
In den Tests werden die Ressourcenplanungsprobleme fu¨r jeweils fu¨nf Tage gelo¨st.
Dabei ist die Menge der Gruppen, in die Muster einsortiert werden ko¨nnen, beschrie-
ben durch G = {1, 2, .., 5} mit C(1) = 1, C(2) = 2, ..., C(5) = 5. Als Belohnungswert
wird jeder Gruppe g ∈ G der Wert rg zugeordnet mit rg = 10(C(g)− 1).
Tabelle 9.4 stellt die Ergebnisse der beiden Testmengen zusammenfassend dar. Je
Testmenge sind aufgelistet die Identifikationsnummer des Tests (no), die Anzahl ex-
plizit beru¨cksichtigter Muster (# pat), die beno¨tigte Rechenzeit vom Einlesen der
Daten bis zur Ausgabe der berechneten Pla¨ne (runtime), der Zielfunktionswert (UB)
mit den Kosten fu¨r den Ressourceneinsatz (costs) und dem Bonus fu¨r die Nutzung von
Fahrten-/Aufgabenmustern (bonus), die durchschnittliche Wiederholrate eines kom-
pletten Dienstes in den erstellten Ressourceneinsatzpla¨nen (rate), der durchschnitt-
liche Anteil identisch bedienter Fahrten (rate) sowie die durchschnittliche Distanz
zwischen den ermittelten Pla¨nen (dist).
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no # pat runtime UB costs bonus rate (∆%) ratio (∆%) dist (∆%)
Testset A
1 0 00:07:18 253.683 253.683 0 1,44 (+ 0,0) 55,0 (+ 0,0) 53,8 (- 0,0)
2 440 00:02:13 248.393 253.683 5.290 1,50 (+ 4,2) 57,9 (+ 5,3) 40,9 (-24,0)
3 1.302 00:03:14 248.208 253.698 5.490 1,52 (+ 5,6) 59,0 (+ 7,3) 40,0 (-25,7)
4 3.240 00:03:18 247.988 253.698 5.710 1,64 (+13,9) 60,4 (+ 9,8) 42,3 (-21,4)
5 6.707 00:04:36 247.843 253.713 5.870 1,77 (+22,9) 63,1 (+14,7) 40,8 (-24,2)
6 8.298 00:05:15 247.828 253.718 5.890 1,74 (+20,8) 63,4 (+15,3) 40,3 (-25,1)
7 12.163 00:06:19 247.823 253.703 5.880 1,74 (+20,8) 63,4 (+15,3) 40,3 (-25,1)
Testset B
1 0 00:39:25 354.038 354.038 0 1,25 (+ 0,0) 52,9(+ 0,0) 82,0 (- 0,0)
2 1.639 00:25:26 342.213 354.073 11.860 1,37 (+ 9,6) 59,0 (+11,5) 45,1 (-45,0)
3 4.875 00:27:59 341.428 354.098 12.670 1,56 (+24,8) 65,8 (+24,4) 52,7 (-35,7)
4 7.695 00:27:19 341.003 354.103 13.100 1,76 (+40,8) 71,5 (+35,2) 49,7 (-39,4)
5 13.774 00:40:25 340.798 354.088 13.290 1,90 (+52,0) 72,6 (+37,2) 51,6 (-37,1)
6 18.532 00:47:17 340.848 354.088 13.240 1,82 (+45,6) 70,8 (+33,8) 55,6 (-32,2)
7 22.054 00:53:47 340.748 354.118 13.370 1,68 (+34,4) 68,0 (+28,5) 56,4 (-31,2)
Tabelle 9.4: Ergebnisse zur Auswahl expliziter Fahrtenpaare in unterschiedlichem
Umfang
Aus den Ergebnissen in Tabelle 9.4 ist zu erkennen, dass sich bei Einbeziehung von
mehr Fahrten-/Aufgabenmustern aufgrund der mehr zu beru¨cksichtigenden Variablen
und Restriktionen die zum Lo¨sen notwendige Rechenzeit langsam erho¨ht. Der Großteil
der Erho¨hung wird dabei durch den Mehraufwand beim Lo¨sen des (beschra¨nkten)
Master-Problems verursacht.
Neben der Erho¨hung der Rechenzeit wird außerdem deutlich, dass mit mehr explizit
einbezogenen Mustern auch die A¨hnlichkeit erho¨ht werden kann. Beispielsweise kann
die durchschnittliche Wiederholrate der berechneten Ressourceneinsa¨tze in beiden
Testsets stark um ca. 20% bzw. 50% gesteigert werden.
Abbildung 9.6 schlu¨sselt die Ergebnisse aus Tabelle 9.4 weiter auf und gibt Details
u¨ber den Anteil vollsta¨ndig identischer Dienste (unter Beru¨cksichtigung des Dienst-
typs) bei unterschiedlich umfangreicher Beru¨cksichtigung von Mustern. Angegeben
ist der Anteil an Diensten, der in den Ressourceneinsatzpla¨nen der fu¨nf Tage mit ei-
ner bestimmten Anzahl wiederholt wird. Außerdem wird die Anzahl genutzter Muster
dargestellt, die an bestimmten Tagen in den Pla¨nen wiederholt werden.
Die Abbildung verdeutlicht, dass sich die besten A¨hnlichkeitsbewertungen dann
erreichen lassen, wenn Dienste bzw. Ressourceneinsa¨tze mo¨glichst viele Muster ent-
halten, die aus Aufgaben bestehen, die an allen betrachteten Tagen durchzufu¨hren
sind. Mehr Mo¨glichkeiten, solche Muster zu finden, sind dann gegeben, wenn die
Anzahl explizit betrachteter Muster erho¨ht wird.























Test Nr. (Testset A) 
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Test Nr. (Testset B) 
Abbildung 9.6: Anteile vollsta¨ndig identischer Dienste und Anzahl genutzter Mus-
ter in den Ressourcenpla¨nen bei zunehmender Auswahl expliziter
Fahrten-/Aufgabenmuster
Effekte unterschiedlicher Belohnungsfunktionen fu¨r Fahrtenmuster
Mehr noch als die Anzahl explizit im Modell beru¨cksichtigter Fahrten-/Aufgaben-
muster, bestimmt die Belohnungsfunktion fu¨r das Vorkommen eines Musters in den
Pla¨nen unterschiedlicher Tage die A¨hnlichkeit der berechneten Ressourceneinsa¨tze. In
diesem Abschnitt soll anhand unterschiedlicher Gewichtungen der Bonuswerte ver-
anschaulicht werden, in welchem Maße eine ho¨here Gewichtung des A¨hnlichkeitsziels
u¨ber die Bonuswerte die Kosteneffizienz und die A¨hnlichkeit der Pla¨ne beeinflusst.
Zur Veranschaulichung werden wieder aus den in Abbildung 9.1 vorgestalten In-
stanzenmengen die Instanzen aus Testset A und Testset B genutzt. Dabei sind die
Muster jeweils gema¨ß der Test-Nr. 5 aus Tabelle 9.4 ausgewa¨hlt.
Planungsverfahren und Lo¨sungsmethoden sind mit den im vorherigen Abschnitt
beschriebenen identisch. Die Ressourceneinsatzplanungsprobleme werden also teilin-
tegriert gelo¨st. Dabei werden ganzzahlige Lo¨sungen zu Testset A mit der kleineren
Fahrtenmenge mit einem MIP-Solver (Cplex 12.2) bestimmt, und zu Testset B mit ei-
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ner Kombination aus den vorgestellten Lagrange-Heuristiken X und Fix (LHx+LHfix,
siehe Abschnitt 9.3.3).
Tabelle 9.5 fasst die Ergebnisse zusammen. Angegeben sind neben den aus Tabelle
9.4 bekannten Spalten die Gewichtungen der Bonuswerte (w), wobei w = 0 einer
Planung ohne Beru¨cksichtigung eines A¨hnlichkeitsziels entspricht und den Referenz-
wert markiert. Abbildung 9.7 gibt zusa¨tzliche Details zu den Ergebnissen analog zu
Abbildung 9.6.
w runtime costs (∆%) bonus rate (∆%) ratio (∆%) dist (∆%)
Testset A
0 00:07:18 253.683 (+0,000) 0 1,44 (+ 0,0) 55,0 (+ 0,0) 53,8 (- 0,0)
1 00:05:22 253.683 (+0,000) 588 1,90 (+31,9) 66,3 (+20,5) 40,0 (-25,7)
10 00:04:36 253.713 (+0,012) 5.870 1,77 (+22,9) 63,1 (+14,7) 40,8 (-24,2)
100 00:05:31 253.718 (+0,014) 58.800 1,86 (+29,2) 65,2 (+18,5) 40,3 (-25,1)
1000 00:19:12 255.758 (+0,818) 595.000 1,83 (+27,1) 64,1 (+16,5) 39,7 (-26,2)
Testset B
0 00:39:25 354.038 (+0,000) 0 1,25 (+ 0,0) 52,9 (+ 0,0) 82,0 (- 0,0)
1 00:43:13 354.043 (+0,001) 1.329 1,91 (+52,8) 72,3 (+36,7) 51,4 (-37,3)
10 00:40:25 354.088 (+0,014) 13.290 1,90 (+52,0) 72,6 (+37,2) 51,6 (-37,1)
100 00:58:34 354.103 (+0,018) 132.200 1,92 (+53,6) 69,5 (+31,4) 48,4 (-41,0)
1000 01:26:21 361.288 (+2,048) 1.362.000 2,23 (+78,4) 76,9 (+36,2) 36,2 (-55,9)
Tabelle 9.5: Ergebnisse zur Belohnung expliziter Fahrtenpaare mit unterschiedlicher
Gewichtung
Die Ergebnisse zeigen, dass mit Modell (9.17)-(9.22) ohne bzw. schon bei einem
marginalen Kostenzuwachs deutlich a¨hnlichere Pla¨ne bestimmt werden ko¨nnen, als
bei einer kosteneffizienten Planung ohne Einbeziehung von A¨hnlichkeitszielen. Fu¨r
Testset A kann z.B. die durchschnittliche Wiederholrate der Ressourceneinsa¨tze um
ca. 30% gesteigert werden, fu¨r Testset B um mindestens 50%. Werden die Boni fu¨r eine
Nutzung von Aufgaben-Mustern ho¨her gewichtet, steigt die Anzahl der in den Pla¨nen
genutzten Muster an, die an allen Tagen verwendet werden. So wird die A¨hnlichkeit
der Pla¨ne mit zunehmender Gewichtung verbessert.
Neben einer (leichten) Erho¨hung der Kosten, kann sich mit der Gewichtung auch
die zur Lo¨sung des Modells notwendige Rechenzeit erho¨hen. Dies ist darauf zuru¨ck-
zufu¨hren, dass sich mit einer ho¨heren Gewichtung auch der Zielkonflikt versta¨rkt,
zwischen der Auswahl mo¨glichst kosteneffizienter Ressourceneinsa¨tze in der Lo¨sung
und der Auswahl von Ressourceneinsa¨tzen, die aufgrund ihrer bedienten Aufgaben-
Muster zu mo¨glichst hohen Boni beitragen.
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Bonusgewichtung (Testset B) 
Abbildung 9.7: Anteile vollsta¨ndig identischer Dienste und Anzahl genutzter Muster
in den Ressourcenpla¨nen bei zunehmender Gewichtung der Bonus-
werte fu¨r explizite Fahrten-/Aufgabenmuster
9.4 Preprocessing fu¨r a¨hnliche Pla¨ne: Fixieren von
Fahrten- bzw. Aufgabensequenzen
Um zielgerichtet kosteneffiziente und a¨hnliche Pla¨ne fu¨r unterschiedliche Tage er-
stellen zu ko¨nnen, mu¨ssen Ressourceneinsatzplanungsprobleme mehrerer Tage (ge-
meinsam) betrachtet werden. Die Modellgro¨ße der zu lo¨senden Ressourceneinsatzpla-
nungsprobleme und damit der Aufwand fu¨r das Lo¨sen kann dabei reduziert werden,
wenn die Menge der in diesen Planungsproblemen einzeln zu verplanenden Fahr-
ten/Aufgaben verkleinert werden kann. Ebenso kann das Lo¨sen der Planungspro-
bleme vereinfacht werden, wenn die Freiheitsgrade zur Bestimmung a¨hnlicher Pla¨ne
gezielt eingegrenzt werden.
[Kliewer, 2005] und [Gintner, 2008] schlagen fu¨r Umlauf- bzw. Dienstplanung-
probleme Heuristiken vor, die die zu verplanende Fahrtenmenge reduzieren, indem
sogenannte stabile Fahrtenketten identifiziert werden. Dabei handelt es sich um Se-
quenzen von Fahrten, die in unterschiedlichen Lo¨sungen vereinfachter Planungspro-
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bleme des urspru¨nglichen Planungsproblems enthalten sind. Die Annahme ist, dass
diese Sequenzen dann auch mit hoher Wahrscheinlichkeit in einer optimalen Lo¨sung
des urspru¨nglichen Planungsproblems vorkommen. Beim Lo¨sen des urspru¨nglichen
Planungsproblems ersetzt eine solche identifizierte Kette dann die in ihr enthaltenen
Fahrten und ist dann als einzelne Fahrt zu verplanen.
Abschnitt 9.4.1 stellt das Grundschema fu¨r ein heuristisches Vorgehen vor, das die
Problemgro¨ßen fu¨r eine Planung unterschiedlicher Tage mit A¨hnlichkeitszielen redu-
ziert, indem Fahrten-/Aufgabensequenzen fixiert werden, die an allen betrachteten
Tagen gleich bedient werden sollen. Erweiterte Fixierungsmo¨glichkeiten, die sich bei
einer Planung mit Fahrten-/Aufgabenmustern ergeben, werden in Abschnitt 9.4.2
beschrieben.
9.4.1 Grundschema
Die Grundidee fu¨r eine Fixierung von Fahrten/Aufgaben zu Fahrtensequenzen be-
steht darin, die Sequenzen aus Fahrten zu fixieren, die in unterschiedlichen Lo¨sungen
vereinfachter Planungsprobleme gleich bedient werden. Zuna¨chst mu¨ssen also verein-
fachte Planungsprobleme bestimmt und gelo¨st werden.
In Abschnitt 9.3.1 wurde mit der All-First-Fix-And-Optimize-Heuristik bereits eine
Vorgehensweise vorgestellt, mit der basierend auf einem einzelnen Planungsproblem
implizit (Fahrten-)Muster generiert werden, die als stabile Fahrtenketten beim Lo¨sen
der Planungsprobleme mehrerer Tage genutzt werden ko¨nnen. So kann die Problem-
gro¨ße der zu lo¨senden Ressourceneinsatzplanungsprobleme verringert werden.
Eine bessere Vorgehensweise basiert auf dem in Abschnitt 9.3.2 vorgestellten An-
satz, bei welchem (Fahrten-)Muster explizit modelliert sind und so neben Kosten-
zielen auch quantitative A¨hnlichkeitsziele beim Lo¨sen der Planungsprobleme meh-
rerer Tage beru¨cksichtigt werden ko¨nnen. Das dabei zu lo¨sende tagesu¨bergreifende
Planungsproblem u¨ber mehrere Tage S-RSP-IT-RP (siehe Modell (9.17)-(9.22)) ist
aufgrund der simultanen Betrachtung mehrerer Tage schwer lo¨sbar. Allerdings ent-
stehen deutlich einfacher lo¨sbare Planungsprobleme, wenn fu¨r S-RSP-IT-RP nicht
alle Tage gleichzeitig betrachtet werden, sondern jeweils immer nur zwei Tage. Wer-
den alle paarweisen Kombinationen der Ressourceneinsatzplanungsprobleme unter-
schiedlicher Tage gelo¨st, ko¨nnen die Lo¨sungen genutzt werden, um stabile Fahrten-
/Aufgabensequenzen fu¨r das Ursprungsproblem zu identifizieren. Algorithmus 9.4.1
fasst das Vorgehen zusammen.
Im ersten Schritt wird fu¨r alle paarweisen Kombinationen {(i, j) ∈ L × L|i < j}
der betrachteten Tage L = {1, ..., n} das jeweilige Ressourceneinsatzplanungspro-
blem S-RSP-IT-RP u¨ber die beiden Tage i und j mit den Fahrtenmengen T i und
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Algorithmus 9.4.1 : Heuristik zur Fixierung von Fahrtenketten
(Schritt 1) Lo¨se vereinfachte Planungsprobleme fu¨r Fahrten T i, T j ∈ T :
Bilde paarweise Kombinationen aus den Tagen L = {1, ..., n}:
for i← 1 to n− 1 do
for j ← i+ 1 to n do
Lo¨se S-RSP-IT-RP(T i, T j)
end
end
(Schritt 2) Fixiere Sequenzen (regelma¨ßiger) Fahrten zu Ketten:
Identifiziere aus Fahrtenketten fixierbare Fahrten QFIX
Fixiere Fahrtenketten zu neuen Fahrten T FIX
Bestimme zu verplanende Fahrten S fu¨r jeden Tag:
for i← 1 to n do
S i ← T i\QFIX ∪ T FIX
end
T j gelo¨st. Im zweiten Schritt werden die Lo¨sungen der paarweisen Kombinationen
auf Fahrtenketten/-sequenzen untersucht, die in allen Lo¨sungen enthalten sind. Diese
Fahrtensequenzen werden dann zu neuen Fahrten zusammengefasst und die zu ver-
planende Fahrtenmenge der einzelnen Tage entsprechend modifiziert. Dabei ist zu
beachten, dass nur die Fahrtensequenzen zusammengefasst werden, die ununterbro-
chen aus regelma¨ßigen Fahrten t ∈ Q(= Q|L|) = T 1 ∩ ... ∩ T n bestehen.
Nachdem durch das Zusammenfassen von Fahrtensequenzen die Problemgro¨ße des
urspru¨nglichen Planungsproblems fu¨r mehrere Tage reduziert wurde, ko¨nnen die in
Abschnitt 9.2.2 und Abschnitt 9.3.2 vorgestellten Ansa¨tze fu¨r eine tageweise A¨hnlich-
keitsplanung mit einem Referenzplan bzw. fu¨r eine tagesu¨bergreifende A¨hnlichkeits-
planung durch Muster genutzt werden, um fu¨r eine verringerte Fahrten-/Aufgaben-
menge kosteneffiziente und a¨hnliche Pla¨ne zu erstellen. Fu¨r die tagesu¨bergreifende
Planung mit Mustern bietet sich zusa¨tzlich eine weitere Fixierungsstrategie an, die
nachfolgend beschrieben wird.
9.4.2 Erweiterte Fixierungsmo¨glichkeiten durch Fahrten- bzw.
Aufgabenmuster
Stabile Fahrten-/Aufgabenketten, die an allen betrachteten Tagen eingesetzt werden
ko¨nnen, du¨rfen nur aus regelma¨ßigen Fahrten/Aufgaben bestehen. So wird vermie-
den, dass unno¨tige Leeraktivita¨ten in Ressourceneinsa¨tze eingebaut werden, wie z.B.
Leerfahrten und Standzeiten in Umla¨ufe und Dienste. Entha¨lt eine Kette zwischen
zwei regelma¨ßigen Fahrten eine unregelma¨ßige Fahrt, wu¨rde diese unregelma¨ßige an
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den Tagen entfallen, an denen sie nicht bedient werden muss. Zeit- und Ortswechsel
zwischen den regelma¨ßigen Fahrten mu¨ssten im Umlauf/Dienst dann durch (kosten-
intensive) Leerfahrten und Standzeiten u¨berbru¨ckt werden.
Fu¨r das in Abschnitt 9.3.2 beschriebene Modell S-RSP-IT-RP zur tagesu¨bergreifen-
den Planung mit Mustern ko¨nnen neben regelma¨ßigen Fahrten-/Aufgabensequenzen,
auch Sequenzen beru¨cksichtigt werden, die aus r-regelma¨ßigen Fahrten bestehen, also
aus Fahrten, die an mindestens r ≤ |L| der Tage L = {1, .., n} zu bedienen sind. Im
Modell sind explizit (Fahrten-)Muster abgebildet, die r-regelma¨ßige Fahrten beinhal-
ten. Die Fahrtenmuster, die in allen Lo¨sungen der paarweisen Kombinationen zweier
Tage genutzt werden, ko¨nnen vor Lo¨sen des gesamten Modells u¨ber alle Tage fixiert,
d.h. bereits in der Lo¨sung ausgewa¨hlt werden.
9.4.3 Analyse numerischer Ergebnisse
Mo¨gliche Vorteile der Strategien zur Fixierung von Fahrten-/Aufgabensequenzen sol-
len mit den im folgenden beschriebenen Ergebnisse veranschaulicht werden. Unter-
sucht werden die notwendige Rechenzeit und die Qualita¨t der Ressourceneinsatzpla¨ne,
die durch den Einsatz der Fixierungsstrategien ermittelt werden ko¨nnen. Verglichen
werden die Ergebnisse mit den in Abschnitt 9.2 und 9.3 vorgestellten Lo¨sungsansa¨tzen
(ohne Fixierungsstrategie). Dabei entspricht die Testumgebung der in Abschnitt 9.3.5
beschriebenen.
Reduktion der zu verplanenden Fahrtenanzahl
Tabelle 9.7 zeigt die Reduktion der Fahrtenmenge am Beispiel des Testsets B aus den
Abschnitten 9.2.4 und 9.3.5. Dabei wird die Reduktion der Fahrtenmenge mit Hilfe
der Fixierungsstrategie (f ) verglichen mit den urspru¨nglichen Fahrpla¨nen und theo-
retischen Fixierungen, die aus ermittelten Ressourceneinsatzpla¨nen ableitbar sind.
Diese Ressourceneinsatzpla¨ne wurden mit einer kosteneffiziente Planung ohne A¨hn-
lichkeitsberu¨cksichtigung berechnet (c) sowie mit einer kosteneffizienten Planung mit
A¨hnlichkeitsberu¨cksichtigung (c.s).
Die entsprechenden Ergebnisse geben zusa¨tzliche Details zu den Eintra¨gen 1 und
5 im Testset B aus Tabelle 9.4. Zu den ermittelten Ressourceneinsatzpla¨nen ist an-
gegeben, inwieweit sich in den berechneten Pla¨nen Fahrten-/Aufgabenketten bilden
lassen, die an allen Tagen gleich verplant werden. In der Tabelle ist die Reduktion
fu¨r die gesamte Fahrtenmenge angegeben. Zusa¨tzlich zur Gu¨ltigkeit fu¨r bestimmte
Tage ist der durchschnittliche Anteil unterschiedlicher Fahrten bei den paarweisen
Vergleichen der Fahrtenmengen aller Tage angegeben (P-Vergleich).
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Servicefahrten: Reduk- Gu¨ltigkeit an x Tagen (%) P-Ver-
Fixierung # tion (%) 5 4 3 2 1 gleich
− 494 − 82,79 0,00 0,40 1,21 15,59 7,97
c 267 45,95 68,16 0,00 0,75 2,25 28,84 16,24
c.s 215 56,48 60,47 0,00 0,93 2,79 35,81 21,28
f 243 50,81 65,02 0,00 0,82 2,47 31,69 18,22
Tabelle 9.6: Reduktion der Fahrtenmenge im Testset B durch Fixierung stabiler
Fahrtenketten (f) verglichen mit Fahrtenketten in einer kosteneffizienten
Lo¨sung ohne A¨hnlichkeitsberu¨cksichtigung (c) und einer kosteneffizienten
Lo¨sung mit A¨hnlichkeitsberu¨cksichtigung (c.s)
Aus Tabelle 9.7 la¨sst sich erkennen, dass bei Einsatz der Fixierungsstrategie, die
Fahrtenmenge um 50% reduziert werden kann. Nach der Fixierung sind Planungs-
probleme fu¨r die einzelnen Tage zu lo¨sen, bei denen ca. 2/3 aller Fahrten an allen
Tagen zu bedienen sind und 1/3 nur an einem einzigen. So kann bei nachfolgender
(manueller) Planung fu¨r mehrere Tage der Fokus dann darauf gelegt werden, diese
unregelma¨ßigen Fahrten so zu verplanen, dass die Pla¨ne mo¨glichst a¨hnlich sind (- in
den urspru¨nglichen Fahrpla¨nen sind insgesamt 80% der Fahrten an allen Tagen zu
bedienen und und ca. 15% an einem Tag).
Mit Hilfe der vorgeschlagenen Fixierungsstrategie la¨sst sich der Aufwand fu¨r eine
Planung mehrerer Tage stark reduzieren, da die Planungsprobleme vereinfacht wer-
den. Welche Auswirkungen die Reduktion auf die beno¨tigte Rechenzeit und auf die
Qualita¨t der Ressourceneinsatzpla¨ne hat, sei nachfolgend im Vergleich zu kosteneffi-
zienter Planung ohne und mit A¨hnlichkeitsberu¨cksichtigung dargestellt.
Planerstellung mit fixierten Fahrten
Tabelle 9.7 fasst exemplarisch die bei Anwendung der Fixierungsstrategie beno¨tigte
Rechenzeit und die erreichte Ergebnisqualita¨t zusammen. Verglichen werden die Er-
gebnisse mit einer kosteneffizienten Planung ohne A¨hnlichkeitsberu¨cksichtigung (c),
sowie mit A¨hnlichkeitsberu¨cksichtigung u¨ber die tagesu¨bergreifende Planung mit Bo-
nus fu¨r mehrfach verwendete Fahrten-/Aufgabensequenzen aus Abschnitt 9.3.2 (c.s).
Diese Art der A¨hnlichkeitsberu¨cksichtigung wird ebenso genutzt, um fu¨r die nach
Fixierung von Fahrtensequenzen modifizierte Fahrtenmenge das Ressourceneinsatz-
planungproblem u¨ber alle Tage zu lo¨sen (f.c.s). Angegeben sind die Anzahl (Haupt-
)Ressourceneinsatzplanungsprobleme, die wa¨hrend des Preprocessings und im Haupt-
teil gelo¨st werden (je bezeichnet mit # rp), sowie die dazu beno¨tigte Zeit vom Einle-
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sen der Daten bis zur Ausgabe der Pla¨ne (je bezeichnet mit runtime), die Gesamtzeit
(total runtime), die Kosten fu¨r den geplanten Ressourceneinsatz (costs), die durch-
schnittliche Distanz der ermittelten Ressourceneinsatzpla¨ne der einzelnen Tage zu-
einander (dis), die Wiederholrate der eingesetzten Dienste in den Pla¨nen (rate) und
der durchschnittliche Anteil in einzelnen Ressourceneinsa¨tzen fu¨r verschiedene Ta-
ge gleich verplanter Fahrten (ratio) (siehe auch die A¨hnlichkeitsmaße in Abschnitt
8.3.2).
preprocessing main part total solution
# rp runtime # rp runtime runtime costs dis rate ratio
c 0 00:00:00 5 00:39:25 00:39:25 354.038 82,0 1,24 52,9
c.s 0 00:00:00 1 00:40:25 00:40:25 354.088 51,6 1,90 72,6
f.c.s 10 00:44:38 1 00:01:29 00:46:07 354.088 53,6 1,46 65,9
Tabelle 9.7: Ergebnisse zur Ressourceneinsatzplanung fu¨r mehrere Tage mit und ohne
Preprocessing durch Fixierung von Fahrten-/Aufgabensequenzen
Die Werte in Tabelle 9.7 zeigen, dass der zeitliche Aufwand fu¨r das Preprocessing
auf dem betrachteten Testset ho¨her ist als die Gesamtlaufzeit ohne. Allerdings wer-
den die einzelnen Probleme innerhalb weniger Minuten gelo¨st (im Schnitt in ca. 4
Minuten) und die Laufzeit fu¨r eine Lo¨sung des Problems u¨ber alle Tage la¨sst sich mit
fixierten Fahrtensequenzen auf 1,5 Minuten um mehr als ein Drittel reduzieren. Die
Rechenzeit kann also sehr deutlich reduziert werden, wenn etwas weniger Zeit fu¨r das
Preprocessing aufgewendet wird. Z.B. indem die Vorarbeit fu¨r das Haupt-Problem
auf mehr als einen Rechner verteilt wird und parallel bearbeitet wird oder gegebe-
nenfalls Parameter so vera¨ndert werden, dass fu¨r das Preprocessing weniger exakte
Lo¨sungen gefordert sind.
Die Kostensteigerung der Lo¨sungen mit A¨hnlichkeitsberu¨cksichtigung (und Fixie-
rung von Fahrtensequenzen) ist mit 0,01% gegenu¨ber der reinen kosteneffizienten
Lo¨sung vernachla¨ssigbar (- die Steigerung entspricht ca. 10 Arbeitszeitminuten in
den Dienstpla¨nen je Tag). Die vollsta¨ndige Wiederholbarkeit der in den Pla¨nen ein-
gesetzten Dienste, d.h. die Anzahl komplett identischer Dienste, ist ohne Fixierung
ho¨her als mit Fixierung. Allerdings zeigen die partiellen A¨hnlichkeitsbewertungen der
Distanz und des Anteils identisch verplanter Fahrten, dass mit einer Fixierung von




Zusammengefasst la¨sst sich festhalten, dass die Fixierungsstrategie in ihrer Grund-
version geeignet ist, insbesondere die Erstellung partiell a¨hnlicher Ressourceneinsa¨tz-
pla¨ne zu vereinfachen. Grundsa¨tzlich ist mit Einsatz der Fixierungsstrategie ebenfalls
eine Rechenzeitreduktion mo¨glich – vor allem wenn das fu¨r die Fixierungsstrategie
notwendige Preprocessing verku¨rzt wird. Im weiteren Verlauf dieser Arbeit wird die
Fixierungsstrategie dennoch nicht weiter eingesetzt, damit die dann ermittelten nu-
merischen Ergebnisse nicht in ihrer Aussage beeinflusst werden.
9.5 Zusammenfassung
In diesem Kapitel wurden geeignete Modellierungen und Lo¨sungsansa¨tze fu¨r eine Res-
sourceneinsatzplanung mit A¨hnlichkeitszielen untersucht. Zu den in vorherigen Kapi-
teln identifizierten zwei Basiskonzepten tageweise A¨hnlichkeit mit einem Referenzplan
und tagesu¨bergreifende A¨hnlichkeit durch regelma¨ßige Muster wurden mathematische
Modellformulierungen entwickelt und entsprechende Lo¨sungsstrategien vorgestellt.
Kernelement der Formulierung RSP-IT-RS zur tageweisen A¨hnlichkeit ist dabei
eine elastische Kostenrestriktion, die es ermo¨glicht, einen mo¨glichen Zielkonflikt zwi-
schen Kosteneffizienz und A¨hnlichkeit zu beru¨cksichtigen (siehe Modell (9.5)-(9.9)).
Kernelement der Formulierung S-RSP-IT-RP zur tagesu¨bergreifenden A¨hnlichkeit ist
die explizite Abbildung und A¨hnlichkeitsbewertung von Fahrten-/Aufgabenmustern
durch Einordnung in sogenannte Regelma¨ßigkeitsgruppen (siehe Modell (9.17)-(9.22)).
Zur Lo¨sung wurde jeweils ein Column Generation-Ansatz beschrieben. Ebenfalls wur-
den Auswirkungen unterschiedlicher Parameter auf Rechenzeit und Lo¨sungsqualita¨t
beispielhaft veranschaulicht.
Außerdem wurden Preprocessing-Techniken vorgestellt, mit denen sich die bei einer
Ressourceneinsatzplanung mit A¨hnlichkeitszielen zu bewa¨ltigenden Planungsproble-
me vereinfachen lassen, indem z.B. Fahrtensequenzen fixiert werden.
Nun soll entsprechend Schritt S6 aus Kapitel 5 untersucht werden, wie die ent-
wickelten generellen Modellierungs- und Lo¨sungskonzepte zur Ressourceneinsatzpla-
nung mit A¨hnlichkeitszielen in den Varianten der O¨PNV-Planung (siehe Abschnitt
2.2) eingesetzt werden ko¨nnen, die unterschiedliche Flexibilita¨ten bei der Beru¨cksich-
tigung von A¨hnlichkeitsaspekten bieten.
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In diesem Kapitel wird die Umsetzung der entwickelten Basis-Ansa¨tze zur Erstellung
a¨hnlicher Ressourceneinsatzpla¨ne aus Kapitel 9 in einer sequenziellen Vorgehensweise
bei der Planung von Umla¨ufen und Diensten dargestellt. Die sich dabei ergebenden
Mo¨glichkeiten fu¨r eine Beru¨cksichtigung von A¨hnlichkeitsaspekten sollen dann unter-
sucht werden hinsichtlich ihrer Eignung, kosteneffiziente und a¨hnliche Umlauf- bzw.
Dienstpla¨ne zu ermo¨glichen.
Dazu wird zuna¨chst in Abschnitt 10.1 das sequenzielle Umlauf- und Dienstpla-
nungsproblem fu¨r eine a¨hnliche Planung u¨ber mehrere Tage definiert und darauf
folgend in Abschnitt 10.2 das allgemeine Lo¨sungsschema fu¨r dieses Problem vorge-
stellt. Details zum Lo¨sungsschema sind in den Abschnitten 10.3 bis 10.6 beschrieben.
Das Kapitel schließt mit einer ersten Bewertung der Lo¨sungsmo¨glichkeiten von se-
quenziellen Umlauf- und Dienstplanungsproblemen mit A¨hnlichkeitszielen anhand
numerischer Ergebnisse in Abschnitt 10.7.
10.1 Problemdefinition – VSP-CSP-IT
Sequenzielle Umlauf- und Dienstplanungsprobleme mit A¨hnlichkeitszielen enthalten
die Umlaufplanungsprobleme mehrerer Tage und darauf aufbauend die Dienstpla-
nungsprobleme mehrerer Tage. Unter Einbeziehung von A¨hnlichkeitsaspekten kann
analog zur allgemeinen Problemdefinition in Abschnitt 9.1 das sequenzielle Umlauf-
und Dienstplanungsproblem mit unregelma¨ßigen Fahrten und Aufgaben von verschie-
denen Fahrpla¨nen (engl. sequential vehicle and crew scheduling problem with irregular
trips and tasks from various timetables, VSP-CSP-IT ) wie folgt in zwei Schritten de-
finiert werden:
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Im ersten Schritt ist fu¨r eine Menge von Fahrpla¨nen eines bestimmten Planungszeit-
raumes mit einer Menge von Servicefahrten, Leerfahrtmo¨glichkeiten zwischen Halte-
stellen, und Depots mit zugeordneten Fahrzeugtypen, eine Menge von Umlaufpla¨nen
zu finden, die zula¨ssig und kostenminimal sind, und zueinander a¨hnliche Dienstpla¨ne
ermo¨glichen.
Im zweiten Schritt ist fu¨r eine Menge von Umlaufpla¨nen eines bestimmten Pla-
nungszeitraumes mit einer Menge zu leistender Aufgaben, Ablo¨sepunkten und Trans-
fermo¨glichkeiten zwischen Haltestellen, eine Menge von Dienstpla¨nen zu finden, die
zula¨ssig, kostenminimal und mo¨glichst a¨hnlich zueinander sind.
Ziel des Problems ist dabei in erster Linie, anfallende Aufgaben so auf Dienst-
pla¨ne zu verteilen, dass diese Pla¨ne a¨hnlich zueinander sind. Dabei existieren un-
terschiedliche Mo¨glichkeiten, das Problem so zu lo¨sen, dass a¨hnliche Dienstpla¨ne fu¨r
unterschiedliche Tage gebildet werden.
10.2 Lo¨sungsschema fu¨r VSP-CSP-IT
Da in einer sequenziellen Planung die Dienstbildung auf bereits erstellten Umla¨ufen
aufbaut, besitzt diese Planungsvariante vergleichsweise geringe Freiheitsgrade bei der
Erstellung von (a¨hnlichen) Diensten (vgl. Abschnitt 2.2.1). Es ist daher sinnvoll,
bereits in der Umlaufplanung darauf zu achten, die Umla¨ufe so zu erstellen, dass
auch mo¨glichst a¨hnliche Dienste gebildet werden ko¨nnen.
Abbildung 10.1 skizziert das Lo¨sungsschema zu sequenziellen Umlauf- und Dienst-
planungsproblemen mit den in dieser Arbeit entwickelten Mo¨glichkeiten zur Einbe-
ziehung von A¨hnlichkeitszielen. Dabei besteht auf Umlaufplanungsebene zum einen
die Mo¨glichkeit, eine kostenoptimale Umlaufplanungslo¨sung mit mo¨glichst a¨hnlichen
Umla¨ufen zu erstellen. Zum anderen kann beim Lo¨sen von Umlaufplanungsproblemen
ein (geringer) Kostenzuwachs erlaubt werden, um noch a¨hnlichere Umla¨ufe zu bilden.
Basierend auf der Lo¨sung aus der Umlaufplanung werden Dienste unter Beru¨cksich-
tigung von A¨hnlichkeitskriterien gebildet.
Fu¨r die Fahrpla¨ne mehrerer Tage werden Umlaufplanungsprobleme (engl. vehicle
scheduling problems, VSPs) als Mehrgu¨ter-Minimalkosten-Fluss-Probleme auf Ba-
sis von Time-Space-Netzwerkmodellen formuliert (vgl. Abschnitte 6.1.1 und 6.2.1).
Nach Lo¨sen der Flussprobleme mit einem LP/MIP-Solver mu¨ssen die kostenoptima-
len Flu¨sse zur Erstellung von Umlaufpla¨nen in Pfade zerlegt werden, wobei jeder
Pfad einem Umlauf entspricht. Dabei werden die Flusslo¨sungen so zerlegt, dass die
enstehenden Pfade mo¨glichst a¨hnlich zueinander sind (A).
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Abbildung 10.1: Sequenzielle Umlauf- und Dienstbildung mit Einbeziehung von A¨hn-
lichkeitsaspekten wa¨hrend der Planung
Alternativ zu einer kostenoptimalen Lo¨sung werden basierend auf den Time-Space-
Netzwerkmodellen im Rahmen eines Column Generation-Verfahrens zula¨ssige und
a¨hnliche Umla¨ufe erzeugt. Bei dieser Alternative ko¨nnen im Vergleich zur kostenop-
timalen Lo¨sung Mehrkosten zugelassen werden, um a¨hnlichere Umla¨ufe zu erzeugen
(B).
Die ermittelten Umlaufpla¨nen bilden dann den Ausgangspunkt fu¨r die Dienstpla-
nung. Basierend auf den Umlaufpla¨nen werden Dienstplanungsprobleme (engl. crew
scheduling problems, CSPs) zur Abdeckung der in den Umlaufpla¨nen enthaltenen
Aufgaben als Set-Partitioning-Probleme formuliert und unter Einbeziehung von A¨hn-
lichkeitszielen mit einem Column Generation-Ansatz gelo¨st (C).
Auf die einzelnen Lo¨sungsschritte soll im weiteren Verlauf wie folgt eingegangen
werden: In Abschnitt 10.3 werden Mo¨glichkeiten zum Bilden von kostenoptimalen und
a¨hnlichen Umla¨ufen mittels einer globalen Dekomposition der ermittelten Flusslo¨sun-
gen entwickelt (siehe A). Abschnitt 10.4 beschreibt Mo¨glichkeiten zur Erstellung von
a¨hnlichen Umla¨ufen bei erlaubten Mehrkosten verglichen mit einer kostenoptimalen
Umlaufplanungslo¨sung (siehe B). In Abschnitt 10.5 wird (als eine Grundmethode fu¨r
A und B) das Erstellen von a¨hnlichen Umla¨ufen auf Basis von Umlaufblo¨cken vor-
gestellt. Das Bilden a¨hnlicher Dienste auf Basis der erstellten (a¨hnlichen) Umla¨ufe
wird in Abschnitt 10.6 erla¨utert (siehe C).
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Zur Modellierung von Umlaufplanungsproblemen wird die aggregierte Time-Space-
Netzwerk Struktur von [Kliewer et al., 2006b] genutzt (siehe Abschnitte 6.1.1 und
6.2.1). Ein Umlaufplanungsproblem wird als Mehrgu¨ter-Minimalkosten-Fluss-Pro-
blem modelliert mit einer Netzwerkschicht pro Depot-Fahrzeugtyp-Kombination. Je-
de Netzwerkschicht entha¨lt mo¨gliche Fahrzeugaktivita¨ten, die als Kanten zwischen
Time-Space Knoten modelliert sind. Die Time-Space Knoten entsprechen mo¨glichen
Abfahrten und Anku¨nften an einer Haltestelle bzw. einem Depot. Statt alle mo¨gli-
chen Paare kompatibler Servicefahrten – also Fahrten, die nacheinander von einem
Fahrzeug ausgefu¨hrt werden ko¨nnen – mit explitzen Kanten zu beru¨cksichtigen, wer-
den mo¨gliche Verbindungen zwischen Gruppen von kompatiblen Fahrten aggregiert.
Kompatible Fahrten sind also implizit u¨ber Pfade durch das Netzwerk miteinander
verbunden.
Innerhalb der Time-Space-Netzwerk Struktur repra¨sentiert eine kostenoptimale
Flusslo¨sung eine Menge an kostenoptimalen Umlaufpla¨nen. Um aus der Flusslo¨sung
Umla¨ufe fu¨r einen Umlaufplan zu bestimmen, muss die Lo¨sung in disjunkte Pfade
zerlegt werden, wobei jeder Pfad einem Umlauf entspricht. [Kliewer, 2005] beschreibt
unterschiedliche Strategien zur Zerlegung des Netzwerkflusses in Pfade. Unterschie-
den wird zwischen lokalen Dekompositionsstrategien, die Flusseinheiten an einzelnen
Haltestellen bzw. Time-Space Knoten miteinander verknu¨pfen und einer globalen De-
kompositionsstrategie. Abbildung 10.2 zeigt zwei Beispiele fu¨r die lokale Dekomposi-















Abbildung 10.2: Lokale Dekomposition eines Flusses nach FIFO, First In First Out
und LIFO, Last In First Out nach [Kliewer, 2005]
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die Verknu¨pfungsmo¨glichkeiten innerhalb des gesamten Netzwerkes betrachtet, in-
dem der Fluss durch Lo¨sen eines Set-Partitioning-Problems zerlegt wird. Dabei muss
der Fluss so auf Spalten bzw. Umla¨ufe verteilt werden, dass der gesamte Fluss in
den ausgewa¨hlten Spalten abgedeckt ist, und das formulierte Ziel bestmo¨glich erfu¨llt
ist. D.h. es wird aus allen mo¨glichen Umlaufpla¨nen der Plan ausgewa¨hlt, der das im
Set-Partitioning-Problem formulierte Ziel am besten erfu¨llt. Bei [Kliewer, 2005] ist
das Ziel, Umla¨ufe mit mo¨glichst wenig Linienwechseln zu erhalten.
Ziel dieser Arbeit sind a¨hnliche Pla¨ne fu¨r mehrere Tage. Dazu sollten aus der
Lo¨sungsmenge die Umlaufpla¨ne ausgewa¨hlt werden, die a¨hnlich zueinander sind.
Um dies leisten zu ko¨nnen, mu¨ssen bei der Flussdekomposition nicht nur alle Ver-
knu¨pfungsmo¨glichkeiten innerhalb der Netzwerkrepra¨sentation eines Umlaufplanungs-
problems beru¨cksichtigt werden, sondern auch die Verknu¨pfungsmo¨glichkeiten in den
Umlaufplanungsnetzwerken anderer Tage. Es muss also eine globale Dekompositions-
strategie u¨ber alle Verknu¨pfungsmo¨glichkeiten mehrerer Netzwerke entwickelt wer-
den. Neu fu¨r eine globale Flussdekomposition ist also nicht nur das Ziel
”
A¨hnlichkeit“,
sondern auch die netzwerku¨bergreifende globale Zerlegung des Lo¨sungsflusses.
Abbildung 10.3 zeigt ein Beispiel fu¨r eine globale Flussdekomposition des kosten-
optimalen Netzwerkflusses an zwei Tagen. Im Beispiel werden an beiden Tagen die
regelma¨ßigen Servicefahrten 1, 2 und 3 ausgefu¨hrt. Am zweiten Tag muss zusa¨tzlich
eine unregelma¨ßige Fahrt 4 bedient werden. Fu¨r den ersten Tag existiert eine Mo¨glich-
keit, den kostenoptimalen Fluss in Pfade, d.h. in Umla¨ufe zu zerlegen: Ein Umlauf u1,
der Servicefahrt 1 entha¨lt, und ein Umlauf u2, der Servicefahrten 2 und 3 bedient. Fu¨r
den zweiten Tag gibt es zwei Mo¨glichkeiten zur Dekomposition des Netzwerkflusses:
Entweder werden in einem Umlauf u1 die Fahrten 1 und 3 ausgefu¨hrt und in einem
zweiten Umlauf u2 die Fahrten 2 und 4. Oder der Umlauf u1 entha¨lt die Fahrten 1
und 4, wa¨hrend Umlauf u2 die Fahrten 2 und 3 bedient. Offensichtlich liefert hier
die zweite Flussdekomposition fu¨r den zweiten Tag eine Lo¨sung, die a¨hnlicher zu den
Umla¨ufen des ersten Tages ist.
Nachfolgend werden Ansa¨tze fu¨r eine globale netzwerku¨bergreifende Flussdekom-
position mit A¨hnlichkeitszielen entwickelt (vgl. Vorgehen A im Lo¨sungsschema zum
VSP-CSP-IT in Abbildung 10.1). Die Entwicklung entsprechender Modelle basiert
dabei auf dem in Abschnitt 9.2 beschriebenen Basis-Konzept zur Erstellung von a¨hn-
lichen Ressourceneinsatpla¨nen anhand eines Referenzplans sowie dem in Abschnitt
9.3.2 dargestellten Konzept zur Planung mit regelma¨ßigen Mustern. Bei der Fluss-
dekomposition kann dann in den genutzten Modellen ein Kostenziel entfallen. Da
die Kosten schon durch die Flusslo¨sung vorgegeben sind und bei der Dekomposition
des Lo¨sungsflusses keine Rolle mehr spielen, mu¨ssen die Modelle lediglich noch ein


































Abbildung 10.3: Mo¨glichkeiten zur Bestimmung von a¨hnlichen Umla¨ufen bei einer
globalen Flussdekomposition u¨ber mehrere Netzwerke nach [Amberg
et al., 2011]
A¨hnlichkeitsziel enthalten. Die Modelle sollten jeweils mit einem Column Generation-
Ansatz gelo¨st werden, da die Anzahl mo¨glicher Pfade/Umla¨ufe in der Flusslo¨sung
schon bei kleineren Planungsproblemen extrem hoch ist.
In Abschnitt 10.3.1 wird die Umsetzung einer globalen Flussdekomposition u¨ber
mehrere Netzwerke mittels Referenzplan genauer erla¨utert. Abschnitt 10.3.2 behan-
delt eine globale Flussdekomposition u¨ber mehrere Netzwerke durch regelma¨ßige
(Fahrten-)Muster.
10.3.1 Flussdekomposition auf Basis von RSP-IT-RS
Voraussetzung fu¨r eine globale Flussdekompositionen u¨ber mehrere Umlaufplanungs-
netzwerke auf Basis eines Referenzplanes ist ein erstellter Referenzplan, an dem die
Dekomposition des Lo¨sungsflusses der Umlaufplanungsprobleme verschiedener Tage
ausgerichtet werden kann. Fu¨r Details u¨ber die Bestimmung eines geeigneten Refe-
renzplanes sei auf Abschnitt 9.2.1 verwiesen. Modellierung und Lo¨sungsansatz fu¨r
eine globale Flussdekomposition sind nachfolgend beschrieben.
Modellierung
Im Gegensatz zu Modell RSP-IT-RS (siehe Formulierung (9.5)-(9.9)) entfa¨llt beim
Modell zur Bestimmung einer globalen Flussdekomposition mit einem Referenzplan
die elastische Restriktion (9.6), die die Kosten beschra¨nkt. Sie kann entfallen, da die
10.3 Bilden von kostenoptimalen, a¨hnlichen Umlaufpla¨nen 241
Kosten bereits feststehen und nicht bei der Zerlegung des Flusses in Pfade beru¨ck-
sichtigt werden mu¨ssen.
Die globale Dekomposition des Lo¨sungsflusses erfolgt je Netzwerkschicht. Wie u.a.
in Abschnitt 6.1.1 beschrieben, wird im zugrunde liegenden Netzwerkmodell fu¨r die
Umlaufplanung jede Kombination aus Depot und Fahrzeugtyp durch eine Netzwerk-
schicht repra¨sentiert, die als Kanten die mo¨glichen Fahrzeugaktivita¨ten entha¨lt, die
von der Kombination durchgefu¨hrt werden ko¨nnen, und als Knoten mo¨gliche Ab-
fahrten und Anku¨nfte an einer Haltestelle bzw. Depot. Da ein Umlauf einen Pfad
innerhalb einer einzelnen Netzwerkschicht darstellt und nicht u¨ber mehrere Schich-
ten wechselt, kann der Lo¨sungsfluss je Netzwerkschicht in Pfade zerlegt werden.
Mathematisch kann das Modell zur globalen Flussdekomposition einer Netzwerk-
schicht mit einem Referenzplan dann wie folgt beschrieben werden. Sei D = {1, ...n}
die Menge aller Kombinationen aus Depot und Fahrzeugtyp. Je Netzwerkschicht
d ∈ D ist ein Umlaufplanungsnetzwerk Gd = (Nd, Ad) definiert, mit der Knoten-
menge Nd und der Kantenmenge Ad. Der Lo¨sungfluss auf einer Kante (i, j) ∈ Ad mit
i, j ∈ Nd sei durch bdij ausgedru¨ckt. Fu¨r die Zerlegung des Flusses muss nur der Teil
des Umlaufplanungsnetzwerkes Gd betrachtet werden, auf welchem ein Lo¨sungsfluss
vorhanden ist. Das sind alle Kanten (i, j) ∈ AdB ⊆ Ad mit bdij > 0 und alle Knoten
i ∈ NdB ⊆ Nd mit {j : (j, i) ∈ AdB} 6= ∅ bzw. {j : (i, j) ∈ AdB} 6= ∅.
Fu¨r einen Umlauf sind in erster Linie die Fahrzeugaktivita¨ten außerhalb des Depots
entscheidend. Die globale Flussdekomposition wird dahingehend vereinfacht, dass nur
Aktivita¨ten außerhalb des Depots beru¨cksichtigt werden. Warten innerhalb des De-
pots und der Fluss auf der Zirkulationsflusskante muss nicht einbezogen werden.
Dadurch wird die Anzahl mo¨glicher Pfade aus der Flusslo¨sung deutlich reduziert.
An den Kosten der Lo¨sung a¨ndert sich aber nach wie vor nichts. Eine z.B. mini-
mal ermittelte Fahrzeuganzahl wird also nicht erho¨ht. Auch bei den verwendeten
A¨hnlichkeitsmaßen gibt es durch die Pfadreduzierungen keine Einschra¨nkungen im
Lo¨sungsraum (vgl. A¨hnlichkeitsmaße in Abschnitt 8.3.2).
Sei A˜d ⊂ Ad die Menge aller Kanten, die Fahrzeugaktivita¨ten außerhalb des Depots
beschreiben, d.h. alle Kanten des Umlaufplanungsnetzwerkes Gd ohne Wartekanten
im Depot und ohne Zirkulationsflusskante. Dann sei A˜dB = A˜
d ∩ AdB die Menge aller
Kanten bei denen Fahrzeugaktivita¨ten außerhalb des Depots mit einem Lo¨sungsfluss
belegt sind. Fu¨r die globale Flussdekomposition einer Netzwerkschicht ist also der





Bina¨re Entscheidungsvariablen xdk fu¨r die Umla¨ufe mit k ∈ Kd und zugeordne-
ten Zielfunktionskoeffizienten adk geben an, ob Umlauf k fu¨r die Lo¨sung ausgewa¨hlt
wird oder nicht. Dabei sei Kd die Menge aller mo¨glichen Umla¨ufe fu¨r den gegebe-
242 Kapitel 10 Sequenzielle Umlauf- und Dienstplanungsprobleme mit A¨hnlichkeitszielen
nen Lo¨sungsfluss und adk die Distanz des Umlaufs zum gegebenen Referenzplan. Alle
Umla¨ufe, die Kante (i, j) ∈ Ad enthalten, seien durch die Menge Kd(i, j) definiert.
Dann wird das Flussdekompositionsproblem zur Erstellung von a¨hnlichen Umla¨ufen












ij ∀(i, j) ∈ A˜dB (10.2)
xdk ∈ {0, 1} ∀k ∈ Kd (10.3)
Die Zielfunktion (10.1) minimiert die Distanz zum gegebenen Referenzplan. Flussab-
deckungsbedingungen (10.2) stellen sicher, dass in der dekomponierten Flusslo¨sung
jede durch eine Kante repra¨sentierte Fahrt genau so oft ausgefu¨hrt wird wie beno¨tigt.
Column Generation-Lo¨sungsansatz
Die Mo¨glichkeiten aus einer Flusslo¨sung Pfade zu generieren, sind schon bei den
Netzwerkrepra¨sentationen kleiner Umlaufplanungsprobleme zu groß, um alle mo¨gli-
chen Pfade zu enumerieren. Zur Lo¨sung des Modells (10.1)-(10.3) bietet sich daher ein
Column Generation-basierter Ansatz an, bei welchem alle mo¨glichen Pfade implizit
betrachtet werden.
Um eine bekannte Problematik beim Lo¨sen von Umlaufplanungsproblemen mit Co-
lumn Generation zu umgehen, die u.a. bei [Benchimol et al., 2012] festgehalten ist,
werden keine (Tages-)Umla¨ufe erstellt, sondern Umlaufblo¨cke, d.h. Pfade, die mit ei-
ner Ausru¨ckfahrt starten und bei der ersten Einru¨ckfahrt beendet sind. Diese Pfade
werden nach Lo¨sen des Modells in einem weiteren Schritt zu Tagesumla¨ufen zusam-
mengesetzt. So wird vermieden, dass das Bilden langer Pfade im Column Generation
Pricing zu einer schlechten Konvergenz des Verfahrens fu¨hren kann.
Algorithmus 10.3.1 fasst das Vorgehen bei der globalen Flussdekomposition mit
Hilfe eines Referenzplans fu¨r die Fahrpla¨ne mehrerer Tage zusammen. Fu¨r eine ver-
einfachte Notation wird auf eine Unterscheidung der einzelnen Netzwerkschichten
d ∈ D und mo¨glichen Umlaufblo¨cken Kd verzichtet und die allgemeinere Bezeich-
nung K verwendet.
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Algorithmus 10.3.1 : Globale Flussdekomposition u¨ber die Umlaufplanungs-
netzwerke mehrerer Tage bei Nutzung eines Referenzplans
(Schritt 0) Bestimme Flusslo¨sung fu¨r Tage L
Lo¨se MDVSP fu¨r jeden Tag l ∈ L
und speichere Flusslo¨sung xl∗.
Fu¨r jeden Tag l ∈ L bestimme a¨hnliche Umlaufblo¨cke auf der Flusslo¨sung xl∗:
(Schritt 1) Initialisierung
Zerlege Flusslo¨sung xl∗ lokal in Umlaufblo¨cke.
Nimm Umlaufblo¨cke als initiale Spaltenmenge K l′.
Setze i = 0.
(Schritt 2) Lo¨se (beschra¨nktes) Master-Problem
Lo¨se LP-Relaxation mit aktueller Spaltenmenge K ′.
Speichere Zielfunktionswert zlp und Dualwerte µ.
(Schritt 3) Lo¨se Pricing-Problem
Erstelle neue Spalten/Umlaufblo¨cke K ′′ mit negativen
reduzierten Kosten.
Falls |K ′′| = 0 gehe zu Schritt 6.
(Schritt 4) Fu¨hre Spaltenmanagement durch
Fu¨ge neue Spalten zum Master hinzu: K ′ := K ′ ∪K ′′.
Falls |K ′| ≥ Kmax lo¨sche Spalten mit hohen positiven
reduzierten Kosten von K ′.
(Schritt 5) Pru¨fe Abbruchkriterien
Gehe zu Schritt 6, falls eins folgender Kriterien erfu¨llt ist:
i ≥ imax
Keine signifikante Verbesserung von zlp
Andernfalls setze i = i + 1 und gehe zu Schritt 2.
(Schritt 6) Bestimme eine ganzzahlige Lo¨sung
Lo¨se Modell (10.1)-(10.3) mit aktueller Spaltenmenge K ′.
Speichere die ausgewa¨hlten Umlaufblo¨cke.
(Schritt 7) Bilde zula¨ssige Umlaufpla¨ne
Bilde fu¨r alle Tage l ∈ L a¨hnliche Umla¨ufe aus den
ermittelten Umlaufblo¨cken.
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Ausgangssituation sind die Flusslo¨sungen zu den als MDVSP formulierten Um-
laufplanungsproblemen der Tage L (Schritt 0). Diese Tage ko¨nnen bei Nutzung eines
Referenzplans dann zuna¨chst einzeln bearbeitet werden.
Fu¨r die Flusslo¨sungen werden dann je Tag l ∈ L a¨hnliche Umlaufblo¨cke bestimmt
(Schritt 1-6). Um eine initiale Spaltenmenge K ′ ⊂ K fu¨r das Master-Problem eines
Tages zu bekommen, wird die gegebene Flusslo¨sung nach [Kliewer, 2005] lokal in
Umla¨ufe dekomponiert. Das (beschra¨nkte) Master-Problem wird als LP-Relaxation
mit einem LP-Solver gelo¨st. Die Dualwerte µ der Flussabdeckungsbedingungen (10.2)
aus der Lo¨sung des Master-Problems werden dazu genutzt, im Column Generation
Pricing die Umla¨ufe/ Umlaufblo¨cke zu finden, die den aktuellen Zielfunktionswert –
die Distanz zum Referenzplan – verbessern ko¨nnen.
Um das Verfahren zu beschleunigen, wird dabei pro Iteration nicht nur im Sin-
ne eines Dantzig-Pricings der Umlauf bzw. Umlaufblock mit den besten reduzierten
Kosten gesucht, sondern mehrere Umlaufblo¨cke im Sinne eines Multiple-Pricings : Um-
laufblo¨cke k ∈ K ′′ ⊂ K mit a¯k = ak −
∑
{(i,j)∈k(i,j)} µij < 0. Dabei sei mit k(i, j) die
Menge aller Kanten bezeichnet, die Umlaufblock k von der oben definierten Kanten-
menge A˜B beinhaltet, also von allen Kanten, auf denen ein Fluss fließt und die Fahr-
zeugaktivita¨ten außerhalb der Depots darstellen. Zur Bestimmung solcher (zula¨ssi-
gen) Umlaufblo¨cke wird je Netzwerkschicht basierend auf dem fu¨r die Flusslo¨sung re-
levanten Teil G˜B des Umlaufplanungsnetzwerkes G ein Umlaufgenerierungsnetzwerk
aufgestellt. Im Umlaufgenerierungsnetzwerk sind zusa¨tzlich zum Basis-Netzwerk ein
Quellknoten und ein Senkeknoten sowie zusa¨tzliche Kanten eingefu¨gt. Diese zusa¨tz-
lichen Kanten modellieren den Beginn bzw. das Ende eines Umlaufblockes. Sie ver-
binden den Quellknoten mit allen Time-Space-Knoten auf der Depot-Zeitlinie, von
denen mindestens eine Ausru¨ckfahrtkante ausgeht. Analog dazu werden alle Time-
Space-Knoten auf der Depot-Zeitlinie mit dem Senkeknoten verbunden, in die min-
destens eine Einru¨ckfahrtkante eingeht. Jeder Pfad von Quellknoten zu Senkeknoten
beschreibt dann einen Umlaufblock.
Die reduzierten Kosten eines Umlaufblockes setzen sich dabei aus kanten- und
pfadabha¨ngigen (reduzierten) Kosten zusammen. Zum einen mu¨ssen die Dualwerte
µij der Kanten (i, j) ∈ A˜B entlang des Pfades beru¨cksichtigt werden. Zum anderen
ist der Distanzwert zu beru¨cksichtigen, der nicht direkt auf den Kanten abgebildet
werden kann, da er abha¨ngig von den bedienten Fahrtensequenzen ist (zum gewa¨hlten
Distanzmaß siehe 8.11). Daher kann das Pricing-Problem nicht als einfaches Minimal-
Kostenfluss-Problem mit z.B. einem MIP-Solver gelo¨st werden.
Als Pricing-Problem werden ressourcenbeschra¨nkte Ku¨rzeste-Wege-Probleme mit
der Ressource
”
Anzahl bedienter Servicefahrten“ formuliert, in welchen auf jedem
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zula¨ssigen Pfad mindestens eine Servicefahrt bedient werden muss. Die Probleme wer-
den mit dem in Abschnitt 9.2.3 beschriebenen Algorithmus 9.2.1 auf Basis Dynami-
scher Programmierung gelo¨st. Werden vom Algorithmus mehrere Umla¨ufe mit negati-
ven reduzierten Kosten gesucht, wird zur Diversifikation der erstellten Umla¨ufe/Spal-
ten das in Abschnitt 6.2.4 vorgestellte Label Categorizing-Verfahren genutzt.
Ganzzahlige Lo¨sungen werden in diesem Column Generation-Verfahren mit einem
MIP-Solver ermittelt.
Wenn fu¨r jeden Tag zum Referenzplan a¨hnliche Umlaufblo¨cke bestimmt sind, ko¨nnen
die Umlaufblo¨cke der einzelnen Tage zu Tagesumla¨ufen zusammengestellt werden. Je
nach Vorgehensweise ko¨nnen die Lo¨sungen der einzelnen Tage dabei einzeln oder zu-
sammen betrachtet werden. Die Mo¨glichkeiten zur Vorgehensweise sind in Abschnitt
10.5 genauer erla¨utert.
10.3.2 Flussdekomposition auf Basis von S-RSP-IT-RP
Fu¨r eine globale Flussdekomposition, die auf Basis sich wiederholender (Fahrten-
)Muster a¨hnliche Pfade in den Lo¨sungsflu¨ssen verschiedener Netzwerke generiert,
mu¨ssen geeignete (Fahrten-)Muster bestimmt werden. Eine generelle Bestimmung ge-
eigneter Muster wurde bereits in Abschnitt 9.3.4 beschrieben. Erga¨nzend dazu werden
nur die Fahrtenverbindungen beru¨cksichtigt, die im gegebenen Lo¨sungsfluss mo¨glich
sind. Modellierung und Lo¨sungsansatz fu¨r eine globale Flussdekomposition mit Hilfe
sich wiederholender (Fahrten-)Muster in den Planungsproblemen mehrerer Tage sind
nachfolgend genauer erla¨utert.
Modellierung
Im Gegensatz zur im vorherigen Abschnitt 10.3.1 beschriebenen Vorgehensweise bei
einer globalen Flussdekomposition je Planungsproblem mit Hilfe eines Referenzplans
werden bei einer planungsproblemu¨bergreifenden globalen Flussdekomposition die
Lo¨sungsflu¨sse der Umlaufplanungsprobleme mehrerer Tage gleichzeitig betrachtet.
Die gleichzeitige Betrachtung erfolgt dabei aber ebenso jeweils fu¨r eine Netzwerk-
schicht, da ein Umlauf bzw. Umlaufblock einen Pfad innerhalb einer einzelnen Netz-
werkschicht darstellt und nicht u¨ber mehrere Netzwerkschichten verla¨uft. Im Mo-
dell werden also gleichzeitig Teile von Umlaufplanungsnetzwerken verschiedener Tage
beru¨cksichtigt.
Im Vergleich zu Modell S-RSP-IT-RP (siehe Formulierung (9.17)-(9.22)) a¨ndert
sich beim mathematischen Modell zur globalen Dekomposition der Lo¨sungsflu¨sse
mehrerer Tage lediglich die Definition der Fahrtenabdeckungsbedingung (9.18). Fu¨r
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die beru¨cksichtigten Tage L = {1, 2, ...,m} einer Netzwerkschicht d ∈ D sei G˜l,dB =
(N l,dB , A˜
l,d
B ) der wie im vorherigen Abschnitt definierte, fu¨r die Flussdekomposition re-
levante Teil des jeweiligen Umlaufplanungsnetzwerkes Gl,d. Die Flusslo¨sung auf einer
Kante (i, j) ∈ Al,d sei durch bl,dij beschrieben.
Fu¨r Umla¨ufe bzw. Umlaufblo¨cke k ∈ K l,d sind Bina¨rvariablen xlk definiert, die
anzeigen, ob ein Umlauf k in der Lo¨sung ausgewa¨hlt ist oder nicht. Dabei bezeich-
net K l,d die Menge aller mo¨glichen Umla¨ufe fu¨r Netzwerkschicht d ∈ D des Tages
l ∈ L. Außerdem sei K l,d(i, j) ⊂ K l,d die Menge aller Umla¨ufe, die die Fahrzeugak-
tivita¨t enthalten, die durch Kante (i, j) ∈ Al,d repra¨sentiert wird. Die neu formulier-
ten Fahrtenabdeckungsbedingungen fu¨r das Modell zur globalen Dekomposition des







ij ∀l ∈ L,∀(i, j) ∈ A˜l,dB (10.4)
Die Fahrtenabdeckungsbedingungen (10.4) garantieren, dass jede durch eine Kante
im Lo¨sungsfluss repra¨sentierte Fahrt so oft in der Lo¨sung vorkommt, wie durch den
Fluss vorgegeben ist.
Fu¨r die in (9.17) definierte Zielfunktion gilt außerdem, dass die Kosten f lk eines
Umlaufs k ∈ K l des Tages l ∈ L jeweils 0 betragen. Da die Kosten des (kosten-
optimalen) Umlaufplans bereits durch den Lo¨sungsfluss vorgegeben sind, mu¨ssen sie
nicht mehr bei der Dekomposition des Flusses in Umla¨ufe beru¨cksichtigt werden.
Column Generation-Lo¨sungsansatz
Die Mo¨glichkeiten aus einer Flusslo¨sung Pfade zu generieren, sind schon bei den Um-
laufplanungsnetzwerken kleiner Planungsprobleme zu groß, um alle mo¨glichen Pfade
zu enumerieren. Analog zu Modell (10.1)-(10.3) bietet sich daher fu¨r obiges Modell mit
der modifizierten Fahrten-/Flussabdeckungsbedingung (10.4) eine implizite Beru¨ck-
sichtigung aller mo¨glichen Pfade durch einen Column Generation-basierten Ansatz
an.
Dabei werden Pfade nicht als (Tages-)Umla¨ufe bestimmt, sondern als Umlauf-
blo¨cke, also als Pfade, die mit einer Ausru¨ckfahrt starten und beim ersten Wieder-
Einru¨cken beendet sind. Nachdem das Modell mit den Umlaufblo¨cken gelo¨st ist, wer-
den diese im na¨chsten Schritt zu Tagesumla¨ufen zusammengesetzt. Wie in Abschnitt
10.3.1 bereits gesagt wurde, wird so die Problematik umgangen, dass beim Lo¨sen
von Umlaufplanungsproblemen mit Column Generation das Bilden langer Pfade zu
”
schlechten“ Dualwerten bzw. einer schlechten Konvergenz des Verfahrens fu¨hren
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kann. Das Bilden von (a¨hnlichen) Umla¨ufen basierend auf den ermittelten Umlauf-
blo¨cken wird in Abschnitt 10.5 genauer erla¨utert.
Algorithmus 10.3.2 zeigt zusammenfassend das Vorgehen bei der globalen Flussde-
komposition mit Hilfe von regelma¨ßigen Mustern fu¨r die Fahrpla¨ne mehrerer Tage. Die
Gemeinsamkeiten und Unterschiede zum in Abschnitt 10.3.1 beschriebenen Vorgehen
bei Nutzung eines Referenzplans sind nachfolgend aufgefu¨hrt. Bei der Notation wird
zur Vereinfachung auf eine Unterscheidung der einzelnen Netzwerkschichten d ∈ D
und mo¨glichen Umlaufblo¨cken K l,d der Tage l ∈ L verzichtet und die allgemeinere
Bezeichnung K genutzt.
Der gro¨ßte Unterschied liegt in der gemeinsamen Bearbeitung der Netzwerkfluss-
lo¨sungen unterschiedlicher Tage. Gegeben sind die Flusslo¨sungen der Umlaufpla-
nungsprobleme aller Tage L. Aus diesen lassen sich r-regelma¨ßige Sequenzen mo¨gli-
cher Fahrtenmuster bestimmen, also Fahrtenmuster mit Fahrten, die an mindestens
r aller |L| Tage in den Flusslo¨sungen zu finden sind (Schritt 0).
U¨ber Bonuswerte fu¨r gemeinsam genutzte Fahrtenmuster werden dann a¨hnliche
Umlaufblo¨cke fu¨r alle Tage L ermittelt (Schritt 1-6). Dabei werden wie bei Nut-
zung eines Referenzplans die initialen Spalten K ′ ⊂ K fu¨r das Master-Problem
durch eine lokale Dekomposition der Flusslo¨sungen der einzelnen Tage generiert. Das
(beschra¨nkte) Master-Problem wird als LP-Relaxation gelo¨st und die Dualwerte µ
der Fahrten- bzw. Flussabdeckungsbedingungen (10.4) sowie die Dualwerte ν der
Muster-Kopplungsbedingungen (9.19) werden verwendet, um in den Column Gene-
ration Pricing-Problemen Umlaufblo¨cke zu finden, die den aktuellen Zielfunktionswert
– den Bonus fu¨r gemeinsam genutzte Fahrtenmuster – verbessern.
Die Umlauf- bzw. Umlaufblockgenerierungsnetzwerke sind dabei aufgebaut wie in
Abschnitt 10.3.1 beschrieben und die reduzierten Kosten eines Umlaufblocks setzen
sich aus kanten- und pfadabha¨ngigen (reduzierten) Kosten zusammen. Die Dualwerte
µ auf den Kanten eines Pfades sind zu beru¨cksichtigen, sowie die pfadabha¨ngigen
Dualwerte ν der genutzten Muster.
Die Pricing-Probleme werden dann als ressourcenbeschra¨nkte Ku¨rzeste-Wege-Pro-
bleme mit der Ressourcen
”
Anzahl bedienter Servicefahrten“ gelo¨st, bei welchen jeder
zula¨ssige Pfad mindestens eine Servicefahrt enthalten muss. Verwendet wird dazu der
in Abschnitt 9.3.3 beschriebene Algorithmus 9.3.2 auf Basis Dynamischer Program-
mierung, der Muster aus Fahrtensequenzen auf (Teil-)Pfaden der Netzwerke beru¨ck-
sichtigt. Um bei einem Multiple-Pricing die je Column Generation Pricing-Schritt
erstellten Spalten zu diversifizieren, wird wie bei der Nutzung eines Referenzplans
zusa¨tzlich das in Abschnitt 6.2.4 erla¨uterte Label-Categorizing-Verfahren verwendet.
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Algorithmus 10.3.2 : Globale Flussdekomposition u¨ber die Umlaufplanungs-
netzwerke mehrerer Tage mit Hilfe von regelma¨ßigen Mustern
(Schritt 0) Bestimme Flusslo¨sung und Muster fu¨r Tage L
Lo¨se MDVSP fu¨r jeden Tag l ∈ L
und speichere Flusslo¨sung xl∗.
Bestimme mo¨gliche Muster P aus den Flusslo¨sungen.
(Schritt 1) Initialisierung
Zerlege Flusslo¨sung xl∗ fu¨r jeden Tag l ∈ L lokal in Umlaufblo¨cke.
Nimm Umlaufblo¨cke als initiale Spaltenmenge K ′.
Setze i = 0.
(Schritt 2) Lo¨se (beschra¨nktes) Master-Problem
Lo¨se LP-Relaxation mit aktueller Spaltenmenge K ′.
Speichere Zielfunktionswert zlp, sowie Dualwerte µ und ν.
(Schritt 3) Lo¨se Pricing-Problem
Erstelle neue Spalten/Umlaufblo¨cke K ′′ mit negativen
reduzierten Kosten.
Falls |K ′′| = 0 gehe zu Schritt 6.
(Schritt 4) Fu¨hre Spaltenmanagement durch
Fu¨ge neue Spalten zum Master hinzu: K ′ := K ′ ∪K ′′.
Falls |K ′| ≥ Kmax lo¨sche Spalten mit hohen positiven
reduzierten Kosten von K ′.
(Schritt 5) Pru¨fe Abbruchkriterien
Gehe zu Schritt 6, falls eins folgender Kriterien erfu¨llt ist:
i ≥ imax
Keine signifikante Verbesserung von zlp
Andernfalls setze i = i + 1 und gehe zu Schritt 2.
(Schritt 6) Bestimme eine ganzzahlige Lo¨sung
Lo¨se Modell (9.17),(10.4),(9.19)-(9.22) mit aktueller Spaltenmenge
K ′.
Speichere die ausgewa¨hlten Umlaufblo¨cke.
(Schritt 7) Bilde zula¨ssige Umlaufpla¨ne
Bilde fu¨r alle Tage l ∈ L a¨hnliche Umla¨ufe aus den
ermittelten Umlaufblo¨cken.
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Da die Pricing-Probleme je Netzwerkschicht d ∈ D und je Tag l ∈ L unabha¨ngig
voneinander sind, ko¨nnen nicht nur die Pricing-Probleme je Netzwerkschicht, son-
dern zusa¨tzliche auch die unterschiedlichen Tage parallel auf mehreren Threads ver-
teilt gelo¨st werden. So kann die Gesamt-Rechenzeit je nach Anzahl zur Verfu¨gung
stehender Threads deutlich reduziert werden (ein a¨hnliches Beispiel fu¨r eine solche
Rechenzeitreduktion findet sich in Abbildung 6.3 in Abschnitt 6.2.5).
Ganzzahlige Lo¨sungen ko¨nnen mit einem MIP-Solver bestimmt werden, indem das
Modell mit der aktuellen Spaltenmenge bzw. der aktuellen Menge an Umlaufblo¨cken
gelo¨st wird.
Nachdem die a¨hnlichen Umlaufblo¨cke ermittelt sind, ko¨nnen aus den Blo¨cken der
einzelnen Tage Tagesumla¨ufe gebildet werden. Fu¨r die Vorgehensweise dabei sei auf
Abschnitt 10.5 verwiesen.
10.4 Bilden von a¨hnlichen Umlaufpla¨nen mit
erlaubten Mehrkosten
Im vorherigen Abschnitt wurde beschrieben, wie bei einer kostenoptimalen Um-
laufplanung fu¨r mehrere Tage a¨hnliche Umla¨ufe gebildet werden ko¨nnen. Womit
zu den in der Literatur bekannten Qualita¨tskriterien beim Bilden von (kostenop-
timalen) Umla¨ufen wie Linienreinheit bei z.B. [Kliewer, 2005] oder Sto¨rungstoleranz
bei [Amberg, 2014] die A¨hnlichkeit als weiteres Qualita¨tskriterium beim Erstellen von
Umla¨ufen vorgestellt wurde. Beim Planen von Umla¨ufen ist generell das Hauptziel
eines Verkehrsunternehmens, die Kosten so gering wie mo¨glich zu halten. Die Bereit-
schaft, deutlich ho¨here Mehrkosten im Vergleich zu einer kostenoptimalen Lo¨sung zu
tragen, um a¨hnlichere Umla¨ufe zu bekommen, ist also nicht gegeben.
Es stellt sich aber die Frage, bis zu welchem Grad die A¨hnlichkeit der Umla¨ufe ver-
bessert werden kann, wenn (geringe) Mehrkosten beim Bilden der Umla¨ufe erlaubt
sind. Dies ist insbesondere fu¨r die bei einer sequenziellen Planung von Umla¨ufen und
Diensten nachfolgende Dienstplanung von Interesse. Dort ist durch die vorher festge-
legten Umla¨ufe die Flexibilita¨t beim Planen von (a¨hnlichen) Diensten eingeschra¨nkt,
sodass die Vermutung nahe liegt, dass mehr A¨hnlichkeit in den Umla¨ufen zu mehr
A¨hnlichkeit bei den Diensten fu¨hren kann. Um dies zu untersuchen, wird in diesem





Maximiere A¨hnlichkeit“ formuliert (vgl. Vorge-
hen B im Lo¨sungsschema zum VSP-CSP-IT in Abbildung 10.1).
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Zum Lo¨sen dieser Formulierung werden in den Abschnitten 10.4.1 und 10.4.2
Lo¨sungsansa¨tze vorgestellt, die auf den umgesetzten Basis-A¨hnlichkeitskonzepten aus
Abschnitt 9.2 und 9.3 basieren, also der Beru¨cksichtigung von A¨hnlichkeitszielen mit
Hilfe eines Referenzplans und mit Hilfe von regelma¨ßigen Mustern.
10.4.1 Umlaufplanung auf Basis von RSP-IT-RS
Fu¨r eine bi-kriterielle Ressourceneinsatzplanung mit den Zielen Kosteneffizienz und
A¨hnlichkeit wurde in Abschnitt 9.2.2 das Basis-Modell RSP-IT-RS (siehe Formu-
lierung (9.5)-(9.9)) vorgestellt. In diesem wird die Distanz der Ressourceneinsa¨tze
zu einem gegebenen Referenzplan minimiert, wa¨hrend eine (elastische) Restrikti-
on den dafu¨r erlaubten Kostenrahmen vorgibt. Das Modell ist als Set-Partitioning-
Problem formuliert, in welchem die Ressourceneinsa¨tze den Variablen bzw. den Spal-
ten entsprechen und alle Fahrten/Aufgaben bzw. Zeilen entsprechend ihrer Anzahl
abdecken mu¨ssen. Die mo¨glichen Kombinationen von Fahrten/Aufgaben zu Ressour-
ceneinsa¨tze/Variablen sind schon fu¨r kleine Planungsprobleme zu viele, um diese
vollsta¨ndig zu enumerieren und das Modell mit allen mo¨glichen Variablen zu lo¨sen.
Daher wird RSP-IT-RS generell mit einem Column Generation-Ansatz gelo¨st, in wel-
chem alle mo¨glichen Variablen implizit betrachtet werden. Wird das (pfadbasierte)
Modell RSP-IT-RS zur Formulierung von Umlaufplanungsproblemen genutzt, ent-
spricht eine Spalte einem (Tages-)Umlauf.
Wie schon in den Abschnitten 10.3.1 und 10.3.2 betont wurde, ist diese Formu-
lierung fu¨r einen Column Generation-basierten Lo¨sungsansatz in der Umlaufplanung
vergleichsweise ungeeignet: Es existieren sehr viele Kombinationsmo¨glichkeiten von
Fahrten zu (Tages-)Umla¨ufen, sodass extrem große Modelle mit vielen a¨hnlichen Spal-
ten entstehen. Das Bilden langer Pfade (in den Pricing-Problemen), also von Spalten
die viele Zeilen abdecken ko¨nnen, kann zu
”
schlechten“ Dualwerten bzw. zu einer
schlechten Konvergenz des Verfahrens fu¨hren.
Besser ist es, Modelle mit ku¨rzeren Pfaden zu lo¨sen, d.h. Modelle mit Spalten, die
weniger Zeilen abdecken, z.B. indem wie bei [Benchimol et al., 2012] Zeilen aggre-
giert werden. Eine andere Mo¨glichkeit besteht darin, nicht komplette (Tages-)Umla¨ufe
zu beru¨cksichtigen, sondern lediglich Umlaufblo¨cke, also Fahrtensequenzen zwischen
zwei Aufenthalten in einem Depot. Diese Mo¨glichkeit wurde bereits beim Bilden
von a¨hnlichen Umla¨ufen im Rahmen einer globalen Dekomposition der Lo¨sungsflu¨sse
genutzt (siehe Abschnitt 10.3.1 und 10.3.2). Der Nachteil beim Nutzen von Umlauf-
blo¨cken statt (Tages-)Umla¨ufen ist, dass dann im urspru¨nglichen Modell die Fahrzeu-
ganzahl nicht beru¨cksichtigt ist. So ko¨nnen evtl. Lo¨sungen gebildet werden, die zwar
zum Referenzplan a¨hnliche Umlaufblo¨cke enthalten, aber u¨ber den gesamten Tag be-
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trachtet mehr Fahrzeuge beno¨tigen als die minimal notwendige Fahrzeuganzahl. Also
Lo¨sungen, die ein Verkehrsunternehmen nicht verwenden mo¨chte.1
Um die Fahrzeuganzahl in eine fu¨r einen Column Generation-basierten Ansatz
geeignete Modellierung miteinbeziehen zu ko¨nnen, muss also die Basis-Formulierung
vera¨ndert werden. Modellierung und Lo¨sungsansatz werden nachfolgend genauer er-
la¨utert.
Modellierung
Damit die zur Bedienung aller Fahrten beno¨tigte Fahrzeuganzahl im Modell mit Um-
laufblo¨cken mitberu¨cksichtigt werden kann, wird eine (Time-Space-)Flussformulierung
verwendet: Im Netzwerk repra¨sentieren Kanten dann einzelne Umlaufblo¨cke und Kno-
ten beschreiben Start bzw. Ende eines Umlaufblocks in einem Depot. Aufeinanderfol-
gende Knoten (auf der Zeitlinie) eines Depots werden u¨ber Wartekanten miteinander
verbunden. Je Depot wird der letzte Knoten u¨ber eine Zirkulationsflusskante mit dem
ersten Knoten verbunden. Mit der Zirkulationsflusskante kann dann die Anzahl einge-
setzer Fahrzeuge im Modell beru¨cksichtigt werden. Abbildung 10.4 zeigt ein einfaches
Beispiel fu¨r ein solches Netzwerk.
Depot
z1





N1 N2 N3 N4 N5 N6
Start-/Endzeitpunkt Umlaufblock Warten
N u w Zirkulationsflussz
Abbildung 10.4: Flussmodell zur Umlaufplanung mit Umlaufblo¨cken als Kanten und
einem Depot
In der mathematischen Formulierung fu¨r das Planungsproblem eines Tages sei dann
D = {1, 2, ..., n} die Menge aller Kombinationen aus Depots und Fahrzeugtypen und
T = {1, 2, ...,m} die Menge aller zu bedienenden Servicefahrten. Zu jeder Netzwerk-
schicht d ∈ D ist ein Umlaufplanungsnetzwerk GdU = (NdU , AdU) definiert mit der
1 Bei der Dekomposition des Lo¨sungsflusses in den in den Abschnitten 10.3.1 und 10.3.2 vorgestell-
ten zwei-schrittigem Verfahren, in dem zuerst Umlaufblo¨cke gebildet werden und dann Umla¨ufe,
muss die Fahrzeuganzahl beim Bilden der Umlaufblo¨cke nicht beru¨cksichtigt werden. Die zur
Bedienung aller Fahrten beno¨tigte minimale Fahrzeuganzahl ist bereits durch den Lo¨sungsfluss
vorgegeben und wird bei einer Zerlegung des Lo¨sungsflusses nicht vera¨ndert.
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Knotenmenge NdU und der Kantenmenge A
d
U . Die Knotenmenge N
d
U repra¨sentiert
Start- oder Endzeitpunkte von Umlaufblo¨cken aus bzw. in das Depot, das Netzwer-
schicht d zugeordnet ist. In der Kantenmenge AdU sind enthalten Umlaufblockkanten,
Wartekanten und eine Zirkulationsflusskante. Jede Kante sei identifiziert durch ihre
Anfangs- und Endknoten i, j ∈ NdU sowie eine eindeutige Nummer n ∈ N fu¨r jede
unterschiedliche Kante zwischen dem gleichen Knotenpaar. Sei AdU(t) : T → AdU eine
Funktion, die zu Servicefahrt t ∈ T und Depot d ∈ D die Menge aller Umlaufblock-
kanten (i, j, n) ∈ AdU liefert, die Umlaufblo¨cke repra¨sentieren, in denen Servicefahrt t
bedient wird.
Jeder Kante (i, j, n) ∈ AdU werden abha¨ngig von ihrem Typ fixe und variable Kos-
ten zugeordnet. Jeder Umlaufblockkante ist ein Kostenwert cijn zugeordnet, der sich
aus den (variablen) Einsatzkosten fu¨r die Ausfu¨hrung der in diesem Umlaufblock ent-
haltenen Fahrten ergibt. Außerdem ist ein Distanzwert aijn assoziiert, der als Distanz
des Umlaufblocks zum gegebenen Referenzplan ermittelt wird. Fu¨r die Wartekanten
betragen die Kosten 0 und der Zirkulationsflusskante sind die fixen Fahrzeugkosten
zugeordnet. Die Flusskapazita¨ten uijn auf den Kanten sind ebenfalls typabha¨ngig:
Dabei ist die maximale Flusskapazita¨t auf einer Umlaufblockkante auf 1 gesetzt,
wa¨hrend die Kapazita¨t bei Wartekanten und Zirkulationsflusskante die jeweils ma-
ximal mo¨gliche einsetzbare Fahrzeuganzahl von Depot-Fahrzeugkombination d ∈ D
betra¨gt.
Als Entscheidungsvariablen ist je Kante (i, j, n) ∈ AdU eine ganzzahlige Flussvaria-
ble ydijn definiert, die die Ho¨he des Flusses angibt, der u¨ber diese Kante verla¨uft. Jede
Flusseinheit repra¨sentiert dabei ein Fahrzeug, dass die durch die Kante repra¨sentier-
ten Aktivita¨ten ausfu¨hrt.
Mit  sei der erlaubte Kostenrahmen fu¨r die Ausfu¨hrung aller in der Lo¨sung aus-
gwa¨hlten Aktivita¨ten bezeichnet. Damit dieser immer eingehalten wird, sind eine
nicht negative Schlupfvariable s und eine Surplus-Variable u notwendig. Eine U¨ber-
schreitung des Kostenrahmens wird u¨ber einen der Variable u zugeordneten Faktor
pu bestraft.
Dann kann das Umlaufplanungsproblem mit unregelma¨ßigen Fahrten und Benut-
zung eines Referenzplanes als Mehrgu¨ter-Flussmodell (engl. multi commodity flow
vehicle scheduling problem with irregular trips using a reference schedule, VSP-IT-
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ydijn = 0 ∀d ∈ D,∀i ∈ NdU (10.8)
0 ≤ ydijn ≤ udijn, ydijn ∈ N ∀d ∈ D,∀(i, j, n) ∈ AdU (10.9)
s, u ≥ 0 (10.10)
Die Zielfunktion (10.5) minimiert die Distanz zum gegebenen Referenzplan. Dabei
beschra¨nkt die elastische Kostenrestriktion (10.6) die Kosten der Lo¨sung. Nebenbe-
dingungen (10.7) und (10.8) entsprechen einer Mehrgu¨ter-Flussformulierung: Fahr-
tenabdeckungsbedingungen (10.7) stellen sicher, dass u¨ber alle Netzwerkschichten
jede Fahrt genau so oft von Fahrzeugen ausgefu¨hrt wird, wie beno¨tigt. Nebenbe-
dingungen (10.8) garantieren einen gu¨ltigen Netzwerkfluss, indem an jedem Knoten
Flusserhaltung sichergestellt wird.
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Abbildung 10.5: Umlaufblo¨cke zu Abbildung 10.4 mit Distanz zu einem Referenzplan
nach Modell (10.5)-(10.10)
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Column Generation-Lo¨sungsansatz
Gelo¨st werden kann das Modell dann mit einer zu Algorithmus 10.3.1 aus Abschnitt
10.3.1 analogen Vorgehensweise: Der Hauptunterschied besteht darin, dass nicht eine
Flusslo¨sung fest vorgegeben ist, deren Fluss in Umlaufblo¨cken enthalten sein soll,
sondern dass Umlaufblo¨cke zu bilden sind, die alle Servicefahrten aus dem Fahrplan
kosteneffizient und a¨hnlich zum Referenzplan abdecken. Im (beschra¨nkten) Master-
Problem wird die LP-Relaxation des Modells gelo¨st, wa¨hrend im Pricing-Problem
ressourcenbeschra¨nkte Ku¨rzeste-Wege-Probleme mit dem vorgestellten Algorithmus
9.2.1 gelo¨st werden.
Die ressourcenbeschra¨nkten Ku¨rzeste-Wege-Probleme sind auf den Umlauf(block)-
generierungsnetzwerken G˜d = (Nd, A˜d) formuliert. Diese enthalten nur Kanten und
Knoten, die Fahrzeugaktivita¨ten außerhalb des Depots repra¨sentieren, Anku¨nfte im
Depot bzw. Abfahrten vom Depot, sowie Quell- und Senkeknoten mit entsprechenden
Verbindungskanten zu mo¨glichen Starts von Umlaufblo¨cken und von mo¨glichen Enden
(siehe Abschnitt 10.3.1).
Zur Verbesserung der (LP-)Lo¨sung des (beschra¨nkten) Master-Problems werden
im Pricing-Problem mit Hilfe der Dualwerte neue Spalten – also neue Umlaufblo¨cke
– mit negativen reduzierten Kosten ermittelt. Dabei werden die Dualwerte λ, µ und pi
beru¨cksichtigt, die mit den Restriktionen (10.6), (10.7) und (10.8) assoziiert sind. Sei
λ die duale Variable, die der Kostenrestriktion (10.6) zugeordnet ist. Mit pit sei die
duale Variable fu¨r Fahrt t ∈ T aus den Abdeckungsbedingungen (10.7) bezeichnet.
Außerdem sei mit µi die duale Variable definiert, die mit Flusserhaltungsbedingungen
an Knoten i ∈ NdU assoziiert ist. Die reduzierten Kosten a¯k eines Umlaufblocks k ∈ K
aus der Menge aller zula¨ssigen Umlaufblo¨cke K, der zu dem Zeitpunkt startet, der
im Umlaufplanungsnetzwerk GdU durch Knoten i ∈ NdU repra¨sentiert ist und zu dem
Zeitpunkt endet, der u¨ber Knoten j ∈ NdU abgebildet ist2, werden dann ermittelt als:




wobei ak die Distanz des Umlaufblocks zum Referenzplan ist, fk die Kosten des
Umlaufblocks und T (k) die Menge der Servicefahrten, die im Umlaufblock bedient
werden.
Im Umlaufblockgenerierungsnetzwerk sind dabei die Kosten auf den Kanten ab-
gebildet, ebenso die Dualwerte fu¨r die Abdeckung von Servicefahrten und die Dual-
2 Im Umlaufblockgenerierungsnetzwerk G˜d = (Nd, A˜d) existieren ebenfalls Knoten i′ und j′ mit
i′, j′ ∈ Nd, die die gleichen Zeitpunkte repra¨sentieren wie Knoten i, j ∈ NdU im Umlaufplanungs-




U ). Es gilt N
d ⊇ NdU .
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werte, die sich aus der Flusserhaltungsrestriktion ergeben. Diese ko¨nnen den Kanten
in A˜d zugeordnet werden, die Ausru¨ckfahrten bzw. Einru¨ckfahrten entsprechen. Die
pfadabha¨ngige Distanz wird wie in Algorithmus 9.2.1 beschrieben beru¨cksichtigt.
10.4.2 Umlaufplanung auf Basis von S-RSP-IT-RP
Als zweiter genereller Ansatz fu¨r eine bi-kriterielle Ressourceneinsatzplanung mit den
Zielen Kosteneffizienz und A¨hnlichkeit wurde in Abschnitt 9.3.2 das Basis-Modell S-
RSP-IT-RP (siehe Formulierung (9.17)-(9.22)) vorgestellt. Mit diesem werden die
Kosten fu¨r den Ressourceneinsatz mehrerer Tage minimiert, wa¨hrend die Belohnung
fu¨r die regelma¨ßige Verwendung von Fahrtenmustern in den Pla¨nen verschiedener
Tage – also die A¨hnlichkeit der Pla¨ne – maximiert werden soll. Die Umsetzung dieses
allgemeinen Modells fu¨r eine tagesu¨bergreifende Umlaufplanung bedarf einiger An-
passungen. Wie bei Umsetzung des Basis-Referenzplanmodells fu¨r die Umlaufplanung
im vorherigen Abschnitt 10.4.1, soll eine Netzwerkflussformulierung auf Basis von
Umlaufblo¨cken vorgeschlagen werden, mit der die Lo¨sbarkeit verglichen zum Basis-
Modell verbessert werden kann. Modellierung und Lo¨sungsansatz fu¨r eine Umlauf-
planung mit planungsproblemu¨bergreifender A¨hnlichkeit durch regelma¨ßige Muster
werden im Folgenden genauer dargestellt.
Modellierung
Die dem Modell zugrunde liegenden Netzwerke sind wie im vorherigen Abschnitt
beschrieben aufgebaut. Sie bestehen aus Umlaufblockkanten, Wartekanten, Zirkula-
tionsflusskanten und Knoten, die Anfa¨nge und Enden von Umlaufblo¨cken repra¨sen-
tieren. Zu dem Umlaufplanungsproblem jeden Tages wird ein Netzwerk aufgebaut.
In der mathematischen Formulierung gelten die bekannten Bezeichnungen aus den
vorherigen Abschnitten: Mit L sei die Menge der betrachteten Tage bezeichnet, D
beschreibt die Menge aller Depots und T die Menge aller Servicefahrten, die in den
Fahrpla¨nen der betrachteten Tage bedient werden mu¨ssen. Des weiteren sei T l die
Menge aller Fahrten, die an Tag l auszufu¨hren sind. Alle einbezogenen Fahrtenmuster
seien durch die Menge P beschrieben und mit G die Menge aller Fahrtenmustergrup-
pen. Jede Gruppe g ∈ G steht fu¨r eine Menge von Mustern, die u¨ber die betrachteten
Tage gleich ha¨ufig genutzt werden. Die Anzahl der Nutzung, die von Gruppe g re-
pra¨sentiert ist, sei mit C(g) definiert. Mit rg sei der Belohnungswert fu¨r die Nutzung
der Gruppe g bezeichnet. Zu jedem Tag l ∈ L und jedem Depot d ∈ D ist ein Um-




U ) definiert. Knotenmenge N
l,d
U repra¨sentiert
mo¨gliche Starts und Enden von Umlaufblo¨cken. Kantenmenge Al,dU entha¨lt Kanten,
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die Umlaufblo¨cke repra¨sentieren, Wartezeiten im Depot und eine Zirkulationsfluss-
kante. Jede Kante sei eindeutig beschrieben durch ihre Anfangs- und Endknoten
i, j ∈ N l,dU und eine eindeutige Nummer n ∈ N fu¨r unterschiedliche Kanten zwischen
dem gleichen Knotenpaar. Des weiteren sei Al,dU (t) : T → Al,dU eine Funktion, die zu
Servicefahrt t ∈ T , Tag l ∈ L und Depot d ∈ D die Menge aller Umlaufblockkan-
ten (i, j, n) ∈ Al,dU liefert, die Umlaufblo¨cke repra¨sentieren, in denen Servicefahrt t
ausgefu¨hrt wird.
Jeder Kante (i, j, n) ∈ Al,dU werden abha¨ngig von ihrem Typ fixe und variable
Kosten fijn zugeordnet wie in Abschnitt 10.4.1 beschrieben. Ebenso, wie beschrieben,
werden die Flusskapazita¨ten uijn auf den Kanten gesetzt.
Zwei Arten Entscheidungsvariablen werden definiert: Flussvariablen y und Varia-
blen z zur Fahrtenmustergruppenzuordnung. Die ganzzahligen Flussvariablen yl,dijn
geben an, wie hoch der Fluss ist, der u¨ber die entsprechende Kante verla¨uft, also
wie viele Fahrzeuge, die durch die Kante abgebildeten Aktivita¨ten ausfu¨hren. Da-
bei sei mit Al,dU (p) die Menge aller Kanten bezeichnet, deren abgebildete Aktivita¨ten
Fahrtmuster p ∈ P beinhalten. Bina¨re Variablen zgp zeigen an, ob fu¨r Muster p ∈ P
tagesu¨bergreifend die Gruppe g ∈ G ausgewa¨hlt ist, oder nicht.
Das tagesu¨bergreifende Umlaufplanungsproblem mit unregelma¨ßigen Fahrten und
regelma¨ßigen Mustern als Mehrgu¨ter-Flussmodell (engl. simultaneous multi commo-
dity flow vehicle scheduling problem with irregular trips and regular patterns, S-VSP-
IT-RP-MCFP) kann dann wie in Formulierung (10.12)-(10.18) beschrieben werden.
Zielfunktion (10.12) minimiert die Kosten fu¨r die Umlaufpla¨ne wa¨hrend die Be-
lohnung fu¨r die A¨hnlichkeit – die Nutzung von Fahrtenmustern an mo¨glichst vielen
Tagen – maximiert wird. Fahrtenabdeckungsbedingungen (10.13) garantieren, dass
an jedem Tag u¨ber alle Netzwerkschichten jede Fahrt genau so oft von Fahrzeugen
ausgefu¨hrt wird, wie beno¨tigt. Flusserhaltungsbedingungen (10.14) stellen einen gu¨lti-
gen Netzwerkfluss an jedem Knoten sicher. Durch Verknu¨pfungsbedingungen (10.15)
und Gruppenzuordnungsbedingungen (10.16) wird die Kopplung der Umlaufpla¨ne
der einzelnen Tage garantiert: Nebenbedingungen (10.15) sorgen dafu¨r, dass ein Mus-
ter so oft in den Pla¨nen vorkommt, wie es der ausgewa¨hlten Fahrtenmustergruppe
entspricht, wa¨hrend Restriktionen (10.16) sicherstellen, dass jedes Muster maximal
einmal einer Fahrtenmustergruppe zugeordnet wird.








































C(g)zgp = 0 ∀p ∈ P (10.15)
∑
g∈G
zgp ≤ 1 ∀p ∈ P (10.16)
0 ≤ yl,dijn ≤ ul,dijn, yl,dijn ∈ N ∀l ∈ L,∀d ∈ D,∀(i, j, n) ∈ Al,dU
(10.17)
zgp ∈ {0, 1} ∀g ∈ G,∀p ∈ P (10.18)
Column Generation-Lo¨sungsansatz
Modell (10.12)-(10.18) kann analog zur in Abschnitt 10.3.2 bzw. Algorithmus 10.3.2
beschriebenen Vorgehensweise bei der globalen Flussdekomposition mit regelma¨ßi-
gen Mustern gelo¨st werden. Der wesentliche Unterschied besteht darin, dass die
Flusslo¨sungen beim Bilden der Umlaufblo¨cke nicht fest vorgegeben sind. Wie auch
bei Nutzung eines Referenzplans, werden im (beschra¨nkten) Master-Problem die
LP-Relaxation des Modells gelo¨st und im Pricing-Problem ressourcenbeschra¨nkte
Ku¨rzeste-Wege-Probleme.
Fu¨r eine Beschreibung des Aufbaus der den Pricing-Problemen zugrunde liegenden
Umlaufblockgenerierungsnetzwerke sei auf Abschnitt 10.4.1 verwiesen. Um mit Hil-
fe der Dualwerte der (LP-)Lo¨sung des (beschra¨nkten) Master-Problems im Pricing-
Problem neue Spalten bzw. neue Umlaufblo¨cke zu finden, die die Lo¨sung verbessern
ko¨nnen, werden in den Umlaufblockgenerierungsnetzwerken Umlaufblo¨cke mit nega-
tiven reduzierten Kosten gesucht.
Dabei setzen sich die reduzierten Kosten wie folgt zusammen: Zusa¨tzlich zu den
in Abschnitt 10.4.1 beschriebenen Dualwerten pi zu Fahrtenabdeckungsbedingungen
(10.13) und µ zu den Flusserhaltungsbedingungen (10.14) werden die Dualwerte ν
der Muster-Kopplungsbedingugen (10.15) beru¨cksichtigt. Die reduzierten Kosten f¯k
eines Umlaufblockes k ∈ K l aus der Menge K l aller zula¨ssigen Umlaufblo¨cke eines
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Tages l werden dann ermittelt als:







wobei fk die Kosten des Umlaufblocks beschreibt, T l(k) die Menge der Servicefahrten,
die im Umlaufblock bedient werden und P(k) die Menge der bei Bedienung der
Servicefahrten enthaltenen Fahrtenmuster.
Die (reduzierten) Kosten ko¨nnen dabei auf die entsprechenden Kanten im Umlauf-
blockgenerierungsnetzwerk abgebildet werden (vgl. Abschnitt 10.4.1). Die Dualwerte
der pfadabha¨ngigen Muster ko¨nnen wie in Algorithmus 9.3.2 beschrieben einbezogen
werden.
10.5 Bilden von a¨hnlichen (Tages-)Umla¨ufen auf
Basis von Umlaufblo¨cken
Beim Bilden von (a¨hnlichen) (Tages-)Umla¨ufen kann es rechentechnisch vorteilhafter
sein, diese in zwei Schritten zu erstellen (siehe Abschnitte 10.3.1, 10.3.2 und 10.4.1):
Im ersten Schritt werden zuna¨chst Umlaufblo¨cke erstellt. Im zweiten Schritt werden
die erstellten Umlaufblo¨cke dann zu Tagesumla¨ufen zusammengefu¨gt.
In den in dieser Arbeit in den vorherigen Abschnitten vorgestellten Verfahren zur
Umlaufbildung ist dabei garantiert, dass durch das Ergebnis des ersten Schrittes die
(gesamt)kostenminimale Anzahl an Fahrzeugen nicht u¨berschritten wird: Bei der glo-
balen netzwerku¨bergreifenden Dekomposition des kostenoptimalen Lo¨sungsflusses in
den Umlaufplanungsnetzwerken ist die kostenminimale Anzahl an Fahrzeugen durch
den Lo¨sungsfluss vorgegeben. Dieser wird durch das Bilden von Umlaufblo¨cken nicht
vera¨ndert (vgl. Abschnitt 10.3). Bei der (a¨hnlichen) Umlaufbildung mit erlaubten
Mehrkosten wird durch die Formulierung als Netzwerkflussproblem u¨ber die Zir-
kulationsflusskante sichergestellt, dass Kosten fu¨r den anfallenden Fahrzeugeinsatz
beru¨cksichtigt sind. Die Umlaufblo¨cke werden so gebildet, dass der fu¨r die Blo¨cke
notwendige Fahrzeugeinsatz minimiert ist (vgl. Abschnitt 10.4).
Wie im zweiten Schritt aus den Umlaufblo¨cken verschiedener Tagen zueinander
a¨hnliche Umla¨ufe gebildet werden ko¨nnen, soll in diesem Abschnitt kurz dargestellt
werden. Abbildung 10.6 stellt die unterschiedlichen Mo¨glichkeiten zusammenfassend
dar.
Grundsa¨tzlich ko¨nnen aus den gegebenen Umlaufblo¨cke mehrerer Tage a¨hnliche
Umlaufpla¨ne tageweise gebildet werden oder gleichzeitig fu¨r alle betrachteten Ta-
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Abbildung 10.6: Grundsa¨tzliche Vorgehensweisen beim Bilden von a¨hnlichen Tages-
umla¨ufen aus Umlaufblo¨cken fu¨r die Fahrpla¨ne mehrerer Tage
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ge. Werden die Umlaufpla¨ne tageweise erstellt, muss noch – falls nicht gegeben –
ein Referenzplan erstellt werden, an welchem die Umlaufpla¨ne der einzelnen Tage
ausgerichtet werden ko¨nnen (zur Bestimmung eines geeigneten Referenzplans siehe
Abschnitt 9.2.1). Die tageweise Vorgehensweise sowie das tagesu¨bergreifende Vorge-
hen werden nachfolgend mit ihren Variationsmo¨glichkeiten in den Abschnitten 10.5.1
und 10.5.2 na¨her erla¨utert.
10.5.1 Tageweises Vorgehen
Beim tageweisen Vorgehen werden dann je Tag Tagesumlaufgenerierungsnetzwerke
GL = (NL, AL) erstellt, die als Knoten NL die gegebenen Umlaufblo¨cke U enthalten,
sowie Quell- und Senkeknoten und als Kanten AL Verbindungskanten vom Quellkno-
ten zu den Umlaufblockknoten bzw. von den Umlaufblockknoten zum Senkeknoten
sowie Verbindungskanten zwischen kompatiblen Umlaufblo¨cken. Zwei Umlaufblo¨cke
sind kompatibel, wenn der Endort des ersten dem Startort des zweiten entspricht
und der erste beendet ist, bevor der zweite beginnt. Jeder Pfad von Quellknoten zu
Senkeknoten entspricht dann einem gu¨ltigen Tagesumlauf.
Umla¨ufe enumerierbar
Sind alle Tagesumla¨ufe enumerierbar, d.h. ko¨nnen (in kurzer Zeit) alle Block-Kombi-
nationsmo¨glichkeiten gebildet werden und reicht der Speicher des verwendeten Rech-
ners dafu¨r aus, ko¨nnen aus allen gebildeten Kombinationen diejenigen ausgewa¨hlt
werden, die am a¨hnlichsten zum gegebenen Referenzplan sind. Dazu werden die
Block-Kombinationen jeweils mit einem der vorgestellten A¨hnlichkeitsmaße bewertet.
In einem erweiterten Set-Partitioning-Modell sollen dann die Block-Kombinationen
ausgewa¨hlt werden, die den besten A¨hnlichkeitswert erreichen, wobei jeder gegebe-
ne Umlaufblock genau einmal in den ausgewa¨hlten Block-Kombinationen enthalten
sein muss und die minimal beno¨tigte Anzahl an Fahrzeugen (= die maximale Anzahl
ausgewa¨hlter Block-Kombinationen) nicht u¨berschritten werden darf.
Fu¨r jede Depot-Fahrzeugtyp-Kombination d ∈ D sei Ud = {1, ..., n} die Menge
aller gegebenen Umlaufblo¨cke des entsprechenden Depots und Ldmax die maximal im
Umlaufplan erlaubte Fahrzeuganzahl bzw. Anzahl (Tages-)Umla¨ufe des Depots d.
Ferner seien xdk bina¨re Entscheidungsvariablen, die anzeigen, ob (Tages-)Umlauf k aus
der Menge Kd aller zula¨ssigen Tagesumla¨ufe des Depots d ausgewa¨hlt ist oder nicht.
Dabei ist jedem Tagesumlauf k ∈ Kd ein Kostenwert bzw. eine A¨hnlichkeitsbewertung
cdk zugeordnet. Außerdem sei mit K
d(u) die Menge aller Tagesumla¨ufe bezeichnet, die
Umlaufblock u ∈ Ud enthalten.
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Die mathematische Formulierung fu¨r das als Set-Partitioning-Problem formulierte
Tagesumlaufbildungsproblem basierend auf Umlaufblo¨cken (engl. vehicle duty con-
struction set partitioning problem, VDC-SPP) je Depot-Fahrzeugtyp-kombination








xdk = 1 ∀u ∈ Ud (10.21)∑
k∈Kd
xdk ≤ Ldmax (10.22)
xdk ∈ {0, 1} ∀k ∈ Kd (10.23)
Zielfunktion (10.20) maximiert die A¨hnlichkeitsbewertung der ausgewa¨hlten Tages-
umla¨ufe (oder minimiert eine genutzte Una¨hnlichkeitsbewertung). Dabei stellt Ab-
deckungsbedingung (10.21) sicher, dass jeder gegebenen Umlaufblock genau einmal
in den ausgewa¨hlten Tagesumla¨ufen enthalten ist, wa¨hrend Restriktion (10.22) dafu¨r
sorgt, dass die maximal erlaubte Anzahl an Tagesumla¨ufen fu¨r das jeweilige Depot
nicht u¨berschritten wird.
Umla¨ufe nicht enumerierbar
Sind alle Tagesumla¨ufe nicht ohne Weiteres enumerierbar und soll die A¨hnlichkeit als
Distanz zum Referenzplan bewertet werden, ko¨nnen die Block-Kombinationen durch
Lo¨sen eines Netzwerkflussproblems auf Basis der Tagesumlaufgenerierungsnetzwerke
bestimmt werden. Dazu werden die r-regelma¨ßigen Servicefahrten betrachtet, die von
den als Knoten repra¨sentierten Umlaufblo¨cken bedient werden.
Auf jede Verbindungskante zwischen zwei Umlaufblo¨cken wird dann der Distanz-
wert gelegt, der sich aus einem Vergleich der letzten r-regelma¨ßigen Fahrt vor Ein-
ru¨cken des ersten Umlaufblockes und der ersten r-regelma¨ßigen Fahrt nach Ausru¨cken
des nachfolgenden Umlaufblockes mit der entsprechenden Verbindung im Referenz-
plan ergibt. Der Distanzwert ist also 0 falls diese Verbindung zwischen r-regelma¨ßigen
Fahrten auch im Referenzplan existiert und 1 falls nicht.3
Die maximal erlaubte Anzahl Lmax an (Tages-)Block-kombinationen / (Tages-
)Umla¨ufen wird u¨ber als maximale Flusskapazita¨t auf einer Zirkulationsflusskante
3 Die A¨hnlichkeit der r-regelma¨ßigen Fahrten der Umlaufblo¨cke zwischen Aus- und Einru¨cken
wurde bereits beim Bilden der Blo¨cke beru¨cksichtigt und wird durch die Zusammensetzung der
Blo¨cke auch nicht wieder vera¨ndert.
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zwischen Senk- und Quellknoten abgebildet. Aus der Flusslo¨sung lassen sich dann
die zum Referenzplan a¨hnlichen (Tages-)Umla¨ufe identifizieren.
Mathematisch ist das entsprechende Modell dann wie folgt definiert. Zu jedem
Depot d ∈ D sei GdL = (NdL, AdL) das Tagesumlaufgenerierungsnetzwerk, das wie oben
beschrieben aufgebaut ist. Mit jeder Kante ydij ∈ AdL sei ein Distanzwert adij assoziiert,
der zwischen den Knoten i und j mit i, j ∈ N˘dL wie oben beschrieben gesetzt ist
und fu¨r alle anderen Kanten 0 betra¨gt. Dabei bezeichne N˘dL ⊂ NdL die Menge aller
Knoten, die Umlaufblo¨cke repra¨sentieren, N˘dL beschreibt also alle Knoten außer Quell-
und Senkeknoten. Die maximale Flusskapazita¨t udij auf den Kanten betra¨gt L
d
max fu¨r
die Zirkulationsflusskante zwischen Senke- und Quellknoten und 1 fu¨r alle anderen
Kanten.
Das als Netzwerkflussproblem formulierte Tagesumlaufbildungsproblem basierend
auf Umlaufblo¨cken (engl. vehicle duty construction network flow problem, VDC-NWFP)













ydij = 0 ∀i ∈ NdL (10.26)
0 ≤ ydij ≤ udij, ydij ∈ N ∀(i, j) ∈ AdL (10.27)
Zielfunktion (10.24) minimiert die Kosten/Distanz auf den (Verbindungs-)Kanten
der Flusslo¨sung wa¨hrend durch Bedarfsbedingungen (10.25) garantiert ist, dass jeder
Umlaufknoten genau einmal durch die Flusslo¨sung besucht ist. Flusserhaltungsbedin-
gungen (10.26) und Flusskapazita¨tsbedingungen (10.27) stellen einen gu¨ltigen Fluss
sicher.
Soll eine andere Bewertung wie z.B. die Wiederholbarkeit von Tagesumla¨ufen
als Bewertungsmaßstab genutzt werden, ko¨nnen (a¨hnliche) Tagesumla¨ufe statt u¨ber
das Lo¨sen eines Netzwerkflussproblems u¨ber einen Column Generation-Ansatz be-
stimmt werden: Im (beschra¨nkten) Master-Problem zu Modell (10.20)-(10.23) sollen
die Block-Kombinationen mit dem besten A¨hnlichkeitswert ausgewa¨hlt werden, un-
ter Beachtung, dass jeder Umlaufblock genau einmal enthalten ist und eine maximale
Anzahl ausgewa¨hlter Block-Kombinationen eingehalten wird. Die Pricing-Probleme
sind dann auf den Tagesumlaufgenerierungsnetzwerken formuliert und bestehen dar-
in, die Pfade/Tagesumla¨ufe zu finden, die den aktuellen Zielfunktionswert verbessern
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ko¨nnen. Im Gegensatz zu (Tages-)Umlaufgenerierungsnetzwerken auf Basis von Fahr-
ten sind die Pfade hier deutlich ku¨rzer, sodass die Konvergenz des Verfahrens nicht
durch u¨berlange Pfade verschlechtert wird: In der Regel besteht ein Tagesumlauf aus
ca. zwei bis fu¨nf Umlaufbo¨cken, wa¨hrend im gesamten Tagesumlauf ca. 15 bis 20
Servicefahrten bedient werden.
Fu¨r das Verfahren notwendige initiale Umla¨ufe werden bestimmt, indem die zeitlich
sortierten Umlaufblo¨cke nacheinander auf Ldmax mo¨gliche Tagesumla¨ufe verteilt wer-
den, beginnend mit dem fru¨hest startenden Umlaufblock von ku¨rzester Dauer. Dabei
wird ein Umlaufblock dem Tagesumlauf hinzugefu¨gt, dessen zuletzt hinzugefu¨gter
Umlaufblock kompatibel mit dem hinzuzufu¨genden ist und bei welchem die Zeit zwi-
schen letzen Einru¨cken und neuem Ausru¨cken minimiert wird. Ganzzahlige Lo¨sungen
werden u¨ber ein Branch-and-Bound-Verfahren mit der Menge der im Master-Problem
enthaltenen Tagesumla¨ufe bestimmt.
10.5.2 Tagesu¨bergreifendes Vorgehen
Beim tagesu¨bergreifenden Vorgehen werden zuna¨chst aus den Tagesumlaufgenerie-
rungsnetzwerken aller betrachteten Tage r-regelma¨ßige (Fahrten-)Muster gebildet.
Das weitere Vorgehen ha¨ngt davon ab, ob sich die Tagesumla¨ufe enumerieren lassen
oder nicht.
Umla¨ufe enumerierbar
Sind die Tagesumla¨ufe bzw. Block-Kombinationen aller Netzwerke (in kurzer Zeit
und bei ausreichendem Speicher) enumerierbar (und ein damit entstehendes Modell
in kurzer Zeit von einem MIP-Solver lo¨sbar), wird zusammen mit den Mustern ein
tagesu¨bergreifendes Modell im Sinne von Modell S-RSP-IT-RP (siehe Formulierung
(9.17)-(9.22)) aufgestellt und mit einem MIP-Solver gelo¨st: Ziel ist eine Maximie-
rung der Belohnung fu¨r verwendetete Fahrtenmuster in den Umlaufpla¨nen unter-
schiedlicher Tage, wobei jeder gegebener Umlaufblock in genau einer ausgewa¨hlten
Block-Kombination enthalten sein muss. Im Vergleich zur Grundversion formuliert in
Modell (9.17)-(9.22) a¨ndert sich fu¨r ein Depot d ∈ D lediglich die Abdeckungsbedin-
gung (9.18). Fu¨r die Umlaufblo¨cke U l,d des Tages l ∈ L an Depot d und Tagesumla¨ufe
K l,d muss dann gelten: ∑
k∈Kl,d(u)
xl,dk = 1 ∀l ∈ L,∀u ∈ U l,d (10.28)
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Außerdem wird eine Restriktion erga¨nzt, die garantiert, dass die maximale Anzahl
Ll,dmax mo¨glicher Block-Kombinationen pro Tag l und Depot d nicht u¨berschritten
werden darf: ∑
k∈Kl,d
xdk ≤ Ll,dmax (10.29)
Umla¨ufe nicht enumerierbar
Sind die Tagesumla¨ufe nicht enumerierbar, wird das Block-Kombinationsproblem mit
einem Column Generation Ansatz gelo¨st. Das Master-Problem entspricht dann einer
(LP oder Lagrange-)relaxierten Formulierung des oben aufgestellten Modells. Die
Pricing-Probleme sind wie bei der tageweisen Vorgehensweise beschrieben auf Tages-
umlaufgenerierungsnetzwerken formuliert mit dem Ziel, die Pfade/Tagesumla¨ufe zu
finden, die den aktuellen Zielfunktionswert verbessern ko¨nnen.
Numerische Ergebnisse zu den unterschiedlichen Vorgehensweisen und die dabei
erreichte Ergebnisqualita¨t bzw. die A¨hnlichkeit der erstellten Umla¨ufe und Dienste
werden in Abschnitt 10.7 beschrieben.
Hinter dem Bilden a¨hnlicher Tagesumla¨ufe steht allgemein die Idee, dass in ei-
ner sequenziellen Planung durch a¨hnlichere Umla¨ufe auch a¨hnlichere Dienste erstellt
werden ko¨nnen. Allerdings kann ein anderes Vorgehen ebenfalls sinnvoll sein. Statt
Umlaufblo¨cke zu (a¨hnlichen) Tagesumla¨ufen zusammenzufu¨gen, ko¨nnen die Tages-
umla¨ufe abha¨ngig von den gebildeten Diensten erstellt werden. So ko¨nnen z.B. weite-
re Qualita¨tsmerkmale beim Bilden von Ressourceneinsatzpla¨nen beru¨cksichtigt wer-
den, wie z.B. sto¨rungstolerantere Pla¨ne mit weniger Fahrzeug- oder Linienwechseln
(vgl. [Amberg, 2014]). Fu¨r das Vorgehen beim Erstellen a¨hnlicher Umla¨ufe basie-
rend auf a¨hnlichen Diensten sei auf die kommenden Ausfu¨hrungen in Abschnitt 11.5
verwiesen.
10.6 Bilden von a¨hnlichen Diensten basierend auf
(a¨hnlichen) Umla¨ufen
In den vorherigen Abschnitten dieses Kapitels wurde erla¨utert, wie fu¨r eine sequenzi-
elle Umlauf- und Dienstbildung mit A¨hnlichkeitszielen bei mehreren Tagen mo¨glichst
a¨hnliche Umla¨ufe erstellt werden ko¨nnen, um darauf aufbauend im na¨chsten Schritt
mo¨glichst a¨hnliche Dienste bilden zu ko¨nnen. Dabei ko¨nnen zum einen aus der Menge
der kostenoptimalen Umla¨ufpla¨ne diejenigen ausgewa¨hlt werden, die mo¨glichst a¨hn-
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lich zueinander sind. Zum anderen ko¨nnen durch Zulassen von Mehrkosten verglichen
mit den kostenoptimalen Umlaufpla¨nen a¨hnlichere Umlaufpla¨ne generiert werden.
In diesem Abschnitt soll vorgestellt werden, wie basierend auf den (a¨hnlichen)
Umla¨ufen mit Hilfe der in dieser Arbeit entwickelten A¨hnlichkeitskonzepte a¨hnliche
Dienste erstellt werden – soweit es die vorgegebenen Umla¨ufe zulassen (vgl. Vorgehen
C im Lo¨sungsschema zum VSP-CSP-IT in Abbildung 10.1). In Abschnitt 10.6.1 wird
die Umsetzung einer A¨hnlichkeitsberu¨cksichtigung bei der Dienstbildung fu¨r mehrere
Tage mit Hilfe eines Referenzplans beschrieben. Abschnitt 10.6.2 stellt die Beru¨ck-
sichtigung von A¨hnlichkeitszielen bei der Dienstbildung mit regelma¨ßigen Mustern
vor.
Auf Basis der gegebenen (a¨hnlichen) Umla¨ufe ko¨nnen natu¨rlich auch Dienste ohne
Beru¨cksichtigung von A¨hnlichkeitskriterien gebildet werden. Da die Flexibilita¨t bei
der sequenziellen Dienstbildung eingeschra¨nkt ist, stellt sich die Frage, in welchem
Maße eine a¨hnliche Umlaufplanung ausreicht, um a¨hnliche Dienste bilden zu ko¨nnen.
Es liegt die Vermutung nahe, dass a¨hnlichere Dienste erstellt werden ko¨nnen, wenn
auch bei der Dienstbildung A¨hnlichkeitskriterien beru¨cksichtigt werden und nicht nur
bei der Umlaufplanung. Ergebnisse zur Dienstplanung auf (a¨hnlichen) Umla¨ufen mit
und ohne A¨hnlichkeitsberu¨cksichtigung bei der Dienstbildung werden daher in Ab-
schnitt 10.7 miteinander bezu¨glich der erreichten A¨hnlichkeit miteinander verglichen.
10.6.1 Sequenzielle Dienstbildung auf Basis von RSP-IT-RS
Grundlegende Modellierung und Lo¨sungsverfahren fu¨r eine Ressourceneinsatzplanung
u¨ber mehrere Tage mit A¨hnlichkeitsberu¨cksichtigung durch einen Referenzplan wur-
den in Abschnitt 9.2 erla¨utert. Zur beschriebenen grundlegenden Vorgehensweise sind
fu¨r eine Dienstbildung mit A¨hnlichkeitszielen im Rahmen einer sequentiellen Umlauf-
und Dienstplanung keine wesentlichen Erga¨nzungen notwendig.
Die Dienstplanungsprobleme ko¨nnen wie in Abschnitt 9.2.2 beschrieben als all-
gemeines Set-Partitioning-Problem mit elastischer Kostenrestriktion modelliert wer-
den. Minimiert wird die Distanz zum gegebenen Referenzplan. Dabei entha¨lt Modell
(9.5)-(9.9) dann (Fahrer-)Dienste als mo¨gliche Ressourceneinsa¨tze K und wird da-
her abgeku¨rzt als CSP-IT-RS. Gelo¨st wird das Modell mit dem in Abschnitt 9.2.3
vorgestellten Column Generation-Ansatz.
10.6.2 Sequenzielle Dienstbildung auf Basis von S-RSP-IT-RP
Modellierung und Lo¨sungsverfahren fu¨r eine Ressourceneinsatzplanung u¨ber mehrere
Tage mit Einbeziehung von A¨hnlichkeitsaspekten durch regelma¨ßige Muster wur-
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de in Abschnitt 9.3 ausfu¨hrlich als ein Basis-Konzept zur A¨hnlichkeitsberu¨cksich-
tigung vorgestellt. Fu¨r eine Dienstbildung im Rahmen einer sequenziellen Umlauf-
und Dienstplanung mu¨ssen dazu keine wesentlichen A¨nderungen in der beschriebe-
nen Basis-Modellierung bzw. im beschriebenen Basis-Lo¨sungsverfahren vorgenommen
werden.
Die Dienstplanungsprobleme verschiedener Tage sind wie in Abschnitt 9.3.2 vor-
gestellt als allgemeine Set-Partitioning-Probleme formuliert, die u¨ber gemeinsam ge-
nutzte (Aufgaben-)Muster miteinander gekoppelt sind. Minimiert werden die notwen-
digen Kosten, wobei der Bonus fu¨r gemeinsam genutzte Muster in den Ressourcen-
einsa¨tzen maximiert wird. (Fahrer-)Dienste bilden dabei mo¨gliche Ressourceneinsa¨tze
K l eines Tages l ∈ L in Modell (9.17)-(9.22), sodass es abgeku¨rzt mit S-CSP-IT-RP
beschrieben ist. Mo¨gliche regelma¨ßige (Aufgaben-)Muster P ko¨nnen aus den vorgege-
benen Umlaufpla¨nen enumeriert werden. Das Modell wird mit den in Abschnitt 9.3.3
vorgestellten Column Generation-Ansatz und Fixierungsstrategien gelo¨st.
10.7 Analyse numerischer Ergebnisse
In diesem Abschnitt sollen die Experimente diskutiert werden, die zu den in diesem
Kapitel vorgeschlagenen Modellen und Lo¨sungsverfahren fu¨r sequenzielle Umlauf-
und Dienstplanungsprobleme mit A¨hnlichkeitzszielen durchgefu¨hrt wurden. Grund-
lage fu¨r die durchgefu¨hrten Tests sind folgende Fragestellungen:
1. Wie groß ist der Spielraum, den eine sequenzielle Planung fu¨r eine Beru¨cksich-
tigung von A¨hnlichkeitsaspekten bietet?
2. Wie entscheidend ist die A¨hnlichkeit der Umlaufpla¨ne fu¨r die A¨hnlichkeit in der
Dienstplanung?
3. Sind a¨hnliche Pla¨ne sequenziell besser tageweise oder tagesu¨bergreifend be-
stimmbar?
Zur Beantwortung der Fragen werden die Tests in zwei Experimentgruppen auf-
geteilt: Zuna¨chst wird die Erstellung a¨hnlicher Umlaufpla¨ne untersucht, die sich aus
einer Dekomposition eines kostenoptimalen Lo¨sungsflusses ergeben, sowie die Erstel-
lung a¨hnlicher Umlaufpla¨ne bei erlaubten Mehrkosten (vgl. Vorgehen A und B in
Abbildung 10.1). Im Anschluss daran wird die Bestimmung a¨hnlicher Dienstpla¨ne
(vgl. Vorgehen C) und der Einfluss unterschiedlich a¨hnlicher Umlaufpla¨ne auf die
A¨hnlichkeit in der Dienstplanung untersucht. Testumgebung ist die in Abschnitt 9.2.4
beschriebene.
10.7 Analyse numerischer Ergebnisse 267
Experimente I: Effekte bei Variation in der Umlaufplanung
Tabelle 10.1 gibt eine U¨bersicht u¨ber die Experimente zur Erstellung a¨hnlicher Um-
laufpla¨ne. Verglichen werden unterschiedliche Ansa¨tze (approach) und die beno¨tigte
Rechenzeit (runtime), die Kosten in Prozent bezogen auf die kostenoptimale Lo¨sung
(costs), sowie die entsprechenden A¨hnlichkeitbewertungen der durchschnittlichen Wie-
derholrate (rate), des Anteils identisch bedienter Fahrten (ratio) und der Distanz zwi-
schen den Pla¨nen (dist). Bewertet wird die A¨hnlichkeit anhand von Umlaufblo¨cken.
Dabei werden Umla¨ufe untersucht, die ermittelt wurden mit einer kostenoptimalen
Planung ohne Beru¨cksichtigung von A¨hnlichkeit (Kosten), mit der Regular-First-
Irregular-Second-Heuristik (Reg-Irr), der All-First-Irregular-Second-Heuristik (All-
Irr), der All-First-Fix-And-Optimize-Heuristik (FOpt-Irr), mit Nutzung eines Re-
ferenzplans (Ref ) und bei Nutzung einer tagesu¨bergreifenden Planung mit Boni fu¨r
Aufgabenmuster (Bonus) berechnet wurden. Lo¨sungen, die auf Basis kostenoptimaler
Flusslo¨sungen aus den Umlaufplanungsnetzwerken bestimmt wurden, sind mit
”
opt“
gekennzeichnet, Lo¨sungen, bei welchen Mehrkosten erlaubt sind, mit
”
+“.
Fu¨r die Berechnungen mit Hilfe eines Referenzplans ist weiterhin angegeben, welche
Art Referenzplan ausgewa¨hlt wurde (ein Referenzplan basierend auf einem Wochen-
tag oder fu¨r eine r-regelma¨ßige Fahrtenmenge). Zur Veranschaulichung der Effekte
sind die Referenzpla¨ne ausgewa¨hlt, die zuvor als gut geeignet fu¨r eine a¨hnliche Planer-
stellung identifiziert wurden (vgl. Abschnitt 9.2.4). Werden bei der Berechnung mit
einem Referenzplan Mehrkosten erlaubt, geschieht dies im Rahmen von bis zu 101%
zur kostenoptimalen Lo¨sung. Bei einer Berechnung mit Bonuswerten und erlaubten
Mehrkosten sind die Boni von 100 bis 500 gewichtet. So ko¨nnen Lo¨sungen ermittelt
werden, die knapp u¨ber 100% der optimalen Kosten liegen.
Die Ergebnisse zeigen, dass die vorgeschlagenen Lo¨sungsansa¨tze mit A¨hnlichkeits-
beru¨cksichtigung geeignet sind, kosteneffiziente und a¨hnliche Pla¨ne zu bestimmen.
Gegenu¨ber einer traditionellen kostenoptimalen Umlaufplanung ohne Beru¨cksichti-
gung von A¨hnlichkeitszielen ko¨nnen Lo¨sungen mit deutlich a¨hnlicheren Umlaufblo¨cken
ermittelt werden – bei Beibehaltung der Kostenoptimalita¨t. Beispielsweise kann die
durchschnittliche Wiederholrate in Testset B um ca. 30% gesteigert werden, der An-
teil identisch bedienter Fahrten um ca. 12% und die Distanz in den Fahrtensequenzen
kann um ca. 70% verringert werden.
Werden Mehrkosten erlaubt, la¨sst sich die A¨hnlichkeit noch ein wenig verbessern.
So ko¨nnen z.B. fu¨r Testset D bei Erho¨hung der Kosten um ca. 0,3% Umlaufblo¨cke
bestimmt werden, deren A¨hnlichkeitsbewertungen leicht erho¨ht werden.
Mit den heuristischen Ansa¨tzen zur Bestimmung a¨hnlicher Pla¨ne lassen sich eben-
falls a¨hnlichere Pla¨ne bestimmen. Generell sind dafu¨r mehr Kosten notwendig als bei
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approach runtime costs rate (∆%) ratio (∆%) dist (∆%)
Testset A
Kosten (opt) 00:00:02 100,0 2,00 (+ 0,0) 64,3 (+ 0,0) 34,9 (- 0,0)
Reg-Irr (+) 00:00:02 105,4 2,36 (+18,0) 68,8 (+ 7,0) 0,0 (-100,0)
All-Irr (+) 00:00:08 100,7 2,70 (+35,0) 77,9 (+21,2) 11,4 (-67,3)
All-FOpt (+) 00:00:05 100,4 2,43 (+21,5) 71,3 (+10,9) 10,2 (-70,8)
Ref Di (opt) 00:00:03 100,0 2,42 (+21,0) 72,3 (+12,4) 9,7 (-72,2)
Ref 3 (opt) 00:00:03 100,0 2,39 (+19,5) 71,9 (+11,8) 9,9 (-71,6)
Bonus (opt) 00:00:04 100,0 2,10 (+ 5,0) 64,8 (+ 0,8) 9,3 (-73,4)
Ref Di (+) 00:00:23 100,4 2,42 (+21,0) 72,5 (+12,8) 9,6 (-72,5)
Ref 3 (+) 00:00:19 100,3 2,39 (+19,5) 72,1 (+12,1) 9,7 (-72,2)
Bonus (+) 00:00:24 100,5 2,21 (+10,5) 69,4 (+ 7,9) 9,1 (-73,9)
Testset B
Kosten (opt) 00:00:02 100,0 2,30 (+ 0,0) 74,3 (+ 0,0) 80,0 (- 0,0)
Reg-Irr (+) 00:00:03 106,0 2,95 (+28,3) 81,9 (+10,2) 0,0 (-100,0)
All-Irr (+) 00:00:05 100,8 2,60 (+13,0) 74,9 (+ 0,8) 29,1 (-63,6)
All-FOpt (+) 00:00:05 100,1 2,52 (+ 9,6) 66,1 (- 11,0) 27,3 (-65,9)
Ref Mo (opt) 00:00:03 100,0 2,96 (+28,7) 83,3 (+12,1) 23,8 (-70,3)
Ref 3 (opt) 00:00:02 100,0 2,95 (+28,3) 83,0 (+11,7) 23,8 (-70,3)
Bonus (opt) 00:00:12 100,0 2,98 (+29,6) 83,5 (+12,4) 23,7 (-70,4)
Ref Mo (+) 00:00:08 100,7 2,96 (+28,7) 83,5 (+12,4) 23,8 (-70,3)
Ref 3 (+) 00:00:10 100,4 2,95 (+28,3) 83,2 (+12,0) 23,5 (-70,6)
Bonus (+) 00:00:17 100,4 2,99 (+30,0) 84,0 (+13,1) 23,3 (-70,9)
Testset C
Kosten (opt) 00:00:04 100,0 1,58 (+ 0,0) 51,8 (+ 0,0) 95,6 (- 0,0)
Reg-Irr (+) 00:00:03 104,6 3,03 (+108,9) 82,0 (+58,3) 0,0 (-100,0)
All-Irr (+) 00:00:03 103,9 2,41 (+52,5) 79,3 (+53,1) 33,7 (-64,7)
All-FOpt (+) 00:00:03 102,1 2,38 (+50,6) 78,0 (+50,6) 32,4 (-66,1)
Ref Mi (opt) 00:00:04 100,0 2,26 (+43,0) 70,4 (+35,9) 31,1 (-67,5)
Ref 2 (opt) 00:00:03 100,0 2,29 (+44,9) 71,0 (+37,1) 28,1 (-70,6)
Bonus (opt) 00:00:47 100,0 2,17 (+37,3) 68,6 (+32,4) 35,5 (-62,9)
Ref Mi (+) 00:00:09 100,6 2,28 (+44,3) 73,4 (+41,7) 29,3 (-69,4)
Ref 2 (+) 00:00:11 100,5 2,29 (+44,9) 71,7 (+38,4) 28,1 (-70,6)
Bonus (+) 00:00:28 100,5 2,17 (+37,3) 68,8 (+32,8) 35,3 (-63,1)
Testset D
Kosten (opt) 00:00:08 100,0 1,36 (+ 0,0) 40,5 (+ 0,0) 207,8 (- 0,0)
Reg-Irr (+) 00:00:05 112,0 2,88 (+111,8) 79,8 (+97,0) 0,0 (-100,0)
All-Irr (+) 00:00:08 108,3 2,31 (+69,9) 66,9 (+65,2) 26,1 (-87,4)
All-FOpt (+) 00:00:08 103,6 2,20 (+61,8) 63,4 (+56,5) 24,8 (-88,1)
Ref Di (opt) 00:00:23 100,0 2,34 (+72,1) 68,1 (+68,1) 15,2 (-92,7)
Ref 5 (opt) 00:00:28 100,0 2,40 (+76,5) 69,9 (+72,6) 8,4 (-96,0)
Bonus (opt) 00:00:56 100,0 2,12 (+55,9) 61,2 (+51,1) 24,6 (-88,2)
Ref Di (+) 00:00:12 100,4 2,34 (+72,1) 68,4 (+68,9) 15,3 (-92,6)
Ref 5 (+) 00:00:25 100,3 2,41 (+77,2) 70,1 (+73,1) 8,3 (-96,0)
Bonus (+) 00:00:40 100,5 2,13 (+56,6) 61,6 (+52,1) 24,1 (-88,4)
Tabelle 10.1: Laufzeit, Kosten und A¨hnlichkeitsbewertungen zur Umlaufplanung mit
Einbeziehung von A¨hnlichkeitsaspekten
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einer tageweisen Planung mit Referenzplan oder einer tagesu¨bergreifenden Planung
mit Mustern. In einigen Fa¨llen verhindert die heuristische Vorgehensweise sogar ein
besseres Ergebnis (Testset A und B): Die durchschnittliche Wiederholrate und der An-
teil identisch bedienter Fahrten in den Umlaufblo¨cken ist dort etwas geringer als mit
den Referenplan- bzw. Muster-basierten Lo¨sungen. Dies ist darauf zuru¨ckzufu¨hren,
dass die bei der Heuristik verwendete Aufteilung der Fahrtenmenge Mo¨glichkeiten
fu¨r eine noch a¨hnlichere Planung einschra¨nkt.
Die Zeiten zur Berechnung a¨hnlicher Lo¨sungen sind insgesamt ho¨her als ohne
Beru¨cksichtigung von A¨hnlichkeitskriterien. Durch den ho¨heren Aufwand lassen sich
allerdings auch wesentlich a¨hnlichere Umlaufpla¨ne realisieren.
Experimente II: Effekte bei Variation in der Dienstplanung
Abbildung 10.7 veranschaulicht die Effekte bei Nutzung unterschiedlicher Lo¨sungs-
ansa¨tze zur sequenziellen Dienstplanung ohne bzw. mit Beru¨cksichtigung von A¨hn-
lichkeitsaspekten, sowie bei Verwendung unterschiedlich a¨hnlich ausgepra¨gter Um-
laufpla¨ne als Ausgangspunkt fu¨r die Dienstplanung. Da die Effekte auf allen be-
trachteten Instanzensets identisch sind, werden diese exemplarisch an einem Testset
dargestellt (Testset B). Es gelten die gleichen Bezeichnungen wie in den vorherigen
Experimenten zur Variation in der Umlaufplanung. Ausgangspunkt fu¨r die Dienst-
planung bildet einmal ein kostenoptimaler Umlaufplan, der ohne A¨hnlichkeitsberu¨ck-
sichtigung erstellt wurde (Kosten (opt)), und ein kostenoptimaler Umlaufplan, der
mit Hilfe eines Referenzplans erzeugt wurde (Ref Mo (opt)).
Bei Nutzung eines Referenzplans wird ein Kostenrahmen im Bereich von 100%
bis 120% der Kosten einer kosteneffizienten Lo¨sung vorgegeben. Werden Muster mit
Bonuswerten genutzt, werden diese in sechs Stufen unterschiedlich gewichtet (von 1
bis 100.000).
Tabelle 10.2 fasst die beno¨tigten Rechenzeiten vom Einlesen der Daten bis zur
Ausgabe der Pla¨ne zusammen. Fu¨r die kosteneffiziente Planung sowie die tageweise
Berechnung a¨hnlicher Pla¨ne mit Referenzplan und die tagesu¨bergreifende Planung
mit Mustern sind jeweils die durchschnittlichen Werte u¨ber alle Tests mit diesem
Lo¨sungsansatz angegeben. Da das Lo¨sungsverfahren bei Nutzung eines Referenzplans
jeweils mit den kosteneffizienten Lo¨sungen initialisiert wird (vgl. Abschnitt 9.2.3),
erho¨ht sich die Laufzeit dafu¨r um die Zeit, die zur Bestimmung einer kosteneffizienten
Lo¨sung notwendig ist.
Aus den Ergebnissen werden zwei wesentliche Effekte deutlich: Zum einen, dass bei
einer tageweisen Planung mit Referenzplan die A¨hnlichkeit gegenu¨ber einer kostenef-
fizienten Dienstplanung ohne Beru¨cksichtigung von A¨hnlichkeitszielen kaum verbes-
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Abbildung 10.7: Gegenu¨berstellung von Kosten und A¨hnlichkeitsbewertungen bei
rein kosteneffizienten Umlaufpla¨nen als Ausgangspunkt fu¨r die
Dienstplanung (Bilder I-III) sowie bei a¨hnlichen Umlaufpla¨nen (Bil-
der IV-VI)
øKosteneff. Reg-Irr All-Irr All-FOpt øRef øBonus
00:01:41 00:00:38 00:01:31 00:01:24 00:01:44 00:04:09
Tabelle 10.2: Laufzeiten in hh:mm:ss bei einer sequenziellen Umlauf- und Dienstpla-
nung mit A¨hnlichkeitszielen
10.7 Analyse numerischer Ergebnisse 271
sert werden kann. Dies gilt sowohl fu¨r die Planung basierend auf rein kostenoptimal
erstellten Umlaufpla¨nen (siehe
”
Kosten (opt)“), als auch fu¨r eine Dienstplanung basie-
rend auf kostenoptimal und a¨hnlich erstellten Umla¨ufen (siehe
”
Ref Mo (opt)“). Zum
anderen wird ersichtlich, dass sich basierend auf a¨hnlicheren (kostenoptimalen) Um-
laufpla¨nen auch deutlich a¨hnlichere Dienstpla¨ne bestimmen lassen. Die Gegenu¨ber-
stellung der Bilder I bis III und IV bis VI zeigt, dass die so ermittelten Dienstpla¨ne
unabha¨ngig vom Lo¨sungsansatz a¨hnlicher sind, als die zu rein kostenoptimal berech-
neten Umla¨ufen bestimmten Pla¨ne.
Dabei fu¨hrt eine A¨nderung in den Strukturen der Umlaufpla¨ne auch zu vera¨nder-
ten Kosten in der Dienstplanung – in diesem Fall zu einer Reduktion der Kosten.
In Abbildung 10.7 ist dies daran zu erkennen, dass die Kosten der Heuristiken in
den Bildern IV bis VI prozentual ho¨her gegenu¨ber den kosteneffizientesten Pla¨nen
bewertet sind als in den Bildern I bis III.
Zur Berechnung a¨hnlicher Lo¨sungen wird insgesamt mehr Rechenzeit beno¨tigt als
ohne Einbeziehung von A¨hnlichkeitszielen. Insbesondere bei der tagesu¨bergreifenden
Planung mit Mustern lassen sich mit dem ho¨heren Aufwand aber auch a¨hnlichere
Dienstpla¨ne bestimmen.
Zusammenfassung der Untersuchungen
Mit Hilfe der Ergebnisse lassen sich die zu Beginn dieses Abschnitts formulierten
Fragestellungen zusammenfassend wie folgt beantworten:
Spielraum fu¨r eine sequenzielle Umlauf- und Dienstplanung mit Einbeziehung von
A¨hnlichkeitsaspekten bietet vor allem die Umlaufplanung. Mit den vorgeschlagenen
Ansa¨tzen fu¨r eine Dekomposition des Lo¨sungsflusses in den Umlaufplanungsnetz-
werken lassen sich ohne zusa¨tzliche Kosten kostenoptimale und sehr a¨hnliche Um-
laufpla¨ne bestimmen. Mit Steigerung der Kosten la¨sst sich die A¨hnlichkeit in den
Umlaufpla¨nen noch etwas verbessern.
Die ermittelten Umlaufpla¨ne beeinflussen dabei stark die A¨hnlichkeit der Dienst-
pla¨ne. Unabha¨ngig vom gewa¨hlten Lo¨sungsansatz ermo¨glichen a¨hnlichere Umlauf-
pla¨ne auch die Erstellung a¨hnlicherer Dienstpla¨ne.
Dabei ko¨nnen die besseren a¨hnlichen Pla¨ne mit einer tagesu¨bergreifenden Planung
durch a¨hnliche Muster erreicht werden. Im Gegensatz zur Planung mit Hilfe eines
Referenzplans wird die Flexibilita¨t bei der Suche nach a¨hnlichen Diensten nicht durch
einen vorgegebenen Referenzplan eingeschra¨nkt.






In diesem Kapitel wird die Umsetzung der Konzepte zur Ressourceneinsatzplanung
mit A¨hnlichkeitszielen aus Kapitel 9 fu¨r eine teilintegrierte Umlauf- und Dienstpla-
nung untersucht. Im Vergleich zur in Kapitel 10 diskutierten sequenziellen Planung
bietet eine teilintegrierte Planung ho¨here Freiheitsgrade beim Erstellen der Dienste.
Daher ko¨nnen auch mehr Freiheitsgrade genutzt werden, um a¨hnlichere Dienste zu
bilden.
Eine Problemdefinition zur teilintegrierten Planung mit A¨hnlichkeitszielen wird in
Abschnitt 11.1 vorgestellt. Das zum Lo¨sen des Problems genutzte Schema wird in
Abschnitt 11.2 beschrieben und in den Abschnitten 11.3 bis 11.5 mit Fokus auf die
unterschiedlichen Lo¨sungsmo¨glichkeiten erla¨utert. Abschnitt 11.6 entha¨lt numerische
Ergebnisse zu den unterschiedlichen Arten der teilintegrierten Lo¨sungsansa¨tze und
eine erste Bewertung dieser.
11.1 Problemdefinition – PVCSP-IT
Teilintegrierte Umlauf- und Dienstplanungsprobleme sollen hier als Planungsproble-
me im Sinne von [Gintner et al., 2006] aufgefasst werden: Dienstpla¨ne werden zu
Bu¨ndeln von Umlaufpla¨nen mit dem gleichen Kostenwert ermittelt statt zu einem
einzigen (optimalen) Umlaufplan wie in der sequenziellen Planung. Mit Beru¨cksich-
tigung von A¨hnlichkeitszielen kann das teilintegrierte Umlauf- und Dienstplanungs-
problem mit unregelma¨ßigen Fahrten und Aufgaben von verschiedenen Fahrpla¨nen
(engl. partial integrated vehicle and crew scheduling problem with irregular trips and
tasks from various timetables, PVCSP-IT ) dann wie folgt in drei Schritten definiert
werden:
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Im ersten Schritt ist fu¨r eine Menge von Fahrpla¨nen eines bestimmten Planungszeit-
raumes mit einer Menge von Servicefahrten, Leerfahrtmo¨glichkeiten zwischen Halte-
stellen, und Depots mit zugeordneten Fahrzeugtypen, eine Menge an Bu¨ndeln von
Umlaufpla¨nen zu finden, die zula¨ssig und kostenminimal sind, und zueinander a¨hnli-
che Dienstpla¨ne ermo¨glichen.
Im zweiten Schritt ist fu¨r eine Menge an Bu¨ndeln von Umlaufpla¨nen eines bestimm-
ten Planungszeitraumes mit einer Menge zu leistender Aufgaben, Ablo¨sepunkten und
Transfermo¨glichkeiten zwischen Haltestellen, eine Menge von Dienstpla¨nen zu finden,
die zula¨ssig, kostenminimal und mo¨glichst a¨hnlich zueinander sind.
Im dritten Schritt sind fu¨r eine Menge von a¨hnlichen Dienstpla¨nen die Umlauf-
pla¨ne aus dem Bu¨ndel der Mengen von Umlaufpla¨nen zu bestimmen, die zu diesen
Dienstpla¨nen kompatibel sind.
11.2 Lo¨sungsschema fu¨r PVCSP-IT
Lo¨sungsmo¨glichkeiten zu den oben definierten teilintegrierten Umlauf- und Dienstpla-
nungsproblemen mit A¨hnlichkeitszielen fasst Abbildung 11.1 zusammen. Wie schon
beim in Abbildung 10.1 veranschaulichtem Lo¨sungsschema zu sequenziellen Umlauf-
und Dienstplanungsproblemen mit A¨hnlichkeitszielen (vgl. Abschnitt 10.2) ko¨nnen
auch im teilintegrierten Fall A¨hnlichkeitsziele sowohl beim Lo¨sen von Umlaufpla-
nungsproblemen, als auch beim Lo¨sen der Dienstplanungsprobleme einbezogen wer-
den. Dabei besteht der wesentliche Unterschied darin, dass nicht ein einzelner Umlauf-
plan den Input fu¨r das jeweilige Dienstplanungsproblem eines Tages bildet, sondern
ein Bu¨ndel an Umlaufpla¨nen (vgl. Abschnitt 4.1.3).
Zu den Fahrpla¨nen mehrerer Tage werden wie im sequenziellen Fall Umlaufpla-
nungsprobleme (engl. vehicle scheduling problems, VSPs) als Mehrgu¨ter-Minimal-
kosten-Fluss-Probleme basierend auf Time-Space-Netzwerkmodellen fomuliert (vgl.
Abschnitte 6.1.1 und 6.2.1). Die Flussprobleme ko¨nnen kostenoptimal mit einem
LP/MIP-Solver gelo¨st werden. Dabei repra¨sentieren die Flusslo¨sungen implizit ein
Bu¨ndel unterschiedlicher Umlaufpla¨ne mit gleichem Zielfunktionswert. Zu diesen Fluss-
lo¨sungen werden Dienstplanungsprobleme (engl. crew scheduling problems, CSPs) so
als Set-Partitioning-Probleme formuliert, dass alle in den Flusslo¨sungen der Um-
laufplanungsprobleme beschriebenen Aufgaben durch die entsprechende Anzahl an
Diensten abgedeckt sind.
Sowohl kostenoptimale Flusslo¨sungen, als auch andere Flusslo¨sungen ko¨nnen fu¨r
eine a¨hnliche Planung genutzt werden (A). [Amberg, 2014] variiert in einem vergleich-
baren teilintegrierten Verfahren die Flusslo¨sung durch Nutzen von zusa¨tzlich als SPP
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Abbildung 11.1: Teilintegrierte Umlauf- und Dienstbildung mit Einbeziehung von
A¨hnlichkeitsaspekten wa¨hrend der Planung
formulierten Umlaufplanungsproblemen so, dass die Gu¨te der Flusslo¨sung zwischen
Kostenoptimalita¨t und einem anderen Zielkriterium (dort: Robustheit im Sinne von
mo¨glichst geringer propagierter Verspa¨tungen) gesteuert werden kann. Um durch eine
erlaubte (leichte) Erho¨hung der geplanten Kosten in der Umlaufplanung a¨hnlichere
Flusslo¨sungen fu¨r unterschiedliche Tage zu erhalten, besteht die Mo¨glichkeit, die fu¨r
eine sequenzielle Planung in Abschnitt 10.4 beschriebenen Methoden zu nutzen, mit
denen a¨hnlichere Umlaufpla¨ne mit erlaubten Mehrkosten generiert werden ko¨nnen.
Von diesen ko¨nnen dann die entsprechenden Flusslo¨sungen abgeleitet werden, um
teilintegrierte Dienstplanungsprobleme zu formulieren.
Die Dienstplanungsprobleme werden mit Beru¨cksichtigung von A¨hnlichkeitszielen
mit einem Column Generation-Ansatz gelo¨st (B). Auf Basis der ermittelten Dienst-
pla¨ne ko¨nnen dann (a¨hnliche) Umla¨ufe gebildet werden (C).
Dem Lo¨sungsschema entsprechend sind die Inhalte der na¨chsten drei Abschnitte
wie folgt: Abschnitt 11.3 beschreibt das Ermitteln von kosteneffizienten bzw. a¨hnli-
chen Bu¨ndeln an Umlaufpla¨nen fu¨r die Planungsprobleme mehrerer Tage (siehe A).
Abschnitt 11.4 umfasst das Erstellen von a¨hnlichen Diensten basierend auf den er-
mittelten Umlaufplanbu¨ndeln (siehe B). Abschnitt 11.5 verdeutlicht das Bilden (a¨hn-
licher) Umlaufpla¨ne basierend auf den erstellten (a¨hnlichen) Dienstpla¨nen (siehe C).
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11.3 Bilden von kosteneffizienten, a¨hnlichen Bu¨ndeln
an Umlaufpla¨nen
Ausgangspunkt fu¨r das teilintegrierte Lo¨sen von Umlauf- und Dienstplanungspro-
blem eines Tages ist das Lo¨sen von Umlaufplanungsproblemen derart, dass bei der
Dienstbildung auf Bu¨ndel gleichwertiger Umlaufpla¨ne zuru¨ckgegriffen werden kann,
um so mehr Flexibilita¨t beim Lo¨sen des Dienstplanungsproblems zu besitzen. Bu¨ndel
gleichwertiger Umlaufpla¨ne ergeben sich direkt aus einer Modellierung der Umlauf-
planungsprobleme als aggregierte Time-Space-Netzwerke nach [Kliewer et al., 2006b].
In dieser Modellierung repra¨sentiert eine Flusslo¨sung des Problems ein solches Bu¨ndel
an gleichwertigen (kostenoptimalen) Umlaufpla¨nen (vgl. Abschnitt 10.3).
Um beim Lo¨sen teilintegrierter Umlauf- und Dienstplanungsprobleme A¨hnlichkeit-
saspekte einzubeziehen, ko¨nnen die Flusslo¨sungen zu den Planungsproblemen meh-
rerer Tage auf zwei Arten bestimmt werden (vgl. Vorgehen A in Abbildung 11.1):
Erstens, indem die als Flussproblem modellierten Umlaufplanungsprobleme kosten-
optimal gelo¨st werden. Zweitens, indem Mehrkosten beim Lo¨sen erlaubt werden, wenn
die Flusslo¨sungen der unterschiedlichen Tage dadurch a¨hnlicher zueinander werden.
Bei der ersten Vorgehensweise ist zwar nicht explizit eine A¨hnlichkeit der Flusslo¨sun-
gen unterschiedlicher Tage gefordert. Die per MIP-Solver (kostenoptimal) ermittel-
ten Netzwerkflu¨sse erlauben aber generell mehr Flexibilita¨t beim Erstellen a¨hnlicher
Dienstpla¨ne zu den durch die im Netzwerkfluss repra¨sentierten Aufgaben, als zu Auf-
gaben aus fest vorgegebene Umla¨ufen wie in einer sequenziellen Planung. Ein Beispiel
dazu zeigt Abbildung 10.3 in Abschnitt 10.3 zur globalen, netzwerku¨bergreifenenden
Flussdekomposition. Die dort beschriebenen flexiblen Mo¨glichkeiten beim Bestim-
men von (a¨hnlichen) Umla¨ufen aus der Flusslo¨sung gelten ebenso beim Bilden von
(a¨hnlichen) Diensten, Dienstteilen oder Dienststu¨cken aus der Flusslo¨sung.
Die zweite Vorgehensweise fordert explizit eine A¨hnlichkeit bei der Bestimmung
der Flusslo¨sungen fu¨r die Umlaufplanungsprobleme unterschiedlicher Tage. Erreicht
werden ko¨nnen a¨hnliche Flusslo¨sungen durch eine Erga¨nzung der in Abschnitt 10.4
vorgestellten Methoden zur Ermittlung a¨hnlicher Umla¨ufe bzw. Umlaufblo¨cke in einer
sequenziellen Planung: Nachdem a¨hnliche Umlaufblo¨cke fu¨r unterschiedliche Tage be-
rechnet wurden, durch Nutzen eines Referenzplans (siehe Abschnitt 10.4.1) oder mit
Hilfe regelma¨ßiger Fahrtenmuster (siehe Abschnitt 10.4.2), ko¨nnen die zu den Um-
laufblo¨cken passenden Flu¨sse in den Umlaufplanungsnetzwerken extrahiert werden.
Die entsprechenden Flusslo¨sungen bzw. die durch die Kanten in den Netzwerkre-
pra¨sentationen der Umlaufplanungsprobleme abgebildeten Aufgaben, die durch die
Flusslo¨sungen zur Bedienung ausgewa¨hlt sind, bilden dann den Ausgangspunkt fu¨r
11.4 Bilden von a¨hnlichen Diensten basierend auf Bu¨ndeln an Umlaufpla¨nen 277




11.4 Bilden von a¨hnlichen Diensten basierend auf
(a¨hnlichen) Bu¨ndeln an Umlaufpla¨nen
Zu gegebenen (a¨hnlichen) Bu¨ndeln an Umlaufpla¨nen fu¨r die Planungsprobleme meh-
rerer Tage lassen sich mit Hilfe der in dieser Arbeit vorgestellten A¨hnlichkeitskonzepte
a¨hnliche Dienstpla¨ne erstellen (vgl. Vorgehen B in Abbildung 11.1). Das Lo¨sen von
teilintegrierten Dienstplanungsproblemen mit A¨hnlichkeitsberu¨cksichtigung mit Hilfe
eines Referenzplans wird in Abschnitt 11.4.1 vorgestellt. Eine A¨hnlichkeitsberu¨cksich-
tigung durch regelma¨ßige Aufgaben-Muster beim Lo¨sen von teilintegrierten Dienst-
planungsproblemen wird im darauf folgenden Abschnitt 11.4.2 beschrieben.
Natu¨rlich ist es auch mo¨glich, zu gegebenen (a¨hnlichen) Bu¨ndeln an Umlaufpla¨nen,
Dienstplanungsprobleme ohne A¨hnlichkeitsberu¨cksichtigung zu lo¨sen. Mit Testen ei-
ner solchen Vorgehensweise kann die Frage beantwortet werden, ob es fu¨r das Er-
reichen a¨hnlicher Dienstpla¨ne ausreichend ist,
”
traditionelle“ Dienstplanungsproble-
me ohne A¨hnlichkeitsaspekte zu a¨hnlichen Bu¨ndeln an Umlaufpla¨nen zu lo¨sen, oder
ob bei Einbeziehung von A¨hnlichkeitszielen bessere Ergebnisse hinsichtlich A¨hnlich-
keit bei vergleichbarer Kosteneffizienz erreicht werden ko¨nnen. Eine Bewertung dazu
findet sich analog zum entsprechenden Abschnitt in der sequenziellen Planung aus
Kapitel 10 bei den numerischen Ergebnissen dieses Kapitels in Abschnitt 11.6.
11.4.1 Teilintegrierte Dienstbildung auf Basis von RSP-IT-RS
Modellierung und Lo¨sungsverfahren fu¨r eine a¨hnliche Ressourceneinsatzplanung mit
Hilfe eines Referenzplans wurden in Abschnitt 9.2 vorgestellt. Fu¨r eine teilintegrierte
Dienstbildung mit A¨hnlichkeitsberu¨cksichtigung durch einen Referenzplan sind ana-
log zur sequenziellen Dienstbildung mit A¨hnlichkeitsberu¨cksichtigung keine Erweite-
rungen der Modellierung und des Lo¨sungsverfahrens notwendig.
Als Dienstplanungsprobleme werden ebenso die in Abschnitt 9.2.2 beschriebenen
allgemeinen Set-Partitioning-Probleme mit elastischer Kostenrestriktion formuliert,
bei welchen die Distanz zum gegebenen Referenzplan minimiert werden soll. Gelo¨st
werden ko¨nnen die Modelle mit dem in Abschnitt 9.2.3 erla¨utertem Column Generation-
Ansatz. Im Vergleich zur sequenziellen Planung a¨ndert sich dabei lediglich die Gro¨ße
der Dienstgenerierungsnetzwerke. Die Menge an aus der Umlaufplanung vorgegebe-
nen in der Dienstplanung zu leistenden Aufgaben ist zwar identisch. Aber im Gegen-
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satz zur sequenziellen Planung stehen die Kombinationsmo¨glichkeiten der auf einem
Fahrzeug zu leistenden Aufgaben noch nicht fest.
11.4.2 Teilintegrierte Dienstbildung auf Basis von S-RSP-IT-RP
Auch bei Modellierung und Lo¨sungsverfahren fu¨r eine teilintegrierte Dienstbildung
mit A¨hnlichkeitsberu¨cksichtigung durch regelma¨ßige Aufgaben-Muster sind keine we-
sentlichen Erweiterungen zur sequenziellen Dienstbildung bzw. zur entsprechenden
vorgestellten Basis-Modellierung und zum Basis-Lo¨sungsverfahren notwendig. Fu¨r
Details sei auf die ausfu¨hrlichen Darstellungen in Abschnitt 9.3 verwiesen.
Die Dienstplanungsprobleme ko¨nnen wie in Abschnitt 9.3.2 beschrieben als allge-
meine Set-Partitioning-Probleme formuliert werden, deren Lo¨sungen u¨ber gemeinsam
genutzte (Aufgaben-)Muster miteinander verbunden sind. Dabei werden die zur Be-
dienung der Aufgaben notwendigen Kosten minimiert, wa¨hrend ein Bonus fu¨r in
Diensten an unterschiedlichen Tagen genutzte gleiche Aufgaben-Muster maximiert
wird. Mo¨gliche r-regelma¨ßige Aufgaben-Muster ko¨nnen aus den Bu¨ndeln an Umlauf-
pla¨nen, also den Flusslo¨sungen zu den Umlaufplanungsproblemen der unterschied-
lichen Tage berechnet werden. Gelo¨st wird das Modell mit dem in Abschnitt 9.3.3
beschriebenen Column Generation-Ansatz samt Fixierungsstrategien.
11.5 Bilden von (a¨hnlichen) Umla¨ufen basierend auf
a¨hnlichen Diensten
Im Zuge des Lo¨sungsschemas fu¨r teilintegrierte Umlauf- und Dienstplanungsproble-
me mit A¨hnlichkeitszielen erfolgt die Dienstbildung fu¨r eine Menge von Bu¨ndeln an
Umlaufpla¨nen bzw. einer Menge an Flusslo¨sungen (vgl. Abschnitte 11.2 und 11.4).
Nach erfolgreicher Bestimmung der (a¨hnlichen) Dienste mu¨ssen aus diesen Bu¨ndeln
die Umlaufpla¨ne ermittelt werden, die zu den gebildeten Diensten kompatibel sind.
Ausgehend von den Diensten, sind also (a¨hnliche) Umla¨ufe zu bestimmen (vgl. Vor-
gehen C in Abbildung 11.1).
[Amberg, 2014] nutzt ein vergleichbares Vorgehen, um fu¨r den Fahrplan eines Tages
ein anderes Ziel bei einer Umlaufbildung auf Basis von Diensten zu realisieren. Basie-
rend auf Diensten sollen dort Umla¨ufe mo¨glichst robust gegen Verspa¨tungen gebildet
werden. Das Ziel dort ist es dann, beim Zusammenstellen von (Tages-)Umla¨ufen die
Propagation von mo¨glichen Verspa¨tungen zu minimieren.
Hier sollen die fu¨r unterschiedliche Tage zu bestimmenden Umla¨ufe mo¨glichst a¨hn-
lich zueinander sein. Hintergrund fu¨r diese zusa¨tzliche Forderung nach a¨hnlichen Um-
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laufpla¨nen (zusa¨tzlich zu a¨hnlichen Dienstpla¨nen) ist, dass so kurzfristig vom Ver-
kehrsunternehmen durchzufu¨hrende A¨nderungen in einem Dienstplan nicht zu vo¨llig
unterschiedlichen Pla¨nen fu¨hren. Die a¨hnlichen Umla¨ufpla¨ne sollen fu¨r eine
”
stabile“
Dienstbildung im Falle von notwendigen A¨nderungen sorgen.
Das Bilden a¨hnlicher (Tages-)Umla¨ufe basierend auf (a¨hnlichen) Diensten kann
analog zum Bilden a¨hnlicher (Tages-)Umla¨ufe aus (a¨hnlichen) Umlaufblo¨cken aus
Abschnitt 10.5 durchgefu¨hrt werden. Wesentlicher Unterschied ist, dass die Knoten
der Tagesumlaufgenerierungsnetzwerke statt Umlaufblo¨cke, Dienste oder Teile von
Diensten repra¨sentieren. Abha¨ngig von erlaubten Fahrzeugwechseln bei der Dienst-
bildung besteht die Knotenmenge aus Diensten (bei nicht erlaubten Fahrzeugwech-
seln), Diensteilen (von geteilten Diensten) und/oder Dienststu¨cken (bei erlaubten
Fahrzeugwechseln). Diese sind entsprechend ihrer Kompatibilita¨t u¨ber Verbindungs-
kanten miteinander verknu¨pft. Mit den Tagesumlaufgenerierungsnetzwerken lassen
sich tageweise (mit einem Referenzplan) oder gleichzeitig fu¨r alle Tage (u¨ber re-
gelma¨ßige Muster) a¨hnliche (Tages-)Umla¨ufe bestimmen. Fu¨r Details zu den beiden
unterschiedlichen Vorgehensweisen sei auf die Ausfu¨hrungen in Abschnitt 10.5 ver-
wiesen.
11.6 Analyse numerischer Ergebnisse
Zu denen in diesem Kapitel vorgeschlagenen Ansa¨tzen zur Lo¨sung von teilintegrierten
Umlauf- und Dienstplanungsproblemen mit A¨hnlichkeitszielen sollen in diesem Ab-
schnitt die durchgefu¨hrten Tests diskutiert werden. Analog zu den Untersuchungen
der sequenziellen Planung mit A¨hnlichkeitszielen aus Abschnitt 10.7 bilden folgende
Fragestellungen die Grundlage fu¨r die Experimente:
1. Wie groß ist der Spielraum, den eine teilintegrierte Planung fu¨r eine Beru¨ck-
sichtigung von A¨hnlichkeitsaspekten bietet?
2. Sind a¨hnliche Pla¨ne teilintegriert besser tageweise oder tagesu¨bergreifend be-
stimmbar?
Um diese Fragen beantworten zu ko¨nnen, wird die Erstellung a¨hnlicher Dienstpla¨ne
fu¨r implizite Bu¨ndel kosteneffizienter Umlaufpla¨ne untersucht (vgl. Vorgehen B in
Abbildung 11.1). Testumgebung ist die in Abschnitt 9.2.4 beschriebene.
Effekte unterschiedlicher Lo¨sungsansa¨tze fu¨r PVCSP-IT
Abbildungen 11.2 und 11.3 stellen die Ergebnisse zusammenfassend dar. Gegenu¨ber-
gestellt werden die Kosten der ermittelten Pla¨ne bezogen auf kosteneffizient bestimm-
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te Lo¨sungen ohne Beru¨cksichtigung von A¨hnlichkeitsaspekten (Kosteneff.) und die
A¨hnlichkeitsbewertungen der erstellten Pla¨ne. Dabei werden wie in Abschnitt 10.7
Lo¨sungen verglichen, die mit der Regular-First-Irregular-Second-Heuristik (Reg-Irr),
welche den Referenzpunkt fu¨r die a¨hnlichste Lo¨sung bildet, der All-First-Irregular-
Second-Heuristik (All-Irr), der All-First-Fix-And-Optimize-Heuristik (FOpt-Irr), mit
Nutzung eines Referenzplans (Ref ) und bei Nutzung einer tagesu¨bergreifenden Pla-
nung mit Boni fu¨r Aufgabenmuster (Bonus) berechnet wurden.
Fu¨r die Berechnungen mit Hilfe eines Referenzplans ist weiterhin angegeben, wel-
cher Referenzplan ausgewa¨hlt wurde (ein Referenzplan basierend auf einem Wochen-
tag oder fu¨r eine r-regelma¨ßige Fahrtenmenge). Aus Gru¨nden der U¨bersichtlichkeit
sind zur Veranschaulichung der Effekte die Referenzpla¨ne ausgewa¨hlt, die zuvor als
gut geeignet fu¨r eine a¨hnliche Planerstellung identifiziert wurden (vgl. Abschnitt
9.2.4). Bei der Berechnung mit einem Referenzplan werden außerdem (Mehr-)Kosten
gegenu¨ber den kosteneffizient erstellten Pla¨nen von 100% bis 120% erlaubt. Bei ei-
ner Berechnung mit Bonuswerten werden diese in sechs Stufen unterschiedlich hoch
gewichtet (von 1 bis 100.000).
Tabelle 11.1 gibt einen U¨berblick u¨ber die unterschiedlichen Laufzeiten vom Einle-
sen der Daten bis zur Ausgabe der errechneten Pla¨ne. Fu¨r die tageweise Berechnung
a¨hnlicher Pla¨ne mit Referenzplan und die tagesu¨bergreifende Planung mit Mustern
sind jeweils die durchschnittlichen Werte u¨ber alle Tests zu einem Testset aufgefu¨hrt.
Dabei ist zu beachten, dass das Lo¨sungsverfahren bei Nutzung eines Referenzplans
jeweils mit den kosteneffizienten Lo¨sungen initialisiert wird (vgl. Abschnitt 9.2.3). Die
Laufzeit erho¨ht sich dann um die zur Zeit, die zur Bestimmung der kosteneffizienten
Lo¨sung notwendig ist.
Die Abbildungen zeigen, dass sich mit den vorgestellten Konzepten zur Beru¨ck-
sichtigung von A¨hnlichkeitszielen deutlich bessere, d.h. a¨hnlichere Pla¨ne als mit einer
traditionellen kosteneffizienten Planung ermitteln lassen. Ohne Erho¨hung der Kosten
bietet sich genug Spielraum, um Pla¨ne bestimmen zu ko¨nnen, die wesentlich bessere
Werte bezu¨glich der A¨hnlichkeitskennzahlen aufweisen als die traditionelle Planung.
Mit Erho¨hung der Kosten ko¨nnen diese A¨hnlichkeitswerte noch gesteigert wer-
den. Da mit mehr Kosten auch die Anzahl der Dienste in den Pla¨nen steigt, la¨sst
sich dabei der Effekt beobachten, dass die auf die Anzahl von Ressourceneinsa¨tzen
bezogenen Maße wie die durchschnittliche Wiederholrate und der Anteil identische
bedienter Fahrten wieder leicht zuru¨ck gehen ko¨nnen (siehe z.B. Bild I und Bild VIII
in Abbildung 11.2).
Dabei la¨sst sich die maximal mo¨glich erreichbare A¨hnlichkeit in dem Rahmen stei-
gern, den die Flusslo¨sung aus der Umlaufplanung zula¨sst. Dies ist insbesondere gut
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Abbildung 11.2: Gegenu¨berstellung von Kosten und Wiederholrate (Bilder I-IV) so-
wie von Kosten und dem Anteil identisch bedienter Fahrten (Bilder
V-VIII)
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Abbildung 11.3: Gegenu¨berstellung von Kosten und Distanz in Sequenzen regelma¨ßi-
ger Fahrten
set Kosteneff. Reg-Irr All-Irr All-FOpt øRef øBonus
A 00:01:54 00:00:17 00:03:24 00:02:54 00:00:31 00:05:58
B 00:22:35 00:04:27 00:59:18 01:00:34 00:41:19 01:15:03
C 00:00:43 00:00:08 00:00:36 00:00:33 00:00:23 00:01:21
D 00:36:10 00:12:31 01:08:14 00:56:47 00:51:25 00:46:30
Tabelle 11.1: Laufzeiten in hh:mm:ss bei einer teilintegrierten Umlauf- und Dienst-
planung mit A¨hnlichkeitszielen
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an den Distanzbewertungen zu erkennen, bei denen die Bewertungen durch ho¨here
Kosten gesteigert werden, der a¨hnlichste (und sehr teure) Punkt der Regular-First-
Irregular-Second-Heuristik aber nicht erreicht wird, da diesem eine andere Umlauf-
planungslo¨sung zugrunde liegt (siehe Bilder I-IV in Abbildung 11.3).
Mit den Heuristiken ko¨nnen ebenfalls a¨hnlichere Pla¨ne generiert werden. Allerdings
zumeist nur, indem die Kosten so (stark) erho¨ht werden, dass sie an der Grenze des
fu¨r einen praktischen Einsatz tolerierbaren Bereich von 1% Mehrkosten liegen.
Zur Bestimmung a¨hnlicher Pla¨ne wird durchweg mehr Rechenzeit beno¨tigt, als
fu¨r eine Planung ohne Einbeziehung von A¨hnlichkeitsaspekten (siehe Tabelle 11.1).
Dafu¨r ko¨nnen allerdings auch deutlich bessere Ergebnisse bezu¨glich kosteneffizienter
und a¨hnlicher Pla¨ne erreicht werden.
Zusammenfassung der Untersuchungen
Die eingangs dieses Abschnittes formulierten Fragestellungen lassen sich anhand der
Untersuchungen wie folgt zusammenfassend beantworten:
Die teilintegrierte Planung basierend auf (kostenoptimalen) Flusslo¨sungen aus der
Umlaufplanung bietet enormen Spielraum, a¨hnliche Pla¨ne zu erstellen. Die Ergeb-
nisse veranschaulichen, dass bei einer teilintegrierte Umlauf- und Dienstplanung mit
Einbeziehung von A¨hnlichkeitsaspekten deutlich a¨hnlichere Pla¨ne als bei einer rein
kosteneffizienten Planung bestimmt werden ko¨nnen, ohne dabei die Kosten gegenu¨ber
einer traditionellen kosteneffizienten Planung zu erho¨hen. Werden die Kosten erho¨ht,
ko¨nnen im Rahmen der implizit durch die Flusslo¨sung gegebenen Bu¨ndel an Umlauf-
pla¨nen noch a¨hnlichere Pla¨ne erstellt werden.
Dabei la¨sst sich im Gegensatz zur sequenziellen Planung nicht eindeutig festle-
gen, ob eine tageweise Planung mit Referenzplan einer tageweisen Planung durch
regelma¨ßige Muster vorzuziehen ist, oder nicht. Abha¨ngig von der Problemstellung
bzw. Instanzenmenge ko¨nnen die besten Pla¨ne bezu¨glich Kosteneffizienz und A¨hn-
lichkeit sowohl tageweise als auch tagesu¨bergreifend bestimmt werden. Mit der ta-
gesu¨bergreifenden Planung lassen sich durchga¨ngig sehr gute Lo¨sungen bezogen auf
Kosteneffizienz und A¨hnlichkeit ermitteln. In einigen Fa¨llen ko¨nnen allerdings noch
etwas bessere Pla¨ne bei einer tageweisen Planung mit einem Referenzplan bestimmt
werden.






In diesem Kapitel wird die Umsetzung der Ansa¨tze fu¨r eine Ressourceneinsatzplanung
mit A¨hnlichkeitszielen im Rahmen einer integrierten Umlauf- und Dienstplanung un-
tersucht. Die vollsta¨ndig integrierte Planung besitzt im Vergleich zu den in den beiden
vorherigen Kapiteln 10 und 11 diskutierten Varianten ho¨here Freiheitsgrade beim Pla-
nen der Dienste (vgl. Abschnitt 2.2.4). So existieren auch ho¨here Freiheitsgrade, um
a¨hnlichere Dienste erstellen zu ko¨nnen.
In Abschnitt 12.1 werden zuna¨chst die integrierten Umlauf- und Dienstplanungs-
probleme mit A¨hnlichkeitszielen genauer definiert. Abschnitt 12.2 stellt ein dafu¨r ge-
eignetes Lo¨sungsschema im allgemeinen vor, Abschnitte 12.3 und 12.4 im Detail. Eine
Bewertung unterschiedlicher Arten der integrierten Umlauf- und Dienstplanung mit
A¨hnlichkeitszielen findet am Ende des Kapitels in Abschnitt 12.5 statt, in welchem
numerische Ergebnisse aufgefu¨hrt sind.
12.1 Problemdefinition – IVCSP-IT
Integrierte Umlauf- und Dienstplanungsprobleme mit A¨hnlichkeitszielen verknu¨pfen
klassische (integrierte) Umlaufplanungs- und Dienstplanungsprobleme mehrerer Tage
miteinander, sodass das entsprechende Planungsproblem wie folgt als integriertes
Umlauf- und Dienstplanungsproblem mit unregelma¨ßigen Fahrten und Aufgaben von
verschiedenen Fahrpla¨nen (engl. integrated vehicle and crew scheduling problem with
irregular trips and tasks from various timetables, IVCSP-IT ) definiert werden kann:
Fu¨r eine Menge von Fahrpla¨nen eines bestimmten Planungszeitraumes mit einer
Menge von Servicefahrten, Ablo¨sepunkten, Leerfahrt- und Transfermo¨glichkeiten zwi-
schen Haltestellen, sowie Depots mit zugeordneten Fahrzeugtypen, sind Mengen von
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Umlauf- und Dienstpla¨nen zu finden, die zula¨ssig, wechselseitig kompatibel, d.h. zu-
einander passend, kostenminimal und mo¨glichst a¨hnlich zueinander sind.
Umlauf- und Dienstpla¨ne sind zueinander passend, wenn jede Fahrt aus dem Fahr-
plan von einem Fahrzeug und einem Dienst bedient wird, und jede in den Umlauf-
pla¨nen auszufu¨hrende Leerfahrt genau einem Dienst zugeordnet ist (vgl. Abschnitt
2.4.1).
Neben der aus klassischen integrierten Problemen bekannten gleichzeitigen Planung
von Umla¨ufen und Diensten sorgt die Planung u¨ber mehrere Tage fu¨r ein schwierig
zu lo¨sendes Optimierungsproblem.
12.2 Lo¨sungsschema fu¨r IVCSP-IT
Abbildung 12.1 stellt das Vorgehen beim Lo¨sen von integrierten Umlauf- und Dienst-
planungsproblemen mit den in dieser Arbeit neu vorgestellten Mo¨glichkeiten zur Ein-
beziehung von A¨hnlichkeitszielen schematisch dar. Wie beim Lo¨sungsschema zu se-
quenziellen und zu teilintegrierten Umlauf- und Dienstplanungsproblemen, ko¨nnen
die Mo¨glichkeiten zur A¨hnlichkeitsberu¨cksichtigung an mehreren Stellen realisiert
werden (vgl. Abbildungen 10.1 und 11.1 in den Abschnitten 10.2 und 11.2).
Dabei besteht ein kleiner Unterschied: Wenn in der Praxis a¨hnliche Pla¨ne verlangt
sind, sind das vorrangige Ziel der Planung a¨hnliche Dienstpla¨ne. A¨hnliche Umla¨ufe
sind dabei weitestgehend als Hilfskonstrukt zu betrachten, um u¨berhaupt a¨hnliche
Dienste (im Rahmen z.B. einer sequenziellen Umlauf- und Dienstplanung) erhalten
zu ko¨nnen. Daher reicht es bei der integrierten Umlauf- und Dienstplanung durch die
gleichzeitige und gekoppelte Beru¨cksichtigung von Umlaufplanung und Dienstplanung
aus, die A¨hnlichkeitsziele hauptsa¨chlich durch Beru¨cksichtigung von A¨hnlichkeitskri-
terien bei der Dienstbildung abzubilden.
Auf Basis der Fahrpla¨ne mehrerer Tage werden Umlaufplanungsprobleme (engl.
vehicle scheduling problems, VSPs) als Mehrgu¨ter-Minimalkosten-Fluss-Probleme in
Time-Space-Netzwerkmodellen modelliert (vgl. Abschnitte 6.1.1 und 6.2.1). Diese
werden mit den Dienstplanungsproblemen (engl. crew scheduling problems, CSPs)
in Form von Set-Partitioning-Problemen so gekoppelt, dass alle in der Umlaufpla-
nung anfallenden Aufgaben der unterschiedlichen Tage von der dafu¨r notwendigen
Anzahl Dienste erfu¨llt werden mu¨ssen. Fu¨r die so entstandenen integrierten Umlauf-
und Dienstplanungsprobleme (engl. integrated vehicle and crew scheduling problems,
IVCSPs) wird u¨ber eine Lagrange-relaxierte Formulierung in Kombination mit ei-
nem Column Generation Ansatz-eine untere Schranke fu¨r die Lo¨sung bestimmt (vgl.
auch Abschnitt 6.1.2). Dabei werden zula¨ssige und a¨hnliche Dienste im Rahmen des




































Abbildung 12.1: Integrierte Umlauf- und Dienstbildung mit Einbeziehung von A¨hn-
lichkeitsaspekten wa¨hrend der Planung
Column Generation-Verfahrens erstellt (A). Beim Bestimmen der unteren Schranke
werden kosteneffiziente und a¨hnliche Netzwerkflusslo¨sungen fu¨r die Umlaufplanungs-
probleme ermittelt, die implizit ein Bu¨ndel an unterschiedlichen Umlaufpla¨nen mit
gleichem Zielfunktionswert repra¨sentieren (B). Basierend auf diesen Lo¨sungen werden
Dienstplanungsprobleme als Set-Partitioning-Probleme formuliert zur Abdeckung al-
ler durch die Netzwerkflu¨sse der Umlaufplanungsprobleme beschriebenen Aufgaben.
Diese werden mit Beru¨cksichtigung von A¨hnlichkeitszielen mit einem Column Ge-
neration Ansatz gelo¨st, sodass (kosteneffiziente und) a¨hnliche Dienstpla¨ne generiert
werden (C). Auf Basis der Dienstpla¨ne ko¨nnen die Netzwerkflusslo¨sungen der Um-
laufplanungsprobleme dann gegebenenfalls in a¨hnliche Umla¨ufe fu¨r unterschiedliche
Tage zerlegt werden (D). So wird mit diesem teilintegrierten Verfahren (vgl. Abschnitt
11.2) innerhalb der integrierten Umlauf- und Dienstplanung eine obere Schranke der
Lo¨sung bestimmt, d.h. zula¨ssige und zueinander kompatible Umlauf- und Dienst-
pla¨ne. Diese Lo¨sungen ko¨nnen dann genutzt werden, um bessere untere Schranke zu
bestimmen. So ko¨nnen dann Netzwerkflusslo¨sungen in den Umlaufplanungsproble-
men unterschiedlicher Tage ermittelt werden, zu denen bessere kosteneffiziente und
a¨hnliche Dienstpla¨ne generiert werden ko¨nnen, bis ein Abbruchkriterium, wie z.B.
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eine marginale Verbesserung des Zielfunktionswertes in einer bestimmten Anzahl Ite-
rationen oder ein ein Zeitlimit erreicht ist (zu Abbruchkriterien vgl. auch Abschnitt
6.1.2).
Die in der Abbildung aufgefu¨hrten Mo¨glichkeiten B, C und D zur Beru¨cksichti-
gung von A¨hnlichkeitsaspekten entsprechen weitestgehend den im vorherigen Kapitel
dargestellten Mo¨glichkeiten beim Lo¨sen von teilintegrierten Umlauf- und Dienstpla-
nungsproblemen mit A¨hnlichkeitszielen. Fu¨r Details sei auf die entsprechenden Ab-
schnitte 11.3, 11.4 und 11.5 verwiesen. Durch das gleichzeitige Lo¨sen von Umlauf-
und Dienstplanungsproblem ergeben sich im integrierten Fall einige Besonderheiten,
sodass Mo¨glichkeit A nachfolgend etwas genauer erla¨utert wird. Abschnitt 12.3 be-
schreibt das Bilden a¨hnlicher Umla¨ufe und Dienste im Rahmen einer integrierten Pla-
nung bei Nutzen eines Referenzplanes. In Abschnitt 12.4 wird die integrierte Umlauf-
und Dienstplanung mit A¨hnlichkeitsberu¨cksichtigung durch regelma¨ßige Muster vor-
gestellt.
12.3 Integrierte Umlauf- und Dienstbildung auf Basis
von RSP-IT-RS
Fu¨r die grundsa¨tzliche Modellierung und das generelle Lo¨sungsverfahren zum Basis-
Konzept der a¨hnlichen Planung mehrerer Tage mit Hilfe eines Referenzplans sei auf
Abschnitt 9.2 verwiesen. Die fu¨r eine integrierte Umlauf- und Dienstplanung mit
Referenzplan notwendigen Erga¨nzungen der Modellierung werden im Folgenden in
Abschnitt 12.3.1 vorgestellt sowie in Abschnitt 12.3.2 die Erweiterungen im Lo¨sungs-
verfahren.
12.3.1 Modellierung
Das mathematische Modell zur integrierten Umlauf- und Dienstplanung mit A¨hnlich-
keitsberu¨cksichtigung durch einen Referenzplan kombiniert die aus den Abschnitten
6.1.1 und 9.2.2 bekannten Formulierungen des integrierten Mehrdepot- Umlauf- und
Dienstplanungsproblems (MD-IVCSP) und des Ressourceneinsatzplanungsproblems
mit unregelma¨ßigen Aufgaben und Nutzen eines Referenzplans (RSP-IT-RS): Um-
laufplanungsprobleme sind als Mehrgu¨ter-Minimalkosten-Fluss-Probleme auf Basis
eines Time-Space-Netzwerkmodells formuliert und mit der Dienstplanung daru¨ber
gekoppelt, dass jede in der Umlaufplanung genutzte Fahrzeugaktivita¨t in entspre-
chend vielen Diensten enthalten ist. Dabei sind die Dienstplanungsprobleme als Set-
Partitioning-Probleme formuliert, in welchen jede Fahrzeugaktivita¨t von genau ei-
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nem Dienst bedient werden muss. Ziel ist es, Dienstpla¨ne mit minimaler Abweichung
zum gegebenen Referenzdienstplan zu finden, wobei ein elastischer Kostenrahmen die
dafu¨r erlaubten Kosten vorgibt.
Mathematisch formuliert ist das Modell also wie folgt – es gelten die gleichen Be-
zeichnungen wie in den Abschnitten 6.1.1 und 9.2.2. Die Menge aller Depots sei also
D = {1, 2, ...,m} und sei T = {1, 2, ..., n} die Menge aller zu bedienenden Service-
fahrten eines Tages. Mit T d sei die Menge aller Servicefahrten definiert, die von
Fahrzeugen aus Depot d ∈ D durchgefu¨hrt werden ko¨nnen. Zu jedem Depot d ist
ein Umlaufplanungsnetzwerk Gd = (Nd, Ad) mit der Knotenmenge Nd und der Kan-
tenmenge Ad definiert. Mit A˜d ⊂ Ad sei die Menge aller Kanten definiert, die Akti-
vita¨ten repra¨sentieren, die ein Fahrzeug und einen Fahrer erfordern. Des weiteren sei
mit Ad(t) : T → Ad eine Funktion beschrieben, die fu¨r Servicefahrt t ∈ T und Depot
d ∈ D die zugeho¨rige Servicefahrtkante (i, j) ∈ Ad liefert. Wenn Fahrt t nicht aus
Depot d bedient werden, ist Ad(t) = ∅.
Jeder Kante (i, j) ∈ Ad werden wie in Abschnitt 6.1.1 beschrieben Fahrzeugkosten
cdij zugeordnet. Ebenso werden wie beschrieben die maximalen Flusskapazita¨ten u
d
ij
einer Kante (i, j) ∈ Ad gesetzt.
Als Entscheidungsvariablen werden Flussvariablen und Dienstvariablen definiert.
Ganzzahlige Flussvariablen ydij fu¨r jede Kante (i, j) ∈ Ad geben an, wie hoch der Fluss
u¨ber Kante (i, j) ist. Dabei repra¨sentiert jede Flusseinheit ein Fahrzeug, das die durch
die Kante beschriebene Fahrzeugaktivita¨t ausfu¨hrt. Bina¨re Entscheidungsvariablen
xdk geben an, ob Dienst k ∈ Kd fu¨r Depot d ∈ D in der Lo¨sung ausgewa¨hlt ist oder
nicht. Dabei sei durch Kd die Menge aller gu¨ltigen Dienste definiert, die von Depot
d aus durchgefu¨hrt werden ko¨nnen. Mit Kd(i, j) ⊂ Kd sei die Menge aller Dienste
beschrieben, die das Dienstelement enthalten, das durch die Fahrzeugaktivita¨t auf
Kante (i, j) ∈ A˜d modelliert ist. Jeder Dienstauswahlvariable xdk ist ein Distanzwert
adk zum Referenzdienstplan zugeordnet sowie ein Kostenwert f
d
k . Der Kostenrahmen
sei durch  vorgegeben. Damit der Kostenrahmen immer eingehalten werden kann,
sind zusa¨tzlich eine nicht negative Schlupfvariable s und eine Surplus-Variable u
notwendig. Jegliches U¨berschreiten des Kostenrahmens wird u¨ber ein der Variable u
zugeordneten Faktor pu bestraft.
Dann kann das integrierte Mehrdepot-Umlauf- und Dienstplanungsproblem mit un-
regelma¨ßigen Aufgaben und Benutzung eines Referenzplanes (engl. multiple depot in-
tegrated vehicle and crew scheduling problem with irregular tasks using a reference
schedule, MD-IVCSP-IT-RS ) wie folgt formuliert werden:



































xdk = 0 ∀d ∈ D,∀(i, j) ∈ A˜d (12.5)
0 ≤ ydij ≤ udij, ydij ∈ N ∀d ∈ D, ∀(i, j) ∈ Ad (12.6)
xdk ∈ {0, 1} ∀d ∈ D,∀k ∈ Kd (12.7)
s, u ≥ 0 (12.8)
Die Zielfunktion (12.1) minimiert die Distanz zum gegebenen Referenzdienstplan,
wa¨hrend die elastische Kostenrestriktion (12.2) den Kostenrahmen der Lo¨sung vor-
gibt. Abdeckungsbedingungen (12.3) garantieren, dass jede Servicefahrt von genau
einem Fahrzeug aus einem Depot bedient wird. Durch Nebenbedingungen (12.4) wird
eine zula¨ssige Flusslo¨sung sichergestellt, indem an jedem Knoten im Umlaufplanungs-
netzwerk Flusserhaltung gilt. Kopplungsbedingungen (12.5) garantieren die Kompa-
tibilita¨t zwischen Umlauf- und Dienstplan: Fu¨r jede durch eine Kante repra¨sentierte
Fahrzeugaktivita¨t, die von einem Fahrzeug(fluss) belegt ist, muss das der Aktivita¨t
entsprechende Dienstelement in ebenso vielen Diensten enthalten sein. Nebenbedin-
gungen (12.6) sorgen dafu¨r, dass das maximale Flussvolumen auf den Kanten einge-
halten wird.
12.3.2 Lo¨sungsansatz
Modell MD-IVCSP-IT-RS kombiniert die Modelle MD-IVCSP und RSP-IT-RS. Zum
Lo¨sen des Modells bietet sich also das in Abschnitt 6.1.2 und 9.2.3 beschriebene Vorge-
hen an. Gelo¨st wird das Modell mit einer Kombination aus Column Generation und
Lagrange-Relaxation. Dabei ergeben sich einige Erweiterungen im Master-Problem
und beim Pricing-Problem. Diese Erweiterungen sind nachfolgend aufgefu¨hrt.
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Erweiterungen im Master-Problem: Lagrange-Relaxation zur
Fahrtenabdeckung sowie zur Umlauf- und Dienstplanungskopplung
Durch die simultane Betrachtung von Umlaufplanung und Dienstplanung ist Modell
(12.1)-(12.8) ein schwer zu lo¨sendes Optimierungsproblem. Um die gleichzeitige Be-
handlung zu vereinfachen, werden beim MD-IVCSP-IT-RS analog zum MD-IVCSP
in Abschnitt 6.1.2 die Kopplungsbedingungen (12.5) jeder Kante (i, j) ∈ A˜d der
Netzwerkschicht d ∈ D aufgehoben und jeweils mit einem Lagrange-Multiplikator µdij
gewichtet in die Zielfunktion aufgenommen. So zerfa¨llt das Modell in ein zu lo¨sen-
des Mehrdepot-Umlaufplanungsproblem und ein Dienstplanungsproblem. Die Kopp-
lung zwischen Mehrdepot-Umlaufplanungs- und Dienstplanungsproblem bleibt da-
durch beru¨cksichtigt, dass eine Verletzung der relaxierten Kopplungsbedingungen je
nach Ho¨he der Verletzung und Gewichtung zu einer Verschlechterung des Zielfunkti-
onswertes fu¨hrt. Da das Mehrdepot-Umlaufplanungsproblem ebenfalls ein schwer zu
lo¨sendes Optimierungsproblem darstellt, werden auch die Abdeckungsbedingungen
(12.3) jeder Servicefahrt t ∈ T relaxiert und gehen somit jeweils gewichtet mit dem















































Das zu lo¨sende Lagrange-Unterproblem lautet dann:
Φ(λ, µ, pi) = Φy(λ, µ, pi) + Φx(λ, µ) +
∑
t∈T
pit + λ (12.10)
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Fu¨r das Umlaufplanungs-Unterproblem














ydij = 0, ∀d ∈ D,∀i ∈ Nd, (12.12)
0 ≤ ydij ≤ udij, ∀d ∈ D,∀(i, j) ∈ Ad
}
(12.13)
gilt fu¨r die reduzierten Kosten c¯dij jeder Kante (i, j) ∈ Ad des Umlaufplanungsnetz-
werkes von Depot d ∈ D:
c¯dij =

cdij − λcdij + µij − pit fu¨r : (i, j) ∈ A˜ und ∃t ∈ T : (i, j) ∈ Ad(t)
cdij − λcdij + µij fu¨r : (i, j) ∈ A˜ und ¬∃t ∈ T : (i, j) ∈ Ad(t)
cdij − λcdij fu¨r : (i, j) /∈ A˜
(12.14)












xdk ∈ {0, 1}, ∀d ∈ D,∀k ∈ Kd
}
(12.16)
Fu¨r die reduzierten Kosten a¯dk fu¨r jeden Dienst k ∈ Kd, der Depot d ∈ D zugeordnet
ist, gilt dann mit adk als Distanz eines Dienstes zum Referenzplan, f
d
k als Kosten des
Dienstes, und A˜d(k) ⊆ A˜d als Menge der Kanten, die von Dienst k abgedeckt werden:
a¯dk = a
d




Zu gegebenen Lagrange-Multiplikatoren λ, µ und pi kann Φy(λ, µ, pi) als einfaches
Flussproblem gelo¨st werden und Φx(λ, µ) als einfaches Auswahlproblem, bei welchem
fu¨r jedes Depot d ∈ D jeder Dienst bzw. jede Spalte k ∈ Kd mit negativen reduzierten
Kosten ausgewa¨hlt wird. Um fu¨r die Spaltenmenge eine gute untere Schranke zur nicht
relaxierten Formulierung zu bekommen, werden die Lagrange-Multiplikatoren λ, µ
und pi so bestimmt, dass der Wert von Φ(λ, µ, pi) maximiert wird, indem das Lagrange-
Duale-Problem mit einem Subgradienten-Verfahren gelo¨st wird (vgl. Abschnitt 6.2.2).
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Erweiterungen im Column Generation Pricing-Problem
Nach Lo¨sen des beschra¨nkten Master-Problems ko¨nnen die ermittelten Lagrange-
Multiplikatoren/Dualwerte λ und µ genutzt werden, um neue Spalten bzw. Dienste
mit negativen reduzierten Kosten zu erzeugen. Dazu wird das in Abschnitt 9.2.3
vorgestellte Pricing-Verfahren auf wie in Abschnitt 6.2.1 beschriebenen Dienstge-
nerierungsnetzwerken verwendet. Verglichen mit dem Aufbau der Pricing-Probleme
bei einer sequenziellen oder teilintegrierten Planung a¨ndert sich bei der integrier-
ten Planung lediglich die Netzwerkgro¨ße der genutzten Dienstgenerierungsnetzwerke.
Statt einer Auswahl an Aufgaben, mu¨ssen alle sich aus dem Fahrplan durch mo¨gliche
Fahrzeugaktivita¨ten ergebenden Aufgaben als Dienstelemente bzw. Dienstelement-
Abschnitte im Dienstgenerierungsnetzwerk abgebildet sein. Um die Dienste/Pfade
mit negativen reduzierten Kosten zu bestimmen, werden die durch die Dienstge-
nerierungsnetzwerke gebildeten ressourcenbeschra¨nkte Ku¨rzeste-Wege-Probleme mit
dem in Abschnitt 9.2.3 beschriebenen Algorithmus 9.2.1 gelo¨st. Die A¨hnlichkeit von
erstellten Diensten zum gegebenen Referenzplan wird also sichergestellt, durch die
beschriebene (Un-)A¨hnlichkeitsmessung von (Teil-)Pfaden zu den im Referenzplan
vorgegebenen Diensten.
12.4 Integrierte Umlauf- und Dienstbildung auf Basis
von S-RSP-IT-RP
Zur generellen Modellierungsidee sowie zum generellen Lo¨sungsverfahren zum Basis-
Konzept der a¨hnlichen Planung durch regelma¨ßige Muster sei an die Ausfu¨hrungen
in Abschnitt 9.3 erinnert. Die fu¨r eine integrierte Umlauf- und Dienstplanung mit
Beru¨cksichtigung von A¨hnlichkeitszielen durch regelma¨ßige Muster notwendigen Er-
weiterungen in Modellierung und Lo¨sungsansatz werden in den folgenden Abschnitten
12.4.1 und 12.4.2 erla¨utert.
12.4.1 Modellierung
Im Modell zur integrierten Umlauf- und Dienstplanung mit Beru¨cksichtigung von
A¨hnlichkeitszielen durch regelma¨ßige Muster werden die in den Abschnitten 6.1.1 und
9.3.2 vorgestellten Modellierungen zum integrierten Mehrdepot-Umlauf- und Dienst-
planungsproblem (MD-IVCSP) und zum tagesu¨bergreifendem Ressourcenplanungs-
problem mit unregelma¨ßigen Aufgaben und regelma¨ßigen Mustern (S-RSP-IT-RP)
kombiniert: Die als Mehrgu¨ter-Minimalkosten-Fluss-Probleme formulierten Umlauf-
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planungsprobleme werden mit der Dienstplanung gekoppelt, indem jede von Umla¨ufen
genutzte Fahrzeugaktivita¨t in entsprechend vielen Diensten enhalten sein muss. Zur
Abdeckung jeder Fahrzeugaktivita¨t durch genau einen Dienst sind die Dienstpla-
nungsprobleme als Set-Partitioning-Probleme formuliert. Fu¨r an unterschiedlichen
Tagen regelma¨ßig genutzte Aktivita¨ten, d.h. Fahrtenmuster, wird eine Belohnung
vergeben – je ho¨her die Belohnung, desto a¨hnlicher sind die Pla¨ne. Ziel ist eine Mi-
nimierung der Kosten bei gleichzeitiger Maximierung der Belohnung der genutzten
Muster.
Fu¨r die mathematische Formulierung gelten die Bezeichnungen aus den Abschnit-
ten 6.1.1 und 9.3.2. Mit D = {1, 2, ...,m} sei also die Menge aller Depots definiert,
mit L = {1, 2, ..., n} die Menge der betrachten Tage und mit T = {1, 2, ..., q} die
Menge aller Fahrten der betrachteten Fahrpla¨ne. Die Menge der Fahrten, die an Tag
l ∈ L bedient werden mu¨ssen, sind mit T l,d bezeichnet. Alle beru¨cksichtigten Fahr-
tenmuster seien durch die Menge P beschrieben, wobei jedes Muster p ∈ P aus einer
Teilmenge T (p) der Fahrten T besteht. Mit G sei die Menge der Fahrtenmustergrup-
pen bezeichnet, die die Regelma¨ßigkeit der genutzten Muster u¨ber die betrachteten
Tage anzeigen. Jede Fahrtenmustergruppe g ∈ G repra¨sentiert eine Menge von Mus-
tern, die u¨ber die betrachteten Tage gleich oft genutzt werden. Dabei sei die Anzahl
der Nutzung, die von Gruppe g repra¨sentiert ist, mit C(g) definiert und mit rg sei
der Belohnungswert fu¨r die Nutzung dieser Gruppe beschrieben. Fu¨r jeden Tag l und
jedes Depot d sei das Umlaufplanungsnetzwerk Gl,d = (N l,d, Al,d) definiert, das die
Knotenmenge N l,d und die Kantenmenge Al,d entha¨lt. Mit A˜l,d ⊂ Al,d sei die Kan-
tenmenge bezeichnet, die Aktivita¨ten repra¨sentiert, die sowohl ein Fahrzeug als auch
einen Fahrer beno¨tigen. Außerdem sei Al,d(t) : T → Al,d eine Funktion, die zu Fahrt
t ∈ T , Tag l ∈ L und Depot d ∈ D die entsprechende Kante (i, j) ∈ Al,d liefert. Falls
t an Tag l nicht von Fahrzeugen aus Depot d bedient werden kann, gilt Al,d(t) = ∅.
Jeder Kante (i, j) ∈ Al,d werden wie in Abschnitt 6.1.1 beschrieben Fahrzeugkosten
cl,dij zugeordnet, die entweder fixe oder variable Kosten repra¨sentieren. Ebenso werden
wie beschrieben die Flusskapazita¨ten der Kanten (i, j) ∈ Al,d gesetzt.
Drei Arten Entscheidungsvariablen werden definiert: Flussvariablen y, Dienstvaria-
blen x und Mustergruppenvariablen z. Ganzzahlige Flussvariablen yl,dij repra¨sentieren
den Fahrzeugfluss je Kante (i, j) ∈ Al,d. Bina¨re Variablen xl,dk mit zugeordneten Kos-
ten f l,dk geben an, ob Dienst k ∈ K l,d aus Depot d an Tag l in der Lo¨sung ausgewa¨hlt
ist oder nicht. Dabei bezeichnet K l,d die Menge aller zula¨ssigen Dienste, die Depot d
zuordbar sind an Tag l. Des weiteren sei K l,d(i, j) ⊂ K l,d die Menge aller Dienste, die
das Dienstelement enthalten, das von Kante (i, j) ∈ A˜l,d repra¨sentiert ist. Außerdem
sei K l,d(p) ⊂ K l,d die Menge aller Dienste, die Dienstelemente enthalten, die Muster
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p ∈ P bilden. Bina¨rvariablen zgp zeigen an, ob Gruppe g ∈ G fu¨r Muster p ∈ P
ausgewa¨hlt ist oder nicht.
Das tagesu¨bergreifende integrierte Mehrdepot-Umlauf- und Dienstplanungsproblem
mit unregelma¨ßigen Aufgaben und regelma¨ßigen Mustern (engl. simultaneous multiple
depot integrated vehicle and crew scheduling problem with irregular tasks and regular
















































C(g)zgp = 0 ∀p ∈ P (12.22)∑
g∈G
zgp ≤ 1 ∀p ∈ P (12.23)
0 ≤ yl,dij ≤ ul,dij , yl,dij ∈ N ∀l ∈ L, ∀d ∈ D,∀(i, j) ∈ Al,d (12.24)
xl,dk ∈ {0, 1} ∀l ∈ L,∀d ∈ D,∀k ∈ K l,d (12.25)
zgp ∈ {0, 1} ∀g ∈ G,∀p ∈ P (12.26)
Die Zielfunktion (12.18) minimiert die Kosten der Umla¨ufe und Dienste wa¨hrend
die Belohnung fu¨r regelma¨ßig genutzte Fahrtenmuster maximiert wird. Nebenbedin-
gungen (12.19)-(12.20) repra¨sentieren die Mehrgu¨ter-Fluss-Formulierungen fu¨r die
Umlaufplanungsprobleme und garantieren zula¨ssige Umlaufpla¨ne: Durch die Fahr-
tenabdeckungsbedingungen (12.19) wird jede Servicefahrt genau einmal ausgefu¨hrt.
Durch Nebenbedingungen (12.20) wird an jedem Knoten Flusserhaltung sicherge-
stellt. Die Kompatibilita¨t zwischen Umlaufpla¨nen und Dienstpla¨nen wird durch die
Kopplungsbedingungen (12.21) garantiert: Das Dienstelement, das zu einer bestimm-
ten Kante assoziiert ist, muss in gleicher Anzahl Diensten enthalten sein wie die
Ho¨he des auf der Kante fließenden Flusses. Die Lo¨sungen aller betrachteten Tage
werden durch Restriktionen (12.22)-(12.23) miteinander verknu¨pft. Nebenbedingun-
gen (12.22) garantieren, dass die Anzahl an Vorkommen eines Musters in den Pla¨nen
der ausgewa¨hlten Gruppe entspricht. Dabei stellen Bedingungen (12.23) sicher, dass
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jedes Muster maximal einmal einer Gruppe zugeordnet wird. Außerdem garantieren
Kapazita¨tsrestriktionen (12.24), dass der maximal erlaubte Fluss auf jeder Kante
nicht u¨berschritten wird.
12.4.2 Lo¨sungsansatz
Da Modell S-MD-IVCSP-IT-RP eine kombinierte Variante der Modelle MD-IVCSP
und S-RSP-IT-RP ist und sich die Modelle a¨hneln, werden zum Lo¨sen des Modells die
fu¨r das MD-IVCSP und S-RSP-IT-RP in den Abschnitten 6.1.2 und 9.3.3 beschrie-
benen Kombinationen von Column Generation und Lagrange-Relaxation verwendet.
Die sich ergebenden A¨nderungen fu¨r das Master-Problem und das Pricing-Problem
werden im Folgenden beschrieben.
Erweiterungen im Master-Problem: Lagrange-Relaxation zur
Fahrtenabdeckung, zur Umlauf- und Dienstplanungskopplung, sowie zur
Tageskopplung
Wie bereits bei den Modellen MD-IVCP-IT-RS und MD-IVCSP stellt auch Modell
(12.18)-(12.26) (S-MD-IVCSP-IT-RP) durch die gleichzeitige Behandlung von Um-
laufplanung und u¨ber Muster miteinander verbundene Dienstplanung fu¨r mehrere
Tage ein schwer zu lo¨sendes Optimierungsproblem dar. Zur Vereinfachung der gleich-
zeitigen Betrachtung von Umlauf- und Dienstplanung ko¨nnen analog zu den beiden
anderen Modellen die Kopplungsbedingungen (12.21) jeder Kante (i, j) ∈ A˜l,d der
Netzwerkschicht d ∈ D fu¨r das Planungsproblem eines Tages l ∈ L aufgehoben wer-
den und jeweils mit einem Lagrange-Multiplikator µl,dij gewichtet in die Zielfunktion
einbezogen werden. Somit wird das Modell in Mehrdepot-Umlaufplanungsprobleme
und durch Muster-Nutzung gekoppelte Dienstplanungsprobleme fu¨r mehrere Tage
zerlegt.
Sowohl die Mehrdepot-Umlaufplanungsprobleme als auch die u¨ber die Muster-
Nutzung verbundenen Dienstplanungsprobleme fu¨r mehrere Tage stellen wiederum
schwierig zu lo¨sende Optimierungsprobleme dar. Die Mehrdepot-Umlaufplanungspro-
bleme ko¨nnen vereinfacht werden, indem auch die Abdeckungsbedingungen (12.19)
relaxiert werden und je gewichtet mit dem Lagrange-Multiplikator pilt die Zielfunkti-
on erweitern. Die gemeinsame Behandlung der u¨ber die Muster-Nutzung miteinander
verbundenen Dienstplanungsprobleme fu¨r mehrere Tage la¨sst sich vereinfachen, in-
dem die Kopplungsbedingungen (12.22) fu¨r jedes Muster p ∈ P aufgehoben werden
und eine Verletzung der Kopplung u¨ber einen Lagrange-Multiplikator νp gewichtet in
der Zielfunktion bestraft wird.
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Das Lagrange-Unterproblem kann daher geschrieben werden als:























yl,dij = 0, ∀l ∈ L,∀d ∈ D, ∀i ∈ N l,d, (12.30)

















xlk ∈ {0, 1}, ∀l ∈ L,∀d ∈ D,∀k ∈ K l,d
}
(12.33)













zgp ≤ 1, ∀p ∈ P , (12.35)
zgp ∈ {0, 1}, ∀g ∈ G,∀p ∈ P
}
(12.36)





ij − pilt fu¨r : (i, j) ∈ A˜l,d und ∃t ∈ T l : (i, j) ∈ Al,d(t)
cl,dij + µ
l,d
ij fu¨r : (i, j) ∈ A˜l,d und ¬∃t ∈ T l : (i, j) ∈ Al,d(t)
cl,dij fu¨r : (i, j) /∈ A˜l,d
(12.37)
Fu¨r die reduzierten Kosten f¯ l,dk fu¨r Dienst k ∈ K l,d gilt:









Die reduzierten Kosten r¯gp fu¨r Muster-Auswahl p ∈ P sind:
r¯gp = r
g
p + C(g)νp (12.39)
Mit gegebenen Lagrange-Multiplikatoren µ, ν und pi kann der Wert von Φ(µ, ν, pi)
durch Lo¨sen einfacher Optimierungsprobleme bestimmt werden: Die Umlaufplanungs-
Unterprobleme Φy(µ, pi) ko¨nnen fu¨r jeden Tag l ∈ L als einfache Flussprobleme gelo¨st
werden, die Dienstplanungs-Unterprobleme Φx(µ, ν) fu¨r jeden Tag l ∈ L und jedes
Depot d ∈ D als einfache Auswahlprobleme, in denen jeder Dienst / jede Spal-
te k ∈ K l,d mit negativen reduzierten Kosten ausgewa¨hlt wird, und das Muster-
Auswahl-Problem, indem zu jedem Muster p ∈ P die Gruppenzuordnung g ∈ G aus-
gewa¨hlt wird, die die besten negativen reduzierten Kosten besitzt. Um die Lagrange-
Multiplikatoren µ, ν und pi zu bestimmen, mit denen der Wert von Φ(µ, ν, pi) maxi-
miert wird, d.h. die Multiplikatoren, die zur nicht relaxierten Formulierung ein gute
untere Schranke lieferen, wird das Lagrange-Duale Problem mit einem Subgradienten-
Verfahren gelo¨st (vgl. Abschnitt 6.2.2).
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Erweiterungen im Column Generation Pricing-Problem
Mit den beim Lo¨sen des beschra¨nkten Master-Problems berechneten Lagrange-Multi-
plikatoren/Dualwerten µ und ν ko¨nnen neue Spalten bzw. Dienste mit negativen redu-
zierten Kosten bestimmt werden. Die Pricing-Probleme sind als ressourcenbeschra¨nk-
te Ku¨rzeste-Wege-Probleme auf Dienstgenerierungsnetzwerken formuliert, die wie in
Abschnitt 6.2.1 beschrieben aufgebaut sind. Dabei besteht das Dienstgenerierungs-
netzwerk bei der integrierten Planung aus allen als Dienstelement bzw. Dienstelement-
Abschnitten repra¨sentierten Aufgaben, die sich aus allen mo¨glichen Fahrzeugakti-
vita¨ten ergeben, die durch Bedienen der vom Fahrplan vorgegebenen Servicefahrten
anfallen ko¨nnen.
Zur Ermittlung der Dienste bzw. Pfade mit negativen reduzierten Kosten werden
die Pricing-Probleme mit dem in Abschnitt 9.3.3 beschriebenen Algorithmus 9.3.2
gelo¨st. Dabei wird die A¨hnlichkeit der Dienste durch die Beru¨cksichtigung offener und
abgeschlossener Muster-Sequenzen auf den (Teil-)Pfaden der Netzwerke sichergestellt.
Wesentlich fu¨r eine akzeptable Laufzeit ist dabei die Parallelisierbarkeit der Pricing-
Probleme: In Abschnitt 6.2.5 wurde bereits darauf hingewiesen, dass als Pricing-
Probleme in jedem Column Generation Pricing-Schritt pro Diensttyp-Depot-Kombi-
nation einzelne ressourcenbeschra¨nkte Ku¨rzeste-Wege-Probleme aufgestellt werden.
Da diese voneinander unabha¨ngig sind, ko¨nnen sie auf mehrere Threads verteilt par-
allel gelo¨st werden. Dies ist umso wichtiger, wenn wie bei der tagesu¨bergreifenden
Planung mit regelma¨ßigen Mustern, die Planungsprobleme mehrerer Tage gleichzei-
tig gelo¨st werden und die Dienstgenerierungsnetzwerke wie bei der integrierten Pla-
nung aufgrund der Vielzahl abgebildeter Aufgaben vergleichsweise groß sind. Pricing-
Probleme fu¨r komplizierte Diensttypen, die viel Rechenzeit beno¨tigen ko¨nnen so fu¨r
die unterschiedlichen Tage parallel bearbeitet werden.
12.5 Analyse numerischer Ergebnisse
In diesem Abschnitt sollen die numerischen Ergebnisse zu den vorgeschlagenen An-
sa¨tzen zur Lo¨sung von integrierten Umlauf- und Dienstplanungsproblemen mit A¨hn-
lichkeitszielen diskutiert werden. A¨hnlich zu den Untersuchungen der sequenziellen
Planung mit A¨hnlichkeitszielen aus Abschnitt 10.7 und der teilintegrierten Planung
aus Abschnitt 11.6 bilden folgende Fragestellungen die Grundlage fu¨r die durchgefu¨hr-
ten Tests:
1. Wie groß ist der Spielraum, den eine integrierte Planung fu¨r eine Beru¨cksichti-
gung von A¨hnlichkeitsaspekten bietet?
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2. Sind a¨hnliche Pla¨ne integriert besser tageweise oder tagesu¨bergreifend bestimm-
bar?
3. Ko¨nnen aufgrund der gro¨ßeren Flexibilita¨t in der Dienstplanung bessere, d.h.
kosteneffizientere und a¨hnlichere, Ressourceneinsatzpla¨ne gebildet werden als
bei der sequenziellen und der teilintegrierten Planung?
Zur Beantwortung der Fragen wird die Erstellung a¨hnlicher Dienste in Kopplung
mit der Umlaufplanug untersucht (vgl. Vorgehen A, B und C in Abbildung 12.1).
Effekte unterschiedlicher Lo¨sungsansa¨tze fu¨r IVCSP-IT
Tabelle 12.1 gibt einen U¨berblick u¨ber durchgefu¨hrte Experimente zur Erstellung
a¨hnlicher Ressourceneinsatzpla¨ne im Rahmen einer integrierten Umlauf- und Dienst-
planung. Es gelten die gleichen Bezeichnungen wie in den vorherigen Abschnitten
10.7 und 11.6. Zusa¨tzlich wird die Vera¨nderung der Kosten bezogen auf die rein kos-
teneffizient berechnete Lo¨sung aufgeschlu¨sselt in den Umlaufplanungsteil (vs) und
den Dienstplanungsteil (cs).
Testumgebung ist die in Abschnitt 9.2.4 beschriebene. Zur Bestimmung ganzzahli-
ger bzw. zula¨ssiger Lo¨sungen werden die letzten zehn berechneten zula¨ssigen Umlauf-
pla¨ne bzw. Umlaufplanungsflusslo¨sungen genutzt (vgl. Abschnitt 6.2.6). Die Effekte
sind exemplarisch an den Testsets B und C dargestellt.
approach runtime costs rate (∆%) ratio (∆%) dist (∆%)
vs cs
Testset B
Kosten 03:02:48 100,0 100,0 1,00 (+ 0,0) 25,2 (+ 0,0) 309,1 (- 0,0)
Reg-Irr 00:31:47 110,1 106,4 2,08 (+108,0) 82,3 (+226,6) 0,0 (-100,0)
All-Irr 00:50:10 102,1 101,3 1,41 (+41,0) 58,0 (+130,2) 119,4 (-61,4)
All-FOpt 01:09:15 102,0 100,8 1,26 (+26,0) 46,3 (+83,7) 111,6 (-63,9)
Ref 2 03:32:55 100,0 100,1 1,22 (+22,0) 41,6 (+65,1) 100,3 (-67,6)
Bonus 08:43:09 100,2 100,0 1,36 (+36,0) 43,0 (+70,6) 96,8 (-68,7)
Testset C
Kosten 00:40:10 100,0 100,0 1,13 (+ 0,0) 37,9 (+ 0,0) 118,3 (- 0,0)
Reg-Irr 00:12:51 108,2 103,1 1,90 (+68,1) 79,6 (+110,0) 0,0 (-100,0)
All-Irr 00:26:47 103,0 102,2 1,83 (+61,9) 72,3 (+90,8) 69,3 (-41,4)
All-FOpt 00:24:33 103,1 100,8 1,20 (+ 6,2) 51,8 (+36,7) 66,2 (-44,4)
Ref 2 01:48:07 100,0 100,0 1,27 (+12,4) 46,2 (+21,9) 92,1 (-22,1)
Bonus 03:06:14 100,1 100,0 1,18 (+ 4,4) 40,2 (+ 6,1) 106,0 (-10,4)
Tabelle 12.1: Laufzeit, Kosten und A¨hnlichkeitsbewertungen zur integrierten Umlauf-
und Dienstplanung mit Einbeziehung von A¨hnlichkeitsaspekten
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Die Ergebnisse zeigen, dass sich mit den vorgeschlagenen Ansa¨tzen zur Beru¨cksich-
tigung von A¨hnlichkeitszielen deutlich a¨hnlichere Ressourceneinsatzpla¨ne bestimmen
lassen als bei einer rein kosteneffizienten Planung. So kann z.B. der Anteil identisch
bedienter Fahrten in Testset B (fast) ohne Steigerung der Kosten um 70% erho¨ht
werden.
Um bessere Pla¨ne erstellen zu ko¨nnen ist dabei eine wesentlich ho¨here Rechenzeit
notwendig als ohne Einbeziehung von A¨hnlichkeitszielen. Dies liegt insbesondere darin
begru¨ndet, dass im Rahmen des integrierten Lo¨sungsverfahrens mehrmals ganzzahlige
bzw. zula¨ssige Umlauf- und Dienstpla¨ne erzeugt werden, deren Bestimmung unter
Einbeziehung von A¨hnlichkeitsaspekten rechentechnisch aufwa¨ndiger wird.
Zusammenfassung der Untersuchungen
Die zu Beginn dieses Abschnitts aufgestellten Fragen ko¨nnen mit den durchgefu¨hrten
Untersuchungen wie folgt zusammenfassend beantwortet werden:
Im Rahmen einer integrierten Planung wird genug Spielraum geboten, um deut-
lich a¨hnlichere Pla¨ne erstellen zu ko¨nnen als bei einer traditionellen kosteneffizienten
Planung. Zusa¨tzliche Freiheitsgrade fu¨r die Bestimmung a¨hnlicherer Pla¨ne ko¨nnen
dadurch geschaffen werden, dass die Lo¨sung der Umlaufplanungsprobleme in den ein-
gesetzen Verfahren geeignet an die Dienstplanung angepasst wird.
Wie bereits bei der teilintegrierten Planung la¨sst sich dabei nicht eindeutig fest-
legen, ob a¨hnlichere Pla¨ne besser tageweise mit einem Referenzplan oder tagesu¨ber-
greifend durch a¨hnliche Muster bestimmt werden ko¨nnen. In beiden Fa¨llen werden
a¨hnlichere Ressourceneinsatzpla¨ne generiert.
Die relativen Verbesserungen der A¨hnlichkeitskennzahlen jeweils bezogen auf die
kosteneffizienten Lo¨sungen sind mit den relativen Verbesserungen der anderen Pla-
nungsvarianten vergleichbar. Dabei ist anzumerken, dass im integrierten Fall zusa¨tz-
lich kosteneffizientere Pla¨ne als in den anderen Planungsvarianten erstellt werden
ko¨nnen. So werden mit einer integrierten Planung in den beschriebenen Testsets bis
zu drei Dienste je Tag weniger beno¨tigt als im teilintegrierten Fall.




Ausgehend vom Anwendungsfall der Umlauf- und Dienstplanung im O¨PNV wurde
im Rahmen dieser Arbeit als wesentliche Forschungsfrage untersucht, wie regelma¨ßig
und unregelma¨ßig stattfindende Aufgaben bei der Ressourceneinsatzplanung so ein-
geplant werden ko¨nnen, dass sowohl kosteneffiziente als auch zueinander a¨hnliche
Ressourceneinsatzpla¨ne fu¨r mehrere Tage entstehen. Die dafu¨r entwickelten Optimie-
rungsmodelle und -methoden schließen durch eine tagesu¨bergreifende Betrachtung
der Ressourceneinsatzplanung eine Lu¨cke zum aktuellen Stand der Forschung. Sie
vermeiden die in der Praxis nachteiligen Effekte, die beim Einsatz traditioneller Op-
timierungskomponenten fu¨r eine Optimierung pro Betriebstag entstehen. Neben der
Erforschung von Lo¨sungsansa¨tzen zur Planung mit Beru¨cksichtigung von A¨hnlich-
keitsaspekten sollte außerdem eine effiziente Lo¨sbarkeit bei vielfa¨ltig variierenden
praxisnahen Problemstellungen untersucht werden. Im Folgenden werden die einzel-
nen Kapitel mit ihren Zielbeitra¨gen fu¨r diese Arbeit zusammengefasst.
Nach einer Einfu¨hrung in die Problemstellung in Kapitel 1, wurden in Kapitel 2 die
Rahmenbedingungen der Umlauf- und Dienstplanung insbesondere im Hinblick auf
das Einbeziehen von A¨hnlichkeitsaspekten in den Planungsprozess im O¨PNV heraus-
gearbeitet. Dabei wurden die Vorteile regelma¨ßiger bzw. a¨hnlicher Ressourceneinsatz-
pla¨ne verdeutlicht, sowie Grenzen bei der Beru¨cksichtigung von A¨hnlichkeitsaspekten
aufgezeigt. Als Ausgangspunkt fu¨r die Betrachtung des Forschungsstands und der
entwickelten Lo¨sungsansa¨tze wurden in Kapitel 3 relevante Optimierungstechniken
fu¨r eine Umlauf- und Dienstplanoptimierung dargestellt. In Kapitel 4 wurden sowohl
bestehende Ansa¨tze zur rein kosteneffizienten Umlauf- und Dienstplanung als auch
Ansa¨tze zur Beru¨cksichtigung von A¨hnlichkeitsaspekten in der Ressourceneinsatzpla-
nung unterschiedlicher Problemdoma¨nen bezu¨glich Haupt- und Nebenziel der Arbeit
analysiert und diskutiert. Darauf aufbauend wurde in Kapitel 5 Handlungsbedarf
zur Schaffung und Untersuchung neuer Lo¨sungsansa¨tze abgeleitet. Dabei wurden ne-
ben zwei grundlegenden Planungskonzepten zu leistende Schritte zur Erfu¨llung des
Handlungsbedarfs herausgearbeitet, die im weiteren Verlauf der Arbeit aufgegriffen
wurden.
304 Kapitel 13 Zusammenfassung und Ausblick
Grundlegende Planungskonzepte zur Beru¨cksichtigung von A¨hnlichkeit-
saspekten: Als Grundlage zur Entwicklung neuer Lo¨sungsansa¨tze wurden in Kapi-
tel 5 aus der Unternehmenspraxis und den bisher in der wissenschaftlichen Litera-
tur beschriebenen Ansa¨tzen zwei elementare Vorgehensweisen zur Beru¨cksichtigung
von A¨hnlichkeitsaspekten in der Ressourceneinsatzplanung erarbeitet. Zum einen das
Konzept der tageweise a¨hnlichen Planung mit Hilfe eines Referenzplans und zum an-
deren das Konzept der tagesu¨bergreifenden Planung mit Hilfe a¨hnlicher Fahrten- und
Aufgabenmuster.
Effizientes Optimierungssystem als Basis zur Planung u¨ber mehrere Ta-
ge: Als Voraussetzung fu¨r eine effiziente Betrachtung des Ressourceneinsatzes u¨ber
mehrere Tage wurden traditionelle Optimierungsansa¨tze zur kosteneffizienten Pla-
nung aus dem Stand der Forschung in einem Optimierungssystem umgesetzt und er-
weitert. In Kapitel 6 wurde das entstandene Basisframework dargestellt. Inbesondere
wurden zur Diensterstellung Dienstelement-Abschnitt basierte Time-Space Dienstge-
nerierungsnetzwerke mit virtuellen Ebenen vorgeschlagen, die neben ihrer Eignung fu¨r
eine Einbeziehung von A¨hnlichkeitsaspekten, eine Reduktion der Laufzeit fu¨r gro¨ßere
Problemstellungen ermo¨glichen. Daru¨ber hinaus wurde zur drastischen Laufzeitre-
duktion eine Parallelisierung der Diensterstellung, sowie geeignete heuristische Ab-
bruchkriterien beim Finden ganzzahliger Lo¨sungen im Lo¨sungsverfahren untersucht.
Zusa¨tzlich wurde gezeigt, dass der Einsatz eines Label Categorizing-Verfahrens beim
Lo¨sen der Pricing-Probleme im verwendeten Column Generation-Ansatz zur Diver-
sifikation der erstellten Spaltenmenge fu¨hren kann, sodass trotz heuristischer Lo¨sung
der Pricing-Probleme eine nahezu identische Lo¨sungsqualita¨t wie bei einer exakten
Betrachtung erreicht werden kann.
Einbeziehung vielfa¨ltig ausgepra¨gter unternehmensspezifischer Regelun-
gen in Modellierung und Lo¨sungsverfahren: In Kapitel 7 wurden die Umsetzung
der in der Planungspraxis zu beru¨cksichtigenden vielfa¨ltigen Interaktionsmo¨glichkei-
ten zwischen Umla¨ufen und Diensten in geeignete Modelle und effiziente Lo¨sungsver-
fahren diskutiert. Dazu wurde eine umfassende Katalogisierung der Kombinationen
aus Pausen-, Fahrzeugwechsel- und Ablo¨semo¨glichkeiten erarbeitet. Zusa¨tzlich wurde
eine Unterteilung in ortsabha¨ngige und zeitabha¨ngige Restriktionen vorgeschlagen.
Die Restriktionen wurden als Erweiterungen des entwickelten Optimierungssystems
unter Beru¨cksichtigung der genutzten Time-Space Netzwerkstrukturen abgebildet.
Mit einer Fallstudie zur (integrierten) Umlauf- und Dienstplanoptimierung in einer
europa¨ischen Großstadt wurde die praktische Einsatzfa¨higkeit des entwickelten Op-
timierungssystems belegt.
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Bewertung von A¨hnlichkeit: In Kapitel 8 wurde als Fragestellung untersucht,
wie A¨hnlichkeit des Ressourceneinsatzes bewertet bzw. messbar gemacht werden
kann. Dazu wurde als grundlegendes Merkmal die Menge r-regelma¨ßiger Fahrten
bzw. Aufgaben definiert. Darauf basierend wurden zum einen qualitative und quanti-
tative Hilfsmittel vorgeschlagen, die eine Einscha¨tzung erlauben, ob und fu¨r welche
Fahrpla¨ne ein a¨hnlicher Ressourceneinsatz im Hinblick auf die einzuplanenden Auf-
gaben zweckma¨ßig ist. Zum anderen wurde ein Kennzahlensystem ausgearbeitet, das
in drei Dimensionen unterschiedliche Sichten auf die A¨hnlichkeit des Ressourcenein-
satzes abbildet. Die vorgeschlagenen Maße finden bei der Beurteilung der erstellten
Pla¨ne sowie in den entwickelten Lo¨sungsansa¨tzen zur Ressourceneinsatzplanung mit
A¨hnlichkeitszielen Anwendung.
Basislo¨sungsansa¨tze fu¨r eine Ressourceneinsatzplanung mit A¨hnlichkeits-
zielen: Aufbauend auf den beiden zuvor erarbeiteten Grundkonzepten wurden in
Kapitel 9 zwei universelle, fu¨r verschiedene Anwendungsbereiche nutzbare Model-
le zur Planung mit A¨hnlichkeitszielen entwickelt, sowie passende Lo¨sungsstrategien
vorgeschlagen und getestet. Das entwickelte Modell zur tageweisen Planung mit Re-
ferenzplan minimiert die Distanz der Lo¨sung zu einem gegebenen oder ermittelten
Referenzplan wa¨hrend sich eine elastische Kostenrestriktion dazu eignet, einen mo¨gli-
chen Trade-Off zwischen Kosteneffizienz und A¨hnlichkeit zu steuern. Das entwickelte
Modell zur tagesu¨bergreifenden Planung ermo¨glicht eine gleichzeitige A¨hnlichkeits-
bewertung der Ressourceneinsa¨tze mehrerer Tage, indem in Ressourceneinsa¨tzen be-
diente Fahrten- bzw. Aufgabensequenzen in Regelma¨ßigkeitsgruppen einsortiert und
entsprechend der Ha¨ufigkeit ihres Vorkommens bewertet werden. Fu¨r eine deutliche
Laufzeitreduzierung beim Lo¨sen gro¨ßerer Planungsprobleme wurde eine Einbeziehung
von Techniken zur Fixierung von Variablen basierend auf Lagrange-Heuristiken ins
Lo¨sungsverfahren vorgeschlagen. Zusa¨tzlich wurden Preprocessing-Techniken vorge-
schlagen, die durch eine Fixierung von Fahrtenketten zu einer Reduktion der zu be-
trachtenden Problemgro¨ße beitragen ko¨nnen. Es wurde gezeigt, dass mit den beiden
entworfenen Ansa¨tzen die A¨hnlichkeit des Ressourceneinsatzes deutlich erho¨ht werden
kann ohne die Kosten im Vergleich zu einer rein kosteneffizienten Lo¨sung steigern zu
mu¨ssen. Daru¨ber hinaus wurden die Effekte der Auswahl unterschiedlicher Referenz-
pla¨ne untersucht und festgehalten, wann der Einsatz ku¨nstlich generierter Referenz-
pla¨ne vorteilhaft sein ko¨nnte. Ebenso wurden Effekte der Auswahl unterschiedlicher
Fahrtenmuster untersucht und festgehalten, dass mit zunehmender Anzahl beru¨ck-
sichtigter Muster auch die A¨hnlichkeit des Ressourceneinsatzes erho¨ht werden kann.
U¨berfu¨hrung der A¨hnlichkeitsansa¨tze in Varianten der Umlauf- und
Dienstplanung: Aufbauend auf den generellen Modellierungen und Lo¨sungsstra-
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tegien wurde die Umsetzbarkeit des Referenzplan-basierten Ansatzes und des ta-
gesu¨bergreifenden Ansatzes mit Musterberu¨cksichtigung in Varianten der Umlauf-
und Dienstplanung untersucht, die unterschiedliche Flexibilita¨t zur Beru¨cksichtigung
von A¨hnlichkeitszielen bei der Planung bieten. Dazu wurden die beiden Basislo¨sungs-
ansa¨tze u¨berfu¨hrt in Modelle und Lo¨sungsverfahren fu¨r eine sequenzielle Planung in
Kapitel 10, fu¨r eine teilintegrierte Planung in Kapitel 11, sowie fu¨r eine integrier-
te Planung in Kapitel 12. Als geeignet zur Abbildung von A¨hnlichkeitsaspekten in
den Lo¨sungsverfahren stellte sich dabei die Entwicklung folgender Kernelemente in
unterschiedlicher Auspra¨gung heraus: eine globale netwerku¨bergreifende Dekomposi-
tion von Lo¨sungsflu¨ssen in Time-Space-Umlaufplanungsnetzwerken verschiedener Ta-
ge, sowie die Distanzberechnung zu einem Referenzplan bzw. eine Mustererkennung
von a¨hnlichen Fahrtensequenzen in Algorithmen beim Lo¨sen ressourcenbeschra¨nkter
Ku¨rzeste-Wege-Probleme zur Generierung von Umla¨ufen oder Diensten. Die neuen
Lo¨sungsansa¨tze der verschiedenen Planungsvarianten wurden anhand ausfu¨hrlicher
Tests evaluiert, sowohl kosteneffiziente als auch a¨hnliche Umlauf- und Dienstpla¨ne
erstellen zu ko¨nnnen. Dabei wurde gezeigt, dass in allen Planungsvarianten die A¨hn-
lichkeit des Ressourceneinsatzes im Rahmen der gebotenen Flexibilita¨t gesteigert wer-
den kann, ohne die Kosten jeweils im Vergleich zu einer rein kosteneffizienten Planung
erho¨hen zu mu¨ssen.
Die vorliegende Arbeit ero¨ffnet in mehrerer Hinsicht weitere Forschungsmo¨glich-
keiten. So ist insbesondere eine U¨berfu¨hrung der Basislo¨sungsansa¨tze zur Beru¨ck-
sichtigung von A¨hnlichkeitszielen auch auf andere Anwendungsfa¨lle außerhalb der
O¨PNV-Doma¨ne denkbar. Exemplarisch sei hier eine Unterstu¨tzung der Tourenpla-
nung u¨ber mehrere Perioden in (getakteten) Logistiknetzwerken genannt, in denen
die Regelma¨ßigkeit bzw. A¨hnlichkeit der Transporte wichtig fu¨r Transparenz und
Stabilita¨t des Logistikprozesses ist. In eine vergleichbare Richtung zielt eine Un-
terstu¨tzung der Einsatzplanung von ambulanten Pflegediensten. A¨hnliche Aufgaben-
bzw. Kundensequenzen fu¨r das gleiche Pflegepersonal an unterschiedlichen Einsatz-
tagen ko¨nnen aus Kunden- sowie aus Pflegersicht zu einer Kontinuita¨t in der Pflege
und somit auch zu einer Qualita¨tsverbesserung der erbrachten Pflegeleistung fu¨hren.
Aus methodischer Sicht bieten sich weitere Untersuchungen zu einer Reduktion
der entstehenden Problemgro¨ßen bei der Beru¨cksichtigung von A¨hnlichkeitsaspekten
an. So ko¨nnte beispielsweise untersucht werden, inwiefern eine Kombination aus Row
Generation und Column Generation fu¨r eine tagesu¨bergreifende Planung mit Mus-
terberu¨cksichtigung zur Erzeugung von geeigneten Fahrten- bzw. Aufgabenmustern
wa¨hrend des Lo¨sungsprozesses geeignet ist. Daru¨ber hinaus ko¨nnte fu¨r das Lo¨sen
großer Problemstellungen die Effizienz von hybriden Lo¨sungsverfahren untersucht
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werden, die die entwickelten Lo¨sungsansa¨tze und den Einsatz von Metaheuristiken
verknu¨pfen.
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Zur Diensterstellung im Rahmen der durchgefu¨hrten Tests zur Planung mit A¨hnlich-
keitszielen werden fu¨nf Diensttypen erlaubt, die die Zula¨ssigkeit der zu erstellenden
Dienste bestimmen: Kurzdienste, drei Arten zusammenha¨ngender Dienste, die sich
aus unterschiedlicher Anzahl Pausen ergeben, und geteilte Dienste (siehe Tabelle
A.1). Kurzdienste bestehen aus einem Dienstteil mit bis zu 5:00h Schichtdauer. Ge-
teilte Dienste mu¨ssen spa¨testens um 19:30 Uhr beendet sein.
zusammenh. Dienst geteilter Dienst
Min Max Min Max
Dienstdauer 05:30 09:45 05:30 12:00
Arbeitszeit 05:30 09:45 05:30 09:00
Lenkzeit 04:30 08:45 00:10 08:45
Ununterbrochene Lenkzeit 00:10 04:30 00:10 04:30
Lenkzeitunterbrechung 00:15 00:45 00:15 00:45
Gesamtpausenzeit 00:45 01:30 00:00 −
Dienstunterbrechung − − 01:30 06:00
# Dienststu¨cke/-teile 3 5 2 2
Tabelle A.1: Generelle Eigenschaften der Dienstarten (mit Zeiten in hh:mm)
A.2 Instanzen
Zu den verwendeten Testinstanzen zeigen Abbildungen A.1 bis A.4 die jeweilige Lage
regelma¨ßiger und unregelma¨ßiger Fahrten im Tagesverlauf. Die Tabellen A.2 bis A.5
fassen Kenngro¨ßen fu¨r die jeweiligen Instanzensets zusammen. Testset A stellt dabei
eine Untermenge aus dem Testset B dar.
























































































































































































































































Abbildung A.1: Testinstanzenset A
Fahrten: Gu¨ltigkeit an x Tagen (%) P- Gu¨ltigkeit an x Tagen (%) P-
Tag # 5 4 3 2 1 Vgl. hh:mm 5 4 3 2 1 Vgl.
278 69,4 0 0,7 2,2 27,7 15,1 130:01 92,6 0 0,2 0,5 6,7 3,2
Mo 207 93,2 0 0 0 6,8 122:00 98,7 0 0 0 1,3
Di 205 94,2 0 0 0 5,9 121:47 98,9 0 0 0 1,1
Mi 211 91,5 0 1,0 1,0 6,6 122:30 98,3 0 0,2 0,2 1,3
Do 220 87,7 0 0,9 2,3 9,1 123:37 97,4 0 0,2 0,4 2,0
Fr 217 88,9 0 0,9 2,3 7,8 122:59 97,9 0 0,2 0,4 1,4







































































































































































































































Abbildung A.2: Testinstanzenset B
Fahrten: Gu¨ltigkeit an x Tagen (%) P- Gu¨ltigkeit an x Tagen (%) P-
Tag # 5 4 3 2 1 Vgl. hh:mm 5 4 3 2 1 Vgl.
494 82,8 0 0,4 1,2 15,6 7,8 250:58 96,2 0 0,1 0,2 3,5 1,6
Mo 423 96,7 0 0 0 3,3 242:57 99,4 0 0 0 0,6
Di 421 97,1 0 0 0 2,9 242:44 99,4 0 0 0 0,6
Mi 427 95,8 0 0,5 0,5 3,3 243:27 99,1 0 0,1 0,1 0,7
Do 436 93,8 0 0,5 1,1 4,6 244:34 98,7 0 0,1 0,2 1,0
Fr 433 94,5 0 0,5 1,1 3,9 243:56 99,0 0 0,1 0,2 0,7
Tabelle A.3: Gu¨ltigkeit der Anzahl und Dauer der Servicefahrten in Testset B




































































































































































































































































Abbildung A.3: Testinstanzenset C
Fahrten: Gu¨ltigkeit an x Tagen (%) P- Gu¨ltigkeit an x Tagen (%) P-
Tag # 5 4 3 2 1 Vgl. hh:mm 5 4 3 2 1 Vgl.
189 84,7 0,5 1,6 2,6 10,6 7,6 162:6 93,5 0,3 0,8 1,4 4,0 3,0
Mo 166 96,4 0,6 0,6 0,6 1,8 154:24 98,1 0,3 0,3 0,6 0,8
Di 171 93,6 0,6 1,2 2,3 2,3 155:13 97,6 0,3 0,6 0,9 0,6
Mi 169 94,6 0,6 1,8 0 3,0 154:07 98,3 0,3 0,9 0 0,5
Do 172 93,0 0,6 1,2 2,3 2,9 156:33 96,8 0,3 0,6 0,9 1,4
Fr 165 97,0 0 0,6 0,6 1,8 154:08 98,3 0 0,3 0,6 0,8

























































































































































































































































Abbildung A.4: Testinstanzenset D
Fahrten: Gu¨ltigkeit an x Tagen (%) P- Gu¨ltigkeit an x Tagen (%) P-
Tag # 5 4 3 2 1 Vgl. hh:mm 5 4 3 2 1 Vgl.
321 70,4 0 2,5 4,1 23,0 16,4 292:26 90,1 0 1,1 1,6 7,2 4,9
Mo 246 91,9 0 0,4 0,8 6,9 269:01 98,0 0 0,2 0,3 1,5
Di 255 88,6 0 2,8 4,3 4,3 272:32 96,7 0 0,9 1,4 1,0
Mi 262 86,3 0 3,0 0,8 9,9 274:36 96,0 0 1,1 0,3 2,6
Do 254 89,0 0 2,8 3,5 4,7 273:38 96,3 0 0,9 1,0 1,7
Fr 237 95,4 0 0,4 0,8 3,4 267:49 98,4 0 0,2 0,3 1,1
Tabelle A.5: Gu¨ltigkeit der Anzahl und Dauer der Servicefahrten in Testset D
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Anhang B
Anhang – Beispiele zur Reduktion von
Fahrtenpaaren
Zu den Methoden in Abschnitt 9.3.4 zeigen die Tabellen B.1 und B.2 die mo¨gliche
Reduktion von Fahrtenpaaren am Beispiel eines realen Fahrplanes mit 129 Endhal-
testellen und 1.356 Fahrten. Neben der maximalen Anzahl bei der Bildung der Fahr-
tenpaare beru¨cksichtigter Nachfolgefahrten je Haltestelle (Max Anzahl Nachfolger)
ist der beru¨cksichtigte Zeitraum (in Minuten) angegeben in welchem die Nachfol-
gefahrten liegen mu¨ssen. Als Ergebnis sind aufgelistet die Gesamtanzahl erstellter
Fahrtenpaare (# Fahrtenpaare Gesamt) und der Anteil bezogen auf die maximale
Gesamtanzahl (# Fahrtenpaare in % ), sowie die durchschnittlich pro Fahrt erstell-
ten Fahrtenpaare (Avg), die Varianz dazu (Var) und die maximal mit einer Fahrt
erstellten Fahrtenpaare (Max ).
In Tabelle B.1 ist die mo¨gliche Reduktion von Fahrtenpaaren aufgefu¨hrt, wenn fu¨r
jede Fahrt des Fahrplans Fahrtenpaare gebildet werden mit den na¨chsten Nachfol-
gerfahrten an allen Haltestellen (I). Dabei ist der Zeitraum in welchem die Nachfol-
gefahrten liegen du¨rfen nicht eingeschra¨nkt.
Max Anzahl Zeitraum # Fahrtenpaare
Nachfolger (in Minuten) Gesamt in % Avg Var Max
alle − 836.870 100, 00 617, 16 332, 00 1.326
50 − 823.374 98, 39 607, 21 321, 77 1.234
10 − 478.027 57, 23 352, 52 132, 60 562
5 − 318.987 38, 12 235, 24 77, 96 369
4 − 277.769 33, 19 204, 84 66, 02 322
3 − 230.205 27, 51 169, 77 53, 60 268
2 − 174.234 20, 82 128, 49 40, 87 205
1 − 98.367 11, 75 72, 54 22, 63 119
Tabelle B.1: Beispiel (I) zur Reduktion von zu beru¨cksichtigenden Fahrtenpaaren bei
Nutzung der na¨chsten Nachfolgefahrten an 129 Haltestellen bei einem
Fahrplan mit 1.356 Fahrten
Aus Tabelle B.1 ist zu erkennen, dass es fu¨r den Beispielfahrplan mit 129 Haltestel-
len und 1.356 Fahrten maximal 836.670 Mo¨glichkeiten gibt, kompatible Fahrtenpaare
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zu bilden. Falls je Fahrt an jeder Haltestelle nur die na¨chste erreichbare Fahrt zur
Fahrtenpaarbildung genutzt wird, reduziert sich die Anzahl zu beru¨cksichtigender
Fahrtenpaare deutlich auf ca. 12% der Gesamtanzahl. Allerdings ist es nicht prakti-
kabel nur jeweils den zeitlich na¨chste mo¨gliche Nachfolgefahrt einzubeziehen, da da-
durch die Freiheitsgrade beim Bilden a¨hnlicher Umlaufpla¨ne zu stark eingeschra¨nkt
werden. Werden allerdings zwei oder mehr Nachfolgefahrten je Haltestelle zugelas-
sen, erho¨ht sich die beru¨cksichtigte Anzahl deutlich auf ca. 21% und mehr. Um die
Anzahl der Fahrtenpaare nicht zu groß werden zu lassen, ist es also besser, statt ei-
ne festgelegte Anzahl zu beru¨cksichtigen, zeitlich einzugrenzen, in welchem Zeitraum
Nachfolgefahrten liegen du¨rfen.
Tabelle B.2 listet die mo¨gliche Reduktion von Fahrtenpaaren auf anhand der Me-
thoden (II), (III) und (IV), die Paare in unterschiedlich definierten Zeitra¨umen bilden.
Die Anzahl der Nachfolgefahrten ist dabei nicht eingeschra¨nkt. Es sind also Werte
angegeben, wenn fu¨r jede Fahrt des Fahrplans Fahrtenpaare gebildet werden du¨rfen
mit der na¨chsten Nachfolgefahrt an allen Haltestellen und allen in einem bestimmten
Zeitraum ab Start der ersten Nachfolgefahrt liegenden Fahrten (II), mit den na¨chs-
ten Fahrten, die in einem bestimmten Wartezeitraum liegen, d.h. nach Erreichen der
Starthaltestelle der na¨chsten Fahrt (durch eine Leerfahrt) (III), sowie mit den na¨chs-
ten Fahrten, die in einem bestimmten Zeitraum nach Ende der ersten Fahrt liegen
(IV).
Tabelle B.2 zeigt, dass mit der Reduktionsmethodik (II) eine kleinschrittigere Re-
duktion der einbezogenen Fahrtenpaare mo¨glich ist als mit Methode (I) in Tabelle B.1.
Variiert der erlaubte Zeitraum z.B. zwischen 60 und 0 Minuten ab Beginn der na¨chs-
ten erreichbaren Fahrt, verkleinert sich die Anzahl der betrachteten Fahrtenpaare gut
steuerbar zwischen ca. 24% und ca. 12% der Gesamtanzahl mo¨glicher Fahrtenpaare.
Allerdings la¨sst sich die Fahrtenpaaranzahl nicht weiter reduzieren wenn Fahrten an
allen Haltestellen betrachtet werden (Leerfahrtenvariante A), da die Vorgabe besteht,
mindestens die na¨chste Fahrt an den Haltestellen zu beru¨cksichtigen - also werden
mindestens 98.367 Fahrtenpaare erzeugt. Eine Reduktion wa¨re mo¨glich, wenn die
betrachteten Haltestellen eingegrenzt werden (Leerfahrtenvariante B). Oder wenn le-
diglich die Fahrten zur Paarbildung beru¨cksichtigt werden, die in einem bestimmten
Zeitraum liegen - siehe Reduktionsmethoden (III) und (IV).
Fu¨r Methodik (III) zeigt Tabelle B.2, dass durch eine zeitliche Beschra¨nkung der in
eine Fahrtenpaarbildung einzubeziehenden Fahrten die Anzahl der gebildeten Fahr-
tenpaare drastisch reduziert werden kann - auf bis zu unter einem Prozent aller mo¨gli-
chen Fahrtenpaare. Allerdings schließt ein knapp gewa¨hlter Zeitraum von unter 10
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Max Anzahl Zeitraum Aus- # Fahrtenpaare
Nachfolger (in Minuten) wahl Gesamt in % Avg Var Max
alle 1.380 (II) 836.870 100, 00 617, 16 332, 00 1.326
alle 1.380 (III) 836.870 100, 00 617, 16 332, 00 1.326
alle 1.380 (IV) 836.870 100, 00 617, 16 332, 00 1.326
alle 1.200 (II) 836.870 100, 00 617, 16 332, 00 1.326
alle 1.200 (III) 836.860 99, 99 617, 15 331, 99 1.322
alle 1.200 (IV) 836.808 99, 99 617, 12 331, 95 1.320
alle 600 (II) 749.913 89, 61 553, 03 270, 04 937
alle 600 (III) 713.728 85, 29 526, 35 246, 45 855
alle 600 (IV) 703.370 84, 05 518, 71 240, 15 843
alle 300 (II) 516.035 61, 66 380, 56 142, 01 551
alle 300 (III) 425.933 50, 90 314, 11 103, 62 433
alle 300 (IV) 406.625 48, 59 299, 87 98, 10 422
alle 120 (II) 295.091 35, 26 217, 62 62, 71 325
alle 120 (III) 175.303 20, 95 129, 28 32, 01 206
alle 120 (IV) 153.621 18, 36 113, 29 30, 02 193
alle 60 (II) 199.050 23, 79 146, 79 40, 02 229
alle 60 (III) 80.379 9, 60 59, 28 15, 00 111
alle 60 (IV) 58.539 6, 99 43, 17 13, 88 93
alle 30 (II) 140.887 16, 83 103, 90 29, 18 169
alle 30 (III) 30.746 3, 67 22, 67 7, 20 60
alle 30 (IV) 15.197 1, 82 11, 21 5, 41 45
alle 20 (II) 116.582 13, 93 85, 97 27, 55 144
alle 20 (III) 15.263 1, 82 11, 26 4, 69 40
alle 20 (IV) 6.275 0, 75 4, 63 2, 61 22
alle 10 (II) 102.523 12, 25 75, 61 25, 02 128
alle 10 (III) 3.588 0, 43 2, 65 1, 59 13
alle 10 (IV) 1.693 0, 20 1, 25 0, 82 8
alle 5 (II) 100.577 12, 02 74, 17 23, 77 123
alle 5 (III) 1.200 0, 14 0, 88 0, 68 6
alle 5 (IV) 965 0, 12 0, 71 0, 69 6
alle 4 (II) 99.659 11, 91 73, 49 23, 33 122
alle 4 (III) 1.023 0, 12 0, 75 0, 71 6
alle 4 (IV) 726 0, 09 0, 54 0, 59 6
alle 3 (II) 99.534 11, 89 73, 40 23, 23 122
alle 3 (III) 684 0, 08 0, 50 0, 69 6
alle 3 (IV) 424 0, 05 0, 31 0, 46 4
alle 2 (II) 98.872 11, 81 72, 91 22, 69 120
alle 2 (III) 288 0, 03 0, 21 0, 35 6
alle 2 (IV) 227 0, 03 0, 17 0, 28 4
alle 1 (II) 98.781 11, 80 72, 85 22, 64 120
alle 1 (III) 159 0, 02 0, 12 0, 21 3
alle 1 (IV) 130 0, 02 0, 10 0, 18 3
alle 0 (II) 98.367 11, 75 72, 54 22, 63 119
alle 0 (III) 83 0, 01 0, 06 0, 12 3
alle 0 (IV) 83 0, 01 0, 06 0, 12 3
Tabelle B.2: Beispiele (II), (III) und (III) zur Reduktion von zu beru¨cksichtigenden
Fahrtenpaaren bei Nutzung der na¨chsten Nachfolgefahrten an 129 Hal-
testellen in nach (II), (III) und (IV) definierten Zeitra¨umen bei einem
Fahrplan mit 1.356 Fahrten
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Minuten viele mo¨gliche Fahrtenpaare aus, sodass Freiheitsgrade bei der Bestimmung
a¨hnlicher Ressourceneinsatzpla¨ne eingeschra¨nkt werden ko¨nnen.
Zu Methode (IV) ist Tabelle B.2 entnehmbar, dass ebenso die Anzahl beru¨cksich-
tiger Fahrtenpaare stark reduziert werden kann. Sollen dabei die Freiheitsgrade nicht
zu sehr beschra¨nkt werden, darf der Zeitraum ebenfalls nicht zu kurz gewa¨hlt werden.
