Abstract. The method of separation of variables is simple, elegant and very powerful but has been applied to a limited number of differential operators both linear as well as non-linear. The underlying reason can be sought in the common belief that separation of variables for higherorder partial differential equations which include mixed derivatives is not possible. Although, the statement is valid when separation of variables is applied in its traditional form, these impediments can be bypassed introducing a generalized version of this over 250 years old technique. This will be attempted in the context of the present article. After familiarizing the reader with the concepts of the generalized form of the method of reduction, emphasis is placed on the effectiveness of the technique, providing explicit solutions to higher-order linear partial differential equations incorporating mixed derivatives.
1. Introduction. Perhaps the technique with the longest history in constructing exact solutions for partial differential equations is the method of separation of variables. It's beginnings can be traced back to the middle of the eighteenth century where the work of Daniel Bernoulli, d' Alembert and Euler demonstrated how a linear partial differential equation can be solved by decomposing the variables (for an exciting walkthrough see [15] ). This well-known technique in applied Mathematics is commonly associated with the name of Fourier who developed and utilized separation of variables to his research on conductive heat, initiating in this way the mathematical theory of approximation.
Classically, the procedure of separation of variables reduces an nth-order partial differential equation in N variables to a system of N nth-order ordinary differential equations. For linear partial differential equations this is accomplished by replacing the unknown function with a product of N functions which depend solely on one of the variables and introducing N −1 so-called separation constants. The "classical" method of variables separation will succeed if decomposition of the variables is feasible. In such manner, a set of solutions is obtained which, due to the superposition principle, can be summed up to provide a "general solution". In the case where the partial differential equation is placed in a physical setting, appropriate conditions must be applied to the solutions, restricting the summed functions to a subset, yielding the coefficients of the series. Nevertheless, the existence of mixed partial derivatives causes this approach to utterly fail.
In the early 1950's, M.H. Martin [19] noted that the identity X ′′ Y + X Y ′′ = 0, which is obtained if the method of variables separation is applied to Laplace's equation, is actually a special case of the identity respectively. In formula (1.0.2), L denotes a given linear or nonlinear partial differential operator containing quadratic and power nonlinearities, and u is the unknown. Substituting (1.0.3) into (1.0.2) and differentiating the resulting equation, one arrives eventually at a separable two-term equation of the form (1.0.1). The ordinary differential equations obtained in this way have to be solved and their general solutions are then substituted into the original PDE (1.0.2). In the sequel, one has to manage all possible cases in order to evaluate the constants introduced via the general solutions in order to find u(x, y). This, however, is a demanding task. The method of differentiation described briefly above, although furnishing solutions of (1.0.2), if separation of variables is permitted, introduces superfluous constants, which have to be eliminated at the final stage. Moreover, differentiating results in a two-term equation that will be of higher-order then (1.0.2). Nonetheless, these constrains can be removed by "splitting" (1.0.2) into a number of sub-problems with simpler structure, which, unfortunately, leads to loss of solutions regarding u(x, y). Substituting (1.0.4) into (1.0.2) similar arguments hold. An analytic presentation of these methods is provided in [23, Supplement B] .
It is remarkable that this powerful methodology, although extensively used providing exact solutions to some classes of non-linear partial differential equations (a comprehensive list is provided in [24] ) as well as to integral equations [2] , has not been applied to linear problems.
In the present article, exploiting concepts and ideas from generalized and functional separation of variables, a modified and simpler technique is proposed, leading to exact solutions for higher-order linear PDE's incorporating mixed derivatives. The identification of higher-order differential equations is based on their "Laplacian counterpart". For example, the equation ∆ n u = 0 is recognized as the n−harmonic (or h n −) equation, since ∆ u = 0 is labeled harmonic. This categorization will be further applied to their solutions as well.
The article is organized as follows. Section 2 provides the details of the proposed procedure which is then applied in sections 3 and 4, in order to retrieve explicit solutions for the (i) n−harmonic equation up to n = 3, (ii) the general n−Helmholtz equation (∆ n +κ)u = 0 as well as (iii) the n−metaharmonic equation n j=1 α j ∆ j u = 0 up to n = 3, in the polar coordinate system. The according three-dimensional cases will be presented in a series of papers in the near future [6, 7] . Importantly, the solutions derived in the present article are "general", in the sense that we do not carry what conditions these solutions satisfy. Obviously, suitable boundary/initial conditions will restrict the generality of the solutions to be considered. However, these aspects will be neglected at present (although the main difficulty in solving boundary/initial value problems consist in satisfying the prescribed conditions). Another important feature is that, since separation of variables decomposes a partial into a set of ordinary differential equations, we can only be certain to have acquired the most general solution for these ODE's if a completeness relation exist. This issue, as well as details regarding the formulae derived in sections 3 and 4, will be addressed in subsequent papers. Concluding, henceforth we assume that the conditions for the existence and uniqueness of the solutions to the ordinary differential equations under consideration are met (for details, see, e.g. [4] ).
2. A generalization of the separation of variables technique. As we strive to understand more and more complex processes encountered in the natural world, the mathematical models developed in order to describe the observed behaviour are expected to exhibit increased complexity. For example, higher-order partial differential equations occur in the theory of rotating viscous fluids [14, 17] . Such PDE's are also implemented to create, represent and manipulate surface/solid models in a Computer-aided design environment [31] and are of fundamental importance in the engineering (analysis and simulation) and medical sector (visualization of body tissues, simulation of surgical operations, etc.). An analytical treatment for these PDE's, although possible by a repeated application of variables separation is very limited.
In what follows, a step-by-step presentation of the proposed technique is provided. Consider, for simplicity, the two dimensional n−harmonic equation in Cartesian coordinates representing any linear combination of its elements. Note that in the case where n = 1 only the exponential solutions are valid. The final steps of the procedure retrieve the solutions for the under consideration n−harmonic equation.
Step 3: Select the appropriate elements from (2.1.3) or (2.1.4) in order for the ratio X ′′ j /X j to be independent of the variable x j . Obviously, step 3 diminishes the spectra of available elements acquired solving equations (2.1.1) and (2.1.2). Notwithstanding, step 3 is essential inasmuch it produces an differential equation preserving the basic assumption on which variables separation is based.
Step 
and for n = 1 becomes separation of variables in his traditional form. 
where Let us elucidate the particulars of the introduced technique by evaluating solutions to the 3-harmonic equation, viz
Dividing above throughout X 1 X 2 and differentiating once with respect to both variables gives
On the assumption that the content of the parenthesis vanishes leads, after simple manipulations to the separable two-term equation
and any linear combination of x 1 , x 2 , e 
leading to the ODE's
Above differential equations display reduced order as the system corresponding to Eq. (2.2.12), resulting in fewer solutions. Nevertheless, relation (2.2.11) is still satisfied when the content of the parenthesis equals a function of the form X 1 + X 2 . Consider for economy of presentation that
from which the relation
follows. Equation (2.2.16) implies the system of ODE's
Whereas the solutions to the second ODE are e ±η x2 the first accepts solutions in form of Airy functions. Substituting either X 1 =Ai(ξ x 1 ) or Bi(ξ x 1 ) into (2.2.10) produces an equation implicating both variables violating the basic conjecture on which separation of variables is based, i.e. that the sought functions are of one variable alone.
On the other hand, dropping the assumption made equation (2.2.11) rewrites as the two term relation
where 3. Linear Partial Differential Equations of order n = 2 and n = 3 of Mathematical Physics. Let us now illustrate the effectiveness of the developed framework. In what comes next, we present explicit solutions to the following PDE's, expressed in the polar coordinate system: (i) Starting with the important biharmonic equation which arises in many physical problems concerning the linear theory of elasticity, the creeping flow of a viscous incompressible fluid and other, we "move" an order higher to the (ii) triharmonic equation which appears, e.g. in the theory of rotating viscous fluids. We continue exploring the (iii) 2-Helmholtz equation originating from the study of vibrations in thin elastic plates and we complete our expedition with the (iv) 3-Helmholtz equation, which to the authors knowledge has not yet a physical interpretation.
The biharmonic equation ∆
2 u = 0 in polar coordinates. In the polar coordinate system the biharmonic (2-harmonic or h 2 ) equation transforms, after lengthy manipulations into
given that
The first author assessed presenting an explicit solution of (3.1.1) as
was John H. Michell [20] , whence the term r 2 θ was added to the solution by Timoshenko [27] . However, neither Michell nor Timoshenko specified the mathematical procedure for arriving at their results. Nonetheless, the solution (3.1.3) can be obtained via a repeated application of the variables separation technique by assuming u(r, θ) = rR(r)Θ(θ) [13] or u(r, θ) = Ke λ ln r Θ(θ) [8] and Θ(θ) represented by e ±inθ . In order to address the effectiveness of the generalized variable separation technique, the investigation of the plane elasticity problem in polar coordinates leading to expression (3.1.3) is summarized in the sequel. Solving (3.1.1) by assuming u(r, θ) = R(r)Θ(θ) yields the following equation
where
Eq.(3.1.4) is derived noting that ∆u(r, θ) furnishes two functions which share the same structure with the assumed solution. Therefore, the outcome of the application of Laplace's operator on the newly introduced functions can be calculated according to ∆u(r, θ). The variables can be separated by eliminating the first term of the left-hand side of (3.
The real constants c 1 and c 2 must be chosen so that the foregoing two equations will have common solutions. Finally, the solution for R(r) is obtained via (3.1.7) whereas the solution for Θ(θ) from (3.1.4) by replacing the common solutions obtained through (3.1.7) using the compatibility condition for the constants c 1 and c 2 . The "general" solution (3.1.3) is given by superpositioning all the particular solutions retrieved. It is noteworthy mentioning that additional solutions of Eq.(3.1.1), which involve the terms r 2 θ ln r, θ ln r, rθ ln r sin θ, sin(m ln r) sinh(mθ), r 2 sin(m ln r) sinh(mθ), (including corresponding terms with cos and cosh), can be found in the book by C.B. Biezeno and R. Grammel [1] . These "complementary" solutions are acquired by a thorough examination of the characteristic polynomials linked with (3.1.4) (see for example [26] ).
It is readily observed that if the origin of the coordinate system is located interior of the body, terms including ln r lead to multivalued stresses. These terms play an important role in the elastic theory of dislocations [18, 3] .
In what follows, the derivation of (3.1.3) will be addressed employing the separation ansatz announced in section 3. In particular, replacing the unknown function u(r, θ) with a product of two functions for each of the variables, equation (3.1.1) reads
Differentiating the latter with respect to r and θ we find
which implies that either
and/or
Introducing λ = ν(ν − 2) and τ = −µ 2 , the solutions to Eqs. (3.1.10) and (3. Substituting the radial solutions into Eq. (3.1.8) gives
which remains invariant replacing ν by −ν + 2. The solutions to the latter are exp(±iνθ) and exp(±i(ν − 2)θ), providing the following sets of solutions for u(r, θ) (non-essential constants are omitted)
On the assumption that λ = 0 (equals the case ν = 0 or ν = 2) we find 1, r 2 ∪ 1, θ, e ∓i2θ . (3.1.14)
On the other hand, substituting the angular solutions into Eq. (3.1.8) yields We straightforwardly notice that (3.1.17) recovers the first line of (3.1.3) as well as the terms r 2 θ ln r and θ ln r. More involved terms are obtained by properly manipulating the complex variables ν and µ. For example, in the limit ν ∈ Z + the series solutions (omitting non-essential constants) 
Proposition 3.2. The function (omitting non-essential multipliers)
u(r, θ) =r 2 (1 + θ + ln r) + (θ + ln r + θ ln r)
(cos kθ + sin kθ) r
(cos(n ln r) + sin(n ln r)) cosh nθ
(cos(n ln r) + sin(n ln r)) sinh nθ (3. If the action of the above operator on a unknown function u(r, θ) vanishes, the h 3 −equation
is derived, where we replaced the unknown function u(r, θ) by the product R(r)Θ(θ) and divided throughout by the same product. Terms which depend solely on a single variable are eliminated by differentiating Eq.(3.2.3) with respect to both variables r and θ, yielding
and
Let us begin with the case where R 1 = 0. Dividing both members of (3.2.4) by R 1 Θ ′′ separates the variables as On the other hand, identifying R(r) = r ν furnishes as suitable solutions u(r, θ). Examining in the sequel the instance λ = 0 we arrive at
The first two solutions of each set have already been considered (see (3.2.11) and (3.2.14), respectively). If R(r) = r 2 exp(±i2 ln r) we find for u(r, θ) Postulating that Θ(θ) equals θ 2 or θ 3 results in an ODE for R implicating the variable θ violating our opening assumption that R is a function of the variable r alone. Let us now turn to the case R 1 = 0, namely r 2 R ′′ − 3rR ′ = 0 accepting 1 and r 4 as solutions, satisfying R 2 as well. It remains that Θ ′′ = 0 providing the set (3.2.14). Accurately managing the complex separation parameters presented, more involved terms are collected leading to relation (3.2.1).
The 2-Helmholtz equation (∆
2 + κ)u = 0 in polar coordinates. The study of free transverse vibrations of thin elastic plates involves the differential equation ∆ 2 w(x, t) − α ∂ 2 w(x, t)/∂t 2 = 0 governing the transverse displacement w of the plate. The constant α incorporates the physical parameters of the problem. Separating the latter yields the modified 2-Helmholtz equation
where κ is the separation constant. A solution to this equation is given by u(x) = u 1 (x) + u 2 (x), where u 1 and u 2 satisfy, respectively, the differential equations
recognized as the Helmholtz and modified Helmholtz equations, respectively. Equations (3.3.2) and (3.3.3) accept as solutions the Bessel and modified Bessel functions of the first and second kind J ν , Y ν , I ν and K ν , as defined and considered in [30] . Thus, a solution of the 2-Helmholtz equation (3.3.1) in polar coordinates is
where a, b, c, d are arbitrary constants. Solutions satisfying the Bessel (or modified Bessel) differential equation are frequently called cylinder functions. For future reference we classify them as 1-cylinder or simply c 1 functions. Also, one must add to the solutions of (3.3.2) the Hankel functions of the first H 
Adopting the proposed procedure yields equation (3.1.9) from which the differential equations (3.1.10) and (3.1.11) follow. Replacing the angular part of the solution u(r, θ), namely e ±iµθ , into (3.3.5) provides
where the variable z = κ 1/4 r has been introduced. A fourth order differential equation comparable to (3.3.6) has been announced by Everitt and Markett in 1994 [10] based on the pioneering work of H.L. Krall [16] in the late 1930's. Unlike Eq.(3.3.6), obtained by a separation of variables procedure, the Everitt-Markett equation
where M ∈ (0, +∞) and Λ ∈ C parameters, is derived through a limit process connected to the properties of the classical Bessel differential equation (see [5] and references therein). A linearly independent set of solutions of Eq.(3.3.7) has been presented recently [12, 11] . Evidently, these functions can be defined in terms of low order Bessel and modified functions, as
and the parameters Λ and λ are connected via Λ = λ 2 (8M −1 + λ 2 ). Regarding the additional solutions I 0,M λ and K 0,M λ , they were found employing a computer algebra program [28] . However, of particular interest is the limit case as M tends to infinity, since the resulting equation resembles (3.3.6) and the authors [12] arrive at four linearly independent solution in terms of the classical Bessel and modified Bessel functions of order 2, viz
where ψ denotes the logarithmic derivative of the Γ−function. Utilizing above results, the aforementioned authors provide explicit solutions for the 2-Helmholtz PDE (∆ 2 u)(r, θ) = Λu(r, θ) in the plane, implementing a restricted form of separation [9] . As they report, application of this quasi separation has a high cost, namely leading to an angular differential equation incorporating a fixed separation constant, instead of an arbitrary parameter.
The generalized reduction method, in the sense that a given PDE is reduced to a system of ODE's, avoids this obstacle almost trivially, leading to Eq.(3.3.6), furnishing, after tedious but straightforward calculations, four solutions as
The corresponding radial solutions satisfying the modified 2-Helmholtz equation ( 
It is easily proven that the series solutions (3.3.8)-(3.3.11) converge uniformly.
Comparing the Bessel function of the first kind
with the derived formulae (3.3.8)-(3.3.11), the following relations hold
where the integer sequence M k = 2, 3 (mod 4) is given as
In section 4, an alternative representation regarding the "periodic-jump" series
which resembles the Bessel function of the first kind (3.3.12), is provided. However, writing out Eq.(3.4.1) with the aid of (3.2.2) and separating variables, yields 
where the variable z = κ 1/6 r has been introduced. Furthermore, the following connection formulae between c 1 , c 2 and c 3 functions can be established
±µ (z) . Conclusions. The method of separation of variables (in the sense of determining a set of separable solutions) is one of the earliest approaches in the history of science to solve linear second-as well as higher-order partial differential equations as long as mixed derivatives are not present. If such derivatives exist, the technique of variables separation fails in its "traditional" form. Nonetheless, the present article, by reassessing established concepts provides a "modus operandi" which allows to split a general linear partial differential equation with constant coefficients into a, dimension dependent, number of ordinary differential equations. Although, nowadays computational methods are promoted in order to solve higher-order differential equations, deriving exact solutions bears two significant advantages: (i) They explicitly illustrate how the parameters of the differential equation (and therefore of the problem under consideration) influence on the solution and (ii) they display structure.
Indeed, this is shown in sections 3.3 and 3.4 where series solutions for higherorder Laplacians' are, for the first time, evaluated. This has been achieved, not by the usual factorization of the operator, thus yielding eigensolutions satisfying the corresponding Laplacian as well (see introductory remarks of section 3.3), but implementing a separation ansatz on the initial partial differential equation furnishing "genuine" eigensolutions which do not satisfy the corresponding factorized differential equations. More importantly, these special functions share similarities providing the means to create n linearly independent solutions for the general n−Helmholtz equation (∆ n + κ)u = 0 in polar coordinates. Separation of variables "offers" not only explicit solutions, but more importantly, it render guidance to the most essential class of special functions, namely the hypergeometric functions p F q . From the eleven orthogonal coordinate systems in which both the Laplace and Helmholtz equation (as well as their higher-order counterparts) separate 1 , the ordinary differential equations arising for nine of them are of Fuchsian type with three regular singularities and can be expressed in terms of hypergeometric functions. These ordinary differential equations, if transformed to the corresponding hypergeometric equation, provide the p + q parameters which allow the solution to be expressed in terms of p F q . Admittedly, this is not always an easy task, still, the significance is obvious. Identities, special values and transformation formulas are well recorded [25, 22] 
