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Abstract
In the previous papers, it is pointed out that a supersymmetric double-well matrix model cor-
responds to a two-dimensional type IIA superstring theory on a Ramond-Ramond background
at the level of correlation functions. This was confirmed by agreement between their planar
correlation functions. The supersymmetry in the matrix model corresponds to the target space
supersymmetry and it is shown to be spontaneously broken by nonperturbative effect. Further-
more, in the matrix model we computed one-point functions of single-trace operators to all order
of genus expansion in its double scaling limit. We found that this expansion is stringy and not
Borel summable and hence there arises an ambiguity in applying the Borel resummation tech-
nique. We confirmed that resurgence works here, namely this ambiguity in perturbative series
in a zero-instanton sector is exactly canceled by another ambiguity in a one-instanton sector
obtained by instanton calculation. In this paper we extend this analysis and study resurgence
structure of the two-point functions of the single trace operators. By using results in the random
matrix theory, we derive two-point functions at arbitrary genus and see that the perturbative
series in the zero-instanton sector again has an ambiguity. We find that the two-point functions
inevitably have logarithmic singularity even at higher genus. In this derivation we obtain a
new result of the two-point function expressed by the one-point function at the leading order
in the soft-edge scaling limit of the random matrix theory. We also compute an ambiguity in
the one-instanton sector by using the Airy kernel, and confirm that ambiguities in both sectors
cancel each other at the leading order in the double scaling limit. We thus clarify resurgence
structure of the two-point functions in the supersymmetric double-well matrix model.
1 Introduction
So far string theory has been defined only perturbatively except peculiar cases with much
higher symmetry or much fewer degrees of freedom. It is, however, understood that its
nonperturbative effect is more relevant than in field theory and that they would play an
important role in determining vacuum structure of string theory.
On the other hand, resurgence [1–8] has attracted lots of attention because it enables
us to extract nonperturbative information of our interest from data of higher-order per-
turbative expansion.1 Thus it is reasonable to expect that resurgence provides a powerful
tool in analyzing nonperturbative aspects of string theory with respect to the string cou-
pling constant. However, when we try to apply the resurgence to string theory, one of the
biggest problems is difficulty in getting higher-genus contribution. In general, in order
to obtain information on nonperturbative effect precisely, we need details of higher order
in perturbative expansion, which are in general hard to deduce. In order to find pertur-
bative expansion up to higher genus, we may consider theory with higher symmetry or
without much degrees of freedom. Then we in turn have another problem that in such
cases perturbative expansion itself often behaves well and that resurgence may not work
to extract nonperturbative information from it.
Another interest in resurgence is connection to nontrivial phenomena in which nonper-
turbative effect would play an important role such as confinement or symmetry breaking.
It would be nice to clarify how resurgence are related to these interesting physics.
From these motivations, in the previous papers, we considered a supersymmetric
double-well matrix model [51,52] and derived one-point functions at arbitrary genus [53].
Then we confirmed resurgence works for the one-point functions by calculating both their
perturbative expansion and one-instanton contribution [54]. This model is proposed as
nonperturbative formulation of type IIA superstring theory on a Ramond-Ramond back-
ground [55,56]. In fact, we have confirmed that the double scaling limit of this model can
be taken and the perturbative expansion of the one-point functions has stringy behavior,
namely expansion in terms of the string coupling constant with finite coefficient which
grows as (2h)! at sufficiently high genus h. Furthermore, the most important property
of this model is that under the double scaling limit, the supersymmetry (SUSY) of this
model is shown to be broken spontaneously and nonperturbatively [55, 57]. Thus our
main interest in this model is relation between spontaneous SUSY breaking and resur-
gence structure. In fact, by computing an order parameter of SUSY breaking, we have
recognized that an instanton in the matrix model triggers the SUSY breaking and that
resurgence structure correctly reproduces its effect in the one-point functions. Since the
instanton effect takes form of exp(−C/gs) where C is a positive constant and gs is the
string coupling constant, the SUSY breaking would be possibly caused by generation or
condensation of a D-brane-like object. Thus there is possibility that this model would
provide new and interesting mechanism of spontaneous SUSY breaking in superstring
theory. The key in applying resurgence to this model is to consider correlation functions
1Resurgence structure has been studied in various models and theories. See e.g. in quantum mechanics
[9–21], string theories [22–24] as well as quantum field theories [25–50].
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of non-supersymmetric (non-SUSY) operators. In fact, although the SUSY is broken in
our model, the breaking is nonperturbative and the SUSY is preserved at all order in
perturbation theory [55]. Reflecting this fact, in the computation of the perturbative
expansion of the correlation functions of non-SUSY operators, the Nicolai mapping is
still available and calculation is reduced to that of the Gaussian matrix model in which
nice results have been already obtained [58]. We found that perturbative expansions of
one-point functions of non-SUSY operators show non-Borel summable, stringy behavior
and that resurgence works here. Thus we can overcome the problem mentioned above on
non-Borel summable perturbative expansion in supersymmetric, non-trivial theory.2
In this paper we extend the results in [53, 54] and study resurgence structure of two-
point functions of non-SUSY operators in our model under the double scaling limit. More
precisely, we compute the two-point functions both at arbitrary genus and on the one-
instanton background. We then identify ambiguities in both results and confirm they
cancel each other. There are several motivations of this extension. From string theory
point of view, first of all, the result of multi-point functions at arbitrary genus itself is
invaluable. Although our model has SUSY, it enjoys spontaneous SUSY breaking and its
S-matrix is not trivial. It would be rare that we can get perturbative expansion at all order
in such a nontrivial theory. Another motivation of considering the two-point function is
the presence of logarithmic scaling violation. In [59] we showed that some planar two-
point functions have new critical behavior as a power of log. Recalling the case of the
two-dimensional bosonic string [60], we may anticipate such logarithmic behavior would
disappear at higher genus. From our result, we can explicitly check if this is the case.
Our study also has motivations from resurgence. In general, resurgence structure
becomes different for different quantities even in the same theory. Thus it would be
intriguing to check how resurgence structure changes according to correlation functions
in question. Furthermore, it should be confirmed that from perturbative expansions of
several correlation functions, we can deduce the same nonperturbative effect if its origin
is identical. We also expect that this kind of analysis would provide a clue to unified
picture of resurgence structure for all correlation functions. Finally, by considering the
two-point function, we have two integration variables and then we have more saddle points
describing instantons, which leads to rich structure of resurgence. Hence this kind of study
would give some insight for future study of resurgence.
The organization of this paper is as follows. In the next section, we give a brief review
of the supersymmetric double-well matrix model. Correlation functions are expressed in
terms of eigenvalues and are defined in each instanton sector. In section 3, we explain how
to compute correlation functions in our matrix model by utilizing the Nicolai mapping.
In section 4, we consider contribution from the zero-instanton sector to the two-point
function, and find that there exists an ambiguity after applying the Borel resummation
technique. Then in section 5, we see that contribution from the one-instanton sector also
has another ambiguity, and confirm that these ambiguities exactly cancel each other at
the leading order. The last section is devoted to conclusions and discussions.
2One of other approaches to overcome this issue is to introduce a small parameter explicitly breaking
SUSY [16,17].
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2 Review of the supersymmetric matrix model
In this section, we give a brief review of the supersymmetric double-well matrix model
which has been proposed as a nonperturbative formulation of type IIA superstring theory
in two dimensions. Definitions and notations are exactly the same as in [54]. Most of the
review in this section overlaps with section 2 there.
2.1 The model and double scaling limit
We study a supersymmetric double-well matrix model with the action
S = Ntr
[
1
2
B2 + iB(φ2 − µ2) + ψ¯(φψ + ψφ)
]
, (2.1)
where B and φ are N × N Hermitian matrices, and ψ and ψ¯ are N × N Grassmann-
odd matrices. µ2 is a parameter of the model. The action S is invariant under SUSY
transformations generated by Q and Q¯:
Qφ = ψ, Qψ = 0, Qψ¯ = −iB, QB = 0,
Q¯φ = −ψ¯, Q¯ψ¯ = 0, Q¯ψ = −iB, Q¯B = 0, (2.2)
which are nilpotent: Q2 = Q¯2 = {Q, Q¯} = 0. After integrating out the auxiliary variable
B in (2.1), the scalar potential of φ reads
V (φ) =
1
2
(φ2 − µ2)2. (2.3)
In the planar limit (N →∞ with µ2 fixed) of this model, there are infinitely degenerate
supersymmetric vacua parametrized by filling fractions (ν+, ν−) for µ2 ≥ 2. They rep-
resent configurations that ν±N of the eigenvalues of φ are around the minimum ±|µ| of
the double-well potential (2.3) [51, 52]. On the other hand, for µ2 < 2 we have a unique
vacuum without SUSY. The boundary µ2 = 2 is a critical point of the third-order phase
transition. In the planar limit, it is explicitly shown in [56,59] that several types of corre-
lation functions in the matrix model reproduce tree amplitudes in two-dimensional type
IIA superstring theory on a nontrivial Ramond-Ramond background. In addition, we
have considered the following double scaling limit [55] that approaches the critical point
from the inside of the supersymmetric phase:
N →∞, µ2 → 2 + 0, with s = N 23 (µ2 − 2) : fixed. (2.4)
In this limit the matrix model is expected to provide a nonperturbative formulation of
the superstring theory with string coupling constant gs proportional to s
− 3
2 , where the
two supersymmetries in (2.2) correspond to the target-space supersymmetries [56, 59].
From this viewpoint the planar limit mentioned above is regarded as gs → 0 limit. In
fact, in [53] one-point functions for the single-trace operators of powers of φ are explicitly
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calculated at arbitrary genus and are found to be finite at each genus under the double
scaling limit (2.4). Furthermore, its coefficients show stringy behavior (2h)! with genus
h≫ 1. In [55,57], we also found that contribution from matrix-model instantons (isolated
eigenvalues of φ located at the top of the effective potential) to the free energy is finite
and takes form of exp (−C/gs) with a positive constant C of O(1). The most remarkable
feature of the model ever found is that these instantons cause spontaneous supersymmetry
breaking in the matrix model, which implies violation of target-space supersymmetry
induced by D-brane like objects in the corresponding superstring theory.3
2.2 Correlation functions in fixed filling fraction
In this subsection, we define correlation functions of our model (2.1) in a fixed filling
fraction. The partition function is expressed in terms of the eigenvalues of φ as
Z ≡ (−1)N2
∫
dN
2
B dN
2
φ
(
dN
2
ψ dN
2
ψ¯
)
e−S
= C˜N
∫ ∞
−∞
(
N∏
i=1
2λidλi
)
△(λ2)2 e−N
∑N
i=1
1
2
(λ2i−µ2)2 , (2.5)
where the normalization of the integration measure is fixed as∫
dN
2
φ e−Ntr (
1
2
φ2) =
∫
dN
2
B e−Ntr (
1
2
B2) = 1,
(−1)N2
∫ (
dN
2
ψ dN
2
ψ¯
)
e−Ntr (ψ¯ψ) = 1. (2.6)
C˜N is a constant dependent only on N : C˜N = (2π)
−N
2 N
N2
2
(∏N
k=0 k!
)−1
[52], and △(x) is
the Vandermonde determinant for eigenvalues xi (i = 1, · · · , N): △(x) ≡
∏
i>j(xi − xj).
By dividing the integration region of each λi according to the filling fraction, the total
partition function can be expressed as a sum of each partition function with a fixed filling
fraction:
Z =
N∑
ν−N=0
N !
(ν+N)!(ν−N)!
Z(ν+,ν−),
Z(ν+,ν−) ≡ C˜N
∫ ∞
0
(
ν+N∏
i=1
2λidλi
)∫ 0
−∞
 N∏
j=ν+N+1
2λjdλj
△(λ2)2 e−N ∑Nm=1 12 (λ2m−µ2)2 .
(2.7)
By changing the integration variables λj → −λj (j = ν+N + 1, · · · , N), it is easy to find
that Z(ν+,ν−) = (−1)ν−NZ(1,0) and that the total partition function vanishes.
3The correspondence between isolated eigenvalues and solitons or D-branes is well-established in
bosonic noncritical string theories [64–71].
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We then define the correlation function of K single-trace operators for functions of φ:
1
N
tr fa(φ) (a = 1, · · · , K) in the filling fraction (ν+, ν−) as〈
K∏
a=1
1
N
tr fa(φ)
〉(ν+,ν−)
≡ C˜N
Z(ν+,ν−)
∫ ∞
0
(
ν+N∏
i=1
2λidλi
)∫ 0
−∞
 N∏
j=ν+N+1
2λjdλj
△(λ2)2
×
(
K∏
a=1
1
N
N∑
i=1
fa(λi)
)
e−N
∑N
m=1
1
2
(λ2m−µ2)2 , (2.8)
and extract its connected part in the 1/N -expansion:〈
K∏
a=1
1
N
tr fa(φ)
〉(ν+,ν−)
c
=
∞∑
h=0
1
N2h+2K−2
〈
K∏
a=1
1
N
tr fa(φ)
〉(ν+,ν−)
c,h
, (2.9)
where 〈 · 〉(ν+,ν−)c, h denotes the connected correlation function on a handle-h random surface
with the N -dependence factored out; i.e., the quantity of O(N0). Hereafter we consider
the case where fa(φ) is a monomial of φ: fa(φ) = φ
p (p ∈ N). When p is even, the
correlation functions of 1
N
trφp’s are expressed as linear combinations of those of opera-
tors 1
N
trBk (k ∈ N), which are supersymmetric. Hence they become just polynomials
of s. On the other hand, when p is odd, 1
N
trφp is not supersymmetric, and their cor-
relation functions show nonanalytic behavior on s [59]. Thus in this paper in order to
study resurgence structure, we focus on the two-point function of the odd-power opera-
tors
〈
1
N
trφp 1
N
trφq
〉(1,0)
c,h
for odd p, q: (2.9) with K = 2, f1(φ) = φ
p, and f2(φ) = φ
q in the
filling fraction (ν+, ν−) = (1, 0).4
2.3 Correlation functions in fixed instanton sector
In this subsection, we divide correlation functions in the (ν+, ν−) = (1, 0) sector into
contributions from sectors with definite instanton numbers as done in [55]. In (2.7), the
partition function Z(1,0) is expressed as the integrations of N eigenvalues along the positive
real axis R+ = [0,∞). The eigenvalue distribution in the planar limit is given as [51, 59]〈
1
N
N∑
i=1
δ(x− λi)
〉(1,0)∣∣∣∣∣∣
planar
=
{
x
π
√
(x2 − a2)(b2 − x2) (a ≤ x ≤ b)
0 (otherwise)
, (2.10)
with a =
√
µ2 − 2 and b =√µ2 + 2, which means that all the eigenvalues are confined in
the interval [a, b]. Dividing the integration region of each eigenvalue R+ into the inside
4It is shown in [59] that at least at the planar level (h = 0) and up to the three-point functions
(1 ≤ K ≤ 3), it is easy to recover filling fraction dependence of correlation functions from those in
(ν+, ν−) = (1, 0).
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and outside of the interval: ∫ ∞
0
dλi =
∫ b
a
dλi +
∫
R+\[a,b]
dλi, (2.11)
we decompose the partition function as
Z(1,0) =
N∑
p=0
Z(1,0)
∣∣
p-inst.
, (2.12)
Z(1,0)
∣∣
p-inst.
=
(
N
p
)
C˜N
∫ b
a
N−p∏
i=1
2λidλi
∫
R+\[a,b]
p∏
j=1
2λjdλj ∆(λ
2)2e−N
∑N
m=1
1
2
(λ2m−µ2)2 .
(2.13)
Each contribution with fixed p is regarded as the partition function in the p-instanton
sector. In fact, an instanton in our model corresponds to a saddle point of effective
potential Veff(λi) with respect to a single eigenvalue λi, which is obtained by integrating out
all the eigenvalues other than λi in (2.5). Its saddle point turns out to be the origin λi = 0
[55]. For large s (small gs) under the double scaling limit (2.4), the main contribution
from the outside of the interval R+ \ [a, b] is provided by such an instanton located at the
origin. According to [55,57], the partition function (2.13) in the p-instanton sector reads
Z(1,0)
∣∣
p-inst.
=
(
e−
4
3
s
3
2
16πs
3
2
)p (
1 +O
(
s−
3
2
))
(2.14)
in the double scaling limit with s≫ 1 fixed. Hence (2.12) is a trans-series expanded by the
instanton weight e−
4
3
s
3
2 /(16πs
3
2 ). Similarly, the correlation functions are also decomposed
by contribution from each instanton sector, which is written as a trans-series:〈
K∏
a=1
Oa
〉(1,0)
c
=
N∑
p=0
〈
K∏
a=1
Oa
〉(1,0)
c
∣∣∣∣∣∣
p-inst.
, (2.15)
〈
K∏
a=1
Oa
〉(1,0)
c
∣∣∣∣∣∣
p-inst.
∝
(
e−
4
3
s
3
2
)p
under the double scaling limit. (2.16)
In (2.16) we note that the power of s other than the instanton factor
(
e−
4
3
s
3
2
)p
depends on
Oa’s and is in general different from that of the partition function in (2.14). In this paper
we argue that in the two-point functions of the odd operators O1 = 1N trφp, O2 = 1N trφq
(p, q: odd), both
〈∏2
a=1Oa
〉(1,0)
c
∣∣∣
0-inst.
and
〈∏2
a=1Oa
〉(1,0)
c
∣∣∣
1-inst.
have ambiguities, but they
cancel each other and hence the trans-series in (2.15) is well-defined at the leading order
of the large-s expansion up to the one-instanton contribution p = 0, 1.
6
3 Non-SUSY correlation functions via the Gaussian
matrix model
In this section, we show that correlation functions of the operators 1
N
trφp with odd p
in the filling fraction (ν+, ν−) = (1, 0) can be expressed by those of the Gaussian matrix
model. The point is that the Nicolai mapping can be applied there even if the operators
are not supersymmetric.
3.1 φ2-resolvent
Extending the derivation in [53,54], we begin with the connected K-point function of the
φ2-resolvent in the filling fraction (1, 0)〈
K∏
a=1
R2(z
2
a)
〉(1,0)
c
=
〈
K∏
a=1
(
1
N
tr
1
z2a − φ2
)〉(1,0)
c
. (3.1)
In terms of the eigenvalues, R2(z
2) becomes
1
N
N∑
i=1
1
z2 − λ2i
=
1
N
1
2z
N∑
i=1
(
1
z − λi +
1
z + λi
)
, (3.2)
and 1/ (z − λi) (1/ (z + λi)) has poles only on the positive (negative) real axis for the
filling fraction (1, 0). Thus suppose C0 is a contour which encloses only the poles at
z = λi for
∀i counterclockwise and f(z) is an any function of z,
K∏
a=1
(
1
2πi
∮
C0
dza 2zafa(za)
)〈 K∏
a=1
R2(z
2
a)
〉(1,0)
c
=
〈
K∏
a=1
(
1
2πi
∮
C0
dza fa(za)
1
N
N∑
ia=1
1
za − λia
)〉(1,0)
c
=
〈
K∏
a=1
1
N
N∑
ia=1
fa(λia)
〉(1,0)
c
=
〈
K∏
a=1
1
N
tr fa(φ)
〉(1,0)
c
. (3.3)
In particular, in the zero-instanton sector, all λi are in the interval [a, b] mentioned
below (2.10), and therefore,〈
K∏
a=1
1
N
tr fa(φ)
〉(1,0)
c
∣∣∣∣∣∣
0-inst.
=
K∏
a=1
(
1
2πi
∮
C
dza 2zafa(za)
)〈 K∏
a=1
R2(z
2
a)
〉(1,0)
c
(3.4)
where C denotes a contour encircling the interval [a, b] counterclockwise as depicted in
Fig. 1. Since C does not contain za = 0 inside, contribution from the instanton at the
origin is not included in (3.4). The key here is that even if 1
N
tr fa(φ)’s are non-SUSY,
(3.4) enables us to compute their correlation functions via those of the φ2-resolvent, and
that the latter can be expressed by the Gaussian matrix model via the Nicolai mapping.
7
Fig. 1: Integration contour C on the complex za-plane.
3.2 Nicolai mapping
By setting xi = µ
2 − λ2i , we have
Z(1,0)
〈
K∏
a=1
R2(z
2
a)
〉(1,0)
= C˜N
∫ ∞
0
(∏
i
2λidλi
)
∆(λ2)2
(
K∏
a=1
1
N
N∑
ia=1
1
z2a − λ2ia
)
e−N
∑
i
1
2
(λ2i−µ2)2
= C˜N
∫ µ2
−∞
∏
i
dxi∆(x)
2
(
K∏
a=1
1
N
N∑
ia=1
1
z2a − µ2 + xia
)
e−N
∑
i
1
2
x2i
= (−1)KZ(G′)
〈
K∏
a=1
RM(µ
2 − z2a)
〉(G′)
. (3.5)
Here (G′) denotes quantities of the Gaussian matrix model of an N×N Hermitian matrix
M with the upper boundary µ2 for its eigenvalues xi (i = 1, · · · , N):
Z(G
′) = C˜N
∫ µ2
−∞
∏
i
dxi∆(x)
2 e−N
∑
i
1
2
x2i
〈
K∏
a=1
1
N
tr fa(M)
〉(G′)
=
1
Z(G′)
∫ µ2
−∞
∏
i
dxi∆(x)
2
K∏
a=1
(
1
N
∑
i
fa(xi)
)
e−N
∑
i
1
2
x2i , (3.6)
and RM(z) is the resolvent of this Gaussian matrix model: RM (z) ≡ 1N tr 1z−M . By
considering K = 0 case above, we find Z(1,0) = Z(G
′) and hence〈
K∏
a=1
R2(z
2
a)
〉(1,0)
= (−1)K
〈
K∏
a=1
RM (µ
2 − z2a)
〉(G′)
. (3.7)
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Taking the connected part, we find〈
K∏
a=1
R2(z
2
a)
〉(1,0)
c
= (−1)K
〈
K∏
a=1
RM (µ
2 − z2a)
〉(G′)
c
. (3.8)
Plugging this equation into (3.4), we obtain〈
K∏
a=1
1
N
tr fa(φ)
〉(1,0)
c
∣∣∣∣∣∣
0-inst.
=
K∏
a=1
(
− 1
2πi
∮
C
dza 2zafa(za)
)〈 K∏
a=1
RM(µ
2 − z2a)
〉(G)
c
.
(3.9)
Here as observed in [55], in the Gaussian matrix model (3.6), the boundary at xi = µ
2
yields nonperturbative effect with respect to the 1/N -expansion and, therefore, we can
replace µ2 with +∞ as far as the 1/N -expansion is concerned. Thus on the right-hand
side in (3.9) we consider the standard Gaussian matrix model where xi runs from −∞ to
∞ and this is the reason why we put (G) instead of (G′) on the correlation function.5 If
we further change the integration variables as xa = µ
2 − z2a, eq.(3.9) finally becomes〈
K∏
a=1
1
N
tr fa(φ)
〉(1,0)
c
∣∣∣∣∣∣
0-inst.
=
K∏
a=1
(
− 1
2πi
∮
C˜
dxa fa((µ
2 − xa) 12 )
)〈 K∏
a=1
RM(xa)
〉(G)
c
,
(3.10)
where C˜ is a contour on the complex xa-plane shown in Fig. 2. From this equation, once
Fig. 2: Integration contour C˜ on the complex xa-plane.
we get perturbative expansion of the correlation function of the resolvents in the Gaussian
matrix model, we can derive perturbative series of the correlation function of any operators
of φ in the zero-instanton sector in our model, if we can perform the xa-integrations.
5In the case of the one-point functions, this is justified explicitly by using the orthogonal polynomials
up to the one-instanton sector in section 3 in [54].
9
4 Two-point function in the zero-instanton sector
In [53], based on (3.10) we have obtained the genus expansion at all order of the one-point
function of the odd operator 1
N
trφp (p: odd) in the zero-instanton sector under the double
scaling limit (2.4). In this section we extend this result and apply (3.10) to the two-point
function of the odd operators to find its perturbative series. The genus zero results have
been already presented in [59].
4.1 One-point function at arbitrary genus
Before discussing the two-point function, we briefly review the result of the one-point
function given in [53]. Since the genus expansion for the one-point function of the resolvent
in the standard Gaussian matrix model 〈RM(z)〉(G)c has been obtained at arbitrary genus
in the literature e.g. [58], we applied it to (3.10) and arrived at the expression
N
2
3
(k+2)
〈
1
N
trφ2k+1
〉(1,0)∣∣∣∣∣
0-inst., univ.
=
Γ
(
k + 3
2
)
2π
3
2
{[ 13 (k+2)]∑
h=0
1
h!
(
− 1
12
)h
1
Γ (k + 3− 3h)s
k+2−3h ln s
+ (−1)k+1
∞∑
h=[13 (k+2)]+1
1
h!
(
1
12
)h
Γ (3h− k − 2) sk+2−3h
}
(4.1)
in the double scaling limit (2.4), where [x] denotes the greatest integer less than or equal
to x. We see that the infinite series in the curly brackets on the right-hand side gives
the genus expansion where the power of g2s ∝ s−3 counts the number of handles. The
suffix “univ.” on the left-hand side means that we take the most dominant nonanalytic
term at s = 0 in the limit (2.4) (the universal part). Note that in order to get a finite
result, we also need the overall factor N
2
3
(k+2), which is interpreted as “wave function
renormalization” of the operator 1
N
trφ2k+1 itself.
4.2 Two-point function at arbitrary genus
By taking the genus expansion in both sides, (3.10) leads to〈
1
N
tr f(φ)
1
N
tr g(φ)
〉(1,0)
c,h
∣∣∣∣∣
0-inst.
=
1
(2πi)2
∮
C˜x
dx
∮
C˜y
dy f((µ2 − x) 12 )g((µ2 − y) 12 ) 〈RM(x)RM (y)〉(G)c,h , (4.2)
where C˜x and C˜y are the contours on the complex x- and y-plane as depicted in Fig. 2,
respectively. The two-point function of the resolvent in the Gaussian matrix model is
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given in [58] as
〈RM (x)RM(y)〉(G)c,h =
1
2(x− y)2Γh(x, y) (4.3)
with Γ0(x, y) = (2η
′
0(x)− 1)(2η′0(y)− 1)− η˜0(x)η˜0(y)− 1, (4.4)
Γh(x, y) = 2η
′
h(x)(2η
′
0(y)− 1) + 2η′h(y)(2η′0(x)− 1) + 4
h−1∑
j=1
η′j(x)η
′
h−j(y)
+
h−1∑
j=0
η′′j (x)η
′′
h−1−j(y)−
h∑
j=0
η˜j(x)η˜h−j(y) (h ∈N), (4.5)
η0(x) =
1
2
x− 1
2
(x2 − 4) 12 , ηj(x) =
3j−1∑
r=2j
Cj,r(x
2 − 4)−r− 12 (j ∈N), (4.6)
η˜j(x) = ηj(x)− xη′j(x) (j ∈ Z≥0), (4.7)
where Cj,r satisfies a recursion relation
Cj+1,r =
(2r − 3)(2r − 1)
r + 1
((r − 1)Cj,r−2 + (4r − 10)Cj,r−3) (2j + 2 ≤ r ≤ 3j + 2)
(4.8)
with Cj,2j−1 = Cj,3j = 0 understood and the initial conditions are given by
C0,−1 = −1
2
, C1,2 = 1. (4.9)
From (4.6), we see that 2η′0(x)− 1 can be included in 2η′j(x) as j = 0 case by recogizing
that when j = 0, the sum over r becomes setting r = −1 in (4.6). According to this
convention, in (4.5) the first and the second term on the right-hand side can be identified
with the j = h and j = 0 case of the third term, and hence
Γh(x, y) = 4
h∑
j=0
η′j(x)η
′
h−j(y) +
h−1∑
j=0
η′′j (x)η
′′
h−1−j(y)−
h∑
j=0
η˜j(x)η˜h−j(y) (h ∈N). (4.10)
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Plugging the explicit form of ηj given in (4.6) into (4.10), we obtain for h ∈ Z≥0
Γh(x, y) =4(x
2 − 4)−3h− 12 (y2 − 4)−3h− 12
×
[ h∑
j=0
3j−1∑
r=2j
3(h−j)−1∑
t=2(h−j)
Cj,rCh−j,t(x
2 − 4)3h−1−r(y2 − 4)3h−1−t
×
{
(2r + 1)(2t+ 1)xy − ((r + 1)x2 − 2) ((t + 1)y2 − 2)}
+
h−1∑
j=0
3j−1∑
r=2j
3(h−1−j)−1∑
t=2(h−1−j)
Cj,rCh−1−j,t(x2 − 4)3h−2−r(y2 − 4)3h−2−t
× (2r + 1)(2t+ 1) ((r + 1)x2 + 2) ((t+ 1)y2 + 2)]− δh0
≡4(x2 − 4)−3h− 12 (y2 − 4)−3h− 12Ph(x, y)− δh0, (4.11)
where Ph(x, y) is the symmetric polynomial of x and y, because Γh(x, y) = Γh(y, x).
At first sight, it seems difficult to carry out the integrations with respect to x and y in
(4.2) because the denominator in (4.3) makes them coupled. However, it is shown in [58]
that there exists a two-point function at the same point
∃Gh(x, x) = lim
y→x
Gh(x, y) = lim
y→x
(
1
2(x− y)2Γh(x, y)
)
(h ∈ Z≥0). (4.12)
This implies that Γh(x, y) can be divided by (x − y)2. More precisely, for h ∈ N , this
equation means
∃Gh(x, x) = lim
y→x
(
1
2(x− y)24(x
2 − 4)−3h− 12 (y2 − 4)−3h− 12Ph(x, y)
)
=2(x2 − 4)−6h−1 lim
y→x
Ph(x, y)
(x− y)2 . (4.13)
Thus it follows that the polynomial Ph(x, y) can be divided by (x − y)2: Ph(x, y) =
(x − y)2Qh(x, y) with Qh(x, y) being a polynomial of x and y as well.6 From this fact
we find that the integrations of x and y are decoupled. This is the main observation in
deriving the two-point function.
Let us take a close look at how it works. Plugging (4.3) into (4.2), we get〈
1
N
tr f(φ)
1
N
tr g(φ)
〉(1,0)
c,h
∣∣∣∣∣
0-inst.
=
1
(2πi)2
∮
C˜x
dx
∮
C˜y
dy f((µ2 − x) 12 )g((µ2 − y) 12 ) 1
2(x− y)2Γh(x, y). (4.14)
6In the case of h = 0, it is true that G0(x, x) exists, and P0(x, y) defined in (4.11) is only the first
order with respect to both x and y. See eq.(4.15).
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For example, in h = 0 case, by using (4.4) this becomes〈
1
N
tr f(φ)
1
N
tr g(φ)
〉(1,0)
c,0
∣∣∣∣∣
0-inst.
=
1
(2πi)2
∮
C˜x
dx
∮
C˜y
dy f((µ2 − x) 12 )g((µ2 − y) 12 ) 1
2(x− y)2
(
xy − 4
(x2 − 4) 12 (y2 − 4) 12 − 1
)
.
(4.15)
Then following the same derivation as in [59], it is easy to see that for f(φ) = φ2k+1 and
g(φ) = φ2ℓ+1 this expression reproduces correctly the result there obtained by introducing
the source term for the single trace operators. For our purpose it is sufficient to consider
(4.14) under the double scaling limit:
µ2 = 2 +N−
2
3s, x = 2 +N−
2
3 ξ, y = 2 +N−
2
3 ζ. (4.16)
We then find that for h ∈ Z≥0〈
1
N
tr f(φ)
1
N
tr g(φ)
〉(1,0)
c,h
∣∣∣∣∣
0-inst.
=
1
(2πi)2
∮
C˜′
ξ
dξ
∮
C˜′
ζ
dζ f
((
N−
2
3 (s− ξ)
) 1
2
)
g
((
N−
2
3 (s− ζ)
)1
2
)
2
(ξ − ζ)2
×
[
ξ−3h−
1
2 ζ−3h−
1
2
{ h∑
j=0
3j−1∑
r=2j
3(h−j)−1∑
t=2(h−j)
Cj,rCh−j,t(−4N− 23 )−r−t−3ξ3h−1−rζ3h−1−t
×
(
2(2r + 3)(2t+ 1)ξ + 2(2r + 1)(2t+ 3)ζ
)
N−
2
3
+ 4
h−1∑
j=0
3j−1∑
r=2j
3(h−1−j)−1∑
t=2(h−1−j)
Cj,rCh−1−j,t(−4N− 23 )−r−t−5ξ3h−2−rζ3h−2−t
× (2r + 1)(2r + 3)(2t+ 1)(2t+ 3)
}
− δh0
](
1 +O
(
N−
2
3
))
,
(4.17)
where C˜ ′ξ and C˜
′
ζ are the contours in Fig. 3 on the complex ξ- and ζ-plane, respectively.
We here note that in the sum over r and t, a term with their largest value of r and t
becomes the most dominant contribution under the double scaling limit due to the factor
13
Fig. 3: Integration contour C˜ ′ξ on the complex ξ-plane.
(−4N− 23 )−r−t−3 or (−4N− 23 )−r−t−5. Thus picking up the largest r and t, we have〈
1
N
tr f(φ)
1
N
tr g(φ)
〉(1,0)
c,h
∣∣∣∣∣
0-inst.
= (−1)h+14−3h−1
(
N−
2
3
)−3h 1
(2πi)2
∮
C˜′
ξ
dξ
∮
C˜′
ζ
dζ f
((
N−
2
3 (s− ξ)
)1
2
)
g
((
N−
2
3 (s− ζ)
) 1
2
)
× 2
(ξ − ζ)2
[
ξ−3h−
1
2 ζ−3h−
1
2
{ h∑
j=0
Cj,3j−1Ch−j,3(h−j)−1ξ
3h−3jζ3j
× 2
(
(6j + 1)(6(h− j)− 1)ξ + (6j − 1)(6(h− j) + 1)ζ
)
− 16
h−1∑
j=0
Cj,3j−1Ch−1−j,3(h−1−j)−1ξ3(h−1−j)+2ζ3j+2
× (36j2 − 1)(36(h− 1− j)2 − 1)
}
− δh0
](
1 +O
(
N−
2
3
))
.
(4.18)
It is interesting that in the double scaling limit only Cj,3j−1 among Cj,r (2j ≤ r ≤ 3j− 1)
contributes, which corresponds to the most singular term in the one-point function of
the resolvent (4.6) at the edge of its cut x = 2 where we take the double scaling limit.
Hence this is also the case with the one-point fuctions of odd operators [53]. This fact
also makes it possible to find an explicit form of the two-point function, because these
“highest components” Cj,3j−1 satisfy a closed recursion relation by themselves, which can
be solved explicitly [53] as
Cj,3j−1 =
1
4
√
π
(
16
3
)j Γ (3j − 1
2
)
j!
. (4.19)
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Crucial observation in (4.18) is that the polynomial in the curly brackets is proportional to
the leading order of Ph(2+N
− 2
3 ξ, 2+N−
2
3 ζ) in the 1/N -expansion and hence for h ∈N ,
it must be divided by (x− y)2 = N− 43 (ξ − ζ)2, because Ph(x, y) itself can be divided and
is symmetric. Namely, there exits a symmetric polynomial γh(ξ, ζ) of ξ and ζ of order
3h− 1 such that
2
h∑
j=0
Cj,3j−1Ch−j,3(h−j)−1ξ3h−3jζ3j
(
(6j + 1)(6(h− j)− 1)ξ + (6j − 1)(6(h− j) + 1)ζ
)
− 16
h−1∑
j=0
Cj,3j−1Ch−1−j,3(h−1−j)−1ξ3(h−1−j)+2ζ3j+2(36j2 − 1)(36(h− 1− j)2 − 1)
= (ξ − ζ)2γh(ξ, ζ) = (ξ − ζ)2
∑
α,β≥0
α+β=3h−1
γh,αβξ
αζβ (h ∈N), (4.20)
where γh,αβ = γh,βα. For instance,
γ1(ξ, ζ) = −5ζ2 − 3ζξ − 5ξ2,
γ2(ξ, ζ) = −35(ζ + ξ)
(
33ζ4 − 6ζ3ξ + 35ζ2ξ2 − 6ζξ3 + 33ξ4) ,
γ3(ξ, ζ) = −70
(
12155ζ8 + 10725ζ7ξ + 11011ζ6ξ2 + 11066ζ5ξ3 + 10926ζ4ξ4
+11066ζ3ξ5 + 11011ζ2ξ6 + 10725ζξ7 + 12155ξ8
)
,
· · · . (4.21)
Substituting (4.20) for (4.18), we obtain〈
1
N
trφp
1
N
trφq
〉(1,0)
c,h
∣∣∣∣∣
0-inst.
= (−1)h+14−3h−1
(
N−
2
3
)−3h 1
(2πi)2
∮
C˜′
ξ
dξ
∮
C˜′
ζ
dζ f
((
N−
2
3 (s− ξ)
)1
2
)
g
((
N−
2
3 (s− ζ)
) 1
2
)
×
∑
α,β≥0
α+β=3h−1
2γh,αβξ
−3h− 1
2
+αζ−3h−
1
2
+β
(
1 +O
(
N−
2
3
))
(h ∈N). (4.22)
4.3 Odd-odd two-point function
When f(φ) = φp, g(φ) = φq for odd p and q, eq.(4.22) becomes for h ∈N〈
1
N
trφp
1
N
trφq
〉(1,0)
c,h
∣∣∣∣∣
0-inst.
= (−1)h+14−3h−1
(
N−
2
3
) p+q
2
−3h ∑
α,β≥0
α+β=3h−1
2γh,αβ
× 1
2πi
∮
C˜′
ξ
dξ (s− ξ) p2 ξ−3h− 12+α 1
2πi
∮
C˜′
ζ
dζ (s− ζ) q2 ζ−3h− 12+β
(
1 +O
(
N−
2
3
))
. (4.23)
15
We thus have two decoupled integration each of which takes form of
Im,n ≡ 1
2πi
∮
C˜
dx (x2 − 4)m2 (µ2 − x)n2
=−
(
N−
2
3
)m+n
2
+1
(−2i)m 1
2πi
∮
C˜′
dξ ξ
m
2 (s− ξ)n2
(
1 +O(N− 23 )
)
, (4.24)
where C˜ and C˜ ′ are the contours shown in Fig. 2 and Fig. 3, respectively. As shown
in [53], this is essentially the one-point function and when m,n are odd, we have already
found that
Im,n =

−
(
N−
2
3
)m+n
2
+1 2m
π2
Γ
(
m
2
+ 1
)
Γ
(
n
2
+ 1
)
Γ
(
m+n
2
+ 2
) sm+n2 +1 ln s (m+ n ≥ −2)
(
−N− 23
)m+n
2
+1 2m
π2
Γ
(m
2
+ 1
)
Γ
(n
2
+ 1
)
Γ
(
−m+ n
2
− 1
)
s
m+n
2
+1
(m+ n < −2)
.
(4.25)
Here we dropped less singular terms. Namely we have taken the most dominant nonan-
alytic term at s = 0.7 This means that we pick up a universal part of the correlation
function which does not depend on detail of regularization [53,59]. Thus from (4.23) and
(4.24), as far as the universal part is concerned, we finally arrive at a strikingly simple
formula in the double scaling limit: for odd p, q and h ∈N ,〈
1
N
trφp
1
N
trφq
〉(1,0)
c,h
∣∣∣∣∣
0-inst., univ.
= −8
∑
α,β≥0
α+β=3h−1
γh,αβ I−6h−1+2α,p I−6h−1+2β,q, (4.26)
7As mentioned in [53], Im,n depends on s only through combination N
−2/3s due to µ2 = 2 +N−
2
3 s.
Therefore the most dominant term at s = 0 have the largest power of N .
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As an example, (4.21), (4.25), and (4.26) give the universal part of two-point functions of
odd operators at genus one
〈
1
N
trφ2k+1 1
N
trφ2ℓ+1
〉(1,0)
c,1
(k ≥ ℓ) as
k = ℓ = 0 :
〈
1
N
trφ
1
N
trφ
〉(1,0)
c,1
∣∣∣∣∣
0-inst., univ.
= −N 43 1
48π2
s−2 ln s,
k = 1, ℓ = 0 :
〈
1
N
trφ3
1
N
trφ
〉(1,0)
c,1
∣∣∣∣∣
0-inst., univ.
= N
2
3
1
64π2
s−1 ln s,
k ≥ 2, ℓ = 0 :
〈
1
N
trφ2k+1
1
N
trφ
〉(1,0)
c,1
∣∣∣∣∣
0-inst., univ.
=
(
N−
2
3
)k−2 1
24π3
Γ
(
k + 3
2
)
Γ
(
3
2
)
Γ(k − 1) s
k−2 (ln s)2 ,
k ≥ 1, ℓ = 1 :
〈
1
N
trφ2k+1
1
N
trφ3
〉(1,0)
c,1
∣∣∣∣∣
0-inst., univ.
=
(
N−
2
3
)k−1 k
24π3
Γ
(
k + 3
2
)
Γ
(
5
2
)
Γ(k)
sk−1 (ln s)2 ,
k ≥ ℓ ≥ 2 :
〈
1
N
trφ2k+1
1
N
trφ2ℓ+1
〉(1,0)
c,1
∣∣∣∣∣
0-inst., univ.
=
(
N−
2
3
)k+ℓ−2 1
24π3
(k(k − 1) + kℓ+ ℓ(ℓ− 1)) Γ
(
k + 3
2
)
Γ
(
ℓ+ 3
2
)
Γ(k + 1)Γ(ℓ+ 1)
sk+ℓ−2 (ln s)2 .
(4.27)
It is worth pointing out that as in the case of the one-point function, we reconfirm that
the double scaling limit works for the odd operators. Namely, (4.25) and (4.26) implies
that 〈
1
N
trφ2k+1
1
N
trφ2ℓ+1
〉(1,0)
c,h
∣∣∣∣∣
0-inst., univ.
∝
(
N−
2
3
)−3h+1+k+ℓ
. (4.28)
Recalling the “wave function renormalization” factor 2
3
(k+2) for the odd operator 1
N
trφ2k+1
mentioned below (4.1) and the normalization (2.9), in the whole two-point function〈
1
N
trφ2k+1 1
N
trφ2ℓ+1
〉(1,0)
c
∣∣∣
univ.
, the genus h contribution takes the form
1
N2h+2
〈
1
N
trφ2k+1
1
N
trφ2ℓ+1
〉(1,0)
c,h
∣∣∣∣∣
0-inst., univ.
N
2
3
(k+2)N
2
3
(ℓ+2) ∝ N0 (4.29)
and hence each genus contribution becomes a function only of s and contributes on an
equal footing. Here we notice that the wave function renormalization does not change
between the one-point and two-point functions because it is associated with the operator
itself.
In [59] we have already recognized that the two-point functions at genus zero for odd
operators is expressed as a product of two hypergeometric functions each of which may
have the logarithmic singular behavior. This is how the (ln s)2 appears in them. Now
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we find that this persists even at higher genus. In fact, (4.26) implies that the two-point
functions of odd operators at arbitrary genus are the sum of products of two Im,n’s which
are essentially the one-point functions with the possible ln s term as in (4.25). Here (4.26)
should not be confused with the large-N factorization because it refers to the connected
part of the two-point correlation function. It would be interesting if (4.26) can be derived
independently by means of the Schwinger-Dyson equation of our SUSY double-well matrix
model.
4.4 Higher genus contribution
As we mentioned at the end of the previous section, eq. (4.26) tells us when the ln s term
appears in the two-point function. We rewrite (4.26) as〈
1
N
trφp
1
N
trφq
〉(1,0)
c,h
∣∣∣∣∣
0-inst., univ.
=− 8
3h−1∑
j=0
γh,j I−6h−1+2j,p I−2j−3,q
with γh,j ≡ γh,j 3h−1−j = γh,3h−1−j j , (4.30)
and then from (4.25) the first factor I−6h−1+2j,p has ln s term when j ≥ 3h− p+12 , while the
second one I−2j−3,q has when j ≤ q−12 . Hence the two-point function can involve (ln s)2
factor if and only if there exists j such that 3h− p+1
2
≤ j ≤ q−1
2
. The necessary condition
for the existence is h ≤ p+q
6
. Thus we arrive at an important conclusion that the (ln s)2
term appears only at lower genus depending on p, q. By using (4.25), it is given by〈
1
N
trφp
1
N
trφq
〉(1,0)
c,h
∣∣∣∣∣
0-inst., univ.
=− 1
2π4
1
64h
Γ
(p
2
+ 1
)
Γ
(q
2
+ 1
)
(N−
2
3 s)−3h+
p+q
2 (ln s)2
×
q−1
2∑
j=3h− p+1
2
γh,j
Γ
(−3h + j + 1
2
)
Γ
(−j − 1
2
)
Γ
(−3h + j + p+3
2
)
Γ
(−j + q+1
2
) .
(4.31)
Note that the other terms in the sum on j in (4.30) also have the same power of N−
2
3 s,
but a lower power of ln s, and therefore they are subleading.
For the purpose of studying resurgence structure, we only need sufficiently higher
genus contribution. Thus let us concentrate on the case h > p+q
6
where there is no (ln s)2
term. Since all terms in the sum over j in (4.30) have the same power of N−
2
3s, if there are
terms with extra ln s, they become the most dominant contribution at fixed h. Eq. (4.25)
implies that such terms appears when 3h − p+1
2
≤ j ≤ 3h − 1, or 0 ≤ j ≤ q−1
2
and,
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therefore,〈
1
N
trφp
1
N
trφq
〉(1,0)
c,h
∣∣∣∣∣
0-inst., univ.
=
1
2π4
1
64h
Γ
(p
2
+ 1
)
Γ
(q
2
+ 1
)
(N−
2
3 s)−3h+
p+q
2 ln s
×
(
(−1)h+ p+12
q−1
2∑
j=0
(−1)jγh,j
Γ
(−j − 1
2
)
Γ
(−j + q+1
2
)Γ(−3h+ j + 1
2
)
Γ
(
3h− j − p+ 1
2
)
+ (−1) q−12
3h−1∑
j=3h− p+1
2
(−1)jγh,jΓ
(
−j − 1
2
)
Γ
(
j − q − 1
2
)
Γ
(−3h+ j + 1
2
)
Γ
(−3h+ j + p+3
2
))
=
1
2π4
(
− 1
64
)h
Γ
(p
2
+ 1
)
Γ
(q
2
+ 1
)
(N−
2
3 s)−3h+
p+q
2 ln s
×
(
(−1) p+12
q−1
2∑
j=0
(−1)jγh,j
Γ
(−j − 1
2
)
Γ
(−j + q+1
2
)Γ(−3h + j + 1
2
)
Γ
(
3h− j − p+ 1
2
)
+ (p↔ q)
)
. (4.32)
In appendix A we give a formula of γh,j and in principle we obtain the two-point function
at each genus for any odd p, q by plugging it into the above equation. However, in practice,
γh,j is too complicated to take the sum on j. In the next subsection, we argue that even if
we cannot take the sum, still we can derive an explicit form of an ambiguity in the genus
expansion from (4.32).
4.5 Borel resummation
Recalling (2.9) and taking account of the wave function renormalization as in (4.1), the
genus expansion of the two-point function of the odd operators in the zero-instanton sector
is given by
N
p+q
3
+2
〈
1
N
trφp
1
N
trφq
〉(1,0)
c
∣∣∣∣∣
0-inst., univ.
= N
p+q
3
+2
∞∑
h=0
1
N2h+2
〈
1
N
trφp
1
N
trφq
〉(1,0)
c,h
∣∣∣∣∣
0-inst., univ.
.
(4.33)
Here the sum on h is classified into lower genus contribution with h ≤ p+q
6
and higher
genus one with h > p+q
6
. In the former, we have the (ln s)2 term as in (4.31) and in the
latter, only the ln s term appears as in (4.32). The former is only a finite sum without
any ambiguity, while the latter is an infinite sum and, as we will see later, it is non-Borel
summable with ambiguity. Thus hereafter we concentrate on the higher genus contribution
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which reads from (4.32) as
N
p+q
3
+2
〈
1
N
trφp
1
N
trφq
〉(1,0)
c
∣∣∣∣∣
0-inst., univ.
=
1
2π4
Γ
(p
2
+ 1
)
Γ
(q
2
+ 1
)
s
p+q
2 ln s
∞∑
h=ceil( p+q6 )
(
− 1
64s3
)h
(−1) p+12
×
q−1
2∑
j=0
(−1)jγh,j
Γ
(−j − 1
2
)
Γ
(−j + q+1
2
)Γ(−3h + j + 1
2
)
Γ
(
3h− j − p+ 1
2
)
+ (p↔ q) + (finite sum), (4.34)
where ceil(a) is the least integer that is greater than or equal to a. For the same reason,
as far as ambiguity is concerned, we have only to take care of the sum on h from h ≫ 1
to ∞: @
N
p+q
3
+2
〈
1
N
trφp
1
N
trφq
〉(1,0)
c
∣∣∣∣∣
0-inst., univ.
=
1
2π4
Γ
(p
2
+ 1
)
Γ
(q
2
+ 1
)
s
p+q
2 ln s
∞∑
h≫1
(
− 1
64s3
)h
(−1) p+12
×
q−1
2∑
j=0
(−1)jγh,j
Γ
(−j − 1
2
)
Γ
(−j + q+1
2
)Γ(−3h + j + 1
2
)
Γ
(
3h− j − p+ 1
2
)
+ (p↔ q) + (finite sum), (4.35)
where the sum on not large h is included in (finite sum) term. In order to find large order
behavior of this genus expansion, we need behavior of γh,j. Here it is sufficient to use the
fact that
γh,j =
Γ
(
3h+ 1
2
− j)
h!
(
16
3
)h
fj(h), (4.36)
where fj(h) is a polynomial of h of degree j as
fj(h) = − 3
j
2
√
π
hj +
3j−1
4
√
π
(j2 + 2)hj−1 +O(hj−2). (4.37)
These properties of γh,j are proved in appendix B. Plugging (4.36) into (4.35), we get
N
p+q
3
+2
〈
1
N
trφp
1
N
trφq
〉(1,0)
c
∣∣∣∣∣
0-inst., univ.
=
1
2π4
Γ
(p
2
+ 1
)
Γ
(q
2
+ 1
)
s
p+q
2 ln s
∞∑
h≫1
(
− 1
64s3
)h
Spq(h) + (p↔ q) + (finite sum),
(4.38)
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where
Spq(h) ≡ (−1)
p+1
2
q−1
2∑
j=0
(−1)jγh,j
Γ
(−j − 1
2
)
Γ
(−j + q+1
2
)Γ(−3h+ j + 1
2
)
Γ
(
3h− j − p+ 1
2
)
= (−1) p+12
q−1
2∑
j=0
(−1)j Γ
(
3h+ 1
2
− j)
h!
(
16
3
)h
fj(h)
× Γ
(−j − 1
2
)
Γ
(−j + q+1
2
)Γ(−3h+ j + 1
2
)
Γ
(
3h− j − p+ 1
2
)
= (−1) p+12 π
(
−16
3
)h q−12∑
j=0
Γ
(−j − 1
2
)
Γ
(−j + q+1
2
) Γ (3h− j − p+12 )
h!
fj(h). (4.39)
Combining (4.38) and (4.39), we find that (4.38) is a positive term series whose large order
behavior is stringy:
Γ(3h−j− p+1
2
)
h!
∼ (2h)!. This is very similar to the one-point function
(4.1) and provides further support that our matrix model describes a string theory in the
double scaling limit [61]. In fact, the one-point function is given as [53]〈
1
N
trφp
〉(1,0)
h
= Ch,3h−1I−6h+1,p (4.40)
for odd p. The expression of Im,n in (4.25) implies that it does not have factorial growth
associated withm because of
Γ(m2 +1)
Γ(m+n2 +2)
(m+n ≥ −2) or Γ (m
2
+ 1
)
Γ
(−m+n
2
− 1) (m+n <
−2). Thus it is Ch,3h−1 that provides (2h)! growth as in (4.19). This is also the case with
the two-point function given in (4.30) where two I’s do not grow as (2h)!, while γh,j does
due to (4.36).
Thus (4.38) is a divergent series with convergence radius zero. In order to make it
well-defined, let us apply the Borel resummation technique to (4.38). It amounts to
inserting
1 =
1
Γ (2h+ 1)
∫ ∞
0
dz z2he−z (4.41)
into (4.38) and interchanging the order of the sum on h and the integration on z. Then
N
p+q
3
+2
〈
1
N
trφp
1
N
trφq
〉(1,0)
c
∣∣∣∣∣
0-inst., univ., resum
=
1
2π4
Γ
(p
2
+ 1
)
Γ
(q
2
+ 1
)
s
p+q
2 ln s
∫ ∞
0
dz e−zTpq(z) + (p↔ q) + (finite sum), (4.42)
Tpq(z) ≡
∞∑
h≫1
1
Γ(2h+ 1)
Spq(h)
(
− z
2
64s3
)h
. (4.43)
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Using (4.39), Tpq(z) becomes
Tpq(z) =(−1)
p+1
2 π
q−1
2∑
j=0
Γ
(−j − 1
2
)
Γ
(−j + q+1
2
)∑
h≫1
Γ
(
3h− j − p+1
2
)
Γ(2h+ 1)h!
fj(h)
(
z2
12s3
)h
. (4.44)
Applying the Stirling formula, we have for ℓ ∈N and large h
Γ(3h− ℓ)
h!Γ(2h + 1)
∼ 1
2
√
π 3ℓ+
1
2
(
27
4
)h
h−ℓ−
3
2
[
1 +
{
ℓ(ℓ+ 1)− 7
12
}
1
6h
+O(h−2)
]
=
(−1)h+ℓ+1√π
2 · 3ℓ+ 12
(
27
4
)h [
1
Γ(ℓ+ 3
2
)
(
ℓ+ 1
2
h
)
+
12ℓ2 + 30ℓ+ 17
36
1
Γ(ℓ+ 5
2
)
(
ℓ+ 3
2
h
)
+O(h−ℓ− 72 )
]
. (4.45)
We here note that since
(
α+ 1
2
h
)
is of O(h−α− 32 ) for α ∈ N , this is just change of a base in
terms of which a function of h is expanded. Thus Tpq(z) can be rewritten as
Tpq(z) ∼− π
3
2
2 · 3 p2+1
q−1
2∑
j=0
(
−1
3
)j Γ (−j − 1
2
)
Γ
(−j + q+1
2
) 1
Γ
(
j + p
2
+ 2
)
×
∞∑
h≫1
[(
j + p
2
+ 1
h
)
+O(h−j− p2−3)
]
fj(h)
(
− 9z
2
16s3
)h
. (4.46)
In order to take the sum over h, we utilize an identity
fj(h)
(
α
h
)
=
j∑
k=0
b
(j)
k (α)
(
α− k
h− k
)
(4.47)
with b
(j)
k (α) independent of h which is shown in appendix B. Then we obtain
Tpq(z) ∼ − π
3
2
2 · 3 p2+1
q−1
2∑
j=0
(
−1
3
)j Γ (−j − 1
2
)
Γ
(−j + q+1
2
) 1
Γ
(
j + p
2
+ 2
)
×
∞∑
h≫1
[
j∑
k=0
b
(j)
k
(
j +
p
2
+ 1
)(j + p
2
+ 1− k
h− k
)
+O(h−j− p2−3)
](
− 9z
2
16s3
)h
, (4.48)
and by noting an identity
∞∑
h=0
(
α− k
h− k
)
xh = xk(1 + x)α−k =
k∑
ℓ=0
(−1)ℓ
(
k
ℓ
)
(1 + x)α−ℓ, (4.49)
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we can take the sum on h as
Tpq(z) ∼− π
3
2
2 · 3 p2+1
q−1
2∑
j=0
(
−1
3
)j Γ (−j − 1
2
)
Γ
(−j + q+1
2
) 1
Γ
(
j + p
2
+ 2
)
×
j∑
k=0
b
(j)
k
(
j +
p
2
+ 1
) k∑
ℓ=0
(−1)ℓ
(
k
ℓ
)(
1− z
2
z20
)j+ p
2
+1−ℓ
+O
((
1− z
2
z20
) p
2
+2
)
+ (finite sum), (4.50)
where we extend the sum of h from 0 to ∞ because difference is again only a finite sum
without any ambiguity, and set
z0 ≡ 4
3
s
3
2 . (4.51)
As shown in (4.42), in order to obtain the Borel resummation of the two-point function,
it is necessary to evaluate the integral∫ ∞
0
dz e−zTpq(z), (4.52)
and from (4.50), it amounts to considering
uα(s) ≡
∫ ∞
0
dz e−z
(
1− z
2
z20
)α
. (4.53)
Now we recognize that the two-point function (4.42) is non-Borel summable, because the
integrand in (4.53) has a cut from z = z0 along the positive real axis for α /∈ Z and we
have two ways to bypass it as shown in Fig. 4. We identify an ambiguity as difference
Fig. 4: Integration contours C+ and C− on the Borel plane.
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between them:
Amb. uα(s) ≡uα(s+ iǫ)− uα(s− iǫ) =
∫
C+
dz e−z
(
1− z
2
z20
)α
−
∫
C−
dz e−z
(
1− z
2
z20
)α
=2i sin(απ)
∫ ∞
z0
dz e−z
(
z2
z20
− 1
)α
=
i√
π
sin(απ)
3α−
1
2
2α−
5
2
s−
3
2(α− 12)Γ(α+ 1)Kα+ 1
2
(z0)
∼2i sin(απ)Γ(α+ 1)
(
3
2
)α
s−
3
2
αe−
4
3
s
3
2
(
1 +
3
8
α(α + 1)s−
3
2 +O(s−3)
)
,
(4.54)
where we have used the asymptotic form of the modified Bessel function. Important
observation here is that Amb. uα(s) with the smallest α becomes the most dominant in
the large-s regime. Hence picking up the smallest power of
(
1− z2
z2
0
)
in (4.50), we find
Amb.
∫ ∞
0
dz e−zTpq(z) ∼− π
3
2
2 · 3 p2+1
q−1
2∑
j=0
(
−1
3
)j Γ (−j − 1
2
)
Γ
(−j + q+1
2
) 1
Γ
(
j + p
2
+ 2
)
× b(j)j
(
j +
p
2
+ 1
)
(−1)j Amb. u p
2
+1(s)
(
1 +O
(
s−
3
2
))
. (4.55)
Finally we use the result shown in appendix B
b
(j)
j (α) = −
3j
2
√
π
Γ(α + 1)
Γ(α+ 1− j) , (4.56)
and then from (4.42), we obtain
Amb.N
p+q
3
+2
〈
1
N
trφp
1
N
trφq
〉(1,0)
c
∣∣∣∣∣
0-inst., univ.
= i sin
(p
2
π
) 1
2
p
2
+2π
5
2 q
Γ
(p
2
+ 1
) Γ ( q
2
+ 1
)
Γ
(
q+1
2
) s− p4+ q2− 32 e− 43s 32 ln s(1 +O(s− 32 ))+ (p↔ q),
(4.57)
where the sum on j is taken as
q−1
2∑
j=0
Γ
(−j − 1
2
)
Γ
(−j + q+1
2
) = − 2√π
qΓ
(
q+1
2
) . (4.58)
The above derivation implies that all j’s in the sum in (4.30) contribute to the leading
order in the ambiguity. Without loss of generality we can assume p ≤ q and then (4.57)
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leads to
Amb.N
p+q
3
+2
〈
1
N
trφp
1
N
trφq
〉(1,0)
c
∣∣∣∣∣
0-inst., univ.
= i(1 + δpq) sin
(p
2
π
) 1
2
p
2
+2π
5
2 q
Γ
(p
2
+ 1
) Γ ( q
2
+ 1
)
Γ
(
q+1
2
) s− p4+ q2− 32 e− 43s 32 ln s(1 +O(s− 32 )) .
(4.59)
As in (2.14) it is shown that weight of the one-instanton in our matrix model is propor-
tional to e−
4
3
s
3
2 and, therefore, it is likely that the ambiguity in the zero-instanton sector
in (4.59) would be canceled by another ambiguity in the one-instanton sector according
to resurgence. We will confirm this in the next section.
5 Two-point function in the one-instanton sector
In the previous section, we derived the perturbative series of the two-point function of the
odd operators under the double scaling limit. We found that it is non-Borel summable and
gave the explicit form of its ambiguity at the leading order of the large-s regime. In this
section we consider the two-point function in the one-instanton sector and show that it
also has ambiguity, which exactly cancels that in the zero-instanton sector at the leading
order in the large-s regime. Thus we confirm that resurgence works in the two-point
functions.
5.1 Review of two-point function in the random matrix theory
As in (4.2), the two-point function in our model can be deduced from that in the Gaussian
matrix model, where a nice formula for the two-point function has been already known
in the literature. Hence we review it in the context of the Gaussian Unitary Ensemble
(GUE).
The GUE is defined in terms of the partition function
Z(G) ≡
∫
dM e−
N
2
trM2 = C˜N
∫ ∞
−∞
N∏
i=1
dxi∆(x)
2 e−N
∑
i
1
2
x2i , (5.1)
where M is an N ×N Hermitian matrix and xi (i = 1, · · · ,M) are its eigenvalues. Note
that in this section we discuss the standard GUE in (5.1), which is different from the one
in (3.6) with the upper bound for xi we have already discussed. Associated with (5.1), a
joint probability distribution is defined as
P ({x}) ≡ C˜N
Z(G)
∆(x)2 e−N
∑
i
1
2
x2i , (5.2)
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then ∫ N∏
i=1
dxi P ({x}) = 1. (5.3)
The two-point function, or covariance in the GUE is given as〈
1
N
tr f(M)
1
N
tr g(M)
〉(G)
=
1
Z(G)
∫
dM
1
N
tr f(M)
1
N
tr g(M) e−
N
2
trM2
=
C˜N
Z(G)
∫ ∞
−∞
N∏
i=1
dxi∆(x)
2 1
N2
N∑
i,j=1
f(xi)g(xj) e
−N∑i 12x2i
=
C˜N
Z(G)
∫ ∞
−∞
N∏
i=1
dxi∆(x)
2 1
N2
(Nf(x1)g(x1) +N(N − 1)f(x1)g(x2)) e−N
∑
i
1
2
x2i . (5.4)
Introducing the k-point correlation function obtained by integrating P ({x}) with respect
to N − k variables
Rk(x1, · · · , xk) ≡ N !
(N − k)!
∫ ∞
−∞
N∏
i=k+1
dxi P ({x}), (5.5)
the two-point function becomes〈
1
N
tr f(M)
1
N
tr g(M)
〉(G)
=
1
N2
∫ ∞
−∞
dx f(x)g(x)R1(x) +
1
N2
∫ ∞
−∞
dxdy f(x)g(y)R2(x, y). (5.6)
Now an important role is played by a kernel
K(x, y) =e−
N
4 (x2+y2)
N−1∑
n=0
1
hn
pn(x)pn(y)
=e−
N
4 (x2+y2) 1
hN−1
pN(x)pN−1(y)− pN−1(x)pN(y)
x− y , (5.7)
where pn(x) (n = 0, · · · , N − 1) is a monic orthogonal polynomial of degree n satisfying∫ ∞
−∞
dx e−
N
2
x2pm(x)pn(y) = hnδmn. (5.8)
More precisely,
pn(x) =
1
(2N)
n
2
Hn
(√
N
2
x
)
, with Hn(x) = (−1)nex2 d
n
dxn
e−x
2
,
hn =
√
2πn!
Nn+
1
2
. (5.9)
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The kernel is related to the one-point and two-point functions as
R1(x) = K(x, x) = Nρ(x), with ρ(x) =
〈
1
N
δ(x−M)
〉(G)
,
R2(x, y) = K(x, x)K(y, y)−K(x, y)2. (5.10)
Substituting these equations for (5.6) yields〈
1
N
tr f(M)
1
N
tr g(M)
〉(G)
=
〈
1
N
tr f(M)g(M)
〉(G)
+
〈
1
N
tr f(M)
〉(G)〈
1
N
tr g(M)
〉(G)
− 1
N2
∫ ∞
−∞
dxdy f(x)g(y)K(x, y)2. (5.11)
Therefore,〈
1
N
tr f(M)
1
N
tr g(M)
〉(G)
c
=
〈
1
N
tr f(M)g(M)
〉(G)
− 1
N2
∫ ∞
−∞
dxdy f(x)g(y)K(x, y)2.
(5.12)
5.2 Application to our model
In our model, as in (3.5), the two-point function of odd operators in the filling fraction
(1, 0) is expressed via the Nicolai mapping as〈
1
N
trφp
1
N
trφq
〉(1,0)
=
C˜N
Z(1,0)
∫ ∞
0
N∏
k=1
(2λkdλk)∆(λ
2)2
1
N2
N∑
i,j=1
λpiλ
q
j e
−N
2
∑
k(λ
2
k
−µ2)2
=
C˜N
Z(1,0)
∫ µ2
−∞
N∏
k=1
dxk∆(x)
2 1
N2
N∑
i,j=1
(µ2 − xi) p2 (µ2 − xj) q2 e−N2
∑
k x
2
k
=
〈
1
N
tr (µ2 −M) p2 1
N
tr (µ2 −M) q2
〉(G′)
, (5.13)
where (G′) indicates that xi integration has upper boundary xi = µ2 as in (3.6). Since
(5.10) follows from existence of the orthogonal polynomials, in the GUE with the boundary
we also have a formula of the two-point function similar to (5.12):〈
1
N
tr f(M)
1
N
tr g(M)
〉(G′)
c
=
〈
1
N
tr f(M)g(M)
〉(G′)
− 1
N2
∫ µ2
−∞
dxdy f(x)g(y)K(G
′)(x, y)2,
(5.14)
where K(G
′)(x, y) is the kernel of the GUE with the boundary. However, as far as the zero-
and one-instanton contribution is concerned, we can replace K(G
′)(x, y) with K(x, y) in
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the standard GUE in (5.7). In fact, the kernel K(G
′)(x, y) in the GUE with the boundary
is also given as in (5.7)
K(G
′)(x, y) =e−
N
4 (x2+y2) 1
h
(G′)
N−1
p
(G′)
N (x)p
(G′)
N−1(y)− p(G
′)
N−1(x)p
(G′)
N (y)
x− y , (5.15)
where p
(G′)
N is the orthogonal polynomial in the presence of the boundary∫ µ2
−∞
dx e−
N
2
x2p(G
′)
m (x)p
(G′)
n (y) = h
(G′)
n δmn. (5.16)
In [55] we explicitly demonstrate that differences are expanded as
p˜n(x) ≡ p(G′)n (x)− pn(x) = p˜(1)n (x) + p˜(2)n (x) + · · · ,
h˜n ≡ h(G′)n − hn = h˜(1)n + h˜(2)n + · · · (5.17)
by taking account of the boundary effect iteratively and this expansion turns out to be
in terms of the instanton number. Then difference of the kernel is written as
K˜(x, y) ≡ K(G′)(x, y)−K(x, y) = K˜(1)(x, y) + K˜(2)(x, y) + · · · ,
K˜(1)(x, y)
= e−
N
4
(x2+y2) 1
x− y
{
1
hN−1
(
L˜
(1)
N (x) + L˜
(1)
N−1(y)−
h˜
(1)
N−1
hN−1
)
pN(x)pN−1(y)− (x↔ y)
}
,
(5.18)
where
L˜n(x) ≡ p
(G′)
n (x)
pn(x)
= L˜(1)n (x) + L˜
(2)
n (x) + · · · . (5.19)
Since later we will find that the second term in (5.14) is relevant for ambiguity in the
one-instanton sector, we need to evaluate∫ µ2
−∞
dxdy f(x)g(y)K˜(1)(x, y)2. (5.20)
By using the results in [55], it is not difficult to see that the integrations on x and y
are dominated by x = y configuration. In fact, since it is shown in [55] that L˜
(1)
N (x) =
L(x, 1)S
(1)
N where L(x, 1) is a function of O(N0) and SN is an N -dependent constant,
x, y-dependence of K(1)(x, y) is essentially the same. More precisely, e−
x2
4 pn(x) takes a
form of e−
x2
4 pn(x) ∝ exp(−Nfn(x))(1 + O(1/N)) with a function fn(x) of O(N0), and
hence the saddle points of x and y integrations become the same in the large-N limit,
and as a consequence, we need to take y → x limit. Then the problem is reduced to the
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one-point function by (5.10). However, as mentioned in [54], in the case of the one-point
function, ∫ µ2
−∞
dx (µ2 − x)nρ˜(1)(x) (5.21)
is shown to have p ≥ 2−instanton weight. Thus in (5.13) we restrict ourselves to up to
the one-instanton sector, and by using (5.14) and replacing K(G
′)(x, y) with K(x, y), we
obtain〈
1
N
trφp
1
N
trφq
〉(1,0)
c
∣∣∣∣∣
0-inst.+1-inst.
=
〈
1
N
tr (µ2 −M) p+q2
〉(G′)∣∣∣∣∣
0-inst.+1-inst.
− 1
N2
∫ µ2
−∞
dxdy (µ2 − x) p2 (µ2 − y) q2K(x, y)2
∣∣∣∣∣
0-inst.+1-inst.
.
(5.22)
When both p and q are odd, the first term on the right-hand side is the regular one-point
function and has no ambiguity. Hence we concentrate on the second term
Gpq ≡ − 1
N2
∫ µ2
−∞
dxdy (µ2 − x) p2 (µ2 − y) q2K(x, y)2
∣∣∣∣∣
0-inst.+1-inst.
(5.23)
and examine whether it has ambiguity.
Since we are interested in Gpq in the double scaling limit, we set
µ2 = 2 +N−
2
3s, x = 2 +N−
2
3 ξ, y = 2 +N−
2
3 η. (5.24)
This limit corresponds to the soft edge scaling limit in the random matrix theory, under
which the kernel in the GUE becomes the Airy kernel:
lim
N→∞
N−
2
3K(2 +N−
2
3 ξ, 2 +N−
2
3 η) = KAi(ξ, η),
KAi(ξ, η) ≡ Ai(ξ)Ai
′(η)− Ai′(ξ)Ai(η)
ξ − η , (5.25)
and then Gpq is given by
Gpq = −N− p+q3 −2
∫ s
−∞
dξdη (s− ξ) p2 (s− η) q2KAi(ξ, η)2. (5.26)
Let us consider Gpq in the one-instanton sector. According to (2.13), the integrations on
λi and λj on the right-hand side in the first line in (5.13) are now restricted as
8∫ a
0
2λidλi
∫ b
a
2λjdλj ·+
∫ b
a
2λidλi
∫ a
0
2λjdλj·, (5.27)
8The integral from b to ∞ is negligible in the double scaling limit.
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which becomes via the Nicolai mapping x = µ2 − λ2i , y = µ2 − λ2j , and (5.24),
N−
4
3
∫ s
0
dξ
∫ 0
−∞
dη ·+N− 43
∫ 0
−∞
dξ
∫ s
0
dη · . (5.28)
Namely one of the integrations are in the perturbative region and the other in the non-
perturbative region. Therefore,
N
p+q
3
+2Gpq
∣∣∣
1-inst.
=−
(∫ s
0
dξ
∫ 0
−∞
dη +
∫ 0
−∞
dξ
∫ s
0
dη
)
(s− ξ) p2 (s− η) q2KAi(ξ, η)2
=−
∫ s
0
dξ
∫ 0
−∞
dη (s− ξ) p2 (s− η) q2KAi(ξ, η)2 + (p↔ q). (5.29)
Let us consider the first term where ξ ∈ [0, s] and η ∈ (−∞, 0]. Since later it turns out
that relevant contribution comes from ξ ∼ s ≫ 1 and |η| ≫ 1, we use the asymptotic
form of the Airy function in the Airy kernel
Ai(ξ) ∼ e
−z
2
√
πξ
1
4
(ue(z) + uo(z)) (ξ ≫ 1), (5.30)
Ai(η) ∼ 1√
π|η| 14
(
cos
(
w − π
4
)
ue(w) + sin
(
w − π
4
)
uo(w)
)
(−η ≫ 1), (5.31)
where
z ≡ 2
3
ξ
3
2 , w ≡ 2
3
|η| 32 , (5.32)
and
ue(z) =
∞∑
k=0
(−1)ku2k
z2k
, uo(z) =
∞∑
k=0
(−1)ku2k+1
z2k+1
,
uk =
(2k + 1)(2k + 3) · · · (6k − 1)
216k k!
. (5.33)
Plugging these into KAi(ξ, η) in (5.25), it is rewritten for ξ ≫ 1, −η ≫ 1 as
(ξ − η)KAi(ξ, η)
=
e−z
2πξ
1
4 |η| 14
(
sin
(
w − π
4
)(
|η| 12 (ue(z) + uo(z))ve(w) + ξ 12 (ve(z) + vo(z))uo(w)
)
+cos
(
w − π
4
)(
−|η| 12 (ue(z) + uo(z))vo(w) + ξ 12 (ve(z) + vo(z))ue(w)
))
,
(5.34)
where
ve(z) =
∞∑
k=0
(−1)k v2k
z2k
, vo(z) =
∞∑
k=0
(−1)k v2k+1
z2k+1
,
vk =
6k + 1
1− 6kuk. (5.35)
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5.3 Saddle point method
In the presence of e−z in (5.34), we first apply the saddle point method to the integration
on ξ in the first term in (5.29). We define f(ξ, η) by
N
p+q
3
+2Gpq
∣∣∣
1-inst.
≡ −
∫ s
0
dξ
∫ 0
−∞
dη e−f(ξ,η) + (p↔ q), (5.36)
then
f(ξ, η) =2z − p
2
ln(s− ξ)− q
2
ln(s− η) + 2 ln(ξ − η)− 1
2
ln ξ +
1
2
ln |η|+ 2 ln(2π)
− 2 ln
{( |η|
ξ
) 1
2
(
sin
(
w − π
4
)
− 3
2
cos
(
w − π
4
)
v1|η|− 32
)
+ cos
(
w − π
4
)
+
3
2
sin
(
w − π
4
)
u1|η|− 32
}
×
(
1 +O(ξ− 32 )
) (
1 +O(η−3)) . (5.37)
We will find later that |η| becomes O(s) and hence we have to retain
(
|η|
ξ
) 1
2
term. From
this definition, a saddle point with respect to ξ: ∂ξf(ξ∗, η) = 0 is near ξ = s as
ξ∗ = s+
p
4s
1
2
+O(s−2). (5.38)
This justifies the use of the asymptotic formula of the Airy function for ξ ≫ 1 in (5.30).
Here we note that since η ∈ (−∞, 0], 1
ξ∗−η ≤ 1ξ∗ and it is at most of O(s−1). We also have
∂2ξf(ξ∗, η) =
8s
p
+
3(p+ 4)
p
s−
1
2 +O(s−2),
∂nξ f(ξ∗, η) =
p
2
Γ(n)
(
−4s
1
2
p
)n(
1 +
n(p + 6)
8
s−
3
2 +O(s−3)
)
(n ≥ 3). (5.39)
We recognize here that even if ∂2ξf(ξ∗, η) is of O(s), we have to take account of all order
in the Gaussian approximation because ∂nξ f(ξ∗, η) is of O(s
n
2 ). Using these equations, the
Taylor expansion of f(ξ, η) around ξ = ξ∗ reads
f(ξ, η) = f(ξ∗, η) +
1
2
∂2ξ f(ξ∗, η)(ξ − ξ∗)2 +
∞∑
n=3
1
n!
∂nξ f(ξ∗, η)(ξ − ξ∗)n
= f(ξ∗, η) + 2s
1
2 (ξ − ξ∗) + 3(p+ 4)
2p
s−
1
2 (ξ − ξ∗)2 − p
2
ln
(
1 +
4s
1
2
p
(ξ − ξ∗)
)
+O(s−2).
(5.40)
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By setting
t = 2s
1
2 (ξ − ξ∗), (5.41)
the integration on ξ becomes∫
dξ e−f(ξ,η) = e−f(ξ∗,η)
1
2s
1
2
∫
dt e−t
(
1 +
2t
p
) p
2
(1 +O(s− 32 )). (5.42)
Now let us consider the integration contour. In performing the integration on ξ in (5.36),
we find that the saddle point in (5.38) is not in the integration region. Here we follow
the prescription proposed in [54]. Namely, we rotate the integration contour [0, s] by ±π
around the branch point ξ = s so that it will pass through the saddle point ξ = ξ∗ without
going through any singularity. More precisely, in order to avoid the cut [s,∞) of ln(s− ξ)
in (5.37), we have to make the rotation by ±π for s → s ± iǫ with ǫ > 0. Thus the
contour becomes a one on the positive real axis in the opposite direction decreasing ξ,
and terminating at ξ = s. From the definition of t in (5.41), we zoom in the vicinity of
the saddle point in the large-s regime and hence the lower limit of the integration (after
±π rotation) is +∞ as usual in the standard saddle point method. On the other hand,
even for the variable t, the upper edge ξ = s remains finite t = −p
2
+O(s− 32 ) due to (5.38)
and (5.41). Thus in this prescription the ξ integration can be performed as∫
dξ e−f(ξ,η) =e−f(ξ∗,η)
1
2s
1
2
∫ − p
2
∞
dt e−t
(
1 +
2t
p
) p
2
(1 +O(s− 32 ))
=− e−f(ξ∗,η)
(
2
p
) p
2
e
p
2
1
2s
1
2
Γ
(p
2
+ 1
)
(1 +O(s− 32 )). (5.43)
The steepest descent method by choosing the contour passing through the saddle point
in this way should provide the trans-series in the one-instanton sector. In fact, in [54] it
is shown that in the case of the one-point function, this prescription works and we can
check explicitly the resurgence under it. It should be noticed that as mentioned in [54],
the rotations of the contour by ±π according to s → s± iǫ give the same integrand and
do not cause any difference. Thus so far there is no ambiguity between s→ s± iǫ. It is in
fact the saddle point value f(ξ∗, η) that makes difference. This situation is also the same
as in the case of the one-point function [54]. The origin of ambiguity is, under s→ s± iǫ,
ln(s− ξ∗)→ ln(s± iǫ− ξ∗) = ln(ξ∗ − s)± iπ. (5.44)
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Plugging the saddle point (5.38) into (5.37) and using (5.43) and (5.44), we get
N
p+q
3
+2Gpq
∣∣∣
1-inst.
= e±
p
2
πi 1
2
p
2
+3π2
Γ
(p
2
+ 1
)
s−
p
4 e−
4
3
s
3
2 (1 +O(s− 32 ))
×
∫ 0
−∞
dη
1
|η| 12 (s− η)
q
2
−2
{
|η| 12 s− 12
(
sin
(
w − π
4
)
− 3
2
cos
(
w − π
4
)
v1|η|− 32
)
+
(
cos
(
w − π
4
)
+
3
2
sin
(
w − π
4
)
u1|η|− 32
)}2
(1 +O(η−3))
+ (p↔ q). (5.45)
5.4 Contribution from perturbative region
Finally let us consider the η-integration. From (5.45), it reads
Iη ≡
∫ ∞
0
dη
1
η
1
2
(s+ η)
q
2
−2
×
{
sin
(
w − π
4
)(
η
1
2s−
1
2 +
3
2
u1η
− 3
2
)
+ cos
(
w − π
4
)(
1− 3
2
v1s
− 1
2η−1
)}2
(1 +O(η−3)).
(5.46)
Expansion of the curly braces yields both oscillating terms with sin(2w), cos(2w), and non-
oscillating one. Since η ≫ 1 contribution is relevant for the integration, we anticipate
that the former ones oscillate quite rapidly and their integrals vanish. For this reason
we assume that they do not contribute and simply drop them. In fact, this prescription
enables us to compute the one-point function at higher genus via the Airy kernel KAi(ξ, ξ),
which exactly reproduces the result derived by another method in [53].9 The prescription
becomes necessary because we take the double scaling limit at the level of the integrand
from (5.23) to (5.26). Originally the kernel consists of the orthogonal polynomials as in
(5.15) and in the double scaling limit they have the oscillating behavior. If we were able
to take the double scaling limit after the integration on x and y in (5.23), we would not
have to make such an assumption.10 Then the integration on η are simplified as
Iη =
1
2
∫ ∞
0
dη
(
1
s
η
1
2 (s+ η)
q
2
−2 + η−
1
2 (s+ η)
q
2
−2
)(
1 +O(s− 12η−1, η− 32 )
)
. (5.47)
Since we are now computing the integration with respect to the one variable in the per-
turbative region, it is natural to expect that it is related to a quantity in the one-point
9We thank F. Sugino for pointing out this fact.
10This is the reason why we do not compute the two-point function in the zero-instanton sector via the
kernel.
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function. In fact, from the definition (4.24), it is easy to see that the integrals above can
be written in terms of Im,n as, for odd m,∫ ∞
0
dξ ξ
m
2 (s+ ξ)
n
2 =
(
N−
2
3
)−m+n
3
−1
πi
(
i
2
)m
Im,n. (5.48)
Hence from (4.25),
Iη|univ. =
1
2
(
s−1I1,q−4 + I−1,q−4
)
= − 1
2
√
π
Γ
(
q
2
)
Γ
(
q+1
2
)s q−32 ln s (1 +O(s− 32 )). (5.49)
Now it becomes clear why we keep
(
|η|
ξ
) 1
2
term in (5.37). In fact, the saddle point of ξ
is of O(s) as in (5.38), while the power of η increases the power of s according to (4.25).
Substituting this for (5.45), we find
N
p+q
3
+2Gpq
∣∣∣
1-inst., univ.
=− e± p2πi 1
2
p
2
+4π
5
2
Γ
(p
2
+ 1
) Γ ( q
2
)
Γ
(
q+1
2
)s− p4+ q2− 32 e− 43s 32 ln s (1 +O(s− 32 ))
+ (p↔ q). (5.50)
Thus if we assume p ≤ q as in (4.59), the first term is more leading on the right-hand side
in this equation. Therefore, the ambiguity in the two-point function in the one-instanton
sector is
Amb.N
p+q
3
+2
〈
1
N
trφp
1
N
trφq
〉(1,0)
c
∣∣∣∣∣
1-inst., univ.
= −i(1 + δpq) sin
(p
2
π
) 1
2
p
2
+3π
5
2
Γ
(p
2
+ 1
) Γ ( q
2
)
Γ
(
q+1
2
)s− p4+ q2− 32 e− 43s 32 ln s(1 +O(s− 32 )) ,
(5.51)
which exactly cancels that in the zero-instanton sector given in (4.59). Thus we have
confirmed that resurgence works at the leading order in the large-s regime in the double
scaling limit. This cancellation strongly supports validity of our prescription in (5.43) ro-
tating the contour by ±π. It is also desirable to give more justification of this prescription
mathematically via resurgence theory applied to an interval, or Lefschetz thimbles.
Finally, concerning our motivation mentioned in Introduction, we make a comment on
a relation to physics, in particular spontaneous SUSY breaking. As shown in [55], it is
triggered by the instanton in the supersymmetric double-well matrix model. As mentioned
in (2.14), its weight is proportional to e−
4
3
s
3
2 . Ambiguities in the zero- and one-instanton
sector given in (4.59) and (5.51) suggest that they originate from the instanton. Thus the
results in this paper as well as the ambiguity in the one-point function found in [54] would
reveal a counterpart of the instanton in the type IIA superstring theory. For example, the
power of s in front of the instanton weight would provide information on the number of
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the collective modes around it. We have derived the ambiguity not only in the one-point
function in [54] but in the two-point function here and, therefore, it is expected that more
detailed information on such a nonperturbative object causing SUSY breaking would be
provided from our result.
6 Conclusions and discussions
In this paper, we derived the two-point function of the odd operators in the zero- and
one-instanton sector at the leading order in the large-s expansion under the double scaling
limit of the SUSY double-well matrix model. We found that the ambiguity arises from
the Borel resummation in the zero-instanton sector, and from the saddle point value in
the one-instanton sector. The form of the ambiguity is consistent with the weight of the
instanton in the matrix model. We explicitly confirmed that the two ambiguities cancel
each other and thus clarified resurgence structure. Together with the check of resurgence
for the one-point function done in [54], we have clarified resurgence structure of different
quantities within the same model. This kind of study would provide some insight and be
instructive for development of resurgence theory itself. For example, in our case, in the
zero-instanton sector the stringy behavior of (2h)! growth and the Borel non-summability
as its consequence follow from the quantities in the Gaussian matrix model like Ch,3h−1 in
(4.19) for the one-point function, and γh,j in (4.30) for the two-point function. They are
in common with correlation functions of the odd (non-SUSY) and even (SUSY) operators.
Because the latter should be Borel summable, we deduce that their perturbative expansion
should terminate at finite order or be alternating. In this way we can identify the origin
of factorial growth and operator dependence by comparing resurgence structure of several
quantities. In the one-instanton sector, since we have two integration variables, we find
the hybrid of perturbative and nonperturbative saddles. This observation would be useful
for future study of resurgence structure.
In order to make direct connection between the SUSY breaking and resurgence struc-
ture, the correlation functions of the φ2-resolvent (3.1) would play an important role. In
fact, by multiplying functions and integrating it, it yields correlation functions of both
SUSY (even) and non-SUSY (odd) operators as in (3.3). This implies that these two
kinds of correlation functions can be related through those of the φ2-resolvent. Since
the correlation functions of the even operators can be used as order parameters of SUSY
breaking, this fact will be useful to try to make connection between the SUSY break-
ing and resurgence structure, which is one of the main motivations of this work as we
mentioned in Introduction.
We can consider several applications of the results in this paper. As shown in (3.3),
all the correlation functions of φ can be deduced from those of the φ2-resolvent, which are
mapped to those of the resolvent in the Gaussian matrix model as in (3.5). However, the
latter is known to be written by the kernel as
Rk(x1, · · · , xk) = det
i,j=1,··· ,k
K(xi, xj), (6.52)
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and in this paper we concretely present how to evaluate the kernel in the double scaling
limit when xi and xj are in the perturbative region or in the nonperturbative region. Thus
it is expected that we can compute multi-point functions at arbitrary genus by using the
results in this paper as building blocks. Finally, in the context of the GUE, we explicitly
divide the two-point function Γh(x, y) in (4.3) by (x − y)2 as in (4.20), by which the
two integrations in the two-point function can be separated and it can be rewritten as
the sum of the products of the one-point functions. Although our result of the quotient
in Appendix A is restricted to the leading order in the soft edge scaling limit, it would
be quite useful for computation of multi-point functions in several models in which the
Nicolai mapping is available.
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A Derivation of γh,j
In this appendix, we give an explicit form γh,j ≡ γh,j 3h−1−j defined in (4.20). Throughout
this appendix, we fix the genus h and abbreviate γh,j to γj. Hence γj = γ3h−1−j.
Eq. (4.20) reads for h ∈N
2
h∑
j=0
Cj,3j−1Ch−j,3(h−j)−1ξ
3h−3jζ3j
(
(6j + 1)(6(h− j)− 1)ξ + (6j − 1)(6(h− j) + 1)ζ
)
− 16
h−1∑
j=0
Cj,3j−1Ch−1−j,3(h−1−j)−1ξ
3(h−1−j)+2ζ3j+2(36j2 − 1)(36(h− 1− j)2 − 1)
= (ξ − ζ)2
3h−1∑
j=0
γjξ
3h−1−jζj =
3h−1∑
j=0
γj
(
ξ3h+1−jζj − 2ξ3h−jζj+1 + ξ3h−1−jζj+2) . (A.1)
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Comparing each order in both sides, we have
O (ξ3(h−j)+1ζ3j) :
2(6j + 1)(6(h− j)− 1)Cj,3j−1Ch−j,3(h−j)−1 = γ3j − 2γ3j−1 + γ3j−2 (1 ≤ j ≤ h− 1),
(A.2)
O (ξ3(h−j)ζ3j+1) :
2(6j − 1)(6(h− j) + 1)Cj,3j−1Ch−j,3(h−j)−1 = γ3j+1 − 2γ3j + γ3j−1 (1 ≤ j ≤ h− 1),
(A.3)
O (ξ3(h−j)−1ζ3j+2) :
− 16(36j2 − 1)(36(h− 1− j)2 − 1)Cj,3j−1Ch−1−j,3(h−1−j)−1 = γ3j+2 − 2γ3j+1 + γ3j
(0 ≤ j ≤ h− 1).
(A.4)
We also find from O (ξ3h+1), O (ξ3hζ), O (ξζ3h), and O (ζ3h+1) that
γ0 = γ3h−1 = (1− 6h)Ch,3h−1 = − 1
2
√
π
(
16
3
)h Γ (3h+ 1
2
)
h!
, (A.5)
γ1 = γ3h−2 = (3− 6h)Ch,3h−1 = − 3
4
√
π
(
16
3
)h Γ (3h− 1
2
)
h!
(2h− 1), (A.6)
where we have used (4.19). From these initial values, we can determine γj iteratively. For
example, using (A.4),
γ2 =− γ0 + 2γ1 − 8
(
36(h− 1)2 − 1)Ch−1,3(h−1)−1
=− 3
8
√
π
(
16
3
)h Γ (3h− 3
2
)
h!
(12h2 − 12h+ 5), (A.7)
and by (A.2),
γ3 =− γ1 + 2γ2 + 14Ch−1,3(h−1)−1(6(h− 1)− 1)
=− 1√
π
(
16
3
)h−1 Γ (3h− 5
2
)
h!
(h− 1)(72h2 − 60h+ 35). (A.8)
Setting δj = γj − γj−1 (j ∈N), (4.19) and (A.2) leads to
δ3j − δ3j−1 = (γ3j − γ3j−1)− (γ3j−1 − γ3j−2)
=
1
2π
(
16
3
)h Γ (3j − 1
2
)
j!
Γ
(
3(h− j) + 1
2
)
(h− j)!
(
3j +
1
2
)
(1 ≤ j ≤ h− 1).
(A.9)
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Similarly, from (A.3) and (A.4),
δ3j+1 − δ3j = 1
2π
(
16
3
)h Γ (3j + 1
2
)
j!
Γ
(
3(h− j)− 1
2
)
(h− j)!
(
3(h− j) + 1
2
)
(1 ≤ j ≤ h− 1),
(A.10)
δ3j+2 − δ3j+1 = −3
π
(
16
3
)h Γ (3j + 3
2
)
j!
Γ
(
3(h− j)− 3
2
)
(h− 1− j)! (0 ≤ j ≤ h− 1). (A.11)
Therefore, for 2 ≤ j ≤ h− 1,
δ3j =
j∑
k=2
(δ3k − δ3k−1 + δ3k−1 − δ3k−2 + δ3k−2 − δ3k−3) + δ3
=− 1
2π
(
16
3
)h
1
h
h− 2j
j!(h− j)!Γ
(
3j +
1
2
)
Γ
(
3(h− j) + 1
2
)
, (A.12)
where we have utilized (A.7), (A.8), (A.9), (A.10) and (A.11), and taken the sum on k.
It is easy to check that this equation holds for 1 ≤ j ≤ h− 1. Likewise, we obtain
δ3j+1 =
j∑
k=1
(δ3k+1 − δ3k + δ3k − δ3k−1 + δ3k−1 − δ3k−2) + δ1
=
1
π
(
16
3
)h Γ (3j + 3
2
)
Γ
(
3(h− j)− 1
2
)
hj!(h− 1− j)! , (A.13)
δ3j+2 =
j∑
k=1
(δ3k+2 − δ3k+1 + δ3k+1 − δ3k + δ3k − δ3k−1) + δ2
=− 1
π
(
16
3
)h Γ (3j + 5
2
)
Γ
(
3(h− j)− 3
2
)
hj!(h− 1− j)! (A.14)
for 0 ≤ j ≤ h− 1. Hence
γ3j =
j∑
k=1
(δ3k + δ3k−1 + δ3k−2) + γ0 (A.15)
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for 1 ≤ j ≤ h− 1 and each sum yields
γ
(1)
3j ≡
j∑
k=1
δ3k + γ0
=
1
π
(
16
3
)h [
1
2h
Γ
(
3j + 7
2
)
(j + 1)!
Γ
(
3(h− j)− 5
2
)
(h− j − 1)!
×
{
− (j + 1)5F4
(
1, j +
7
6
, j +
3
2
, j +
11
6
,−h + j + 1;
− h+ j + 7
6
,−h + j + 3
2
,−h+ j + 11
6
, j + 1; 1
)
+ (h− j − 1)5F4
(
1, j +
7
6
, j +
3
2
, j +
11
6
,−h + j + 2;
− h+ j + 7
6
,−h + j + 3
2
,−h + j + 11
6
, j + 2; 1
)}
−
√
π
2
Γ
(
3h+ 1
2
)
h!
4F3
(
1
6
,
1
2
,
5
6
, 1− h; 1
6
− h, 1
2
− h, 5
6
− h; 1
)
+
15
√
π
16
Γ
(
3h− 5
2
)
h!
4F3
(
7
6
,
3
2
,
11
6
, 1− h; 7
6
− h, 3
2
− h, 11
6
− h; 1
)]
, (A.16)
γ
(2)
3j ≡
j∑
k=1
δ3k−1
=
1
π
(
16
3
)h [
1
h
Γ
(
3j + 5
2
)
j!
Γ
(
3(h− j)− 3
2
)
(h− j − 1)!
× 5F4
(
1, j +
5
6
, j +
7
6
, j +
3
2
,−h+ j + 1;
− h+ j + 5
6
,−h + j + 7
6
,−h + j + 3
2
, j + 1; 1
)
− 3
√
π
4
Γ
(
3h− 3
2
)
h!
4F3
(
5
6
,
7
6
,
3
2
, 1− h; 5
6
− h, 7
6
− h, 3
2
− h; 1
)]
, (A.17)
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γ
(3)
3j ≡
j∑
k=1
δ3k−2
=
1
π
(
16
3
)h [
−1
h
Γ
(
3j + 3
2
)
j!
Γ
(
3(h− j)− 1
2
)
(h− j − 1)!
× 5F4
(
1, j +
1
2
, j +
5
6
, j +
7
6
,−h + j + 1;
− h + j + 1
2
,−h + j + 5
6
,−h+ j + 7
6
, j + 1; 1
)
+
√
π
2
Γ
(
3h− 1
2
)
h!
4F3
(
1
2
,
5
6
,
7
6
, 1− h; 1
2
− h, 5
6
− h, 7
6
− h; 1
)]
. (A.18)
It turns out that (A.16) also holds for j = 0. Using these results, we have obtained γj
(0 ≤ j ≤ 3h− 1) as
γ3j = γ
(1)
3j + γ
(2)
3j + γ
(3)
3j ,
γ3j+1 = γ3j + δ3j+1,
γ3j+2 = γ3j + δ3j+1 + δ3j+2, (A.19)
where δ3j+1 and δ3j+2 are given in (A.13) and (A.14), respectively. From the discussions in
section 4, we recognize that γh(ξ, η) defined in (4.20) by using γj’s are proportional to the
leading term of the two-point function of the resolvent (4.3) divided by (x−y)2 under the
double scaling limit (2.4). This limit is the soft edge scaling limit of the random matrix
theory and from Γh(x, y) we derive any two-point function. Hence our result above would
be quite useful in computation of the two-point functions in the random matrix theory
because it makes the integrations over x and y decoupled and two independent ones.11
B Properties of γh,j
In this appendix, we prove some properties of γh,j ≡ γh,j 3h−1−j defined in (4.20) which
play important roles in derivation of ambiguity in the zero-instanton sector. In this ap-
pendix, we assume j ∈ Z≥0 unless otherwise specified.
Proposition 1.
There exists a polynomial fj(h) of h of degree j satisfying
γh,j =
Γ
(
3h+ 1
2
− j)
h!
(
16
3
)h
fj(h). (B.1)
11In [59], we take another method to get rid of the denominator (x − y)2, but it would be difficult to
apply it to the higher genus case.
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Proof
We prove this by induction. Eqs. (A.5), (A.6), and (A.7) imply that the statement
holds for j = 0, 1, 2. Suppose fj(h) exists for j = 3k, 3k + 1, 3k + 2 (k ∈ Z≥0). Then by
using (A.12), we have
γh,3k+3 =γh,3k+2 + δ3k+3
=
Γ
(
3h+ 1
2
− (3k + 2))
h!
(
16
3
)h
f3k+2(h)
− 1
2π
(
16
3
)h
1
h
h− 2(k + 1)
(k + 1)!(h− (k + 1))!Γ
(
3(k + 1) +
1
2
)
Γ
(
3 (h− (k + 1)) + 1
2
)
=
Γ
(
3h− 3k − 5
2
)
h!
(
16
3
)h{(
3h− 3k − 5
2
)
f3k+2(h)
− 1
2π
(h− 2(k + 1)) (h− 1)!
(k + 1)!(h− (k + 1))!Γ
(
3(k + 1) +
1
2
)}
. (B.2)
Here it is easy to see that the equation in the curly braces is a polynomial of h of degree
3k + 3. Similarly, we can find that polynomials f3k+4(h) and f3k+5(h) exist. 
Proposition 2.
fj(h) = − 3
j
2
√
π
hj +
3j−1
4
√
π
(j2 + 2)hj−1 +O(hj−2). (B.3)
Proof
In the proof of the previous proposition, we found that
γh,j =γh,j−1 + δj, (B.4)
γh,j−1 =
(
16
3
)h Γ (3h + 1
2
− j)
h!
(
3h+
1
2
− j
)
fj−1(h),
δj =
(
16
3
)h Γ (3h+ 1
2
− j)
h!
(
polynomial of degree
[
j
3
])
.
Thus when j ≥ 4, in arguing O(hj−1) and O(hj−2) terms in fj−1(h), we can neglect the
contribution from δj . Setting
fj(h) = c
(j)
j h
j + c
(j)
j−1h
j−1 +O(hj−2), (B.5)
and comparing the terms of O(hj) and O(hj−1) in both sides in (B.4), we get
c
(j)
j = 3c
(j−1)
j−1 ,
c
(j)
j−1 =
(
1
2
− j
)
c
(j−1)
j−1 + 3c
(j−1)
j−2 (B.6)
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for j ≥ 4. From eqs. (A.5), (A.6), (A.7), and (A.8), we see that the first equation holds
even for j ∈N and that c(0)0 = − 12√π . Therefore,
c
(j)
j = −
3j
2
√
π
. (B.7)
Substituting this for the second equation in (B.6) and solving it, we obtain
c
(j)
j−1 =
3j−1
4
√
π
(j2 + 2), (B.8)
and it is easy to check that it is true for j ∈N . 
Proposition 3.
fj(h)
(
α
h
)
=
j∑
k=0
b
(j)
k (α)
(
α− k
h− k
)
, (B.9)
where b
(j)
k (α) (0 ≤ k ≤ j) are independent of h, and
b
(j)
j (α) = c
(j)
j
Γ(α+ 1)
Γ(α + 1− j) = −
3j
2
√
π
Γ(α + 1)
Γ(α + 1− j) , (B.10)
b
(j)
j−1(α) = −
3j−1
4
√
π
(j − 2)(2j + 1) Γ(α+ 1)
Γ(α + 2− j) (j ∈N). (B.11)
Proof
We use the identity
h(h− 1) · · · (h− (j − 1))
(
α
h
)
= α(α− 1) · · · (α− (j − 1))
(
α− j
h− j
)
. (B.12)
Thus we rewrite fj(h) as
fj(h) =c
(j)
j h
j + c
(j)
j−1h
j−1 +O(hj−2)
=c
(j)′
j h(h− 1) · · · (h− (j − 1)) + c(j)
′
j−1h(h− 1) · · · (h− (j − 2)) +O(hj−2). (B.13)
Then
c
(j)
j = c
(j)′
j , c
(j)′
j−1 = c
(j)
j−1 +
j(j − 1)
2
c
(j)′
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3j−1
4
√
π
(j − 2)(2j + 1), (B.14)
and by (B.12)
fj(h)
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α
h
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b
(j)
k (α)
(
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(B.15)
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where evidently b
(j)
k (α) (0 ≤ k ≤ j) does not depend on h, and
b
(j)
j (α) = c
(j)′
j
Γ(α+ 1)
Γ(α+ 1− j) = −
3j
2
√
π
Γ(α + 1)
Γ(α + 1− j) ,
b
(j)
j−1(α) = c
(j)′
j−1
Γ(α + 1)
Γ(α + 2− j) = −
3j−1
4
√
π
(j − 2)(2j + 1) Γ(α + 1)
Γ(α+ 2− j) (j ∈N). 
(B.16)
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