INTRODUCTION
Engineering design, resource allocation, military operations, and investment strategies share a major common trait, which is, to a large extent, independent of their different origins, specific features, and intended goals. The unifying trait is the fact that, in any of these endeavors, one has to make reasonable choices, at multiple levels of decision making, among various possible and sometimes competing prospective solutions to an important and consequential practical problem. While the specifics of the problem depend on application, context, additional constraints, etc., the ultimate -albeit imprecisegoal in all these activities is to "optimize performance," which is to have maximal success/profit/return with minimal time/effort/investment.
In general, the underlying system is ruled by complex and often unknown dynamics, and affected by various uncertainties, which are unknown as well; on the other hand, there are numerous levels of decision making, which result in a hierarchical structure in the decision process (tree) that is both asynchronous and non-deterministic. Usually, indifferent of the specific application, as one lowers the level of decision making, alternatives depend on fewer independent variables and models become more detailed and physics/engineering based. On the contrary, at higher levels, various components aggregate and decision making is based more on fuzzier criteria instead of readily quantifiable physics/engineering details. Moreover, decisions are strongly influenced by the educational and personal biases of the people who take them. In some instances, this may blur, if not totally obfuscate objective comparisons between various options.
Therefore, a crucial point in decision-making is properly understanding and quantifying the tradeoffs, including all their future relevant consequences. Since the interaction between various choices is an intricate nonlinear process, the focus shifts from the dynamics itself to the overall performance and affordability. This is not unreasonable, since oftentimes major upgrades on some components have little impact, while minor upgrades of other components turn out to be critical.
To illustrate the approach, we assume that one deals with only two levels. At the lower level, physical/engineering processes are described by continuous and/or discrete, analytic and/or computer models. These models are supposed to be deterministic (e.g. dynamics as ruled by well established physical laws), but their outcome may depend in an unpredictable way on: (i) small nonlinearities unaccounted for in the model development and/or (ii) factors that -at the specific level of modelizationmay be treated as stochastic terms (weather conditions, human factors, political circumstances, fluctuations in the quality of carburant, wear and tear, etc.) To this extent, the outcomes of the model processes may be considered stochastic variables/fields with a certain probability distribution function (PDF). Upon many realizations of the model, one can get reliable information about the essential features of this PDF.
At the higher level, the process/mission can be viewed as comprised of a finite number of discrete nodes, which represent the major articulations of the mission, as well as its crucial decision points. Based upon these decisions, one may alter the course of a particular mission, the plan for future missions, future investments in science and development, etc. The links between the nodes are realized by "black boxes." At the lower level, these black boxes contain the physical/engineering models of various parts/components of the mission. The ultimate goal -as already mentioned -is to improve decision making (i.e., to reduce the use of resources and to maximize the expected result) by better taking advantage of the information available at the lower level. Setting this requirement into a mathematically well posed and hopefully tractable problem depends crucially on the selection of a suitable objective functional (OF), which properly quantifies "effort" and "success." The difficulty in choosing an appropriate OF stems from the fact that, at a fundamental level, "assigning value" to an object, action, or feature is not a purely logical, but an axiologic process, whereby subjective determinations are weighed against each other. Thus, there is no "objective," systematic procedure to organize values within a uniquely defined well ordered set.
A brief review of the literature 12, 13, 14 indicates that usually researchers approach decision making in complex systems at the lower levels, namely by using physics or engineering based models. In the following, we shall show that one can base rational and perhaps more efficient decision making on system performance at a given level, rather than physics and/or engineering based considerations. Indeed, as mentioned before, when dealing with very complex systems, one lacks detailed comprehensive knowledge about their structure and dynamics, so system performance constrained by affordability considerations plays a primary role in decision making.
The framework above leads naturally to a multi-criteria optimization problem and looking for the optimal solution under the set of existing constraints. In general, the analysis should include a probabilistic component, dealing with risk and various sources of uncertainty. This optimization problem can be solved by an optimization algorithm, or by optimal control (OC) methods. For reasons that will become obvious during the analysis, we believe that OC offers the suitable solution. OC theory is a branch of applied mathematics developed to find "best ways" to steer a dynamical system to achieve a desired goal. Assuming a deterministic dynamics, the evolution of the dynamical system may be continuous in time, discrete, or hybrid, while the other independent variables may be continuous or discrete as well. The maximum principle for optimal control of ordinary differential equations was developed in the late '50's by L. S. Pontryagin and his co-workers 3 . Shortly thereafter the principle was generalized to discrete time systems 2 . While generalization to distributed systems, described by partial differential equations, is not automatic, a general framework was developed during the '60's by J.-L. Lions and co-workers in which OC problems can be properly set and their solution be systematically attempted 4, 10 . For an application where the dynamics is incompletely known or unavailable, one has to resort to a stochastic description, whereby the details of the unknown dynamics at the lower level are accounted for in a PDF that contains all the available information about the system. The PDF is then used at the higher level in the OC approach as developed for stochastic evolution equations 11 . To illustrate our approach, we shall limit the analysis to a deterministic framework where -to a certain extent -the effects of uncertainty can be suitably modeled by varying the balance between price and reward. We then extend Pontryagin's principle to hybrid systems, for which variables may change continuously and discretely. This framework is the most relevant for the decision making process, where the lower level dynamics can be discrete or continuous while the decision making process usually takes place discontinuously, at discrete times. De-scoping can also be included in a natural manner by discounting the OF as time evolves.
OPTIMAL CONTROL FRAMEWORK
The behavior of the underlying dynamical system is described by a state that belongs to a certain functional space. We assume that there is a way to control the state by acting upon it with a suitable control. Thus the (dynamics of the) state, x, depends on the control, u. The possible types of evolution of the state system include:
The goal is to adjust control u to maximize a given objective functional, ( ( ), ( ), ) J u t x t t , that balances judiciously the desired goal and the required cost needed to reach it. The optimal solution is obtained when the "most" goal is obtained with "least" cost. In general, the functional J depends on the control and the state. Note that since the state x depends on the control, u, the functional J depends in fact only on the control u. In the following, we shall briefly review some of the main results of optimal control theory for continuous and discrete systems 3 .
CONTINUOUS-TIME SYSTEMS
For the continuous time case, when evolution is described by ordinary differential equations, the OC problem is solved by using Pontryagin's Maximum Principle.
Basic ODE Optimal Control Problem. Find a piecewise continuous control, ( ) u t , and its associated state variable, ( ) x t , which maximizes the objective functional
over the set of all admissible controls. Note that minimization problems can be handled easily, since
. In the following, we shall consider extremal problems of both types.
Pontryagin's Maximum Principle. This principle converts the maximization of the "integral" objective functional, J, coupled with the state system described by a set of ordinary differential equations into maximizing pointwise the Hamiltonian with respect to the control. We define the Hamiltonian
Pontryagin's Maximum Principle states that if * ( ), * ( ) u t x t are optimal, then there exists an adjoint
If the Hamiltonian is differentiable with respect to the control, one has also the optimality condition
There are situations in which this condition is not satisfied (e.g., bang-bang controls, see below). Note the concavity or convexity of H with respect to the control determines whether a maximum or minimum of the objective functional is attained.
Bounded Controls. Suppose the practical situation imposes upper and lower bounds on the controls:
( ) a u t b for all t ≤ ≤
If the Hamiltonian is linear in u,
= for an interval of time, then * ( ) u t is "singular."
Since we are choosing 
DISCRETE-TIME SYSTEMS
In the discrete time case the control and state variables have the form:
with o y given. Once again, we note that the state y is dependent on the control input, u.
We adjust control to maximize a given functional:
The problem is to find u * such that
We denote by y* the corresponding optimal state.
DISCRETE MAXIMUM PRINCIPLE
Pontryagin's Maximum Principle can be generalized to include discrete evolutions 
SENSITIVITY OF THE OPTIMAL CONTROL TO VARIOUS FACTORS
In this section we give a few examples that show the extreme sensitivity of the OC to various factors that enter the definition of the objective functional. These examples show that the judicious choice of the objective functional is paramount to the correct solution of the decision making problem. While the OC approach is canonical and not subject to change, the form of the objective functional depends on subjective and variable appreciations and should be considered very carefully.
The following examples illustrate the strong dependence of nature and characterization of solutions to OC problems on: (i) length of the time interval over which the problem is set; (ii) presence or absence of control constraints; and (iii) magnitude of the constraints. 
Example 3.3
The following example illustrates how the presence of control constraints alters significantly the optimal control The solution with control constraint, ( ) 0 u t ≥ , gives
The truncation of the negative part of the optimal control in part a) does not give the optimal control in part b). The two boundary conditions on the state make this problem unusual. The constraint must be an intrinsic part of solution.
Example 3.4
There is a strong dependence of the optimal control on the upper bound on the control set.
From the adjoint system, ' 1, (1) 0, the adjoint variable is ( ) 1 , t t λ = − λ = λ = − and the optimal control satisfies * 1 1 , 2 4 u = − λ subject to the constraints. The optimal control reads:
same as above except
The optimal control is:
OPTIMAL CONTROL FORMULATION FOR CONTINUOUS SYSTEMS WITH DISCRETE DECISION MAKING
We consider examples which are discrete in time and continuous in other variables. Since Pontryagin's Maximum Principle is not known for such hybrid systems, we derive optimality conditions on a case by case basis, starting from the particular system under consideration and using techniques from the discrete maximum principle 2 and the OC theory for partial differential equations 4 . The results contained in this section represent an original contribution to the general theory of OC in hybrid systems.
OUTLINE OF APPROACH
The control and state variables are discrete in time and continuous in the (n-dimensional) xvariable. The x-variable represents all the physical variables of the problem, including physical time, which is continuous, and is not to be confused with the decision making time variable, n, which is discrete.
We introduce the vectors 
∑ ∫ ∫
The optimization problem is to find u* such that ( *) max ( ). we obtain the characterization of the optimal control in the form * ( *, *),
where G is, in principle, an explicitly known function. The optimality system consists of the state and adjoint equations together with the above characterization.
ILLUSTRATION
Example 4.2.1 Given 
We seek to find min ( ), i.e. to minimiz The optimal control is represented in terms of the optimality system, the state and adjoint quotations combined with characterization (*).
Example 4.2.2
The state system reads 
J u dx
which is to be maximized over the set of admissible controls. The adjoint system is
s x r u s s ds A k s x ru s ds
The characterization of optimal control is
The optimality system is the state and adjoint equations together with the above characterization. The two examples before were given for illustration purposes only, as simple instances in which discrete and continuous variables are mixed. The continuous variables did not explicitly contain time and only boundary conditions had to be imposed on the operator A. The next example illustrates a much more realistic situation, whereby the continuous evolution takes place in both time and space. Upon this continuous evolution, a discrete decision making process is superimposed, at times 0, , 2 ,...., 
FUTURE DEVELOPMENTS

1.
From the application standpoint, the first question to be addressed has to do with the correct, or at least reasonable, format of the objective functional. Indeed, in any optimization problem, one has to optimize something (in formal terms known as an objective functional). The specific form of the objective functional is of paramount importance in determining the "winning" strategy. The few examples in section 3 illustrate sufficiently the extreme sensitivity of the result with respect to (various elements of) the objective functional. Once a reasonable objective functional is agreed upon, we will apply the approach developed here and determine the best course of action, as given by the OC theory. We think that this should be the natural next phase of this effort. 2.
From the mathematical standpoint, the new results on hybrid systems, as outlined in Section 4, will have to be developed and justified rigorously. Existence, uniqueness, and characterization of the optimal control and the format of the adjoint system must be established for specific systems and objective functionals. Issues of compactness of maximizing sequences of controls and corresponding weak convergence results are crucial. Indeed, objective functionals and state systems do not always depend continuously on sequences of controls with weak convergence properties. The theory, justification, and corresponding application of OC for such hybrid systems would be an original contribution in applied mathematics, optimal control theory, and decision making theory. Moreover, most OC results for standard systems are derived under various types of convexity conditions. More general conditions to guarantee a solution of the OC problem must be developed for the functionals of interest, which may not be convex and may be non-standard. This work will have to be done either independently or in conjunction with the implementation of the theory on an objective functional that goes beyond a reasonable study model and has direct implications for NASA programs. In that case, the rigorous foundation of the approach developed in Section 4 becomes absolutely necessary.
3.
Developing the numerical algorithm for the approach in Section 4 -even for a study problem requires the solution of a large nonlinear system of forward backward equations (two point boundary value problems). These problems are notoriously unstable, particularly for high dimensional systems. We have implemented iterative methods for numerical solutions of OC problems for both partial and ordinary differential equations. Starting with an initial guess for the OC, the state system is solved forward in time and then the adjoint system is solved backward in time. Using the updated state and adjoint values the control approximation is suitably updated and the forward and backward sweeps are completed again. The procedure continues until convergence of the iterates occurs. Solving OC problems for hybrid systems with discrete decision times introduces another level of difficulty, especially if the decision times are varying. Layers of iterations may have to be carried out at different time scales, namely the decision times and the characteristic times of the underlying system. Starting with a small number of fixed decision times would be the most logical place to start developing these new general algorithms.
4.
After considering the case of a fixed set of decision times, one may consider varying this set, to allow for more realistic scenarios. One possible variation would be to fix the number of decisions and vary the times at which these decisions are made. Then one could tackle the even more difficult case with varying the number and timing of the decisions. The time schedule for the decisions is a new feature, which is very relevant to technological investment problems.
5.
Considering the underlying state system as described by stochastic differential equations would turn the focus to stochastic OC. The theory of OC of stochastic differential equations is well developed, but including a discrete variable running at a different time scale would add a new and difficult feature. Another possible choice of underlying system is piecewise deterministic processes. These processes are ruled by deterministic dynamics, but jump to a different deterministic dynamics at random times. This scenario provides an alternate way to introduce stochasticity and uncertainty into the system. Our contention is that very complex NASA missions cannot be realistically treated within a probabilistic framework, since for key elements of the decision chain there are two few events to develop an empiric probabilistic understanding. 6.
On the other hand, application of direct and/or adjoint sensitivity analysis (SA) and uncertainty analysis (UA) is warranted at least for portions of the decision chain and/or "what-if" simulation scenarios. The set of sensitivities are a crucial tool for assessing the importance of various parameters in the global dynamical outcome, while uncertainties and their time evolution (propagation) are necessary in dealing with unknown and/or uncertain conditions. Combined SA and UA ensure an approach whereby uncertainties and therefore risks are reduced.
7.
While not formalizable within a probabilistic framework, decisions under very severe uncertainties may be addressed within the framework of the "information gap" theory, developed by Ben-Haim
15
. Info-gap theory opens a new avenue in the field of decision making insofar it is radically different from all current theories of decision under uncertainty. The difference originates in the modeling of uncertainty as an information gap rather than a probability. 8.
Finally, one should address the quantification of the actual and potential "value" of a new discovery and factor it properly within the objective functional. This would touch upon the very difficult, but interesting question of introducing a proper order relation within the set of values.
