Abstract. At present a new complex approach to solution of problems of long term prediction of equipment condition on the base of telemetric data received from pump units of the complex of field gathering and oil treatment, is highly needed. Therefore we suggest data analysis based on use of recurrent neural networks. In comparison with feed-forward networks, recurrent neural networks are oriented to processing of sequences of vectors, not single vectors of parameters. Here, the output signal of the network is a vector of probabilities, which shows that the current condition of the controlled object belongs to one or another predefined class from the knowledge base.
Introduction
We have made a significant research in the domain of digital oilfield, especially in the part of novel data mining methods development. Always we have tested our approaches on real industrial objects and of course the experiments were made with the real industrial data handling (electric submersible pumps, drilling, geological information).
Recurrent Neural Network Application
To estimate more precisely the class of the signal, and to obtain more precise value of probability at the output of the neural network, we suggest use of the Bayes equation. If the output value of the network lays between zero and unity, then the value of this output can be considered as the conditional probability. If we know the a priori probability of appearance of one or another class, we can calculate its a posteriori probability using the Bayes equation [1] . Figure 1 shows the structure chart of a general-purpose neural network analyzer of various telemetry signals of technological equipment, based on use of the recurrent neural networks (RNN). To obtain a vector in the space of attributes of the neural network we use the Fourier transformation with a sliding window. As the initial components of the vector for transformation, we accept pulses of telemetric parameters of technological equipment, and values, which characterize the real-time condition of the controlled object and are calculated additionally.
As a decision rule we use recurrent neural networks [2] . Typical features of the neural networks of such class have a number of advantages.
Neural networks are resistant to noise of operational data and training samples. It is impossible to eliminate completely the noise component from the initial signals, because external noise is non-stationary and random. Besides, a number of descriptors of the Fourier expansion can be inconclusive for detection of some operation modes. It increases the noise component during analysis of the initial data. According to the neural network approach, it is assumed that during training the neural network "understands" itself which data must be eliminated, and which data must be taken into account for estimation and prediction of the condition.
It is impossible to use precise mathematical models for complex processes. It is known, that in cases when models are unknown or fuzzy, classic mathematical methods of analysis are not so effective as neural networks, which during training in an automatic mode (during simulation based on methods of gradient descent, and modern approaches to training of neural-like structures) adjust internal weights in such a way that the optimal decision rule can be found.
Besides, an important feature is capability of real-time adaptation and self-setting of the neural network model to changing condition of the environment. The neural networks trained for some specific environment, can be quickly re-trained for functioning with slightly changing parameters. The higher is adaptability of the system, the more stable will be its functioning in nonstationary conditions. It should be noticed that adaptability does not always lead to stability; sometimes it leads to a quite opposite result. To use all advantages of adaptability, the main parameters of the system must be stable. In this case we can ignore external noise. Besides, they must be flexible in order to provide response to considerable changes of the environment.
Evaluation of the Approach
We choose the architecture, and train the RNN as follows. The primary architecture of the network is chosen according to the Kolmogorov's theorem: it is enough to use 2N+1 neurons in a hidden layer. Here N is the size of the vector in the space of attributes.
When we obtained these equations, we considered the neural network as a multi-dimensional approximator of functions. In this case it will approximate the function of membership to one or another class. Later on the output data of the neural network can be processed by fuzzy logic tools.
Such number of neurons is sufficient but not necessary. And here is the second problem: if the number of neurons is too big the network will be re-trained. It leads to too close approximation and the network becomes sensitive to specific values of noise. As a result, the generalization error grows.
To reduce the number of neurons during re-training of the neural network we suggest use of reduction methods. One of the most popular reduction methods is the penalty function method, when neurons or connections that are the least important for the response generation are simply deleted. In such a way the optimal architecture of the network is formed.
Training of the neural network with such architecture is a complicated problem also. There are several methods of the RNN training such as the method of conjugate gradients, the Delta rule method, the Levenberg-Marquardt algorithm (LMA), the simulated annealing method, genetic algorithms, etc. Use of two methods -the Levenberg-Marquardt algorithm and the Delta rule method provided the best training results. The Delta rule method is the most simple, but according to the training rate the Levenberg-Marquardt algorithm is the most optimal. Unlike the method of conjugate gradients, this algorithm is processing not the Hessian matrix Н(f),
which needs considerable computational resource, but approximation of the Hessian matrix, or the Jacobian matrix
Owing to such approximation it is possible to reduce requirements to computational resource needed for implementation of a training task in the mode of effective (operative) functioning.
For calculation of the network error we use the average distance in the Euclidean space between the etalon vector and the output of the neural network. Also we use the approach suggested in the monograph by S. Osovskiy. The sense of the approach consists in splitting the training sample into three samples [3] . One part of the sample is used for training, and two other parts are used for error checking. The third part of the initial sample is used for verification of the training results. Owing to this, re-training will not be necessary, and the generalization error will be minimal.
For increasing the size of the training sample, we suggest addition of noise with different laws of distribution and with different proportions of signal/noise into the initial training sample.
After passing the RNN we obtain the probability which means that the signal belongs to one or another class. But, if we use only the RNN, the a priori probability of appearance of any class is not taken into account. For taking it into account and for re-calculation of the probability, we have decided to use the Bayes theorem. Using the Bayes equation we can recognize the input signal more precisely.
| | P(A) -the a priori probability Р(В) -the total probability of the event B Р(В|А) -the conditional probability (the response of the RNN) Р(А|В) -the a posteriori probability Owing to the suggested approach, which is based on use of recurrent neural networks, we could effectively solve problems concerning processing of vectors sequences, but it has provided unacceptable results for analysis of high-noisy signals. To solve this problem we suggest combination of the proposed method and an approach based on use of extremely-precise neural networks [4] .
The convolutional neural network uses a limited small-size weight matrix for the convolution operation. It is moved over the whole processing layer (from the very beginning -over the whole input image). After each move an activation signal for a neuron of the next layer, but with the similar position, is formed. So, the common weights or, in other words, the weight matrix (a set of weights, a convolution kernel) is used for different neurons of the output layer. Owing to its form, it graphically encodes some certain attribute, for example, a line tilted with a certain angle. So, the next layer, which is the result of the convolution operation with such weight matrix, shows this tilted line in the processing layer and its coordinates, forming so-called feature map. Naturally, the convolutional neural network has a spectrum of weight sets, that encodes all possible lines and arcs tilted with various angles. Such convolution kernels are not pre-set by the user, they are generated during training of the network by means of the classic method of error propagation.
The operation of subsampling reduces the size of the generated feature maps. So, by means of repeating of convolution and subsampling for several layers, a convolution neural network is formed. Owing to layers alternation it is possible to form feature maps from feature maps. In practice it means capability of recognition of complex feature hierarchies. Usually after processing of several layers the feature map is transformed into a vector or even in to a scalar, but the number of such feature maps achieves several hundreds. Several layers of a fully connected neural network (a perceptron) are additionally placed at the output of the network. The perceptron receives terminal feature sets as input parameters.
Conclusion
In spite of progress in use of extremely-precise neural networks, there is still lack of precise models which characterize their internal structure and properties, owing to which it is possible to achieve high quality of obtained results. The trial-and-error method is the only way of development of the best models of networks, if we do not understand precisely mechanisms of such solutions.
Recurrent neural networks are ideal for sequences of signals, but they are not capable to deal with noisy signals. That is why in some cases, such as handwriting recognition, classification and recognition of faces, we must use convolutional networks. Also they can be used for solution of more complicated problems such as visual image recognition. They are oriented to image processing, where images are represented as matrices. In other words, such type of a neural network is perfectly applicapable for matrix classification [5] [6] [7] [8] [9] .
