INTRODUCTION
n this paper, we reconsided the problem of the stability of plane Poiseuille flow by using odd polynomial and even polynomial to approximate the solution of the Orr-Sommerfeld equation. This approach was also described by Orszag [1] , J.J. Dongarra, B. Straughan, D.W. Walker [5] but the goal of this paper was to describe how to  Received 11-01-2018; Accepted on 24-07-2018; Published 20-11-2018 Trinh Anh Ngoc, University of Science, VNU-HCM Tran Vuong Lap Dong, University of Science, VNU-HCM; Hoang Le Kha high school for the gifted *Email: tranvuonglapdong@gmail.com implement in the efficient approach by using Chebyshev collocation method [6] . We obtained results require considerably less computer time, computational expense and storage to achieve the same accuracy, about finding an eigenvalue which had the largest imaginary part, than were required by the modified Chebyshev collocation method [3] . About the plane Poiseuille flow we wished to study numerically the stream flow of an incompressible viscous fluid through a chanel and driven by a pressure gradient in the -direction. We used uints of the half-width of the channel and units of the undisturbed stream velocity at the centre of the channel to measure all lengths and velocities. In the Poiseuille case, the undisturbed primary flow was only depended on the -coordinate, the side walls were at , the Reynolds number was , where was the kinematic viscosity. We assume a two-dimensional disturbance having the form
where was the imaginary unit, was a real wavenumber, was the complex wave velocity. The velocity perturbation equations might be obtained by the linearization of the Navier-Stokes equations which were reducible to the well-known Orr-Sommerfeld for the y-dependent function . (2)- (3) was the sum of odd function and even function, corresponding to eigenvalue .
Proof. Assuming that a solution of (2)- (3) could be expanded in a polynominal series as follows Then, the second and fourth derivatives of the function were
Hence
We could substitute these into (2), then the right-hand side of (2) was (4) Usually, it was not practical to attempt to sum the infinite series in (4), hence we replaced (4) by the finite sum with and equate coefficients of for , we got
Beside, the boudary condition (3) were also replaced by the finite sum as expansions in , as follows
Obviously, the system (5)- (7) had equations for coefficients, therefore we could find a non-trivial solution, , existing only for certain eigenvalues .
But in this proposition, we consider another side that all of the coefficients in the equation (5) were coefficients of odd or even power of , hence the system (5)-(7) separated into two sets with no coupling between coefficients for odd and even . Consequently, there existed a set of eigenfunctions with for odd; corresponding to eigenfunction was symmetric, i.e.
. Conversely, the eigenfunctions with for even were antisymmetric, i.e.
. We defined two sets and . Assume that, there existed and , are respectively odd and even eigenfunction, the NATURAL SCIENCES, VOL 2, ISSUE 5, 2018 corresponding eigen value then was also eigenfunction of the quations (2)-(3). The proof was complete.
It immediately followed from proposition 3.1 that the only unstable eigenmode of plane Poiseuille flow was symmetric. Thus the following propositions allowed us to approximate eigenfunctions by odd polynimial and even polynomial functions. By relying on results of the Chebyshev method, we defined two basic functions, associated with Chebyshev-GaussLobatto nodes , to interpolate odd and even polynomial polynomials in (8 (ii) The same as the proof of (i), we got (ii). The proof was complete.
The key feature of this method was that if we assumed that solution of (2)- (3) We can then substitute each of these derivative into (2) and we get the following relations where Matrices were defined, respectively, by matrices , , which were deleted its first column and first row, where matrices were determined from the proposition 3.4.
The notation was a diagonal matrix with elements , along its diagonal.
The notation was a diagonal matrix with elements , , along its diagonal.
was the identity matrix. In this case, we find the polynomial was odd function which approximate the solution of (2) 
We could then substitute each of these derivative into (2) Matrices were defined, respectively, by matrices , , which were deleted its first column and first row if was odd and remove more last column and last row, where matrices were determined from the proposition 3.4.
The notation was a diagonal matrix with elements , if was odd and if was even.
was the unit matrix that its size was if odd and if was even.
if was odd and if was even. .
RESULTS AND DISCUSSION
In this section, these numerical results were executed on a personal computer, Dell Inspiron N5010 Core i3, CPU 2.40 GHz (4CPUs) RAM 4096MB and we denoted that was the eigenvalue that had the largest imaginary part of all eigenvalues computed using the modified Chebyshev collocation method [3] . The modified Chebyshev collocation method was the Chebyshev collocation method which was modified by L.N so that its numerical condition was smaller than the orginal method. Trefethen so that its condition number was smaller than the original method, or the present method with nodes. For , , , we saw from Fig.2 that , where by using the present method. This value was eight digits when it was compared with the exact eigenvalue [4] . Fig. 2 showed the distribution of the eigenvalues. Next, we compared the accuracy of and excution time between the present method and the Chebyshev collocation method, for ,
. Table 1 and Fig. 3 a) showed that although the accuracy of in both methods was almost the same but we also saw from Table 1 and Fig. 3 B) that the excution time of the present method took less time than the other method with the same nodes. We could explain this difference by recalling the discussion in Sec. Approximating eigenfunction by even polynomial and odd polynomial with if the same collocation points, then the size of matrices generated by the present method would only be half of the size of matrices generated by the other method, therefore it required considerably less computing time and storage. [4] , exact to eleven digits after the decimal point) Fig. 3 . A) as a function of ; B) the computer time to achieve as a function of for Orr-Sommerfeld problem (2)-(3). The red solid line belonged to the present method and the blue dash line belonged to the modified Chebyshev collocation method Fig. 3 showed obviously that the results obtained using both methods were very close, but the present method take less time than the orther method.
CONCLUSION
The present method, based on a combination of the Chebyshev collocation and the results of proposition 3.1, allowed us to solve the equations (2)-(3) by approximating the solution of this quations by even and odd polynomials, so it was different from the modified Chebyshev collocation [3] . The numerical results showed that calulating the most unstable by the present method was more economical than the modified Chebyshev collocation about computer time and storage when the comparison could be done for the same accuracy, the same collocation points.
