Freehand 3D ultrasound is increasingly being introduced in the clinic for diagnostics and image-assisted interventions. Various algorithms exist for combining 2D images of regular ultrasound probes to 3D volumes, being either voxel-, pixel-or function-based. Previously, the most commonly used input to 3D ultrasound reconstruction has been digitized analog video. However, recent scanners that offer access to digital image frames exist, either as processed or unprocessed data. To our knowledge, no comparison has been performed to determine which data source gives the best reconstruction quality. In the present study we compared both reconstruction algorithms and data sources using novel comparison methods for detecting potential differences in image quality of the reconstructed volumes. The ultrasound scanner used in this study was the Sonix RP from Ultrasonix Medical Corp (Richmond, Canada), a scanner that allow third party access to unprocessed and processed digital data. The ultrasound probe used was the L14-5/38 linear probe. The assessment is based on a number of image criteria: detectability of wire targets, spatial resolution, detectability of small barely visible structures, subjective tissue image quality, and volume geometry. In addition we have also performed the more "traditional" comparison of reconstructed volumes by removing a percentage of the input data. By using these evaluation methods and data from the specific scanner, the results showed that the processed video performed better than the digital scan-line data, digital video being better than analog video. Furthermore, the results showed that the choice of video source was more important than the choice of tested reconstruction algorithms.
Introduction
The use of 2D ultrasound for a variety of clinical applications is becoming more common. Compared to other imaging modalities like magnetic resonance imaging (MRI) and computed tomography (CT), ultrasound has the advantages of being cheaper, smaller and more flexible, it has no radiation and it is easier to introduce during surgery. 3D freehand ultrasound offers even more flexibility, and combined with position tracking it is found useful in minimally invasive image-guided surgery (IGS). [1] The most commonly used input to freehand 3D reconstructions is digitized analog video, either first stored on a video tape and digitalized with an analog video frame grabber [2] [3] [4] or obtained instantly by connecting the video frame grabber directly to the video output of the ultrasound scanner [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . Some researchers state that they use digital data from the scanner. In most cases, such data is unavailable to third party users, but exceptions exist like the Sonix RP scanner (Ultrasonix Medical Corp., Richmond, Canada). Some groups also gain access to the digital data by collaborating with the ultrasound scanner manufacturers. [19] [20] [21] [22] [23] Different algorithms for reconstructing 3D volumes from freehand ultrasound exist. In summary, these are [24] :
• Voxel-Based Methods (VBM). Include the Voxel Nearest Neighbor (VNN) where each voxel is assigned the nearest pixel [8] and algorithms where each voxel is assigned a value based on several of the nearest pixels [19, 21, [25] [26] [27] . In this group are also algorithms that skip the creation of a voxel volume and reconstruct a 2D slice or surface directly. [28, 29] • Pixel-Based Methods (PBM). Range from algorithms like the one-step Pixel Nearest Neighbor (PNN) where 2D input images are inserted directly into a target volume [25] to two-step PNN where a second step fills empty voxels afterwards [2, 3, [30] [31] [32] to algorithms where input pixels are added with a 3D kernel [6, 17, 33, 34] .
• Function-Based Methods (FBM). Algorithms where functions are made based on the input pixels and the target volume is created by evaluating these functions at regular intervals. [35, 36] For 3D probes [37, 38] , the process is digital from acquisition to reconstruction. The DICOM 2008 standard (DICOM 2008, Suppl. 43) also has defined structures for 3D ultrasound volumes. 3D probes still have the disadvantage of poorer resolution compared to 2D probes. 3D probes on the other hand have the advantage of allowing real-time 3D volumes, while 2D probes may only provide real-time 2D images. In IGS, the positions of the data are also necessary in order to navigate in the 3D volume, so a position sensor must be attached to the ultrasound probe and the relation between the sensors and image data must be defined (probe calibration). In the present study we have evaluated the differences between image volumes originating from different ultrasound data sources and various 3D reconstruction algorithms using a broad range of both quantitative and qualitative comparisons methods.
Materials and methods

Ultrasound data import
The ultrasound scanner used ( Figure 1 , Sonix RP, Ultrasonix Medical Corp., Richmond, Canada) has a research interface allowing real-time access to digital data from the scanner. A 7.5 MHz linear probe ( Figure 1 , L14-5/38, Prosonic, Gyeongbuk, South Korea) [39] operating at 10 MHz scanning frequency was used to acquire all images analyzed in this study.
Three different video streams were imported simultaneously:
• Analog video, converted from PAL S-Video with a video-to-FireWire converter (DFG/1394-1e, The Imaging Source, Germany).
• Digital scan converted video, processed by the ultrasound scanner for viewing on a screen.
• Unprocessed digital data delivered as 1D scan lines, only envelope detected and log-compressed.
The digital image sources were imported directly from the ultrasound scanner over a crossed LAN (Local Area Network) cable. The three video streams were imported simultaneously in different threads on a PC with four CPU kernels ( Figure 1 , Intel Core 2 Quad Processor Q6700 2.66 GHz). Each time an image was received on the computer, a time stamp was created and assigned to the image. A depth setting of 4 cm was used on the scanner for all image acquisitions. This resulted in a pixel size (width × depth) of 0.147 mm × 0.147 mm for the analog video, 0.097 mm × 0.097 mm for the digital video, and 0.150 mm × 0.077 mm for the unprocessed "video". The images from the analog and digital video were cropped to only contain the ultrasound data. The difference in pixel sizes between the unprocessed video and digital video is due to the ultrasound scanners internal processing of the video. The pixel size difference between the digital and analog video comes from lesser resolution in the video grabbing hardware. All data sources supplied 8-bit pixels.
Position tracking and probe calibration
For freehand 3D ultrasound reconstruction, positions and orientations of the 2D images are needed. Several methods for obtaining these positions Figure 1 : System setup. Polaris Spectra optical positioning system, Sonix RP ultrasound scanner, ultrasound probe with tracking frame, ultrasound phantom with tracking reference frame, and PC for data import.
exist. [24, 40] In our study we used an optical positioning system ( Figure 1 , Polaris Spectra, Northern Digital Inc., Canada), consisting of a tracking frame attached to the ultrasound probe and a camera unit that were used for calculating the position and orientation of this frame. The positions were obtained using the Image-Guided Surgery Toolkit (IGSTK) [41] [42] [43] . As with the video streams, time stamps for the positions were created and assigned by the software at the time the positions were received. The positions were imported with the same application importing the three video streams, but run as a separate thread.
For the 2D ultrasound image to be correctly aligned with the output from the positioning system, a calibration is necessary. We used the spatial calibration method and phantom developed by Chen et al. [18] , with threads stretched between the sidewalls in two parallel, 'N'-shaped configurations. A tracking frame was mounted on the phantom and the positions of the threads relative to this frame were measured. The corresponding structures were identified in the ultrasound images using an automatic segmentation algorithm. The relationship between the image plane and the positioning system was then found using a least-squares minimization method. We also implemented a temporal calibration based on the work by Treece et al. [44] except that we detected a point instead of a line. This temporal calibration was used to synchronize the imported positions with the images. The temporal calibration method matched the vertical movement of one of the segmented points in the 2D images to the vertical movement of the ultrasound probe as reported by the positioning system. Using the temporal calibration, 23.86 ms was subtracted from the analog video time-tags to match the time-tags of the positions, 2.56 ms was added to the digital video time-tags and 0.32 ms to the time-tags of the unprocessed images. The total mean error from the spatial calibration was 1.05 mm, with a root mean square (RMS) value of 1.13 mm and a standard deviation of 0.42 mm. These results were used in the reconstructions and display of data in the following tests.
Reconstruction algorithms
Two pixel-based 3D reconstruction algorithms were compared in this study. The first is called Pixel Nearest Neighbor [2, 3, 24, 30] and is a relatively fast two-step method. The first step inserts each image pixel in the input 2D images into the target 3D volume based on the position and orientation of the images. The chosen implementation overwrites any existing data in the 3D volume with the most current 2D image. The second step is an interpolation step that traverses the voxels of the target volume and attempt to fill empty voxels with the average value of the nearby voxels. The interpolation first tries to interpolate a voxel with the voxel values from the 3 × 3 × 3 grid around it. If all these voxels are empty a 5 × 5 × 5 grid is used and after that a 7 × 7 × 7 grid, and if there is still no voxel values within this range the voxel is left empty. The second reconstruction algorithm uses a 3D kernel around the input pixels. Several variations of the input kernel are described [6, 17, 24, 33, 34, 45] , and we used an ellipsoid truncated Gaussian-weighted kernel around the input pixels [17, 24] . The size of the kernel is usually set to fill holes in the volume, but we used a novel method of approximately matching the theoretical ultrasound resolution in all three dimensions. For the comparisons we used two slightly different sizes of this kernel, resulting in three different reconstructed volumes:
• Pixel Nearest Neighbor.
• Small 3D ellipsoid kernel around input pixels.
• Large 3D ellipsoid kernel around input pixels.
The reconstruction algorithms were set to create volumes that used the full range of 8 bits to produce volumes that were similar in intensity. The voxel size of all reconstructed volumes were set to 0.2 mm as a compromise between resolution and processing time, the voxel sizes being larger than the input pixel sizes.
Determining kernels for the 3D kernel based reconstruction algorithm
As an approximation of the two-way pulse-echo response of the ultrasound imaging system we have decided to use a 3D Gaussian function. This function is best known as the probability density function for a normal distribution, and in 1D it is given by the formula
where µ is the mean and σ is the standard deviation. In 3D this becomes
where µ = (µ x , µ y , µ z ) is the mean vector, and Σ is the covariance matrix. The actual pulse-echo response may be approximated as a product of two sinc functions. The formula for a rectangular aperture in the lateral and elevation direction ( Figure 2 ) may be derived from Angelsen [46, p. 5.54] :
where H is the two-way pulse-echo response, x is distance in either the lateral or elevation direction ( Figure 2 ). λ = c/f is the wavelength, the f -number, c is the speed of sound, f is the ultrasound center frequency, F is the focal position (depth for the calculation) and D is the effective aperture size. The transmit (t) and receive (r) directions may have different λ and f # . Acoustic absorption reduces the pulse center frequency, resulting in a lower center frequency for the received pulse compared to the transmitted pulse. For a Gaussian pulse envelope the frequency is reduced by the following formula [47] :
where z is the propagation distance, α = (a ln 10)/20 is the average constant of the absorption coefficient. A commonly used value for a is 0.5 dB/(cm MHz). B is the −6 dB bandwidth of the imaging pulse. In the axial direction (see Figure 2 ), the pulse-echo response is dependent of the form of the transmitted pulse, but is often approximated as a Gaussian function.
To calculate the theoretical size of the focus of an ultrasound probe in the lateral or elevation direction the function (3) can be evaluated at −6 dB. However, for the Gaussian function we use the width of the main lobe, equal the first zero in the narrower of the two sinc functions in (3). The resulting value was used as the limit for a 99.7 % confidence level for a 1D Gaussian distribution (total pulse width obtained from (4) corresponds to 6 standard deviations, so the standard deviation (σ) is estimated simply by dividing the width of the main lobe by 6). The ultrasound scanner uses a Gaussian-like apodization on the elements to dampen the side lobes of the transmitted pulse. This apodization will also create a wider main lobe than indicated by the formula (3), which are for a situation without apodization [46, pp. 5.56 -5.58].
The ultrasound probe had a fixed elevation focus of 16 mm (Ultrasonix Medical Corp., Richmond, Canada) and the ultrasound scanner allows the operator to set several variable focus points in the axial direction. Three focus points were used and at least one was set near the fixed elevation focus. The probe size in the lateral direction is 38 mm, but the effective aperture size varies according to depth (dynamic aperture). The aperture sizes for both transmit and receive were calculated with parameters read from the scanner and code obtained from Ultrasonix. According to information obtained from Ultrasonix the fractional Bandwidth of the probe is minimum 70 % of the center frequency at −6 dB, the center frequency being 7.2 MHz, resulting in a bandwidth of 5.04 MHz. The theoretical lateral and elevation resolutions in focus for the used ultrasound probe are illustrated in Figure 3A by evaluating formula (3) at −6 dB, while the calculations of the total width of the main lobe are shown in Figure 3B . The imaging frequency used is 10 MHz, and the speed of sound in tissue is set to 1540 m/s.
The size in the elevation direction (element height) is 4 mm (Ultrasonix Medical Corp., Richmond, Canada). The theoretical resolution in the axial direction equals half the pulse length [46, p. 1.22] 
where T p is the pulse length in time. With a bandwidth of 5.04 MHz the best theoretical axial resolution is 0.153 mm (5) . However, as we wanted to find a value to use for the limit of the 99.7 % confidence level of a 1D Gaussian function, the full pulse length should be used: 0.306 mm.
The resolution values in all three dimensions were used to create the covariance matrix Σ for the 3D Gaussian function (2) and thus define the extent of the truncated kernel. For the small kernel we used an imaging depth of 19 mm to calculate the lateral resolution (= 0.78 mm), and for the large kernel we used a depth of 32 mm (= 0.99 mm). To speed up reconstruction computation time we reduced the total kernel size by calculating the elevation resolutions at somewhat shallower depths. The elevation resolutions were calculated for the depth of 18 mm (= 1.39 mm) for the small kernel and for the depth of 24 mm (= 1.85 mm) for the large kernel.
In the 3D reconstruction, the 3D Gaussian function was oriented according to the 2D ultrasound images, and discrete values of the function were used to match the target 3D voxel grid. For the axial resolution we used a resolution of 0.171 mm instead of 0.306 mm, due to initially calculating the axial resolution for 9 MHz instead of 5 MHz. We truncated the 3D Gaussian kernel at 95 % confidence level and then increased the kernel size to include the same number of voxels on both sides of the input pixel. Since the axial resolution was so high this resulted in a kernel size of only one voxel in the axial direction. However, the current implementation of the reconstruction requires a larger kernel in this direction, so we increased the kernel size in the axial direction to three voxels.
Data collection
All acquisitions were performed as freehand translation sweeps with the three different data streams imported simultaneously. To minimize errors from the position-to-image synchronization, and to make sure that the reconstructions got enough data to fill holes, all sweeps were performed with a slow, smooth motion. One scan thus resulted in input data from three different data sources, all showing images from the same structures. The digital video after scan conversion was the same images as presented on the screen of the ultrasound scanner. These images were processed by the scanner for viewing and all user-controlled functions, such as the gain function on the scanner's control panel were applied by the scanner. The analog data is a video signal output from the ultrasound scanner. The signal was converted from digital to analog by the scanner, and again to a digital signal by the video grabber.
Throughout this paper the images used for the 3D reconstructions are called "input images" while images used directly in the comparisons are called "original images". In the comparisons the same images were never used as both input and original images even if the images may be similar and acquired in approximately the same positions. Both input images and original images came from all three data sources, and while input images were acquired as a stack of several images original images were only acquired as single images.
Tests for comparing reconstruction algorithms and data sources
1. Compare the reconstruction algorithms' ability to correctly recreate removed data (test 1): To compare the quality difference of different reconstructions based on the same input data the method of removing a percentage of input data [31, 32, 35, 48, 49] was used. We scanned a section of the underside of the forearm on two healthy volunteers with two translation scans along the arm of one volunteer and two translation scans across the arm of the other volunteer. The scans along the forearm gave images that only changed slightly from one image to the next, while the images from the scans across the forearm changed more rapidly. Before reconstruction, 0 %, 25 %, 50 %, 75 %, 100 %, 300 %, 500 % and 700 % of the data of one of the input 2D ultrasound images was randomly removed. Random pixels were removed from one slice for the percentages below 100 %, and whole slices were removed for the percentages 100 % to 700 %, e.g.: for 300 % three slices were removed. After reconstruction, all pixel values of this input image were compared with the voxel values from the corresponding positions in the reconstructed volumes and the RMS value of the differences was calculated. The orientation of the reconstructed volume was based on the orientation of the input image from which the data was removed. This procedure was performed on four different positions without holes in each volume, and statistical analyses were used to compare the performance of the reconstruction algorithms.
2.
Compare the reconstructed volumes' ability to display existing structures (test 2): Measurements of the reconstructed volumes' ability to retain the resolution in the 2D images and of the resolution they manage to obtain in the elevation direction were performed. A comparison was performed by human observers on how well tissue was visualized. The human observers were technical researchers with knowledge of ultrasound imaging ranging from medium to expert. The reconstructed volumes from one scan resulted in a set of volumes with various combinations of the three data sources and three reconstruction algorithms. Original 2D ultrasound images from the ultrasound scanner were acquired simultaneously as a selection of 2D anyplane slices from the reconstructed volumes in the same position and orientation ( Figure 4C and D). Statistical comparisons were performed between reconstruc-tion algorithms/original 2D ultrasound images and video sources. All volunteers were presented with the same set of images on the same computer with brightness and contrast levels unchanged.
(a) Visual comparisons of structures placed increasingly closer (test 2a): Measuring the volume resolutions was accomplished by scanning an ultrasound resolution phantom, with six small structures (threads) that are placed with distances of 1 mm, 2 mm, 3 mm, 4 mm and 5 mm (Model 040, CIRS Inc., VA, USA). The threads of the CIRS 040 phantom are 0.1 mm in diameter and made of Nylon Monofilament. The threads were scanned with three translation sweeps both along ( Figure 4A ) and across ( Figure 4B ) the threads to measure resolutions both in the lateral and elevation direction ( Figure 2 ) of the ultrasound input planes. 2D images were obtained by collecting original ultrasound images with position and orientation ( Figure 4C ). This position and orientation were used to create 2D anyplanes through the reconstructed 3D volumes ( Figure 4D ). These images were presented in random order and evaluated by eight volunteers that were given two questions to answer for each image: "Count how many separate bright structures you can see and rate how easy it is to identify those you can see (1-5, where 1 is easy and 5 hard)".
(b) Comparisons based on image measurements of spatial resolution (test 2b): The images in test 2a of the CIRS 040 phantom also contained a separate thread, which was used for measurements of resolution: Both the original and a resampled (downsampled) version of the original image were used, and resolution were measured in positions corresponding with the anyplanes through the 3D volumes. Axial and lateral spatial resolutions were measured directly from the 2D ultrasound images by plotting gray level profiles through the center of the scanned wires [50] . The maximum pixel value was used as the center value for each thread. Parabolic curves were matched to these plots and evaluated at −6 dB and −20 dB. Only the values above −6 dB were used for matching the parabolic curves both in the original 2D images and in 2D anyplanes obtained from the 3D volumes. Measurements in the elevation direction were possible to perform on anyplanes through the 3D volumes scanned across the threads ( Figure 4B ). Each measurement was performed on the same wire at a depth of approximately 27 mm in three different scans.
(c) Visual comparisons of small, barely visible structures (test 2c):
The CIRS 044 (Model 044, CIRS Inc., VA, USA), an ultrasound phantom with small cylinders of varying size, was used to compare the visibility of small structures after a reconstruction. Three ultrasound translation sweeps were performed on the smallest cylinders on the CIRS 044 phantom, both lengthwise and crosswise. These small cylinders have measurements of 1.5 mm (diameter) and 2.4 mm (length) specified in the fabrication sheet. Original single 2D images were acquired showing as many cylinders as possible, all cylinders appearing as circles in the ultrasound image. Anyplane images ( Figure 4D ) through the 3D volumes were created from the same position and orientation as the collected original images ( Figure 4C ). Eight people were presented 2D images, in random order, showing small objects and presented with two questions for each image: "Count how many separate dark structures you can see, and rate how easy it is to identify those you can see (1-5, where 1 is easy and 5 hard)." When presented with several images of varying quality, the test person may "learn" where the structures should be, and this may enable them to identify more structures in a poor image that they would do otherwise. To allow for this the test subjects were also asked to rate (1-5) how easy it was to identify the structures they could identify, and they were also shown an illustration of the corresponding section of phantom beforehand. The 2D images were either an original 2D ultrasound image showing the structures or a 2D anyplane obtained from a 3D volume. The anyplanes from the 3D volumes were either approximately orthogonal or parallel to the 2D images from which the 3D volume was created.
(d) Visual comparisons of tissue data orthogonal to the scanning direction (test 2d): A section of the underside of the forearm of two healthy volunteers was scanned with freehand translation sweeps. One person was scanned with two sweeps along the arm while the other was scanned with two sweeps across the arm. Original single 2D images were acquired approximately orthogonal to the 3D acquisition sweeps for comparison ( Figure 4C ) and corresponding anyplane images through the 3D volumes were collected (Figure 4D) . A group of eight people were presented with different 2D images in random order, showing tissue data from the same location. They were presented with sets of 3 or 4 images and asked the following question: "Sort the images according to quality and give each image a quality score (1) (2) (3) (4) (5) , where 1 is best and 5 is worst." The images were original 2D ultrasound images of the tissue or anyplanes obtained from reconstructed 3D volumes approximately orthogonal to the input 2D images. The sets of 3 images showed the 3 different input sources, being all original 2D images or all anyplane images from a specific reconstruction algorithm. The sets of 4 images showed an original 2D ultrasound image and anyplane images from different reconstruction algorithms, all images being from the same input source.
3. Compare the correctness of the reconstructed volume's geometry (test 3): A geometry comparison is a measurement on how well a reconstruction manages to recreate a known phantom geometry. Statistical comparisons based on both data sources and reconstruction algorithms were performed.
The CIRS 044 have a set of cylinders with specified measurements of 3 mm (diameter) × 6 mm (length). Three ultrasound translation sweeps were performed on these structures in both the lengthwise and crosswise direction. Original single 2D ultrasound images with 3D positions and orientations were acquired for each data set both along and across the cylinder. Both height and width of the structure in the image was measured, resulting in measurements of cylinder length in the lateral direction and diameter height in the axial direction for the images along the cylinder, and measurements of diameter width in the lateral direction and diameter height in the axial direction. Three measurements were performed in the original image and three in an image processed with a levels function of an image processing application. The levels function was used to spread out the pixel intensities so that they fill the whole 8 bit range. The reason for this was to try to emulate the processing in the image reconstructions where a similar function was used for the whole volume.
2D anyplane images were created through the reconstructed 3D volumes at positions and orientations matching that of the original 2D images. The same structure measurements were done on these anyplane images and the differences were compared and tested for variations in reconstruction algorithm and data source quality. The anyplane images covered measurements in the elevation direction in addition to measurements in the lateral and axial direction. The elevation measurements were received from cylinder length in the scans along the cylinder and from the cylinder width measurements in the scans across.
The same person performed all analyses, repeating each measurement three times. The cylinder measurements performed on the original ultrasound images were used as the gold standard for the comparisons.
Statistical comparisons
All data were compared using statistical methods using the SPSS Statistics software (SPSS 16 for Mac, SPSS Inc., IL, USA). All statistical tests were performed with a 5 % confidence level (α = 5 %). To check if all groups came from the same distribution, an overall test was applied. In case of rejection, each group was tested against the others. Each group was tested for normal distribution using the Shapiro-Wilk (SW) test to check for the possibility to use parametric statistics. For unrelated samples, if normality was accepted for all groups the Analysis of Variance (ANOVA) test was used for the overall statistics and the Bonferroni multiple-comparisons procedure was used for the pairwise comparisons. If normality was rejected the non-parametric Kruskal-Walis (KW) test was used for the overall statistics and the Mann-Whitney-Wilcoxon (MWW) test was used for the pairwise comparisons. For test 1 with related samples the Friedman test was used for the overall statistic and the Wilcoxon Signed Rank (WSR) test was used for the pairwise comparisons. All statements in the text regarding differences (e.g.: performed better/poorer than, better/worse result, harder to identify, more accurate detection) are based on statistically significant results, even if this not mentioned explicitly every time.
Results
Compare the reconstruction algorithms abilities to correctly recreate removed data (test 1)
The differences between the slice with the removed data and the data values from the anyplanes in the same positions in the reconstructed volumes were plotted as curves with RMS results for each removed percentage. See Figure 5 as one example showing the RMS values from the different reconstructed volumes using the digital video as input in the scans across the forearm. All RMS values for the different removed percentages were combined for the statistical comparisons (Table 1) . Table 1 shows results from the scans taken either across or along the forearm. Statistically significant differences were found between the following reconstruction algorithms: In the scans across the forearm, representing data with high degree of variation, the large kernel performed poorer than the other two reconstruction algorithms for the digital data, and for the unprocessed video the small kernel performed better than the large. Also when combining the data from all three video sources the small kernel performed better than the large. In the scans along the forearm, representing data with little variation, the PNN reconstruction gave a better result than the others for the analog and digital video while it gave a worse result for the unprocessed data. For the unprocessed data in the scan along the forearm the large kernel reconstruction performed better than the small kernel that performed better than the PNN reconstruction. The differences between the scan across and along the forearm were visible as higher mean values in the scans across the arm (Table 1) . When comparing values in Table 1 
Visual comparisons of structures placed increasingly closer (test 2a)
The data from the comparisons can be illustrated as graphs showing the number of threads and the difficulty to identify the threads ( Figure 6 , Table 2). The compared images came from scans both along ( Figure 4A ) and across ( Figure 4B ) the threads (See also Figure 7A and B for examples of the images), the scans along the threads representing a comparison in the lateral direction of the ultrasound images and the scans across the threads representing a comparison in the elevation direction as related to the ultrasound image ( Figure 2) . The results showed no statistically significant differences between the reconstruction algorithms, each with a median of 5 identified structures ( Table 2 ). The identification of only 5 structures means that the structures with the distance of 1 mm could not be separated. Comparing the results from the anyplanes through the reconstructed volumes with the original 2D ultrasound images, the original images gave statistically significantly better results with a median of 6 identified structures ( Table 2 ), meaning that the structures with the smallest distance of 1 mm could be separated in the majority of the observations. The comparison of the data sources showed that for all tests except the structure count from the scan along the threads, the unprocessed data produced volumes where fewer structures could be identified and they were harder to identify.
Comparisons based on image measurements of spatial resolution (test 2b)
Parabolic curves were matched to plots through the centers of the scanned wires ( Figure 7 ) and these curves were evaluated at 6 dB and 20 dB levels below the maximum value. The 6 dB values are presented in Table 3 . There were no statistically significant differences between the thread measurements from the different reconstruction algorithms, but they performed better than the original images in some of the tests: In the lateral direction all reconstruction algorithms gave better results than both the original images and the resampled version of these images for both 6 dB and 20 dB. For 6 dB, the measurements in the lateral direction based on the anyplanes through the reconstructed volumes had a mean thread width of 1.17 mm while the original images had a mean width of 1.32 mm. In the axial direction for the 6 dB evaluations, only the small kernel was better than the original images with a mean thread height of 0.67 mm compared to the mean height of the original images of 0.80 mm. Both the small and the large kernel performed better than the resampled original images. When fewer groups were compared compared without regard to the other groups more differences were detected also for the axial resolution: For 6 dB the PNN algorithm performed better than both the resampled and original images, and also the large kernel performed better than the original images. For 20 dB both the PNN and small kernel reconstruction performed better than the original images. For the 20 dB evaluations in the axial direction, all reconstruction algorithms gave better results than the resampled original images while none showed statistically significant difference from the original images. The results from the data sources showed that the unprocessed ultrasound performed poorer than both analog and digital video in both axial and lateral direction for 6 dB and 20 dB with a measured mean axial thread height for 6 dB of 0.79 mm and a measured mean lateral thread width of 1.49 mm compared to a measured axial thread height of 0.69 mm and measured lateral width of 1.21 mm for the processed video sources. The only difference in the elevation direction was that analog video performed better than unprocessed video for 20 dB. 
Visual comparisons of small, barely visible structures (test 2c)
Examples of the images presented to the eight volunteers are shown in Figure 8 . The original images allowed more accurate structure detection than the anyplanes through the reconstructed volumes both for the number of structures identified ( Figure 9 , Table 4 ) and the difficulty to identify the structures, by deviating from the true number of structures (eleven) by a median of 0. The deviation for the large kernel had a median of 2.5 structures, which was statistically significantly better than the PNN reconstruction with a median deviation of 4 structures from the true number. The small kernel could not be separated from the other reconstructions with a median deviation of 3 structures. For the scans along the cylinders the anyplanes from the PNN reconstruction did not allow the volunteers to identify the same number of structures as the other reconstructions with a median deviation of 3 structures compared to the others with medians of 1 structure deviation. The structures in anyplanes from the PNN reconstructions were more difficult to identify than the small kernel. In the scans across the cylinders there were no statistically significant differences between the reconstruction algorithms with a combined median deviation of 6 structures. The results from comparing only two groups with each other also showed that the structures in the volumes from the PNN reconstruction were statically more difficult to identify than both the other reconstruction algorithms for the scan direction along the cylinders and for both directions combined. The image sources could not be statistically significantly separated for the scan along the cylinders with a combined median deviation from the true number of 1 structure. In the scan across the cylinders, the unprocessed data performed poorer than the other image sources with a median deviation of 7 structures compared to a median of 6 for the digital video and 5 for the analog video. The digital and analog video could, however, not be separated through statistical significance. When combining both scan directions, the analog video with a median deviation of 3 performed statistically significantly better than the unprocessed data with a median deviation of 4.
The digital video with a median deviation of 3 could not be separated from the other algorithms. Figure 10 contains examples of the images used in the comparisons showing both original ultrasound images and anyplanes through reconstructed volumes, all originating from the same position. The differences between the reconstruction algorithms were not statistically significant, but all performed worse than the original images both with respect to ordering and quality.
Visual comparisons of tissue data (test 2d)
The data sources could not be separated in the scans along the forearm, and the quality score could also not be separated in the scans across the forearm. The results from the ordering in the scans across the forearm showed that the digital video was preferred, followed by the unprocessed data, and the analog video was evaluated as the worst quality. When combining the answers from both scan directions the ordering gives the same result as for scans across the forearm, but now also the quality score shows the analog video to perform poorer than the other sources.
Compare the correctness of the reconstructed volumes geometry (test 3)
None of the reconstruction algorithms could be separated from the original ultrasound images (used as gold standard) while also being different from the other reconstruction algorithms (Table 5 ). For the scans across the cylinder the analog and digital video differs from the original images in the length measurements, by a difference in measured mean value of 0.33 mm for the analog video and 0.16 mm for the digital video ( Table 6 ). The unprocessed data differs from the original images in the width measurements, by a difference in measured mean width of 0.28 mm (Table 6 ). Table 6 : Comparisons of input ultrasound sources based on the measured length (= 6.66 mm), width (= 3.06 mm) and height (= 3.07 mm) of a small cylinder. The absolute of the differences in mm are shown for the results that are statistically significantly different from the original images ("gold standard"). No results where statistically significant when combining both scan directions. NS means not statistically significant. 
US Scan direction Elevation (length) Lateral (width) Axial (height)
Discussion
In image-guided surgery it is important to have reliable images available from all directions, and the quality of the reconstructed 3D ultrasound data to be used for guidance and therapy is important. In this paper we have studied if the choice of 3D reconstruction algorithm and input data source may affect image quality and resolution in a 3D volume as evaluated by various methods. A quick summary of the results is presented in Table 7 .
Comparing the performance of the reconstruction algorithms
Our study showed that the performance of the 3D ultrasound reconstruction algorithms varied from test to test. The small kernel reconstruction algorithm performed slightly better overall than the two other tested algorithm implementations, but a conclusion depends on how the tests are being weighted due to importance. If all tests are to be equally weighted, the choice of reconstruction algorithm doesnt matter, and a good choice may be the fastest algorithm, PNN. All quality measures may, however, not be equally important, and the preferred algorithm may be selected based on intended application. The method of removing input data and measuring the reconstruction algorithms success at recreating removed data is the "classical" comparison test of reconstruction algorithms [35] . For the scan along the forearm, the PNN algorithm surprisingly has the best performance for the analog and digital video. However, this scan direction creates images that change only slightly from one image to the next. For the unprocessed data, however, the PNN reconstruction has the worst performance, probably because of the increased level of information in these images. The scans across the forearm were more interesting, since they gave more variation from one image to the next, and the ability to perform well under such situations is more important in a practical situation, so these results were given more weight in Table 7 and our conclusions. For the scans across the forearm the reconstruction with the largest ellipsoid kernel around input pixels performed worse than the smallest kernel for the digital video and the unprocessed data. The reconstruction with the largest kernel performed also worse than the PNN reconstruction for the digital video. The reason for the poorer performance of the large kernel may be that we used a lateral resolution for the reconstruction based on a depth of 32 mm when the image depth was 40 mm, and thus blurring the data too much in a large part of the reconstructed volume.
In addition to test 1, only test 2c and test 3 showed any statistical differences in reconstruction algorithms. All the comparisons of counted small structures in test 2c showed that the PNN reconstruction performed poorer than the small kernel in two cases and also poorer than the large kernel in two cases (Table 4) . When only comparing two groups at a time in test 3, the PNN algorithm performed better than the small kernel in one comparison and better than the large kernel in three. However, the differences in measured mean values were very small: less than the size of the volume cells (< 0.2 mm), so even if the differences were statistically significant they may not result in much practical difference.
In image-guided surgery, it is most important to identify very small structures in the correct location, so the small or large kernel may be a better choice than the current implementation of the PNN algorithm. However, it should be noted that the small structures in test 2c were so small that a minor position change made the structures disappear. In the test we used the position of a single ultrasound image showing all the structures. The nature of the PNN reconstruction algorithm implementation just replacing existing data in the 3D volume with the latest data might have changed the position of the small structures just enough that they could not be identified. This does not mean that they could not have been identified in a neighboring position, just that the PNN reconstruction algorithm introduced a small position bias. It is possible to remove this bias by changing the bin-filling [24] of the PNN implementation to an averaging [30, 34] or by keeping the maximum value [30] instead of using only the most recent value.
Comparing reconstructions with directly acquired original ultrasound images
All tests, except test 1, may be used to test for differences between original, directly acquired 2D ultrasound images and anyplanes through the reconstructed volumes. Most tests showed the original ultrasound images to perform better than the anyplanes, but test 2b showed the opposite. An interesting result from test 2b was that the means acquired for resolution measurements on anyplanes from the reconstructions showed better resolutions than those measured on the original images ( Table 3 ). The downsampling of the original ultrasound images seemed to lead to slightly better results, but this difference was not enough to explain why the anyplanes in the lateral direction from the reconstructions performed better than original ultrasound images for this test. Also, in the axial direction for the 6 dB reduction, the small kernel obtained better results than both sets of original data, and when fewer groups were compared also the other algorithms performed better than both sets of original data. However, the explanation to the differences may be that the reconstruction algorithms processed the input data to make full use of the 8-bit range, while the original images were unprocessed. This processing increased the distance between the pixel values and the 6 dB and 20 dB measurements were not at the same level for the anyplanes and the original images.
Another interesting observation was obtained when comparing results for 6 dB reductions in Table 3 with the theoretical results shown in Figure 3 . The differences between measured and theoretical resolutions were quite large: The measured axial resolution was about 4.7 times larger than the theoretical, the measured lateral resolution about 2.7 times larger and the measured elevation resolution about 2.1 times larger. For the axial direction, the assumption about a very short transmitted pulse for the theoretical calculation was clearly too optimistic, and the transmitted pulse was probably several wavelengths long. The thickness of the thread may also lead to a slightly increased measurement, even if the thread diameter was only 0.1 mm. When imaging the thread we made sure that a focus point was at the approximate depth of the thread so that the lateral resolution should be comparable to the theoretical values. However, the formula for the lateral resolution (3) did not take into account apodization, and this may explain some of the difference. The available data of the ultrasound probe may also provide additional information: The probe center frequency is 7.2 MHz, and even if the imaging frequency was set to 10 MHz, the real center frequency of the submitted pulse may be closer to 7.2 MHz. In addition the absorption in the imaged area of the ultrasound phantom was 0.7 dB/(cm MHz). Using f t = 7.2 MHz in (3) and a = 0.7 dB/(cm MHz) in (4) resulted in the measured lateral resolution being only 1.8 times larger than the theoretical resolution, and measured elevation resolution being only 1.4 times larger than the theoretical. The elevation focus is fixed at depth 16 mm, and compared to the wire depth of 27 mm the difference for the elevation direction was quite understandable. To explore the differences between the theory and practical results further it may be necessary to perform hydrophone measurements of the transmitted pulse, especially to determine the differences in axial resolution.
Test 2c showed that directly acquired ultrasound images performed better than the reconstruction algorithms for the purpose of identifying small structures in phantoms. Test 2d showed that the human observers prefered directly acquired ultrasound images to anyplanes through reconstructions, also for tissue data. Test 3 measuring all axes of a cylinder showed that in most cases the distances measured on anyplanes was not different from directly acquired ultrasound images. Still, Tables 5 and 6 showed that images related to the lateral and elevation reconstruction directions gave significant differences from the original ultrasound data for larger distances (lengths measurements) but not for smaller measurements (width measurements), except for the unprocessed data. Another interesting result was that all the length measurements in anyplanes in the lateral direction (scans across cylinder) were larger than the measurements in the original images while the length measurements in the elevation direction (scans along cylinder) were smaller. The reason for this difference may be inaccuracies in the probe calibration, as this comparison test is dependant of accurate orientation. The original images for the length measurements were obtained orthogonal to the input images in the scan along the cylinder, and a small difference in orientation may have resulted in a relatively large difference in length measurement.
Difference between data sources
Both processed video sources performed generally better than the unprocessed data. The digital video was the data source with the best results throughout all the tests. However, it could not be separated from the analog video in tests 2a, 2b, 2c and 3. On the other hand, it performed better than the analog video in the tissue comparison test 2d. The analog video showed good results in several tests and was often better than the unprocessed data, but not statistically significantly better than the digital video in any of the comparisons. However, in the volunteers evaluation of the tissue data, the analog video performed poorer than both the digital and unprocessed video.
When observing the input video sources, it was obvious that the unprocessed data had more information with the higher resolution, while the processed video sources represented a resampling of the sampled data, which could lead to a loss of information. So far not much work is published comparing the quality of the unprocessed with processed data. Use of the unprocessed data could probably lead to better results in comparisons; however, our results indicate the opposite conclusion. The reason for this may be that the reconstruction algorithms do not process the data as thoroughly as the ultrasound scanner does. This result may be seen as a proof that the image processing done in the ultrasound scanner does improve the image quality as seen from the user perspective even if the resolution may be somewhat reduced. Another important aspect of this is that if unprocessed data are used directly there may be a reduction of quality and the images may be harder to interpret even if the data contain more information. To prevent this, a processing similar to that of the ultrasound scanner could be performed. It should however be noted that all comparisons are based on data from a single scanner using one ultrasound probe, and the quality of the unprocessed and processed data may wary between different probes and scanners, and the results of our study can hence not be generalized.
Comparing input sources and reconstruction algorithms
Several studies try to compare the performance and quality of the reconstruction algorithms [24, 31, 32, 35, 36, 48, 49] . The most commonly used comparison method is the method of removing a percentage of the input data and then determining the algorithms ability to recreate this data. An RMS error value or an equivalent value is usually used to disclose the quality difference. A specific slice is selected, usually in the middle of the ultrasound volume, and a set of different percentages are selected for removal of data [35] . Coupé et al. [48] uses a variation over this and removes input slices (1, 2, 3, 4, 5 and 6) over the whole input data set and calculates a mean and standard deviation for the MSE (Mean Squared Error) values of the different slices. The advantage of this method is that it is an objective method that may be done automatically and is usable with most kinds of ultrasound data.
Drawbacks of this method are that it only compares one aspect of reconstruction quality and the results are dependant of the imaged tissue. In addition, this comparison method is not suitable to compare different ultrasound data sources as we have done in this paper. We have still used this existing method, but in addition we have devised several additional tests for the purpose of comparing both reconstruction algorithms and data sources for the reconstructions.
It is important to note that in our use of the test we performed the statistical comparisons over the full range of removed data (0 %, 25 %, 50 %, 75 %, 100 %, 300 %, 500 % and 700 %) without regard to the data having more samples in the range from 0 % to 100 %, leading to a higher weight given to this range. Also, a situation may arise where the RMS values of one reconstruction algorithm are better for one range of percentages but worse for another range when compared to another reconstruction algorithm. In this situation, the statistical tests of the whole range may be indecisive, while a test of a smaller range might give a result. The described situation happened for the combination of all data sources in the scan along the forearm, and as may be seen in Table 1 this test could not differentiate between the data sources. We decided not to perform any additional tests of specific smaller ranges as we wanted to focus on the overall score.
Several of the tests we have used in this paper deal with the practical resolution of the ultrasound images and volumes, especially tests 2a, 2b, 2c and 3. However, test 2c was also highly dependent on accurate positions of the small structures or the ultrasound probe positions related to the structures. Some of the differences between the reconstruction algorithms and original 2D ultrasound images may be due to small errors in the probe calibration having a total mean error of 1.05 mm. The structures being only 1.5 mm in diameter and 2.4 mm long may easily be missed with this calibration accuracy since the comparisons were based on a position and orientation with the structures visible in the original images. A small error in either position or orientation may lead to several missing structures. One of the important features of ultrasound is how good the image quality appear to a human and how easy it is to interpret the image. Test 2d try to test these aspects, but the test is very unspecific. To detect more important differences a set of specific tests could be created asking volunteers (preferably clinical ultrasound users) to evaluate sets of images from different clinical cases.
We have tried to create tests that may represent different uses of the ultrasound volumes, but the range of tests is not exhaustive. Our comparison tests also have a varying degree of manual interaction and may not be practical in all situations. Several other tests could be devised in addition to the tests we have performed in this paper. One idea is to perform an automatic segmentation of a known structure and compare volume sizes [33] . However, our initial experiments showed that the segmentation algorithms that we had access to created quite different segmented volumes from the same reconstructed ultrasound volume with only small changes in parameters, and it was difficult to get comparable segmentations from volumes originating from different input sources. Another possible test is the comparison of measurements of relatively large distances. An automated method like the one described in Lindseth et al. [51] might be possible, and this test may detect more and larger differences than the test we have performed in this paper, which only compares measurements of small distances.
The general problem with comparison tests for reconstructed ultrasound volumes is that there are several error sources that may affect the results, and these error sources may be larger than the factors we want to compare. Our method of comparing several aspects of the reconstructed volumes is a way to limit the error sources when looking at all tests combined. Still the error sources should be minimized before the comparisons. We have also applied statistical comparisons of all the data collected in the tests since this gives a better way of knowing if one value really is better than another or if it only is natural variation.
Relevance and further work
3D probes may be used for acquisition of 3D data instead of 2D probes. 3D probes will allow both easy acquisition of near real-time 3D data and the possibilities of 3D data with time as a fourth dimension. However, in IGS, tracked 2D probes have a few advantages over 3D probes: The data stream from the ultrasound probe is limited, so still it is possible to get a higher resolution volume from a 2D probe. In IGS, positioned intraoperative data is easier to correlate to preoperative data, so a tracking sensor is usually needed. 3D probes are shown to interfere more with electromagnetic tracking systems that 2D probes [52] . The volume covered by a 3D probe is much smaller than is practical in most IGS applications, and to overcome this limitation, an application must be created that combines data from the 3D probe. The data from the 3D probe are not easily available to third party ISG applications, needed to integrate the data with preoperative data, or for combining the data into larger volumes.
Most new ultrasound scanners support the DICOM standard so that it should be possible to get access to digital data for 3D reconstructions. Even if only a stack of 2D images is stored, a 3D reconstruction is still possible with this data if the 2D images are tagged with accurate global time-tags. The positions may then be recorded at the same time with their own time-tags, and a time calibration [44, 53] may be performed to match the positions with the images. Most applications for 3D ultrasound reconstructions require a near real-time implementation, and currently the video grabber approach is the fastest solution in most cases for freehand 3D reconstructions, as DI-COM dont support real-time images yet. However, DICOM working group 24 focuses on developing DICOM standards and services for Image Guided Surgery. [54] This work may result in real-time protocols that open up for easily accessible real-time digital ultrasound images suitable for 3D reconstructions. Another option is the method we have used in this paper by using an ultrasound scanner that allows real-time access to digital data.
All comparisons of data in this paper are performed with data from a single scanner using one ultrasound probe. To get more general results it would be interesting to collect data from more scanners and probes. Only a few ultrasound scanners supply unprocessed data (e.g. RF) to third parties without special collaboration agreements. However, a study using data from various scanners and probes could make it easier to arrive to general conclusions regarding choice of input data. Examples of scanner producers with scanners that may supply unprocessed data are: Winprobe (North Palm Beach, FL, US), VeraSonics (Redmond, WA, US), and Terason (Burlington, MA, US), in addition to the Sonix RP scanner from Ultrasonix used in our study.
Conclusion
The present study shows that the choice of data source may be more important than the choice of reconstruction algorithm in order to achieve high quality image volumes from tracked freehand 2D ultrasound data. Furthermore, scan converted digital and analog data gave better results than unprocessed ultrasound data in our comparison tests performed with one scanner. Overall, digital video performs slightly better than analog video, but in most cases the two video sources were difficult to separate by the comparison methods, indicating that the quality loss of using flexible video-grabbing solutions over scanners with a digital interface may not be significant. It must be taken into account that the conclusions on data source quality were based on comparisons performed on data from a single scanner using one ultrasound probe, and that quality and processing may differ between probes and scanners. More work including comparison tests on several scanners and probes should therefore be performed in order to obtain more general conclusions. By giving all the comparisons the same weight, no reconstruction algorithm of those tested performs significantly better than the others in terms of image quality indicating that the fastest reconstruction method should be chosen, e.g. PNN. However, in general, the reconstruction algorithm must be selected according to the application and the intended usage of the 3D volume.
and we like to thank the rest of the people at SINTEF Technology and Society, Medical Technology for volunteering for some of the comparison tests.
