To improve the abilities of image encryption systems to resist plaintext attacks and differential attacks, a novel plaintext-related image encryption scheme based on Josephus traversing and pixel permutation is proposed. In this scheme, the step sizes of the Josephus traversing are associated with the pixel values, and the Josephus traversing method is improved, increasing the dependence of the cipher image on the plaintext image, further enhancing the plaintext sensitivity of the algorithm, and reducing the number of iterations of the index sequence generated by the chaotic system. By segmenting the image and combining a chaotic system, bit XOR and crossover operations between the modules are performed to achieve the effects of confusion and diffusion, and the randomness of the cipher image is improved. Finally, the confusing and spreading characteristics of the algorithm are further enhanced by cipher feedback. The experimental results and security analysis show that the proposed algorithm is sensitive to keys and can effectively resist attacks such as statistical attacks, selective-plaintext attacks and exhaustive attacks. The algorithm has high potential for real-time and secure image applications.
I. INTRODUCTION
With the improvement in information technology and the rapid development of the Internet, human beings are entering the era of big data and artificial intelligence. Image information is widely used in various fields because of its intuitiveness, vividness, and abundance. Image information fills every corner of human activities, such as multimedia technology, digital offices, and mobile payments. The application of image information has changed people's lifestyles and living habits. With the wide application of image information, the security and confidentiality of image transmissions have attracted close attention. Some traditional text encryption algorithms, such as DES and AES [1] , cannot successfully encrypt image information. First, the encryption efficiency is low, and second, the encryption security is not high. For example, Silva et al. noticed that when the DES algorithm was used to encrypt images with large areas of the same gray The associate editor coordinating the review of this manuscript and approving it for publication was Yudong Zhang . level, some areas with low encryption quality appeared in the cipher images [2] . Therefore, it is urgent to explore a reliable and secure image encryption algorithm.
In image encryption algorithms, the permutation of pixels [3] - [5] and the diffusion of pixel values [6] - [8] are the basic encryption structures widely used in current image encryption algorithms. Common pixel scrambling methods include scanning mode scrambling based on graphics [9] - [11] and pixel rearrangement based on pseudorandom sequences [12] , [13] . These scrambling methods encrypt an image by changing the positions of the pixels in the image. Common pixel permutation methods include the Hill matrix-based encryption method [14] , [15] and the chaotic system-based cipher stream encryption method [16] , [17] . These permutation methods achieve encryption by changing pixels. Among these encryption schemes, chaotic cryptography has attracted much attention [18] , [19] . As a complex nonlinear dynamic system, a chaotic system is characterized by sensitive initial parameters, an unpredictable orbit and strong state ergodicity and is usually used as a pseudorandom number generator [20] . Applying a chaotic system to the scrambling and permutation of image encryption can improve the security of cryptosystems and account for the shortcomings of traditional encryption algorithms [21] , [22] . Diab proposed an encryption algorithm using chaotic systems for permutation and diffusion [23] . First, the algorithm uses a Chebyshev map to diffuse and confuse common image pixels; then, it uses a modified logistic map to arrange and diffuse pixels. This encryption algorithm has good pseudorandomness and strong resistance to violent attacks. Hua et al. proposed an image encryption algorithm based on the cosine chaotic system [24] . These researchers used a random order scrambling process to separate adjacent pixels and a permutation process to calculate the pixels. This encryption algorithm has good information entropy. While new chaotic image encryption algorithms are constantly proposed, cryptographic analysis of the chaotic image encryption algorithms is also continually carried out. Many image encryption algorithms based on chaos have been cracked due to their inability to resist selected-plaintext attacks and known-plaintext attacks [25] - [27] . Scholars analyzed the disadvantages of low-dimensional chaotic encryption technology, such as low sensitivity to keys, the existence of periodic windows, the lack of defense against chosen-plaintext attack [28] , [29] , and the computational complexity of attacks being lower than that of brute attacks [30] .
Some studies combine other encryption techniques to improve the security of chaotic image encryption [31] , [32] . In 2014, Yang et al. proposed an image encryption algorithm based on a chaotic Josephus matrix [33] , which extends the traditional Josephus ergodic matrix form and improves the randomness of the matrix by mixing chaotic maps. In 2018, we combined a chaotic system with the Feistel network and DNA coding technology based on the encryption structure of ''chaos permutation----DNA coding----Feistel transformation----DNA decoding'' and realized permutation and diffusion of image pixels that can effectively resist chosen-plaintext attack of [34] . This encryption method has high sensitivity to the encryption key and a plain image. In 2019, Luo et al. proposed an encryption algorithm that combines an elliptic curve and a chaotic system [35] that can not only improve the security of a cryptosystem but also solve the key management problem. Hua et al. proposed an image encryption algorithm based on the Josephus problem and filter diffusion [36] that can encrypt different kinds of images into uniform cipher images. Security analysis shows that this algorithm has very sensitive keys and can resist various key security attacks.
To improve the coupling of permutation and the diffusion structure and improve the efficiency of encryption, image encryption algorithms based on pixel bit position conversion are widely studied. The replacement of the pixel bit can not only change the position of the bit but also diffuse the pixel value. In [37] , image pixels are decomposed into bits, and all the bits are replaced by logistic driven cat mapping. In [38] , the chaotic permutation sequence generated by the logistic map is used to permutate the row and column of image bits. Reference [39] uses Chebyshev and Arnold mapping to achieve the permutation of bits. In [40] , bit diffusion is added to the encryption method to improve the distribution of single bits 0 and 1 and enhance the performance of the encryption algorithm. Although these methods couple pixel replacement and confusion processes by bit replacement, the initial key is not related to the image to be encrypted, so different images to be encrypted start with the same encryption process. The attacker can still select a special image as a bit tracking template to track the replacement process in order to crack the bit position replacement process. As a result, the methods still cannot effectively resist chosen-plaintext attack.
Based on the analysis above, this paper presents a plaintextrelated image encryption method based on chaotic mapping and bit permutation. The contributions of the proposed method scheme are described as follows. First, the image is scrambled by using improved Josephus traversing rather than traditional Josephus traversing [33] , [36] . This method associates the pixel value with the step length of the Josephus traversing, resulting in more displacements and enough variables, so the encryption system's ability to resist chosenplaintext attack is enhanced. Furthermore, the hash value of the image to be encrypted is used as the initial parameter of the chaotic system to drive the Chen chaotic system to perform bit exclusive or cross operations on the block image. To overcome the risks caused by the independence of the image encryption algorithm and the plaintext, the simple bit position changing algorithm cannot change the statistical distribution of the bits, and it is easy to track the bits, which leads to cracking. Last, the confusion and diffusion characteristics of the algorithm are further enhanced by cipher feedback,
The rest of this paper is organized as follows: Section II introduces the scrambling method of Josephus traversing and the basic theories of a chaotic system; Section III introduces the concrete operation steps of the encryption algorithm presented in this paper; Section IV analyses the security of the encryption algorithm presented in this paper; and the paper is concluded in Section V.
II. FUNDAMENTAL THEORIES A. JOSEPHUS TRAVERSING
It is said that Josephus, a famous Jewish historian, had the following experience: 39 Jews hid in a cave with Josephus and his friend after the Roman occupation of Chetopat. These 39 Jews decided to die rather than be caught by their enemies, so they decided to commit suicide. Forty-one people lined up in a circle, starting with the first person, and the third person had to commit suicide. This was repeated until everyone had committed suicide. Josephus and his friend, however, did not want to comply. The question was as follows: given the total number of people and the step size, where should they stand to avoid execution in the first place? Josephus asked his friend to pretend to obey first. He arranged his friend and himself in positions 16 and 31 and escaped the death game [41] .
Josephus traversing can be quantified as a Josephus function S = F(S, k), in which the sequence S represents the permutation set of elements {s 1 , s 2 , s 3 . . . , s n } and k denotes the step size. For example, for the sequence S = {1, 2, 3, 4, 5, 6, 7} and k = 3, the solution of the function is {3, 6, 2, 7, 5, 1, 4}, which represents successive selections of elements 3, 6, 2, 7, 5, 1 and 4 in the sequence. Josephus traversing is a classical computational problem, also known as a Josephus ring. Later, generations expanded upon Josephus traversing, increased the starting point and the direction of the cycle, and greatly enriched the connotation of Josephus traversing.
B. CHAOTIC SYSTEMS
Chaotic systems are usually used as pseudorandom number generators because of their sensitive initial values and strong orbital ergodicity. Compared with low-dimensional chaotic systems, high-dimensional chaotic systems have more initial values and system parameters, more complex orbits, and more secure systems. The chaotic systems used in this paper include the piecewise linear chaotic map (PWLCM) and the hyperchaotic Chen system. The PWLCM system has a uniform invariance distribution and good ergodicity, confusion, and certainty [42] . Therefore, this system can provide good random sequences and is suitable for cryptosystems. The PWLCM system is used to generate the pseudorandom index sequence used in the scrambling process, and the hyperchaotic Chen system is used to realize the permutation of image pixels. The PWLCM is described in formula (1):
where p is the parameter of the PWLCM, whose value range is (0, 0.5). u is a chaotic sequence generated by the PWLCM, and the value range of elements in the sequence u is [0, 1). The hyperchaotic Chen system is an improved chaotic system based on the Chen chaotic system. Compared with the Chen chaotic system, the hyperchaotic Chen system is more complex. The behaviors of this system are uncertain, unrepeatable, and unpredictable. Therefore, the chaotic sequences generated by the hyperchaotic Chen system are more pseudorandom [43] . The hyperchaotic Chen system is described in formula (2):
where a, b, c, d and k are parameters of the hyperchaotic Chen system. When a = 36, b = 3, c = 28, d = 16, and −0.7 < k < 0.7, the hyperchaotic Chen system is in a hyperchaotic state. When x(1) = 0.3125, y(1) = 0.3828125, z(1) = 0.4765625, w(1) = 0.45703125, and k = 0.2, the Runge-Kutta method is used to iterate the hyperchaotic Chen system, and the phase diagrams of the hyperchaotic Chen system are shown in Figure 1 . 
III. ENCRYPTION SCHEME A. KEY GENERATION
The SHA-3(384) function is a kind of secure hash function that can convert plaintext of arbitrary length into a binary sequence of 384-bit length [44] . The SHA-3(384) function is irreversible, so it is impossible to infer any plaintext information from the key. In this paper, the SHA-3(384) function is used to generate the key needed for encryption as the initial values of the chaotic systems. With hash values as the initial values, the plaintext can be combined with the keys. When the plaintext changes slightly, the key changes greatly, thus enhancing the sensitivity of the keys. There are six initial values for the one-dimensional PWLCM and the hyperchaotic Chen system: u 1 , p, x 1 , y 1 , z 1 , and w 1 . We assume that the 384-bit binary sequence generated by the SHA-3(384) function is H and that H is divided into 48 parts, labeled h 1 , h 2 . . . , h 48 . The methods for calculating the six initial values of the chaotic systems are shown in formula (3):
where u 1 , x 1 , y 1 z 1 , and w 1 are the given initial values.
B. PLAINTEXT-RELATED JOSEPHUS TRAVERSING FOR PIXEL SCRAMBLING
To establish the correlation between Josephus traversing and plaintext, an improved plaintext-related Josephus traversing method is proposed. The Josephus function is extended to S = F(S, InitialValue) and applied to the pixel scrambling process. In this function, S is the sequence of elements {s 1 , s 2 , s 3 , . . . , s n }, and InitialValue represents the initial step size. When the function is solved, the initial traversing step size is InitialValue, and the step size of the ith (2 ≤ i ≤ N ) cycle is S i−1 + 1. Assuming that the given element sequence S = {1, 0, 255, 128, 100, 80, 60} and InitialValue = 3, the traversing steps of function F(S, InitialValue) are as follows:
Step 1: Traverse Josephus rings with a step size of 3, and obtain S 1 = 255;
Step 2: Traverse Josephus rings with a step size of S 1 + 1 = 256, and obtain S 2 = 60;
Step 3: Traverse Josephus rings with a step size of S 2 + 1 = 61, and obtain S 3 = 1;
Step 4: Traverse Josephus rings with a step size of S 3 + 1 = 2, and obtain S 4 = 128;
Step 5: Traverse Josephus rings with a step size of S 4 + 1 = 129, and obtain S 5 = 0;
Step 6: Traverse Josephus rings with a step size of S 5 + 1 = 1, and obtain S 6 = 100;
Step 7: Traverse Josephus rings with a step size of S 6 + 1 = 101, and obtain S 7 = 80.
Thus, when S = {1, 0, 255, 128, 100, 80, 60} and InitialValue = 3, the solution S of function F(S, InitialValue) is {255, 60, 1, 128, 0, 100, 80}. The modified Josephus function is used in the pixel scrambling process, where Ini-tialValue is the key of the scrambling process. The scrambling process is reversible, that is, the sequence S can be restored according to the sequence S of pixels and the initial step size InitialValue. The reduction process of the scrambling method is described as S = F −1 (S , InitialValue).
The scrambling methods of plaintext-related Josephus traversing include row scrambling and column scrambling operations for image pixels. Because the length of the random index value sequence used for scrambling is short, this sequence is generated by the PWLCM. Assuming that the height and width of the image are Height and Width, respectively, we need to iterate the PWLCM Height + Width − 1 times to obtain a pseudorandom sequence u of length Height +Width. In the scrambling method of plaintext-related Josephus traversing, the index value must be an integer greater than 0; thus, we address the pseudorandom sequence u generated by the PWLCM, which is shown in formula (4): Figure 2 (f). The method for calculating the correlation coefficient between adjacent pixels is presented in Section IV.
C. PIXEL PERMUTATION
Pixel scrambling scrambles only the positions of the image pixels and destroys the correlations between adjacent pixels; the pixels themselves are not calculated and cannot effectively resist cryptographic attacks. Only by further pixel permutation can the correlations between a plain image and cipher image be completely confused. In this paper, bit XOR and crossover operations are introduced to permute pixels. The crossover operation is a common operator in genetic algorithms. Assuming that there are two pixels A and B that need to be encrypted, to make the cross operation reversible, a control word C is added, and A, B, and C are all converted to 8-bit binary numbers: when a bit value in control word C is 1, the binary characters of the corresponding positions in pixels A and B are exchanged; when a bit value in control word C is 0, the binary character of the corresponding position does not perform any operations. A schematic diagram of the crossover operations is shown in Figure 3(a) .
Given that the height and width of the image are Height and Width, respectively, the pixel permutation steps are as follows:
Step 1: Iterate the hyperchaotic Chen system Height × Width/4 + 999 times, and the values of the first 999 iterations are discarded to eliminate the transient effect. Four pseudorandom sequences x, y, z, and w of length Height * Width/4 are obtained. Then, the four pseudorandom sequences are reconstructed, and four pseudorandom matrices X , Y , Z , and W with the interval [0, 255] are obtained. The concrete reconstruction method is shown in formula (5):
Step 2: Divide the plain image into four equal blocks; label them Block 1 , Block 2 , Block 3 , and Block 4 ; and use the VOLUME 8, 2020 pseudorandom matrices X , Y , Z , and W to perform bitwise XOR operations with these blocks to obtain four matrices Block 1 , Block 2 , Block 3 , and Block 4 , where Block 1 = bitxor (Block 1 , X ) ,Block 2 = bitxor (Block 2 , Y ), Block 3 = bitxor (Block 3 , Z ), and Block 4 = bitxor(Block 4 , W ). ( 10 10 * (10 2 * x(:) − 10 2 * x(:) ) , 256), Height/2, Width/2) Y = reshape(mod( 10 10 * (10 2 * y(:) − 10 2 * y(:) ) , 256, Height/2, Width/2) Z = reshape(mod( 10 10 * (10 2 * z(:) − 10 2 * z(:) ) , 256), Height/2, Width/2) W = reshape(mod( 10 10 * (10 2 * w(:) − 10 2 * w(:) ) , 256), Height/2, Width/2).
Step 3: Compute two control word matrices ControlMatrix 1 and ControlMatrix 2 , where ControlMatrix 1 = bitxor(X , Y ) and ControlMatrix 2 = bitxor(Z , W ).
Step 4: Using ControlMatrix 1 as the control word matrix, the crossover operations are carried out on Block 1 and Block 4 to obtain the crossover matrices Block 1 and Block 4 . Using ControlMatrix 2 as the control word matrix, crossover operations are carried out on Block 2 and Block 3 to obtain the crossover matrices Block 2 and Block 3 .
Step 5:Reconstruct the cipher images of Block 1 , Block 2 , Block 3 and Block 4 . The image segmentation, bitwise XOR operations, and cross-operation process is shown in Figure 3 (b).
D. PIXEL DIFFUSION
To make the pixels in the cipher influence each other, the pixels are further diffused. First, the image matrix is transformed into a one-dimensional sequence, and then, two operators are introduced to diffuse the pixels backward and forward to ensure that each pixel in the image is affected by other pixels. Assuming that the sequence of one-dimensional pixels is PS, the added operators are Pixel 1 and Pixel 2 . The steps of backward and forward diffusion are described by formula (6) and formula (7), respectively.
After diffusing the pixels of the one-dimensional sequence, the cipher sequence PS · is reconstructed into a cipher image, and then, the cipher image diffused by the pixels is obtained. The decryption process of the pixel diffusion operation is the inverse process of the encryption process and thus is not described here. 
E. ENCRYPTION PROCESS
The image encryption process includes pixel scrambling, pixel permutation, and pixel diffusion. The flowchart of the encryption process is shown in Figure 4 . The specific steps are as follows:
Step 1: Input the original image into the SHA-3(384) function and obtain a 384-bit binary sequence H . Step 2: Operate the 384-bit binary sequence H , obtain the initial values of PWLCM and the hyperchaotic Chen system, and iterate the chaotic systems.
Step 3: Use the pseudorandom number generated by the PWLCM as the index value, use the scrambling scheme of plaintext-related Josephus traversing to scramble the image, and obtain cipher image C 1 .
Step 4: Divide the cipher image C 1 into four parts, use the four pseudorandom sequences generated by the hyperchaotic Chen system to apply the permutation and crossover operations to the four cipher pixels, and reorganize the cipher blocks to obtain cipher image C 2 .
Step 5: Using the pseudorandom number generated by the PWLCM as the index value, apply the scrambling scheme of plaintext-related Josephus traversing to scramble the cipher image C 2 and obtain cipher image C 3 .
Step 6: Use two key pixels Pixel 1 and Pixel 2 to diffuse the pixels in cipher image C 3 to obtain cipher image C.
The decryption process of this algorithm is the inverse process of the encryption process and thus is not described here.
IV. SIMULATION RESULTS AND SECURITY ANALYSIS
The simulation experiment platform is MATLAB R2018a, and the computer configuration environment is Windows 7, with 4.00 GB of RAM and an Intel (R) Core (TM) i3-4130 CPU @3.4 GHz. The initial keys of the experiment are u 1 = 0, x 1 = 0, y 1 = 0, z 1 = 0, w 1 = 0, Pixel 1 = 127 and Pixel 2 = 255. The plain images and cipher images encrypted by the encryption algorithm are shown in Figure 5 .
The feature similarity (FSIM) algorithm is an image feature similarity comparison algorithm that can simulate human vision to evaluate the similarity between two images [45] , [46] . This algorithm is based on that the human visual system understands an image mainly according to its low-level features. When comparing two images using the FSIM algorithm, the range of the similarity results is the interval [0, 1]. When the similarity between two images is lower, the two images have almost no similarity in terms of the visual effect. The FSIM statistics between the plain images and the cipher images and the FSIM statistics between the decrypted image and the plain image are listed in Table 1 . By comparison, it can be seen that the cipher images have completely lost the characteristics expressed by the plain images.
The encryption algorithm is lossless, so the decrypted image is exactly the same as the plain image. Next, we quantify the security of the cipher image to verify the security of the encryption algorithm. 
A. NIST RANDOMNESS TEST OF PSEUDORANDOM SEQUENCES
To ensure the encryption quality of the encryption algorithm, we used 15 test methods given in the SP800-22 Revision 1a standard to perform random performance tests on the pseudorandom sequences generated by the hyper- Table 2 lists the test results for pseudorandom sequences generated by the hyperchaotic Chen system. Through analysis of the data, the hyperchaotic Chen system passed the SP800-22 Revision 1a standard. This system can be applied in the information encryption process.
B. KEY SECURITY ANALYSIS 1) ENCRYPTION KEY SENSITIVITY ANALYSIS
This encryption uses the binary sequences generated by the SHA-3(384) algorithm and two pixels as the initial keys, the key space of which is sufficient to resist exhaustive attacks. The two chaotic systems used in encryption and decryption are very sensitive to the initial values of the systems. A small change is made in the keys to test the sensitivity of the keys in the encryption process. Because it is impossible to measure the difference between the cipher images on the basis of the visual effect, two indicators, the pixel change rate (NPCR) and the normalized average change intensity (UACI), are used to reflect the sensitivity of the keys in the encryption process [47] . The methods for calculating the NPCR and UACI are shown in formula (8) and formula (9), respectively.
where P 1 denotes the correct cipher image, P 2 denotes the decrypted image when the keys change slightly, and Sign() is a symbol function, the calculation method of which is shown in formula (10):
The values between the correctly encrypted image and the encrypted image when the key is changed slightly for NPCR and UACI are listed in Table 3 . The closer the values of the NPCR and UACI are to the ideal values, the stronger the key sensitivity is. 
2) DECRYPTION KEY SENSITIVITY ANALYSIS
When the initial values of the chaotic system change slightly, the decrypted image changes greatly. The plain Lena image, cipher image, and deciphered image when the key is changed slightly are shown in Figure 6 . By comparison, it can be seen that when the key is changed slightly, the cipher image cannot be correctly decrypted. Thus, the encryption algorithm has strong key sensitivity.
The difference between decrypted images can be measured in terms of the pixel level and visual effect. Based on the analysis of the FSIM between the plain image and the decrypted image with slight key changes, the mean square error (MSE) and peak signal-to-noise ratio (PSNR) are also used to measure the difference in pixel level between the plain image and the decrypted image. The methods for calculating the MSE and PSNR are shown in formulas (11) and (12), respectively.
where P 1 represents the plain image, P 2 represents the decrypted image when the key is changed slightly, and Height and Width are the height and width of the image, respectively. Generally, when the MSE is greater than or equal to 30, the difference between the two images is significant. The smaller the PSNR is, the greater the difference between the two images. Take the Lena image as an example. When the keys are changed slightly, the values between the plain image and the decrypted image for the FSIM, MSE, and PSNR are as shown in Table 4 . The results show that the key sensitivity of the algorithm is very strong. 
C. DIFFERENTIAL ATTACK ANALYSIS
Differential attack refers to making minor changes to the plaintext and then comparing and analyzing the changes in the cipher. The NPCR and UACI can reflect the ability to resist a differential attack. The ideal values of the NPCR and UACI are 100% and 33.4635%, respectively. The closer the values of the NPCR and UACI are to the ideal values, the stronger the anti-differential attack ability of the encryption algorithm.
The effect of a one-bit change in the plain images and the values of the NPCR and UACI of their cipher images are shown in Table 5 . The results show that the encryption algorithm has a good anti-differential attack ability.
D. HISTOGRAM ANALYSIS
A histogram can reflect the statistics of the values of all the pixels in an image. Figures 7(a) , (c), and (e) are the histograms of the plain images, and Figures 7(b), (d) , and (f) are the histograms of the cipher images. In the histograms of the plain images, the distribution of pixel values is relatively centralized, which has certain statistical characteristics. VOLUME 8, 2020 However, the distribution of pixels in the cipher images is uniform, so this distribution does not have statistical characteristics. It is difficult for attackers to crack the original image information by using the statistical characteristics; hence, the algorithm can resist statistical analysis attacks very well. The distribution law of a pixel histogram is measured by the histogram variance distribution using hist i (i = 0, 1 . . . , 255), which represents the histogram of an image. The formula for calculating the histogram variance is described in formula (13) :
The smaller the histogram variance is, the better the encryption effect. The histogram variances of some images are shown in Table 6 . By comparison, it can be seen that the algorithm greatly changes the histogram distributions of the images and has a good ability to break the statistical characteristics of the plain images. 
E. INFORMATION ENTROPY ANALYSIS
Information entropy is a concept put forward by Shannon to quantify the amount of information. Shannon used information entropy to quantify information uncertainty. The method for calculating information entropy is shown in formula (14):
where n denotes the total number of possible events in the source and p(i) denotes the probability of each event in the source. Information entropy is used to measure the randomness of images. When formula (14) is used to calculate the information entropy of an image, p (i) = hist i 255 i=0 hist i . For an ideal random image, the probability of each value appearing in the pixel is 1/256, so the ideal information entropy of a random image is 8. When the information entropy of an image is close to the ideal value, the randomness degree of the image is very strong. The information entropies of plain images and cipher images are shown in Table 7 . By comparison, it can be seen that the information entropy of the cipher images is close to 8; thus, the overall randomness of the cipher images is very strong. Information entropy can reflect the overall randomness of images, while the local Shannon entropy can better reflect the microscopic randomness of images [48] , [49] . Local Shannon entropy is an improved algorithm of information entropy that selects nonoverlapping areas in an image and calculates the average information entropy of these areas. The calculation method is described in formula (15) :
where H (S i ) represents the information entropy of the selected region, k represents the total number of selected regions, T B represents the number of pixels of the selected region, and H (k,T B ) (S) represents the local information entropy. We set k = 30 and T B = 1936. When the significance level is a = 0.05, the confidence interval of the local information entropy is [7.900573, 7 .904227]. The local Shannon entropies of several images are shown in Table 8 . By comparison, it can be seen that the encrypted images have good local randomness. 
F. CORRELATION ANALYSIS
An image generally has high data redundancy, and thus, its pixels have high correlations with neighboring pixels. A good image encryption algorithm should have the ability to break these correlations [50] , [51] . The method for calculating the correlation coefficient between adjacent pixels is shown in formula (16) . Breaking the strong correlation between pixels is of great significance to resist statistical analysis attacks.
We randomly selected 10,000 pairs of pixels to calculate the correlation coefficients in the horizontal, vertical, and diagonal directions of the plain images and cipher images. The statistical results are shown in Table 9 . The results show that the correlation coefficient between randomly selected pixels in the plain images is very strong, while in the cipher images, the correlation coefficient is close to 0. The proposed algorithm can better disturb the correlation between pixels; thus, it can better resist statistical analysis attacks.
G. CHOSEN-PLAINTEXT ATTACK
There are four classical types of attacks: cipher-only attack, known-plaintext attack, chosen-cipher attack, and chosenplaintext attack. Among them, the cipher-only attack refers to when an attack is performed only when the cipher is known; the known-plaintext attack refers to when the attacker masters a certain plaintext and the corresponding cipher and attacks the system; the chosen-cipher attack refers to when the attacker uses this encryption algorithm to construct the cipher corresponding to plaintext; the chosen-plaintext attack refers to when the attacker can construct the plaintext corresponding to a certain number of ciphers. Among these classic attack methods, the chosen-plaintext attack is the most effective attack method. If the encryption system can effectively resist the chosen-plaintext attack, it must be able to resist the other three classic attack methods [52] .
In the process of Josephus scrambling in the proposed algorithm, the values of the pixels are taken as the step sizes of Josephus scrambling so that the scrambling method is associated with the plaintext, and the encryption system's ability to resist the chosen-plaintext attack is enhanced. Therefore, the use of the plaintext-related Josephus scrambling method has an enhanced effect on the ability of the encryption system to resist the chosen-plaintext attack. In addition, the encryption algorithm uses the SHA-3(384) algorithm to associate the plaintext with the key. When the plaintext changes slightly, the encryption key changes dramatically.
In the analysis of key security, this article has confirmed that when the key changes slightly, the cipher of the encryption system changes dramatically. Therefore, the cipher of the encryption algorithm is closely combined with the plaintext information. When a small change occurs, both the scrambling process and the diffusion process in the encryption system change, resulting in a drastic change in the cipher. This process is sufficient to resist the selection of plaintext attacks. Therefore, the encryption system has extremely high security and can effectively resist the analysis of four classic attacks.
H. PERFORMANCE COMPARISON ANALYSIS
The encryption algorithm uses standard 256 × 256 images, and the average encryption time is 1.268 s. The algorithm in this paper is compared with certain image encryption algorithms proposed in recent years, and the information entropy, NPCR, UACI, and correlation coefficients are listed in Table 10 . The comparison shows that this algorithm has high sensitivity to the keys and can resist wellknown attacks, such as statistical attacks and differential attacks.
V. CONCLUSION
In this paper, an image encryption scheme based on the plaintext-related Josephus traversing and pixel permutation is proposed. This scrambling method associates Josephus traversing, the chaotic system, and pixel values; increases the sensitivity of the algorithm; and reduces the number of iterations of the chaotic system. Subsequently, the proposed encryption algorithm uses a high-dimensional chaotic system to permute the pixels, which increases the randomness of the encryption system and improves the security of the cryptosystem. Finally, the encryption algorithm causes all the pixels in the cipher images to be affected by other pixels by using diffusion operations and improves the correlation between the pixels. The simulation results and security analysis show that the algorithm is secure and can be used in image encryption. 
