We develop second-order hypothesis testing procedures in functional measurement error models for small or moderate sample sizes, where the classical first-order asymptotic analysis often fails to provide accurate results. In functional models no distributional assumptions are made on the unobservable covariates and this leads to semiparametric models. Our testing procedure is derived using saddlepoint techniques and is based on an empirical distribution estimation subject to the null hypothesis constraints, in combination with a set of estimating equations which avoid a distribution approximation. The validity of the method is proved in theorems for both simple and composite hypothesis tests, and is demonstrated through simulation and a farm size data analysis.
INTRODUCTION
Regression is arguably the most widely studied problem in statistics. Estimating and testing the parameters in the regression function thus has been well studied in the statistics literature and various approaches exist to best handle the situation at hand of a practitioner. However, when covariates are measured with error, the problem becomes more complex from a statistical point of view. A large body of literature in statistics, biostatistics, and econometrics has been devoted to the estimation and inference in regression problems such as linear or generalized linear models. For instance, Stefanski and Carroll (1987) derived unbiased estimating equations and the corresponding Wald tests for GLM with additive normal measurement error. For the same model, Buzas and Stefanski (1996) introduced estimating equations through instrumental variables. Finally, Hanfelt and Liang (1997) derived estimators and tests through an approximate likelihood. Excellent overviews are provided by the books Fuller (1987) and Carroll et al. (2006) . In this article we consider the functional measurement error model approach by Tsiatis and Ma (2004) who constructed √ n-consistent estimators for general regression measurement error models, where the estimators are obtained through solving an estimating equation of the form n i=1 ψ(A i ; β) = 0 for β, where A 1 , . . . , A n are n independent identically distributed (iid) observations and ψ is the semiparametric efficient score derived under a possibly incorrect distribution of the unobserved variables. Explicit forms of ψ are available in important special cases, such as GLM with normal additive errors; see Appendix.
In spite of the availability of this estimation procedure, practical application remains an issue due to the sample size requirement. Although regularization or shrinkage type of methods have been proposed to handle small sample estimation (Fuller 1987 , section 2.5), they only apply to very special models. In many situations, regression with errors in covariates are sufficiently complex that standard first order asymptotics provides Yanyuan Ma is Associate Professor, Department of Statistics, Texas A&M University, College Station, TX 77843-3143 (E-mail: ma@stat.tamu.edu) . Elvezio Ronchetti is Professor, Research Center for Statistics and Department of Econometrics, University of Geneva, 1211 Geneva, Switzerland (E-mail: elvezio.ronchetti@unige.ch) . The authors would like to thank the editor, the associate editor, two referees, and N. Wang for very constructive and helpful comments. The research of the first author was partially supported by a U.S. NSF grant DMS-0906341. The second author thanks the Department of Statistics, Texas A&M University for the hospitality during part of this research and the Swiss National Science Foundation Pro*Doc Program 114533 for partial financial support. reasonable approximations only for very large sample sizes. Simulation studies for these problems are typically carried out with sample sizes as large as 1000 in order to obtain a close approximation to root n consistency for the estimator and 95% coverage for the corresponding confidence intervals, even when the estimation procedure is already optimal in the sense of Bickel et al. (1990) . The difficulty is inherent to these models and an intuitive and informal understanding can be obtained by noting that in these models, the distribution of the unobservable latent variable in many situations can only be obtained at the log(n) rate, although being able to recover this distribution ensures the identifiability of such models.
A direct consequence on the restriction of sample size is the lack of accuracy of the subsequent testing procedure. Indeed the computation of p-values requires the knowledge of the distribution of the test statistic in its tails, which is harder to obtain and requires even larger sample sizes. For instance, the firstorder optimal Wald test statistic is based on the estimator and its first-order mean and estimated variance, hence may not be sufficiently accurate for even moderate sample sizes in the measurement error model context.
In order to improve the accuracy of the testing procedure, we could consider two possible routes. The first one would be to compute adjustments to the asymptotic distributions of the test statistic by means of Edgeworth expansions, Bartlett corrections and related methods. However, these techniques would lead in general only to marginal improvements, in particular in terms of relative errors which is the meaningful measure in the tails of the distribution; see the remarks in Section 2. In this article we follow a second approach and we consider a new test for measurement error models, based on saddlepoint techniques. Saddlepoint approximations in statistics go back to the seminal article by Daniels (1954) and a rich literature has developed from there; cf., for instance, the books Field and Ronchetti (1990) , Jensen (1995) , and Butler (2007) , and chapter 14 in Huber and Ronchetti (2009) . These techniques provide extremely accurate approximations of tail probabilities of estimators and test statistics. Starting from the saddlepoint approximation of the distribution of M-estimators, Robinson, Ronchetti, and Young (2003) proposed a saddlepoint test statistic for testing hypotheses in general parametric models (see Appendix) which is asymptotically χ 2 -distributed as the three classical tests (Wald, score, likelihood ratio) but with a relative error of order O(n −1 ). The test can be applied nonparametrically and recently Field, Robinson, and Ronchetti (2008) established its properties when testing a one-dimensional hypothesis. The main difference between the parametric and nonparametric setting is the availability of the distribution of the observations under the null hypothesis, which is used in constructing the test statistic. In the parametric setting, this distribution can be directly calculated under H 0 and using the estimated parameters, while in the nonparametric situation, one has to take an empirical distribution approach while satisfying the H 0 constraint. This can be obtained by means of the discrete distribution satisfying H 0 and closest in Kullback-Leibler divergence to the standard empirical distribution of the observations. Regression with errors in the covariates falls into the category of semiparametric models, hence we need to take a combination of both, using the parametric model flavored M-estimator and the nonparametric model flavored empirical likelihood under constraints. By applying the empirical likelihood approach, we preserve a key advantage of the M-estimator in Tsiatis and Ma (2004) , in that the distribution of the latent variable is never estimated.
The rest of the article is organized as follows. In Section 2, we describe the new testing procedure for the simple hypothesis case and establish its asymptotic distribution and relative error term under the null hypothesis. In Section 3, the procedure is extended to the composite hypothesis testing. We provide numerical results through simulations for linear and logistic models in Section 4 and illustrate the practical usefulness of the method in a data example in Section 5. Some discussion remarks are provided in Section 6. In the Appendix we give technical details and the conditions and proofs of the theorems.
SIMPLE HYPOTHESIS TESTING

Assume we have a regression model
where m is a known function up to the d-dimensional parameter θ and is a random variable with conditional mean zero E( |X) = 0. Here and throughout the text, vectors are column vectors. In this section, we assume the distribution of is normal with known variance σ 2 , although the following development does not rely on this assumption. In the situation when errors occur in the covariates, X is not observable and we observe instead W. Here we assume W = X + U, where U is independent of X and has a known distribution. Note that the assumptions on U and are unnecessarily strong and are made here for the sole purpose of simplifying the simple hypothesis setting. These assumptions will be relaxed when we consider composite hypothesis testing in Section 3. We denote the iid observations
In the simple hypothesis testing situation, we want to test H 0 : θ = θ 0 . When identifiable, root n consistent estimators are known as the solution of a d-dimensional estimating equations of the form
Here, the form of ψ(a i ; θ) is not explicit. We give the description on how to obtain ψ(a i ; θ ) in the Appendix, and refer the readers to Tsiatis and Ma (2004) for more details on its derivation and properties. Notice however that our testing procedure is general and can be applied with other ψ -functions. Consistency implies that E{ψ(A i ; θ)} = 0, and this reduces to the constraints that E{ψ(A i ; θ 0 )} = 0 under H 0 . Denote by F 0 the true cumulative distribution function (cdf) of A 1 , . . . , A n under H 0 and by F 0 its empirical cdf. The conventional approach to obtain F 0 is to follow Owen (2001) , which results in maximizing the empirical likelihood under various constraints. Denote the empirical likelihood without constraints
This conventional approach is equivalent to minimizing the (forward) Kullback-Leibler divergence between F and
This gives Owen's empirical log-likelihood ratio test statistic which is asymptotically χ 2 -distributed under H 0 with absolute error of order O(n −1/2 ) as its classical counterpart. Similarly, in a saddlepoint test, we need to construct a suitable nonparametric estimation under H 0 in order to retain the second-order property of the saddlepoint test statistic. Indeed the idea is to apply the parametric saddlepoint test (see Appendix) by replacing the underlying distribution of the observations under H 0 by its nonparametric version. This nonparametric estimation corresponds to obtaining F 0 through minimizing the (backward) Kullback-Leibler divergence, that is,
subject to the constraints mentioned above. Specifically, we need to solve a constrained minimization problem
This is a distribution with point mass at a i with weights
The advantage of this choice is that the resulting test will have relative error properties; see below.
Following the basic idea of the saddlepoint test (see Appendix) and using F 0 as the underlying distribution F 0 , a second-order test statistic 2n h( θ ) can be formed as 2n h( θ) = 2n sup λ {−K ψ (λ; θ)} where θ is the solution to (1), and
Equivalently, the test statistic can be written as
The statistic 2n h( θ ) constructed above has the desired second-order property. This means that roughly speaking, when the sample size n becomes moderate or large, the distribution of 2n h( θ ) is very close to a χ 2 , hence we can calculate p-value and proceed with the testing decision based on the χ 2 distribution. We state this asymptotic property in the following theorem.
Theorem 1. Assume regularity conditions (C1), (C2), (C3) in the Appendix. Then, when n → ∞, the p-value satisfies
where Q d is the cdf of the χ 2 distribution with d degrees of freedom.
Let us make a few remarks on the theorem. The proof is deferred to the Appendix.
, that is, it is a relative error. Note that in the testing framework, 1 − Q d (·) is often a fairly small quantity, hence a relative error is practically more meaningful than an absolute error. For comparison, the error of the usual first-order test statistic (such as the Wald test) is absolute and of order O p (n −1/2 ).
Remark 2. In addition to the important relative error property explained in Remark 1, the advantage of the second-order test statistic is evident also from the contrast in the order of the error term, which would reduce a typical sample size of n to that of roughly √ n in order to exhibit the same asymptotic behavior. In practical terms this means if we use the proposed testing procedure on a data with size 100, we can achieve the same level accuracy had we used a conventional first order test on a data with size 10,000. In fact, as mentioned in Remark 1, even after the square root sample size reduction, the secondorder test is still superior to the usual first-order tests, because of its bounded relative error.
COMPOSITE HYPOTHESIS TESTING
Given the same model specification and observations as described in Section 2, suppose we now want to perform a test for only the second subvector of θ . We thus test a composite hypothesis H 0 : θ 2 = θ 20 , where θ = (θ
Note that we can now relax the assumption on and U. Instead of assuming their respective distributions are known, we assume that the distributions contain additional unknown parameters, while the model is still identifiable. Considering that these additional parameters are often not of main interest, we include these additional parameters in θ 1 , the subvector on which we do not perform any test. For example, when duplicate measurements (Huang and Wang 2001) or instrumental variables (Buzas and Stefanski 1996) are used to estimate the variance of U, we can include the unknown variance elements into θ 1 , and append the corresponding estimating equation for these variance elements into ψ . The composite testing procedure we describe in the following is similar to the simple hypothesis in Section 2.
We denote the estimating equation for θ as
The form of ψ(a i ; θ 1 , θ 2 ) follows the similar construction as in (1); the details are in the Appendix. Satisfying the consistency of ψ(A i ; θ 1 , θ 2 ), we construct the empirical cdf of A 1 , . . . , A n under H 0 through minimizing the backward Kullback-Leibler divergence
Through a simple Lagrange multiplier and then maximizing once more with respect to θ 1 without constraint, we obtain the estimate
Similar to the simple hypothesis testing case, this is a discrete distribution with point mass at a i with weights
Using F 0 as the distribution of A i 's under H 0 , we can then construct the second-order test statistic 2n h( θ 2 ) from
and θ 2 contains the last d 2 components of θ which solves (2). Simple calculations show that the test statistic can be written as
and
The construction of the test statistic 2n h( θ 2 ) is based on the natural extension of the idea used in the simple hypothesis testing, with the obvious adaption to the fact that no properties are hypothesized about θ 1 under H 0 . The only part that is not automatic is the minimization over the first component, denoted γ , in the minimax procedure. The intuition of this operation can be gained as follows. For any fixed γ , the test statistic would have been −2n sup λ K ψ (λ; γ , θ 2 ), which describes the "rarity" of the observation under the H 0 model for that specific γ . However, since the real null hypothesis does not impose any requirement on γ , the H 0 we have at hand is much less restrictive, hence as long as we can find a "good" γ that constitutes a "reasonable" value of the test statistic, we should not reject H 0 even if all other values of γ would yield very "rare" values of the corresponding test statistic. Since the target test statistic is to follow a χ 2 distribution, it is thus natural to select the minimum value of −2n sup λ K ψ (λ; γ , θ 2 ) across all γ as the final test statistic. Thus when and only when the "most favorable" test statistic indicates a "unlikeliness" of the H 0 , it would indicate a rejection of H 0 no matter what the first component θ 1 (or γ ) would be. The choice of taking the minimization can actually be shown to be the only right way of generalizing a simple hypothesis testing procedure to a composite one through considering p-values, see Gatto (2006, p. 286) .
The rational of the testing procedure is almost identical as in the simple hypothesis case. Consider drawing a sample
This yields the resulting h function as
The following theorem provides the asymptotic distribution of the test statistic under H 0 : θ 2 = θ 20 in the composite hypothesis case.
Theorem 2. Assume the regularity conditions (C1), (C2), (C3) in the Appendix. Then, when n → ∞, the p-value satisfies
where Q d 2 is the cdf of the χ 2 distribution with d 2 degrees of freedom.
SIMULATION STUDY
We perform several simulation studies to demonstrate the performance of the second-order test in comparison to the traditional first-order test. To focus on the relative performance of the tests only, we use the same estimation procedure for both the first and the second-order tests. For simplicity, we considered only linear and logistic models with normal additive error, hence the estimator by Tsiatis and Ma (2004) reduces to the conditional score estimator by Stefanski and Carroll (1987) , and this is what we implement. The first-order test is carried out using a Wald test most times. For situations where alternative testing procedures such as the adjusted test by Fuller (1987, section 2.5) or the quasi-likelihood based test by Hanfelt and Liang (1997) are applicable, we also included these for comparison.
We first illustrate the case of a simple hypothesis. We generated datasets from three regression models. The first one (model 1) is a linear regression model Y = Zβ 1 + Xβ 2 + , where X is measured with error while Z is without error. The second one (model 2) has an additional interaction term Y = Zβ 1 + Xβ 2 + XZβ 3 + , and the third one is a logistic model where the logit function of the conditional mean is logit{E(Y|X)} = Zβ 1 + Xβ 2 . In all the models, Z and X are generated from various uniform distributions while the measurement error on X is generated from a normal distribution to achieve various reliability ratios. In the first two models, the model error is generated from a standard normal distribution. The true parameter value for β is zero, which corresponds to no covariate effect, and we test H 0 : β = 0. We performed 100,000 simulations for various sample sizes n = 50, 100, 150, 200, 250, 300, and we report the most representative results for n = 50, 100. The Monte Carlo standard errors vary from 0.0001 for the nominal level 0.01 to 0.0004 for the nominal level 0.2. The results are summarized in Table 1 . We can see that the second-order test performs consistently better than the Wald test and the adjusted test, while it is usually competitive or superior than the quasi-likelihood test, especially when the sample size is small.
To demonstrate the composite hypothesis testing performance, we test β 2 = 0 in model 1 (with corresponding coefficient of determination R 2 = 1/13) and model 3, and β 3 = 0 (with corresponding R 2 = 17/29) as well as β 2 = β 3 = 0 (with corresponding R 2 = 1/13) in model 2. These correspond to no covariate effect from X, no covariate effect from the intersection term and no covariate effect from X and XZ. All the other unconstrained unknown parameters, including the parameters we are not testing and the measurement error variances are considered as nuisance parameters. Here, measurement error variances are estimated using repeated measurements. Table 2 contains the results of the three sets of composite tests for various sample sizes and various reliability ratios. Similarly, the second-order test often has superior performance especially when the sample size is small and the test level is far in the tails.
We also experimented with several situations when our model assumption is violated, including generating nonnormal measurement errors or model errors in the first two models. The second-order testing procedure demonstrated a certain robustness property. This can be understood as a result of the (Figure 1) . Overall, the two tests are comparable at the practically useful power numbers (we reported 70% and 90% at level 5%), with neither test clearly dominating the other.
DATA EXAMPLE
To illustrate the method, we consider a farm size dataset, originally given in Fuller (1987, p. 201) . The data contains information on farm sizes (Y), farmers' experience (X 1 ) and education (X 2 ), and the interest is to study the relation of the farm size to the two covariates. Both experience and education are measured with error, and the error variances are known to be 0.2013, 0.1808 respectively. In addition, the error variance on measuring the farm size is also known to be 0.0997. A model considered in Fuller (1987) has a linear form Y = β 0 + β 1 X 1 + β 2 X 2 + , and based on the normality assumption of both X 1 and X 2 , it is concluded that farm size is positively correlated with experience and education.
We relaxed the normality assumption of the unobservable covariates and performed the analysis on the original dataset with 176 observations. For this moderate sample size, both firstorder and second-order analysis came to the same conclusion of not rejecting the zero slope hypotheses. We report the estimates, the standard error and the p-values of the two tests in Table 3 . Note that despite the same conclusion of the two tests, the p-value about experience from the two tests are quite different, with the p-value of the Wald test much smaller than that of the second-order test. This raises the suspicion that the small p-value of the Wald test could be artifactual due to its finite sample performance under moderate sample sizes.
We thus considered a random subsample of size 50 to reflect further a small sample scenario. The scatter plot of the data set is in Figure 2 . Using the methods described above, the estimate of the intercept is 5.26, while the slopes are −0.46 for experience and 0.27 for education. Using first order asymptotics, the standard deviation associated with the two slope values are 0.15 and 0.10, indicating significance of both covariates. In fact, using two separate Wald tests for zero coefficient of each covariate, we find the p-values to be 0.0024 and 0.0102, which would indicate that farm size is negatively correlated with experience and positively correlated with education.
However, considering that the measurement error is quite large in the data, and the sample size is rather small, it is more appropriate to use a second-order analysis. The result of this analysis indeed produced different results, with the corresponding p-values to be 0.1905 and 0.5446 respectively. Contrary to the first-order result, the conclusion here is that both covariates are not statistically significantly linked to farm size, a sample size 50 is simply too small to allows us to understand the relation between farm size and the education, experience of the Table 3 . The above analysis indicates that the conclusion we obtained through the Wald tests in the subsample analysis is a result of sampling randomness and it does not reflect the general relation between the random variables. The advantage of the secondorder analysis is that even when working with a small subsample, we still will not be misled to false conclusion.
To see the effect of the small sample size and how often it affects the conclusion, we repeated the above subsample analysis on 100 randomly generated subsamples, and find that 14 of the 100 times, the first-order test would either detect the education or the experience to be a significant predictor of the farm size, while the second-order test consistently concludes nonsignificance for all the 100 subsamples. Extending this observation, we can understand the large difference between the p-values on experience of the Wald test and the second order test as a smallmoderate sample size effect.
DISCUSSION
We have developed a second-order test under the measurement error model framework that can be used whenever an estimating equation is available. In order to provide an explicit expression for the score function ψ, we have assumed in our case the error distribution to be normal, but we have found that the procedure is robust to this assumption. In addition, the method is applicable in more general situations than the measurement error models. Consider for instance the situation where we have observations A 1 , . . . , A n from a semiparametric model with probability density function (pdf) f (A; θ, η) , where the parameter θ ∈ R d and η is an infinite dimensional nuisance parameter. In measurement error model, η corresponds to the distribution of the unobservable covariate; in general, it can be any other nuisance parameter. If in this class of semiparametric models, there exists an estimating equation ψ(A i ; θ) ∈ R d so that E{ψ(A i ; θ )} = 0, then our second-order testing method is applicable. This implies that the testing procedure can be applied to restricted moment models, mixture models, generalized linear latent variable models, etc. We now adopt a pdf for X, f * X , and use E * to denote expectations calculated using f * X . Note that f * X does not need to be the true distribution of X. We then solve for α(X), which is a function that satisfies In Tsiatis and Ma (2004) , it is shown that the above ψ is guaranteed to yield a consistent estimating equation. Under special cases such as generalized linear model and normal additive errors, simplification occurs and an explicit form of ψ becomes available (Ma and Tsiatis 2006) 1 r 1 + β 2 2 r 2 )}, where i = (W i1 , W i2 ) T +Y i (r 1 β 1 , r 2 β 2 ) T , r 1 = σ 2 u 1 σ −2 , r 2 = σ 2 u 2 σ −2 , and σ 2 , σ 2 u 1 and σ 2 u 2 are respectively the variances of the model error and the measurement error on X i1 and on X i2 .
Parametric Saddlepoint Test
For completeness, we summarize here the basic idea of the saddlepoint test for M-estimators as introduced by Robinson, Ronchetti, and Young (2003) . For simplicity we consider the simple hypothesis situation as described in Section 2, (1). The saddlepoint test statistic is defined by h(θ) = sup λ {−K ψ (λ;θ)}, (A.1) whereθ is the solution of (1) and
is the cumulant generating function of the score function ψ(A i ; θ ).
, with relative error of order n −1 . In the composite hypothesis case, the nuisance parameters are marginalized by taking the inf over the nuisance parameters in (A.1).
This test statistic can be viewed as the Legendre transform of the score function ψ and is first-order equivalent to the three classical tests (Wald, score, and likelihood-ratio) but exhibits better secondorder properties; see Remarks 1 and 2 in Section 2.
The test requires the existence of the cumulant generating function of the score function ψ(A i ; θ) computed with respect to the distribution of the observations under the null hypothesis. If ψ is bounded with respect to A i , this condition is always satisfied. If ψ is linear, then the underlying distribution must have exponential tails; cf. the discussion in Huber and Ronchetti (2009, remark in section 14.3) .
Regularity Conditions for Theorems 1 and 2
For completeness we list here the regularity conditions needed in the theorems as in Field, Robinson, and Ronchetti (2008) .
(C1) E{∂ψ(A; θ 0 )/∂θ T } is an invertible matrix.
