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Abstract
In this work we show that, under certain conditions, parametric Ba¨cklund trans-
formations (BTs) for a finite dimensional integrable system can be interpreted as
solutions to the equations of motion defined by an associated non-autonomous
Hamiltonian. The two systems share the same constants of motion. This obser-
vation leads to the identification of the Hamiltonian interpolating the iteration
of the discrete map defined by the transformations, that indeed in numerical
applications can be considered a linear combination of the integrals appearing in
the spectral curve of the Lax matrix. An example with the periodic Toda lattice
is given.
KEYWORDS: Ba¨cklund transformations, integrable maps, spectrality property, Toda
lattice
1 Introduction
In recent years there has been a huge interest in the theory of integrable discretization.
Given a Poisson manifold P with a Poisson bracket {·, ·} and a Hamiltonian function
H of a Liouville integrable system, the flow on P is given by:
x˙i = fi(x) = {H, xi}. (1)
An “integrable discretization” usually means (see e.g. [19]) a discrete analogue of
the Hamiltonian flow (1), that is a map P → P,
x˜i = ωi(x˜, x, µ),
depending on some parameter µ and possessing the following characteristics:
• It approximates, at least to first order in µ, the flow (1):
x˜i = xi + µfi(x) +O(µ
2).
• It preserves the Poisson structure in the limit µ→ 0:
{x˜i, x˜j} = ˜{xi, xj}+O(µ).
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• It is integrable, that is it possesses a sufficient number of conserved quantities
independent and in involution, approximating the integrals Hk of the continuous
model to first order in µ:
H˜k = Hk +O(µ).
A significant number of results have been published on the discretization of finite
dimensional systems fitting the previous definition [2] [3] [4] [6] [12] [13] [14] [15] [16]
[20] (see also [19] and references therein). Among the various techniques, the approach
using the Ba¨cklund transformations (BTs) appears noteworthy: indeed, despite the
fact that it is non-algorithmic (unlike other methods, e.g. the splitting method [12]),
it possesses characteristics, such as explicitness, exact preservation of all the integrals
and canonicity (see e.g. [8]), that deserve special consideration.
The aim of this paper is to show how, provided the “spectrality property” [9] holds,
BTs for finite dimensional systems represent an exact discretization of the underly-
ing continuous integrable model. With the adjective exact we mean the equivalence,
at all times and at all orders, of the trajectories of the discrete flow defined by the
transformations and of the trajectories of the continuous flow of the model.
In Section 2 we will consider an integrable system described by a Lax matrix pos-
sessing a parameter family of BTs with the spectrality property. We will show how
these transformations can be seen as the integral curves of a system of non-autonomous
Hamiltonian equations sharing the same conserved quantities with the original model.
Then it will be pointed out that indeed the recurrences defined by the transformations
lie on the trajectories of the continuous system defined by the Hamiltonian
H =
∫ µ
0
Φ(Hk, µ, {λi})dµ, (2)
where Φ is a function related to the spectrality property, µ is a parameter of the
transformations playing the role of a time, Hk are the conserved quantities of the
continuous model and {λi} represents a set of parameters on which the BTs depend.
At the end of the Section we will discuss the usefulness of the formulae obtained. In
Section 3 we will give an application of what stated in Section 2 with a two-parameters
BTs on the periodic Toda lattice. The last Subsection will present some numerical
examples of this model.
2 BTs & integrable discretization: a Hamiltonian
approach
Consider an integrable system with a Lax matrix L(λ), where λ is the spectral param-
eter. The conserved quantities of the model, independent and in involution, can be
obtained as the coefficients of an expansion in λ of the eigenvalues of L(λ) (see e.g.
[1]). So the characteristic equation
det(L(λ)− v1) = 0, (3)
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defines the eigenvalues of L(λ) in terms of the conserved quantities and λ: this cor-
responds to the well known isospectral evolution of the eigenvalues of a Lax matrix
[1]. The curve defined by det(L(λ)− v1) = 0 is time-independent: it can be seen as a
Riemann surface and it is called the spectral curve.
It is convenient to think about our model as written in terms of canonical variables,
say {pi, qi}Ni=1, so that we have the usual Poisson brackets, that is
{pi, qj} = δij , {pi, pj} = {qi, qj} = 0,
and the involutivity conditions on the conserved quantities Hi, i.e.
{Hi, Hj} = 0, ∀i, j = 1, ..., N. (4)
A set of BTs for the system is simply a set of canonical transformations
(pi, qi)
BT
=⇒ (p˜i, q˜i), where
{
p˜i = fi(p, q)
q˜i = gi(p, q)
(5)
from (pi, qi)
N
i=1 to a new set (p˜i, q˜i)
N
i=1 such that the N functions (Hi)
N
i=1 are invariant
under the transformations, that is Hi(p˜, q˜) = Hi(p, q). To simplify the notation we
will drop hereafter the subscripts in the independent variables as in the formula above.
From this definition the classical property of BTs (or better auto-BTs) that they send
solutions of the equations of motion into solutions is easily proved, since the variables
with the tilde and those without the tilde satisfy the same system of differential equa-
tions. The application of BTs in numerical analysis comes from the observation that
actually the relations (5) define explicit recurrences just by thinking of variables with
tilde as the same as those without tilde but computed at the next time step [11]:
(pi)n+1 = fi((p)n, (q)n),
(qi)n+1 = gi((p)n, (q)n).
(6)
In the previous notation pi is equivalent to (pi)0, p˜i is equivalent to (pi)1 and so on.
As pointed out in [9], the invariance of the conserved quantities, and hence of
the spectrum of L(λ), implies the existence of a dressing or Darboux matrix D(λ)
intertwining the two matrices, L(λ) and L˜(λ)
.
= L(λ, p˜, q˜), that is
L˜(λ)D(λ) = D(λ)L(λ). (7)
Also, because the transformations are canonical, there exists a generating function, say
F (q, q˜), such that
pi =
∂F (q, q˜)
∂qi
,
p˜i = −∂F (q, q˜)
∂q˜i
.
Of particular interest are the BTs depending on a parameter, say µ. It is impor-
tant to note that in this case it is always possible to connect the transformations to
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the identity, in the sense that for a particular value of the parameter, that can always
be chosen to be the value zero, one has p˜i = pi and q˜i = qi. Indeed, if the original
transformations are not connected to the identity we can obtain a new set of trans-
formations that, by construction, are the identity transformations for µ = 0, by the
following argument (see also [8]).
Let the dressing matrix defining the transformations be D(λ, λ1), where λ1 is the
parameter of the transformations. Since BTs are canonical transformations we can
compose a transformation with parameter λ1 and a transformation with parameter λ2
to obtain a two-parameter set of BTs. So composing the transformation with λ1
.
=
λ0 + µ with its inverse transformation but calculated at λ2
.
= λ0 − µ will give a
transformation that in the limit µ → 0 goes to the identity. The only question is
whether the map can be inverted; but given D(λ, λ1), the inverse transformation is
just found by considering the adjugate (the transpose of the cofactor matrix) of the
matrix D(λ, λ1), say Dˆ(λ, λ1), in equation (7). The dressing matrix for the composed
transformation then will be D(λ, λ0, µ) = Dˆ(λ, λ2) ·D(λ, λ1). We will give an example
of such a construction in Section 3.
It is quite natural to interpret the parameter µ as a sort of “time” with respect
to which the BTs evolve. As a matter of fact BTs are parametric canonical transfor-
mations; from this it follows that they are the integral curves (whit parameter µ) of
a Hamiltonian vector field since, at least locally, there exists a Hamiltonian K(p˜, q˜, µ)
such that:
∂q˜i
∂µ
=
∂K
∂p˜i
,
∂p˜i
∂µ
= −∂K
∂q˜i
.
(8)
(See for example [5] for the proof). As we will now show, if the so-called spectrality
property [9] holds, it is possible to find the functionK(p˜, q˜, µ) explicitly. This function is
related to the eigenvalues of the Lax matrix and so contains all the conserved quantities
of the system; also, it depends on the parameter µ of the transformations. BTs are then
the integral curves of a non-autonomous Hamiltonian vector field, the time being µ.
In order to clarify the previous statement let us recall the definition of the spectrality
property. Suppose we have a set of BTs depending on a parameter µ:
p˜i = fi(p, q, µ),
q˜i = gi(p, q, µ).
By applying the inverse function theorem, there exists a generating function F such
that [5]
pi =
∂F (q, q˜, µ)
∂qi
,
p˜i = −∂F (q, q˜, µ)
∂q˜i
.
Consider the canonically conjugate variable Φ with respect to µ:
Φ
.
=
∂F
∂µ
∣∣∣∣
q˜=q˜(p,q,µ)
. (9)
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The spectrality property [9] says that for some function ̥, the pair (µ,̥(Φ)) lies on
the spectral curve (3):
Φ =
∂F
∂µ
∣∣∣∣
q˜=q˜(p,q,µ)
=⇒ det(L(µ)−̥(Φ)1) = 0. (10)
As an example, we will see in Section 3 that in the case of the Toda lattice the
function ̥ is just the logarithm. It seems that the spectrality property is “universal” in
the sense of being shared by a large class of models (for example Toda [18], Ruijsenaars
[14], Henon-Heiles [7], Gaudin [8], Kirchhoff top [17], Mumford systems [10]).
According to some authors1 the spectrality property could be better understood
by taking an algebraic, or geometric, point of view. Here we want just to give a
Hamiltonian interpretation of this property. Our approach is based on two properties:
1. Φ is a function of the phase space variables but only as a combination of the
conserved quantities, because it lies on the spectral curve.
2. The function Φ and the parameter µ are canonically conjugated, so it is possible
to enlarge the phase space by adding the pair (Φ, µ) to the state variables [5];
then we can write the form dF as the difference between two Poincare´ Cartan
forms as follows:
dF =
∑
i
pidqi − p˜idq˜i + Φdµ. (11)
Let us see the consequences of the previous two properties. Property 1 implies that
the function Φ is invariant under the transformations, that is:
Φˆ(p˜, q˜, µ) = Φ(p, q, µ), where


Φ(p, q, µ) =
∂F
∂µ
∣∣∣∣
q˜=q˜(p,q,µ)
,
Φˆ(p˜, q˜, µ) =
∂F
∂µ
∣∣∣∣
q=q(p˜,q˜,µ)
.
Property 2 implies that if (p(µ), q(µ)) are the integral curves generated by any Hamil-
tonian T (p, q, µ), then p˜(µ) and q˜(µ) are the integral curves generated by the new
Hamiltonian K(p˜, q˜, µ) given by:
K(p˜, q˜, µ) = Tˆ (p(p˜, q˜, µ), q(p˜, q˜, µ), µ) + Φˆ(p˜, q˜, µ), (12)
where Tˆ is the transform of T (p, q, µ) when expressed in terms of p˜ and q˜ (see also [5],
Remark 10.13).
Let us make an example to clarify this last property. Take the canonical transfor-
mation (p˜, q˜)→ (p, q) with its inverse (p, q)→ (p˜, q˜), defined by:
p˜ = p + µq,
q˜ = q + µp+ µ2q.
1See e.g. [18] where the author writes “the property...needs more research to uncover its algebraic
and geometric meaning”.
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The generating function of these transformations and the corresponding derivative of
the generating function with respect to µ are
F = −(q˜ − q)
2 + q2µ2
2µ
,
∂F
∂µ
=
(q˜ − q)2 − q2µ2
2µ2
.
So in this example the function Φˆ is given by
Φˆ(p˜, q˜, µ) =
p˜2 − (q˜ − µp˜)2
2
.
We can conclude that if (p(µ), q(µ)) are the integral curves generated by the (arbitrary)
Hamiltonian T (p, q, µ), then p˜(µ) and q˜(µ) are the integral curves generated by the new
Hamiltonian K(p˜, q˜, µ) given by
K(p˜, q˜, µ) = Tˆ (p(p˜, q˜, µ), q(p˜, q˜, µ), µ) +
p˜2 − (q˜ − µp˜)2
2
.
More explicitly, after finding the inverse transformations (p, q)→ (p˜, q˜), we can write
K(p˜, q˜, µ) = T (p˜− µq˜ + µ2p˜, q˜ − µp˜, µ) + p˜
2 − (q˜ − µp˜)2
2
.
Note that in this example Φˆ 6= Φ since we considered canonical transformations,
not BTs: roughly speaking the BTs are canonical transformations with the further
constraint that Φˆ = Φ.
Now let us make this further observation: as explained before, it is always possible
to have a set of BTs connected to the identity, so that
p˜i|µ=0 = pi, q˜i|µ=0 = qi. (13)
Since the function T (p, q, µ) is arbitrary, we can choose it to be zero. With this choice
(pi, qi)
N
i=1 are by definition just constants, that from (13) are identified to be the initial
conditions. From (12) and (13) then readily follows the following
Theorem 1 Assuming the spectrality property (10) holds, the BTs (p˜i(µ), q˜i(µ))
N
i=1 are
the integral curves of the following system of (non-autonomous) Hamiltonian equations:
∂q˜i
∂µ
=
∂Φ(p˜, q˜, µ)
∂p˜i
,
∂p˜i
∂µ
= −∂Φ(p˜, q˜, µ)
∂q˜i
,
(14)
corresponding to the initial conditions (13).
From this point of view obtaining a set of explicit BTs for an integrable model
with the spectrality property, means having the explicit general solution of a non-
autonomous Hamiltonian system sharing the same conserved quantities with the origi-
nal model. So we are considering two set of flows: the first set is given by all the flows
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defined by the integrable model, the second set is given by the flow defined by Φ. In
the following we aim to clarify the relations among these flows in order to point out a
concrete application of Theorem 1.
The key point is that, because of the spectrality property, the flow defined by (14)
possesses the same conserved quantities (4) as the corresponding integrable model de-
fined by the Lax matrix L(λ). Since the model is integrable (in the sense of Liouville),
there exist action-angle variables (Ik, θk)
N
k=1, such that the action variables Ik are func-
tions only of the conserved quantities and the pairs (Ik, θk) are canonically conjugate
[5]:
{Ik, θj} = δkj, {Ik, Ij} = 0, {θk, θj} = 0. (15)
Actually we do not need that all the variables θj are really “angles”, we could have
also a splitting among bounded and unbounded variables (say θk ∈ Tm, k = 1...m and
θk ∈ RN−m, k = m + 1...N). The key requirement is the canonicity (15) (together
with the conservation of each of Ij). Having this in mind, for the sake of simplicity we
continue to use indiscriminately the term angle in what follows.
Let us consider the flow (14) defined by Φ in these coordinates. When expressed in
terms of the set (Ik, θk)
N
k=1 the Hamiltonian Φ(p˜, q˜, µ) = Φ(p, q, µ) reduces to a function
of action coordinates and µ only:
Φ(p, q, µ) = Φ˘(I, µ).
The system (14) then becomes
∂I˜j
∂µ
= −∂Φ˘(I˜ , µ)
∂θ˜j
= 0⇒ I˜j = const. = Ij,
∂θ˜j
∂µ
=
∂Φ˘(I˜ , µ)
∂I˜j
⇒ θ˜j = θj + ∂
∂I˜j
∫ µ
0
Φ˘(I˜ , µ)dµ,
(16)
where I˜j and θ˜j are the functions Ij(p, q) and θj(p, q) evaluated in p = p˜ and q = q˜,
i.e. I˜j = Ij(p˜, q˜), θ˜j = θj(p˜, q˜). In these coordinates the recurrences (6) are linearised:
indeed from equations (16) it follows that their explicit solution is given by:
(Ij)n = (Ij)0,
(θj)n = (θj)0 + n
∂
∂I˜j
∫ µ
0
Φ˘(I˜ , µ)dµ.
(17)
Replacing n by t we see that equations (17) represent the exact time discretization of
the continuous system governed by the Hamiltonian:
H =
∫ µ
0
Φ˘dµ. (18)
Notice that there is no need to find the action-angle coordinates explicitly. The
result (18) is independent of the choice of coordinates and can be restated as follows
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Theorem 2 If the spectrality property holds, the discrete trajectories defined by the
iteration of the recurrences
(pi)n+1 = fi(pn, qn, µ),
(qi)n+1 = gi(pn, qn, µ),
(19)
given by the BTs coincide with the trajectories of the Hamiltonian system defined by
the Hamiltonian
H =
∫ µ
0
Φ dµ,
where Φ is defined by the spectrality property (10).
So, on one hand the BTs are the integral curves of the system of Hamiltonian equations
generated by Φ, but on the other hand they are the exact time discretization (i.e.
preserving the trajectories) of the Hamiltonian equations generated by H = ∫ Φdµ.
We stress again that Φ is a function of all the conserved quantities Hi (4) of the model.
The BTs, from a numerical point of view, are the discretization of the flows corre-
sponding to linear combinations of these flows generated by Hi in the following sense:
for any function F(p, q) on the phase space we can write:
∂F
∂t
= {H,F} =
∑
k
ck{Hk,F}, where ck = ∂
∂Hk
∫ µ
0
Φdµ. (20)
If we want to use the BTs concretely as a discretization tool for computer simulations,
we need to fix the values of the initial conditions and the values of the parameters. Then
we can start to iterate the map according to (19). Thanks to Theorem 2, the result will
be a sampling of the particular trajectory of the continuous flow (20) corresponding to
the same initial conditions. Note that the functions ck depend only on the conserved
quantities and on the parameters of the transformations, so they are constants along
the trajectories of the model, i.e. they are constants of motion.
Let us make some remarks about the applications of the previous formulae. Having
in mind a physical model, usually one looks only at a discretization in some particular
direction, corresponding to a given choice of the constants ck appearing in (20). So the
problem is about the freedom we have to choose the values of these constants.
The point is that the ck depend on the parameters of the transformations: if we
have enough parameters, by picking carefully their values it is possible to obtain the
particular combination of the constants ck we need. The problem is how to find the
parameters λi as functions of given constants ck:
ck =
∂
∂Hk
∫ µ
0
Φ(Hi, µ, {λi})dµ =⇒ {λi} = {λi(ck)}. (21)
Notice that for any fixed orbit and for a given set of the constants ck, the above integrals
can be inverted numerically. An example will be given in Subsection 3.2.
A final remark to make here is that the parameter µ plays the role of a time as in
Theorem 1, but also smaller values of the parameter µ correspond to smaller values of
the time step.
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3 An example from the Toda lattice
In the rest of the paper we will present an application of the formulae discussed above
to the Toda lattice. We summarize the main results of the Section:
1. A set of two-parameter BTs is found, as given in eqs. (28) and (38) below. The
maps are connected to the identity, are explicit, see eq. (32) below, and possess
the spectrality property (see (41)).
2. Applying Theorem 2 to the case N = 2, it is shown how BTs correspond to
addition formulae for special functions (elliptic functions in this case); see eqs.
(46) and (47).
3. A concrete numerical application of Theorem 2 to the less trivial case N = 3 is
given in Subsection 3.2, where particular flows, corresponding to fixed values of
the constants c1, c2 and c3 given by (49), are discretised.
We assume periodic boundary conditions so that every lattice index j can be substi-
tuted with the lattice index j+N . The Lax matrix of the model is given by a product
of local Lax matrices lj(λ) [18]:
L(λ)
.
=
(
A(λ) B(λ)
C(λ) D(λ)
)
= lN(λ) · · · l1(λ), lj(λ) .=
(
λ+ pj −eqj
e−qj 0
)
. (22)
Recall that “local” means that lj only depends on pj and qj. The variables (pj, qj)
N
j=1
are pairs of canonically conjugate variables. The determinant of each local Lax matrix
lj(λ) is equal to 1, so the determinant of L(λ) is also equal to 1. The spectral curve
in this case is a hyperelliptic curve: it is defined by the characteristic polynomial
det(v − L(λ)) = 0 (see eq. (3)), that is
v2 − tr(L(λ))v + 1 = 0.
This curve is constant with respect to the Toda flows: all the commuting Hamiltonians
Hj of the system can be obtained from the coefficients of the expansion of tr(L(λ)):
tr(L(λ)) = A(λ) +D(λ) =
N∑
k=0
Hkλ
k. (23)
Note that there are N non-trivial Hamiltonians because HN = 1.
We now construct a class of BTs for this system following [18]. Due to the splitting
L(λ) = lN(λ) · · · l1(λ) of the Lax matrix into local matrices, it is possible to recursively
define a set of local matrices dj(λ) by the relations
lj(λ, p˜j, q˜j)dj(λ) = dj+1(λ)lj(λ, pj, qj), (24)
so that the dressing matrix D(λ) (7) is given by D(λ) = d1(λ). The simplest choice
for the matrices dj corresponds to a linear dependence on the spectral parameter [18]:
dj(λ) =
(
λ− ζ − αjβj −αj
βj 1
)
, (25)
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where ζ is a parameter and αj and βj depend on the dynamical variables. The depen-
dences of αj and βj are immediately fixed by the off-diagonal part of (24), giving:
βj+1 = e
−q˜j ,
αj = e
qj .
(26)
With these expressions, the similarity transformation (24) defines the following implicit
set of BTs:
p˜j = −
(
eq˜j−qj + eqj+1−q˜j + ζ
)
,
pj = −
(
eq˜j−qj + eqj−q˜j−1 + ζ
)
.
(27)
However, the flow defined by (27) is not connected to the identity. In order to obtain
a flow connected to the identity, as explained in Section 2, we can compose two BTs,
the first with parameter ζ = λ1 and the second given by the inverse transformations
of the first one but evaluated at ζ = λ2. Then when λ2 → λ1 the identity map is
recovered. The details are given in Appendix A. From now on we consider directly the
transformations given by the Darboux matrix (58) obtained in Appendix A, that is
D(λ, λ1, λ2) =
(
λ− λ1 − xy −x
y(λ1 − λ2 + xy) λ− λ2 + xy
)
, (28)
so that we look at the relation
L˜(λ)D(λ, λ1, λ2) = D(λ, λ1, λ2)L(λ). (29)
The matrix (28) is degenerate for λ = λ1 and λ = λ2. The kernels of D at λ = λ1, λ2
are given by |Ω1 >= (1,−y)T , |Ω2 >= (x, λ2 − λ1 − xy)T respectively. These are also
eigenvectors of L(λ1) and L(λ2) with eigenvalues v(λ1) and v(λ2)
−1, so that
L(λ1)|Ω1 >= v(λ1)|Ω1 >, L(λ2)|Ω2 >= v(λ2)−1|Ω2 > . (30)
From Appendix A, we can explicitly write:
v(λ1) =
A(λ1) +D(λ1)− γ(λ1)
2
, v(λ2) =
A(λ2) +D(λ2) + γ(λ2)
2
,
γ(λ)2
.
= (A(λ) +D(λ))2 − 4.
(31)
From relations (30) the variables y and x are then easily found:
y =
A(λ1)−D(λ1) + γ(λ1)
2B(λ1)
,
x =
2B(λ1)B(λ2)(λ2 − λ1)
B(λ2)(A(λ1)−D(λ1) + γ(λ1))− B(λ1)(A(λ2)−D(λ2)− γ(λ2)) .
(32)
The relations above enable us to obtain explicit BTs. Indeed, thanks to (32), the
Darboux matrix D depends only on the variables without tilde, so the relation L˜ =
DLD−1 gives explicit transformations. Also, by setting
λ1 = λ0 + µ, λ2 = λ0 − µ, (33)
we see that in the limit µ→ 0 the identity transformation is recovered.
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3.1 Generating functions and Hamiltonian flows
In this Subsection we will find the generating function for the composed transformations
produced by the Darboux matrix (28); then we will check the spectrality property.
Finally, an application of Theorem 1 and Theorem 2 will be given.
The generating function F solves the system:
pj =
∂F
∂qj
, p˜j = −∂F
∂q˜j
. (34)
Again we look at the relation among the local Lax matrices, that is
lj(λ, p˜, q˜)dj(λ) = dj+1(λ)lj(λ, p, q), (35)
where the matrices dj are given by
dj(λ) =
(
λ− λ1 − xjyj −xj
yj(λ1 − λ2 + xjyj) λ− λ2 + xjyj
)
. (36)
The quantities xj and yj are to be determined. Recall that d1 = D, as in (28), so that
x1 = x and y1 = y. From the off-diagonal elements of (35) we get the expressions of xj
and yj in terms of the dynamical variables qk and q˜k:
xj = e
qj − eq˜j , yj+1(2µ+ xj+1yj+1) = e−q˜j − e−qj . (37)
It is useful to introduce the variable ηj defined by ηj
.
= xjyj + µ . Indeed, from
xj+1yj+1(2µ+ xj+1yj+1) =
(
eqj+1 − eq˜j+1) (e−q˜j − e−qj) .= wj+1,
we see that η2j = µ
2 + wj. With the help of these relations, the remaining equations
(35) give
p˜j = −λ0 − e
q˜jηj + e
qjηj+1
eqj − eq˜j ,
pj = −λ0 − e
q˜jηj+1 + e
qjηj
eqj − eq˜j .
(38)
After some calculations it is not difficult to check that the generating function F for
these transformations is given by
F =
∑
k
(
µ ln
(
ηk + µ
ηk − µ
)
− 2ηk − λ0(qk − q˜k)
)
. (39)
At this point we can calculate ∂F
∂µ
explicitly, as well as the function Φ in (9). In the
following we present the result immediately, providing the details in Appendix B.
By a direct calculation, the derivative of F with respect to µ is
∂F
∂µ
=
∑
k
ln
(
ηk + µ
ηk − µ
)
. (40)
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The function Φ(p, q, µ) is given by the following expression (see Appendix B):
Φ =
∂F
∂µ
∣∣∣∣
q˜=q˜(p,q,µ)
= −arccosh
(
A(λ1) +D(λ1)
2
)
− arccosh
(
A(λ2) +D(λ2)
2
)
. (41)
We remember that tr(L) = A + D is the generating function of all the conserved
quantities of the system, see eq. (23); also the trace of L is invariant under the map
defined by the BTs, see eq. (7). As a result, the function Φ is invariant under the BTs,
that is Φ(p, q, µ) = Φˆ(p˜, q˜, µ). Our maps then possess the spectrality property.
According to Theorem 1, the BTs given by (28) are the integral curves of the
Hamiltonian system given by (41).
As an explicit example let us take the simplest case, that is N = 2. The trace of
the Lax matrix is now given by
A(λ) +D(λ) = λ2 + (p1 + p2)λ+ p1p2 − 2cosh(q1 − q2). (42)
In this case it is also quite straightforward to find explicitly a set of action-angle
variables. A choice is given by the following relations:
I1 =
p1 + p2
2
, I2 = 2cosh(q1 − q2) +
(
p1 − p2
2
)2
,
θ1 = q1 + q2, θ2 =
F ( p2−p1
2
√
I2−2 , k)√
I2 + 2
,
(43)
where F (z, k) is the complete elliptic integral of the first kind, the modulus k being
defined by k2 = I2−2
I2+2
. In these coordinates the expression (42) becomes A(λ)+D(λ) =
(λ+ I1)
2 − I2.
According to Theorem 2, taking into account expression (41), the recurrences de-
fined by the BTs (6) discretize the continuous flow corresponding to the Hamiltonian
H N=2=
∫ λ0−µ
λ0+µ
arccosh
(
(λ+ I1)
2 − I2
2
)
dλ,
so that
θ˜j = θj +
∂
∂Ij
∫ λ0−µ
λ0+µ
arccosh
(
(λ+ I1)
2 − I2
2
)
dλ, j = 1, 2, (44)
giving
θ˜1 = θ1 + arccosh
(
(λ0 − µ+ I1)2 − I2
2
)
− arccosh
(
(λ0 + µ+ I1)
2 − I2
2
)
,
θ˜2 = θ2 +
1√
I2 + 2
(
F (
λ0 − µ+ I1√
I2 − 2
, k)− F (λ0 + µ+ I1√
I2 − 2
, k)
)
.
(45)
In these coordinates the BTs are linearized. Indeed, if we denote by (Ij)n and (θj)n
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the nth iterates of the variables Ij and θj , as in (17), then from (45) we obtain
(I1)n = (I1)0,
(I2)n = (I2)0,
(θ1)n = (θ1)0 + n arccosh
(
(λ0 − µ+ I1)2 − I2
2
)
− n arccosh
(
(λ0 + µ+ I1)
2 − I2
2
)
(θ2)n = (θ2)0 +
n√
I2 + 2
(
F
(
λ0 − µ+ I1√
I2 − 2
, k
)
− F
(
λ0 + µ+ I1√
I2 − 2
, k
))
(46)
Also, comparing with the definition of θ2 in (43), it becomes clear that the BTs
correspond to addition formulae for elliptic integrals. Indeed we can write
F (P˜ , k) = F (P, k) + F (λ−, k)− F (λ+, k) (47)
where P˜ = p˜2−p˜1
2
√
I2−2 , P =
p2−p1
2
√
I2−2 and λ± =
λ0±µ+I1√
I2−2 . For N > 2 the BTs corresponds to
addition formulae for hyper-elliptic integrals. For similar results on addition formulae
for Weierstraß℘ function or Jacobi elliptic functions see [10] and [17].
3.2 Numerics
Formula (41) together with Theorem 2 give the following result: the BTs for the Toda
lattice discretise the equations of motion given by the Hamiltonian
H = −
∫ λ0+µ
λ0−µ
arccosh
(
tr (L(λ))
2
)
dλ, (48)
where we recall that the trace of L(λ), given in (23), is the generating function of all
the integrals. For any function F on the phase space, the corresponding continuous
equation of motion is
F˙ = {H,F} =
∑
k
ck{Hk, f}, where ck .= −
∫ λ0+µ
λ0−µ
λk√
tr(L(λ))2 − 4dλ. (49)
Let us take the special case N = 3. The three integrals of motion are given by:
H1 = p1 + p2 + p3,
H2 = p1p2 + p2p2 + p3p1 − eq1−q3 − eq2−q1 − eq3−q2 ,
H3 = p1p2p3 − p2eq1−q3 − p3eq2−q1 − p1eq3−q2.
(50)
Given the formulae (49), it is possible to plot the continuous flow corresponding
to some choice of the constants ck and the corresponding discrete flow given by the
recurrences defined by the explicit BTs (from (29), (32) and (33)). In order to make a
comparison one has to choose the same initial conditions for the two flows. Once they
are fixed (so that the conserved quantities H1, H2 and H3 are given), it is possible to
calculate, numerically or explicitly, the values of the constants ck knowing those of λ0
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Figure 1: The initial conditions are p1 = −20, p2 = 10, p3 = 1, q1 = 1, q2 = 0, q3 = 0.9. The
corresponding values for the constants ck are c0 = −0.005, c1 = −0.048 and c2 = −0.512.
Figure 2: The values of µ are 5 (top) and 2 (bottom). The corresponding values for the
constants (c0, c1, c2) are (−0.005,−0.048,−0.512 and (−0.0018,−0.0183,−0.1849)
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and µ. Conversely, if there were three free parameters instead of two in the BTs, it
would be possible to calculate their values knowing those of the constants ck. Let us
choose the values λ0 = 10 and µ = 5. A plot of the continuous flow given by (18) is
given in Figure 1 on the left. On the right there are the first 3500 iterations of the BTs
corresponding to the same initial conditions (both initial conditions and the values of
the ck are given in the caption). The variables on the axes are (p3, q2 − Q, q3 − Q),
where the center of mass Q = q1+q2+q3
3
, corresponding to a linear motion, has been
subtracted to reveal the structure of a torus, in accordance with the Liouville-Arnold
Theorem [5].
In Figure 2 we report an example of the continuous trajectories (in grey) and the
discrete ones (black dots): the top plots correspond to the variables q1 − Q (on the
right) and p1 (on the left): the values of the initial conditions and of the parameters λ0
and µ used are the same as for Figure 1. For the two plots on the bottom we changed
only the value of µ from 5 to 2: as explained in Section 2 and as can be seen from the
figures, a smaller value of the parameter µ corresponds to a smaller value of the time
step size.
A The two-parameter Darboux matrix
First of all let us invert the transformations (27), writing p˜i and q˜i in terms of p and
q. Recall that the Darboux matrix D(λ) is given by
D(λ) =
(
λ− ζ − α1β1 −α1
β1 1
)
. (51)
From (26) we know that α1 = e
q1 and β1 = e
−q˜N . In order to write the transforma-
tions in explicit form we need to express β1 as a function of the variables p and q. This
can be done noticing that the determinant of D(λ) calculated in λ = ζ is zero. Indeed
since det (D(ζ)) = 0, D(ζ) has a one-dimensional kernel, spanned by |Ω >= (1,−β1)T .
The combination of the uniqueness of |Ω > (up to an overall factor) with (7) gives
that |Ω > is also an eigenvector of L(ζ). Calling v(ζ) the corresponding eigenvalue, we
have:
A(ζ)− β1B(ζ) = v(ζ),
C(ζ)− β1D(ζ) = −v(ζ)β1.
(52)
After the elimination of v(ζ) we are left with β21B(ζ)−β1(A(ζ)−D(ζ))−C(ζ) = 0
defining β1 in terms of only the dynamical variables without the tilde. At this point
the relation (7) gives explicit transformations.
Let us now consider the inverse transformations of (27). They are defined by the
inverse Darboux matrix D−1 but since the relation (7) is homogeneous, we can take
the adjugate matrix of D, say Dˆ. So we have
L(λ, p, q)Dˆ(λ) = Dˆ(λ)L(λ, p˜, q˜), (53)
with
Dˆ(λ) =
(
1 α1
−β1 λ− ζ − α1β1
)
. (54)
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From (26) we know that α1 = e
q1 and β1 = e
−q˜N but in order to have explicit
transformations we need to write α1 in terms of tilded variables. Again Dˆ(ζ) has a
kernel, spanned by |Ωˆ >= (α1,−1)T , that is also an eigenvector of L˜(ζ) .= L(ζ, p˜, q˜).
So we have
A˜(ζ)α1 − B˜(ζ) = w(ζ)α1,
C˜(ζ)α1 − D˜(ζ) = −w(ζ).
(55)
After the elimination of w(ζ) we are left with (α1)
2C˜(ζ)+α1(A˜(ζ)−D˜(ζ))−B˜(ζ) =
0. Note also that since det L˜ = detL = 1 there are two possibilities for the eigenvalue
w(ζ): either w(ζ) = v(ζ) or w(ζ) = v(ζ)−1, where v(ζ) is defined by (52). In order to
have the inverse transformation of the previous one the correct choice is w(ζ) = v(ζ)−1
as we will now show. This will fix the relative sign of the square roots appearing in
the solutions of the quadratic equations defining β1 and α1.
The (1, 1) element of (53) gives A(ζ)− β1B(ζ) = A˜(ζ) +α1C˜(ζ). But from (52) we
have A(ζ)−β1B(ζ) = v(ζ). Now it is simple to see that the equality w(ζ)v(ζ) = 1, that
can be written as (D˜(ζ)− α1C˜(ζ))(A˜(ζ) + α1C˜(ζ)) = 1, is just the equation defining
α1, because A˜D˜ = B˜C˜ + 1.
We are ready to compose the two maps. We can define a new Darboux matrix
D(λ, λ1, λ2) given by the product Dˆ(λ, λ2)D(λ, λ1), that is
L˜D(λ, λ1) = D(λ, λ1)L,
˜˜
LDˆ(λ, λ2) = Dˆ(λ, λ2)L˜,
=⇒ ˜˜LDˆ(λ, λ2)D(λ, λ1) = Dˆ(λ, λ2)D(λ, λ1)L,
(56)
with
Dˆ(λ, λ2) =
(
1 x2
−y2 λ− λ2 − x2y2
)
, D(λ, λ1) =
(
λ− λ1 − x1y1 −x1
y1 1
)
.
(57)
From the relations (56) one has y1 = y2 = e
−q˜N . So we set y1 = y2
.
= y. Also the
product Dˆ(λ, λ2)D(λ, λ1) depends only on the difference x1−x2, so we set x1−x2 .= x.
The result is:
D(λ, λ1, λ2) =
(
λ− λ1 − xy −x
y(λ1 − λ2 + xy) λ− λ2 + xy
)
. (58)
B The function Φ
In this Appendix we obtain formula (41). From (40) we know that ∂F
∂µ
=
∑
k ln
(
ηk+µ
ηk−µ
)
.
In order to write this expression explicitly in terms of the set (pi, qi)
N
i=1 we note that
the matrices dj (36) are degenerate when λ = λ1 and λ = λ2. The kernels of dj(λ1) are
given by |ωj(λ1) >= (xj , µ− ηj)T and the relations (35) give
lj(λ1)|ωj(λ1) >= ν1j+1|ωj+1(λ1) >
for some function ν1j+1. More explicitly:
(pj + λ1)xj − eqj (µ− ηj) = ν1j+1xj+1. (59)
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But from the combination of the (2, 1) and (2, 2) elements of (35) we have
(pj + λ)xj = e
qj(λ− λ0 − ηj) + eq˜j (λ− λ0 + ηj+1). (60)
Evaluating the above equation at λ = λ1 and comparing with (59) we can identify the
function ν1j+1 as
ν1j+1 =
eq˜j(µ+ ηj+1)
xj+1
Repeating the same argument for the kernels |ωj(λ2) >= (−xj , µ + ηj)T of dj(λ2),
we can write
lj(λ2)|ωj(λ2) >= ν2j+1|ωj+1(λ2) >
for some function ν2j+1, and again with the help of (60) evaluated at λ = λ2 we find
ν2j+1 =
eq˜j(ηj+1 − µ)
xj+1
.
Now, due to the factorization of L(λ) into local matrices, the products
∏
k ν
1
k and∏
k ν
2
k are eigenvalues of L(λ1) and L(λ2) respectively. But from the analysis of the
eigenvalues of L(λ1) and L(λ2) we know that, when expressed in terms of the variables
without tilde, we have (see (30) and (31))
L(λ1)|Ω1 >= v(λ1)|Ω1 >, L(λ2)|Ω2 >= v−1(λ2)|Ω2 > . (61)
Collecting all of this together we see that ∂F
∂µ
is given by
Φ(p, q, µ) =
∂F
∂µ
∣∣∣∣
q˜=q˜(p,q,µ)
= ln
(∏
k ν
1
k∏
k ν
2
k
)∣∣∣∣
q˜=q˜(p,q,µ)
= ln (v(λ1)) + ln (v(λ2)) =
ln
(
A(λ1) +D(λ1)− γ(λ1)
2
)
+ ln
(
A(λ2) +D(λ2)− γ(λ2)
2
)
.
(62)
The previous result can be also rewritten in terms of the inverse hyperbolic function
arccosh(·), as in (41), to emphasize the dependence on the trace of the Lax matrix.
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