A review of previous word and letter counts in addition to the applications of these counts were reported. A comprehensive count of initial and terminal letters and bigrams was compiled based on the KuSera and Francis (Computational analysis of present-day American English. Providence: Brown Univ. Press, 1967) corpus of English words. The count included frequency of occurrence and versatility, or number of different words in which letters or bigrams occurred. It was shown how such counts can be used to describe "Englishness" and make predictions as to the information load of letters in words and pseudo words.
Current research interest in the reading process and memory storage of words has necessitated an increased understanding of word orthography. This need has been facilitated by large capacity computers, which have replaced the tedious hand counts of English words and letter frequencies. In the present paper a review of current word and letter counts is presented, an analysis of contemporary and potential use of orthographic structure is made, and a comprehensive count of initial and terminal letters is presented.
The examination of orthographic structure in a language is usually preceded by an analysis of the occurrence of words. The first modern count of American words was begun in the 1920s by Thorndike and resuited in a massive word frequency count done by hand called the " Thorndike- Lorge" count (see Thorndike & Lorge, 1944) . The Thorndike-Lorge count served as the standard source of word frequencies for many years but is gradually being replaced by two more recent and more sophisticated samples of the frequency of American words.
A large portion of the work on American English orthography has been based on a word count gathered and analyzed by Ku~era and Francis (1967) . These researchers determined the frequency of words (called tokens) as well as the number of different words (called types) which occurred in their corpus selected from slightly over one million words of running text drawn from a diverse sample of American literature. The Ku~era and Francis corpus is recorded on magnetic tape, thus allowing researchers to perform numerous complex operations based on a well-selected and large sample, including identification of specific letter characteristics of words. The corpus was drawn in 1961 from 15 different categories which included newspapers, religion, skills, popular lore, scientific writings, fiction, love, humor, and so on.
A third contemporary count of words was done by Carroll, Davies, and Richman (1971) and called the American Heritage Intermediate Corpus. This computer based selection includes over 5 million words (tokens) drawn in 500 word samples from 1045 published materials and contains 86,741 different words (types). Of particular interest in this corpus are the categories for which frequency data are presented as they include, in addition to a count of the usage, a count by grade level and curriculum and library areas. These norms are particularly useful to workers interested in word frequencies by grade level but as of now have not been used to determine orthographic structure. A brief description of these three word frequency counts is shown in Table 1 along with counts of American English letter frequency.
There are many other word counts (e.g., Horn, 1926; Rinsland, 1945) and counts of spoken language (e.g., Wepman & Hass, 1969; Howes, 1966; and Beier, Starkweather & Miller, 1967) which may be of interest to some researchers.
Letter Counts
Historically, frequency counts of a language have been of greater interest to cryptoanalysts than psychologists, and several excellent reviews of those counts and their usage are available (see Kahn, 1967; Pratt, 1942; Smith, 1943) . Although letter counts of many different languages have been known for centuries, modern counts of single letter frequency began to appear in the 1930s, and large scale counts in the 1960s (Baddeley, Conrad, & Thompson, 1960) .
In some early psychological studies normative data on letter frequency were used as the basis for evaluating subjective judgments about the natural occurrence of events (Attneave, 1953) while in other studies the data were considered an integral part of a larger theory of frequency and learning (Underwood & Schulz, 1960) . A sample of some single letter counts is shown in Table 1 .
One of the first comprehensive analyses of letter frequencies based on the Ku~era and Francis corpus was done by Zettersten (1969) . Solso and King (1976) , who also used this corpus, reported in addition to single-letter frequencies (based on tokens), single-letter versatilities (based on types). From these data, it is possible to identify how frequently a specific letter appears and in how many different words a letter appears (versatility).
A count of letters in words that is position specific was also of interest to cryptographers (see Smith, 1943; Milliken, 1943) . Recently, however, psychologists interested in the reading process or letter identification have found position-sensitive letter counts to be necessary components of an evaluation of orthography. did the first large scale hand count of single-and multiple-letter positional frequency. Solso and King (1976) reported positional frequencies and versatilities for four-and five-letter words based on a computer analysis of the Ku~era and Francis corpus. This positional count was extended to six-, seven-, and eight-letter words by Solso (1979b) . Recently, Solso and Juel (1980) reported positional bigram frequencies and versatilities, and Massaro, Taylor, Venezky, Jastrzembski, and Lucas (1980) reported positional bigram frequencies for words. Positional counts which have been generally used as a measure of orthography have provided researchers with a formidable arsenal with which to attack the problem of reading and lexical memory (cf., Juel & Solso, 1980 , 1981 Mason, 1975; Massaro, Venezky, & Taylor, 1979; McClelland & Johnston, 1977) . In the present paper, we extend these studies by reporting the frequencies and versatilities of initial and terminal letters of words. Our aim is to provide researchers in the field of verbal processing with a statistical basis for their interpretation of the effects of initial and terminal letters, as well as to provide values necessary to calculate several measures of orthography. The original counts of initial and terminal letters were done by cryptoanalysts (see Gaines, 1956; O'Haver, 1933; and Yardley, 1931) as a methodological tool in decoding secret information. Several modern attempts have been made to count initial and terminal letters (e.g., Zettersten, 1969; Rubin, 1978) . The Zettersten frequency count restricted its clusters to those consisting totally of consonants. Rubin's count provides values for both frequency and versatility but provides values for only those clusters with frequencies greater than 30. The present tabulation of initial and terminal letters and bigrams based on all existing words in the Kurera and Francis corpus will provide workers with a comprehensive index of this feature of English orthography which is also compatible with existing norms (e.g., Solso, Barbuto, & Juel, 1979; Solso & King, 1976) .
Initial and terminal letters are of special interest to workers interested in reading and memory as they begin or end words, phonemes, syllables, morphemes, and usually a spelling pattern (Fries, 1963; Gibson, Pick, Osser, & Hammond, 1962) . Initial letters also provide a salient cue in retrieval of information from memory as attested to by crossword puzzle workers, by psychological research (Brown & McNeill, 1966; Rubin, 1975; Solso & Biersdorff, 1975) , and a powerfUl mnemonic (Morris & Cook, 1978) .
The popular use of an initial letter as a mnemonic technique attests to the efficacy of initial letters of words as a retrieval cue. Some of these systems are widely known. The cranial nerves are frequently remembered by the rhyme " O n old Olympus' towering top; A Finn and German vault and hop" in which the first O is a cue for the olfactory nerve, the second O a cue for the optic nerve, and so on (see Solso, 1979a, and Young & Gibson, 1974 , for other examples). However, the reason initial letters serve as an efficacious retrieval cue is not well understood, but several hypotheses have been suggested. Some have suggested that the primacy effect may be operating in initial letters. Others hypothesize that initial letter of efficacy may be due to the fact that initial letters are not susceptible to as much visual masking as central letters. The hypothesis we find most intriguing (especially as related to the present norms) is the notion that knowledge of an initial letter allows the reader to predict with increased certainty the next letter(s). Yet, until the present norms were available, it was extremely difficult to accurately measure the information conveyed by a specific initial letter.
The current counts of initial and terminal letters may also be of special interest to researchers who wish to study the word recognition processes of beginning readers. There is abundant evidence that kindergarten and first-grade children rely on individual letters as their primary cue in recognizing words (Marchbanks & Levin, 1965; Samuels & Jeffrey, 1966; Fisher & Price, 1970; Timko, 1972; Williams, Blumberg, & Williams, 1970; Rayner & Hagelberg, 1975; Rayner, 1976) . Initial letters, in particular, appear to be the most salient cue these young readers utilize. At some point, however, children must abandon their reliance on first letter cues (i.e., " c " for " c a t " fails the child once "cap" is introduced). There is evidence that older children increasingly focus on higher-order units, such as letter clusters, which are formed by orthographic structures and sequential letter redundancies (Lott & Smith, 1970; Mason, 1975; Juel & Solso, 1980 , 1981 . In some of these studies, bigram frequency and versatility counts have been employed. With the present norms researchers may find it easier to untangle the beginning and more advanced stages in word recognition processing by devising stimuli words that represent orthogonaUy various levels of both initial/terminal letter counts and bigram frequencie s/versatilities.
METHOD AND RESULTS
All frequency and versatility counts are based on the Ku6era and Francis (1967) frequency count of about one million words in the English language. All hyphenated words, words containing apostrophes, and digits were excluded from the analysis. From the original corpus of 50,406 distinct graphic elements (types), 40,181 different words with frequency of 983,400 occurrences (tokens) were used. Single words were identified, and the frequencies and versatilities of the first and last letter of each word were determined.
Initial and terminal frequencies and versatilities for single letters are contained in Table 2 . Since some single letters also appear in the corpus as types, their influence may distort the distribution of initial and terminal values. Therefore, an additional count is provided in which single-letter types are removed.
A second count was undertaken in which initial and terminal bigram frequencies and versatilities are reported. These counts and the percentage of occurrence are shown in Table 3 . The percentage of occurrence is based on total frequency of occurrence of the initial or terminal letters. Thus, the percentage occurrence of the initial bigram CR is 4.68%. That percentage was found by finding the ratio between the frequency of all CR words (2204) and the frequency of all C words (47,141) longer than single-letter types. The same procedure was applied to the percentages of versatility counts. The data for any specific terminal bigram may be found by reversing the notations. Thus the occurrence of words ending in ED may be found by finding DE in Table 3 (F = 34.4%, V = 30.0%). This procedure was done so the total occurrence of any specific letter (in the example, E) would be grouped together. To find the percentage of occurrence for any series of letters a base off = 953,443 and V = 40,156 could be used.
DISCUSSION
One advantage of the present count is that it can be used in conjunction with previously published counts Solso & King, 1976) to calculate orders of approximation to English (Miller & Selfridge, 1950; Rubin, 1980) , or Englishness (Travers & Olivier, 1978) for any word. For this purpose, the initial and terminal letters listed in Table 2 can be viewed as representing bigrams followed by or following a blank. Similarly, the initial and terminal bigrams listed in Table 3 can be viewed as trigrams beginning or ending in blank.
By using the enclosed norms, it is possible to quantify the amount of information contained in initial letters. It is presumed that the word is encoded in a number of attributes which, in addition to semantic and acoustic attributes, include orthographic attributes. These orthographic attributes contain knowledge of letter sequencing.
We would like to introduce a measure of approximation to English words in which the component of positional orthography is maintained. Consider the word chair. In zero-order approximation to English, all 27 characters, the 26 letters plus blank, are equally likely, and the word chair would have a probability of being created equal to drawing a blank, c, h, a, i, r, and blank, or (1/27) 7 . For first-order approximation, the 1/27 values would be replaced by the actual probabilities of the individual characters calculated from Solso and King (1976) (e.g., c=.031×h=.055xa=.076xi=.071 × n = .062 or about .00000056).
For second-order approximation, the probabilities of drawing the following items would be multiplied: blank, c given blank, h given c, a given h, i given a, r given i, and blank given r. For third-order approximation, the probabilities of drawing the following items would be multiplied: blank, c given blank, h given blank c, a given ch, i given ha, r given ai, and blank given it. The values of second-and third-order approxi- Tables 2 and 3 . In order to convert the frequency values given in these tables and papers to probabilities, one needs to divide by the number of occurrences. The total number of characters, bigrams, and trigrams in the combined sample of letters plus blanks is 5.6 x 106, 5.6 x 106, and 4.6 x 10% respectively. The frequency of a blank is 983,400. In order to convert the product of the probabilities to an information measure, the logarithm to the base 2 is taken. Travers and Olivier (1978) In order to illustrate the use of the norms in memory research, we will use an example. Suppose you are trying to recall from memory the word prank. The probability a random selection of a letter will be the same as the initial letter of any given word, such as prank, would be 1/26, or about a 3.85% "chance" of identifying the letter p. The amount of "information" conveyed by the correct letter, by this means, is the reciprocal of these estimates, viz., 25/26 letters or 96.15% of all possible initial letters are excluded. An initial letter serves as a powerful retrieval cue because so many letter alternatives are excluded.
The above analysis lacks the precision of estimating letter information available in the present analysis. Given the same problem (retrieve prank), it is possible to estimate the frequency of any specific letter based on total letter frequency as well as an estimate of the versatility of any letter (see Solso & King, 1976) . These norms indicate that the letter p occurs about 2.03% of usage (frequency) and in about 2.97% of words (versatility). Although the frequency measure may be a useful index of the number of times a certain letter or letter combination is experienced (which may to some degree affect letter availability), versatility may prove to be more closely related to word retrieval as it is from a corpus of words in memory that specific words are retrieved.
An even more accurate measure of the expected frequency and versatility of any letter can be derived from an analysis of letter occurrence in which positional considerations are maintained. The positional frequency and versatility of each letter can be determined in four-and five-letter words (Solso & King, 1976) , and six-, seven-, and eight-letter words (Solso, 1979b) . In the case of prank, for example, we find that the frequency of the letterp in the first position of five-letter words is 4687 out of a total occurrence of initial letters in five-letter words of 107,302. Using the same norms, we can determine the versatility ofp. That letter was the initial letter in 242 five-letter words out of a total of 4066 five-letter words. By calculating the ratios (4687/ 107,302 and 242/4066), we find that the frequency ofp is about 4.37% and its versatility about 5.95%. Similar operations can be performed for any letter in any position. From these calculations it is possible to determine the information load of each letter with regard to its positional frequency and versatility.
Another useful index may be to determine the expected frequency of second or later letters in any given letter sequence. One estimate would be based on an assumption of uniform distribution of letters: that estimate would be 1/26 or 3.85% of each letter. The fallacy of that estimate is obvious as letters are not uniformly distributed in English words. Another technique is similar to the above-mentioned one in which the occurrence of the second letter is divided by the total occurrence. In the word prank, the occurrence ofr in the same position is 8173 of 107,302 occurrences and 368 of 4066 different words of 7.62% (frequency) and 9.05% (versatility).
An even more sophisticated measure of positional frequencies and versatilities is based on the probability of the occurrence of a letter given one or more letters in a word. In the example of prank, we can estimate the probability of the r given p from the norms presented in this paper by the following means. First find the total frequency and versatility of the initial letter p (Table 2) . These values are 38.525 and 3073. Then find frequency and versatility of pr (Table 3) . These values are 11,849 and 809. The estimated probability ofr given the initial letter p among all English words is equal to the ratio between the total of pr and the totals for p or 11,849/38,525 and 809/3073, which yields about 31 and 26% for frequency and versatility. These values are for all words, not only five-letter words, and this fact should be borne in mind when using the ratios. However, another estimate of the initial bigram pr in five-letter words may be obtained from norms collected by Solso and Juel (1979) . The procedure for finding this estimate is to (1) sum all initial bigrams starting with p for five-letter words; (2) divide the occurrence of pr by the sum found in the first operation. In the case of pr, the sum of the frequency and versatility of all five-letter words with an initial letter of p is 4687 and 242. The frequency and versatility ofpr is 631 and 26.
Performing the above operation, we find a e e e e e e s e 6 e e @ ~J e e e ~ ~o ( J~e~e t S e $ $ $ o e e~ e e e e ~ e~e e e e e e $ @ e o e e ~o e e e e e e # e e @~e e s e e e e e ?- J~Zg~gd~JJgJg~d;ddgdJdgZgdd~;dgg~JZdg~J~dg~dg~gdJdag~g~g~ggd~Z;~ t e e e e e e m e e s g~e e g l e e e o~e e o e e~e~e e e e e e s e e e e e o e t o $ |@e e e e e o e e~e o e |~e e e e | e e e e probability of occurrence based on frequency to be 13.46% and a versatility 10.74%. A final way to estimate the information load of a letter(s) is to view it as reducing the number of possible letters which could follow it. Each letter in the alphabet may be an initial letter of a longer lexical unit or word. Disregarding (for the purpose of illustration) the uneven distribution of initial letters, the likelihood of any specific letter starting a word is 1 in 26. In our example of prank, the amount of information conveyed by p is 1 in 26 by this index. Given p as an initial letter, the occurrence of a specific second letter is retricted in our sample of orthographic types and tokens, as p combines with only 16 letters (see Table 3 ). If we extend this logic to larger lexical units, we generally find an ever diminishing probability of letter combinations and an enhanced predictable value for subsequent letters. This rule is rarely violated. An exception might be in the case of the letter q which is almost always followed by u. For example, we find (Solso & Juel, 1979 ) that only six pr trigrams appear in the English language regardless of positional constraints (pra, pre, pro, pru, and pry).
Further refinements of letter predictability can be made from the normative data presented in this paper in conjunction with other compatible data. Some of these refinements would include the probability of a designated letter occurring in a specific location. The probability of occurrence could be based on frequency of letters or the versatility of letters by position.
