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Abstract— Formation control is a key problem in the coordi-
nation of multiple agents. It arises new challenges to traditional
formation control strategy when the communication among
agents is affected by uncertainties. This paper considers the
robust multi-task formation control problem of multiple non-
point agents whose communications are disturbed by uncertain
parameters. The control objectives include 1. achieving the
desired configuration; 2. avoiding collisions; 3. preserving
the connectedness of uncertain topology. To achieve these
objectives, firstly, a condition of Linear Matrix Inequalities
(LMIs) is proposed for checking the connectedness of an
uncertain communication topology. Then, by preserving the
initial topological connectedness, a gradient-based distributed
controller is designed via Lyapunov-like barrier functions. Two
numerical examples illustrate the effectiveness of the proposed
method.
I. INTRODUCTION
Multi-agent systems consist of a group of intelligent agents
or subsystems that cooperate to achieve collective goals
through mutual communications. Due to its broad applica-
tions in various areas, a number of cooperative problems have
been introduced, such as consensus, flocking, rendezvous
and coverage [1]–[4]. Among these problems, the formation
control aims to achieve a desired configuration specified by
relative inter-agent distances. This problem attracts much
attention in recent years because of its wide range of
practical implementations, e.g., aircrafts coordination, multi-
robot path planning, and air-defense of warships (for more
applications, please find in [5]).
Due to the great amount of literature in formation control,
we focus on whether the communication network of multiple
agents is disturbed or not, rather than an exhaustive review
from all aspects (excellent surveys of formation control
can be found in [6]–[8]). For the case of communication
network without disturbances, efficient methods are proposed
by using algebraic graph theory, Lyapunov stability theorem,
LaSalle invariance principle, behavior-based approaches, etc
[9], [10]. However, in real world, the communication among
agents is usually disturbed by sorts of uncertainties, under
which the methods developed for disturbance-free cases are
usually not applicable [11].
In order to improve the robustness to the uncertainties
in communication, different uncertain models and useful
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Fig. 1. Different strategies for preserving the connectedness. r0 is the
radius of a chosen working place; rs is the radius of sensing of each agent.
methods have been proposed recently [11]–[16]. According
to the types of uncertainties, these models can be roughly
divided into two categories: Additive norm-bounded uncer-
tainties and additive stochastic uncertainties. In the first
category, it is assumed that an uncertainty is added to the
control input for each agent, where the l2-norm or l∞-
norm of this additive uncertainty is bounded, and Lyapunov
stability theorem is employed for controller design [12]–[14].
In the second category, Guassian noises or white noises are
added to the measurement or to the control input, reflecting
the unreliable information exchange [11], [15]. However,
additive uncertainties cannot meet all practical demands, e.g.,
(as a motivating example for this work) in an aerospace
multi-robot network, the communication among robots are
disturbed by parameters like temperature, radiation, magnetic
field intensity, such that the value of information exchange
can be modeled as a polynomial function of these parameters.
Besides additive uncertainty, the existing literature usually
assumes that the topology has a spanning tree, or it is con-
nected. Though this condition is essential, the network cannot
be always connected if there is no control input guaranteeing
the connectedness. Thus, researchers start focusing on the
connectedness maintenance in multi-agent networks. One
strategy for connectedness maintenance is to constrain all the
agents in a selected working place by using Lyapunov-like
barrier functions [17], and the network is strongly connected
if rs ≥ 2r0 as shown in (a) of Fig. 1. Another strategy
is to use a potential function to preserve edges once they
appear in the network [10], [18]–[24]. The latter strategy
does not require constraining the agents in a work place,
hence less conservative than the first one, as shown in Fig. 1.
In [22], for uncertainty-free case, a decentralized navigation
function is introduced for connectedness maintenance and
collision avoidance. In [19], a robust rendezvous problem is
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studied with unknown dynamics and bounded disturbances,
but without considering collision avoidance.
Motivated by aforementioned results, based on our pre-
vious work [17], this paper considers a robust formation
control problem of uncertain networks, whose communica-
tion weights are generic polynomial functions of uncertain
parameters. The main contributions of this paper are:
• Rather than calculating the eigenvalues of Laplacian
matrix, a necessary and sufficient condition is provided
for checking the connectedness of uncertain networks.
Based on the real Positivestellensatz, a relaxed condition
is given via sum-of-squares programming. Then, by
using the square matrix representation, a solvable condi-
tion of LMIs is obtained for checking the connectedness
of uncertain network (Section III.A).
• Different from [20] and [23], a new Lyapunov-like bar-
rier function is introduced, which guarantees a bound-
ed control input. Then, a gradient-based controller is
designed for solving the robust formation problem,
with considering both connectedness maintenance and
collision avoidance (Section III.B).
II. PRELIMINARIES
Notations: N,R: natural and real number sets; R+: positive
real number set; AT : transpose of A; A > 0 (A ≥ 0):
symmetric positive definite (semidefinite) matrix A; A ⊗
B: Kronecker product of matrices A and B; diag(a): a
square diagonal matrix with the elements of vector a on
the main diagonal; ‖a‖: Euclidean norm or l2 norm of
vector a. 1n: n × 1 vector with all the entries equal to 1;
I: identity matrix (of size defined by the context); deg(f):
degree of polynomial function f ; Deg(M): degree of matrix
polynomial function M , i.e., max(deg(Mij)); (∗)TAB in
a form of Square Matrix Representation: BTAB. Let P
be the set of polynomials and Pn×m be the set of matrix
polynomials with dimension n×m. A polynomial p(x) ∈ P
is nonnegative if p(x) ≥ 0 for all x ∈ Rn. A useful way
of establishing p(x) ≥ 0 consists of checking whether p(x)
can be described as a sum of squares of polynomials (SOS),
i.e., p(x) =
∑k
i=1 pi(x)
2 for some p1, . . . , pk ∈ P . The
set of SOS polynomials is denoted by PSOS. A symmetric
matrix polynomial M(x) ∈ Rl×l is SOS if there exist
matrix polynomials M1(x),M2(x), . . . such that M(x) =∑
iMi(x)
TMi(x). The set of SOS matrix polynomials is
denoted by P l×lSOS.
A. Model Formulation
In this paper, we consider a second-order system of
multiple agents described by:
x˙i(t) = ρi(t)
ρ˙i(t) = ui(t), i ∈ N , (1)
where N = {1, . . . , N}, xi(t) ∈ Rn denotes the position
state, ρi(t) ∈ Rn denotes the velocity state, and ui(t) ∈ Rn
denotes the control input on i-th agent. In the sequel, we will
omit the arguments t and x of functions whenever possible
for the brevity of notations.
Based on algebraic graph theory [3], a network of mul-
tiple agent can be described by a weighted undirected dy-
namic graph G(t) = (A, E(t), G) with the set of nodes
A = {A1, ..., AN}, the set of undirected edges E(t) =
{(Ai, Aj)| Ai, Aj ∈ A}, and the weighted adjacency matrix
G = (Gij)N×N . Th set of edges E(t) is constructed similar
to [19] as shown in Fig. 2. A graph G(t) is connected at
ra
rc
rz
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rs
t = t0
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Fig. 2. The model of a single agent and the switching strategy
of edges between two agents: ra is the radius of each agent; rc is
the radius of collision avoidance region; rz is the radius of region
that the control with collision avoidance objective is active; rs is
the radius of sensing range; constant ǫ ∈ [0, rs − rz] is a distance
parameter for the hysteresis in adding new edges. The solid line
for t ∈ (t1, t2) depicts the part of trajectory when there is an edge
between the two agents.
time t if there is a path between any pair of distinct nodes
Ai and Aj in G(t). The Laplacian matrix is given as
L(t) = ∆(t) −G(t) (2)
where ∆(t) = diag(
∑N
j=1Gij(t)). A relationship between
L(t) and the connectedness of G(t) is given in [3], [25]:
Lemma 1: Let λ1(L(t)) ≤ λ2(L(t)) ≤ · · · ≤ λN (L(t)) be
the ordered eigenvalues of L(t). Then, 1N is an eigenvector
of L(t) with the corresponding eigenvalue λ1(L(t)) = 0.
Moreover, λ2(L(t)) > 0 if and only if G(t) is connected.
B. Problem Formulation
In this paper, the parametric uncertainties are considered
in communications among agents. Specifically, it is supposed
that the weighted adjacency matrix G is affected by uncertain
parameters. We denote such a matrix as G(t, θ) where θ ∈
Rr is an uncertain vector constrained as
θ ∈ Ω, Ω = {θ ∈ Rr : si(θ) ≥ 0 ∀i = 1, . . . , h} (3)
for some functions s1, . . . , sh : Rr → R. In the sequel, we
will assume that the entries of G(t, θ) and s1(θ), . . . , sh(θ)
are polynomials.
Remark 1: The type of uncertain model introduced above is
more general compared to the additive norm-bounded uncer-
tainties in [12]–[14]. Besides the motivating example given
in Section I, more practical implementations in intelligent
transportation and under-water vehicles control can be found
in [6]. 
For a decentralized controller of agent i, the control law
relies on the local information of agent i. Specifically,
ui =
∑
j∈N si (t)
f
(
xi(t)−xj(t), ρi(t)−ρj(t), Gij(t, θ)
)
(4)
where N si (t) = {j| (Ai, Aj) ∈ E(t)} is the neighborhood
set of agent i (in the sensing range of agent i). Different
with flocking and rendezvous problems, some useful sets
are defined for formation control: N fi is the neighborhood
set to agent i in the desired formation configuration, i.e.,
N fi = {j| (Ai, Aj) ∈ E f , xi− τi− (xj − τj) = 0}, where τi
is the ideal displacement of agent i in the desired formation
configuration, whose edge set is E f ; We also define sets
N sfi (t) = {j| j ∈ N si (t), j ∈ N fi } and N szi (t) = {j| j ∈
N si (t), ‖xi − xj‖ < rz}, which will be used in Section III.
Now, let us propose the robust multi-objective formation
control problem we are concerned with:
Problem 1: Under the dynamics (1) and the effect of θ given
in (3), find a controller ui in the form of (4) such that
1) limt→∞‖(xi(t) − τi) − (xj(t) − τj)‖ = 0, and
limt→∞‖ρi − ρj‖ = 0, for all i ∈ N and j ∈ N fi .
2) G(t) is connected, for all t > t0, where t0 is the initial
time.
3) ‖xi(t)−xj(t)‖ > ds, for all t > t0, where ds denotes a
user-defined safety distance for collision avoidance.
For this problem, we assume that:
• Assumption 1: The desired configuration given by τi
is achievable, i.e., rz ≤ ‖τi − τj‖ ≤ rs − ε, for all
i ∈ N , j ∈ N fi . In other words, the desired distance
between agent i and agent j ∈ N fi is always between
rs − ε and rz .
• Assumption 2: The neighbor set of agent i at time t0
satisfies N fi ⊆ N si (t0), which means that the desired
topology is contained in the initial graph.
• Assumption 3: To achieve both objectives of collision
avoidance and connectedness maintenance, we require
rs − ‖τij‖ > ds + ‖τij‖, for all i, j ∈ N .
III. MAIN RESULTS
In this section, a condition for checking the connectedness
of uncertain networks is provided, and a distributed controller
is designed to solve Problem 1. The main idea is to preserve
the connectedness of initial uncertain graph, and then use a
gradient-based controller based on properly choosing barrier
Lyapunov functions.
A. Checking the Connectedness of Uncertain networks
The connectedness of uncertainty-free network can be
established by checking whether λ2(L) is positive from
Lemma 1. However, it is not easy to calculate λ2(L(t∗, θ))
at a chosen time t∗ under the disturbance of θ given in
(3). In this subsection, we propose a method of Linear
Matrix Inequalities (LMIs) to check the connectedness of
an uncertain graph G(t∗) at a fixed time t∗. We omit the
argument t in this subsection.
First, a necessary and sufficient condition is proposed for
establishing the connectedness of uncertain networks:
Lemma 2: Consider a matrix M ∈ RN×N−1 satisfying
img(M) = ker(1TN), then, a new matrix is constructed based
on the Laplacian matrix as:
L̂(θ) = MTL(θ)M (5)
where img(A) denotes the image of matrix A, ker(A)
denotes the null space of A, 1N denotes a N dimensional
column vector with all the entries equal to 1. The graph G
is connected under the effect of parametric uncertainties θ if
and only if there exists a symmetric definite matrix function
P (θ) : Rr → RN−1×N−1 such that
P (θ)L̂(θ) + L̂(θ)TP (θ) > 0, ∀θ ∈ Ω. (6)
Proof : From Lemma 1 and (2), one has that 1N is an
eigenvector of L(θ) corresponding to the eigenvalue zero. In
addition, observe that MTL(θ)M has the same eigenvalues
of L(θ) except that the algebraic multiplicity of the eigen-
value zero has been decreased of one. i.e. spc(L̂(θ))∪{0} =
spc(L(θ)), where spc(A) is the spectrum of matrix A.
Consider the following dynamical system
˙ˆx(t) = −L̂(θ)xˆ(t), (7)
one has that the linear hull of vector 1N−1, i.e., span(1N−1)
is the equilibrium point of (7). It yields that the condition
0 < λ2(L(θ)) ≤ λ3(L(θ)) ≤ . . . λN (L(θ)) is equivalent to
the statement that (7) is asymptotically stable. Let us con-
sider a parameter-dependent Lyapunov function V (xˆ, θ) =
xˆTP (θ)xˆ with P (θ) > 0. From Lyapunov stability theorem,
one has that (7) is asymptotically stable for all θ ∈ Ω if and
only if V (xˆ, θ) > 0 and V˙ (xˆ, θ) < 0. Moreover, observe
V˙ (xˆ, θ) = −xˆT (P (θ)L̂(θ)+ L̂(θ)TP (θ))xˆ < 0 is equivalent
to the condition of (6), it yields that (6) holds if and only if
L(θ) has exactly one simple eigenvalue 0 and all the other
eigenvalues have positive parts, i.e., λ2(L(θ)) > 0 for all
θ ∈ Ω, which completes this proof. 
Note that the matrix polynomial inequalities (6) is not easy
to be established, thus a tractable condition is provided based
on the Real Positivestellensatz [26] as follows:
Lemma 3: Condition (6) holds if there exist matrix polyno-
mials P (θ), Ri(θ), for i = 1, . . . , h, and positive scalars
c1 > 0 and c2 > 0 such that
Ri(θ) ∈ PN−1×N−1SOS
P (θ)− c1IN−1 ∈ PN−1×N−1SOS
H(θ)− c2IN−1 ∈ PN−1×N−1SOS
(8)
where PN−1×N−1SOS is the set of SOS matrix polynomials
introduced in Section II,
H(θ) = P (θ)L̂(θ) + L̂(θ)TP (θ) −
h∑
i=1
Ri(θ)si(θ), (9)
and θ, si are defined in (3).
Proof : Assume that (8) holds, one has P (θ) > 0 and
H(θ) > 0. In addition, Ri(θ) are SOS matrix polynomials,
and si(θ) > 0 from (3). Based on the Real Positivestellen-
satz, it yields that P (θ)L̂(θ) + L̂(θ)TP (θ) > 0, which ends
this proof. 
Note that (8) requires to find appropriate c1, c2, P (θ) and
H(θ) at the same time which is difficult and computationally
demanding. Next, we propose an efficient method by using
the Square Matrix Representation (SMR). Given a polyno-
mial f0(θ) of degree deg(f0), θ ∈ Rr and f0(θ) ∈ PSOS, its
SMR is as follows:
f0(θ) = (∗)T (F¯0 + C(δ))φ(r, df0 ), (10)
where (∗)TAB is short for BTAB given in Section II, F¯0
is denoted by the SMR matrix of f0(θ), r is the dimension
of θ, df0 is the smallest integer not less than
deg(f0)
2 , i.e.,
df0 = ⌈deg(f0)2 ⌉, φ(r, df0 ) ∈ Rl(r,df0) denotes a power vector
which contains all monomials of degree less or equal to
dp0 , C(δ) is a parameterization of the space C = {C(δ) ∈
Rl(r,df0 )×l(r,df0) : C(δ) = CT (δ), (∗)TC(δ)φ(r, df0 ) = 0},
in which δ ∈ Rϑ(r,df0) is a vector of free parameters.
l(r, df0) and ϑ(r, df0 ) can be obtained similarly as in [26].
For the ease of understanding, an illustration is given:
Example 1: Given the polynomial f1(θ) = 7θ4+2θ3+4θ2+
6θ+ 9, we have df1 = 2, r = 1 and φ(r, df1 ) = (θ2, θ, 1)T .
Then, f1(x) can be written as follows:
F¯1 =
 7 1 01 4 3
0 3 9
 , C1(δ) =
 0 0 −δ0 2δ 0
−δ 0 0
 . 
This technique can be extended to matrix polynomials.
Specifically, let M(θ) ∈ Ps×sSOS be a symmetric matrix
polynomial of size s × s of degree Deg(M) in θ ∈ Rr
(this means that the highest degree of all the entries of
M(θ) is Deg(M) in θ), i.e., Deg(M) = max(deg(Mij)),
dM = ⌈Deg(M)2 ⌉. Then, M(θ) can be written as
M(θ) = Φ(M¯ +D(δ), dM , s) (11)
where Φ(M¯ +D(δ),m, s) = (∗)T (M¯ +D(δ))(φ(r, dM ) ⊗
Is), M¯ is a symmetric matrix, and D(δ) is a linear
parametrization of the linear subspace D = {D(δ) ∈
Rl(r,dM )s×l(r,dM)s : D(δ) = DT (δ), (∗)TD(δ)(φ(r, dM ) ⊗
Is) = 0}. Now, we can propose the condition of LMIs for
checking the connectedness of uncertain networks:
Theorem 1: Condition (6) holds if c∗ > 0, where c∗ is the
solution of the convex optimization problem
c∗ = sup
c,R¯i,P¯ ,δ
c
s.t.

R¯i ≥ 0, P¯ ≥ 0, trace(P¯ ) = 1
H¯ +D(δ)− cI(N−1)·l(r,dH) −
h∑
i=1
Υ¯i(R¯i) ≥ 0.
(12)
The matrices involved in this problem are defined
by Ri(θ) = Φ(R¯i, dRi, N − 1), Ri(θ)si(θ) =
Φ(Υ¯i(R¯i), dRs, N − 1), P (θ) = Φ(P¯ , dP , N − 1),
H(θ) = Φ(H¯ + D(δ), dH , N − 1) in which 2dRi, 2dP
and 2dH are the degrees of Ri(θ), P (θ), and H(θ) − cI ,
respectively.
Proof : Suppose that (12) holds. Pre- and post-multiplying
the first inequality in (12) by (φ(r, dRi) ⊗ IN−1)T and
(φ(r, dRi)⊗ IN−1), respectively, one has that
Ri(θ) ≥ 0, ∀θ ∈ Ω.
Thus, the first constraint in (8) holds by choosing a pow-
er vector φ(r, dRi) ⊗ IN−1. Similarly, by pre- and post-
multiplying the last inequality in (12) by (φ(r, dH)⊗IN−1)T
and (φ(r, dH)⊗ IN−1), respectively, one has that
0 ≤ H(θ)− c(φ(r, dH)⊗ IN−1)T (φ(r, dH)⊗ IN−1),
≤ H(θ)− c((φ(r, dH )T · φ(r, dH))⊗ IN−1),
≤ H(θ)− (c · φ(r, dH)T · φ(r, dH))IN−1,
≤ H(θ)− c¯2IN−1,
where c¯2 = (c · φ(r, dH)T · φ(r, dH)). It directly yields
that the last constraint in (8) is satisfied. Moreover, let us
assume the second and the third constraints in (12) hold.
One has that for all the eigenvalues of P¯ , λk(P¯ ) ≥ 0
and
∑(N−1)·l(r,dP )
k=1 λk(P¯ ) = 1, which results in ∃k ∈
{1, 2, . . . , (N − 1) · l(r, dP )} such that λk(P¯ ) > 0. Then,
pre- and post-multiplying the second inequality in (12) by
(φ(r, dRi) ⊗ IN−1)T and (φ(r, dRi) ⊗ IN−1), respectively,
one has that P (θ) > 0, which means there exists a positive
constant cˆ > 0 and c¯1 = (cˆ · φ(r, dP )T · φ(r, dP )) such
that P (θ)− c¯1IN−1 ≥ 0. Therefore, the condition (8) holds,
which completes this proof. 
B. Multi-Objective Controller Design
To achieve collision avoidance and connectedness main-
tenance, Lyapunov-like barrier functions are employed. For
the brevity of expressions, let yi = xi − τi, yij = yi − yj ,
xij = xi − xj , τij = τi − τj and ρij = ρi − ρj .
For connectedness maintenance, based on Assumption 2,
the desired topology is contained in the initial graph. The
main idea is to preserve the desired topology E f ⊆ E(t)
such that the network is always connected for t ≥ t0. To do
this, we would like to make the following condition satisfied:
‖xij‖ < rs, for all i ∈ N and j ∈ N sf(t) which holds if
rs −‖τij‖− ‖yij‖ > 0. Thus, the following barrier function
is used:
Ψ eij =
‖yij‖2
rˆs − ‖yij‖+ rˆ2sµ1
, i ∈ N , j ∈ N sfi (t), (13)
where rˆs = rs − ‖τij‖, N sfi (t) = {j| j ∈ N si (t), j ∈ N fi }
defined in Sectioin II, µ1 is a positive scalar such that Ψ ei is
bounded when ‖yij‖ tends to rˆs.
For collision avoidance, the basic idea is to keep the
distance between any two agents i and j greater than a
minimum user-defined safety distance ds > 2rc. In other
words, the condition is required that ‖xij‖ > ds, which
holds if and only if ‖yij + τij‖ − ds > 0. Thus, we select
the following barrier function:
Ψ cij =
(‖yij + τij‖ − ‖τij‖)2
‖yij + τij‖ − ds + (ds−‖τij‖)2µ2
, i ∈ N , j ∈ N szi (t),
(14)
where N szi (t) = {j| j ∈ N si (t), ‖xij‖ < rz} introduced in
Section II. µ1 is a positive scalar such that Ψ ei is bounded
when ‖yij‖ tends to ds. Therefore, the barrier function con-
sidering both collision avoidance and connectedness mainte-
nance can be given as
Ψij =
‖yij‖2
rˆs − ‖yij‖+ rˆ2sµ1
+
(‖yij + τij‖ − ‖τij‖)2
‖yij + τij‖ − ds + (ds−‖τij‖)2µ2
,
(15)
for ‖xij‖ ∈ (ds, rz).
Remark 2: We assume µ1 and µ2 satisfying µ1 > µmax
and µ2 > µmax with µmax := 12
∑N
i=1(
∑
j∈N fi Ψ
e
ij(‖rˆs −
εˆ‖)+ yi(t0)T
∑N
j=1Gij(t0)yij(t0) + ρi(t0)
T ρi(t0)) + (N −
1)NΨ cij(‖ds − εˆ‖), where 0 < εˆ < min{ 12ds − rc, ε}.
Barrier function in (15) is different with the existing work
in the sense that in [10], [18]–[20], the objective of collision
avoidance is not considered; in [20], [23], the control input is
not bounded. To make (15) easy to understand, the following
example is provided for illustration. 
For the brevity of notations, let us introduce Ψ ei =∑
j∈N sfi Ψ
e
ij , Ψ
c
i =
∑
j∈N szi Ψ
c
ij , x = (x
T
1 , x
T
2 , . . . , x
T
N )
T
,
ρ = (ρT1 , ρ
T
2 , . . . , ρ
T
N )
T
. A distributed parameter-dependent
controller is provided as follows:
ui = −
∑
j∈N sfi (t)
∇yiΨ eij(‖yij‖)︸ ︷︷ ︸
αe
−
∑
j∈N szi (t)
∇yiΨ cij(‖yij‖)︸ ︷︷ ︸
αc
−
∑
j∈N si (t)
Gij(t, θ)yij︸ ︷︷ ︸
βy
−
∑
j∈N si (t)
Gij(t, θ)ρij︸ ︷︷ ︸
βρ
,
(16)
where θ is introduced in (3), Gij is the ij-th entry of
weighted adjacency matrix. The gradient-based terms αe and
αc are designed to achieve connectedness maintenance and
collision avoidance, respectively; the parameter-dependent
terms βy and βρ are designed to achieve the convergence
of yij and ρij , respectively. The following result shows that
under the proposed controller (16), the connectedness of
uncertain networks can be ensured.
Theorem 2: Under Assumption 1-3, and provided that (12)
is satisfied for G(t0, θ), the uncertain graph G(t, θ) is con-
nected, and collision avoidance is guaranteed for all t ≥ t0
and for all θ ∈ Ω by using the controller (16).
Proof : This proof aims to show the concerned set is in a
positively invariant set, which implies the connectedness and
collision avoidance in the uncertain network. Specifically, we
assume that the edge set E(t) changes at tl, l = 0, 1, 2, . . . .
For each [tl, tl+1), G is fixed. Let us introduce a parameter-
dependent Lyapunov-like function
W =
1
2
N∑
i=1
( ∑
j∈N sfi (t)
Ψ eij(‖yij‖) +
∑
j∈N szi (t)
Ψ cij(‖yij‖)
+yi
N∑
j=1
Gij(t, θ)yij + ρ
T
i ρi
)
.
(17)
Consider the time interval [t0, t1), one has Ψ eij > 0
from (13), Ψ cij from (14), and ρTi ρ ≥ 0. In addition,∑N
i=1 yi
∑N
j=1Gij(t, θ)yij =
∑N
i=1 yi
∑N
j=1 Lij(t, θ)yij =
yT (L(t, θ)⊗ In)y ≥ 0 on account of the fact that L(t, θ) =
L(t0, θ), and (12) is satisfied for G(t0, θ). Thus, one has that
W0 =W (t0, θ) > 0 for all θ ∈ Ω. Moreover, for t ∈ [t0, t1),
Gij(t, θ) is fixed, one has
W˙ =
1
2
N∑
i=1
( ∑
j∈N sfi (t)
Ψ˙ eij(‖yij‖) +
∑
j∈N szi (t)
Ψ˙ cij(‖yij‖)
)
+
N∑
i=1
y˙i
N∑
j=1
Lijyj +
N∑
i=1
ρTi ρ˙i
=
N∑
i=1
∑
j∈N sfi (t)
y˙Ti ∇yiΨ eij(‖yij‖) +
N∑
i=1
y˙i
N∑
j=1
Lijyj
+
N∑
i=1
∑
j∈N szi (t)
y˙Ti ∇yiΨ cij(‖yij‖) +
N∑
i=1
ρTi ρ˙i
=
N∑
i=1
∑
j∈N sfi (t)
ρTi ∇yiΨ eij(‖yij‖) +
N∑
i=1
ρi
N∑
j=1
Lijyj
+
N∑
i=1
∑
j∈N szi (t)
ρTi ∇yiΨ cij(‖yij‖)
−
N∑
i=1
ρTi
( ∑
j∈N sfi (t)
∇yiΨ eij(‖yij‖)
+
∑
j∈N szi (t)
∇yiΨ cij(‖yij‖)
+
∑
j∈N si (t)
Gij(t, θ)yij +
∑
j∈N si (t)
Gij(t, θ)ρij
)
= −ρT (L(t0, θ)⊗ In)ρ.
(18)
Taking into account that (12) is satisfied for G(t0, θ), one has
L(t0, θ) ≥ 0 for all θ ∈ Ω, which implies that W˙ ≤ 0. Thus,
W (t, θ) ≤ W (t0, θ) ≤ µmax, for t ∈ [t0, t1). From (13),
(14) and Remark 2, one has that Ψeij(rˆs) = µ1 > µmax,
and Ψcij(dˆs) = µ2 > µmax, which implies that no collision
occurs during [t0, t1), and no agent j has left the set N sfi
for agent i. Hence, the network G(t, θ) is still connected.
Let us consider t = t1, we assume that the number of new
agents added in the set N szi is ki for agent i. One has that∑N
i=1 ki +
∑N
i=1 numi(N szi ) ≤ N(N − 1), and numi(N szi )
is the number of agents in N szi . It yields that
W (t1, θ) ≤W (t−1 , θ) +
N∑
i=1
kiΨ˜
≤W (t0, θ) +
N∑
i=1
kiΨ˜
≤ 1
2
N∑
i=1
( ∑
j∈N fi
Ψ eij(‖rˆs − εˆ‖)+
+yi(t0)
T
N∑
j=1
Gij(t0)yij(t0) + ρi(t0)
Tρi(t0)
+
∑
j∈N szi (t)
Ψ cij(‖yij‖)
)
+
N∑
i=1
kiΨ˜
< µmax,
(19)
where Ψ˜ = 12
∑
j∈N szi Ψ
c
ij(‖dˆs − εˆ‖).
The above argument can be applied to time intervals
[tl, tl+1). The condition still holds that W˙ (t, θ) ≤ 0, and
one has
W (t, θ) ≤W (tl) ≤ µmax, (20)
which implies that no collision occurs during [tl, tl+1), and
no agent j has left the set N sfi for agent i. Hence, the graph
G(t, θ) is connected for t ∈ [tl, tl+1). 
The above result achieves the objectives of last two items
in Problem 1. Next, we will show that the objective of the
first item in Problem 1 can also be achieved.
Theorem 3: If Assumption 1-3 hold and (12) is satisfied
for G(t0, θ), then, under the controller (16), the following
conditions hold for all θ ∈ Ω, i ∈ N :
1) limt→∞‖ρi − ρj‖ = 0, for j ∈ N ;
2) limt→∞‖xi(t)− τi − (xj(t)− τj)‖ = 0, for j ∈ N fi .
Proof : 1) For the first statement, we assume that the edge
set E(t) changes at tl, l = 0, 1, 2, . . . , and there exists a time
tˆl such that the topology of G is fixed. For t ∈ [tˆl,∞), from
the construction of W , one has that
1
2
N∑
i=1
yi
N∑
j=1
Gij(t, θ)yij ≤ µmax, 1
2
N∑
i=1
ρTi ρi ≤ µmax.
Since the topology of G is fixed, we have that Gij is also
fixed for t ∈ [tˆl,∞). On account of the symmetry of G, let
λmax be the largest eigenvalue of G, one has that
1
2
yT (L(tˆl, θ)⊗ In)y ≤ 1
2
λmax‖y‖2 ≤ µmax,
which implies that ‖y‖ ≤
√
2µmax
λmax
. Via similar arguments,
we obtain that ‖ρ‖ ≤ √2µmax. Let us consider the set
Ξ = {y ∈ RNn, ρ ∈ RNn| W (y, ρ) ≤ µmax, ‖y‖ ≤√
2µmax
λmax
, ‖ρ‖ ≤ √2µmax}, which is closed and bounded,
and thus a compact set. Now, let us investigate the largest
invariant set in I = {y ∈ RNn, ρ ∈ RNn| W˙ = 0}.
Based on (18), one has
W˙ = −ρ(L(θ)⊗ In)ρ = −
∑
i∈N , j∈N si
Gij‖ρi − ρj‖2,
which implies that W˙ = 0 if and only if ρ1 = · · · = ρN .
By using LaSalle’s invariance principle, one has that all the
trajectories started in the set Ξ will converge to set I, i.e.,
ρ1 = · · · = ρN .
2) For the second statement, consider the case of t ≥ tˆl,
one has ρi − ρj = 0 for all i, j ∈ N . Then, (16) can be
rewritten as
ui = −
∑
j∈N sfi (t)
∇yiΨ eij(‖yij‖)−
∑
j∈N szi (t)
∇yiΨ cij(‖yij‖)
−
∑
j∈N si (t)
Gij(t, θ)yij ,
= −
∑
j∈N sfi (t)
∂Ψ eij(‖yij‖)
∂‖yij‖ ·
1
‖yij‖yij −
∑
j∈N si (t)
Gij(t, θ)yij
−
∑
j∈N szi (t)
∂Ψ cij(‖yij‖)
∂‖yij‖ ·
1
‖yij‖yij .
(21)
Observe that ∂Ψ
e
ij(‖yij‖)
∂‖yij‖ · 1‖yij‖ and
∂Ψcij(‖yij‖)
∂‖yij‖ · 1‖yij‖ are
positive and bounded as ‖yij‖ → 0, one has that ui =
−(L˜(t)⊗In+L(θ, t)⊗In)y with L˜(t) ≥ 0 and L(θ, t) ≥ 0.
From algebraic graph theory [3], it yields that limt→∞ y =
span(1Nn), i.e., yi − yj = 0, for all i, j ∈ N . 
IV. EXAMPLES
Two examples are provided for illustration. The MATLAB
toolbox SeDuMi is used for solving LMI problems.
A. Example 2: A 6-Agent Case
With an initial topology shown in Fig. 3 (a), an uncertain
6-agent system is considered. The model of agents is set up
with the parameters: ra = 0.75, rs = 8, rz = 2.5, rc =
1.25ra, ds = 2rc, and ǫ = 0.1.
It is assumed that the network is affected by two uncertain
parameters, i.e. θ1 and θ2. Specifically, the uncertain matrix
G(t0, θ) is given by
0 3 + 2θ1 0 0 0 0
3 + 2θ1 0 4 + θ1 0 0 0
0 4 + θ1 0 3− θ2 2θ1 + θ2 0
0 0 3− θ2 0 0 0
0 0 2θ1 + θ2 0 0 2
0 0 0 0 2 0
 .
where θ ∈ R2 is constrained in the set Ω chosen as Ω = {θ :
‖θ‖ ≤ 1}. Hence, we have n = 4 and r = 2. For the newly
added edge (i, j) for t > t0, we assume G(i, j) = G(j, i) =
1. Moreover, Ω can be described as in (3) with
s1(θ) = 1− θ21 − θ22 .
Let us use (6) to investigate the connectedness of network.
We look for a constant matrix function P (θ) satisfying (6),
and by solving (12) we find c∗ = 0.589. Therefore, G(t0, θ)
is connected.
Next, we apply the proposed controller (16), and the
results are shown in Fig. 4. Let us observe that min(xij) is
always larger than ds in Fig. 5. Thus, the collision avoidance
is achieved. For the connectedness maintenance, by only
preserving connections of j ∈ N sfi , the controller allows
breaks of edges when system evolves. Demonstrated by
Fig. 3-4, our approach guarantees the connectedness of the
uncertain network, and the robust formation is achieved.
(a) (b)
(c) (d)
Fig. 3. Example 2: The motion of agents and the set of edges of network
for t = 0, 1, 3, 4, respectively.
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Fig. 4. Example 2: The trajectories of agents and the differences of
velocities.
B. Example 3: A 50-Agent Case
In this scenario, a 50-agent system is considered with
the parameters: N = 50, ra = 0.75, rs = 5, rz = 2.5,
rc = 1.25ra, ds = 2rc, and ǫ = 0.1. The initial positions
are selected as shown in Fig. 6, and the initial velocities are
randomly chosen in [−2, 2]. The desired configuration is a
circle of radius 30 on which all agents are symmetrically
distributed. The communication are affected by three param-
eters. Due to limited space, we omit the expression of Ω and
G(θ). By solving (12) we find c∗ = 0.642, which ensures
that G(t0, θ) is connected. The proposed controller (16)
guarantees the collision avoidance, and the robust formation
is achieved as shown in Fig. 7-8. Finally, it is worth noting
that the proposed method is scalable for a large number of
agents.
2 5 8
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)
 
 
min(xij)
2r0
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Fig. 5. Example 2: The minimal distance between agents.
Fig. 6. Example 3: The initial topology and states.
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Fig. 7. Example 3: The trajectories of agents and the differences of
velocities.
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Fig. 8. Example 3: The minimal distance between agents.
V. CONCLUSION AND DISCUSSION
This paper addresses the robust formation control problem
of multiple agents under parametric communication uncer-
tainties. A distributed controller is proposed by introducing a
parameter-dependent Lyapunov-like barrier function, which
encodes control objectives like connectedness maintenance,
collision avoidance and convergence to the desired configura-
tion. Firstly, a necessary and sufficient condition is proposed
for checking the connectedness of uncertain networks under
communication uncertainties. Based on this condition, a
solvable condition consisting of LMIs is given by employing
the square matrix representation. Secondly, a parameter-
dependent Lyapunov-like barrier function is introduced, and
a gradient-based controller with bounded input is designed
such that the collision avoidance and connectedness main-
tenance can be achieved. Finally, this paper also shows that
the systems converges to the desired formation configuration
by using LaSalle invariance principle.
For the connectedness maintenance, this paper assumes
that the edge set of desired formation configuration is con-
tained in the initial graph. This strategy allows the breaks
of edges for agent not belonging to set N sfi , and provides
an efficient way for barrier function construction. We would
like to relax this assumption and consider a more general
switching strategy used in flocking problem proposed in [25].
In addition, more efforts will be devoted to the comparisons
to analytic vector field methods [27], [28], and contraction
theory methods [29].
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