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ABSTRACT
Physical controls are fabricated through complicated assembly
of parts requiring expensive machinery and are prone to me-
chanical wear. One solution is to embed controls directly in
interactive surfaces, but the proprioceptive part of gestural in-
teraction that makes physical controls discoverable and usable
solely by hand gestures is lost and has to be compensated, by
vibrotactile feedback for instance. Vibrotactile actuators face
the same aforementioned issues as for physical controls. We
propose printed vibrotactile actuators and sensors. They are
printed on plastic sheets, with piezoelectric ink for actuation,
and with silver ink for conductive elements, such as wires and
capacitive sensors. These printed actuators and sensors make
it possible to design vibrotactile widgets on curved surfaces,
without complicated mechanical assembly.
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INTRODUCTION
Computer peripherals, remote controls and dashboards all
use physical buttons and sliders for input. The physicality of
these controls provide essential usability benefits, such as help
to locate the controls for eyes-free interaction or immediate
feedback. The drawback is that these controls require complex
assembly, are expensive to manufacture, and are prone to
mechanical wear.
The solution we have today is to replace physical controls by
multitouch sensors. It alleviates the issues mentioned earlier,
however it also loses the advantages. A common solution is to
use vibrations to replace the sensations of physical controls [3].
Tactile feedback coupled with pointing input is sufficient to
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enable direct manipulation [4]. This solution restore the bene-
fits, for example studies show that tactile feedback increases
typing speed on a virtual keyboard [5].
The problem is that efficient feedback requires precise ac-
tuators, which have the same issues than physical buttons:
they are expensive, are complex to manufacture, and they
are fragile. Piezo actuators is a solution, because it creates
precise vibrations with limited hardware [8]. However con-
sumer electronics piezo discs are flat, and usually optimized
for frequencies in the audio range.
In this demonstration, we present printed actuators and sensors.
Actuators are printed with a piezo ink, sensors with a silver
ink, both on a flexible substrate. These printed sensors and
actuators are the basic essential components for the design of
vibrotactile widgets on curved surfaces (Figure 1).
Figure 1: Printed vibrotactile buttons on a curve plastic surface
We describe the hardware design of printed actuators and
sensors, and software design of interaction techniques. Then
we present demonstration applications.
DESIGN OF VIBROTACTILE WIDGETS
We describe the design of vibrotactile widgets. They use
printed actuators and sensors on a flexible substrate so that
they can be used on curved surfaces, such as car dashboards,
computer input devices, or even mobile devices. The actuators
and sensors are lightweight, thin, and even transparent to a
certain degree depending on a trade-off explained below.
Printed actuators and sensors
Printed actuators are unimorph : the piezoelectric EAP layer
expands when the electrical field is applied, resulting in the
bending of the actuator. We create vibrations with variations
of the signal. The design of the actuator is a trade-off between
several parameters and objectives [9].
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The main objective is to have a sufficient movement amplitude
so that the user can feel the vibration. The secondary objec-
tives is to have transparent actuators, so that it can be stacked
over a screen or backlight, and minimize power consumption.
There are two ways to get higher amplitudes. The first is to
use a higher voltage. This is however not possible in every
application. The second is to stack several layers of actuators.
The limitation is that transparency decreases as the number
of layer increases. A workaround for transparency is ring
actuators, or placing actuators on the sides.
The piezo ink is an Electroactive Polymer (EAP), specifi-
cally vinylidene fluoride-trifluoroethylene copolymers P(VDF-
TrFE) [10]. The flexible substrate is made of polyethylene
naphthalate (PEN).
In order to vibrate efficiently, we clamp the actuator to ground
(Figure 2). It allows the actuator to resonate similarly to a
drumhead on a drum shell. The size of the free area inside
the clamping influences the resonance frequency. Clamping
techniques include gluing, or mechanical compression. The
capacitive sensor is glued under the actuator.
Piezo actuator
Capacitive sensor
Substrate
Clamping
Figure 2: Cross-section of the apparatus. The top layer vi-
brates, and the bottom layer senses touches.
Driving electronics
Piezo actuators require a driver chip and an external power
supply. We use the TI DRV2667 chip, either on the TI eval-
uation board, or the Fyber Labs Piezo Haptic Flex Module.
We use a 5V/2A power supply, which is sufficient to drive the
actuators. Capacitive sensing uses the Microchip CAP1188
driver. The capacitance values allow us to detect several levels
of finger pressure on the surface. This is an essential part of
the interaction techniques below. Both drivers communicate
with the host computer (Raspberry Pi 3) with an I2C bus. We
use a sound synthesis method for prototyping the signal [2, 6,
1], and embedded waveforms for the production setup.
Interaction techniques
The combination of precise actuators and capacitive sensors
with a reasonable input range makes it possible to create vi-
brotactile widgets.
We designed tactile buttons by replicating Kim and Lee’s
method [7]. They define force-displacement curves with two
types of sections: slopes and jumps, which are delimited by
tactile points (Figure 4). Slopes give the user the sensation
of material resistance. The resistance of the surface creates
passive force feedback. In addition to that, slopes (1’→2)
and (2→3) have friction grains (e.g. 20 grains per mm, each
rendered with a 150Hz sinusoidal wave with a release envelope
of 18ms). Tactile points (1, 2, 3) reproduce the click-like
1
2 3
4
Figure 3: System with annotated components: (1) piezo driver
DRV2667 demoboard, (2) capacitive sensor driver CAP1188 ,
(3) printed actuators, (4) host computer Raspberry Pi.
sensations and are rendered as bursts of sinusoidal wave of
higher frequencies, aligned with resonant frequencies of the
device. (1) and (3) represent click sensation when pressing
and releasing the button. (2) represents the end of the button.
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Figure 4: Force-displacement curve of a pushbutton
We extend the design of buttons towards tactile sliders, where
the vibration area is larger. Therefore, the slider uses several
actuators which can vibrate together or independently. We
propose two designs: (1) with vibrators clamped individually,
the user can feel the clamping area between actuators and inter-
pret them as detents; (2) with all the vibrators surrounded by a
large clamping area, we create detents by software depending
on the finger position.
In our future work, we would like to extend the design of
sliders to touchpads and multi-touch interaction; and enable
tactile direct manipulation [4].
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