Ultrasound manipulation is growing in popularity in the HCI community with applications in haptics, on-body interaction, and levitation-based displays. Most of these applications share two key limitations: a) the complexity of the sound fields that can be produced is limited by the physical size of the transducers; and b) no obstacles can be present between the transducers and the control point. We present SoundBender, a hybrid system that overcomes these limitations by combining the versatility of phased arrays of transducers (PATs) with the precision of acoustic metamaterials. In this paper, we explain our approach to design and implement such hybrid modulators (i.e. to create complex sound fields) and methods to manipulate the field dynamically (i.e. stretch, steer). We demonstrate our concept using self-bending beams enabling both levitation and tactile feedback around an obstacle and present example applications enabled by SoundBender.
INTRODUCTION
The idea to control matter at a distance to create user interfaces has fuelled HCI research, from the inception of the Ultimate display [1] , to Ishi's vision, Radical Atoms [2] .
Various approaches for contactless manipulation of matter in mid-air have been explored, exploiting aerodynamics [3] or magnetophoresis [4] . The use of ultrasound [5] [6] [7] has received particular attention compared to other contactless manipulation approaches, for two essential reasons. First, by using non-audible sound waves, the approach provides its affordances (i.e. levitation, tactile feedback) without interfering with audio modalities (e.g. no parasitic noise). Second, ultrasound manipulation only depends on the acoustic pressure of the sound field and, in the case of levitation, on the object's density. No other physical properties (e.g. magnetic, electric) are required, allowing acoustic levitation to be applied to materials ranging from polystyrene beads to coloured liquid [8] , or even food [9] .
Most previous approaches of ultrasound manipulation rely on the use of arrays of ultrasonic transducers, either to create standing waves [10, 11] or more complicated fields, like multi-point feedback [12] or acoustic tweezers [7] .
However, the physical size of the transducers limits the resolution of the sound fields that can be created. According to the Nyquist theorem, reconstructing a sound field of a specific frequency will require the sound sources to be separated less than half of the wavelength of that frequency (modulator pitch less than /2). However, the size of commercially available ultrasound transducers easily exceeds this threshold (e.g. at 40 kHz; /2 ≈ 4.3 mm).
Acoustic metamaterials allow for a much smaller modulator pitch, avoiding this limitation. Acoustic metamaterials are assemblies of unit cells, each inducing a local change in the phase and/or intensity of the incoming acoustic waves. Since metamaterials can be easily 3D printed, the size of 
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In this paper, we present SoundBender, a hybrid ultrasound modulator, combining the benefits of acoustic metamaterials and phased arrays of transducers (PATs). The metamaterial encodes a complex but static sound field (e.g. an acoustic hologram), while the PAT adds dynamic and real-time control (e.g., move /stretch the sound field in 3D, swap between levitation and tactile functionalities).
Our contribution is two-fold: First, we provide a method to exploit the potential of hybrid modulators combining PAT and metamaterials. Second, we illustrate this method for the case of dynamic self-bending beams. These allow the sound field to bend around objects placed on top of the modulator and create interactive features (e.g. levitating objects, tactile points) which can be manipulated in 3D above the passive prop using the PAT (see Figure 1 ). We validate our contributions by evaluating the ability of our approach to recreate the intended sound fields (self-bending beams) and dynamically control them, and finalize the paper by discussing example application scenarios and further potential of SoundBender for the HCI community.
RELATED WORK
We propose a hybrid approach, combining a PAT and acoustic metamaterials. In this section, we review relevant literature in these areas, identifying their strengths, limitations and the key techniques SoundBender leverages to combine these approaches and create such hybrid modulators.
Transducer-based sound manipulation
Acoustic levitation was firstly observed more than 150 years ago, with small dust particles being trapped in the low-pressure lobes of a standing wave [17] (as in Figure  2a ). This inspired the first example of particle levitation using a transducer and an opposing reflector plate [18] .
This approach, using either a transducer and reflector or a pair of opposing transducers, has later been extensively used within the HCI community. PixieDust [5] used two pairs of opposing PATs to create floating visualizations. It exploited the repeated lobe pattern within standing waves to levitate composite shapes. It also shifted the phase of the transducers to move these shapes in 3D. LeviPath [6] allowed the 3D displacements of single particles, but constrained to specific directions. JOLED [10] presented a game based on levitated voxels, where the rotation of the levitated object was controlled using electrostatic charge.
The examples above only allow for the shifting of a fixed sound field and require paired arrangements. Other approaches exploit sound interference to achieve more control over the sound field (and one-sided setups). Carter et al. [19] used constructive interference at a focal point (see Figure 2b ). Modulating the ultrasound wave at 200Hz allowed skin receptors to perceive acoustic radiation, enabling mid-air tactile sensations. Long et al. [12] extended this method for multi-point arrangements (see Figure 2c ). Drawing inspiration from holographic methods, Marzo et al. [20] achieved further control on the complexity of the sound field. They demonstrate one sided acoustic control and implement several manipulation tools, such as tweezers (see Figure 2d ) or other types of levitation traps, such as those used in Floating Charts [21] for data visualization. Levitate [11] introduced path tracing algorithms to animate multiple voxels in 3D space. These approaches have also been used for tools [22] or gloves [7] .
These solutions rely on PATs, which offers excellent control in terms of phase and amplitude. However, the size of existing ultrasound transducers limits the minimum pitch possible for a PAT modulator (i.e., separation between its sources/transducers). This minimum pitch limits the maximum frequency of the fields a PAT can generate.
As introduced earlier, sources must be separated less than /2 ≈ 4.3 mm, to recreate a sound field at 40kHz (Nyquist). Let's consider a PAT of 16x16 transducers, each of size 10mm (e.g. Ultrahaptics, version 2.0.0, pitch 10mm). From an FFT analysis, the maximum temporal frequency that can be reconstructed by this discrete set of sources is ~15kHz [13] . This does not mean they cannot reproduce any sound field at 40kHz, but it limits their application to sound fields with a higher spatial resolution.
A similar 16x16 setup, but with sources spaced /2, would allow reconstruction at ~35kHz. A higher number of sources can marginally increase these limits, but only a pitch less than /2 will allow reconstruction at full 40kHz. Thus, the limiting factor for PATs is the size of its transducers. Transducers require a parabolic plate, to help direct and focus the acoustic pressure. However, the size of the radiating area (D) of the parabolic plate must be kept larger than ( >> ) [23] . This practically limits the minimum size of focused transducers (and the minimum pitch of a PAT) to be larger than . Non-focused, flat mounted transducers [24] allow smaller sizes (~6mm, still larger than /2). Their lower radiating pressure also make them unsuitable for HCI usage, such as for levitation [23] .
Acoustic Metamaterials
Research in physics has explored a variety of acoustic metamaterials to achieve more precise sound field control beyond the transducers' limits. Acoustic metamaterials are elements specially designed to adjust the phase and amplitude of the incoming wave and manipulate the sound field (e.g. direct the focal point). These have been successfully used to create negative diffraction [25] , selfbending beams [26] , acoustic holograms [27] , 2D letters made of sound [28] , structures to deviate seismic waves [29] and also acoustic levitation [30] . Metamaterials can be easily 3D printed and provide sound fields with higher spatial resolution than transducers alone can provide [25] .
Memoli et al. [30] recently explored the use of metamaterials in the ultrasound region (40 kHz) . More interestingly, they demonstrated that sound fields with high spatial resolution can be created from a discrete set of only 16 "phase-delay bricks", with a constant amplitude. This indicates that a small modulator pitch (high density of sources) is more significant than phase or amplitude resolution in order to create a sound field with precision.
These findings highlight the strengths of metamaterials (modulator pitch less than /2) over PATs (accurate phase/amplitude control, but higher distance between sources). SoundBender draws on these findings to propose our hybrid approach. Besides, the possibility to discretize sound fields with a small set of 16 bricks facilitates fabrication, a feature that we exploit later in the paper.
As a main drawback, metamaterials are in most cases static. Thus, they are tailored to one specific function, but miss the dynamic control of phase and amplitude that the PAT can provide. Some designs use moving parts [31, 32] , but still only allow minor changes in the sound field created. SoundBender overcomes this, by delegating the dynamic control to the phased array and using HOE approaches [33, 34] to control the field (e.g. stretching, steering, etc.).
Self-bending beams
The concept of self-bending beams (used in this paper to illustrate our approach) was initially used in engineering applications, to obscure buildings from noise [35] or protect areas from earthquakes [29] . Such beams can produce a focal point at the end of the curve [36, 37] and act as single beam acoustic tweezers [38] [39] [40] . With the abilities of obscuring obstacles and self-healing [36, 37, 41, 42] , selfbending beams show a promising method to allow obstacle avoidance [43, 44] , which has limited other levitation/haptics approaches (e.g. occlusions due to hands).
The first practical realization of self-bending in acoustics [41] utilized PATs emitting audible sound (10kHz; ≈ 34.4 mm). This allowed using commercial 16 mm transducers (i.e. smaller than /2), but made it inappropriate for HCI purposes (i.e. it produced an audible constant high pitch sound at 10kHz). Li et al. [26] implemented selfbending beams using metamaterials, but still limited to the audible frequency range (3.4 kHz). Norasikin et al. [45] presented the first implementation in the ultrasound region (40kHz) and achieved levitation of objects larger than /2.
SoundBender extends these previous approaches as shown in Table 1 . It uses a hybrid approach (combine a static metamaterial and a PAT) to allow: i) the creation of either levitation or tactile points beyond occluding objects; ii) the dynamic 3D manipulation of the sound field (use the phased array to move the points); and iii) a structured method to create such hybrid modulators.
SOUNDBENDER: HYBRID SOUND MODULATORS AND DYNAMIC SELF-BENDING BEAMS
In this work, we present SoundBender (illustrated in Figure  1 ): a hybrid modulator combining acoustic metamaterials and a PAT. The metamaterial provides a low modulator pitch, key to create sound fields with high spatial resolution (but static). The PAT adds dynamic amplitude/phase control of the field (at lower resolution).
As one of our main contributions, we describe a method to implement such hybrid modulators, drawing on acoustics and metamaterial techniques. The following subsections describe the main stages within our method: i) computation of the self-bending curve; ii) computation of the transducers' phases to recreate the sound field; iii) discretization into 3D printable bricks and fabrication of the metamaterial; iv) Modulators spacing and coupling; and v) the PAT: algorithms for dynamic control. The following subsections detail each of these five steps.
Please note that we illustrate our approach by encoding a self-bending beam into the metamaterial. This allows us to place passive props (e.g. decorative features, toys) on top of our modulators, and still create dynamic control points (e.g.
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Transducer Pair [5, 18] Session 5: Sensing and Acoustics UIST 2018, October 14-17, 2018, Berlin, Germany movable levitation traps or tactile points) above the prop. The first two steps described next are specific for selfbending beams. However, the other steps in our method can be reused for other scenarios, and step ii) provides pointers to aid its application for other sound fields/examples.
i) Computation of the self-bending curve
The self-bending beam must wrap around the passive prop located on the metamaterial (see Figure 3a) , to avoid disruption (energy scattering from the prop's surface and distorting the sound field). To do this, we compute a convex hull to fit the prop. Each point of the convex hull must be (at least) /2 ≅ 4.3 away from the prop (due to the "thickness" of the beam itself). Further space must be allowed if the beam will be dynamically changed (e.g. move tactile/levitation points up/down or to the sides), using the control techniques described later in step v).
We then use natural splines [46] , to compute the desired curve ( = ( )) from the S points on the convex hull (f(z i ), z i ), as shown in Figure 3a . It must be noted that both the starting and end points must lie on the central axis of the material ( = 0). The convex hull must avoid points lying less than θ min =30 degrees from the horizontal plane (i.e. outside of the directivity pattern of our transducers). This θ min is used as the orientation to clamp the starting point (f(z 0 ), z 0 ) of the spline. The end point (f(z S ), z S ) is clamped at an angle connecting the point to the last cell in the metamaterial (θ max ). Besides, the projection of the curve tangents on the metamaterial (black lines in Figure 3b ) must be injective (two tangents cannot reach the same point x p ).
ii) Computation of phases to recreate the sound field
The steps above allow us to compute a spline path closely wrapping the object's shape. We simplified the approach by Zhang et al. [41] 1 , to compute the phases that produce a self-bending beam following such path, and report these equations and method here. Our method will first compute 1 Our simplified equations are still equivalent to those in [41] . Simplification is possible as our first point is P(0,0), resulting in term C(z 0 ) becoming zero. All derivatives are made relative to z, using chain rule. First order and second order derivatives (e.g. f'(z) and f''(z)) can be numerically approximated easily, using central differences.
the self-bending beam on a 2D plane (XZ), computing the phase delays of the sound sources along the axis X (see Figure 3b ). Next, we revolve this 1D profile to compute the phases on our 2D metamaterial (see Figure 3d ). Let = ( ) be our spline path and let P( ( ),z) be points along this spline (z ϵ[0, z s ]). As per [41] , for each spline point P( ( ),z) we compute a matching point W(u(z), v(z)) on the wave-front producing a caustic tangent to our spline:
We then project the caustic wave-front W (Figure 3b ) onto our metamaterial plate. The points W(u(z), v(z)) can then be projected to a position x p (z) with phase ψ(x p (z)) as follows:
Please note that each point of the curve P(f(z),z) will result in a position ( ) and phase ( ( )) along the X axis. This explains the need for the projected tangents to be injective (i.e. no two tangents projected to the same ).
The next step is to transform the current 1D profile (phases along axis X) into our 2D plane. We do this by revolving the profile along the Z axis, creating our enclosing selfbending volume. Thus, the phase for any point (x p , y p ,0) on the metamaterial plate is computed as follows:
The steps above are specific for the recreation of selfbending beams. Hybrid modulators could be created, with the metamaterial encoding other sound fields (e.g. a multipoint field as in [12] ; or generic holographic approaches as in [47] ). In any case, the next steps in our method can be reused with such other approaches, as long as the phase ( , ) for any point on the metamaterial surface is known. 
iii) Discretization and fabrication of the metamaterial
The phase distribution ( , ) above describes the phase required at each point (xp, yp,0) on the modulator's surface.
We then discretize ( , ) using the set φ 16 of 16 metamaterial bricks proposed by Memoli et al. [30] , to encode the metamaterial. These bricks are optimized for high transmission at 40 kHz, and each one encodes a different phase delay (between 0 to 2 ) as shown in Figure  3c . Such bricks have a thickness of , and lateral dimension (pitch) of /2 ≈ 4.3 , fitting our size requirements.
To discretize the continuous phase distribution ( , ), we sample the 2D plane with a separation of /2 (size of a brick), and round the phase to the closest value in the brick set φ 16 (bricks and phase values visible in Figure 3c , top).
The above is a generic approach, applicable to any sound field distribution. For axisymmetric phase distributions (like our self-bending beams), a more accurate alternative it to encode the phase from the original 1D profile ( ), by revolving it (red outline in Figure 3d ) around the Z axis. This provides a continuous approximation to all points on the same ring, reducing discretization to the radial direction.
We did this as shown in Figure 4a . We encoded the metamaterial bricks without gaps and designed the 2D sketch. We revolved this sketch (see Figure 4b ) using a 3D modelling software (Autodesk Inventor Professional 2017). Finally, we fabricated this 3D model using a high-precision 3D printer (ProJet HD 3000 Plus printer) and VisiJet® EX200 material (high tensile strength). Precision of the 3D printer is critical to reproduce the original phase distribution, as the size of the bricks is at the limit of Nyquist theorem (<4.3mm, in our case). High tensile strength ensures acoustic radiation is transmitted (and not absorbed) by the metamaterial. Figure 4c shows the final metamaterial, including a support base to ease assembly.
iv) Modulators spacing and coupling
A gap will exist between the metamaterial and the PAT, and the size of this gap will play affect the performance of the hybrid modulator, as we describe and analyse here.
A small gap will produce an uneven distribution of acoustic pressure across the metamaterial surface, being strong for bricks in front of a transducer, but weak for bricks between transducers. In contrast, a bigger gap will provide a more even distribution, but thickness of the modulator will increase (footprint), power will be lost (i.e. the sources are farther apart) and each brick will receive contribution from more transducers (i.e. the phase of a brick is not ruled by the phase of the closest transducer, but by a group of them). This last issue can affect the effectiveness of the dynamic control techniques described in the next section.
We analysed the effect of various gap sizes, as illustrated in Figure 5 (all pressure values relative to the transducer's pressure at 1m (p ref )). We first modelled the pressure distribution created by a section of 5x5 transducers at various distances above the PAT (from 0.5 to 1.5 ). We considered directivity (extracted from [24] ) and attenuation with distance, and computed total pressure distribution from our transducers at the target distance. We could not assume specific positions for the bricks in front of the transducers (size of a brick is not a multiple of the transducer size). Thus, we modelled the aperture of a brick as a rectangular function of size /2 x /2 (i.e. size of a brick), computing the pressure transmitted through the brick as the convolution of the signal and its aperture.
This analysis illustrates the tendencies introduced earlier. Figure 5a illustrates a gap of size /2 (minimum distance for the acoustic wave to be transferred as a plane wave). Pressure across bricks would vary unevenly, between 248 and 349 p ref (13% coefficient of variation). This spacing, however, maximizes the coupling of the phases of the array to the metamaterial. In a best case scenario (brick in front of a transducer) 66% of the pressure will come from the closest transducer. In a worst case (brick in the gap between 4 transducers), 65% of the pressure will come from the four transducers (i.e. phase will receive contribution from the closest 2x2 transducers). A bigger gap of 1.5 ( Figure 5c ) provides a more even distribution (282-297 p ref ; ~1.6% variation). However only a 27% percent of pressure will come from the closest transducer (best case scenario) and only 58% from the closest 2x2 transducers (worst case).
Our analysis revealed that a gap of 0.75 ( Figure 5b ) provides a good general solution to this trade-off. Amplitude variation across the plane remains homogeneous (265-300 p ref ; 4.5% variation). Amplitude contribution remains focussed, with 51% coming from only the closest transducer (best case scenario) and 68% from the closest 2x2 transducers (worst case, between transducers).
Relevant insight can be gained from this analysis, useful for designers exploring the use of hybrid modulators. First, the gradual change on the transducer's contribution to each brick shows that the gap will behave as a smoothing function, interpolating intermediate phase values from the lower resolution PAT. Such smoothing indicates that phase distributions on the PAT should only use low frequency distributions (i.e. sharp changes might be lost due to smoothing). While this is not an issue for the algorithms in step (v) (diffraction and Fresnel lens are low frequency functions), practitioners using control algorithms requiring higher frequencies will probably need to minimize this gap.
Second, a loss of power is observed in our pressure distributions in front of the two leftmost and rightmost transducers (see "padding" areas in Figure 5 ). These areas miss contribution from transducers further to the left and right. To avoid this, it is recommendable to use a PAT larger than the metamaterial plate, "padding it" with two extra rows of transducers. The central transducers receive minimal contribution from additional transducers. Thus, by padding with two extra transducers, our distributions can be assumed periodical for all the plate.
v) The PAT: Algorithms for dynamic control
The previous stages describe the creation of our hybrid modulator, but this alone would only allow the recreation of the static sound field encoded in the metamaterial. Here we describe techniques to control this field dynamically, by using our PAT. Two types of manipulations are enabled: i) global displacement of the field; and ii) switching between tactile feedback and levitation traps.
Global displacement of the sound field
We exploit a combination of a diffraction grating and a Fresnel lens algorithm, similar to those used in the control of holographic optical tweezers [33, 34] .
Let (i,j) be one of the transducers in our array, and (xi, yj, 0) be its 3D position. Let P(0,0,zs) be the reference point in our field (e.g. see top of the self-bending beam, in Figure  6a ). Let (Δx, Δy, Δz) be the displacement to apply to that point. Each transducer phase (i,j) is computed as follows:
The manipulation above will displace the reference point (actually, any point on the plane Z=z s ) as described by (Δx, Δy, Δz). While correct for planar fields like in [47], the Fresnel lens effect will make the sound field to be squashed or stretched (Figure 6b ). The diffraction grating will cause a shearing effect (Figure 6c and 6d) . Spline definition (in step (i)) must consider these changes: the obstacle must fit inside the beam even after steering/stretching effects.
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Switching between tactile feedback and levitation points
Our hybrid approach allows for the dynamic creation of both levitation traps and tactile feedback. Levitation traps can be created by overlying a signature as described in [20] . For a square array of NxN transducers, this can be easily implemented as an additional phase delay added to the one in Eq (3), producing the final phase ( , ):
Alternatively, tactile effects can be created as described in [19] , by modulating the emitted signal (40kHz) at 200Hz. It must be noted that, when using this approach, all high pressure points in the field (i.e. points along the selfbending beam) will become simultaneously noticeable (unlike [12] ). Coincidentally, our tests revealed that both techniques can be applied simultaneously. We successfully levitated an object on top of an obstacle while modulating the signal. This however comes at the expense of halving both the strength of the levitation trap (only active 50% of the time) and tactile points (due to the levitation signature).
EXPERIMENTAL SETUP
The following sections will describe the evaluation of our approach to implement interactive features above the passive props placed on the sound modulator. These evaluations include Finite Element Method (FEM) simulations and real measurements, using an experimental setup. We introduce both setups here and discuss the results obtained from our evaluations in the next section.
Finite Element Method Simulation
We first simulated our hybrid modulators, using a commercial FEM software (COMSOL Multiphysics 5.2a) to observe the field they would recreate. In our simulations, we set up the transmission medium as air (i.e. density 1.21 kg/m 3 ; speed of sound 343 m/s). The mesh elements of the models used were less than λ/8 in diameter. To simulate the properties of the real transducer array (Ultrahaptics board, version 2.0.0), we included a 16x16 array of transducers (10mm in diameter). The properties of each transducer were obtained from the manufacturer's description (muRata MA40S4S), approximating each transducer as a cylindrical piston source emitting sine-waves at 40kHz with sound pressure levels of 120dB at 30cm.
To simulate the 16 different types of discrete metamaterial bricks, we simply replicated the shape of each brick, as provided by Memoli et al. [30] . We finally fixed the metamaterial (built as combination of individual bricks) on top of the transducers' array, using a gap of 6.4mm (0.75 ), as described in the previous section. Simulations were run in an iMac workstation (3.4 GHz Intel Core i5; 16GB DDR3 RAM; NVIDIA GeForce GTX 780M).
Sound Field Measurement System
In order to measure the actual sound fields generated, we built a custom 3D sound field scanner system (see Figure  7 ). We modified a commercial 3D printer (Velleman k8200), replacing its extruder by a fixed arm, holding a microphone. We then placed a PAT (Ultrahaptics board, phased controlled using Ultrahaptics SDK, ver. 2.2.1) and the metamaterial, as described in step (iv) earlier. We set up this measurement system, ensuring the plate is parallel to the floor and the microphone is correctly aligned to the axis of the modulator (i.e. perpendicular to the metamaterial).
Finally, we used a custom-made C++ program, delivering G-code commands to the printer to control the position of the microphone, and take samples. A delay of 0.5s was included between the displacement end and the sampling, to avoid displacement vibrations from affecting measurements. We used a B&K microphone (model 4138-A-015), a conditioning amplifier (Nexus, final gain: -20dB) and a PicoScope data acquisition unit, (Pico Instruments, model: 5444b), to capture samples and compute SPL (dB). 
EVALUATION
We used our experimental setup to evaluate the validity of our approach in two stages. We first evaluated the feasibility of the previous approaches and SoundBender to recreate the intended sound field (i.e. the self-bending beam) at ultrasound frequencies (40kHz). We then tested the ability of our control algorithms to dynamically modify this field (i.e. stretch, steer the self-bending beam, levitate).
Self-bending Beam reconstruction
In order to test the need for our hybrid approach (and as preliminary steps in our research), we evaluated the feasibility of implementing the intended outcome (e.g. levitation/tactile feedback above a passive prop placed on top of the modulator) with simpler approaches. Figure 8a shows a COMSOL simulation of the field resulting from creating a focal point (similar to the one in Figure 2b ), in the presence of an obstacle (i.e. the passive prop). The simulation (and our tests) show that the occlusion from the prop does not allow for a high amount of acoustic pressure to be focused at the intended location.
Figure 8b illustrate our attempts to recreate self-bending beams using only a PAT, illustrating how PATs will fail to reproduce a complex field (i.e. self-bending), even without the passive prop. First, due to aliasing effects (related to PATs' lower modulator pits) cause the field created to presents low acoustic pressure along the curvature beam, being unable to levitate objects in mid-air. This confirms the predictions in [50] , stating that using a PAT alone, the acoustic radiation force along the curvature beam would be insufficient to allow levitation. As a second artefact, highpressure levels are detected inside the self-bending beam volume, where the passive prop should be located (near (0,0,0)). This would result on scattering from the object's surface and further distortion to the field generated.
Figures 8c and 8d show the sound field generated by our approach, as a FEM simulation and as directly measured by our scanner, respectively. The field generated reveals much higher acoustic pressure levels along the curve and also on top of the object. The area inside the convex hull also shows minimum acoustic pressure, effectively reducing scattering interference due to the presence of our passive prop. Finally, Figure 8e shows a visualization of the field generated, using solid CO 2 (i.e. dry ice). The vapours help identify the lines of the field, providing a quick evaluation tool to informally test different experimental conditions (e.g. implementing stretching/steering behaviours).
Similar situations to 8a (field in the presence of the prop) were also simulated for a PAT and for SoundBender, and can be found in supplementary material. Although removed here for brevity, they further illustrate the need for hybrid modulators to create complex (e.g. self-bending) fields, and enable the dynamic behaviours explored in our applications.
Dynamic control of the self-bending beam
We tested the ability of our setup to dynamically adjust the shape of the static field encoded in the metamaterial. We created a levitation trap on top of an obstacle, and tested its performance at various stretching values (i.e. displacement in Z) from Figure 9a to 9b and steering values as in Figure  9c and 9d (i.e. displacements in XY plane). We found that our arrangement allowed for maximum displacements in X and Y axes of ≈ 2cm and up to 8cm along the Z axis. These extreme scenarios are illustrated in Figure 9 , showing the results from our FEM simulations (upper row) and actual measurements of the field (bottom).
The possibility to create tactile feedback was also empirically tested, by modulating our carrier wave (40kHz) with an envelope at 200Hz (i.e. within skin receptor's response). This resulted in a force of 2.3mN behind the Session 5: Sensing and Acoustics UIST 2018, October 14-17, 2018, Berlin, Germany obstacle, perceivable to over 90% of the users according to related studies [48, 49] . Our tests also revealed that the tactile sensation is still vivid in ≈3cm displacement in x and y-axes and ≈10cm in z axis. It is also worth noting that even if the tactile feedback is most perceivable above the object, the space around it (i.e. along the self-bending beam) al so produces tactile feedback. This allows for feedback along the continuous surface created by our self-bending beam.
EXAMPLE APPLICATIONS
In this section, we explore some of the applications enabled by our approach, using our example self-bending beam. This provides a way to create dynamic control points beyond occluding objects. Our exploration is structured around the three basic types of interactive features that can be dynamically controlled with our approach: a) modulated high pressure points (i.e. tactile feedback); b) levitated objects; and c) non-solid elements. We also restrict this exploration to small form factors (as demonstrated in the paper), but also, to formats that allow the free placement (or removal) of passive props/obstacles on top of SoundBender. Figure 10a shows a basic example modulating the selfbending beam at 200Hz, to create a tactile field. Such field will show maximum radiation pressure above the object, but also high pressure along the whole surface of the curve (i.e. around the sides of the object). The presence of tactile feedback before actually touching the object (on top and/or around it) can be used to provide users with a feed-forward, informing them of the outcome of their actions before starting the interaction with the tangible passive prop. The dynamic adjustment of the feedback provided can enrich the granularity of the contextual information delivered. For instance, changing the modulating frequency can produce different tactile sensations, each with a particular meaning. Moving the beam (i.e. steer/stretch) can guide users hand towards the object, facilitating eyes-free interactions.
Around Object tactile feedback
Around object levitated objects
The combination of replaceable props and levitated objects on top of these props (as seen in Figure 10b ), easily lends itself to the creation of interactive decorative elements, interactive visualizations and toys of different types. For instance, in the context of a board game, passive props can be used to represent various characters/creatures, while the levitated elements can be used to represent spells/power ups affecting it. The speed or trajectory of the levitated bead can indicate the current status of the power up, letting it fall as its effect finishes. Additional sensors (e.g a proximity sensor) on the passive prop could let the prop react to the levitated element (e.g. illuminate the eyes, detect active power-up), extending interactivity to the passive prop also. The need to manually place the levitated objects would add an element of skill and uncertainty to the game (i.e. a player can fail to summon a power-up, if the object falls). In a learning environment (e.g. museum), combining different props and levitated beads (e.g. coloured differently) could lead to exploratory interactions, to learn different aspects about the prop object. For instance, placing a green bead on top of a country, could reveal the percentage of its surface covered by forests. A black bead could reveal its carbon footprint, while dynamically changing the height of the bead could reveal its evolution over time. Other materials (e.g. food, liquid) have been used for levitation before [5] [8] [9] and could also be applicable to SoundBender.
Around object non-solid features
Pressure fields from our modulator can also affect non-solid elements, such as the fire from a candle (see Figure 10c ), or aerosols, like the dry ice used in Figure 8e . This could extend on the range of animated elements that can be added on top of the passive prop. In the first case, the direction of the flame in Figure 10c aligns to the steering direction of the sound field, while the intensity of the flame is affected by the intensity of the field (i.e. brighter at lower pressures). For instance, in the case of a cupcake with a lit candle on it, the direction of the flame could be synchronized to an external source (e.g. a happy birthday song). Using a scented source instead (e.g. incense), could be used to implement smell delivery devices, with SoundBender controlling the direction of the flow. Such flow control could provide non-solid displays with additional approaches to control the trajectory of the diffuser, which is acknowledged as one of the aspects constraining the format where such non-solid diffusers can be applied [51] .
LIMITATIONS AND DISCUSSION
This paper represents an effort to draw techniques from related fields (acoustics, optics) into a reproducible approach. This will allow HCI practitioners to use hybrid sound modulators to explore high resolution sound fields which are simply not reproducible using PATs only. This however, does not imply an absolute superiority of hybrid modulators vs PATs. PATs provide a great versatility, while hybrid modulators (like SoundBender) will only be useful in scenarios where a sound field with high spatial resolution is needed, but only smaller dynamic changes are required. Even so, the spatial configuration of the modulator (i.e. its shape, spatial arrangement) will be just as relevant as the type of modulator itself. For instance, either a flat PAT or SoundBender will struggle to recreate a standing wave pattern, while this is trivial, with simply two transducers. Thus, any type of modulator must simply be considered as a tool, with its strengths and limitations. We thus believe that our hybrid modulators provide a tool for the HCI community to explore new applications tapping on more complex sound fields, with our method helping designers to identify/address the main challenges and pitfalls related to the use of these hybrid modulators.
Our exploration has been focused on self-bending beams. This helped us to explore many practical aspects related to the creation of hybrid modulators. The two most important ones were: i) the higher relevance of the modulator pitch vs their phase or amplitude; and ii) the feasibility to delegate dynamic phase and amplitude control to the PAT, even if this only allows lower spatial resolution on the sound field.
Our exploration with self-bending beams has been however limited to phase control, which rules the geometry of the sound field. Control of the amplitude (using the PAT) could enable other effects. For instance, the injective mapping in Figure 3b identifies the points on the hybrid modulator that contribute to the intensity of each part of the curve. Dynamically adjusting the amplitude of transducers contributing to specific parts of the curve (the part they are "tangent" to) could provide more control/dynamic effects. For instance, reinforcing a section of the curve could create a "ring like" field. Quickly moving intensity along the curve (e.g. from the top of the beam downwards) could create a tactile feedback similar to pressing a button.
Our exploration of the influence of the gap between the metamaterial and the PAT also revealed a smoothing effect on the phases used on the PAT. This limits the kind of dynamic effects that the PAT can create, indicating that such operations must avoid high frequency changes. This must be considered when exploring new algorithms for dynamic control of this kind of hybrid modulators. Other aspects, such as the phase distribution across this gap, or even the use of coupling layers between the metamaterial and the PAT should be explored for further control.
It is also worth noting that, although we could apply levitation signatures successfully, other levitation signatures (e.g. bottle beams [20] ) resulted in high pressure inside the self-bending volume. This kind of levitation was still possible without obstacles, but obstacle objects resulted on scattering from the obstacle object.
Our method can also be applied to sound fields other than self-bending beams, opening a space for further exploration. For instance, metamaterials could be used to encode specific tactile patterns (e.g. a multipoint pattern, representing a tactile "icon"). The designer could then focus on creating different modulation schemes (e.g. not only the usual modulation at 200Hz, with 50% duty cycle [19] ), to test various tactile experiences.
Replacing the metamaterial with another one (i.e. encoding a different location of the points/ tactile "icon") could help explore tactile stimuli quickly. This could also allow interactive scenarios beyond those explored in the paper, with the user replacing either the metamaterial, the passive prop or the levitated beads to achieve different effects. This could encourage new ways of thinking about tangible user interfaces, with metamaterials, obstacles and levitated objects working as modifiers for the tangible element.
CONCLUSION
This paper presented SoundBender, a hybrid sound modulator combining acoustic metamaterials and phased arrays of transducers (PATs). The metamaterial is used to encode complex sound fields that cannot be created using PATs alone. The PAT allows a dynamic and real-time control of the sound field.
We illustrated this approach using self-bending beams, which allows for interactive artefacts featuring passive props located on top of the modulator and interactive elements (i.e. tactile points, levitated matter and non-solid features) above the prop.
We described a five-step method to guiding the creation of such interactive artefacts, starting from the basic shape of the passive prop, and detailing the fabrication of the hybrid sound modulator and the control algorithms to enable interactive features above/around the prop.
We demonstrated the feasibility of our approach, and compared it against alternative approaches (focused points and self-bending beams implemented with a single phased array). We also demonstrated dynamic control of the interactive features (tactile points and levitated object). In the end of the paper we provided an overview of the potential applications of the SoundBender to produce novel interactive experiences but also, to enable the HCI community to draw on our approach and explore even further the dynamical control capabilities of alternative complex sound fields. 
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