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Abstract
We show that the system x˙ = y, y˙ = −f (x)y−g(x) with f,g polynomials of degree 1 and 3 respectively
cannot have simultaneously an algebraic invariant curve and a limit cycle.
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1. Introduction
In 1995 K. Odani [10] started the study of invariant algebraic curves for the Liénard system
x˙ = y, y˙ = −fm(x)y − gn(x), fmgn ≡ 0, (1)
where fm and gn are polynomials of degree m and n respectively. He has shown that the system
(1) does not have invariant algebraic curves when nm and gn/fm ≡ constant. In particular, the
limit cycle of the van der Pol system (i.e. for m = 2 and n = 1) is not algebraic.
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research was due to the fourth author [12]. He has shown that for n > m there exist systems
(1) with an invariant algebraic curve. But generic Liénard systems do not have such curves.
Moreover, for 2 < m + 1 < n but (m,n) = (2,4) there exist systems with an algebraic limit
cycle. In the cases (m,n) = (0, n), (1, n) for n = 3, (2,4) and (m,m + 1) there cannot exist
algebraic limit cycles. However for (m,n) = (1,3), i.e. the cubic Liénard system with linear
damping, the problem of existence of algebraic limit cycles remained open.
We note also that F. Dumortier and C. Rousseau [7] and F. Dumortier and C. Li [6] proved
that the cubic Liénard system with linear damping has at most one limit cycle, which must be
hyperbolic.
The principal aim of this work is to solve the remaining open case (m,n) = (1,3).
Main Theorem. If the real cubic Liénard system with linear damping
x˙ = y, y˙ = Axy +Bx3 +Cy +Dx2 +Ex + F, AB = 0, (2)
has an invariant algebraic curve, then it does not have limit cycles. In particular, it does not have
algebraic limit cycles.
The paper is organized as follows. In Section 2 we present general properties of invariant
algebraic curves; there we prove the Main Theorem is some cases. In Section 3 we generalize
the Dulac’s method to the case when the Dulac function has the form f α , α > −1; additional
cases of Main Theorem are solved in this way. In Section 4 we study the expansions of the
invariant algebraic curve and of a local first integral at infinity; there we complete the proof of
Main Theorem. In Section 5 we present auxiliary results about the local first integral at infinity.
2. General properties of invariant algebraic curves for the cubic Liénard system with
linear damping
In studying invariant algebraic curves it is natural to consider a holomorphic foliation F in
CP 2 defined by the polynomial vector field
V = y ∂
∂x
+ (Axy +Bx3 +Cy +Dx2 +Ex + F) ∂
∂y
(3)
with complex time. Changing x → x +μ with μ a real constant we can change C; in particular,
sometimes we shall take C = 0.
A polynomial f ∈ C[x, y], defining an invariant algebraic curve {f = 0} ⊂ C2, is a semi-
invariant for the action of the vector field V on the ring C[x, y], i.e. it satisfies the equation
f˙ = V (f ) = κf, (4)
where the polynomial κ = κ(x, y) = κ(f )(x, y) = κ(f ) is its weight, called the cofactor. We can
assume that the polynomial f is reduced (no multiple factors) and has real coefficients (is a real
polynomial); otherwise we replace it with f (x, y)f (x¯, y¯), where the bar denotes (as usual) the
complex conjugation.
The line at infinity L∞ = {(x : y : 0)} ⊂ CP 2 is invariant with respect to the foliation F with
the unique singular point p∞ = (0 : 1 : 0).
If f (x, y) = 0 is a reduced invariant algebraic curve for system (2), then it meets L∞ at the
point p∞. So, we shall study the foliation F near p∞.
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y1 = 1/y and after multiplication by y21 one gets x˙1 = y21 + O(|x1|3 + |y1|3), y˙1 = O(|x1|3 +
|y1|3). One has to apply two blow-ups, (x2, y2) = (y1/x1, x1) and (x3, y3) = (x2, y2/x2) =
(1/x, x2/y), in order to get elementary singularities. The above two blowing-ups give a map
π :Z → CP 2, where Z is a complex surface with a foliation G = π∗F .
It is useful to choose the following variables
z = 1
x
, u = y
x2
, (5)
related with the quasi-homogeneous gradation (for more details see [3]):
d˜egx = 1
2
, d˜egy = 1.
Note that d˜egV = 1. Then (2) becomes
z˙ = −u, u˙ = (−2u2 +Au+B)z−1 + (Cu+D)+Ez + Fz2 (6)
(here we do not change the time). We shall also use the coordinates (x,u) and we shall deal with
the system
x˙ = ux2, u˙ = (−2u2 +Au+B)x + (Cu+D)+Ex−1 + Fx−2. (7)
The variables (5) are variables near an exceptional divisor D ⊂ π−1(p∞) of the resolution π
such that D = {z = 0} and u is a variable in an affine part of D. This divisor is invariant with
respect to the foliation G, which is defined by (6).
On D there are (generally) two singular points pa = (0, a) and pb = (0, b), corresponding to
the two zeroes of the polynomial
−2u2 +Au+B = −2(u− a)(u− b), ab = 0.
Note that a and b can be complex. The strict transform of an eventual invariant algebraic curve
f (x, y) = 0, i.e. f (1/z,u/z2) = z−2d f˜ (u, z) = 0, must meet D at one or both points pa,b . This
can be seen also from the following analysis.
We expand the polynomials f and κ into quasi-homogeneous parts:
f = f2d(u)x2d + f2d−1(u)x2d−1 + . . .
= f2d(u)z−2d + f2d−1(u)z1−2d + . . . ,
κ = κe(u)xe + κe−1(u)xe−1 + . . . , (8)
where d = d˜egf ∈ 12Z, degfj  [j/2], degκj  [j/2] and κ has real coefficients.
Lemma 1. We have f2d(u) = constant ·(u− a)k(u− b)l , where k + l = d , and κ(f ) = κ1x + κ0,
where κ1 = 2(bk + al); below we assume that the constant = 1. In particular, d˜egf = d =
degy f , i.e. the degree of f with respect to y.
Proof. Calculation of the quasi-homogeneous degrees in Eq. (4) gives e = 1. It follows that κ1
and κ0 are constants. Then the leading term of f satisfies the equation
−2(u− a)(u− b)f ′2d + 2duf2d = κ1f2d . (9)
If a = b, then the general solution of this equation is like in the thesis of the lemma. If a = b,
then it seems possible that f2d is expressed via an exponential function, but we know that it must
be a polynomial. 
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cases:
• Case 1: a = b, i.e. A2 + 8B = 0;
• Case 2: a = b and a
b
/∈ Q (here a, b ∈ C);
• Case 3: a
b
∈ Q{0,1}.
In Case 1 there is only one singular point pa = pb , which is a saddle-node. This saddle-node
has the center separatrixD and a strong separatrix Γa = {u−a+O(z) = 0} = {y−ax2−rx−s =
0}. The invariant algebraic curve must lie in Γa . It follows that f = y − ax2 − rx − s and the
curve is rational (and real).
In Cases 2 and 3 the points pa and pb are distinct and the foliation G near them takes the form
d
dt z = −az+ . . . , ddt (u− a) = −2(a − b)(u− a)+ . . . and ddt z = −bz+ . . . , ddt (u− b) = 2(a −
b)(u− b)+ . . . respectively (it is the system (6) multiplied by z). So, the ratios of eigenvalues at
the singular points pa and pb are
λa = a2(a − b) , λb = −
b
2(a − b) , (10)
respectively.
In Case 2 the ratios λa and λb are non-rational and each of the points pa and pb has exactly
two separatrices, D and Γa and D and Γb respectively. The curve f = 0 must lie in Γa ∪Γb , this
implies that either f = y − ax2 − rax − sa or f = y − bx2 − rbx − sb (rational with d = 1) or
f = (y − ax2)(y − bx2)+ . . . ; i.e.
f = [y + P(x)]2 −Q(x), (11)
elliptic with d = 2.
Lemma 2. In the case A2 + 8B  0 the limit cycle γ of system (2) (if exists) surrounds exactly
one singular point p which is a hyperbolic focus.
Proof. The change (x, y) → (x, y + δx2) for suitable δ, i.e. δ = a or δ = b, transforms system
(2) into a quadratic system. In the quadratic case the thesis of the lemma is well known (see [11]).
(Note that in the case of non-real a, b the above transformation is non-real and the argument
fails.) 
Proposition 3. If system (2) has a real invariant algebraic curve f = 0 which is either rational
with d = 1 or elliptic with d = 2, then it cannot have limit cycles. This implies that the thesis of
Main Theorem holds true in Cases 1 and 2.
Proof. Suppose that there exists a limit cycle γ . Recall also that γ is the unique periodic solution
to (2) (by the result of Dumortier, Li and Rousseau mentioned at the introduction). If A2 +
8B  0, by Lemma 2, then γ surrounds only one singular point p, which is a hyperbolic focus.
If A2 + 8B < 0, then the situation with two anti-saddles p,p′ and a saddle q inside γ is not
excluded; it is possible that p′ = q and that p = p′ = q , with these last equalities we only want
to indicate that we can have only two or one singular points.
In [12] it is proved that the cycle γ cannot be an oval of the curve f = 0 when d is 1 or 2.
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in the rational case.
Suppose that f = 0 is elliptic and that γ surrounds only one singular point, the focus p. Then
p is an isolated point of the real curve f = 0.
Since f˙ |f=0 = 0, from (11), we have
−Ax −C = P ′ + 1
2
P
Q′
Q
, Bx3 +Dx2 +Ex + F = 1
2
(
Q′ − P 2 Q
′
Q
)
,
see formulas (7)–(9) of [12]. Therefore, we have that either P = constant · (x − x1)(x − x2) and
Q = constant · (x−x1)ξ (x−x2)η , with ξ +η 4; or P = constant · (x−x1)2 and Q = constant ·
(x − x1)ξ , with ξ  4. But, since by direct computation from the definition of the invariant
algebraic curve f = y2 − 12Ax2y − 12Bx4 + . . . = (y − 14Ax2 + . . .)2 − 116 (A2 + 8B)x4 + . . . ,
we get degQ = 4 (because A2 + 8B = 0). If the focus p belongs to f = 0, then we can assume
that p = (x1,0). Moreover, near p we have f = (y − K(x − x1))2 + L(x − x1)2 + . . . , where
the dots are higher order terms, with K and L constants such that L> 0 (because the tangents of
f = 0 at p are complex).
We see that it must be Q = constant · (x − x1)2(x − x2)2 and there are two (non-real) rational
curves: y = a(x − x1)(x − x2) := R(x) and y = b(x − x1)(x − x2) (the case cannot be elliptic).
The numbers x1 and x2 are real, but the coefficients a and b must be non-real, b = a¯ ∈ C\R. The
polynomial R satisfies the equation Bx3 + Dx2 + Ex + F = (R′ − Ax − C)R = −(2|a|2x +
a2(x1 +x2)+Ca)(x−x1)(x−x2) where we have used A = 2(a+b). We assume now that C = 0
(see the beginning of this section). Then, by direct computation using that the latter polynomial is
real if and only if x1 + x2 = 0, we get D = F = 0. But now system (2) is reversible with respect
to the variable x. But the reversibility implies that γ is non-isolated among periodic solutions in
contradiction that γ is a limit cycle.
(The same argument works also when one supposes that γ ⊂ {(y + P(x))2 = Q(x)}. Indeed,
from the above and from the smoothness of γ one finds that P = constant · (x − x1)(x − x2) and
Q = constant · (x − x1)(x − x2), what for x1 + x2 = 0 implies the reversibility with respect to x.)
Suppose that the three points p,p′, q lie inside γ and the elliptic curve f = 0 has a real
1-dimensional component inside γ . By the formulas above the curve f = 0 intersects the axis
y = 0 in at most two points x1, x2. Moreover, any such point xi is a ramification point of the
algebraic function y(x) defined by f = 0. In fact, f = 0 has two analytic branches each one
vanishing at (xi,0). This implies that the saddle q cannot belong to the curve f = 0, because
it should contain all the four separatrices of q (none of the separatrices is vertical because the
eigenvectors of the linearized system at the saddle q are not vertical) and it should intersect the
axis y = 0 at  3 points. If the curve f = 0 had a (real) 1-dimensional oval inside γ , then this
component should pass through the anti-saddles p,p′, one stable node and one unstable node.
But then the saddle q should lie in the domain bounded by this oval; it is impossible.
If p′ = q , then it is either a saddle-node of codimension 2 or a Bogdanov–Takens singularity.
In the first case the curve f = 0 should pass through the saddle-node. Namely, it should pass
through all the separatrices of p′ (none of them is vertical), but at least one of them should
accumulate at γ .
If p′ = q is the Bogdanov–Takens singularity, which we move to (0,0), then we have x˙ = y,
y˙ = Axy +Bx3 +Dx2, D = 0. Here the unique invariant analytic curve through p′ has the form
1
2y
2 − D3 x3 + . . . , the cusp ‘tangent’ to the axis y = 0. Since f = 0 should contain the latter
curve, it should be x1 = x2 = 0 and f = (y + c1x2)2 − c2x3 = 0, which is unbounded.
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ces (which cannot be algebraic), or it is a degenerate Bogdanov–Takens singularity x˙ = y,
y˙ = Axy +Bx3 (which is reversible).
The above implies that f has constant sign in a neighborhood of the domain bounded by γ ,
e.g. f > 0. Since divV = Ax +C, we find that
div(f αV ) = βf α, α = −A/κ1, β = C + ακ0. (12)
We note that κ1 = 0; otherwise, since κ0 = 0 (if not, f would be a polynomial first integral,
contradicting the existence of the limit cycle γ ) and since 0 = ∫
γ
f˙ /f = ∫
γ
κ0 = 0, we have
a contradiction. So, for the vector field V , f α is either a Dulac function (when β = 0) or an
integrating factor (when β = 0). Of course, there cannot be any limit cycle. 
In what follows we assume Case 3. In particular, we have that a, b ∈ R. Here we make some
normalizations. Firstly, by applying the change x → νx, y → νy we obtain a → νa, b → νb.
We can assume that a − b = 12 ; i.e.
b = a − 1
2
, A = 4a − 1, B = −a(2a − 1). (13)
Then (10) gives
λa = a, λb = −b.
Applying the involution (x, y, t) → (x,−y,−t) to system (2), results that we can choose the
sign of A. Therefore, without loss of generality from (13) we can assume
a >
1
4
. (14)
Finally, the change x → x +μ implies that C → C +Aμ. So, we can assume two situations:
(i) C = 0,D = 0, (ii) C = D = 0. (15)
We could also normalize D, but it is not necessary.
3. Exploration of the Dulac’s criterion
Recall that we are in the realm of Case 3, with rational a and with the conditions (13) and
(15) valid. We assume that there exists a reduced invariant algebraic curve f = 0, where f (x, y)
is a polynomial with real coefficients and with d = degy f = d˜egf  3. We assume also the
existence of a limit cycle γ around the focus p.
Let Ω = {domain bounded by γ } \ {p}. Without loss of generality we can assume that f > 0
in Ω . If f does not vanish in a neighborhood of Ω (the closure of Ω), then (see (12)) we can use
f α as a Dulac function or an integrating factor of V , and obtain a contradiction (like in the last
paragraph of the proof of Proposition 3).
If f vanishes at some component of the boundary ∂Ω = γ ∪ {p}, then some additional argu-
ments are needed. Note that α may be negative and the vector field
X := f αV
may not satisfy conditions for existence of the phase flow gτX .
We shall use the following lemma, whose first part is the Liouville formula (see [1]), and the
second part follows from the first.
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defined by it.
(a) If gtY for t ∈ [t0, t1] is defined in a domain U ,
∫
U
|dY |dx dy < ∞ and 0 ∈ [t0, t1], then
d
dt
∣∣gtY (U)∣∣∣∣t=0 = ∫
U
divY dx dy,
where | · | denotes the Lebesgue area.
(b) If Φ : (v,w) → (x, y) is a symplectic diffeomorphism, i.e. satisfies det dΦ ≡ 1, and Φ∗Y =
((dΦ)−1 · Y) ◦Φ , then
div(Φ∗Y) = (divY) ◦Φ.
Consider now a neighborhood of the singular point p. Then we have the following result.
Lemma 5. Assume that (12) with −1 < α < 0 holds for the vector field V .
(a) If β > 0 (respectively β < 0), then p is hyperbolic unstable (respectively stable) for V .
(b) If β = 0, then p is a center.
Proof. If f (p) > 0, then the above statements are obvious. Assume that f (p) = 0. Then the
curve {f = 0} ⊂ C2 consists of two local (complex) separatrices at the point p, because p is a
focus for the vector field V .
In some linear symplectic coordinates (v,w) we have dζ/dt = (σ + iω)ζ + . . . , where ζ =
v + iw, i = √−1 , σ + iω is the eigenvalue at p for the vector field V , and f = ζ ζ¯ + . . . . For
the vector field X = f αV with new time τ defined by
dt = f α dτ = (|ζ |2α + . . .)dτ,
we have ddτ ζ = (σ + iω)ζ α+1ζ¯ α + . . . and divX = 2 Re(∂[(σ + iω)ζ α+1ζ¯ α + . . .]/∂ζ ) = 2σ(1+
α)|ζ |2α + . . . . Thus, comparing with (12), it follows that σ = β/[2(α + 1)] (recall that α > −1).
So statement (a) is proved, because the signs of σ and β are equal.
Suppose now that f (p) = 0 and β = 0. Then, in order to prove statement (b) it is sufficient
to arrive to contradiction. We define Up = {neighborhood of p} \ {p} ⊂ Ω . Without loss of
generality we can assume that p is an unstable focus for the vector field V . Then, the phase flow
gτX is defined in the domain Up for τ ∈ [0, ε], ε > 0 and small. Note that we must take care with
the possible different length of the maximal intervals of definition of every solution of X in Up .
On the other hand, there exists a change of coordinates (maybe not symplectic), leading to
the Poincaré–Dulac normal form (see [2]) for the vector field V , which in the polar coordinates
(r, ϕ) means that dr/dt = c · r2l+1 + . . . and dϕ/dt = ω + . . . , where l  1 and c > 0.
For X we get dr/dτ = r2α+2l+1(c + . . .), where 2α + 2l + 1 1. Therefore the time needed
to reach the point p = {r = 0} from a point (r0, ϕ0) equals −
∫ r0
0 dr/r
2α+2l+1(c + . . .) = −∞.
It means that the domains gτX(Up) are not separated from the point p and their areas should
grow with growing τ . But the Liouville formula implies that these areas should be constant, a
contradiction. So, statement (b) is proved. Note that here the integral ∫
Up
|dX|dx dy ∼ ∫
Up
r2α ·
r dr dϕ is convergent, because α > −1. 
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β < 0 is analyzed in the same way. Thus γ should be a stable cycle.
If f were positive on γ , then (12) would imply the instability of γ (a contradiction). Assume
then that γ ⊂ {f = 0}.
We shall need the following two preliminary results.
Lemma 6. Assume that (12) with α > −1 holds for the vector field X (with the time τ ) and
that the limit cycle γ is contained in the invariant algebraic curve f = 0. Then, there exists an
annular neighborhood Uγ  (−ε, ε) × S1 of γ with the universal covering ξ : U˜γ → Uγ , and a
real analytic symplectic diffeomorphism Ψ = (v,w) : U˜γ → Ψ (U˜γ ) ⊂ R2 such that:
(i) the “action variable” v is defined via a single-valued function v˜ :Uγ → R, i.e. v = v˜ ◦ ξ ,
(ii) the covering ξ˜ := ξ ◦Ψ−1 is periodic in the “angle variable” w, i.e. ξ˜ (v,w+T ) = ξ˜ (v,w)
where T > 0 is the period,
(iii) f ◦ ξ˜ (v,w) = v[f1(w)+ O(v)] as v → 0, where f1(w) > 0,
(iv) the vector field X in Ψ (U˜γ )∩ ξ˜−1(Ω) takes the form
dv
dτ
= a1(w)vα+1 + O(vα+2), dwdτ = v
α + O(vα+1), (16)
as v → 0+.
Proof. There exist some analytic action-angle coordinates (v1,w1), w1 ∈ R (mod 2π) (maybe
not symplectic) in a neighborhood Uγ of γ , such that Uγ ∩ Ω = Uγ ∩ {v1 > 0}. For example,
after the change of variables in the proof of Lemma 2, γ becomes convex (see [11]) and v1 and
w1 may be chosen as the “distance” to γ along ray and as the angle with respect to some point
inside γ .
Let g(v1,w1) = det(∂(v1,w1)/∂(x, y)) > 0 be the corresponding Jacobian. (Note that the real
analyticity of v1,w1 and their Jacobian are defined in local terms, so we can use them safely in
the covering U˜γ .) Then, the coordinates (v2,w2) defined by v2 =
∫ v1
0 ds/g(s,w1), w2 = w1 are
symplectic. Moreover, we have {f > 0} = {v2 > 0} and v2 is single-valued in Uγ .
Using the notation of the proof of Lemma 5, we claim that
dv2
dτ
= b1(w2)vα+12 + O(vα+22 ),
dw2
dτ
= d0(w2) vα2 + O(vα+12 ) (17)
as v2 → 0+, where d0(w2) > 0 (because the cycle γ is anti-clockwise oriented). Now we prove
the claim. System (17) is the vector field X = f αV written in the coordinates (v2,w2). Since
f α = vα2 (f2(w2) + O(v2)), for some f2 > 0 and the line v2 = 0 (the limit cycle) is invariant
for the vector field V , v˙2 = v2(a2(w2) + O(v2)), w˙2 = a3(w2) + O(v2) for some a2(w2) and
a3(w2) > 0, we get dv2/dτ = vα+12 (f α2 a2 + . . .), dw2/dτ = vα2 (f α2 a3 + . . .). Therefore b1 =
f α2 a2, d0 = f α2 a3. Hence, the claim is proved.
Now, we consider the symplectic change (v2,w2) → (v,w) of variables
v = v2/η′(w2), w = η(w2),
where η(w2) =
∫ w2
0 [d0(s)]−1/(α+1) ds. The variables v,w satisfy the requirements of the thesis
of this lemma (with T = η(2π)). 
Corollary 7. In terms of Lemma 6 we have a1(w) = βα+1f α1 (w) > 0.
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no limit cycles.
Proof. In Lemma 5 we proved that if there exists a limit cycle γ surrounding a (unique) critical
point p, then p is an unstable focus and γ should be stable. If f |γ were positive, then the clas-
sical Dulac criterion and (12) would imply that γ is unstable. So, we assume that γ ⊂ {f = 0}.
Therefore we can use Lemma 6. By (15) the equation for phase curves in Ψ (U˜γ ) takes the form
dv
dw
= a1(w)v + O(v2), a1 > 0,
as v → 0+. If v = χ(w;v0), v0 > 0, is its solution with the initial condition χ(0;v0) = v0, then
the Taylor expansion of the Poincaré return map v0 → χ(T ;v0) takes the form
v0 → exp
( T∫
0
a1(w)dw
)
v0 + O(v20), as v0 → 0.
It follows that the cycle γ should be unstable (a contradiction). 
Corollary 9. If a > 1, then there cannot coexist an invariant algebraic curve and a limit cycle
for system (2).
Proof. Using Eq. (13) and Lemma 1 we have A = 4a − 1, κ1 = (2a − 1)k + 2al, and k + l  3.
Hence we get that α = −A/κ1 > −1 and the result follows from Proposition 8. 
Remark 10. If α = −1 and β = 0, then the function f forms the so-called inverse integrating
factor. This factor has interesting properties. For example, near a focus z = 0 for W = [(σ +
iω)z + . . .] ∂
∂z
and f = zz¯ + . . . we get divf−1W = 2 Re ∂
∂z
[(σ + iω)z¯ + . . .] = O(1). We see
that the divergence is a regular function. The same holds near any other singular point when
the curve f = 0 passes through both its separatrices. For more informations about polynomial
inverse integrating factors see [4].
4. Expansion of the polynomial, its cofactor and local first integral
In [12] absence of invariant algebraic curves of certain type was deduced from properties of
so-called local first integral.
The local first integral is a series of the form
H(z,u) = Hn(u)z−n +Hn−1(u)z−n+1 + . . .
= Hn(u)xn +Hn−1(u)xn−1 + . . . (18)
which formally satisfies H˙ = 0. Here the coefficients Hj(u) are multi-valued (in general)
functions (in the complex domain) and are calculated inductively by solving series of ordi-
nary differential equations. Of course, the local first integral is not defined uniquely; a change
H → H ′ = (Puiseux series of H ) also defines a local first integral; therefore also the degree n
of the first term Hnxn is not fixed. The non-uniqueness is reflected in the freedom of choice of
constants of integration of the ordinary differential equations. The series (18) is a formal first
integral of the foliation G near the divisor D.
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admits the finite expansion (8) near D. It admits also a factorization
f˜ = ϕ1(u, z) . . . ϕs(u, z), (19)
where each ϕj (u, z) has an infinite convergent expansion of the type (8) and with the leading
terms being a product of powers of u − a and u − b. In (19) there is no invertible factor of the
type 1 + a1(u)z + . . . , because it would cause that degf2d−j  d for j > 1. For any factor ϕj
there exists cj ∈ C ∪ {∞} such that H − cj = ϕνjj Gj (z,u), where νj is rational and Gj is a
power series in z. Moreover, each ϕj has its cofactor κ(ϕj ), which is a series in powers of z. We
have
κ(f ) = −2 dκ(z) + κ(f˜ ) = 2 dux + κ(f˜ ), κ(f˜ ) = κ(ϕ1) + · · · + κ(ϕs).
We shall calculate some initial terms in H , f and κ(f ). We begin with the local first integral.
Assume that
H = H1(u)x +H0(u)+ . . . . (20)
(The reason to choose n = 1 lies in the simplicity of the below calculations; for other n we have
Hn = Hn1 (u)xn + nHn−11 (u)H0(u)xn−1 + . . . .) Then, we get the equations
−2(u− a)(u− b)H ′1 + uH1(u) = 0, (21)
−2(u− a)(u− b)H ′0 +DH ′1(u) = 0 (22)
(recall that C = 0). We choose H1 = (u− a)a(u− b)−b as a solution to Eq. (21). Then, Eq. (22)
is solved in the form
H0 = D4
u∫
(v − a)a−2(v − b)−b−2v dv. (23)
Recall that a and b are rational, a − b = 1/2 and a > 1/4.
Since we expect that degy f = degu f = d  3, the curve f = 0 should contain a local compo-
nent ϕ1 = 0 which is not a separatrix of a singular point. This means that the Schwarz–Christoffel
integral in (23) should be of Darboux type, i.e. a product of powers of polynomials. This is due
to the fact that if some Hi is not of Darboux type, then the complex phase curves of (7) near
the divisor D, other than the separatrices, would be not analytic. For more details see [12] and
mainly its Lemma 4.6.
Lemma 11. Assume that C = 0 = D. If a > 14 and a /∈ Z{1}, then H0 cannot be of Darboux
type.
Proof. If a = 1, then the residuum of the 1-form (v−a)a−2(v−b)−b−2v dv at u = a is 4√2 = 0.
Hence, H0 is not of Darboux type.
If a /∈ Z the statement is proved taking into account that, if the exponents a−2 and −b−2 are
not positive integers and their sum (equal −7/2) is not a negative integer, then the only possible
Darboux form for H0 is constant · (u− a)a−1(u− b)−b−1.
Indeed, the behaviour of the integral in (22) near u = a, b implies that H0 = g(u)(u −
a)a−1(u−b)−b−1 for a polynomial g of degree r (if H0 is Darboux). As u → ∞ we get H0(u) ∼
ur−3/2, whereas the integral in (22) behaves like ∫ u v−5/2 and either H0(u) ∼ constant ∼ u0 or
H0(u) ∼ u−3/2.
Elementary calculations show that this is not the case. 
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curve and a limit cycle for system (2).
Remark 13. Assuming C = D = 0 we can look for a first integral of the form H˜2x2 + H˜0 + . . . .
Then, we find H˜2 = (u − a)2a(u − b)−2b and H˜0 = E4
∫ u
(v − a)2a−2(v − b)−2b−2v dv. It turns
that the latter integral is of Darboux type, namely H˜0 = E · S˜(u)(u − a)2a−1(u − b)−2b−1 for S˜
of degree 1. The reason is that sum of exponents is a negative integer and H˜0(u) → constant as
u → ∞.
Consider now the situation with C = D = 0.
Lemma 14. If a > 1/4 is not integer, C = D = 0 and there exists an invariant algebraic curve,
then F = 0 and system (2) is time reversible. Here, the coexistence of an invariant algebraic
curve and a limit cycle is impossible.
Proof. We can assume that f2d = (u − a)k(u − b)l and κ = κ1x + κ0 in the expansion (8) (see
Lemma 1). For the next coefficient we get the equation
−2(u− a)(u− b)f ′2d−1 +
[
(2d − 1)u− κ1
]
f2d−1 = κ0f2d . (24)
We note that u − a divides (2d − 1)u − κ1 only for a = k which is excluded, because a is not
an integer. The general solution to the corresponding linear homogeneous equation associated
to (24) is K(u − a)θ (u − b)ϑ with K constant and where it should be 2θ + 2ϑ = 2d − 1 (a
contradiction with the integrality of θ and ϑ); so K = 0.
A particular solution of (24) is given by the formula
f2d−1 = −κ02 f2d
(u− b)b
(u− a)a
u∫
(v − a)a−1
(v − b)b+1 dv. (25)
As in the proof of Lemma 11 we check that the Schwarz–Christoffel integral in the latter formula
is not of Darboux type. Hence κ0 = 0 and f2d−1 ≡ 0.
For f2d−2 we get an analogous formula to (25), which gives a polynomial (after integration).
But the formula for the next coefficient is
f2d−3 = F2 f2d
(u− b)3b
(u− a)3a
u∫
(v − a)3a−1
(v − b)3b+1 dv.
Here the Schwarz–Christoffel integral is not of Darboux type and hence F = 0. 
Lemma 15. If a = 1 and C = D = 0, then there exist invariant algebraic curves
gi(x, y) = y − x2 − ζix − ηi = 0, i = 1,2,3,
where ηi = ζ 2i −E and ζi are roots of the equation
ζ 3 −Eζ − F = 0. (26)
The corresponding cofactors are equal κ(gi ) = x−ζi . Moreover, here cannot exist any limit cycle.
Proof. The first part is checked by elementary calculations.
Note that Eq. (26) has at least one real solution ζ1. Then, we get a real rational invariant curve.
Then, Proposition 3 yields that there are no limit cycles. 
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and 15. 
Remark 16. If the roots of Eq. (26) are distinct, then we have a first integral of Darboux type
Ĥ = gζ2−ζ31 gζ3−ζ12 gζ1−ζ23 .
When ζ2 → ζ1 = 0 (and ζ3 → −2ζ1) the integral
Ĥ 1/(ζ1−ζ2) = g3
g1
(
1 + g2 − g1
g1
)(ζ3−ζ1)/(ζ1−ζ2)
,
where g2 − g1 = (ζ1 − ζ2)(x + ζ1 + ζ2), tends to the first integral of the following generalized
Darboux type
g3
g1
exp
[−3ζ1x − 6ζ 21
g1
]
.
If ζ1 = ζ2 = ζ3, then E = F = 0.
We notice that the polynomials gi = (u − 1)x2 − ζix − ηi have terms of the quasi-
homogeneous degree 2,1,0, whereas the vector field V (see (3)) has terms of quasi-homogeneous
degree 1,−1,−2. One would expect that the terms of degree 1 should be absent in gi .
The reason why these terms are present is that the general equation for the separatrix Γa is
ϕa = u− a − Da−1z+ . . . = 0. For D → 0 and a → 1 the ratio Da−1 may tend to a nonzero value.
Moreover, the point pa is a 1 : 1 resonant node and one cannot distinguish any separatrix.
Remark 17. In [9] G. ´Swirszcz and J. Llibre considered the system
x˙ = y, y˙ = −2(2x + 1)y − 16
9
x3 − 8
3
x2 +Ex,
with E = 4n/(n − 1)2. Here a = − 43 , b = − 23 are not normalized, but λa = 1, λb = − 12 ; more-
over, after the change x → x+ 12 we get C = D = 0. Therefore, it is a situation like in Lemma 15.
In [9] the invariant algebraic curves
f =
[
3y + 4x2 − 6
n− 1x
]
·
[
3y + 4x2 + 6n
n− 1x
]n
−
[
3y + 4x2 + 6x − 9n
(n− 12
]n+1
= 0
of degree 2n with the cofactor κ(f ) = − 43 (n+1)x and g1 = 3y+4x2+6x−9n/(n−1)2 = 0 with
the cofactor κ(g1) = − 43x were found. In fact, there exist two additional rational curves defined by
g2 = 3y + 4x2 + 6nn−1x = 0 and g3 = 3y + 4x2 − 6n−1x, with the cofactors κ(g2) = − 43x + 2n−1
and κ(g3) = − 43x − 2nn−1 respectively, and one has the first integral gn+11 /gn2g3. Note also that
f = g3gn2 − gn+11 .
Remark 18. In the time-reversible case C = D = F = 0 typically one has the Darbouxian first
integral haa/hbb , where ha = y − ax2 − ca and hb = y − bx2 − cb for some ca, cb .
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with linear damping we had got other proofs for the non-existence of such cycles in particular
cases.
For example, when A2 + 8B < 0 (i.e. a, b non-real), then one can get a contradiction with the
condition degy f  3 by considering values of the cofactor κ(f )at the singular points pa and pb
(after normalizations). Namely, if an invariant algebraic curve passes through only one separatrix
of a singular point (with eigenvalues μ1,2) corresponding to the eigenvalue μ1, then the value of
the cofactor at this point equals μ2 (see [5]).
One can calculate the cofactor explicitly, it needs only two terms in the expansion of the
local first integral and in the invariant algebraic curve (see also the next section). Then, one can
evaluate it at the finite singular points x = x1,2,3, y = 0. Some additional knowledge of the real
phase portrait with a limit cycle allows to get a contradiction in the cases with C = 0 = D.
If C = F = 0, then there exists a Dulac function of the form g(x, y) = (y + px2 + q)ρ such
that divgV = cx2gσ .
5. Local meromorphic first integral
We present a factorization of the local first integral in the cases with integer a  2. Recall that
these are the only cases, where the problem of existence of non-trivial invariant algebraic curves
is not solved; we agree to treat as trivial the situations with C = D = F = 0 (see Remark 18) and
with a = 1 and C = D = 0 (see Lemma 15 and Remark 16).
Proposition 20. If a ∈ {2,3, . . .} and C = 0 = D, then the local first integral can be chosen in
the form
H˜ = ψ
2
z2ϕ2a−1b
, (27)
where ϕb = u − b − Da+1/2z + . . . is the analytic function defining the separatrix Γb and the
analytic function ψ = ϕaa −Q1(u)z+ . . . where ϕa = u− a − Da−1z+ . . . is the function defining
the separatrix Γa with Q1 ≡ 0. Moreover, for the constant c0 = H˜ |Γa we have
H˜ − c0 = ϕ
a
aω
z2ϕ2a−1b
, ω = ϕaa + O(z).
It implies that the irreducible invariant analytic curves near the divisor D are defined by the
following functions:
ϕa, ϕb, ψ, ω, ξc = ψ2 − cz2ϕ2a−1b (c = c0)
with the corresponding cofactors
κ(ϕa) = 2κ(z) + 2bx +D/(a − 1)+ o(1),
κ(ϕb) = 2κ(z) + 2ax +D/(a + 1/2)+ o(1),
κ(ψ) = κ(z) + bκ(ϕb), κ(ω) = κ(z) + 2bκ(ϕb) − aκ(ϕa),
κ(ξc) = 2κ(z) + 2bκ(ϕb),
where κ(z) = −u/z.
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the functions Hj(u), j = −1,−2, . . . , take the Darboux form Pj (u)(u − b)−b−j−1 (we do not
provide these calculations). It follows that the resonant singular points pa and pb are analytically
linearizable (no logarithms in local first integrals).
In some local normalizing coordinates z˜ = z(1 + . . .), u˜ = ϕa(1 + . . .) near the node pa
one has the first integral H(a) = u˜a/z˜ = (ϕaa /z)(1 + . . .). Analogously, one has a first integral
H(b) = zϕbb(1 + . . .) near the saddle pb . (The expansions of ϕa,b and of their cofactors are easily
calculated.)
In particular, one has 1/H(b) = (zϕbb)−1(1 + . . .) = (z(u − b)b)−1(1 +
∑
χj (u − b)−j zj ).
The integration of the equations for Hj is done in a way that the ‘initial point’ is u = b, but the
integrals are not proper (see the proof of Lemma 11). Since the expansion of 1/H(b) is derived
in the same way, we get H = constant/H(b) near pb . This implies also that the series defining H
is convergent (to a Darboux type function).
The curve H = 0 near pa is a level curve of the integral H(a); it is defined by ϕaa − d0z(1 +
. . .) = ψ(1 + . . .), where ψ is an irreducible analytic function defined near the whole D.
Next, for the constant e0 = H |Γa , the curve H 2 − c0 = 0 with c0 = e20, is reducible; with the
components ϕa = 0 (of multiplicity a) and ω = 0 (reduced).
Finally, since H˜ = H 2 = ψ2/z2ϕ2bb = ψ2/z2ϕ2a−1b and H˜ − c0 = ϕaaω/z2ϕ2a−1b we get the
formulas for the cofactors. 
A similar result holds for D = 0 = E and for D = E = 0 = F . We do not present them here.
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