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Abstract
Imagine being able to ask questions to a black box model such as “Which
adversarial examples exist?”, “Does a specific attribute have a disproportionate ef-
fect on the model’s prediction?” or “What kind of predictions are possible for a
partially described example?” This last question is particularly important if your
partial description does not correspond to any observed example in your data, as it
provides insight into how the model will extrapolate to unseen data. These capabil-
ities would be extremely helpful as it would allow a user to better understand the
model’s behavior, particularly as it relates to issues such as robustness, fairness,
and bias. In this paper, we propose such an approach for an ensemble of trees.
Since, in general, this task is intractable we present a strategy that (1) can prune
part of the input space given the question asked to simplify the problem; and (2)
follows a divide and conquer approach that is incremental and can always return
some answers and indicates which parts of the input domains are still uncertain.
The usefulness of our approach is shown on a diverse set of use cases.
1 Introduction
As machine learning sees wider and wider adoption, it is increasingly being deployed
in more sensitive areas. Therefore, it is crucial that we understand how machine learned
models reach a decision, even in circumstances that we have not encountered before.
To better understand the model’s behavior, having the ability to ask questions relating to
issues such as robustness, fairness, and bias is crucial. These questions are particularly
useful when it comes to reasoning about unseen situations, i.e., potential instances that
do not necessarily appear in the training or test datasets. For example, given a black box
model, it would be really useful to be able to get answers to the following questions:
• Given a correctly classified instance from the dataset, can slightly perturbing it
cause its predicted label to change? Can we carefully choose the perturbation
such that the model’s predicted label corresponds to a specific class? These sorts
of instances are often called adversarial examples.
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• Can a particular attribute have a disproportionate or unwanted effect on the
model’s prediction? Can we find all attributes that have a disproportionate ef-
fect on the output of the model? These effects are often called an unintended
bias.
• Given a partially described instance, can we find values for the unknown at-
tributes such that a certain label is predicted? These instances can be linked to
regions of the instance space where the model extrapolates because there are no
training instances.
In this work, we focus on developing an approach that can answer such questions
about additive tree ensembles, which includes random forests [3] and gradient boost-
ing trees (e.g., [4, 15, 7]). This represents a powerful and widely-used family of ma-
chine learning algorithms. There has been prior work on answering questions about
such models. However, this work has focused on specific types of questions such as
finding adversarial examples [9], evasion [13], providing explanations [12], or testing
robustness and stability [21, 17]. A standard approach is to encode the tree(s) and
question into a logical theory, and then perform theorem proving. As this process is
NP-complete, approaches exploit the fact that they target a specific question to design
efficient procedures in practice.
This paper makes three contributions.1 First, we focus on being able to provide
answers to a broader class of questions about an additive tree ensemble. Namely, we
consider any question that can be represented as a satisfiable modulo theory (SMT) for-
mula. Second, as our approach relies on theorem proving, which is intractable in gen-
eral, we develop two strategies for speeding up the process. Specifically, our approach
(1) prunes large parts of the model’s input space given the question, and (2) follows
an incremental, divide-and-conquer strategy that can always return some answers, and
indicate which parts of the input domains are still uncertain. The divide-and-conquer
strategy naturally decomposes the problem into disjoint subproblems, and allows us to
find multiple distinct satisfying instances. Additionally, this information can be used as
feedback to the user to potentially refine the question or update the background knowl-
edge to restrict the input space, making it an iterative procedure with a human in the
loop. Third, we provide a diverse set of use cases that highlights our approach’s ability
to answer questions falling into each of the three aforementioned categories.
2 Preliminaries
The framework described in this paper reasons about additive ensembles of binary
trees.2 A binary tree T consists of nodes ni and has a special first node n0 called the
root node. There are two types of nodes. An internal node n stores a split condition
defined on an input attribute and references to two child nodes left(n) and right(n).
The split condition is either a less-than split Xk < τ defined on the real variable
Xk ∈ V corresponding to a real attribute Ak or a Boolean split defined on a variable
1Code is available at https://github.com/laudv/treeck
2Note that all trees can be represented as binary trees.
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corresponding to a Boolean attribute. A leaf node is a node without children that stores
an output value.
A tree is evaluated by recursively traversing it starting from the root node. For
internal nodes, the node’s split condition is tested; if the test succeeds, the procedure
is recursively applied to the left child node, else, it is applied to the right child node.
If a leaf node is encountered, the value stored in the leaf is returned and the procedure
terminates.
An additive ensemble of trees is a sum of trees T = T1+ · · ·+TM and is evaluated
by summing the evaluations of all trees. Examples of additive tree models are random
forests with voting for classification or output averaging for regression, and gradient
boosting trees. Both of these are powerful methods frequently used in practice.
We will be using SMT solvers (satisfiability modulo theories) to check logical the-
ories. SMT extends the boolean satisfiability problem (often abbreviated SAT) with a
number of additional concepts. For this work, the most important capability is the addi-
tion of real variables and linear constraints between them. As SMT is more expressive
than SAT, many SMT problems are of course intractable. However, powerful solvers
like Z3 [5] have been used to solve many real-world problems.
3 Problem Setting and Approach
The problem setting we consider is the following:
Given: An additive tree ensemble model, a question that can be represented as an SMT
formula, and any available domain knowledge.
Do: Check if a (set of) instances exists that satisfies the requirements in the question.
Our approach is translate the given information into a logical formula. An SMT solver
can then be applied to check if a satisfying assignment to the formula exists. The SMT
solver will either return yes, and provide a concrete instance that answers the question,
or no, which means that no instance exists that satisfies the provided information. Next
we discuss encoding the ensemble, the question, and the optional background knowl-
edge into a logical theorem as well as the computational complexity of this problem.
3.1 Encoding the Ensemble
Consider an additive tree ensemble trained on input data with K attributes Ak. We first
need to define the decision variables that correspond to the different values used and
stored in the trees:
• K real or boolean variables Xk corresponding to the K input attributes Ak,
• M real tree output values Wm corresponding to the outputs (or leafs) of the
individual trees, and
• one real ensemble output variable F .
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Figure 1: An additive tree model
The decision variables are collected in a set V .
We define an encoding procedure enc that translates a tree into a logical theorem
using the variables in V . Each tree Tm is encoded by starting at its root node nm0 and
recursively encoding all its descendants. A node’s encoding depends on its type. A leaf
node n is encoded as:
enc(n,V)→ (Wm = value(n)), (1)
where value(n) is the output value stored in the leaf node. An internal node n is
encoded as:
enc(n,V)→ ( cond(n) ∧ enc(left(n)) )
∨ ( ¬cond(n) ∧ enc(right(n)) ),
(2)
where left(n) and right(n) are the left and right child nodes of the internal node, and
cond(n) refers to the node’s split condition.
An additive ensemble T =
∑
m Tm is encoded as the conjunction of the encodings
of the individual trees and an output constraint:
enc(T ,V)→
(∧
m
enc(Tm,V)
)
∧
(
F =
∑
m
Wm
)
, (3)
with Wm the tree output variables in V , m = 1, . . . ,M .
The encoding of the ensemble in Figure 1 is:
[(X1 < 5 ∧W1 = 1) ∨ (X1 ≥ 5 ∧W1 = 2)]
∧ (X2 ∧ [(X1 < 3 ∧W2 = 3) ∨ (X1 ≥ 3 ∧W2 = 4)])
∧ (¬X2 ∧W2 = 5) ∧ F = W1 +W2.
3.2 Encoding the Question
The encoding enc(T ) of an additive tree ensemble T is only useful when combined
with the encoding of a question. Our approach works with any question that can be
represented as a formula in the SMT-Lib [1] language using (1) (a subset of) the vari-
ables in V , and possibly (2) extra decision variables to formulate constraints. We will
refer to the encoding of a question by question(V, S), with S the set of additional
decision variables.
A simple question about the ensemble in Figure 1 is
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Example 1. Does an instance x exists for which attribute 1 has a value less than 2 and
the output of the model is greater than 5?
This can be encoded as the following SMT formula:
enc(T ,V) ∧ (X1 < 2) ∧ F > 5.
However, SMT also gives the flexilibility to ask for more complicated questions,
including ones that require reasoning about sets of instances. A question of this type
about the ensemble in Figure 1 is
Example 2. Find two instances x and x∗ that differ in only one attribute such that the
model’s prediction for x is 2 units greater than its prediction for x∗.
Representing this question as an SMT formula requires introducing new decision
variables. This question can be encoded as:
enc(T ,V) ∧ enc(T ,V ′)
∧ [(¬S1 ∧ (X1 = X ′1)) ∨ (S1 ∧ (X1 > X ′1)]
∧ [(¬S2 ∧ (X2 = X ′2)) ∨ (S2 ∧ (X2 ∧ ¬X ′2)]
∧ [(S1 ∧ ¬S2) ∨ (¬S1 ∧ S2)] ∧ F = F ′ + 2.
Here, a positive S1 or S2 variable indicates that the attribute takes on a different value
in each instance. When reasoning about multiple instances, we add multiple encodings
of the ensemble to the theorem using different variable sets V . Depending on the
question, the variables in the different instances might be related. These relations must
be encoded by constraints in question({V}, S), with {V} the set of all variable sets.
There is no requirement for the ensemble to be the same for all instances. For example,
it is possible to compare multiple 1-versus-all classifiers originating from a multi-class
classifier.
3.3 Background Knowledge
The background knowledge BK represents the implicit rules and constraints present in
the dataset. Two sorts of background knowledge can be distinguished: A first sort is
knowledge about the problem domain. For example, in soccer, a cross must end in the
opponent’s penalty box. A second is feature engineering. For example, one-hot encod-
ing usually requires an exactly-one constraint, i.e., exactly one option is true. When
investigating the effects of extrapolation, one should avoid suggestions that violate the
background knowledge, not only because these suggestions are not informative, but
also because they might distort your results.
3.4 Complexity Analysis
Our setting means that answering a question about an ensemble boils down to checking
if enc(T ,V)∧ question(V, S)∧BK is satisfiable. Without considering the additional
and arbitrarily complex constraints in question(V, S), verifying whether F > 0 for a
given additive ensemble is already NP-complete as it can be reduced from 3-SAT [13].
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4 Algorithm: Prune, Divide, and Conquer
There are two main requirements:
• Requirement 1: The algorithm must be able to handle general questions. We
cannot rely on question-specific optimizations used in prior work.
• Requirement 2: The algorithm must provide insights even if the question is in-
tractable. The insights should inform the user about potential useful refinements
to the question or updates to the background knowledge.
Intuitively, the complexity of the problem can be seen as exponential in the number of
leafs. We can understand this as follows: the ensemble output F is defined as the sum
of all tree outputs. The tree output is the value in the reached leaf node. The number
of possible leaf-value combinations making up the sum F is enormous. For example,
for a small ensemble consisting of 10 trees each with 64 leafs would have 6410 ≈ 1018
potential leaf-value combinations. This suggest we should somehow limit the number
of leafs per tree. Guided by this intuitive insight, we designed two strategies that reduce
the number of leafs without changing the prediction made by the ensemble.
4.1 Pruning Unreachable Branches
The idea underlying this strategy is simple: the constraints in a question can make
certain branches in the trees inaccessible. For example, assume a question is about
“men aged 32 or older”. If you reach a node splitting on Age < 23, its left branch is
never followed, because it contradicts the age condition in the question.
We can formulate this more formally as follows. Consider the path from a node n
in a tree T to the root node n0. When moving from a child node to its parent node p,
either a left or a right branch is followed. In the case of a left branch, the true condition
cond(p) holds on the path from n to n0. If a right branch is taken, the negated condition
¬cond(p) holds.
Let path(n, T ) be the conjunction of the (negated) conditions on the path from
node n to the root node of tree T . Given question(V, S), if a tree branch rooted at n
is impossible given that question, that is, question(V, S)∧ path(n, T )∧BK does not
have a solution, we can prune it from the model. Excluding the entire branch from the
tree encoding enc(T,V) reduces the number of encoded leafs by the number of leafs
below n. As long as question(V, S) is reasonably simple, this subproblem is much
easier to solve than the full problem.
4.2 Divide and Conquer: Split the Input Domain
This strategy splits the input domain into two sub-domains such that the number of
still reachable leafs is maximally decreased. Consider Figure 1. Initially, the domains
of the input attributes A1 and A2 are R and {True,False}. If we split the domain of
A1 into (−∞, 5) and [5,∞), then node 2© is unreachable in the first sub-domain, and
nodes 1© and 3© are unreachable in the second sub-domain.
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The procedure loops over all splits in the additive ensemble and counts the number
of unreachable leafs in the first and second sub-domains. It proceeds by splitting the
input domain using the split with the highest unreachable leaf count. This produces two
subproblems of reduced size. Any satisfying solution of a subproblem is a satisfying
solution of the original problem. If all subproblems are unsatisfiable, then the original
problem is unsatisfiable.
4.3 Combining Strategies: Prune, Divide and Conquer
The two strategies above can be applied iteratively:
1. Prune the tree given the divide constraint (initially unconstrained, i.e., True) and
the question.
2. Apply the SMT solver on the pruned encoding of the trees and the question. If
an answer is obtained within the timeout, report the answer; else stop the solver
and continue to Step 3.
3. Divide the input domain into two sub-domains using the best splitC from the en-
semble (e.g., Ak < τ ) and start two new problem instances at Step 1. The divide
constraint is the current divide constraint appended by C and ¬C respectively.
A major benefit from this approach is that the two subproblems produced by Step 3
can be solved independently in parallel, with only minor data moving and synchro-
nization requirements. Our implementation can run the subproblems on a cluster of
machines.
We can stop the algorithm at any point, even if we do not have an answer to our
question. There are two ways in which we can interpret the partial results of the al-
gorithm: (1) The solver may have returned a yes or no answer to some subproblems.
Depending the requirements, a single yes answer with a generated instance might be
enough. The no answers indicate that the question is impossible to answer in some
sub-domains of the solution space. For example, when testing robustness, a no answer
indicates that robustness holds in the sub-domain. (2) The subproblems that have not
been solved yet might indicate that finding a solution in this subspace is difficult. The
more difficult the subspace, the more domain splits will have been generated. This
may be informative to a domain expert: are some sub-domains (physically) impossible
or uninteresting? Can we add information to the background knowledge to avoid this
area? Can we reformulate the question to bypass this issue?
5 Use Cases
All models are constructed by XGBoost [4]. We used XGBoost’s early stopping func-
tionality with a maximum number of trees of 50. The early stopping functionality
stops the ensemble construction when no progress is made on the test set in the last 5
iterations.
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5.1 Verifying Monotonicity
A model is monotone in an attributeAk∗ if an increase in the attribute’s value results in
an increase in the model’s output. We can verify monotonicity as follows. Let Xk and
X ′k be attribute variables and F and F
′ be ensemble outputs for a first and a second
instance. Add the following constraints to the question encoding: Xk = X ′k for all
k 6= k∗, X ′k∗ < X ′k∗ , and F > F ′. We can pass this question to our system.
If our system responds with a yes, then we have two instances for which the mono-
tonicity constraint is violated. If the system reports no, then the monotonicity constraint
holds.
We reproduced the simple synthetic dataset presented in the XGBoost documen-
tation about the monotonicity feature.3 We were able to verify that the models con-
structed using this dataset were indeed monotone.
5.2 Generating Adversarial Examples
This use case focuses on generating adversarial examples, which corresponds to the
following question:
Given a correctly classified instance from the dataset, can a minor pertur-
bation change the predicted output label to a desired value?
This problem has been well studied for additive tree ensembles [13, 9] as well as for
other algorithms (e.g. neural networks [20, 11], SVMs [2]). However, existing ap-
proaches have formulated solution strategies specifically for this question. We illustrate
that our generic approach can solve the same question.
We used an XGBoost model trained on the MNIST dataset [16] that has 45 trees
and results in a test set error rate of 2.76%. For a given training data I = I1, . . . , IK ,
we check whether an adversarial example exists that satisfies the following three con-
straints: (1) each individual pixel can only deviate by at most δ from the original pixel:
|Xk−Ik| < δ, (2) the sum of all absolute changes can be at most ∆:
∑
k |Xk−Ik| < ∆,
and (3) the model must have a low confidence in the original label, and a high confi-
dence in the desired false label for the perturbed instance. Figure 2 shows a represen-
tative digit from the training set (top row) and generated examples with δ = 75 and
a total budget ∆ = 3000 (bottom row). Apart from the generated eight, the model is
99% certain all digits in the bottom row should be classified as a nine.
We can use our system to analyze an average robustness of the model for each digit.
To test this, we randomly selected an instance and a desired incorrect target label. Then
we check if an adversarial example exists given the two constraints on perturbing the
pixels. We repeated this 2000 times. Figure 3 shows two quantities for each digit. The
left side shows how difficult it is to change the label of each digit. The right side shows
how difficult it is to perturb an instance such that the model predicts a specific target
digit. We can see that it is hard to change an eight into another digit, but it is easy to
change any other digit into an eight. The opposite is true for the one digit, which is
easy to change into any other digit, but it is hard to turn another digit into a one. The
3xgboost.readthedocs.io/en/latest/tutorials/monotonic.html
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Figure 2: Original and adversarial examples for MNIST. The top row shows the original in-
stances which are correctly classified with high confidence. The bottom row shows the generated
perturbed instances. For each of the original instances for zero through seven, it is possible to
generate an adversarial example that is incorrectly classified as the number nine with high confi-
dence. However, for the last digit, no adversarial exists, i.e., there is no perturbation that satisfies
the given constraints such that the generated instance is classified as a nine.
0 1 2 3 4 5 6 7 8 9
0.0
1.0
Fr
ac
tio
n
Label “Digit” as ?
yes, perturbation found no perturbation exists
0 1 2 3 4 5 6 7 8 9
Label ? as “Digit”
Figure 3: The robustness of each digit averaged over 2000 randomly sampled MNIST digits.
The left column shows how frequently the classifier could be fooled into labeling the instance
with label on the x-axis as another preselected digit. The right column shows the inverse: how
frequently could the label of an instance be turned into the label on the x-axis.
solver always terminates in this experiment and our approach takes between 10 and 45
seconds on average to answer the question.
5.3 Challenging Fairness
Although our system cannot reason about individual fairness as it was original de-
fined [8], we can generate individuals that are treated unfairly. We use the Adult4
dataset to illustrate this idea. This task is to predict whether an individual has a salary
greater than 50k using information like age, education, race, sex, etc. We use an XG-
Boost model with 30 trees that achieves a test set accuracy of 86.7%. We ask the
following question:
Can we find two individuals A and B that only differ on one protected
attribute where the model makes a different prediction?
We use sex as the protected attribute and search for pairs of examples where the model’s
predicted probability of earning less than 50k is ≥ p for individual A and ≤ 1 − p for
individual B. Figure 4 shows how varying p affects the results. It is relatively easy
to generate pairs instances that are treated unfairly when p ≤ 0.8. For p > 0.85, no
such pairs exists. However, the solver does not terminate within 20 minutes when p
is between 0.8 and 0.85. This is referred to as the phase transition of satisfiability
problems [10].
4https://archive.ics.uci.edu/ml/datasets/adult
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Time (min)
Figure 4: A SAT phase transition for generating pairs of in-
stances that differ only in a protected attribute, yet receive an
opposite label. The confidence of the prediction p is varied.
The upwards and downwards triangles refer to yes and no re-
sponses. Crosses refer to timeouts.
Figure 5: Two midfield pass-dribble sequences that have a
probability greater than 10%. The pass starts at the cross and
ends at the circle. The dribble starts at the circle.
5.4 Detecting Dominant Attributes
This use case attempts to predict the order of magnitude of YouTube5 video view
counts (log 10) using a binary bag-of-words representation of the words appearing
in the video’s title and description. The XGBoost ensemble has 50 trees and achieves
a test set mean absolute error of 0.38. We address the following question:
Is it possible to find two instances, i.e., sets of words, that differ only in a
single word such that the single word difference results in a two order of
magnitude difference in the predicted view count?
This questions contrasts with the previous two use cases as we neither investigate a
particular instance (MNIST) nor focus on one specific protected attribute (Adult). The
task is to find any attribute that, when flipped, causes a significant change in the pre-
dicted value.
This produces some interesting results. We constrained the result to have less than
12 words. A bag-of-words representation does not enforce a word order, so we re-
ordered the word to make a sentence. We also added filler words in non-bold. These
words do not appear in the bag-of-words representation and therefore have no effect on
the predicted view count.
The first example is constrained to contain the words night, talk, and show. This is
one of the results:
Night talk show video: pop drama about the latest hot Christmas house
album (remix).
Without the word remix, this title is predicted to receive 200,000 views. However, if
remix is included, the predicted view count rises to 30 million. A second example of a
video title containing the words: news, breaking, and channel:
Breaking news from the money channel: no weird vlogs today chal-
lenge (full movie).
5https://www.kaggle.com/datasnaek/youtube-new
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Without the word no, this video is predicted to receive 100,000 views. With no, it is
predicted to receive 100 million views. A final example is:
The 12 avengers challenge Paul, the Christmas pop fashion king in DE.
When the word Christmas is omitted, the video is predicted to get 1 million views.
However, if Christmas is included, the prediction drops to only 1000 views.
While the stakes are not high for view count prediction, similar situations can arise
in prediction tasks of insurance companies, law enforcement, the health care sector,
etc. The robustness of the above boosted tree ensemble is clearly inadequate for such
much more sensitive applications.
5.5 Querying the Model
Our final use case involves analyzing real-world event stream from professional soccer
matches. The machine learning task is to estimate the probability of scoring a goal in
the near future (e.g., within the next ten actions) from a particular game state.6 This
enables valuing on-the-ball actions, which is a crucial task for soccer analytics [6].
We trained an XGBoost model with 50 trees using 1.1 million actions over multiple
games. The attributes are: action type (e.g. pass, shot, throw in, penalty, etc.), x and y
coordinate of action, body part used (foot, head, other), current goal scores, and time
remaining. We consider the following question:
Can we find a two action sequence involving a backward pass in the middle
of the field that results in a game state with a probability greater than 10%
of scoring in the near future?7
This is a relevant question as the soccer analytics community is interested in under-
standing the usefulness of backwards passes far away from the goal. Our method
proved that pass-pass sequences in the midfield cannot have a probability greater than
10%. When also allowing dribbles, the system generated several pass-dribble se-
quences, two of which are shown in Figure 5. Intuitively, these sequences could rep-
resent valuable situations because the backward pass could simultaneously switch the
direction of play and get the ball to a player who has space where he can advance the
ball.
6 Algorithm Analysis
To evaluate effectiveness of our prune plus divide and conquer algorithm, we compare
three variants: (1) the full encoding is passed directly to the SMT solver, (2) apply-
ing the pruning step before passing the encoding to the SMT solver, and (3) applying
both the pruning and divide-and-conquer steps. We consider two question types. On
YouTube, we randomly picked eight fixed words and asked the same question as in
the use case. On MNIST, we randomly picked an instance and an incorrect adversarial
target label.
6https://github.com/ML-KULeuven/socceraction
7Goals are exceedingly rare in soccer, and very few game states would have such a high probability.
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Figure 6: Timings of 50 YouTube tasks on the left, and 50 MNIST tasks on the right. Timings
are shown for the following three cases: passing the full encoding directly to the SMT solver
(“None”), using only the pruning step (“Prune only”), and using the pruning and divide-and-
conquer algorithm (“Prune+D&C”).
Figure 6 shows timings on 50 random task for each data set. For the YouTube
tasks on the left, all timeouts are eliminated when the full algorithm is active. For the
MNIST tasks on the right, the pruning step is the most effective. This makes sense:
the adversarial example question is heavily constrained; each pixel can only deviate by
δ, which makes many branches in the ensemble’s trees unreachable. The number of
leafs before pruning is about 5000 and the pruning eliminates 80% of them on average.
The SMT solver can solve this reduced problem easily, so no divide-and-conquer is
necessary.
7 Related Work
For additive tree ensembles, most related work has focused on finding [9] and evad-
ing [13] adversarial examples. The former also uses an SMT solver, while the latter
uses mixed-integer linear programming. In contrast to the work in these papers, we
have presented a method to perform targeted attacks: we do not just change the la-
bel, we change it to a specific value. More generally, we can handle a wider range of
questions that do not necessarily reason about one specific instance from the dataset, a
setting inherent to the adversarial question.
Other work has moved beyond individual adversarial examples and proposed meth-
ods to prove stability and robustness of additive tree ensembles. Ranzato and Zanella
[17] propose a method that uses a similar prune and divide-and-conquer approach, but
they do not use an SMT solver but an approach specifically tuned for the stability prob-
lem. To¨rnblom and Nadjm-Tehrani [21] use a technique they call equivalence class
partitioning that enumerates all possible outputs of the model. This approach does not
scale, however, for problems with more attributes like MNIST.
Ignatiev et al. [12] have used an SMT encoding of boosted trees in a method to pro-
vide global explanations and validate heuristic explanations. Their focus is, therefore,
also limited to a single question.
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Systems answering more general verification questions have been studied for other
models. Shih et al. have used knowledge compilation to verify the behavior of Bayesian
network classifiers [18] and binarized neural networks [19]. Katz et al. [14] have used
SMT solvers for binarized neural networks. These systems can answer general ques-
tions like: “How many binary pixels do we have to flip before the label changes?”, and
“Can we get an output greater than τ given some constraints on the input features?”
Our system can handle these questions, though it might require decomposing them into
multiple subquestions.
8 Conclusion
We presented an approach that answers general questions about additive tree ensem-
bles. Our approach applies theorem proving using an SMT solver, which is intractable
in general. We propose a prune, divide and conquer algorithm that (1) speeds up the
computation, and (2) provides partial results when the full computation takes too long.
To illustrate the abilities of our approach, we provide a diverse set of use cases and
experiments.
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