Stars are giant thermonuclear plasma furnaces that slowly fuse the lighter elements in the universe into heavier elements, releasing energy, and generating the pressure required to prevent collapse. To understand stars, we must rely on nuclear reaction rate data obtained, up to now, under conditions very di erent from those of stellar cores. Here we show thermonuclear measurements of the ) and temperatures (2.1-5.4 keV) that allow us to test the conditions of the hydrogen-burning phase of main-sequence stars. The relevant conditions are created using inertial-confinement fusion implosions at the National Ignition Facility. Our data agree within uncertainty with previous accelerator-based measurements and establish this approach for future experiments to measure other reactions and to test plasma-nuclear e ects present in stellar interiors, such as plasma electron screening, directly in the environments where they occur. C omputational models 1,2 that require accurate nuclear reaction rate measurements are needed to both understand stellar objects and predict how they will evolve. Acceleratorbased experiments that generally make these nuclear reaction rate measurements are particularly challenging at the low centre-of-mass energies (E cm ∼ 10-30 keV) relevant to stellar nucleosynthesis, as the reaction cross-sections fall rapidly with decreasing energy, bound electron screening corrections become significant, and terrestrial and cosmic background sources become a major experimental challenge [3] [4] [5] . Moreover, experiments are often extrapolated to stellar relevant energies from higher energy where the measurements are more straightforward. That extrapolation is made easier when the strong energy-dependent aspects of the cross-section (de Broglie wavelength and the Coulomb barrier) are removed by recasting the cross-section in terms of the S-factor 2 . The 3 He( 3 He,2p) 4 He (or 3 he 3 he for short) reaction, which is important in stellar burning of hydrogen, is one of the only cases where measurements have reached energies in the solar reactant energy window 3, 4, 6 . In most cases, the extrapolations that are required could result in significant error if an unexpected resonance exists. In fact, before measurements were available, an unknown resonance for 3 he 3 he was once proposed 7 as a possible explanation for the 'solar neutrino problem' , later explained instead using neutrino oscillations [8] [9] [10] . Theoretical work 11 argued against such a 3 he 3 he low-energy resonance because it was not predicted or observed in the mirror 3 H(t,2n) 4 He reaction. Measuring these S-factors directly at the relevant hot, dense, thermonuclear plasma conditions would avoid these issues with backgrounds, screening corrections, and extrapolations, but this was long thought to be impractical or impossible for any reaction. Here, we present the first thermonuclear measurements of the S-factors for the 2 H(d,n) 3 He (or dd) and 3 H(t,2n) 4 He (or tt) reactions enabled by new experimental capabilities developed at the National Ignition Facility (NIF) 12 . Although these reactions do not themselves occur appreciably in the hydrogen-burning cores of stars, they are important for other astrophysical reasons outlined below. Furthermore, this work helps demonstrate a capability to perform nuclear measurements at densities and temperatures relevant for testing stellar-core conditions.
C omputational models 1,2 that require accurate nuclear reaction rate measurements are needed to both understand stellar objects and predict how they will evolve. Acceleratorbased experiments that generally make these nuclear reaction rate measurements are particularly challenging at the low centre-of-mass energies (E cm ∼ 10-30 keV) relevant to stellar nucleosynthesis, as the reaction cross-sections fall rapidly with decreasing energy, bound electron screening corrections become significant, and terrestrial and cosmic background sources become a major experimental challenge [3] [4] [5] . Moreover, experiments are often extrapolated to stellar relevant energies from higher energy where the measurements are more straightforward. That extrapolation is made easier when the strong energy-dependent aspects of the cross-section (de Broglie wavelength and the Coulomb barrier) are removed by recasting the cross-section in terms of the S-factor 2 . The 3 He( 3 He,2p) 4 He (or 3 he 3 he for short) reaction, which is important in stellar burning of hydrogen, is one of the only cases where measurements have reached energies in the solar reactant energy window 3, 4, 6 . In most cases, the extrapolations that are required could result in significant error if an unexpected resonance exists. In fact, before measurements were available, an unknown resonance for 3 he 3 he was once proposed 7 as a possible explanation for the 'solar neutrino problem' , later explained instead using neutrino oscillations [8] [9] [10] . Theoretical work 11 argued against such a 3 he 3 he low-energy resonance because it was not predicted or observed in the mirror 3 H(t,2n) 4 He reaction. Measuring these S-factors directly at the relevant hot, dense, thermonuclear plasma conditions would avoid these issues with backgrounds, screening corrections, and extrapolations, but this was long thought to be impractical or impossible for any reaction. Here, we present the first thermonuclear measurements of the S-factors for the 2 H(d,n) 3 He (or dd) and 3 H(t,2n) 4 He (or tt) reactions enabled by new experimental capabilities developed at the National Ignition Facility (NIF) 12 . Although these reactions do not themselves occur appreciably in the hydrogen-burning cores of stars, they are important for other astrophysical reasons outlined below. Furthermore, this work helps demonstrate a capability to perform nuclear measurements at densities and temperatures relevant for testing stellar-core conditions.
The tt reaction has been determined in our experiments at the lowest reactant energy reported to date, which has particular nuclear-astrophysical interest through the mirror relationship to 3 he 3 he. Both the dd and tt measurements show good agreement with up-to-date nuclear databases. This supports earlier theoretical conclusions 11 and the direct measurements of 3 he 3 he that have been performed using the LUNA accelerator facility 3, 4 that showed no resonant behaviour in the solar reactant energy window. The 3 he 3 he reaction is also of interest in explaining the low cosmic abundance of 3 He by destruction in post-main sequence, red giant stars. These stars have a deep mixing mechanism from the hydrogen-burning shell to the base of the convective envelope seeded by the small change in the mean molecular weight resulting from this reaction 13 that results in enhanced 3 he 3 he burning and thus lowering the 3 He cosmic abundance. The burning of deuterium, mainly through 2 H(p,γ ) 3 He and to a lesser extent dd, is interesting as it can laser beams into a hollow Au hohlraum producing thermal X-rays that ablatively compress and heat the gas inside the capsule to stellar-like conditions. b, A 3D MIRANDA simulation 17 of the capsule implosion at peak nuclear reaction rate showing the density of the plastic shell, density of the gas, temperature of the gas, and predicted reaction rate for dt and tt reactions using evaluated reactivities. On the right-hand side, the colour bars show the density, temperature, and the reaction rate, where 1 ns −1 cm −3 is reactions per nanosecond per cm 3 of volume.
impact the formation of stars by slowing or stalling the collapse of a molecular gas cloud or proto-star 14 . Deuterium burning is similarly interesting for brown-dwarf stars (>13 times the mass of Jupiter), which are stars that do not have enough mass to eventually burn hydrogen after deuterium depletion 15 . The dd reaction is also important for Big Bang Nucleosynthesis (BBN) in the production of 3 He and the measurements reported here sample the low-energy (and therefore most challenging) end of the relevant energy range 10 keV-2.5 MeV (ref. 16 ).
The measurements reported here were conducted using inertialconfinement fusion (ICF) experiments at the NIF that produced, at the time of nuclear burn, imploded core conditions equivalent to the temperatures and densities found in stellar cores (shown later in Fig. 2 ). In these experiments, fuel-(gas-)filled capsules are compressed to temperatures and densities where significant fusion reactions occur. A sketch of the experimental configuration is provided in Fig. 1a . The 192 NIF laser beams irradiate the inside of a cylindrical Au cylinder (or hohlraum) with 0.8-1.5 MJ of energy, delivered over tens of nanoseconds. This produces quasithermal X-rays that subsequently ablate the outer portion of a hollow plastic or high-density carbon capsule (details can be found in the Supplementary Extended Data section). This ablation sends the remaining capsule material imploding inwards, compressing and heating a gas cavity filled with either tritium (T 2 ) or hydrogentritium mixture (HT) with a small amount of deuterium (D), or a nearly equimolar DT gas. The resulting implosion produces a hot, dense plasma core, where nuclear reactions occur, that are observed using neutron and X-ray diagnostics.
To illustrate these conditions, Fig. 1b shows the results of a three-dimensional (3D) simulated implosion at the time of peak compression and burn using the hydrodynamics code MIRANDA 17 . This simulation was initialized during the linear stage 18 of hydrodynamic instability growth from a radiation hydrodynamics calculation using HYDRA 19 and measured capsule perturbations. Figure 1b shows the density of the plastic shell in the upper region, and the density and temperature of the nuclear fuel projected below, as well as the tt and 3 H(d,n) 4 He (or dt) reaction rates in the lowest quadrants. By the time shown, the shell of the capsule develops nonlinear spikes and bubbles due to the Rayleigh-Taylor instability, setting up a complex flow field near the shell-gas interface 20, 21 . The inward protruding shell perturbations have impacted the formation of the outer core, resulting in complicated density and temperature profiles. The evaluated nuclear data file (ENDF/B-VII.1) reactivities 22 were used to compute the dd, dt, and tt reaction rates (only dt and tt are shown), which show This work
He( 3 he, 2p) 4 He, kT i = 1.3 keV 3 H(t, 2n) 4 He, kT i = 5.2 keV 2 H(d, n) 3 He, kT i = 6.4 keV evolving profiles in the presence of strong temperature and density gradients. It is shown in the Methods that the effects of these gradients are insignificant when studying reactivity ratios measured simultaneously from the same experiment. It is also shown that this technique is robust to complex temporally and spatially evolving burn profiles, independent of complicated models or simulations.
To illustrate the conditions of some relevant stellar systems for comparison, Fig. 2 shows the simulated temperature and density trajectory of stellar cores for stars with 4, 10, and 40 solar masses (M Sun ), with the colour of the curves representing the age of the star at that point in its evolution. This stellar density and temperature behaviour can be understood using a hydrostatic equilibrium model balancing the gravitational force and the pressure (P) via dP/dr = −Gm(r)ρ(r)/r 2 , where r is the radial spatial coordinate, m(r) is the mass integrated up to r, ρ is the density, and G is the gravitational constant. By integrating this expression and assuming a given polytropic-index equation of state, the central core temperature (T c ) and density (ρ c ) can be shown 2 to be roughly
, where M is the total mass of the star, and k is the Boltzmann constant. Therefore, the larger mass stars generally burn hotter, faster (due to the strong temperature dependence of the reaction rates), and at lower density at equivalent stages of life (for example, the main sequence). The pp cycle dominates hydrogen burning in stars below kT i < 2 × 10 7 K, whereas for more massive stars like those in Fig. 2 , the carbon-nitrogen-oxygen (CNO) cycle dominates 23 . The hydrogen-burning phase or main sequence occurs on each curve where these stars spend most of their lives or where the colour scale representing the age of the star in years makes the most abrupt change (although each star continues to evolve for a short while beyond the boundary of the plot).
Also included on Fig. 2 are the ICF experiments discussed in this study with the measured burn-averaged density and temperature from the implosions, which were determined directly from the data. The Doppler broadening of the dt neutron peak provides a burnaveraged ion temperature, while the yield combined with the X-ray core volume and X-ray emission time history can be used to estimate the core pressure (since peak burn is expected to occur near peak compression and X-ray emission) and assuming an ideal equation of state, the core density 24 . Figure 2 also shows contours of the chargeindependent plasma parameter (Λ 0 = (4π)
which the plasma parameter (Λ = U /kT ), defined as the Coulomb potential energy (U ) over the thermal kinetic energy (kT ), follows
Here Z 1 and Z 2 are the atomic numbers of the reacting nuclei,z is the atomic number of the background plasma, and n is the total ion density (note that a factor of (kT )
comes from the Debye radius in estimating U ). Interestingly, the impact of plasma screening on the ICF implosion experiments can be estimated directly using Λ to have enhanced the cross-section by only ∼0.05-0.5% (described in more detail in the Methods). This weak plasma screening provides the opportunity to study these barenucleus S-factors at very low energy in the absence of bound electron screening corrections. Furthermore, this platform may provide an opportunity to test plasma screening itself, if Λ can be increased in future experiments. The background grey scale shows the ion-ion collision time τ i (normalized so that for non-DT plasmas one should multiply by Z −4 √ µ/2.5, where µ is the mass in amu) 25 . During the main sequence, these stars are held in hydrostatic equilibrium for ∼1 × 10 14 -5 × 10 15 s by a balance between the gravitational force and internal pressure until an appreciable amount of the fuel maintaining that equilibrium is depleted. In contrast, these ICF implosions are held by the inertia of the assembled shell for t ∼ √ ρ∆R/P, where ρ∆ is the shell areal density, R is the core radius, and P is the core pressure, which equates to burn widths (which are somewhat shorter due to the strong temperature weighting of the burn) of ∼2 × 10 −10 -3.5 × 10 −10 s. Despite the enormous difference in scale, the implosion cores take on thermonuclear conditions much like those of stellar cores, as they are held together for sufficient time such that each ion undergoes ∼10
-10
5 collisions over the course of the burn.
The reactivity σ v describes the probability of two reactants undergoing a fusion reaction in a thermonuclear plasma and is determined by integrating the cross-section (σ ) times the relative velocity (v) over the Maxwellian energy distribution, indicated graphically in Fig. 3a. Figure 3b shows the dd and tt reactivities determined from the measured yield ratios Y dd /Y dt and Y tt /Y dt (procedure is outlined in the Methods). These two data sets (dd and tt) span core ion temperatures from 2.5-5.5 keV for dd and 2.0-5.0 keV for tt. These conditions were controlled by changing the target design, drive laser energy, and power used (see details in the Supplementary Extended Data section). Figure 3c ,d show the S-factors using for the dd and tt reactions (procedure outlined in the Methods). For comparison to accelerator measurements, the energy of the peak of the reactant energy distribution E 0 is used as the CM energy abscissa for the ICF implosions. The horizontal error bar is the estimated uncertainty in E 0 . The vertical error bars incorporate both statistical and estimated systematic uncertainties due to initial d and t fuel fractions and measured temperatures (the sensitivity to the temperature uncertainty is weaker than it may seem because of a partial cancellation of the temperature-dependent terms in the yield ratio) and are generally comparable with those from accelerator experiments at these low energies. The results (red and blue symbols) show good agreement with the ENDF/B-VII.1 evaluation (solid curve) 22 for both reactions and the NACRE evaluation for dd (dotted curve) 26 . It is also worth pointing out that the measurements in Fig. 3d at 12 keV are at lower energy than previously reported.
These experiments demonstrate a new experimental capability to produce and diagnose high-energy-density plasmas relevant to nuclear astrophysics. We have shown that the densities and temperatures relevant to stellar interiors can be produced in the laboratory and that nuclear physics experiments can be performed in these extreme environments. It is interesting to note that recent experiments also show that the conditions of M Sun = 1 stars may be accessible in the near future, providing the possibility of recreating the conditions of our Sun's interior in the laboratory. Furthermore, these experiments may provide a path to study plasma-nuclear effects on nuclear cross-sections that are important in stellar models but are only present in the relevant plasma conditions; for example, electron plasma screening. Because plasma screening is relatively weak at these conditions (<1%), such a measurement is challenging. Nevertheless, several experimental design concepts are being explored using deuterated organic gases or high-Z dopants to increase Λ and therefore produce a measurable impact. The experiments reported here, along with recent work to observe nuclear reaction branching ratios 27, 28 , bolster confidence in the viability of ICF implosions as a tool to perform nuclear science experiments and help to set the stage for future studies.
Methods
Methods, including statements of data availability and any associated accession codes and references, are available in the online version of this paper. 
The S-factor parameterization. As discussed in the text, fusion reaction cross-sections (σ ) can be expressed in terms of the S-factor 2 (S(E)) as
where η (E) = (1/2π) √ E G /E is the Sommerfeld parameter. Here E G is the Gamow energy 25 , which is E G = 2 πα f Z 1 Z 2 2 m r c 2 , where E is the centre-of-mass energy, Z 1 and Z 2 are the atomic numbers of the reactant particles, m r is the reduced mass, α f is the fine structure constant, and c is the speed of light 2 . This parameterization partly removes the strong energy dependence of the de Broglie wavelength (λ 2 B ∝ 1/E) of the reactants and the Coulomb barrier penetrability from the fusion cross-section, making extrapolation less complicated. Extrapolation of the S-factor beyond measured data leads to increased uncertainty and the possibility of error due to electron screening (where electrons shield the Coulomb barrier), resonances, or other unknown physics.
Bound and plasma electron screening. Screening by bound electrons (sometimes referred to as laboratory screening) is particularly important at low energies (that is, stellar energies) for accelerator-based measurements, requiring model-dependent corrections to obtain S-factors relevant to astrophysical phenomena. A commonly used model 46 is
where σ Screened is the screened cross-section, σ is the bare-nucleus cross-section, E is the reactant centre-of-mass energy, and U e is the electron-screening energy, which is tabulated and available in Assenbaum and colleagues 46 . Electron screening of stellar interior plasmas is quite different than that of terrestrial accelerator experiments. This is because for stellar fusion plasmas the cross-section enhancements depend on the plasma properties, such as density and temperature, as the screening of the Coulomb barrier is being done by the surrounding plasma electrons. The experiments discussed in this paper have plasma screening that is similar to that at stellar interior conditions during the early hydrogen-burning phase, which is fairly weak and can be neglected. A commonly used model to estimate the enhancement due to plasma electron screening was developed by Salpeter 47 and is
where Λ defined in the main text. The Salpeter model is expected to be valid only in the case that the screening effects are weak. Other authors 5, 48, 49 have discussed models of plasma electron screening that may be more appropriate when screening corrections are not weak or electron degeneracy is important.
Yield ratio method and its insensitivity to ρ(r, t) and kT(r, t) profiles. ICF implosions are highly dynamic with varying temporal and spatial profiles, as is clearly evident in Fig. 1b . As a consequence, care must be exercised when inferring thermonuclear reaction rates. To simplify this problem, we utilize the method of yield ratios.
The reaction yield can be expressed as
where f 1 and f 2 correspond to the reactant atom fractions,m is the average ion mass, ρ is the density, and δ 12 is the Kronecker delta to prevent double counting of identical reactants, and the integral is over volume and time 25 . Note also that this yield is reaction yield, not neutron yield, which in the case of tt differ by a factor of two because two neutrons are emitted per reaction. The reactivity is
which describes the probability of two reactants 1 and 2 undergoing a fusion reaction in a plasma, via the product of the relative velocities of the reacting ions (v) and σ (v) integrated over the relative reactant velocity distributions. If we define the reactivity ratio between two identical reactants 11 (for example, dd or tt) and two different reactants 12 (for example, dt) occurring in the same burning plasma as R = σ v 11 / σ v 12 , then assuming f 1 and f 2 are fixed, the yield ratio between reactants of 11 and 12 is
And if
where σ kT is the variance of the reactant temperature distribution, then we can expand R ≈ R 0 + (∂R/∂kT ) kT − kT , where kT is the fusion-burn-averaged temperature and R 0 is the reactivity ratio evaluated at kT . Note that from the S-factor parameterization for the ratio of non-resonant reactions:
where the constant K is
Here, α f is the fine structure constant, A 1 and A 2 are the atomic mass numbers, and m p c 2 is the proton rest mass energy. Evaluating K for the reactions of interest results in K = 1.2 keV 1/3 for dd/dt and K = −1.5 keV 1/3 for tt/dt. Simulations of the platforms used in this paper predict the temperature distribution widths are σ kT = 0.5 keV at kT = 3.0 keV and σ T = 2.9 at kT = 5.8 keV and that the impact of 3D profiles on the temperature width is relatively small (shown in the Supplementary Methods). Direct evaluation confirms that equation (7) is satisfied for both dd/dt and tt/dt, justifying the earlier expansion of R. Using the R expansion, the yield ratio becomes
the second term in the bracket is zero and the yield ratio simplifies to
Once the reactivity is known, we can arrive at the S (E 0 ), introduced earlier. If
S (E) is slowly varying with energy (S (E 0 ) ∼ 0 and S (E 0 ) ∼ 0), then the reactivity for a Maxwellian plasma of temperature kT can be expressed as
where m r is the reduced mass of the reactants, τ = 3E 0 /(kT ), and
is the approximate peak for the reactant energy distribution 50 . Solving the above for S(E 0 ) and combining with equation (12) gives
The dt yield, Y 12 , required in equation (12) is experimentally obtained by measuring the 14 MeV dt neutrons emitted from the implosion. The yield is determined using Cu and Zr activation detectors, the Magnetic Recoil Spectrometer (MRS) [51] [52] [53] [54] , and neutron time-of-flight (nTOF) diagnostics 54 . As previously mentioned, the width of the dt neutron peak is used to determine the ion temperature. The dd yield is similarly determined using nTOF detectors (that have been cross-calibrated using In activation and accelerator experiments). Note that the 2 H(d,p) 3 H also occurs in the DT-filled experiments but the charged-particle products do not escape the dense core and shell assembly, as it exceeds their range. Likewise, the dd and tt reactions also produce charged particles that do not escape at these conditions. Because there are three tt reaction products, the neutron energy spectra extends to zero energy, requiring use of a model to extract the total reaction yield. In this case, the tt reaction yield is determined by measuring the neutron spectrum in the range of 5-10 MeV, using multiple diagnostic techniques [54] [55] [56] , then corrected for the neutrons that are outside the 5-10 MeV integral. Recent measurements 57 have improved upon earlier data [58] [59] [60] and used a R-matrix model 57, 61 that describes the spectrum. By comparing this model to older models, the inferred tt yield differs only by ∼10%, which is assumed to be our error in the total tt yield. This error is much larger than the statistical uncertainty and much smaller than the uncertainty in the initial D concentration. Presently, the model described in ref. 61 is the preferred approach, but improved experimental data for the spectrum at lower energies would be helpful. The emitted neutrons from the dd, tt, and dt reactions are attenuated by the stagnated fuel and capsule material. The level of attenuation depends on the exact implosion platform, but is generally <10% and can be estimated using Monte Carlo simulations. This approach has been validated using 1D, 2D, and 3D hydrodynamic simulations. For example, the 3D simulation discussed in Fig. 1b using MIRANDA was used to produce simulated yield and temperature results to test equations (12) and (14), and we find that we are able to recover the simulated reactivities to better than 1% and the corresponding S-factors to better than 2% for both dd and tt reactions, as shown in detail in the Supplementary Information. Data availability. The data that support the plots within this paper and other findings of this study are available in the Supplementary Extended Data online and from the corresponding author upon reasonable request.
