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Introdution
Soient Q,P1, ..., PT ∈ R[X1, ...,XN ] et µ1, ..., µN des nombres omplexes de module 1.
On onsidère la série de Dirihlet généralisée suivante :
Z(Q,P1, ..., PT , µ1, ..., µN , s1, ..., sT ) =
∑
m1≥1,...,mN≥1
(
∏N
n=1 µ
mn
n )Q(m1, ...,mN )∏T
t=1 Pt(m1, ...,mN )
st
où (s1, ..., sT ) ∈ C
T
.
Le prolongement de es séries a été étudié suessivement par Mahler ([29℄), Mellin ([31℄), Cassou-
Noguès ([9℄), Sargos ([32℄), Lihtin ([26℄) et Essouabri ([23℄).
Une simple adaptation du résultat de [23℄ permet de voir que si P1, ..., PT vérient l'hypothèse
probablement optimale H0S (voir i-dessous), alors ette série se prolonge méromorphiquement à C
T
.
On s'attend à e que, lorsque la série est réellement tordue ('est à dire lorsque µ1, ..., µN sont tous
diérents de 1) le prolongement soit holomorphe. Comme nous le montrerons sur un exemple, e n'est
pas toujours le as. Dans e travail nous introduisons une lasse de polynmes ontenant stritement
elle des polynmes à oeients positifs et ontenu dans elle des polynmes vériant H0S. Nous
montrons que dans ette lasse le prolongement de Z est holomorphe sur CT . L'utilisation de es
séries multivariables (ie T quelonque) fournit le adre naturel d'un lemme d'éhange ruial. De e
lemme d'éhange on déduit le prinipal résultat de e travail à savoir des formules simples et expliites
pour les valeurs aux points s = (−k1, ...,−kT ) ∈ (−N)
T
(T -uplet d'entiers négatifs). Nous transformons
alors es formules pour retrouver elles de Cassou-Noguès permettant de réaliser l'interpolation p-
adique. Rappelons qu'elle en avait déduit l'existene des fontions zêtas p−adique assoiées aux orps
de nombres totalement réels. Ce résultat avait aussi été obtenu indépendamment par Barsky ([5℄) et
Deligne-Ribet ([21℄).
L'étude des valeurs aux entiers négatifs de séries de Dirihlet assoiées à des polynmes de plusieurs
variables est un anien problème lié en partiulier aux propriétés de divers fontions zéta intervenant
dans l'arithmétique des orps de nombres (fontion zéta de Dedekind...f Shintani ([36℄)). Les résultats
les plus importants en lien ave notre travail sont eux obtenus par Pierrette Cassou-Noguès([7℄ et [9℄)
dans le as d'un polynme à oeients positifs ( T = 1 ). Citons aussi le travail de Kwang-Wu Chen
et Minking Eie ([14℄) qui ont obtenu sous les mêmes hypothèses que Pierrette Cassou-Noguès et par
1
des méthodes semblables aux siennes des formules très simples pour les valeurs aux entiers négatifs
−k.
Dans notre travail nous obtenons des formules aussi simples que elles de Kwang-Wu Chen et Minking
Eie mais pour une lasse plus générale de polynmes (lasse HDF) et pour des séries assoiées à
plusieurs polynmes ( T quelonque). Par ailleurs nos méthodes sont radialement diérentes de elles
utilisées par Cassou-Noguès et Chen-Eie ; nous espérons que la méthode du lemme d'éhange donne
une meilleure ompréhension de la nature de es formules.
Signalons enn que lorsque les séries ne sont pas (forément) tordues le as très partiulier des formes
linéaires a été étudié par divers auteurs (Akiyama, Egami et Tanigawa dans [1℄ ; Akiyama et Ishikawa
dans [2℄ ; Akiyama et Tanigawa dans [3℄ ; Arakawa et Kaneko dans [4℄ ; Egami et Matsumoto dans [22℄ ;
Zhao dans [42℄ ...).
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Enonés des prinipaux résultats
Convention : dans tout e travail on dira d'une série à N ≥ 1 variables qu'elle est onvergente
lorsqu'elle est sommable (au sens des familles sommables).
En partiulier, une série à une variable est dite onvergente lorsqu'elle est absolument onvergente.
Notation 1. On note T = {z ∈ C | |z| = 1} et J = [1,+∞[.
Dénition 2. Soit µ ∈ T.
On pose ζµ(s) =
∑
m≥1
µm
ms
.
Dénition 3. Soient Q,P1, ..., PT ∈ R[X1, ...,XN ] tels que ∀1 ≤ t ≤ T ∀x ∈ J
N Pt(x) > 0.
Soit µ ∈ TN .
On pose :
Z(Q,P1, ..., PT ,µ, s1, ..., sT ) =
∑
m∈N∗N
µmQ(m)
T∏
t=1
Pt(m)
−st
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Remarque 4. Pour µ ∈ T on a : Z(1,X, µ, ·) = ζµ.
Introduisons une nouvelle lasse de polynmes :
Dénition 5. soit P ∈ R[X1, ...,XN ]
On dit que P vérie l'hypothèse raisonnable (abrégée en HDF dans toute la suite) si :
∀x ∈ JN P (x) > 0
∃ǫ0 tel que α ∈ N
N αn ≥ 1⇒
∂αP
P
(x)≪ x−ǫ0n (x ∈ J
N )
Notre premier résultat est de montrer que pour les polynmes appartenant à ette lasse, Z possède
un prolongement holomorphe :
Théorème 1. Soient Q,P1, ..., PT ∈ R[X1, ...,XN ].
On suppose que :
⋆ ∀1 ≤ t ≤ T Pt vérie HDF
⋆
T∏
t=1
Pt(x) −−−−−→
x→+∞
x∈JN
+∞.
Soit de plus µ ∈ (T \ {1})N .
Alors :
Z(Q,P1, ..., PT ,µ, ·) possède un prolongement holomorphe à C
T
.
Le résultat suivant est ruial pour la suite :
Théorème 2. (lemme d'éhange)
Soient P1, ..., PT , Q1, ..., QT ′ ∈ R[X1, ...,XN ] et Q ∈ R[X1, ...,XN ].
On suppose que :
⋆ P1, ..., PT , Q1, ..., QT ′ vérient HDF
⋆
T∏
t=1
Pt(x) −−−−−→
|x|→+∞
x∈JN
+∞
⋆
T ′∏
t=1
Qt(x) −−−−−→
|x|→+∞
x∈JN
+∞
Soient de plus µ ∈ (T \ {1})N et k1, ..., kT , l1, ..., lT ′ ∈ N.
Alors :
Z
(
Q
T ′∏
t=1
Qt
lt , P1, ..., PT ,µ,−k1, ...,−kT
)
= Z
(
Q
T∏
t=1
Pt
kt, Q1, ..., QT ′ ,µ,−l1, ...,−lT ′
)
Du lemme d'éhange on déduit des formules partiulièrement simples pour les valeurs aux points
de (−N)T :
Théorème 3. Soient Q,P1, ..., PT ∈ R[X1, ...,XN ].
On suppose que :
a) P1, ..., PT vérient HDF
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b)
T∏
t=1
Pt(x) −−−−−→
|x|→+∞
x∈JN
+∞.
Soient k1, ..., kT ∈ N. On note Q
T∏
t=1
P ktt =
∑
α∈S
aαX
α
.
Soit de plus µ ∈ (T \ {1})N .
Alors :
Z(Q,P1, ..., PT ,µ,−k1, ...,−kT ) =
∑
α∈S
aα
N∏
n=1
ζµn(−αn)
De es formules on déduit les suivantes, qui permettent l'interpolation p-adique :
Théorème 4. Soient Q,P1, ..., PT ∈ R[X1, ...,XN ].
On suppose que :
a) P1, ..., PT vérient HDF ,
b)
T∏
t=1
Pt(x) −−−−−→
|x|→+∞
x∈JN
+∞.
Soit µ ∈ (T \ {1})N .
Alors pour tout k ∈ NN on a :
Z(Q,P1, ..., PT ,µ,−k) =
µ1
(1− µ)1
∑
ℓ∈NN
1
(1− µ)ℓ
∑
j∈
∏N
n=1{0,...,ℓn}
{
(−1)|j|
(
ℓ
j
)
Q(−j)
T∏
t=1
Pt(−j)
kt
}
formule dans laquelle la somme sur ℓ est en fait une somme nie.
On a en n le :
Théorème 5. Soit p un nombre premier.
On xe un morphisme de orps de C dans Cp, il sera sous entendu dans les éritures.
Soient Q,P1, ..., PT ∈ Z[X1, ...,XN ].
On suppose que :
a) P1, ..., PT vérient HDF ,
b)
T∏
t=1
Pt(x) −−−−−→
|x|→+∞
x∈JN
+∞,
) ∀t ∈ {1, ..., T} ∀j ∈ ZN p ∤ Pt(j) .
Soit µ ∈ (T \ {1})N .
On suppose que ∀n ∈ {1, ..., N} |1− µn|p > p
− 1
p−1
.
Soit r ∈ {0, ..., p − 1}T .
Alors il existe Zrp(Q,P1, ..., PT ,µ, ·) : Zp
T → Cp ontinue telle que :
∀k ∈ NT vériant ∀t ∈ {1, ..., T} kt = rt [p− 1], on ait :
Zrp(Q,P1, ..., PT ,µ,−k) = Z(Q,P1, ..., PT ,µ,−k).
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Quelques remarques
Rappelons les dénitions de deux lasses usuelles de polynmes :
Notation 6. Si P ∈ R[X1, ...,XN ] s'érit P (X) =
∑
α∈NN
aαX
α
, alors on note P+(X) =
∑
α∈NN
|aα|X
α
Dénition 7. P ∈ R[X1, ...,XN ] \ {0} est dit non dégénéré si P (x) ≍ P
+(x) (x ∈ JN )
Pour plus de détails sur la notion de polynme non dégénéré, on pourra onsulter par exemple [32℄.
Dénition 8. soit P ∈ R[X1, ...,XN ].
P est dit hypoelliptique s'il vérie les trois onditions suivantes :
P n'est pas onstant
∀x ∈ JN P (x) > 0
∀α ∈ NN \ {0}
∂αP
P
(x) −−−−−→
|x|→+∞
x∈JN
0
Remarque 9. Les polynmes non dégénérés et les polynmes hypoelliptiques vérient HR.
Dans [23℄, Essouabri a introduit une nouvelle lasse de polynmes qui ontient les deux préédentes :
Dénition 10. soit P ∈ R[X1, ...,XN ]
On dit que P vérie l'hypothèse H0S si :
∀x ∈ JN P (x) > 0
∀α ∈ NN
∂αP
P
(x)≪ 1 (x ∈ JN )
Clairement les méthodes [23℄ de permettent de montrer le résultat suivant :
Théorème 6. Soient Q,P1, ..., PT ∈ R[X1, ...,XN ].
On suppose que :
⋆ ∀1 ≤ t ≤ T Pt vérie H0S.
⋆
T∏
t=1
Pt(x) −−−−−→
x→+∞
x∈JN
+∞.
Soit de plus µ ∈ TN .
Alors :
Z(Q,P1, ..., PT ,µ, ·) possède un prolongement méromorphe à C
T
.
Remarque 11. Il est lair que la lasse des polynmes vériant HDF est inluse dans la lasse des
polynmes vériant H0S. L'exemple suivant montre que l'inlusion est strite.
Exemple 12. Dans [23℄ Driss Essouabri remarque que P (X,Y ) = (X − Y )2X +X ∈ R[X,Y ] vérie
H0S mais qu'il n'est pas hypoelliptique et qu'il est dégénéré.
En fait ∀x ≥ 1
∂P
∂y
P
(x, x+ 1) = −1 et don P ne vérie pas HDF.
Ce polynme est intéressant ar il montre que le théorème 1 peut être faux sous H0S. C'est l'objet
de l'exemple suivant :
Exemple 13. Soit P (X,Y ) = (X − Y )2X +X ∈ R[X,Y ].
Alors :
Z(1, P,−1,−1, ·) possède un prolongement méromorphe à C.
1 est l'unique ple du prolongement, il est simple de résidu
π
sinh(π)
.
5
Preuve :
Durant ette preuve, on pose Z = Z(1, P,−1,−1, ·).
Z(s) =
∑
m,n≥1
(−1)m(−1)n[(m− n)2m+m]−s
=
∑
m,n≥1
(−1)m−nm−s[(m− n)2 + 1]−s
=
∑
1≤m≤n
(−1)m−nm−s[(m− n)2 + 1]−s +
∑
1≤n<m
(−1)m−nm−s[(m− n)2 + 1]−s
En posant n = m+ u dans la première somme et m = n+ u dans la deuxième, on obtient :
Z(s) =
∑
m≥1
u≥0
(−1)um−s(u2 + 1)−s +
∑
n,u≥1
(−1)u(n+ u)−s(u2 + 1)−s
= ζ(s)
∑
u≥0
(−1)u(u2 + 1)−s +
∑
u≥1
(−1)u(u2 + 1)−s
∑
n≥1
(n+ u)−s
= ζ(s)
∑
u≥0
(−1)u(u2 + 1)−s +
∑
u≥1
(−1)u(u2 + 1)−s

ζ(s)− ∑
1≤k≤u
k−s


= ζ(s)
∑
u∈Z
(−1)u(u2 + 1)−s −
∑
1≤k≤u
(−1)u(u2 + 1)−sk−s
= ζ(s)
∑
u∈Z
(−1)u(u2 + 1)−s −
∑
k≥1
l≥0
(−1)k+l[(k + l)2 + 1]−sk−s
Les deux observations suivantes permettent de onlure :
∗ 'est une appliation lassique du théorème des résidus de montrer que
∑
u∈Z
(−1)u(u2+1)−1 =
π
sinh(π)
,
∗ le théorème 1 permet d'armer que s 7→
∑
k≥1
l≥0
(−1)k+l[(k + l)2 + 1]−sk−s se prolonge holomorphique-
ment à C .
Des lemmes sur les polynmes à plusieurs
variables
Lemme 14. Soient P ∈ R[X1, ...,XN ] et 1 ≤ n ≤ N .
On suppose que P dépend eetivement de Xn.
Alors :
il existe α ∈ NN tel que αn ≥ 1 et ∂
αP soit onstant et non nul.
Preuve :
On note S=supp(P) et P (X) =
∑
α∈S
aαX
α
.
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Notons dn = degXnP , on a alors dn ≥ 1.
On prend α ∈ S tel que αn = dn et |α| = max{|β| | β ∈ S, βn = dn}
Soit β ∈ S \{α}, si βn < dn alors ∂
α(Xβ) = 0, si βn = dn alors |β| ≤ |α| et β 6= α don ∃i ∈ [[1, N ]]
tel que βi < αi, d'où ∂
α(Xβ) = 0
On déduit de ei que ∂αP = ∂α(aαX
α) = aαα! don α onvient.
Lemme 15. Si P ∈ R[X1, ...,XN ] vérie H0S alors P (x)≫ 1 (x ∈ J
N ).
Preuve :
si P est onstant, 'est lair.
On suppose P non onstant ; il existe alors n tel que P dépende eetivement de Xn.
Le lemme 14 fournit α ∈ NN tel que αn ≥ 1 et ∂
αP soit onstant et non nul.
P (x)≫ ∂αP (x) (x ∈ JN ) donne alors le résultat.
Lemme 16. Soient 0 ≤ N1 ≤ N et C un ompat de R
N1
.
Soit P ∈ C(X1, ...,XN ).
On suppose que :
R(x) −−−−−−−−→
|x|→+∞
x∈C×JN−N1
0.
Alors il existe ǫ0 > 0 tel que :
R(x)≪

 N∏
n=N1+1
xn


−ǫ0
(x ∈ C × JN−N1)
Preuve :
la preuve repose sur le prinipe de Tarski-Saidenberg qui est un outil lassique de géométrie algébrique
réelle. Pour plus de détails on pourra onsulter par exemple [23℄.
Prolongement holomorphe des intégrales Y
Notation 17. pour 1 ≤ t ≤ T on note et = (0, ..., 0, 1, 0, ..., 0) ∈ N
T
.
Dénition 18. Pour r ∈ R on pose :
B(r) = {f : [r,+∞[→ C | ∃(fn)n∈N fn : [r,+∞[→ C C
∞
bornée vériant f0 = f f
′
n+1 = fn}.
B(r) est lairement un sous espae vetoriel de C[r,+∞[.
Lemme 19. Soient r ∈ R et f ∈ B(r).
Alors :
1) il existe une unique suite (fn)n∈N où fn ∈ C
[r,+∞[
telle que :
⋆ ∀n fn est C
∞
bornée
⋆ f0 = f
⋆ ∀n f ′n+1 = fn
2) ∀n ∈ N fn ∈ B(r).
Preuve :
1) soient (fn)n∈N et (gn)n∈N onvenant.
Montrons par réurrene sur n ≥ 0 que fn = gn.
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C'est lair pour n = 0.
Si l'on a fn = gn, alors :
f ′′n+2 = f
′
n+1 = fn = gn = g
′
n+1 = g
′′
n+2 .
f ′′n+2 = g
′′
n+2 don fn+2 − gn+2 est une fontion ane sur [r,+∞[, or elle est bornée, don elle est
onstante, don sa dérivée est nulle, 'est à dire fn+1 − gn+1 = 0, d'où fn+1 = gn+1.
2) fn ∈ B(r) est lair.
Le lemme suivant ne sera pas utilisé par la suite, mais répond à une question naturelle sur la lasse B(r).
Lemme 20. Soient r ∈ R et f : [r,+∞[→ C.
Alors sont équivalents :
i) f ∈ B(r)
ii) ∀n ∃g : [r,+∞[→ C C∞ bornée telle que g(n) = f.
Preuve :
i) ⇒ ii)
Il sut de remarquer que f
(n)
n = f .
ii) ⇒ i)
pour tout n ∈ N on hoisit gn : [r,+∞[→ C C
∞
bornée telle que g
(n)
n = f .
(g′n+1)
(n) = f = g
(n)
n don ∃Pn ∈ C[X] de degré au plus n− 1 tel que g
′
n+1 − gn = Pn.
On note hn = ℜ(gn) et Rn le polynme de R[X] dont les oeients sont les parties réelles de eux de
Pn. Il vient h
′
n+1 − hn = Rn.
Supposons Rn non onstant.
Si son oeient dominant est stritement positif, alors Rn(x) −−−−→
x→+∞
+∞ don
h′n+1(x) −−−−→x→+∞
+∞ puis hn+1(x) −−−−→
x→+∞
+∞, e qui est absurde puisque hn+1 est bornée.
On montre de même que le oeient dominant de Rn ne peut être stritement négatif.
On a une ontradition, don Rn est onstant.
En raisonnant de manière similaire sur les parties imaginaires on montre que ℑ(g′n+1 − gn) est on-
stante.
On onlut de e qui préède que g′n+1 − gn est une fontion onstante.
Pour tout n on pose fn = g
′
n+1.
Alors :
⋆ fn est C
∞
bornée,
⋆ f0 = g
′
1 = f ,
⋆ f ′n+1 − fn = g
′′
n+2 − g
′
n+1 = (g
′
n+2 − gn+1)
′ = 0.
On en onlut que f ∈ B(r).
Donnons deux exemples de familles de fontions appartenant à B(r), le premier est l'exemple "typ-
ique", le deuxième servira dans la preuve du théorème 1.
Exemple 21. Soit r ∈ R.
1) Soit f : [r,+∞[→ C qui soit C∞ et périodique de valeur moyenne nulle.
Alors f ∈ B(r).
2) Soient α, β ∈ R et a ∈ C.
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On suppose β 6= 0,
α
β
/∈ Z et |a| 6= 1.
Alors f : [r,+∞[→ C dénie par f(x) =
exp(iαx)
1− a exp(iβx)
est dans B(r).
Preuve :
1) le développement en série de Fourier de f donne le résultat.
2) ⋆ as |a| < 1 :
f(x) = exp(iαx)
+∞∑
k=0
ak exp(ikβx) =
+∞∑
k=0
ak exp(i(α+ kβ)x)
On pose don, pour n ∈ N, fn(x) =
+∞∑
k=0
ak
(i(α + kβ))n
exp(i(α + kβ)x)
fn est C
∞
bornée, f ′n+1 = fn f0 = f ; don f ∈ B(r) .
⋆ as |a| > 1 :
f(x) =
a−1 exp(−iβx) exp(iαx)
a−1 exp(−iβx) − 1
= −a−1
exp(i(α− β)x)
1− a−1 exp(i(−β)x)
qui est dans B(r) par le as préédent.
Théorème 7. Soient Q,P1, ..., PT ∈ C[X1, ...,XN ] et 0 ≤ N1 ≤ N .
On suppose que :
a) ∀1 ≤ t ≤ T on a :
⋆ ∀x ∈ [−1, 1]N1 × JN−N1 Pt(x) /∈ R−
⋆ |Pt(x)| ≫ 1 (x ∈ [−1, 1]
N1 × JN−N1)
b)
T∏
t=1
|Pt(x)| −−−−−−−−−−−−−→
|x|→+∞
x∈[−1,1]N1×JN−N1
+∞
) ∃ǫ > 0 tel que : α ∈ {0}N1 × NN−N1 αn ≥ 1⇒
∂αPt
Pt
(x)≪ x−ǫn (x ∈ [−1, 1]
N1 × JN−N1)
Soient de plus f : [−1, 1]N1 → C ontinue et fN1+1, ..., fN ∈ B(1).
On pose :
Y (Q,P1, .., PT , fN1+1, .., fN , f, s) =
∫
[−1,1]N1×JN−N1
Q(x)
(
T∏
t=1
Pt(x)
−st
)
f(x1, .., xN1)

 N∏
n=N1+1
fn(xn)

 dx
Alors :
1) ∃σ0 tel que :
s 7→ Y (Q,P1, ..., PT , fN1+1, ..., fN , f, s) existe et soit holomorphe sur {s ∈ C
T | ∀1 ≤ t ≤ T σt > σ0}
2) Y (Q,P1, ..., PT , fN1+1, ..., fN , f, ·) possède un prolongement holomorphe à C
T
.
Preuve
Grâe à 16 il existe ǫ0 > 0 tel que :
T∏
t=1
|Pt(x)| ≫

 N∏
n=N1+1
xn


ǫ0
(x ∈ [−1, 1]N1 × JN−N1)
Quitte à diminuer ǫ0 on peut bien sur imposer que l'on ait de plus :
α ∈ {0}N1 × NN−N1 αn ≥ 1⇒
∂αPt
Pt
(x)≪ x−ǫ0n (x ∈ [−1, 1]
N1 × JN−N1)
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1) Preuve de l'existene de σ0 :
Soit σ0 ∈ R que l'on va déterminer par la suite.
Soit K ompat de CT inlus dans {s ∈ CT | ∀1 ≤ t ≤ T σt > σ0}.
⋆ Soit 1 ≤ t ≤ T .
|Pt(x)| ≫ 1 (x ∈ [−1, 1]
N1 × JN−N1) don ∃c > 0 tel que ∀x ∈ [−1, 1]N1 × JN−N1 |Pt(x)| ≥ c.
∀x ∈ [−1, 1]N1 × JN−N1 c−1|Pt(x)| ≥ 1 don : σt > σ0 ⇒ (c
−1|Pt(x)|)
σt ≥ (c−1|Pt(x)|)
σ0
.
On en déduit |Pt(x)|
σt ≫ |Pt(x)|
σ0 (x ∈ [−1, 1]N1 × JN−N1 s ∈ K)
|Pt(x)
st | = |Pt(x)|
σt exp[−τt argPt(x)] don |Pt(x)
st | ≫ |Pt(x)|
σt (x ∈ [−1, 1]N1 × JN−N1 s ∈ K).
On onlut de e qui préède que : |Pt(x)
−st | ≪ |Pt(x)|)
−σ0
.
⋆ Il vient don :
T∏
t=1
Pt(x)
−st ≪
[
T∏
t=1
|Pt(x)|
]−σ0
(x ∈ [−1, 1]N1 × JN−N1 s ∈ K)
On suppose désormais σ0 > 0, alors
T∏
t=1
Pt(x)
−st ≪

 N∏
n=N1+1
xn


−σ0ǫ0
(x ∈ [−1, 1]N1×JN−N1 s ∈ K)
On note q = max{degxn Q| N1 + 1 ≤ n ≤ N} (on peut évidemment supposer Q 6= 0).
On a alors :
Q(x)
(
T∏
t=1
Pt(x)
−st
)
f(x1, .., xN1)
N∏
n=N1+1
fn(xn)≪

 N∏
n=N1+1
xn


q−σ0ǫ0
(x ∈ [−1, 1]N1×JN−N1 s ∈ K)
Cei onduit à faire le hoix suivant : σ0 =
q + 2
ǫ0
> 0.
Le théorème garantissant l'holomorphie de fontions dénies à l'aide d'intégrales permet de onlure.
2) Preuve de l'existene d'un prolongement holomorphe dans le as N1 = 0.
On adopte quelques onventions, valables durant la preuve de ette partie :
⋆ on dira qu'une fontion Y est ombinaison entière des fontions Y1, ..., Yk s'il existe des fontions
λ, λ1, ..., λk : C
T → C entières telles que Y = λ+
∑k
i=1 λiYi.
⋆ les polynmes P1, ..., PT sont xés pour toute la preuve, don on abrège Y (Q,P1, .., PT , f1, ..., fN , ·)
en Y (Q, f1, ..., fN , ·).
⋆ B désigne B(1) .
La preuve se fait par réurrene sur N .
L'examen du passage du rang N − 1 au rang N permet de montrer le résultat au rang N = 1, le
résultat au rang N = 0 étant évident. Cei dit, par ommodité pour le leteur, nous allons tout de
même détailler la preuve au rang N = 1.
Preuve du résultat au rang N = 1.
Soient don Q,P ∈ C[X] où P est non onstant et vérie ∀x ∈ [1,+∞[ P (x) /∈ R−.
Soit de plus f ∈ B.
On veut montrer que Y (Q, f, ·) denie par Y (Q, f, s) =
∫ +∞
1
Q(x)P (x)−sf(x)dx se prolonge holomor-
phiquement à C.
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On note p = degP et q = degQ.
On onstate que Y (Q, f, ·) est holomorphe sur
{
s ∈ C | σ >
q + 1
p
}
.
Montrons par réurrene sur m ≥ 0 que ∀Q ∈ C[X] ∀f ∈ B Y (Q, f, ·) se prolonge holomorphiquement
à
{
s ∈ C | σ >
q + 1−m
p
}
.
⋆ Au rang m = 0 le résultat est lair.
⋆ Supposons le résultat vrai au rang m.
f ∈ B don le lemme 19 assoie à f une suite de fontions appartenant à B, on note f1 le premier
terme de ette suite.
Grâe à une intégration par parties on a :
Y (Q, f, s) =
[
Q(x)P (x)−sf1(x)
]x=+∞
x=1
−
∫ +∞
1
(Q′(x)P (x)−s +Q(x)(−s)P ′(x)P (x)−(s+1))f1(x)dx
Cei s'érit : Y (Q, f, s) = −Q(1)P (1)−sf1(1) − Y (Q′, f1, s) + sY (QP ′, f1, s+ 1).
Puisque degQ = q − 1, par hypothèse de réurrene, Y (Q′, f1, ·) se prolonge holomorphiquement à{
s ∈ C | σ >
(q − 1) + 1−m
p
}
.
Puisque deg(QP ′) = q + p − 1, par hypothèse de réurrene, s 7→ Y (QP ′, f1, s + 1) se prolonge holo-
morphiquement à
{
s ∈ C | σ >
(q + p− 1) + 1−m
p
− 1
}
.
Or
(q − 1) + 1−m
p
=
(q + p− 1) + 1−m
p
− 1 =
q + 1− (m+ 1)
p
, on a don démontré le résultat au
rang m+ 1.
Preuve du passage du rang N − 1 au rang N .
Désormais on suppose le résultat vrai au rang N − 1 et l'on souhaite prouver le résultat au rang
N .
La preuve est déoupée en 10 étapes.
Etape 1 :
f1 ∈ B don le lemme 19 assoie à f1 une suite de fontions appartenant à B, on note f
1
1 le premier
terme de ette suite.
On a alors que Y (Q, f1, ..., fN , s) est ombinaison entière de Y (
∂Q
∂x1
, f1, ..., fN , s) et des
Y (Q
∂Pt
∂x1
, f11 , f2, ..., fN , s+ et) où 1 ≤ t ≤ T .
Preuve de l'étape 1 :
Y (Q, f1, ..., fN , s) =
∫
JN
Q(x)
T∏
t=1
Pt(x)
−st
N∏
n=1
fn(xn)dx
=
∫
JN−1
{∫ +∞
1
Q(x)
(
T∏
t=1
Pt(x)
−st
)
f1(x1)dx1
}
N∏
n=2
fn(xn)
N∏
n=2
dxn
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L'expression entre aolades est, grâe à une intégration par parties par rapport à x1, la diérene de :[
Q(x)
(
T∏
t=1
Pt(x)
−st
)
f11 (x1)
]x1=+∞
x1=1
et de
∫ +∞
1

 ∂Q
∂x1
(x)
T∏
t=1
Pt(x)
−st +Q(x)
T∑
t=1
(−st)
∂Pt
∂x1
(x)Pt(x)
−(st+1)
∏
r 6=t
Pr(x)
−sr

 f1(x1)dx1
On en déduit :
Y (Q, f1, ..., fN , s) =−
∫
JN−1
Q(1, x2, ..., xN )
(
T∏
t=1
Pt(1, x2, ..., xN )
−st
)
f11 (1)
N∏
n=2
fn(xn)
N∏
n=2
dxn
− Y (
∂Q
∂x1
, f1, ..., fN , s) +
T∑
t=1
stY (Q
∂Pt
∂x1
, f11 , f2, ..., fN , s+ et)
Les polynmes de N − 1 variables P1(1, x2, ..., xN ), ..., PT (1, x2, ..., xN ) vérient les hypothèses ad ho,
et don, grâe à l'hypothèse de réurrene, le terme déni par une intégrale sur JN−1 admet un pro-
longement holomorphe à CT , e qui permet de onlure.
Etape 2 :
pour tout d ≥ 1 Y (Q, f1, ..., fN , s) est ombinaison entière de Y (
∂dQ
∂xd1
, f1, ..., fN , s) et de fontions du
type : Y (
∂iQ
∂xi1
∂Pt
∂x1
, g1, ..., gN , s+ et) où i ∈ N, 1 ≤ t ≤ T et g1, ..., gN ∈ B.
Preuve de l'étape 2 :
La preuve se fait par réurrene sur d.
Le rang d = 1 résulte de l'étape 1.
Le passage de d à d+1 se fait en ombinant le résultat au rang d et l'étape 1 appliquée au polynme
∂dQ
∂xd1
.
Etape 3 :
pour 1 ≤ n ≤ N Y (Q, f1, ..., fN , s) est ombinaison entière de fontions du type :
Y (
∂iQ
∂xin
∂Pt
∂xn
, g1, ..., gN , s+ et) où i ∈ N, 1 ≤ t ≤ T et g1, ..., gN ∈ B.
Preuve de l'étape 3 :
Il sut bien sûr de traiter le as n = 1.
Pour obtenir le résultat pour n = 1 il sut d'appliquer l'étape 2 ave d = degx1 Q+ 1.
Etape 4 :
pour 1 ≤ n ≤ N,u ∈ NT et Q ∈ C[X1, ...,XN ], on dénit E
n
u(Q) omme étant le sous espae vetoriel
de C[X1, ...,XN ] engendré par les polynmes de la forme : ∂
βQ
n∏
k=1
∂|αk|+1Ptk
∂xαk∂xk
où :
β ∈ NN ,α1, ...,αn ∈ N
N
et t1, ..., tn ∈ [[1, T ]] vérient ∀1 ≤ t ≤ T ut = card{1 ≤ k ≤ n|tk = t}.
Il est lair que n 6= |u| ⇒ Enu(Q) = {0}.
On fait les deux observations suivantes :
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⋆ Enu(Q) est stable par dérivation.
⋆ 1 ≤ n ≤ N − 1, 1 ≤ t ≤ T et Q ∈ C[x]⇒
∂Pt
∂xn+1
Enu(Q) ⊂ E
n+1
u+et(Q).
Etape 5 :
pour 1 ≤ n ≤ N et Q ∈ C[X1, ...,XN ], Y (Q, f1, ..., fN , s) est ombinaison entière de fontions du type :
Y (R, g1, .., gN , s+ u) où u ∈ N
T , R ∈ Enu(Q) et g1, ..., gN ∈ B.
Preuve de l'étape 5 :
la preuve se fait par réurrene sur n ∈ [[1, N ]].
Pour n = 1 ela résulte de l'étape 3.
Supposons le résultat vrai au rang n, où n ∈ [[1, N − 1]].
Y (Q, f1, ..., fN , s) est don ombinaison entière de fontions du type :
Y (R, g1, ..., gN , s+ u) où u ∈ N
T , R ∈ Enu(Q) et g1, .., gN ∈ B.
Par ailleurs, par l'étape 3, Y (R, g1, ..., gN , s+ u) est ombinaison entière de fontions du type :
Y (
∂iR
∂xin+1
∂Pt
∂xn+1
, h1, ..., hN , s+ u+ et) où i ∈ N, 1 ≤ t ≤ T et h1, ..., hN ∈ B.
Grâe aux deux observations de l'étape 4
∂iR
∂xin+1
∂Pt
∂xn+1
∈ En+1u+et(Q), d'où le résultat au rang n+ 1.
Etape 6 :
pour u ∈ NT et Q ∈ C[X1, ...,XN ], on note Eu(Q) le sous espae vetoriel de C[X1, ...,XN ] engendré
par les polynmes de la forme : ∂βQ
T∏
t=1
∏
k∈Ft
∂ft(k)Pt où :
⋆ β ∈ NN
⋆ les Ft sont des parties nies de N, disjointes deux à deux, et vériant |Ft| = ut
⋆ ∀1 ≤ t ≤ T ft est une fontion de Ft dans N
N
⋆ on peut assoier aux ft des parties nies de N, D1, ...,DN disjointes deux à deux et telles que :
∗ |D1| = ... = |DN |,
∗
N⊔
n=1
Dn =
T⊔
t=1
Ft
∗ 1 ≤ t ≤ T, 1 ≤ n ≤ N et k ∈ Dn ∩ Ft ⇒ ft(k) ∈ N
n−1 × N∗ × NN−n.
Remarquons que Eu(Q) est stable par dérivation.
Etape 7 :
R ∈ Eu(Q) et S ∈ Ev(R)⇒ S ∈ Eu+v(Q).
Preuve de l'étape 7 :
S est une ombinaison linéaire de termes de la forme : ∂βR
T∏
t=1
∏
k∈F ′t
∂f
′
t(k)Pt où :
β ∈ NN , |F ′t | = vt, f
′
t : F
′
t → N
N
et D′1, ...,D
′
N sont omme à l'étape 6.
R ∈ Eu(Q) don ∂
βR ∈ Eu(Q) don ∂
βR est ombinaison linéaire de termes de la forme : ∂γQ
T∏
t=1
∏
k∈Ft
∂ft(k)Pt
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où γ ∈ NN , |Ft| = ut, ft : Ft → N
N
et D1, ...,DN sont omme à l'étape 6.
On peut imposer que ∀t, t′ Ft ∩ F
′
t′ = ∅. Cei entraine :
∀n, t Dn ∩ F
′
t = Ft ∩D
′
n = ∅ et ∀n, n
′ Dn ∩D
′
n′ = ∅.
Pour onlure il nous sut de voir que :
U
déf
= ∂γQ

 T∏
t=1
∏
k∈Ft
∂ft(k)Pt



 T∏
t=1
∏
k∈F ′t
∂f
′
t(k)Pt


est dans Eu+v(Q).
Pour 1 ≤ t ≤ T on dénit gt : Ft ⊔ F
′
t → N
N
par : gt(k) = ft(k) si k ∈ Ft et gt(k) = f
′
t(k) si k ∈ F
′
t .
Il vient alors que : U = ∂γQ
T∏
t=1
∏
k∈Ft⊔F ′t
∂gt(k)Pt.
Sous ette forme on va voir que U ∈ Eu+v(Q).
⋆ Les Ft ⊔ F
′
t sont disjointes deux à deux et ∀ 1 ≤ t ≤ T |Ft ⊔ F
′
t | = ut + vt.
⋆ Les Dn⊔D
′
n sont disjointes deux à deux,
T⊔
t=1
(Ft⊔F
′
t) =
N⊔
n=1
(Dn⊔D
′
n) et |D1⊔D
′
1| = ... = |DN ⊔D
′
N |
⋆ Si k ∈ (Dn ⊔D
′
n) ∩ (Ft ⊔ F
′
t) = (Dn ∩ Ft) ⊔ (D
′
n ∩ F
′
t), alors :
∗ soit k ∈ Dn ∩ Ft et alors gt(k) = ft(k) ∈ N
n−1 × N∗ × NN−n,
∗ soit k ∈ D′n ∩ F
′
t et alors gt(k) = f
′
t(k) ∈ N
n−1 × N∗ × NN−n.
On en onlut que l'on a bien U ∈ Eu+v(Q).
Etape 8 :
Q ∈ C[X1, ...,XN ] et u ∈ N
T ⇒ ENu (Q) ⊂ Eu(Q).
Preuve de l'étape 8 :
On pose S = ∂βQ
N∏
k=1
∂|αk|+1Ptk
∂xαk∂xk
où :
β ∈ NN ,α1, ...,αN ∈ N
N
et t1, ..., tN ∈ [[1, T ]] vérient ∀1 ≤ t ≤ T ut = card{1 ≤ k ≤ N |tk = t}.
Pour onlure il sut de montrer que S ∈ Eu(Q).
Pour 1 ≤ t ≤ T on pose Ft = {1 ≤ k ≤ N | tk = t} ; on a alors que |Ft| = ut.
On onstate que les Ft sont deux à deux disjoints et que
T⊔
t=1
Ft = [[1, N ]].
On dénit ft : Ft → N
N
par ft(k) = αk + ek.
On pose Dn = {n}.
On onstate alors :
∗ |D1| = ... = |DN |
∗
N⊔
n=1
Dn = [[1, N ]]
∗ si k ∈ Dn ∩ Ft alors k = n et don ft(k) = αn + en ∈ N
n−1 × N∗ × NN−n.
S = ∂βQ
T∏
t=1
∏
k∈Ft
∂|αk |+1Ptk
∂xαk∂xk
= ∂βQ
T∏
t=1
∏
k∈Ft
∂ft(k)Pt, don S ∈ Eu(Q).
Etape 9 :
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Soient m ≥ 1 et Q ∈ C[X1, ...,XN ].
Alors Y (Q, f1, ..., fN , s) est ombinaison entière de fontions du type :
Y (R, g1, ..., gN , s+ u) où u ∈ N
T , |u| = mN,R ∈ Eu(Q) et g1, ..., gN ∈ B.
Preuve de l'étape 9 :
on raisonne par réurrene sur m ≥ 1.
∗ pour m = 1 :
par l'étape 5 Y (Q, f1, ..., fN , s) est ombinaison entière de fontions du type Y (R, g1, ..., gN , s+u) où
u ∈ NT , R ∈ ENu (Q) et g1, ..., gN ∈ B.
On peut supposer |u| = N (ar si |u| 6= N alors ENu (Q) = {0}). L'étape 8 donne don le résultat.
∗ supposons le résultat vrai au rang m ≥ 1.
Y (Q, f1, ..., fN , s) est ombinaison entière de fontions du type Y (R, g1, ..., gN , s+ u) où :
u ∈ NT , |u| = mN,R ∈ Eu(Q) et g1, ..., gN ∈ B.
Par ailleurs, le résultat pour m = 1 donne que Y (R, g1, ..., gN , s+ u) est ombinaison entière de fon-
tions du type Y (S, h1, ..., hN , s+ u+ v) où v ∈ N
T , |v| = N,S ∈ Ev(R) et h1, ..., hN ∈ B.
L'étape 7 donne alors S ∈ Eu+v(Q), mais |u+ v| = (m+ 1)N , d'où le résultat au rang m+ 1.
Etape 10 : onlusion
On xe Q ∈ C[X1, ...,XN ] et f1, ..., fN ∈ B jusqu'à la n.
Soit m ≥ 1.
Par l'étape 9 Y (Q, f1, ..., fN , s) est ombinaison entière de fontions du type :
Y (R, g1, ..., gN , s+ u) où u ∈ N
T , |u| = mN,R ∈ Eu(Q) et g1, ..., gN ∈ B.
R ∈ Eu(Q) don R s'érit : omme une ombinaison linéaire de polynmes de la forme :
∂βQ
T∏
t=1
∏
k∈Ft
∂ft(k)Pt ave β ∈ N
N , |Ft| = ut, ft : Ft → N
N
et D1, ...,DN omme à l'étape 6.
On a alors ∀n |Dn| = m.
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Il vient :
T∏
t=1
∏
k∈Ft
∂ft(k)Pt(x) =
T∏
t=1
N∏
n=1
∏
k∈Ft∩Dn
∂ft(k)Pt(x)
≪
T∏
t=1
N∏
n=1
∏
k∈Ft∩Dn
x−ǫ0n Pt(x) (x ∈ J
N )
≪
T∏
t=1
N∏
n=1
(x−ǫ0n Pt(x))
|Ft∩Dn| (x ∈ JN )
≪
N∏
n=1
T∏
t=1
x−ǫ0|Ft∩Dn|n
T∏
t=1
N∏
n=1
Pt(x)
|Ft∩Dn| (x ∈ JN )
≪
N∏
n=1
x−ǫ0|Dn|n
T∏
t=1
Pt(x)
|Ft| (x ∈ JN )
≪
N∏
n=1
x−ǫ0mn
T∏
t=1
Pt(x)
ut (x ∈ JN )
On pose q = max{degXn Q| 1 ≤ n ≤ N} (on peut évidemment supposer Q 6= 0).
On pose p = max{degXn Pt| 1 ≤ n ≤ N 1 ≤ t ≤ T}.
Soit a ∈ R que l'on va déterminer par la suite.
Soit K ompat de CT inlus dans {s ∈ CT | ∀1 ≤ t ≤ T σt > −a}.
⋆ Soit 1 ≤ t ≤ T .
Comme lors de la preuve de l'existene de σ0 on montre |Pt(x)
−σt | ≪ |Pt(x)|
a (x ∈ JN s ∈ K).
On suppose désormais a > 0, alors Pt(x)
a ≪
(
N∏
n=1
xn
)pa
(x ∈ JN ).
Des inégalités préédentes on déduit : Pt(x)
−st ≪
(
N∏
n=1
xn
)pa
(x ∈ JN s ∈ K).
Posons S = ∂βQ
T∏
t=1
∏
k∈Ft
∂ft(k)Pt ; en ombinant e qui préède, il vient alors :
S(x)
T∏
t=1
Pt(x)
−(st+ut) ≪ ∂βQ(x)
N∏
n=1
x−ǫ0mn
T∏
t=1
Pt(x)
ut
T∏
t=1
Pt(x)
−(st+ut) (x ∈ JN s ∈ K)
≪
(
N∏
n=1
xn
)q( N∏
n=1
xn
)−ǫ0m( N∏
n=1
xn
)Tpa
(x ∈ JN s ∈ K)
≪
(
N∏
n=1
xn
)q+Tpa−ǫ0m
(x ∈ JN s ∈ K)
On suppose désormais que m >
q + 2
ǫ0
.
On hoisit a =
ǫ0m− (q + 2)
Tp
; ei est bien stritement positif.
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Ce qui préède montre que Y (S, g1, ..., gN , s+ u) est holomorphe sur {s ∈ C
T | ∀1 ≤ t ≤ T σt > −a}.
On en déduit que :
Y (Q, f1, ..., fN , ·) possède un prolongement holomorphe à
{
s ∈ CT | ∀1 ≤ t ≤ T σt >
q + 2− ǫ0m
Tp
}
.
Cei étant vrai pour tout m >
2
ǫ0
, Y (Q, f1, ..., fN , ·) possède un prolongement holomorphe à C
T
.
Comme le montre l'exemple suivant, le théorème 7 peut ne plus être vrai si l'on supprime l'hypothèse
).
Exemple 22. On reprend le polynme de l'exemple 12 : P (X,Y ) = (X − Y )2X +X.
On dénit f1 : J → C par f1(x) = e
ix
et f2 : J → C par f1(y) = e
−iy
. f1 et f2 appartiennent à B(1).
Alors :
Y (1, P, f1, f2, ·) possède un prolongement méromorphe à C.
1 est l'unique ple du prolongement, il est simple de résidu égal à
π
e
.
Preuve :
Par dénition Y (1, P, f1, f2, s) =
∫
J2
P (x, y)−sei(x−y) dxdy .
On pose Y1(s) =
∫
{(x,y)|1<x<y}
P (x, y)−sei(x−y)dxdy.
Soit f :]1,+∞[×R∗+ → {(x, y)|1 < x < y} dénie par f(u, v) = (u, u+ v).
f est un C1 diéomorphisme dont le jaobien vaut partout 1.
En utilisant f , on voit que : Y1(s) =
∫
]1,+∞[×R∗
+
[(u− (u+ v))2u+ u]−sei(u−(u+v))dudv
Don Y1(s) =
∫ +∞
1
u−sdu
∫ +∞
0
(v2 + 1)−se−ivdv =
1
s− 1
∫ +∞
0
(v2 + 1)−se−ivdv
On pose Y2(s) =
∫
{(x,y)|1<y<x}
P (x, y)−sei(x−y)dxdy.
Soit g :]1,+∞[×R∗+ → {(x, y)|1 < y < x} dénie par g(u, v) = (u+ v, u).
g est un C1 diéomorphisme dont le jaobien vaut partout −1.
En utilisant g, on voit que : Y2(s) =
∫
]1,+∞[×R∗
+
[(u+ v − u)2(u+ v) + (u+ v)]−sei(u+v−u) dudv
d'où : Y2(s) =
∫
]1,+∞[×R∗
+
(v2 + 1)−s(u+ v)−seivdudv
=
∫ +∞
0
(v2 + 1)−seiv
{∫ +∞
1
(u+ v)−sdu
}
dv
=
∫ +∞
0
(v2 + 1)−seiv
(1 + v)−s+1
s− 1
dv
=
1
s− 1
∫ +∞
0
(v2 + 1)−s(v + 1)−s+1eivdv
Posons Y (s) =
∫ +∞
0
(v2 + 1)−se−ivdv +
∫ +∞
0
(v2 + 1)−s(v + 1)−s+1eivdv.
Le théorème 7 permet d'armer que Y admet un prolongement holomorphe à C.
On a Y (1, P, f1, f2, s) =
1
s− 1
Y (s), on va don herher à évaluer Y (1).
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Y (1) =
∫ +∞
0
(v2 + 1)−1e−ivdv +
∫ +∞
0
(v2 + 1)−1eivdv =
∫ +∞
−∞
(v2 + 1)−1eivdv
C'est une appliation lassique du théorème des résidus de montrer que ette dernière intégrale vaut
π
e
, d'où le résultat.
Domaine de onvergene de Z
Notation 23. Pour S ⊂ RT , int(S) désigne l'intérieur (dans RT ) de S.
Dénition 24. Soient Q,P1, ..., PT ∈ R[X1, ...,XN ] tels que ∀1 ≤ t ≤ T ∀x ∈ J
N Pt(x) > 0.
On pose :
C(Q,P1, ..., PT ) = {(σ1, ..., σT ) ∈ R
T | Z(Q,P1, ..., PT ,1, σ1, ..., σT ) onverge} .
Remarque 25. Si, de plus, µ appartient à TN , alors on a :
Z(Q,P1, ..., PT ,µ, s1, ..., sT ) onverge ⇔ (σ1, ..., σT ) ∈ C(Q,P1, ..., PT ).
Proposition 26. Soient Q,P1, ..., PT ∈ R[X1, ...,XN ] tels que ∀1 ≤ t ≤ T ∀x ∈ J
N Pt(x) > 0.
Alors C(Q,P1, ..., PT ) est onvexe (et don onnexe).
Preuve :
Soient σ,σ′ ∈ C(Q,P1, ..., PT ) et λ ∈ [0, 1].
Fixons m ∈ N∗N et posons at = Pt(m)
−1
, il vient alors :
T∏
t=1
Pt(m)
−(λσt+(1−λ)σ′t) =
T∏
t=1
a
λσt+(1−λ)σ′t
t =
(
T∏
t=1
aσtt
)λ( T∏
t=1
a
σ′t
t
)1−λ
En utilisant l'inégalité aλb1−λ ≤ λa+ (1− λ)b, valable pour a, b > 0 et λ ∈ [0, 1], on voit que :
(
T∏
t=1
aσtt
)λ( T∏
t=1
a
σ′t
t
)1−λ
≤ λ
T∏
t=1
aσtt + (1− λ)
T∏
t=1
a
σ′t
t
On onlut de e qui préède que λσ + (1− λ)σ′ ∈ C(Q,P1, ..., PT ).
Lemme 27. Soient Q,P1, ..., PT ∈ R[X1, ...,XN ] tels que ∀1 ≤ t ≤ T Pt(x)≫ 1 (x ∈ J
N ).
Soit u ∈ RT+.
Alors : C(Q,P1, ..., PT ) + u ⊂ C(Q,P1, ..., PT ).
Preuve :
'est lair.
Corollaire 28. Soient Q,P1, ..., PT ∈ R[X1, ...,XN ] tels que ∀1 ≤ t ≤ T Pt(x)≫ 1 (x ∈ J
N ).
Soit u ∈ R∗T+ .
Alors : C(Q,P1, ..., PT ) + u ⊂ int(C(Q,P1, ..., PT )).
Preuve : ela déoule du lemme 27.
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Proposition 29. Soient Q,P1, ..., PT ∈ R[X1, ...,XN ] tels que ∀1 ≤ t ≤ T Pt(x)≫ 1 (x ∈ J
N ).
Soit 1 ≤ T0 ≤ T .
On suppose que
T0∏
t=1
Pt(x) −−−−−→
x→+∞
x∈JN
+∞.
Soit σT0+1, ..., σT ∈ R.
Alors :
il existe σ0 ∈ R tel que : σ1, ..., σT0 ≥ σ0 ⇒ (σ0, ..., σT0 , σT0+1, ..., σT ) ∈ int(C(Q,P1, ..., PT )).
Preuve :
Soit σ0 ∈ R tel que
T0∏
t=1
Pt(x)
σ0−1
T∏
t=T0+1
Pt(x)
σt−1 ≫
(
N∏
n=1
xn
)2
(x ∈ JN ).
Alors (σ0, ..., σ0, σT0+1, ..., σT )− 1 ∈ C(Q,P1, ..., PT ).
Le orollaire 28 permet alors de onlure.
Proposition 30. Soient Q,P1, ..., PT ∈ R[X1, ...,XN ] tels que ∀1 ≤ t ≤ T Pt(x)≫ 1 (x ∈ J
N ).
Soit µ ∈ TN .
Alors Z(Q,P1, ..., PT ,µ, ·) est holomorphe sur int(C(Q,P1, ..., PT )) + iR
T
.
Preuve :
a) Montrons que pour C ompat inlus dans int(C(Q,P1, ..., PT )), Z(Q,P1, ..., PT ,µ, ·) onverge nor-
malement sur C.
Soit σ ∈ C ; alors il existe ǫ > 0 tel que σ − ǫ1 ∈ C(Q,P1, ..., PT ).
Par hypothèse ∃c ∈]0, 1[ tel que ∀1 ≤ t ≤ T ∀x ∈ JN Pt(x) ≥ c.
Soit 1 ≤ t ≤ T .
Pour u ∈]0, 2ǫ[N et m ∈ N∗N on a :
Pt(m)
−ut ≤ c−ut et c−ut ≤ c−2ǫ ; et don Pt(m)
−ut ≤ c−2ǫ.
On déduit de e qui préède que :
|Q(m)|
T∏
t=1
Pt(m)
−(σt−ǫ+ut) ≪ |Q(m)|
T∏
t=1
Pt(m)
−(σt−ǫ) (m ∈ N∗N ,u ∈]0, 2ǫ[N )
Cei implique que Z(Q,P1, ..., PT ,µ, ·) onverge normalement sur σ − ǫ1+]0, 2ǫ[
N
.
Pour tout σ ∈ C on a trouvé un ouvert de RN ontenant σ et sur lequel il y a onvergene normale ;
C étant ompat, il y a onvergene normale sur C.
b) Conlusion.
On dénit p : CN → RN par p(σ + iτ ) = σ.
Soit K un ompat de int(C(Q,P1, ..., PT )) + iR
T
.
p(K) est alors un ompat de int(C(Q,P1, ..., PT )) ; par a) il y a onvergene normale sur p(K), on en
déduit la onvergene normale sur K.
De la onvergene sur tout ompat inlus dans int(C(Q,P1, ..., PT )) + iR
T
on déduit l'holomorphie
sur int(C(Q,P1, ..., PT )) + iR
T
.
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Représentation intégrale
Notation 31. On pose 0 = (0, ..., 0) ∈ NT .
Si γ : [a, b]→ C, on dénit γ− : [a, b]→ C par γ−(x) = γ(a+ b− x).
Lemme 32. Pour ǫ > 0 on dénit :
λǫ :
[
3
2
,+∞
[
→ C par λǫ(x) = x+ iǫ et ωǫ :
[
3
2
,+∞
[
→ C par ωǫ(x) = x− iǫ.
Soit k ∈ N∗.
On note : λǫ,k = λǫ|[ 3
2
,k+ 1
2
] et ωǫ,k = ωǫ|[ 3
2
,k+ 1
2
].
On dénit γǫ,k : [−1, 1]→ C par γǫ,k(x) = k +
1
2
+ iǫx.
On note Rǫ,k =
[
3
2
, k +
1
2
]
+ i[−ǫ, ǫ].
On dénit e : C→ C par e(z) = exp(2iπz) .
Soit f : U → C holomorphe où U est un ouvert simplement onnexe de C ontenant Rǫ,k .
Alors :
k∑
m=2
f(m) =
∫
γ−ǫ,1
f(z)
e(z) − 1
dz +
∫
ωǫ,k
f(z)
e(z)− 1
dz +
∫
γǫ,k
f(z)
e(z) − 1
dz +
∫
λ−
ǫ,k
f(z)
e(z)− 1
dz
Preuve :
On dénit g par g(z) =
f(z)
e(z) − 1
, g est alors méromorphe sur U .
Pour m ∈ [[2, k]] Res(g,m) =
f(m)
e′(m)
=
f(m)
2iπ
. Le résultat déoule don du théorème des résidus.
Proposition 33. Soient ǫ > 0, k ∈ N∗ et U un ouvert simplement onnexe de C ontenant Rǫ,k .
Soit f : UN → C holomorphe.
Pour τ ∈ SN on dénit fτ : U
N → C par fτ (z1, ..., zN ) = f(zτ(1), ..., zτ(N))
Sous es onditions
∑
m∈[[2,k]]N
f(m) est une somme de 4N termes de la forme :
∫
(γ−ǫ,1)
N1×(λ−
ǫ,k
)N2×(ωǫ,k)
N3×(γǫ,k)
N4
fτ (z1, ..., zN )
N∏
n=1
1
e(zn)− 1
dz
où N1, N2, N3, N4 ∈ N vérient N1 +N2 +N3 +N4 = N et τ ∈ SN .
Preuve :
elle se fait par réurrene sur N en itérant le lemme 32.
Preuve du théorème 1
Notation 34. pour a, b ∈ N tels que a ≤ b on note : [[a, b]] = {m ∈ N | a ≤ m ≤ b}.
Pour a ∈ N on note [[a,+∞[[= {m ∈ N | a ≤ m}.
Le lemme suivant s'inspire fortement de l'analogue se trouvant dans [23℄.
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Lemme 35. Soient P ∈ R[X1, ...,XN ] et ǫ0 > 0 tels que :
i) ∀x ∈ JN P (x) > 0
ii) ∀α ∈ NN , αn ≥ 1⇒ ∂
αP (x)≪ x−ǫ0n P (x) (x ∈ J
N )
Alors :
∃ ǫ > 0 tel que :
i') x ∈ JN et y ∈ [−2ǫ, 2ǫ]N ⇒ ℜ(P (x+ iy)) ≥ 12P (x)
ii') ∀α ∈ NN , αn ≥ 1⇒ ∂
αP (x+ iy)≪ x−ǫ0n P (x) (x ∈ J
N y ∈ [−2ǫ, 2ǫ]N ).
Preuve :
on note p = deg(P ).
La formule de Taylor s'érit : P (x+ iy) =
∑
|α|≤p
(iy)α
α!
∂αP (x) = P (x) +
∑
0<|α|≤p
(iy)α
α!
∂αP (x)
De l'hypothèse ii) on déduit qu'il existe c > 0 tel que : ∀α ∈ NN \ {0} ∀x ∈ JN |∂αP (x)| ≤ cP (x).
On pose A = c
∑
0<|α|≤p
1
α!
.
Fixons 0 < ǫ ≤
1
2
.
On a : y ∈ [−2ǫ, 2ǫ]N α 6= 0⇒ |yα| ≤ 2ǫ.
De e qui préède on déduit : ∀x ∈ JN ∀y ∈ [−2ǫ, 2ǫ]N |P (x+ iy)− P (x)| ≤ 2ǫAP (x)
On pose ǫ =
1
4A+ 2
; on a alors : ∀x ∈ JN ∀y ∈ [−2ǫ, 2ǫ]N |P (x+ iy)− P (x)| ≤
1
2
P (x).
Il vient :
ℜ(P (x+ iy)) = P (x) + ℜ(P (x+ iy) − P (x)) ≥ P (x)− |P (x+ iy)) − P (x)| ≥
1
2
P (x)
Soit α ∈ NN tel que αn ≥ 1. Alors :
(∂αP )(x + iy)) =
∑
|β|≤p
(iy)β
β!
∂α+βP (x)≪ x−ǫ0n P (x) (x ∈ J
N y ∈ [−2ǫ, 2ǫ]N )
Lemme 36. Soit N ∈ N∗.
Alors N∗N peut se partitionner ainsi :
N∗N =
J⊔
j=1
Aj où ∀j Aj est de la forme
N∏
n=1
Bn ave Bn = {1} ou Bn = [[2,+∞[[.
Preuve :
elle se fait par réurrene sur N ≥ 1.
Preuve du théorème 1
La preuve se déompose en 2 étapes.
Etape 1 : s 7→ Z∗(s)
déf
=
∑
m∈[[2,+∞[[N
µmQ(m)
T∏
t=1
Pt(m)
−st
possède un prolongement holomorphe à CT .
Preuve de l'étape 1.
Les hypothèses permettent de hoisir ǫ0 > 0 tel que :
⋆
T∏
t=1
Pt(x)≫
(
N∏
n=1
xn
)ǫ0
(x ∈ JN )
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⋆ α ∈ NN αn ≥ 1⇒
∂αPt
Pt
(x)≪ x−ǫ0n (x ∈ J
N ).
Pour 1 ≤ n ≤ N , on érit µn = e
in
où n ∈ R \ 2πZ. Ave ette notation on a :
∑
m∈[[2,+∞[[N
µmQ(m)
T∏
t=1
Pt(m)
−st =
∑
m∈N∗N
Q(m)
N∏
n=1
einmn
T∏
t=1
Pt(m)
−st
Pour 1 ≤ t ≤ T on applique le lemme 35 à Pt, e qui fournit ǫt > 0.
On pose ǫ = min{ǫt | 1 ≤ t ≤ T}, ǫ est alors xé pour toute la preuve.
Pour s ∈ CN , on dénit fs : (]1,+∞[+i] − 2ǫ, 2ǫ[)
N → C par fs(z) = Q(z)
T∏
t=1
Pt(z)
−st
N∏
n=1
einzn .
Grâe au hoix de ǫ ei a un sens et fs est holomorphe.
Pour k ∈ N∗ on a :
∑
m∈[[2,k]]N
Q(m)
N∏
n=1
einmn
T∏
t=1
Pt(m)
−st =
∑
m∈[[2,k]]N
fs(m)
Rǫ,k ⊂]1,+∞[+i] − 2ǫ, 2ǫ[ don on peut appliquer la proposition 33 à fs, e qui permet d'érire∑
m∈[[2,k]]N
fs(m) omme une somme de 4
N
intégrales. On va s'ouper de elles pour lesquelles τ =
Id[[1,N ]], les autres se traiteraient exatement de la même manière.
On se limite don à des expressions de la forme :
∫
(γ−ǫ,1)
N1×(λ−
ǫ,k
)N2×(ωǫ,k)
N3×(γǫ,k)
N4
Q(z)
T∏
t=1
Pt(z)
−st
N∏
n=1
exp(inzn)
e(zn)− 1
dz
soit enore :
(−1)N1+N2
∫
(γǫ,1)N1×(λǫ,k)
N2×(ωǫ,k)
N3×(γǫ,k)
N4
Q(z)
T∏
t=1
Pt(z)
−st
N∏
n=1
exp(inzn)
e(zn)− 1
dz
où N1, N2, N3, N4 ∈ N vérient N1 +N2 +N3 +N4 = N .
Si N4 ≥ 1 et si σ1, ..., σT sont assez grands, on montre par onvergene dominée que ette expression
tend vers 0 quand k tend vers +∞.
Si N4 = 0 et si σ1, ..., σT sont assez grands, on montre par onvergene dominée que, lorsque k tend
vers +∞, ette expression tend vers :
Y N1,N2,N3(s)
déf
= (−1)N1+N2
∫
(γǫ,1)N1×(λǫ)N2×(ωǫ)N3
Q(z)
T∏
t=1
Pt(z)
−st
N∏
n=1
exp(inzn)
e(zn)− 1
dz
On a don montré qu'il existe r > 0 tel que sur {s ∈ CT | σ1, ..., σT > r} Z
∗
est une ombinaison
linéaire d'intégrales de la forme Y N1,N2,N3 à permutation près.
Pour onlure il nous sut don de montrer que Y N1,N2,N3 possède un prolongement holomorphe à CT .
⋆ Pour 1 ≤ n ≤ N1 on dénit fn : [−1, 1]→ C ainsi :
fn(x) =
exp(inγǫ,1(x))
e(γǫ,1(x))− 1
=
exp(in(
3
2 + iǫx))
exp(2iπ(32 + iǫx))− 1
= − exp
(
3
2
in
)
exp(−ǫnx)
exp(−2πǫx) + 1
22
fn est manifestement ontinue.
⋆ Pour N1 + 1 ≤ n ≤ N1 +N2 on dénit fn :
[
3
2
,+∞
[
→ C ainsi :
fn(x) =
exp(inλǫ(x))
e(λǫ(x))− 1
=
exp(in(x+ iǫ))
exp(2iπ(x + iǫ))− 1
= − exp(−ǫn)
exp(inx)
1− exp(−2πǫ) exp(i2πx)
n
2π
/∈ Z don (voir l'exemple 21) fn ∈ B
(
3
2
)
.
⋆ Pour N1 +N2 + 1 ≤ n ≤ N on dénit fn :
[
3
2
,+∞
[
→ C ainsi :
fn(x) =
exp(inωǫ(x))
e(ωǫ(x)) − 1
=
exp(in(x− iǫ))
exp(2iπ(x − iǫ))− 1
= − exp(ǫn)
exp(inx)
1− exp(2πǫ) exp(i2πx)
n
2π
/∈ Z don (voir l'exemple 21) fn ∈ B
(
3
2
)
.
Pour P ∈ C[X1, ...,XN ] et N1, N2, N3 de somme N , on dénit P
N1,N2,N3 ∈ C[X1, ...,XN ] par :
PN1,N2,N3(x) = P (γǫ,1(x1), ..., γǫ,1(xN1), λǫ(xN1+1), ..., λǫ(xN1+N2), ωǫ(xN1+N2+1), ..., ωǫ(xN ))
= P (
3
2
+ iǫx1, ...,
3
2
+ iǫxN1 , xN1+1 + iǫ, ..., xN1+N2 + iǫ, xN1+N2+1 − iǫ, ..., xN − iǫ)
Muni de es notations, on onstate que :
Y N1,N2,N3(s) = (−1)N1+N2(iǫ)N1
∫
[−1,1]N1×[ 3
2
,+∞[N−N1
QN1,N2,N3(x)
T∏
t=1
PN1,N2,N3t (x)
−st
N∏
n=1
fn(xn)dx
Il nous sut maintenant de vérier les hypothèses du théorème 7 (que l'on applique ii sur
[−1, 1]N1 ×
[
3
2
,+∞
[N−N1
et non sur [−1, 1]N1 × JN−N1 , e qui ne pose lairement auun problème).
∗ f : [−1, 1]N1 → C dénie par f(x1, ..., xN1) =
N1∏
n=1
fn(xn) est lairement ontinue.
∗ On a déjà vu que fN1+1, ..., fN ∈ B
(
3
2
)
.
∗ PN1,N2,N3t (x) = Pt
((
3
2
, ...,
3
2
, xN1+1, ..., xN
)
+ i(ǫx1, ..., ǫxN1 , ǫ, ..., ǫ,−ǫ, ...,−ǫ)
)
or on a déterminé ǫ grâe au lemme 35, don :
∀x ∈ [−1, 1]N1 × JN−N1 ℜ
(
PN1,N2,N3t (x1, ..., xN )
)
≥
1
2
Pt
(
3
2
, ...,
3
2
, xN1+1, ..., xN
)
On déduit de ei que ∀x ∈ [−1, 1]N1 ×
[
3
2
,+∞
[N−N1
on a :
⋆ ℜ
(
PN1,N2,N3t (x)
)
> 0
⋆
∣∣∣PN1,N2,N3t (x)∣∣∣ ≥ 12Pt
(
3
2
, ...,
3
2
, xN1+1, ..., xN
)
De ette dernière inégalité, on déduit toute suite :∣∣∣PN1,N2,N3t (x)∣∣∣≫ 1
(
x ∈ [−1, 1]N1 ×
[
3
2
,+∞
[N−N1)
et ∀x ∈ [−1, 1]N1 ×
[
3
2
,+∞
[N−N1 T∏
t=1
∣∣∣PN1,N2,N3t (x)∣∣∣ ≥
(
1
2
)T T∏
t=1
Pt
(
3
2
, ...,
3
2
, xN1+1, ..., xN
)
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Il vient :
T∏
t=1
∣∣∣PN1,N2,N3t (x)∣∣∣≫

 N∏
n=N1+1
xn


ǫ0 (
x ∈ [−1, 1]N1 ×
[
3
2
,+∞
[N−N1)
Si α ∈ {0}N1 × NN−N1 et N1 + 1 ≤ n ≤ N sont tels que αn ≥ 1, alors :
∂αPN1,N2,N3t (x) = (∂
αPt)
(
3
2
+ iǫx1, ...,
3
2
+ iǫxN1 , xN1+1 + iǫ, ..., xN1+N2 + iǫ, xN1+N2+1 − iǫ, ..., xN − iǫ
)
≪ x−ǫ0n Pt
(
3
2
, ...,
3
2
, xN1+1, ..., xN
) (
x ∈ [−1, 1]N1 ×
[
3
2
,+∞
[N−N1)
≪ x−ǫ0n
∣∣∣PN1,N2,N3t (x)∣∣∣
(
x ∈ [−1, 1]N1 ×
[
3
2
,+∞
[N−N1)
Ainsi s'ahève les vériations des hypothèses du théorème 7, e qui termine la preuve de l'étape 1.
Etape 2 : onlusion.
On va montrer le théorème 1 par réurrene sur N ≥ 1.
⋆ Pour N = 1, il sut d'érire :
Z(Q,P1, ..., PT , µ, s) = µQ(1)
T∏
t=1
Pt(1)
−st +
∑
m≥2
µmQ(m)
T∏
t=1
Pt(m)
−st
L'étape 1 permet alors de onlure.
⋆ Si le résultat est vrai pour tout n ompris entre 1 et N − 1, alors grâe au lemme 36 et à l'étape 1,
on voit qu'il est vrai pour N .
Lemme d'éhange et valeurs aux points de (−N)T
Proposition 37. Soient Q,P1, ..., PT ∈ R[X1, ...,XN ] et 1 ≤ T0 ≤ T − 1.
On suppose que :
a) P1, ..., PT vérient HR
b)
T0∏
t=1
Pt(x) −−−−−→
|x|→+∞
x∈JN
+∞.
Soient de plus µ ∈ (T \ {1})N et k1, ..., kT ∈ N.
Alors :
Z(Q,P1, ..., PT ,µ,−k1, ...,−kT ) = Z

Q T∏
t=T0+1
Pt
kt , P1, ..., PT0 ,µ,−k1, ...,−kT0


Preuve :
On dénit f : CT0 → C par f(s1, ..., sT0) = Z(Q,P1, ..., PT ,µ, s1, ..., sT0 ,−kT0+1, ...,−kT ).
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f est holomorphe.
Par la proposition 29 il existe σ0 ∈ R tel que pour σ1, ..., σT0 ≥ σ0 on ait :
Z(Q,P1, ..., PT ,µ, σ1, ..., σT0 ,−kT0+1, ...,−kT ) =
∑
m∈N∗N
µmQ(m)
T0∏
t=1
Pt(m)
−σt
T∏
t=T0+1
Pt(m)
kt
On dénit g : CT0 → C par g(s1, ..., sT0) = Z

Q T∏
t=T0+1
Pt
kt , P1, ..., PT0 ,µ, s1, ..., sT0


.
g est holomorphe.
Par la proposition 29 il existe σ′0 ∈ R tel que pour σ1, ..., σT0 ≥ σ
′
0 on ait :
Z

Q T∏
t=T0+1
Pt
kt , P1, ..., PT0 ,µ, s1, ..., sT0

 = ∑
m∈N∗N
µmQ(m)
T∏
t=T0+1
Pt
kt
T0∏
t=1
Pt(m)
−σt
On onstate que pour σ1, ..., σT0 ≥ max(σ0, σ
′
0) on a f(σ1, ..., σT0) = g(σ1, ..., σT0) ; par prolongement
analytique on en déduit que f = g.
En partiulier f(−k1, ...,−kT0) = g(−k1, ...,−kT0), e qui est exatement le résultat voulu.
Preuve du lemme d'éhange :
La proposition 37 permet d'armer que les quantités onsidérées sont toutes deux égales à :
Z(Q,P1, ..., PT , Q1, ..., QT ′ ,µ,−k1, ...,−kT ,−l1, ...,−lT ′).
Lemme 38. Soient Q ∈ R[X1, ...,XN ] et µ ∈ (T \ {1})
N
.
On note Q =
∑
α∈S
aαX
α
.
Alors :
Z(Q,X1, ...,XN ,µ, 0, ..., 0) =
∑
α∈S
aα
N∏
n=1
ζµn(−αn)
Preuve :
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si σ1, ..., σN sont susamment grands on a :
Z(Q,X1, ...,XN ,µ, s) = Z
(∑
α∈S
aαX
α,X1, ...,XN ,µ, s
)
=
∑
α∈S
aαZ(X
α,X1, ...,XN ,µ, s)
=
∑
α∈S
aα
∑
m∈N∗N
µmmα
N∏
n=1
m−snn
=
∑
α∈S
aα
∑
m1,...,mN≥1
N∏
n=1
µmnn m
αn−sn
n
=
∑
α∈S
aα
N∏
n=1
∑
mn≥1
µmnn m
αn−sn
n
=
∑
α∈S
aα
N∏
n=1
ζµn(sn − αn)
Par prolongement analytique, on a don :
∀s ∈ CN Z(Q,X1, ...,XN ,µ, s) =
∑
α∈S
aα
N∏
n=1
ζµn(sn − αn)
Il sut maintenant de faire s = 0 dans ette égalité pour obtenir le résultat herhé.
Preuve du théorème 3
Z(Q,P1, ..., PT ,µ,−k1, ...,−kT ) = Z
(
Q
N∏
n=1
X0n, P1, ..., PT ,µ,−k1, ...,−kT
)
grâe au lemme 2 = Z
(
Q
T∏
t=1
P ktt ,X1, ...,XN ,µ, 0, ..., 0
)
grâe au lemme 38 =
∑
α∈S
aα
N∏
n=1
ζµn(−αn)
Une formule pour les valeurs de ζµ aux entiers
négatifs
Le lemme suivant se trouve dans [40℄.
Lemme 39. Soit (am)m∈N∗ une suite de nombres omplexes.
On pose Z(s) =
+∞∑
m=1
am
ms
et l'on suppose qu'il existe s ∈ C tel que ette série onverge.
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Grâe à ette hypothèse, on peut dénir f : R∗+ → C par : f(x) =
+∞∑
m=1
ame
−mx
.
On suppose qu'il existe une suite (ck)k∈N de omplexes telle que, pour tout K ∈ N
∗
, on ait au voisinage
de 0 : f(x) =
K−1∑
k=0
ckx
k +O(xK).
Alors : Z se prolonge holomorphiquement à C et ∀k ∈ N Z(−k) = (−1)kk!ck.
Nous aurons besoin des nombres de Stirling de seonde espèe. Rappelons en tout d'abord la dé-
nition :
Dénition 40. Soient k, ℓ ∈ N.
Par dénition le nombre de Stirling de seond espèe (assoié à (k, ℓ)) est le nombre de partitions en ℓ
parties d'un ensemble à k éléments. Cet entier naturel est noté S(k, ℓ).
Exemple 41. S(0, 0) = 1 ; pour k ∈ N S(k, k) = 1 ; si 0 ≤ k < ℓ alors S(k, ℓ) = 0.
On va maintenant rappeler quelques propriétés élémentaires de es nombres. Pour les preuves on
renvoie par exemple à [20℄.
Lemme 42. ∀k ∈ N ∀ℓ ∈ N∗ S(k + 1, ℓ) = ℓS(k, ℓ) + S(k, ℓ− 1).
Lemme 43. Pour tous k, ℓ ∈ N on a : S(k, ℓ) =
1
ℓ!
ℓ∑
j=0
(−1)ℓ−j
(
ℓ
j
)
jk.
Lemme 44. Soit g : R∗+ → C de lasse C
∞
. On dénit f : R→ C par f = g ◦ exp.
Alors pour tout k ∈ N on a : ∀x ∈ R f (k)(x) =
k∑
ℓ=0
S(k, ℓ)eℓxg(ℓ)(ex).
Preuve :
elle se fait par réurrene sur k ∈ N.
⋆ Pour k = 0 ela déoule de S(0, 0) = 1.
⋆ Si l'assertion est vraie au rang k, alors pour tout x ∈ R on a :
f (k+1)(x) =
k∑
ℓ=0
S(k, ℓ)
(
ℓeℓxg(ℓ)(ex) + eℓxexg(ℓ+1)(ex)
)
=
k∑
ℓ=0
S(k, ℓ)ℓeℓxg(ℓ)(ex) +
k+1∑
ℓ=1
S(k, ℓ− 1)eℓxg(ℓ)(ex)
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S(k, k + 1) = 0 don :
f (k+1)(x) =
k+1∑
ℓ=1
[ℓS(k, ℓ) + S(k, ℓ− 1)] eℓxg(ℓ)(ex)
=
k+1∑
ℓ=1
S(k + 1, ℓ)eℓxg(ℓ)(ex)
=
k+1∑
ℓ=0
S(k + 1, ℓ)eℓxg(ℓ)(ex)
e qui termine la réurrene.
Nous pouvons maintenant prouver le :
Lemme 45. Soit µ ∈ T \ {1}.
Alors pour tout k ∈ N on a : ζµ(−k) =
(−1)kµ
1− µ
k∑
ℓ=0
ℓ!S(k, ℓ)
(µ− 1)ℓ
.
Preuve :
∀x > 0
+∞∑
m=1
µme−mx =
+∞∑
m=1
(
µe−x
)m
= µe−x
1
1− µe−x
=
µ
ex − µ
On dénit f : R→ C par f(x) =
µ
ex − µ
et g : R∗+ → C par g(y) =
µ
y − µ
.
g est C∞ et f = g ◦ exp don 44 s'applique et donne :
∀x ∈ R f (k)(x) =
k∑
ℓ=0
S(k, ℓ)eℓxg(ℓ)(ex).
∀y ∈ R∗+ g(y) = −µ
1
µ− y
don : ∀ℓ ∈ N ∀y ∈ R∗+ g
(ℓ)(y) = −µ
ℓ!
(µ− y)ℓ+1
.
De e qui préède on déduit que : f (k)(0) =
k∑
ℓ=0
S(k, ℓ)
(
−µ
ℓ!
(µ− 1)ℓ+1
)
,
on peut maintenant onlure en utilisant 39.
Preuve des théorèmes 4 et 5
Preuve :
soit k ∈ NT . On note Sk le support de Q
T∏
t=1
P ktt . Soit (aα)α∈Sk telle que
∑
α∈Sk
aαX
α = Q
T∏
t=1
P ktt .
Le théorème B dit que Z(Q,P1, ..., PT ,µ,−k) =
∑
α∈Sk
aα
N∏
n=1
ζµn(−αn).
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On va maintenant utiliser le lemme de la setion suivante sous la forme suivante :
∀k ∈ N ζµ(−k) =
(−1)kµ
1− µ
∑
ℓ∈N
ℓ!S(k, ℓ)
(µ− 1)ℓ
.
Dans ette formule la somme est en réalité une somme nie.
Dans le alul qui suit toutes les sommes sont en réalité des sommes nies.
Z(Q,P1, ..., PT ,µ,−k) =
∑
α∈Sk

aα N∏
n=1

(−1)αnµn
1− µn
∑
ℓn∈N
ℓn!S(αn, ℓn)
(µn − 1)ℓn




=
µ1
(1− µ)1
∑
α∈Sk

(−1)|α|aα N∏
n=1
∑
ℓn∈N
ℓn!S(αn, ℓn)
(µn − 1)ℓn


=
µ1
(1− µ)1
∑
α∈Sk

(−1)|α|aα ∑
ℓ∈NN
N∏
n=1
ℓn!S(αn, ℓn)
(µn − 1)ℓn


=
µ1
(1− µ)1
∑
ℓ∈NN


N∏
n=1
(
ℓn!
(µn − 1)ℓn
) ∑
α∈Sk
(
(−1)|α|aα
N∏
n=1
S(αn, ln)
)

Pour ℓ ∈ NN , on dénit Zℓ : (−N)
T → Q par :
∀k ∈ NT Zℓ(−k) =
N∏
n=1
(
ℓn!
(µn − 1)ℓn
) ∑
α∈Sk
(
(−1)|α|aα
N∏
n=1
S(αn, ℓn)
)
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et l'on remarque que ∀k ∈ NT |Zℓ(−k)|p ≤
N∏
n=1
|ℓn!|p
|µn − 1|
ℓn
p
.
En utilisant 43 il vient :
Zℓ(−k) =
N∏
n=1
(
ℓn!
(µn − 1)ℓn
) ∑
α∈Sk

(−1)|α|aα
N∏
n=1

 1
ℓn!
ℓn∑
jn=0
(
(−1)ℓn−jn
(
ℓn
jn
)
jαnn
)


= (1− µ)−ℓ
∑
α∈Sk

(−1)|α|aα
N∏
n=1

 ℓn∑
jn=0
(
(−1)jn
(
ℓn
jn
)
jαnn
)


= (1− µ)−ℓ
∑
α∈Sk

(−1)|α|aα
∑
j∈
∏N
n=1{0,...,ℓn}
[
N∏
n=1
(
(−1)jn
(
ℓn
jn
)
jαnn
)]

= (1− µ)−ℓ
∑
j∈
∏N
n=1{0,...,ℓn}


N∏
n=1
[
(−1)jn
(
ℓn
jn
)] ∑
α∈Sk
[
(−1)|α|aα
N∏
n=1
jαnn
]

= (1− µ)−ℓ
∑
j∈
∏N
n=1{0,...,ℓn}


N∏
n=1
[
(−1)jn
(
ℓn
jn
)] ∑
α∈Sk
[
aα
N∏
n=1
(−jn)
αn
]

= (1− µ)−ℓ
∑
j∈
∏N
n=1{0,...,ℓn}
{
(−1)|j|
(
ℓ
j
)
Q(−j)
T∏
t=1
Pt(−j)
kt
}
Pour x ∈ Z∗p on note w(x) le teihmüller de x et < x >=
x
w(x)
.
Soient t ∈ {1, ..., T} et j ∈ NN .
On remarque que si kt ∈ N vérie kt = rt [p− 1] alors Pt(−j)
kt = w (Pt(−j))
rt < Pt(−j) >
kt
.
Cela nous inite à dénir Zrℓ : Z
T
p → Cp par :
Zrℓ(s1, ..., sT ) = (1− µ)
−ℓ
∑
j∈
∏N
n=1{0,...,ℓn}
(−1)j
(
ℓ
j
)
Q(−j)
T∏
t=1
w (Pt(−j))
rt < Pt(−j) >
−st
Soit k ∈ NT vériant ∀t ∈ {1, ..., T} kt = rt [p− 1]. Alors :
Zrℓ(−k) = Zℓ(−k) et don, grâe à une remarque préédente : |Z
r
ℓ(−k)|p ≤
N∏
n=1
|ℓn!|p
|µn − 1|
ℓn
p
.
Comme Zrℓ est ontinue et que −
T∏
t=1
(rt + (p− 1)N) est dense dans Z
T
p on en déduit que :
∀s ∈ ZTp |Z
r
ℓ(s)|p ≤
N∏
n=1
|ℓn!|p
|µn − 1|
ℓn
p
|ℓ!|p
|µn − 1|ℓp
−−−−→
ℓ→+∞
0 don la dénition suivante a un sens :
on dénit Zrp(Q,P1, ..., PT ,µ, ·) : Z
T
p → Cp par : Z
r
p(Q,P1, ..., PT ,µ, s) =
µ1
(1− µ)1
∑
ℓ∈NT
Zrℓ(s).
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Cei onvient lairement.
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