Abstract-The human-following behavior design for mobile robots is considered in this paper. In particular, the issue should be addressed from the perspective of human-robot interaction since humans are aware of the following actions. This makes the problem quite different from human tracking where recognition and location accuracy are the main concerns. An anticipative humanfollowing behavior is proposed by incorporating the human model. The human model is constructed using relevant scientific studies about human walk and social interaction, allowing the robot to predict the human trajectory and to take preemptive action. To realize the idea, it is necessary to have a robust sensing system that is capable of tracking the human location persistently. In this paper, we also propose a sensing system based on a novel 3-D meanshift algorithm on RGBD camera. The system performance is assessed through experimental evaluation of three specific humanfollowing scenarios: following from behind, following on the side, and following in front. Each of these scenarios has its particularities and applications, thus providing insight about the effectiveness and usability of anticipative behavior.
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I. INTRODUCTION
T HE rapid development of robotics technology made it possible for robots to be used for tasks that require cooperation with humans, such as health-care-related tasks, home automation, construction, etc. For instance, [1] presents a few examples of robots that can be used to help in carrying heavy objects. Such development in robotics has been driven, in great part, by the technological advances in human-robot interaction (HRI) that involves aspects of human dynamics, behavior, and perception; on the robot side, it involves a variety of sensors and algorithms that are required to perform quality and safe cooperation. This paper focuses on one specific aspect of HRI: human following. Following is an important capability for mobile robots working together with humans. A typical application is when a person needs to guide a robot toward a place in order to execute a task. For example, a construction robot, as the one presented in [2] , could benefit from this capability by autonomously following the human operator to the work position. Another application is to allow a human user to teach the robot how to get to a specific location, as it Manuscript received October 18, 2012; revised February 19, 2013 and March 26, 2013 ; accepted April 27, 2013 . Date of publication May 13, 2013 ; date of current version September 19, 2013 .
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was discussed in [3] . In some cases, following the human is an integrant part of the robot's task, i.e., when the robot is carrying objects for the human or when the robot needs to perform a task that requires interacting with a walking human. Table I shows an overview of recent human-following works on robotics. Many of these works focus on the tracking algorithms, and they present a number of techniques for detecting humans and recovering them in the case of occlusions. However, only a few focus on the following behavior itself and on specific aspects of modeling the human walk. Note also that there are no standard performance measures that allow comparative evaluation of these works.
The basic human-following methodology is to simply move the robot toward the human position and then to stop the robot when it is close enough to the human. In this way, when the human moves, the robot will follow afterward. This approach is usually sufficient to satisfy the requirements in applications in which the robot only has to follow the human and no special interaction is required. A similar but smoother strategy is the virtual spring approach [7] , [17] . Fig. 1(a) shows a schematic visualization of this analogy. In this implementation, a virtual spring connects the human and the robot. When the human moves, the robot smoothly follows afterward. Furthermore, constraining this virtual spring to a specific angle allows the robot to follow the human side by side. One limitation of the virtual spring is that it is a passive behavior, in the sense that the robot does not make any assumption about the human movement, and therefore, it will not take any preemptive action.
In order to overcome this, works such as [16] use anticipation methods in order to allow the robot to take preemptive action during the following, as shown in Fig. 1(b) . They present a sideby-side following strategy that is designed to maximize a utility function for both human and robot. This approach requires the tuning of a considerable amount of parameters which were estimated from the trajectory data of two people walking side by side. Another way to model the human and robot interaction is by modeling the environment with a potential field as in [15] . This is based on the concept that the human motion can be described based on social forces. For example, if the robot intercepts a person as in Fig. 1(c) , the robot will apply a repulsive social force on the human, causing him or her to alter his or her original trajectory. Other works also used human-following strategies in specific applications: [18] developed a robot to guide elderly people in retirement houses, [19] implemented 0278-0046 © 2013 IEEE [7] , [17] . (b) Anticipative following [16] . (c) Human behavior modeled with social forces [15] . a robot to guide people in shops and supermarkets, and [20] implemented a robotic supermarket cart that also serves as a walking aid.
In order to implement a generalized following behavior, it is desirable to perform a prediction of the human intention. This, in turn, requires real-time human tracking and obstacle avoidance capability. This paper proposes a new modified meanshift algorithm with depth information using an RGBD camera which can acquire color information (RGB) and depth information (D). The algorithm uses the depth information as the weighting of spatial similarity to reduce the influence of background with similar color distribution. The meanshift algorithm is combined with leg tracking from laser range finder (LRF) and ultrasound information for obstacle avoidance to form the sensing system for the mobile robot. The second contribution of this paper is a novel human-following behavior based on the observation that the human walk pattern changes depending on the robot's positioning scheme. This is more pronounced when the human tries to command the robot using her/his movement. This issue is seldom addressed in previous works for human following. To make the issue more prominent, we consider the "front-following" behavior, which means that the robot tries to stay in front of the human to be followed. Accompanying in front of a human is useful in many applications. If the robot carries tools, materials, or merchandise to be dispensed, it is more natural for the person to access the items if the robot is in front. Factories, supermarkets, libraries, and restaurants are a few examples of environments where people could benefit from robot assistants with this behavior. This behavior not only offers a challenging case for HRI but also has practical usage (e.g., when human has to fetch objects from and/or place them to the robot frequently). Different from the related works mentioned previously, this paper focuses on the normal human walk as explained later. In this case, it is possible to make assumptions about the human movement that allow the estimation and prediction of the human trajectory. Moreover, we analyze the human and robot interaction in the light of command embedded in actions [21] using the idea of social forces in [15] and also mutual utility maximization as in [16] .
This paper proposes an anticipative human-following behavior for the mobile robots. The term anticipative means that the robot will take preemptive action based on a predictive human model. The system is composed of a human-tracking system, a human walk model for estimation of hidden states, and a control strategy that can be adapted to various following scenarios. The experimental evaluation is based on three specific human-following scenarios: following from behind, following on the side, and following in front. The differences and particularities of these human-following scenarios are explained. With these experiments, we show that, by using scientific data and experimental observations about human walk, it is possible to improve the performance of the human-following algorithm. As mentioned previously, there are no standard metrics for assessing the performance of HRI. Reference [22] suggests a few application-driven alternatives. In this paper, the performance will be evaluated with measurable quantities, such as time and control effort, and also by qualitative means, in which human volunteers subjectively rate the system performance and express their opinions.
II. PROBLEM FORMULATION AND SYSTEM OVERVIEW
The sensors on the mobile robot to investigate the proposed algorithm are shown in Fig. 2 . The frontal direction is defined as the direction of the RGBD camera and LRF which are used to detect the human. The sonar sensor is used for obstacle avoidance. Fig. 3 (a) depicts three specific human-following scenarios considered in this paper: following from behind, following on the side, and following in front. Fig. 3(b) shows the relative position and pose of the robot to the human. Two angles relative to the heading direction of the human are important: the robot's position vector α and the robot's frontal direction β. The desired angles for the human-following behavior are shown in Table II .
The overall following behavior control system is comprised of two main functional blocks: control and sensing, as shown in Fig. 4 . The sensing block is responsible for observing the human motion, while the control block is used to determine the robot command for following, including obstacle avoidance. The human position measurements (x H0 , y H0 ) and (x H1 , y H1 ) are obtained by 3D MeanShift and LegTracking, respectively, as explained later. Robot Odometry provides an estimate of the 
T , linear velocity (v H ), and rotational velocity (ω H ). The variable b switch is the switch that is used to command the robot to conduct either passive or anticipative behavior, as explained later. Robot Command Generation uses the estimated parameters from the human walk model and ultrasound data for obstacle detection to generate the control inputs (v R , ω R ).
III. SENSING SYSTEM
As shown in Fig. 4 , the sensing system contains four functional subblocks. The human leg tracking by LRF is implemented using the adaptive breakpoint detector from [25] . The estimation of robot state from the odometer is a standard practice in two-wheel differential drive robot [44] . Therefore, we focus on introducing the proposed modified meanshift algorithm with depth information and human walk model estimation in the following.
A. Modified Meanshift Algorithm With Depth Information
The RGBD camera is composed of an RGB camera and a depth camera. It can capture the color and depth image simultaneously. The depth data have been calibrated to match correct pixel location in the color image. Depending on the camera model, the pixel location and depth can be converted to 3-D position in the camera coordinate.
In meanshift algorithm [26] , the target model and the target candidate are represented by the color pdf which is distributed in the 2-D image plane. We consider the center of target model q as location 0, and the candidate model p u (y) is defined at location y. The image data are classified into m-bin histograms in order to reduce the computational complexity. Thus, the target model and the target candidate are defined as
A rectangular region with N pixels is selected in the image as the target. Let x * i be the normalized pixel location in the region, and the corresponding depth is l i . The region is centered at 0. We define the function b : R 2 → {1, . . . , m} as the color index, and b(x * i ) is the index of its bin in the quantized feature space of the pixel at location x * i . The depth information is added into the target model and target candidate as a kernel weighting function. The modified probability of the feature u = 1, . . . , m in the target model is then computed as
where the kernel function k is a 2-D normal function and s is a 1-D normal function. l avg is the average depth in the central area of the region. The bandwidth h l depends on the maximum movement of the target between successive frames in the camera coordinate. The depth kernel function s can reduce the influence of the background with similar color to the tracking object. δ is the Kronecher delta function. For the condition
As the modified target model with depth kernel function, the modified target candidate with N c pixels and bandwidth h is
where
Similar to the meanshift procedure in [26] , the current location y 0 moves to the new location y 1 according to the relation
where g(x) = −k (x), and
While the new location y 1 is obtained, the average depth l avg is recomputed with the current central region. The bandwidth h is adapted according to the scale of the target [26] . The 3-D location of the target is computed from the new location y 1 and the average depth l avg . The result is projected onto the 2-D plane with predefined transformation to obtain the human location (x H0 , y H0 ). 
B. Human Walk Model Estimation
The human walk model estimation can be summarized in the diagram in Fig. 5 . The observer is responsible for fusing the measurements (x H0 , y H0 ) and (x H1 , y H1 ) and for generating estimates (p H , v H , ω H ). The spin turn detector resets the observer in case a spin turn happens, as explained later. The interaction model combines the human and robot states for generating the vector b, which configures the robot behavior to be either passive or anticipative.
Human beings have the agility and flexibility to perform many different movement patterns. In this paper, we focus on one of these patterns: normal walk. Different people have different gaits, but there is still a significantly high degree of similarity [27] . In this paper, the human walk model in a macroscopic scale is considered without going into the biomechanics details. In this way, it is possible to make a more generic and robust model that can adapt to a wider range of people. In normal walk, humans move forward most of the time and avoid turning. That is because the symmetry and structure of the human locomotion mechanism appear to favor straight-ahead walking. Therefore, in order to perform turns, the central nervous system (CNS) must abdicate to this symmetry [28] . Moreover, it is known that the CNS has an optimization behavior [29] . Therefore, it is expected that, for a given trajectory, it will favor trajectories with the minimum turning.
As for turning behavior during human walk, two basic strategies can be observed: step turn and spin turn [30] . Fig. 6 shows a schematic representation of both strategies. The step turn is a slow and smooth turn. In this strategy, the steps have a constant rhythm, and the walking process is not interrupted. The spin turn is a fast and sharp turn. It requires breaking the forward movement in order to rotate the body to the new direction. As a result, the spin turn requires considerably more effort than the step turn; therefore, the CNS favors the execution of the step turn strategy.
During normal walk, the human moves strictly forward without any sideways movement. This leads to a nonholonomic model. The approach has also been proposed by [31] . The kinematic model of the human is given bẏ
whereṗ H is the first derivate of the human posture
The leg-tracking data from the LRF and the meanshift result from the RGBD camera have different rates and different sensing regions. The framework (SCAAT [46] ) is used to solve the sensor fusion problem. Whenever one measurement is available, the elapsed time t k,k−1 is computed since the previous estimate. The kinematic model of the human can be written as
where f H is a nonlinear function given by
The geometric interpretation of this function is that the human moves in an arc of radius v H /ω H . Given the legtracking data (x H0 , y H0 ) from the LRF or the 3-D meanshift data (x H1 , y H1 ) from the RGBD camera, the state-space formulation for the human posture observation is given as the following:
T , w H is the process noise, and v H is the measurement noise. Q H and R H are the respective covariance matrixes for the process and measurement noises. This paper uses the same covariance matrix of measurement noise R H for the measurement from both sensors. The formulation is ready for various kinds of nonlinear filtering algorithms to estimate the states. The unscented Kalman filter is used in this paper, which will be explained in the experimental implementation. Note that, if the measurements from both sensors are not available (e.g., out of range), the robot stops the following behavior.
When the human turning velocity ω H or the measurement errors exceed a certain threshold ω st , it may indicate that the human is performing a spin turn, therefore violating the smooth nonholonomic model. In this case, a spin turn detector running parallel to the UKF will reset the filter when a spin turn is detected. The turning velocity ω H is set to zero, and human pose p H is recalculated based on the average of the last k st observations of the human position. This avoids instability and false loops in the estimated trajectory.
C. Interaction Model
It is known that humans have specific walking behaviors, patterns, and formations while walking in groups [32] . This phenomenon is also observed when the human changes his or her walking behavior once the robot is present. Furthermore, these changes depend on the robot movement pattern. This indicates that a model that considers only the human walk is insufficient. To begin with, consider the HRI model in Fig. 7 suggested by [33] . It has already been shown by previous works [34] that the interaction between robots and humans can be enhanced by improving the human model the robot works with.
Based on these works, we propose to insert a robot model inside the human model as shown in Fig. 8 . This symbolizes the model of how the human perceives that the robot further emulates the interaction between humans. It is natural that the concepts of reflected self [35] , [36] , self-concept [37] , and empathy [38] , which are fundamental in human-human interaction and mutual understanding, should also be of fundamental importance in HRI.
However, it is not feasible currently to model how the human perceives the robot in its completeness. Therefore, in this paper, we attempt to model only the way the human perceives the robot following strategy. Moreover, only two possible behaviors are considered: anticipative behavior and passive behavior, as shown in Fig. 9 . The system switches to the passive behavior when the human approaches the robot in a circle of radius d i (interaction distance). It switches back to the anticipative behavior when the human leaves the area of interaction. The variable b switch indicates to the command generation system whether it should enable the passive behavior or anticipative behavior, called combined strategy.
The anticipative behavior is illustrated in Fig. 10(a) . The robot anticipates the human trajectory based on the human walk kinematic model described previously. Therefore, in the human model in Fig. 9 , the anticipative behavior state in the robot model indicates that the human expects the robot to predict his or her trajectory. The passive behavior shown in Fig. 10(b) indicates that the robot has no anticipative action as it simply keeps a constant distance from the human. Therefore, in the human model, the human expects the robot to respond only to his or her position, without making any assumptions about his or her trajectory.
The anticipative behavior is applicable when the human walks without trying to influence the robot trajectory. Conversely, the passive behavior is applicable when the human tries to control the robot trajectory. Since the robot does not respond to any input from the human except for his or her position, it is very natural for the human to use his or her position to control the robot. The necessity of controlling the robot naturally arises in the scenario that it is not clear where the robot should go. This human behavior was observed in the experiments.
That can be considered a command embedded in action as explained in [21] . In this kind of command, the robot observes the human behavior and responds accordingly. The existence of the command embedded in action and the necessity of both behaviors can be better illustrated by the front following case as in Fig. 11 . In this case, the robot is in front of the human, and it acts as a pushing cart. The robot cannot follow the human walking direction with passive behavior if it is not aligned with the human as in Fig. 11(a) . In the anticipative behavior in Fig. 11(c) , the robot follows the human walking direction even if it is not aligned with the human. When the human wishes to turn around a corridor, the human may try to issue a command embedded in action to tell the robot where it should go, as in Fig. 11(b) . In this case, if the robot did not interpret the command embedded in action, it would move to an undesirable direction as in Fig. 11(d) . This can also be analyzed in the light of the social forces described in [15] . The human approaches the robot in a certain direction as to virtually push it to the other direction.
IV. ROBOT COMMAND GENERATION
Dynamic control strategies for the two-wheel differential drive mobile robot have been extensively studied in many works such as [23] , [39] , and [40] . In this paper, we focus on generating the command to carry the behaviors as shown in the previous section. The following positions are those considered in Fig. 3 and Table II . The arrows in Fig. 3(a) indicate the possible transitions among the following strategies. Red arrows represent transitions that require a 180
• turn, while green ones do not.
The passive behavior is implemented similarly to the virtual spring method developed by [7] and [17] . It is activated by the input b switch , and it is designed to respond to social forces and commands embedded in actions. The anticipative behavior is implemented with a control rule to stabilize the robot in a following angle around the human: 
whereî H andĵ H are unitary vectors that point to the human front and left directions, respectively. Please refer to Fig. 3(b) for the definitions of these variables and vectors. Lastly, the command generated from the behavior control is combined with the one generated by obstacle avoidance. In the human-following scenario, we assume that the human is sufficiently close to the robot, in the sense that there is always a simple path toward the human. Therefore, only local path planning was used for obstacle avoidance. In this paper, the POTBUG algorithm developed in [41] is adopted. This algorithm is a combination of potential field navigation and BUG navigation. In this paper, the radius of the circle is set to the distance to the closest reachable obstacle. The potential U for each point in the focus circle is calculated as
where p θ is a point in the focus circle, U Attractor is a monotonically increasing function, d a is the distance between p θ and the subgoal, U Obstacle is a monotonically decreasing function, and d i is the distance between p θ and the ith obstacle. U Obstacle is infinity for distances below a safety value. This ensures that the robot will not collide with obstacles. The algorithm works in two modes: free mode and avoid mode. In the free mode, the command (v R , ω R ) is equal to (v R * , ω R * ) from the anticipative behavior as in (11) or the passive behavior. In the avoid mode, the value of (v R , ω R ) is overridden
where v saf e is the velocity for which the robot can come to a complete stop considering the maximum acceleration (deceleration) a max . θ pa is the angle of the point p θ in the forward part of the focus circle that has the lowest potential U . ΣU Obstacle generates smooth equipotential contours around the obstacles. Therefore, in order to move around the obstacles, the algorithm sets subgoals on these contours. The contour is chosen to an avoid distance d ao . If the obstacle is recognized to be the human, the avoid distance is set to d ah . Similar to [41] , the algorithm is summarized in the following steps.
If there is no obstruction in the forward semicircle r c :
Avoid mode: output: (v R , ω R ) as in (14) If the obstacle is not a human, set subgoal in a d ao contour as ΣU Obstacle ; Else if the obstacle is a human, set subgoal in a d ah contour as ΣU Obstacle . The main difference is that [41] has a fixed avoidance distance, while we use different distances for the human (d ah ) and other obstacles (d ao ), and d ah is bigger than d ao . Also, [41] has three modes, namely, free, engaged, and approach, while this work only uses two modes, namely, free and avoid (engaged).
V. EXPERIMENTAL INVESTIGATION
The Pioneer3DX robot was used for experiments. The sensors as shown in Fig. 2 are listed in Table III. A number of experiments were designed to evaluate the performance of the proposed human model and also to investigate the human interaction with the robot in different scenarios. The experimental setting was a T-shaped corridor like the one shown in Fig. 12 . Each experiment was taken by eight participants whom were asked to take the robot from a starting location at one side of the corridor to an end location at the other side.
Three measures are used to assess the performance. The first one is the time the participant spends to take the robot from the start position to the end position. The second one is the robot total displacement as a measure of the robot effort. Lastly, the human total displacement obtained from the tracking algorithm is used to represent the human effort. The arbitrary parameters for the algorithms used in these experiments are described in Table IV .
A. Human Tracking With Modified Meanshift Method
The captured frame rate of the RGBD camera is 30 fps. The image size is 640 × 480. The maximum speed of humans is limited to 300 cm/s. Therefore, the maximum displacement between successive frames is 10 cm. As a result, the parameter h d is 100 mm. The feature space is normalized RGB. The color histograms are divided into 216 bins, i.e. m = 216.
The initial tracking regions, assigned by hand, for the original meanshift method [26] and the proposed method were the same. Fig. 13 . Results of the body tracking using meanshift algorithm (dashed line) and the proposed method (solid line), where frames 1, 10, 40, 60, 100, 130, 185, 198, 220, 240, 336 , and 398 are listed.
The body was selected as the tracked target. In Fig. 13 , the tracking block of the original meanshift algorithm was attracted to the wall in frame 60. When the target walked near the tracking block later, the tracking block still locked the wall. The proposed method tracked well at every frame. The depth kernel function can reduce the influence of the background with similar color to the tracking object. the behaviors. Most participants commented that they could not observe any difference between the behaviors. From the experimental evaluation, we did not observe significant differences in performance either. One observable difference between the results is that, in the passive back following, the robot makes a wider turn than that in the anticipative back following, as observed in Fig. 14 . The reason for this is that, in the anticipative back following, the robot can estimate the human trajectory and then it is able to turn faster.
B. Back Following

C. Side Following
Table VI shows quantitative performance measures for each behavior, while Fig. 15 shows a comparison between the trajectories. Most participants commented that the anticipative behavior is faster and more human-like. A few participants walked faster than the robot could accompany, causing the anticipative behavior to have the same effect as the passive behavior.
Similar to the back following scenario, Table VI does not show significant differences of performance between the passive and anticipative behaviors for time and displacements. However, a distinct difference between the behaviors was the position of the robot relative to the human, measured with a relative angle. The ideal relative angle α should be 90
• (see Table II ), as the robot would be right beside the human. In the anticipative behavior, as in Fig. 16 , the robot stays beside the human most of the time and only loses its position when the human turns, because the robot is already in its maximum speed. In the passive behavior, the robot has more difficulty FRONT FOLLOWING following side by side with the human since it does not anticipate the human trajectory. The fact that the participants considered the anticipative behavior more human-like is compatible with the results from [16] , as human walk behavior is highly anticipative.
D. Front Following
Four different robot behaviors were tested: anticipative front following, passive front following, combined front following strategy (interaction model), and passive back following. The back following was added to this experiment as a benchmark. The behaviors were tested in random orders with different participants to avoid biasing the results. In the front following behaviors, the robot was restricted to only follow the human in front, i.e., the robot never moves toward the human. The combined strategy has characteristics from the passive and anticipative behaviors using the interaction model in Section III. As previously explained, the passive behavior is enabled when the human approaches the robot at an interaction distance d i , and the anticipative behavior is enabled when the human leaves this interaction area. Table VII shows quantitative performance measures for each of the behaviors. Fig. 17 shows one representative walking path for each of the tested behaviors. In detail, the figure shows the human and robot orientations when walking around the corner of the T-shaped intersection. From Table VII and Fig. 17 , the anticipative front following had a significantly worse performance than the passive front following. The reason for the poor performance of the pure anticipative front following is that most participants intuitively walked first to the opposite direction they intended to turn, thus misleading the robot. In practical terms, the difference is that, to take the robot to the goal, in the anticipative front following, the human simply has to walk to his desired position and the robot will follow in front. In the passive front following, the human has to actively control his walking direction in order to keep the robot in front, as in an inverted pendulum problem. See Fig. 11 for a comparison.
In order to further investigate this issue, some of the participants were told to take the anticipative front following experiment again after being briefed that the robot will turn to the same direction they turn. Interestingly, at times, the participants still insisted in turning to the opposite direction. This hints that this decision may be happening in a subconscious level. This intuition may come from the fact that, when pushing an object such as a supermarket cart, it is easier to make turns by first rotating it around its center of mass. Then, in the case of the front following, this would mean walking to the opposite direction. Contrarily, a few of the test subjects intuitively directly turned to the direction they wanted the robot to go and had more difficulties with the passive front following than with the anticipative front following. It was observed that these participants attributed more human characteristics to the robot when describing its behavior than the other participants.
However, the passive front following had a clear disadvantage when walking through the straight sections of the corridor. It requires the human to be precisely in front of the robot when walking straight, causing an oscillating path when the human fails to do it as shown in Fig. 17 .
The combined strategy is a compromise between the passive and anticipative behaviors. It is anticipative at most times except when the human intent to control the robot is detected. The trajectory observed for the combined strategy is similar to the passive front following as shown in Fig. 17 . However, the time required to take the robot from the start position to the end position is significantly lower and is close to the benchmark case of back following. This happened because, in the combined strategy, the robot can move faster since it estimates the human future position, and yet, it does not go to the wrong direction since it assumes a passive behavior when it is detected that the human is trying to control the robot.
VI. CONCLUSION
In this paper, we have proposed a human-following strategy that is based on predictions yielded by a human walk model. The model was based on relevant scientific research materials from studies about human walk kinematics and HRI. The following strategy was experimentally evaluated in different scenarios and with different parameters. It was observed that the prediction cannot be based on the human walk kinematics alone. In the presence of the robot, the human clearly alters his or her behavior, therefore indicating the necessity of joint walk model. It was possible to improve the performance of the following algorithm by using the interaction model that can switch between the passive and anticipative models of the human behavior. This was especially the case for the front following in which a wrong prediction may cause the robot to go to the incorrect direction.
As the paths were observed in the experiment of front following, people naturally use their own position to try to tell the robot where it should go. This human behavior can be analyzed in the light of the social forces mentioned in [15] and [42] and the spontaneous reciprocal altruism [43] (also referred to as mutual utility maximization in [16] ). In other words, this could mean that the human naturally tries to help the robot to go to the correct direction. This kind of behavior is expected from humans interacting in a social environment. However, assessing if this kind of behavior equally applies to humans interacting with robots would require further studies.
