Introduction
Exact tests, based on factorization of Wilks' A were derived by Williams (1952 Williams ( , 1955 and Bartlett (1951) , for testing the goodness of fit of a single hypothetical discriminant function, in the case of several groups. An analytical derivation of the distributions associated with these tests was given by the author (1964 a), after expressing the test statistics in canonical forms. ' Williams (1961) and later Radcliffe (1966) extended these factorizations of Wilks' A to cover the case of s (s > 1) hypothetical discriminant functions. Radcliffe, in his paper, states that an analytical derivation of the distributions, as well as of the independence of the factors of A is desirable. This is done in the present paper, by expressing the test criteria in simpler forms and using matrix transformations in the multivariate Beta distribution (Kshirsager 1961). This is a straightforward extension of the author's paper (1964 a), which dealt with only one hypothetical discriminant function.
The notation in this paper is the same as that of Radcliffe's (1966) and is slightly different from that of the author's earlier paper (1964 a).
Factorisation of Wilks' A and some preliminary results
Let there be two vectors Given a set of s discriminants F'x where F' is an (sxp) matrix of rank s, one will be interested in testing, whether these assigned functions are adequate for discriminating between the <7+l populations or not. Williams (1961) and Radcliffe (1966) obtained the following test criteria for this purpose. Wilk's A is \B-A\I\B\. The A criterion based on F'x alone is
The residual likelihood ratio criterion is, therefore,
and this is factorized as
and (2.7)
A' is called the direction factor and A" the partial coplanarity factor of A, because A' deals with the adequacy of the directions of the s assigned functions, while A" is more concerned with whether s linear functions are suffi- [3] Distributions associated with Wilks' A 271 cient at all, for discrimination. In the alternative factorization (2. 
LEMMA 2: If the distribution of a pxp matrix L is (2.16), the distribution of \L\ is the A(n, p, q) distribution.
If Z is an nxp matrix of independent standard normal variables, S = Z'Z has the Wishart distribution. This leads to 
\P\\S-Q'P-*Q\.
use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700007515 
= II-T^I-T^)-^,
We have repeatedly used results 1 to 4 of the previous section in obtaining the above expressions.
Distribution of A' and A"
From (2.13), 
\I-TT'\ = \I-T'T\ = -T^-TiTzi -T' t T t -T'T 1 4 •* 3 t-T' T

We can always express the (p-s)x(p-s) matrix (4.2)
as DD', where Transform from T 4 to E by (4.6) and from T 3 to Af by (4.5). The Jacobians of these transformations are respectively, IJiLs+i^ir 8 a n ( i \I-
(see Deemer and Olkin, 1951) . Thus, using (4.7) and (4.8), the distribution of 7\, M and E is Further they are independent.
