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Abstract 
 
The aim of the thesis is to determine the optimal number of 
guard channels to give a certain handoff call blocking probability, 
while the blocking probability of new calls is not increased above a 
certain value. The system was analyzed by using Markov chain. It 
was determined that simple algebra is not suitable for analyzing the 
Markov chain. Thus it was determined that the thinning scheme is 
the best solution for determining the optimal number of guard 
channel.                                                                                                 
 
 A program was written using C++ language to implement the 
thinning technique.                                                                                
 
 The program was efficient with straight forward, had less 
computation requirements and may easily be implemented on any 
suitable computer.                                                                                 
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General Introduction 
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1.1 Introduction 
Call Admission control (CAC) technique is used in a mobile cellular wireless networks, to 
give priority to coming calls from another cell, over new calls [1].  These incoming calls 
are called handoff. This can be achieved by many means; one of them can be obtained by 
reserving a number of channels from the total bandwidth of the cell. The reserved channels 
are called guard. The handoff calls are allowed if there are free channels in the guard 
channels or in the channels of the cell. While new calls are rejected if there are only guard 
channels. The advantage of CAC is to protect the network from being overloaded by 
accepting or rejecting an incoming call request. This increases the Quality of Service 
(QoS) in a network. The QoS is a measure of the reliability and usability of the 
telecommunications network [2].                                                                                               
   
1. 2 Cellular systems  
In cellular system for mobile communication many transmitters are used. Each transmitter 
is called a base station, which covers a certain area, a cell. The radius of the cell varies 
from tens of meters in building to hundreds of meters in cities up to tens of kilometers in 
the countryside. The shape of the cell depends on the environment of the building, 
mountains, valleys etc.), or on weather condition or on system load. Typical systems using 
this are mobile telecommunication system, where a mobile station within the cell around a 
base station communicates with this base station and vice versa [3].                                       
                                   
1.2.1 Principle of operation  
The area to be covered is divided up into a number of small areas called cells, with one 
radio base station (BS) positioned to give radio coverage of each cell. Each base station is 
connected by a fixed link to a mobile services switching center (MSC), which is in general 
a digital exchange with special software to handle the mobility aspects of users. Most 
cellular network, consists of a number of MSCs each with its own base station, and 
interconnected by mean of fixed links. The MSC interconnected to a public switch 
telephone network (PSTN) for both outgoing calls to, and incoming call from. Fig (1.1), a 
cellular network will be allocated a number of radio frequencies, or   channels, for use 
across its coverage area. The radio channels are grouped together into a number of channel 
set, and these sets are then allocated to the cells, one set per cell. Each channel will 
therefore be reused many times by the network [4].                                                                 
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It was realized that small cell with frequency reuse could increase traffic capacity 
substantially and the basic cellular concept was developed. This is done by using the basic 
cellular concept.                                                                                                                          
 
1.3 Objective 
The objective of this work is to determine the number of guard channels to give a certain 
handoff call blocking probability, while the blocking probability of new calls is not 
increased above a certain value.                                                                                                
 
1.4 Thesis layout  
Call Admission Control (CAC) is central to the study of wireless network. The thesis 
investigates the optimal number of guard channel. The thesis is consisting of six chapters 
and appendix-A and appendix-B.                                                                                              
     Chapter 1 introduces general introduction to the CAC and cellular systems, and 
explaining the main objectives of the thesis.                                                                        
      Chapter 2 is the wireless network, this chapter covering in details the cellular network, 
frequency Division Multiple Access (FDMA), Time Division Multiple Access (TDMA). In 
BS 
BS 
BS 
MSC 
TO PSTN 
To other MSCa 
Figure (1.1) Cellular network configuration  
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this chapter also some of the CAC strategies are covered such as guard channel, complete 
sharing, threshold and thinning scheme.                                                                                   
     The main point of the thesis is to find the optimal number of guard channels, 
thus the optimization is covered in chapter 3.                                                                          
     In chapter 4 the System Model is discussed in details, and the methods that are used to 
solve the problem such as simple algebra, and thinning algorithm.                                         
     The result that is obtained by the program in appendix-B is plotted and discussed in 
chapter 5.                                                                                                                                   
Chapter 6 is Comments and Conclusions that I hope to be achieved in future. 
In appendix-A is the derivation of the equations of the system model in Figure(4-3); the 
derivation is obtained using simple algebra.                                                                             
In appendix-B is a program to compute the thinning algorithm equations and optimization. 
 
 
                                                                                                                 
 
  
  
 
 
 
 
 
 
 
Chapter 2 
 
 
 
Wireless Networks 
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2.1 Cellular network operation  
In cellular system for mobile communication many transmitters are used. Each transmitter 
is called a base station, which covers a certain area, a cell or base station.                              
 
2.1.1 Signaling 
Generally, at least one channel is set aside in each cell to carry signaling information 
between the network and mobile station. In the land to mobile (L-M) direction, overhead 
about the operating parameters of the network, including an area identifier code, is 
broadcast to all mobiles located in the cell's coverage area. In addition specific commands 
are transmitted to individual mobiles in order to control the call set-up and to update the 
mobiles' location. In the mobile to land (M-L) direction, the signaling channels is used by 
the mobiles to send allocation updating information, mobile originated call set-up requests, 
and responses to land originated call set-up requests[4].                                                         
                                                       
2.1.2 Location registration 
When, a mobile is not engaged in a cell, it tunes to the signaling channel of the cell in 
which is located and monitors the L-M signaling information. As the mobile moves around 
the network, from time to time it will need to retune to the signaling channel of another cell 
when the signal from the current cell falls below an acceptable threshold. When the mobile 
retunes on this way, it reads the overhead information broadcast by the new cell and 
updates the operating parameters as necessary. It also checks the location information 
being broadcast by the new cell and, if this differs from the previous cell, the mobile 
automatically informs the network of its new location by means of an interchanging on the 
signaling channel Figure (2.1). By means of this location registration procedure, the 
network is able to keep update a database of the location area of all mobiles. This 
information is used in the call set-up procedure for land to mobile calls. 
                                                         
2.1.3 Call set-up 
The signaling procedure for mobile to land and land to mobile call set-up depends upon the 
technical standard of the particular network. When the user wishes to make a call, the 
telephone number to be called is entered followed by a 'call initiation' key. The mobile will 
transmit an access request to the network on the M-L signaling channel; this may be 
preceded by the mobile rescanning to ensure it is operating on the signaling channel of the 
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nearest base station. If the network can process the call the base station will send a voice 
channel allocation message which commands the mobile to switch to a designated voice 
    
 
 
Channel, namely one of the channels allocated to that cell. The mobile returns to the 
channel indicated and the network proceeds to set up the call to the desired number. As the 
part of the call set-up procedure, the network will validate the mobile requesting the call to 
ensure that it is a legitimate customer.                                                                                      
When the network receives a call for a mobile (e.g. from the PSTN) it will first check the 
location database to determine in which location is the mobile last registered. Paging calls 
to the mobile are transmitted on the L-M signaling channels of all the base stations in the 
identified location and a response from the mobile waited. If the mobile is turned on and 
receives the paging call it will acknowledge to its nearest base station receiving the 
acknowledgement sends a voice channel allocation message to the mobile and informs the 
network so that the two sides of the call can be connected.                                                    
Location area 1  Location area 2  
Mobile registers 
new location 
MSC 
Location  
register 
Path of 
Mobile 
Figure (2.1) Mobile location registration  
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2.1.4 In-call handover 
At all times during a call (whether L-M or M-L) the base station currently serving the 
mobile monitors the signal (strength and/or quality) from the mobile. If the signal falls 
below a pre-designated threshold, the network will command a neighboring base station to 
measure the signal from the mobile as shown in Figure (2.2). If another base station is 
receiving the mobile with a stronger signal than the current base station, a signaling 
message is sent to the mobile from the current base station commanding the mobile to a 
new voice channel, namely a free voice channel from those allocated to the neighbouring 
cell. The mobile changes frequency (and thereby the Serving base station) and 
simultaneously the network connects the call to the new base station as shown in 
Figure (2.3). The measuring process and new cell selection may take several seconds, but 
the user will only be aware of a Brief break in transmission as the mobile tunes to the new 
voice channel.                                                                                                                            
  
 
2.2 Radio network design  
Cellular radio reuse the same radio channels in different cells and as a result of that maybe 
two mobiles using the same channel in different cells making a phenomena known as co-
channel interference. The key objectives of planning a cellular radio system is to design the 
cell repeated pattern and frequency allocation in order to maximize the capacity of the 
BS 
 
BS 
 
Mobile signal measured and 
New BS selected 
Path of mobile 
Figure (2.2) In-call handover 
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system whilst controlling co-channel interference to acceptable limits. 
  
2.3 Frequency Division Multiple Access [4] 
FDMA works on the principle of dividing the total bandwidth of the communication 
channel in a number of discrete segments, and allocating each segment exclusively to a 
user. This is shown in Figure (2.4). Guard bands are used between each segment of the 
frequency band to prevent interference between users.                                                            
The advantages of FDMA system is its simplicity, since the channel capacity is divided 
amongst users who can operate independently of each other. Since each user has exclusive 
use of his allocated bandwidth there is no connection and therefore no wastage of 
bandwidth or delays caused by collisions and retransmissions. Because of this the 
throughput (S) of non-connection systems equals the offered load (G) if a line error is 
ignored.                                                                                                                                     
The disadvantage of FDMA systems is that there is wastage of bandwidth, firstly caused 
by the guard bands and secondly due to the fact that users can only use their own allocated 
frequency bands. Therefore if a user does not have any information to transmit his 
allocated band lies idle, even though other users may have a considerable amount of 
information to send and are experiencing delays on their channel. FDMA is therefore best 
for use in systems where all users have a stream of data to send, and it is unsuitable for 
users with 'bursty' traffic, where connection system, such as ALOHA, perform better. 
One of the results of dividing the overall channel capacity amongst multiple users is 
increased delay. For example, if there are N users sharing a total channel capacity of C and  
 
BS 
 
BS 
 
Mobile commanded to 
new channel 
Figure (2.3) In-call handover  
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The total traffic they generates is λ with a mean packet length of 1/µ then the delay is given 
by 
Delay D1 = 1/(µC – λ)  ………… (2.1) 
If the channel is now divided equally amongst the N users, each having exclusive use of its 
capacity (C/N) only, and the total traffic each user generates is λ/N, then the delay is given 
by Equation (2.2), which shows the increased delay over the case where the total channel 
resource is shared amongst all users, using some form of contention system.                         
Delay D2 = N/(µC – λ) = ND1  ………… (2.2)                                                                        
Another disadvantage of fixed assignment systems, such as FDMA, is that the number of 
users cannot be easily changed. This would require the overall channel frequency band to 
be redivided amongst the new users.                                                                                         
FDMA is also not suitable for use in systems which require broadcast of data to many 
users. Since each user is allocated a single frequency band, it sends on this band the 
receiver also monitors this band.                                                                                               
  
User D 
User C 
User B 
User A 
Time 
Fr
eq
u
en
cy
 
Guard  
bands  
Figure (2.4) User assignment within FDMA 
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2.4 Time Division Multiple Access 
  
TDMA works by allocating the complete bandwidth to all users. But these users have use 
of this for a limited period only. This is shown in Figure (2.5) [4].                                          
The user’s timeslots are combined into frames as in Figure (2.6), which shows a six users 
system (users A to F).                                                                                                                
 
                                                                    
 
 
 
 
 
 
The frames repeat after a frame period of TF . This is the most usual assignment method 
where each user has equal allocation of the channel. Alternatively some users can have a 
greater share, and this is accommodated by grouping the frames and varying the user 
repetition period. This is illustrated in Figure (2.6) where users A and B are allocated 
increased capacity (with frame repeation period TF) over users C to F (with frame 
repeation period TG).                                                                                                                 
Time 
Fr
eq
u
en
cy
 
Guard  
bands  
U
se
r 
A
 
U
se
r 
B
 
U
se
r 
C
 
U
se
r 
D
 
Figurer (2.5) User assignment within TDMA 
A B c D E F A B C D E A B C D E F 
TF 
Frame 2 Frame n Frame 1 
Fig (2.6) the frame structure with TDMA 
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Because all users always occupy the same position within a frame the receiver knows 
where to look to collect its data. It is essential to ensure, that some form of synchronization 
system is used so that user data is    correctly timed with the start of their allocated 
timeslot.                                                                                                                                     
As illustrated in Figure (2.7) guard bands (time periods) must be used to prevent 
interference between users, caused by variations in the synchronization times. This is 
shown in Figure (2.8). User A is allocated the first slot and transmits data which is 
correctly timed but which only occupies a part of its allocated slot. (This again illustrates 
the inefficiency of fixed assignment systems with fixed packet lengths, when a user does 
not have data ready to transmit during its allocated time, or only has which partially fills its 
allocated timeslot).                                                                                                                    
 
Users B and C have data, which completely fill their timeslot but, due to time variations, 
they do not start at the correct times. The guard band period now absorbs this timing 
variation and prevents interference between adjacent transmissions. 
Data 1 Data 2 Data 3 
Timing 
error 
User A 
Slot 1 
User B 
Slot 2 
User C 
Slot 3 
Timing 
error 
Guard  
band  
Guard  
band  
Figure (2.8) Effect of timing variation in TDMA (hypothetical 
case) 
A B C D A F E B A B C D A B E F A B C D A B E F 
 
TF 
 
TG 
Frame Frame Frame Frame Frame Frame 
Two frame group Two frame group Two frame group 
Figure (2.7) Unequal slot assignment within TDMA 
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The advantages and disadvantages of TDMA are similar to those for FDMA.  It best suited 
to the system that has a fixed number of users and each user has a continuous stream of 
traffic to send. Generally TDMA is more efficient than FDMA for some conditions of 
operation. Since no collision and retransmission with TDMA (as for FDMA) the offered 
load equals the throughput, if the transmission errors are ignored. Also, once the timeslots 
have been allocated to users, the performance of any user is unaffected by the loading of 
other users.                                                                                                                                
            
2.5 Call Admission control strategies  
The call admission control can be achieved by the following strategy  
1. Guard channel 
2. Complete sharing  
3. Threshold  
4. Thinning Scheme 
 
2.5.1 Guard channel [5]  
    In the guard channels policy some channels are reserved for handoff calls [1]. Assuming 
that there is a limited number of, N, channels, in the channel pool, when a handoff call 
arrives and an idle channel is available in the channel pool, the call is accepted and a 
channel is assigned to it. Otherwise, the handoff call is dropped. When a new call arrives, it 
is accepted provided that g + 1 or more idle channels are available in the channel pool; 
otherwise, the new call is blocked. Here, g is the number of guard channels. We assume 
that g < N in order not to exclude new calls altogether.  
 
2.5.2 Complete sharing [6] 
New users are admitted into the system assuming that the prediction-based dropping 
probability and the measurement-based blocking probability are met. Handoff users then 
completely share the available bandwidth and are admitted into the cell assuming that there 
is sufficient bandwidth to accommodate the call. This method is both simple and 
potentially best allows maximum usage of the available bandwidth among all handoff 
users. The prediction –based and measurement based are explained in the next paragraph. 
 
The prediction-based is a method which assumes detailed knowledge of the users’ routes in 
the system as a basis for predicting future load requirements. This prediction is done once 
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for each call on being admitted into the system and is, in essence, a kind of reservation 
algorithm. 
Measurement-based: By using a measurement-based control in the form of reserved basic 
bandwidth units (BBU’s) seen by incoming users, we can shape the relative prioritization 
of the incoming users to reflect the desired blocking probability profile. This partition 
serves to block users of an “overprivileged” class in order to accommodate users of 
“underprivileged” classes. In so doing, the resulting throughput of the system is 
diminished. 
 
2.5.3 Threshold [7]   
 In the threshold-based admission control algorithm Previous study. The server capacity is 
divided into three partitions based on the threshold values: one for each class of requests 
and one common pool shared by two classes of requests. Reward and penalty are adopted 
in the proposed system model. High-priority requests are associated with higher values of 
reward as well as penalty than low-priority ones. The aim is always to find the best 
partitions, optimizing the system performance based on the objective function of the total 
reward minus the total penalty. The admission control algorithm reaches an optimal 
objective value by dynamically adjusting the threshold values—server partitions, based on 
the characteristics of the system workload. 
 
2.5.4 Thinning Scheme [8]   
 The demand of multimedia over air has been increasing, which leads to the design 
consideration of wireless internet. For example, real-time services such as voice or video 
may assign higher priority over non-real time service such as data; handoff calls are given 
higher priority than new calls to reduce the dropping call probability. In order to support 
such different services request in the wireless network with different numbers of traffic 
type, efficient resource provisioning is an important issue. Thus CAC is used to limit the 
number of call connections into the network to reduce the congestion and dropping 
probabilities. When a user switches from one cell to another cell it may be rejected 
(dropped), due to the limitation of the allocated resources. Thus new calls and handoff calls 
must be treated differently in terms of resources allocation. Handoff calls are normally 
assigned higher priority over new calls. The guard channels are used to handle such 
systems a proportion of the channels assigned   for base station have been reserved for 
 15
handoff calls. These guard channels can be generalized to handle multimedia network. 
  
      At the base station (BS), if there are traffic types of call arrivals to be r, which 
including new calls and handoff calls, each traffic type will be assigned one priority level. 
Thus the BS will decide whether an arriving call connection is guarded or not depending 
on the priority level. The thinning scheme will admit a call with certain probability based 
on the priority and the current traffic situation. Thus when a network is congested, the calls 
with lower priorities become thinner. 
   
 
 
  
 
 
 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
                        
         
                
   
  
 
 
 
 
 
 
 
Chapter 3 
 
 
 
Optimaization 
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3.1 Definition of optimization on problems [12] 
An optimization problem begins with a set of independent variables or parameters, 
and often includes conditions or restrictions that define acceptable values of the 
variables. The restrictions are called the constraints of the problem. This is an 
essential component of an optimization that is the measure of "goodness" termed the 
objective function which depends in some way on the variables. The solution of an 
optimization problem is a set of allowed values of the variables for which the 
objective function assumes an "optimal" value. 
    The general form of optimization problem to be considered may be expressed in 
mathematical terms as:                                                                                                      
                                   Minimize F(x)                                                 (3.1) 
                                      XЄRn 
                                      Subject to Ci(x) = 0, i=1,2,…,m' 
                                                       Ci(x)  ≥0, i=m'+1,…,m 
 
      The objective function F and constraint functions {Ci}(which, taken together, are 
termed the problem functions) are real-valued scalar functions.                                      
  
3.2 Classification of optimization problems       
The vast majority of optimization can be expressed in the form of Equation (3.1). 
Even those do not fit into this framework can be posed as a sequence of standard 
problems. When faced with any problem, it is usually advantageous to determine 
special characteristics that allow the problem to be solved more sufficiently. For 
example, it may be possible to omit tests for situation that cannot occur, or to avoid 
computing quantities that do not vary. Therefore we must know how to classify the 
optimization problem in order to enhance the efficiency of the solution methods. 
                            
The most extreme form of classification would be to assign any problem to a separate 
category. This approached based on the false premise that every difference is 
significant with respect to solving the problem. 
The most obvious distinctions in problems involve variations in the mathematical 
characteristics of the objective and constraint functions.                                                 
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       The following table gives a typical classification scheme based on the nature of 
the problems functions, where significant algorithmic advantage can be taken of each 
characteristic: For example, a particular problem might be characterized as a 
minimization of a smooth nonlinear function subject to upper and lower bounds on 
the variables.                                                                                                                      
 
     Other features may be also used to distinguish amongst optimization problems. 
The size of the problem affects both the storage and amount of computational effort 
                                  
                                       
Properties of { Ci(x)} Properties of F(x) 
No constraints 
Simple bounds 
Linear functions 
Sparse linear functions 
Smooth nonlinear functions 
Sparse nonlinear functions 
Non-smooth nonlinear functions 
Function of a single variable  
Linear function 
Sum of squares of linear functions  
Quadratic function 
Sum of squares of nonlinear functions 
Smooth nonlinear function 
Spare non linear function  
Non-smooth nonlinear function  
 
required to obtain the solution, and hence techniques that are effective for a problem 
with a few variables are usually unsuitable when there are hundreds of thousands of 
variables.                                                                                                                           
     Another way in which problems vary involves the computable information that 
may be available to an algorithm during the solution process. For example, in one 
instance it may be possible to compute analytically the first and second derivatives of 
the objective function, while in another case only the function values may be 
provided.                                                                                                                            
The best strategy for a problem clearly depends on the relative effort required to 
compute the function value compared to operation obtain with the solution method. 
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3.3 Optimality conditions   
3.3.1 Characterization of a minimum  
    The general problem class to be considered is known as Nonlinearly Constrained 
optimization [NCO], in mathematical expressed as                                                          
         NCO              minimize
 
       F(x) 
                                          xЄRn 
                                   Subject to Ci(x) = 0, i=1,2,…,m' 
                                                    Ci(x)  ≥0, i=m'+1,…,m 
Any point x' that satisfies all the constraints of NCO is said to be feasible. The set of 
all feasible points is termed the feasible region. A problem for which there are no 
feasible points is termed an infeasible problem.  In order to select an efficient method 
for solving a particular problem of the form NCO, it is necessary to analyze and 
classify the problem in various ways. We have to find a "solution" of NCO. Firstly, 
we not only feasible points may be optimal. Secondly, optimality of point x* is 
defined by its relationship with neighboring points-in contrast, to seeking a point x* 
where F(x')=0. Formally, the set of relevant points is defined as follows. Let x* denote 
feasible point for problem NCO, and define N(x*,δ) as the set of feasible points 
contained in a δ neighborhood of x* .                                                                                
                                                                           
Definition A: The point x* is a strong local minimum of NCO if there exists δ>0 
Such that                                                                                                                             
A1. F(x) is defined on N(x*,δ); and  
A2. F(x*) < F(y) for all y Є N(x*,δ), y ≠ x* 
Is also considered to be a strong local minimum. 
 
Definition B: The point x* is a weak local minimum of NCO if there exists δ>0 such 
that                                                                                                                                     
B1. F(x*) is defined on N(x*,δ); 
B2. F(x*) ≤ F(y) for all y Є N(x*,δ), y ≠ x*; and 
B3. x* is not that a strong local minimum. 
 
In some applications, it is important to find the feasible point at which F(x) assumes 
its least value. Such a point is termed the global minimum. Figure (3-1) displays some 
types of a minimum discussed above.                                                                               
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3.3.2Unconstrained optimization [UCP] 
3.3.2.1 The univariate case 
                Considering the unconstrained minimization of univariate function f:  
Minimize f(x)  
X Є Ri                                                                  
     If ƒ is everywhere twice-continuously differentiable, and a local minimum of ƒ 
exists at a finite point x*, the following two conditions must hold at x*. 
                                                         
              
                                                             
                                                                                                 
Necessary conditions for unconstrained minimum 
A1. f'(x*) = 0; and 
A2. f''(x*) ≥ 0 
If f(x) or f'(x) is discontinuous, few conditions of computational value can be added to 
the basic definition of strong local minimum. If x* is not at a point of discontinuity 
and f is twice-continuously differentiable in the neighborhood of x* , the conditions 
Figure (3-1) Examples of minima in the univariate case. 
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just presented apply at x* to be a strong local minimum are that f'(x*)>0 and f'(x*) < 0 
. 
 
   
  
Figure (3-2) illustrates three possible situation in the univarat case: (I) f is everywhere 
twice-continuously differentiable; (ii) f is discontinuous, but x* is a point of 
discontinuity; and (iii) x is  a point of discontinuity of f.                                               
                             
3.3.2.2 The multivariate case                                                                                         
We consider the unconstrained minimization problem in n dimensions: 
                    UCP              minimize F(x) 
                                           x Є Rn   
The necessary conditions for x* to be a local minimum of UCP are as follows. 
                                                                                
Necessary condition for a minimum of UCP 
C1. ||g(x*) = 0, i.e. x* is a stationary point; and  
C2. G(x*) is positive semi-defined 
 The following conditions are sufficient for x to be a strong local minimum of UCP. 
                                                                           
Sufficient conditions for a minimum of UCP  
D1. ||g(x*)|| = 0; and  
D2. G(x*) is positive semi-defined 
  
3.3.3 Linearly constrained optimization 
       A frequent form of constraint involves specifying that a certain linear function of 
the variable must be exactly zero, non-negative, or non-positive. The general form of 
a linear function is e(x)= aT- β, for some vector a and scalar. By linearity, the column 
Figure (3-2) three types of minimum in the univariate case 
(i) (ii) (iii) 
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vector a is the (constant) gradient of e(x). The types of linear constraints to be 
considered are:                                                                                                                    
           (i) aT- β = 0 
(ii) aT- β ≥ 0 (inequality constraint) 
A particularly simple form of line constraint occurs when e(x) involves only one 
variable. In this case, if the relevant is x, the possible constraint forms are: 
(iii) xi = β(xi is fixed at β)                                                                                                  
(iv) xi ≥ β(β is a lower bound for xi)      
(v) xi ≤  β(β is an upper bound for xi)    
The constraints forms (iv) and (v) are termed simple bounds on the variables xi. 
                                                                                       
 
3.4 Linear Equality constraints [LEP] 
To consider optimality conditions for a problem that contains only linear equally 
constrained, i.e.                                                                                                                  
LEP            minimize F(x)         
xЄRn 
Subject to A'x = b'                   
 
The i-th row of m*n matrix A will be denoted by a, and contains the coefficients of 
the i-th linear constraint:                                                                                                     
A^iTx = a^i1x1 + … + a^inxn = b^I . 
          
 
The feasible point x is a local minimum of LEP only if F(x*)<=F(x) for all feasible x 
in some neighborhood of x*. In two dimensions, for example, with the constraint 
x1+x2=0, any solution must lie on the dashed line in Figure (3-3). It should be 
emphasized that the rank of the set of constraints, rather than the number of 
constraints, is the significant value. If the constrained 2x1+2x2=0 (which is linearly 
dependant on the first) added to the Figure (3-3). On the other hand, if the additional 
constraints were x1-x2=1 (the dotted line in Figure (3-3), the constraints  remove two 
degrees of freedom, and this case completely determine the solution. 
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The Necessary conditions for x to be the minimum of LEP are the following 
E1. A^x*   
E2. ZTg(x*)=0; or, equivalently, g(x*)=A^Tλ*; and 
E3. ZTG(x*)Z is positive semi-condition 
 
Sufficient conditions for a minimum of LEP 
F1. A^x*=b; 
F2. ZTg 
F3.ZTG(x*)Z is positive definte 
 
3.5 Linear Inequality constraints [LIP]  
3.5.1 General optimality conditions 
Consider the problem in which constraints are a set of linear inequalities: 
LIP minimize F(x) 
Subject to Ax>=b 
 
Necessary conditions for a minimum of LIP  
G1.Ax*≥b ,with A^x*=b^ 
G2.ZTg(x*) = 0; or, equivalently, g(x*)=A^Tλ*; 
G3.λ*I ≥0, i=1,…,t; and 
X1  
X2 
X1-X2 = 1  
X1- X2 =  0  
Figure (3-3) The constraints X1 + X2  = 0 and X1 – X2 = 
1 . 
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G4.ZTG(x*)Z is positive semi-defined 
The following conditions are sufficient for x to a strong local minimum of LIP are as 
follows  
Sufficient conditions for a minimum of LIP (with zero LaGrange multipliers)       
I1. Ax*≥b ,with A^x*=b^ 
I2. ZTg(x*) = 0; or, equivalently, g(x*)=A^Tλ*; 
I3. λ*I ≥0, i=1,…,t; and 
I4. ZT+ G(x*)Z is positive defined 
    When a linearly constrained problem includes both equalities and inequalities, the 
optimality conditions are a combination of those given for the separate cases. 
                                                           
 
3.5.2 Linear programming [LP]                          
       A linear programming (LP) is an optimization problem in which the objective 
function and all the constraint functions are linear. The linear objective function will 
be denoted by                                                                                                                    
F(x) =     CTx,    (3.2) 
       For some constant n-vector c (the optimal x is not affected by any constant term 
in the objective, so the term is omitted). The gradient of the Equation (3.2) is the 
constant vector c, and its Hessian matrix is identically zero. 
When c is a non-zero vector, the unconstrained Equation (3.2) is unbounded below, 
since F can be made arbitrarily large and negative by moving a long any non-zero x' 
such that CTx^<0. since C is arbitrary vector, the necessary condition C=AT λ* will 
hold only if A^ includes all equality constraints and the binding inequalities. In this 
case, x* is the solution of a non singular system of linear equations. When C=A^Tλ*, 
but the row rank of A^ is less than n, the value of CTx is uniquely determined, but x* is 
not.                                                                                                                                     
 
3.5.3 Quadratic programming 
A quadratic program is the special case of linearly constrained optimization that 
occurs when objective function is the quadratic function                                                 
F(x)= CTx + 1/2 xTGx,        (3.3) 
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For some constant vector c and constant symmetric matrix G, the gradient of the 
Equation (3.3) is Gx + C, and the Hessian is the constant Matrix G. 
      
 
3.5.4 Optimization subject to bounds 
In many problems, all the constraints of LIP are simple bounds on the variables: 
                                                    li≤xi≤ui ,    i=1,2,…,n 
where either bound may be omitted. 
 
Sufficient conditions for a bound-constrained minimum 
J1. L≤x*≤u , with L < x*RF < u ; 
J2. g*RF = 0 
J3. g*l > 0 and g*0 < 0; and 
J4. G*RF is positive definite 
 
3.6 Nonlinearly constrained optimization  
The constraints imposed upon the variables do not always involve only linear 
functions. The nonlinear constraint function, say Ci(x), must be exactly zero or non-
negative, so that the constraint forms to be considered are:                                              
(i) Ci(x) = 0 (equality constraint)                                                                                      
(ii) Ci(x) = 0 (inequality constraint)                                                                                  
 
3.6.1 Nonlinear Equality constraints [NEP] 
The optimality of nonlinear equality problem is obtained by 
NEP    minimize F(x) 
                                xЄRn         subject to Ci(x) = 0, i = 1,…,t 
                                                             
Necessary conditions for a minimum of NEP   
K1. C^(x) = 0 
K2. Z(x*)Tg(x*)=0, or, equivalently, g(x*)=A^(x*)Tλ* ;  and 
K3. Z(x*)TW(x*,λ*)Z(x*) is positive semi-defined.    
  
Sufficient conditions for a minimum of NEP 
L1. C^(x) = 0 
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L2. Z(x*)Tg(x*)=0, or, equivalently, g(x*)=A^(x*)Tλ* ;  and 
L3. Z(x*)TW(x*,λ*)Z(x*) is positive defined 
 
3.6.2 Nonlinear Inequality constraints [NIP]  
Considering a problem in which all the constraints are nonlinear inequalities  
NIP          minimize      F(x) 
xЄRn  
subject to Ci(x)≥0 , i=1,…,m 
                                      
Necessary conditions for a minimum of NIP 
M1. C^(x) = 0, with C^(x) =0 
M2. Z(x*)Tg(x*)=0, or, equivalently, g(x*)=A^(x*)Tλ* ;  and 
M3. λ*i≥0, i=1,…,t ; and 
M4. Z(x*)TW(x*,λ*)Z(x*) is positive semi-defined 
 
Sufficient conditions for a minimum of NIP 
N1.C^(x) = 0, with C^(x) =0 
N2. Z(x*)Tg(x*)=0, or, equivalently, g(x*)=A^(x*)Tλ* ;  and 
N3. λ*i≥0, i=1,…,t ; and 
N4. Z(x*)TW(x*,λ*)Z(x*) is positive defined 
 
Sufficient conditions for a minimum of NIP (with zero Lagrange   multiplier)      
O1.C^(x) = 0, with C^(x) =0 
O2. Z(x*)Tg(x*)=0, or, equivalently, g(x*)=A^(x*)Tλ* ;  and 
O3. λ*i≥0, i=1,…,t ; and  
O4. Z+(x*)TW(x*,λ*)Z+(x*) is positive defined 
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4.1 System Model   
      
     In this work we are concerned with CAC in each wireless cell. The block diagram 
representation of a wireless cell is shown in Figure. (4-1) where there is C channels 
[14]. The cell can service two types of customers; type 1 and type 2. The arrival rates 
for new type 1 and new type 2 customers are Poisson with means λ1 and λ2 
respectively. The call holding times for new type 1 and new type 2 customers are 
exponentially distributed with means µ1 and µ2 respectively. Handoff calls for the two 
types of customers also form Poisson process with mean rates α1 and α2 respectively. 
The amount of time during which the two types of mobile user stay in the cell is 
assumed to follow an exponentional distribution with means θ1 and θ2 respectively 
                                                           
  
4.2 Guard channels state diagram  
     Consider a system with C-channels and assume that G is the guard channels for 
type 1 and type 2 customers. A new type 1 customer to the cell is accepted if the 
number of new type 1 and new type 2 customers already in service is less than or 
equal (C-G), and there is enough number of free channels for its service, else it is 
blocked. A new type 2 is served if the number of new type 1 and new type 2 
customers in the system is less than or equal (C-G) and there is enough numbers           
1  
New type1 
New type2 
handoff type1  
handoff type2  
Exit  
Fig (4.1) Channels in the cell, with the arrival of two customers and their 
handoff 
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Fig. (4-2) Markov chain representation of system using the guard channels  strategy 
 30
   of free channels for its service otherwise, it is lost. Customers of both types handed 
over from other cells are always accepted as long as there are free channels for their 
service.                                                                                                                               
The two dimensional Markov chain representation of the system is shown in 
Figure(4-2) where the horizontal transitions represent type 1 customer's arrivals or 
service completions while the vertical transitions is due to type 2 customers. If the 
system is in the current state a new type 1 call or a handoff type 1 will take the system 
to the next state with rate (λ1 + α1 )  while a new type 1 service completion or new 
type 1 customer leaving the cell sends the system to the pervious state with rate (µ1 + 
θ1). After state (0, (C-G)) transition to the state (0, (C-G) +1) is due only to handoff 
call arrivals, because the guard channels have been reached. The same explanation 
applies to the vertical transitions (new type2).                                                                  
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4.3 Example of the guard channel 
     We have taken an example for a system with two customer types. The number of 
channels, are C = 3 and, the number of guard channels G = 1. The system is 
represented by the two dimensional Markov chain in Figure(4-3), where the 
horizontal transition represent type 1 customers arrivals or service competition, 
transition from state P00 to state P01 is due to the arrival of either new type 1 arrival 
with rate (λ1) or due to the arrival of handoff type 1 arrival with rate (α1). The 
transition is continued on the horizontal due to the arrivals of type 1 customers, with 
rate (λ1 + α1). When the system reached the state 0,2 in this case the transition to the 
next state 0,3 is due to the handoff only, because the system has reached to the final 
state in which it accepts new type 1 call. The state is given by (0, C-G) when type 1 
service completion or type 1 leaving the cell send the system to the previous state 
with rate (µ1 + θ1). The same explanation applies to the vertical transition (type 2).       
 
The global balance equations can be derived by equating the flux into a state to the 
flux out of the sate equations:                                                                                           
State 0, 0  
(4.1)........P00(λ2+α2) + P00(λ1+α1) = P01(µ1+θ1) + P10(µ2+θ2)   
P00[(λ1+α1) + (λ2+α2)] = P01(µ1+θ1) + P10(µ2+θ2)  
 State 0, 1  
 P00(λ1+α1) + P11(µ2+θ2) + P02(µ1+θ1) = P01(µ1+θ1) + P01(λ1+α1) + P01(λ2+α2)   
P01[(µ1+θ1)  + (λ1+α1) + (λ2+α2)] =  P00(λ1+α1) + P11(µ2+θ2) + P02(µ1+θ1) ..(4.2) 
State 0, 2 
P02[α1 + α2 + (µ1+θ1)] = P03 θ1+ P12(θ2) + P01(µ1+θ1) ……………...(4.3)  
 State 0, 3  
 P02 α1 = P03 θ1 
 P03 = (α1 / θ1 )   P02……………(4.4) 
Eq. (4.4) into (4.3) 
P02[α1 + α2) + (µ1+θ1)]=α1 P02 + P12 ( θ2 ) + P01 (µ1+θ1) 
P02[ (α2) + (µ1+θ1)]= P12 ( θ2 ) + P01 (µ1+θ1)……(4.5) 
State 1, 0 
  P10 [(µ2 + θ2) + (λ1 + α1) + (λ2 + α2)]= P20(µ2 + θ2) + P11(µ1+θ1)+P00(λ2 + 
α2)…………………………………..(4.6) 
State 1, 1 
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P11[α1 + (µ2 + θ2)+ (µ1+θ1)+ α2)]=P10(λ1 + α1) + P21( θ2)+P12 θ1 + P01(λ2 + 
α2)…………………………………..(4.7) 
State 1, 2 
P12[ θ1+ θ2] = P11 α1 + P02( α2)……………………………..(4.8)  
State 2, 0  
P20[(µ2 + θ2) + α2 ] = P30θ2 + P21θ1 + P10(λ2 + α2)…..(4.9) 
State 2,1 
P21[θ1 + θ2] =  P11( α2) + α1 P20…………………(4.10) 
State 3, 0 
θ2 P30 = P20 α2    
 
Each of the above equations can be made a function of  P00 by using simple algebra, 
and  repeated substitution for the above equations. The equations derivation is in 
appendix A the approach was to obtain an expression for each state as the function of 
P00, the trial to obtain general form to get Pij as a function of P00, and then getting the 
optimal number of guard channels by a program for the resulting equations. When 
applying this technique and the equations obtained are:                                                   
 
P01 = (y + VZ/X)P00…………………………………(4.11) 
P02 = (Z/X)P00……………………………………….(4.12) 
P03 = (HZ/X)P00……………………………………..(4.13) 
  P10 = 1/C[A-B(y + VZ/X)]P00…………………….…(4.14) 
P20  = (J' – A' – K/C)P00………………………….…..(4.15) 
P30 = S(J' – A' – K/C)P00………………………….….(4.16) 
P11 = (q/n + rZ/Xn)P00……………………………….(4.17) 
P12 = (uZ/Mx + Nq/Mn)P00………………………….(4.18) 
P21 = [K/R[(q/n + rZ/Xn)] + N/R(J' – A' – K/C)]P00...(4.19) 
  
    And the solution for P00 is obtained by the normalizing equation 
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     We need to calculate the state probabilities Pij. These state probabilities will be 
used to calculate the blocking probability of new calls and the handoff call 
probabilities. This technique is found difficult to follow due to the repetitively 
substitution.  And hence the Thinning solution is used for solving this problem. 
                                           
4.4 Thinning scheme 
    We use the thinning solution, which is generalized for multiple priorities traffic in 
wireless multimedia network. Assuming the wireless multimedia network has call 
requests for r priorities level, each base station has C channels. Let αij (i= 0,1,….,C 
and j=1,2,…,r) (αCj = 0) denote the nonnegative numbers in the interval [0,1]. The 
thinning solution Ι is described as: when the number of busy channels at a BS is " i", 
arriving  jth-stream call will be admitted with probability αij for i=0,1,2…,C and 
j=1,2,…,r. all  calls will be blocked when all channels at the base station are busy. 
The choice of these probabilities αij can be made according to the traffic situation. 
                                   
In our problem, we can assume that there are four priority levels. The table shows the 
deferent priority levels.                                                                                                
Priority  Type   
1  New type 1  
2  New type 2 
3  Handoff type 1 
4  Handoff type 2 
  
    Thinning scheme can be characterized by one-dimensional Markov chain in which 
the state variables are the number of busy channels at the BS. The transition rate from 
state i to i+1 is                                                                                                                  
……….. (4.21)   j
r
j
ij λα∑
=1
 
While the transition rate from state i+1 and i is (i+1)µ.let ρj=λj/µ for j=1,2,..,r, let Pi 
denote the stationary probability at state i, we have                                                          
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From this stationary distribution, we obtain the blocking probability for the jth 
priority call stream allows:                                                                                              
 ………. (4.24)∑
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αCj=0, j=1,2,…,r 
Obviously, when α0j=…=α(mj-1)j= 1 and  αij=…=αCj=0, this scheme becomes the guard 
channel scheme (the cutoff priority scheme) in which mj serve as the guard for the jth 
priority calls: whenever the number of busy channels less than mj , a new arriving jth 
priority call is accepted, otherwise rejected.                                                                     
   For the thinning scheme to be solved using the recursive computation, we can start 
from equation (4.22), 
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We concentrate on how to write a program that computes equation (4.24), which 
depends on equations (4.22) and (4.23). Program (Appendix-B), which is used to 
compute the equations of thinning solution.                                                                     
 
4.5 Explanation of the program used    
The program which is used for thinning scheme consists of seven functions namely: 
1) long double fact (int n). 
2) void fill_a(int g) 
3) void fill_arrival () 
4) void fill_pj () 
5) long double cal_p0 () 
6) void cal_pi () 
7) long double  pjb (int mm) 
 
       Those functions are integrated to give the four levels of thinning scheme. The 
function long double fact (int n) is responsible for the calculation of the factorial.         
The function fill_a ( ) is used to fill a two dimensional array C×r, the array uses C 
rows and r columns C represents the number of channels where r represents the 
number of probability levels. In this case, r = 4. The filling of the two dimensional 
array will be by 1's and 0's, the 0's for the number of rows which represents guards. 
The flow chart for these functions is in Figure (4-5).                                                       
 
The function fill_arrival () is used to fill the call arrivals for each priority level with a 
Poisson process with arrival rate (for the four priority call system). In the program 
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arrival rate λ1 = 1/20, λ2 = 1/30, λ3 =  α1 =  0.1* λ1 , λ4 = α2 =  0.1* λ2 . The flow chart 
for this function is in Figure (4-6). The program using the ρj  = λj/µj  . These we need 
to compute ρ1 , ρ2 , ρ3 , and ρ4 , which is obtained by the function fill_pj ( ). The flow 
chart for this the function is in Figure (4-7).                                                                     
  
     The function cal_p0 ( ), with the prototype long double cal_p0 ( ) is used to 
compute equation (4.23), the flow chart for this function is in Figure (4-8).              
                                                                                     
     The equation (4.22) is computed by the function void cal_pi ( ), the flow chart for 
this function is in Figure (4-9).                                                                                      
                                                 
 The four probability levels are computed by the function long double pjb (int mm), 
the flow chart for this function is in Figure (4-10).                                                           
                      
The main program which is used to compute the four probabilities levels depend on 
the functions named above. The program flow chart is in Figure (4-11).                         
 
4.6 Program execution 
The program is executed first by determining the number of channels (C) and the 
probability level r. Then a call for the function fil_arrival ( ) and fil_pj ( ), these two 
functions are called once. The program using four arrays L1, L2, L3 and L4, which 
are used to store the probability for first, second, third and fourth probability level. 
The size of the array is equal to the number of channels. The program is computing 
the probability level according to the number of channels. In another word if we have 
ten channels then the probability level one is computed ten times, also the second, 
third and fourth probability. Taking in account that g is varying from 0 to C.  These 
will result in the functions fill_a ( ), cal_p0 ( ), cal_pi ( ) and pjb ( ) are called also ten 
times.                                                                                                                                 
 
Finally, the function pjb (1) is called to compute the first level probability; pjb (2) is 
used to compute the second level probability and so on. When the four probabilities 
level are computed and stored in the array, i.e. the value of probability level one will 
store in L1 array, while probability level two will be stored in L2 array and so on. 
These values will be used when determining the optimization.                                        
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4.7 Optimization  
 In our problem we like to minimize both the blocking probability as well as the 
dropping probability [5]. The decision variables are the number of guard channels, g, 
and the number of channels, N. In this problem we fix N and consider only g as the 
decision variable. We need to determine the optimal integer value of g, so that 
                                              
                              Minimize 
                                        Phi   
                               Such that 
                                        Pbi < constant 
The program that to calculate the optimization is in appendix-B, the program uses all 
functions above to fill the four arrays for the first, second, third, and fourth probability 
levels. The flow chart of the program is in figure (4-12).  The blocking probability of 
type 1 is stored in array L1 and handoff in array L3. For type 2 the blocking 
probability is stored in array L2, while the handoff calls in array L4. 
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m [0]=C-g;m[1]=(C-g)+1;m[2]=c-1;m[3]=c; 
i=0; j=1 
a (i,j)=0; 
j=j+1 
i=i+1 
yes 
yes 
j<=r 
i<=C 
K=0; j=1; 
i=0; 
 
a (i,k)=1; 
i=i+1 
K=k+1; 
j=j+1 
Return  
yes 
yes 
j<=r 
i<=m(k)-1 No 
No 
No 
No 
Figure (4-5 ): flow chart of the function fill_a(int g) 
Start 
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start 
mm[1]=1/200; mm[2]=1/300; 
mm[3]=1/300; mm[4]1/200;  
j=1  
j<=r  
pj[j]=Lj[j]/mm[j];  
j=j+1  
Return 
No  
Yes   
Figure (4-7 ): flow chart of the function fill_pj(); 
Start 
Lj[1]=1/20; 
Lj[2]=1/30; 
Lj[3]=0.1*Lj[1]; 
Lj[4]=0.1*Lj[2]; 
Stop 
Figure (4-6): flow chart of the function fill_arrival( ) 
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start 
S=0; i=0; 
i<=C 
Product=1; k=0 
K<=i-1 
Sum=0; j=1; 
j<=r 
Sum+=a(i,k)]*pj[j]  
j=j+1  
product*= sum 
k=k+1 
i!=0  
Product/=fact(i)  
S+=product 
i=i+1  
yes 
yes 
yes yes 
No  
No  
No  
No  
Figure (4-8): flow chart for the function cal_p0()  
Return 1/s 
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start 
 i=0  
i<=C 
Product=1; k=0 
k<=i-1  
Sum=0; j=1; 
j<=r 
Sum+=a(i,k)*pj[j]  
j=j+1  
product*= sum 
k=k+1 
i!=0 
Product/=fact(i)  
Product*=p0 
pi[i]=product 
i=i+1  
yes 
yes 
yes yes 
No  
No  
No  
No  
Figure (4-9 ): flow chart for the function cal_pi()  
pi[0]=p0 
Return 1/s 
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start  
Get mm 
Sum=0; 
i=0; 
i<=C 
Sum+= (1-a (i,mm))*pi[i] 
Return sum  
yes 
No  
Figure (4-10): The flow cart for the function long double pjb (int mm) 
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S tart  
Read C & r 
Call functions: 
Fill_arrival()  
Fill_pj() 
g=0 
g<=C 
Call functions: 
Fill_a(); 
P0=cal_P0(); 
Cal_Pi(); 
L1[g]=Pjb(1); 
L2[g]=Pjb(2); 
L3[g]=Pjb(3); 
L4[g]=pjb(4); 
g=g+1 
Stop  
Figure (4-11 ): Main program flow chart 
yes No  
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start 
g =0  
g<=C 
L1[g] 
<0.87  
Optimal = g 
(L1[g]<0.49)&
&(g=optimal) 
g<=C 
g=g+1  
yes 
yes 
yes 
yes  
No  
No  
No  
No  
Figure (4-12): flow chart for the calculation of the optimization  
g =0  
Print optimal  
Exit loop 
g=g+1  
Stop  
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Results5.1  
  
      The execution of the program in appendix-B, which is a simulation for Thinning 
algorithm, gives the optimal number of guard channels in C channel. 
                                                          
The deferent values of the arrival rates of customer of type 1 and customer of type 2 with 
their handoff are as follows: [14] 
         
Arrival rate of customer type 1 is λ1 = 1/20 
  Arrival rate of customer type 2 is λ2 = 1/30 
Handoff rate of customer type 1 is α1 = 0.1×λ1  
Handoff rate of customer type 2 is α2 = 0.1×λ2  
 
The service time rates of type 1 and type 2 are as follows: [14] 
Service time rate for customer type 1 is µ1 = 1/200  
Cell residence time for type 1 is θ1 = 1/300 
Service time rate for customer type 2 is µ2 = 1/300  
Cell residence time for type 2 is θ2 = 1/200 
 
The program is run with the above values and gives the result in the table below; each table 
represents the blocking probability (Pb1/Pb2) and handoff probability (Ph1/Ph2) with the 
number of guard channel (g). The result is also plotted in order to show the values. 
  
 The optimization depends on the condition below  
Minimize 
Phi  
Such that     
Pbi < V   
  Where V,  target value of blocking probability of new calls.                              
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Table 1: Number of guard channels with the blocking and handoff probabilities of 
customers type 1 and type 2, when total number of channels is C= 10                                    
Ph2 Pb2 Ph1 Pb1 g 
0.5614  0.0000  0.8330  0.5614  0  
0.3978  0.3978  0.7707  0.7707  1  
0.0305  0.4878  0.4878  0.8261  2  
0.0073  0.5730  0.1171  0.8727  3  
0.0021  0.6340  0.0329  0.9063  4  
0.0007  0.6928  0.0105  0.9343  5  
0.0002  0.7528  0.0039  0.9576  6  
0.0001  0.8143  0.0017  0.9761  7  
0.0001  0.8758  0.0008  0.9897  8  
0.0000  0.9351  0.0005  1  9  
0.0000  1  0.0004  1  10  
  
  
Figure (5-1) Number of guard channels with the blocking and handoff probabilities of 
customer of type 1.                                                                
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From table 1 we notice that the optimal number of guard channel for type 1 is g = 2, which 
satisfy the condition above, when setting V = 0.83 comparing this value with the blocking 
probability column, and taking the corresponding value in the handoff probability column, 
this minimizes the value of the handoff probability less than 0.49.                                         
                                                                                                                                     
From table 1 we notice that the optimal number of guard channel for type 2  is g = 2, which 
satisfy the condition above, when setting  V =  0.49 comparing this value with the blocking 
probability column, and taking the corresponding value in the handoff probability column, 
this minimizes the value of handoff probability less than 0.04.                                                
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Figure (5-2): Number of guard channels with the blocking and handoff probabilities of 
customer of type 2.       
 
 
 
 
 
 
-.-.-.-.Blocking probability type2 
*-*-*-*-Handoff probability tpe2 
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Table 2: Number of guard channels with the blocking and handoff probabilities of 
customers type 1 and type 2, when total number of channels is C=15.                                    
                               
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
From table 2 we notice that the optimal number of guard channel for type 1  is g = 3, which 
satisfy the condition above, when setting V =  0.68 comparing this value with the blocking 
probability column, and taking the corresponding value in the handoff probability column, 
this minimizes the value of handoff probability less than 0.05.                                                
  
From table 2 we notice that the optimal number of guard channel for type 2  is g = 3, which 
satisfy the condition above, when setting V =  0.36 comparing this value with the blocking 
probability column, and taking the corresponding value in the handoff probability column, 
this minimizes the value of handoff probability less than 0.003.                                           
Ph2 Pb2 Ph1 Pb1 g 
 0.367186   0.000000   0.633692  0.367186  0  
 0.230461   0.230461   0.554548  0.554548  1  
 0.012524   0.294322   0.294322  0.618582  2  
 0.002081   0.351511   0.048912  0.674836  3  
 0.000379   0.394465   0.008903  0.720419  4  
 0.000075   0.437513   0.001751  0.762940  5  
 0.000016   0.482900   0.000373  0.803134  6  
 0.000004   0.531087   0.000087  0.840781  7  
 0.000001   0.582224   0.000022  0.875495  8  
 0.000000   0.636357   0.000002  0.906849  9  
 0.000000   0.693398   0.000001  0.934386  10  
 0.000000   0.753015   0.000006  0.957629  11  
 0.000000   0.814392   0.000000  0.976135  12  
 0.000000   0.875860   0.000000  0.989726  13  
 0.000000   0.935134   0.000000  1.0 14  
 0.000000  1.0  0.000000  1.0 15  
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Figure (5-3): Number of guard channels with the blocking and handoff probabilities of 
customer of type 1 
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Figure (5-4): Number of guard channels with the blocking and handoff probabilities of 
customer of type 2 
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Table 3: Number of guard channels with the blocking and handoff probabilities of 
customers type 1 and type 2, when total number of channels is C=20.                                    
                                   
 
g Pb1 Ph1 Pb2 Ph2 
0 0.233133 0.448332 0 0.233133 
1 0.381815 0.381815 0.140669 0.140669 
2 0.447901 0.196163 0.196163 0.015089 
3 0.504524 0.041755 0.241476 0.003212 
4 0.552378 0.009447 0.276454 0.000727 
5 0.598205 0.002252 0.311127 0.000173 
6 0.64298 0.000567 0.347498 4.36E-05 
7 0.68662 0.000151 0.386024 1.16E-05 
8 0.728836 4.28E-05 0.426852 3.29E-06 
9 0.769298 1.30E-05 0.470052 9.96E-07 
10 0.807664 4.21E-06 0.515669 3.24E-07 
11 0.843578 1.48E-06 0.563711 1.14E-07 
12 0.876672 5.66E-07 0.614126 4.35E-08 
13 0.906561 2.37E-07 0.666757 1.82E-08 
14 0.932847 1.09E-07 0.721259 8.42E-09 
15 0.955123 5.63E-08 0.77696 4.33E-09 
16 0.973012 3.26E-08 0.832634 2.50E-09 
17 0.986241 2.13E-08 0.886153 1.64E-09 
18 0.994866 1.58E-08 0.934118 1.21E-09 
19 1 1.32E-08 0.972241 1.02E-09 
20 1 1.23E-08 1 9.46E-10 
 
 
From table 3 we notice that the optimal number of guard channel for type 1  is g = 3, which 
satisfy the condition above, when setting V = 0.51 comparing this value with the blocking 
probability column, and taking the corresponding value in the handoff probability column, 
this minimizes the value of handoff probability less than 0.042. 
                                                                                      
 
From table 3 we notice that the optimal number of guard channel for type 2  is g = 3, which 
satisfy the condition above, when setting V =  0.25 comparing this value with the blocking 
probability column, and taking the corresponding value in the handoff probability column, 
this minimizes the value of handoff probability less than 0.003.                                              
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Table 4: Number of guard channels with the blocking and handoff probabilities of 
customers type 1 and type 2, when total number of channels C=30.                                        
g Pb1 Ph1 Pb2 Ph2 
0 0.033371 0.079577 0 0.033371 
1 0.065179 0.065179 0.01825 0.01825 
2 0.089378 0.029691 0.029691 0.001563 
3 0.115493 0.004844 0.041137 0.000255 
4 0.143648 0.000804 0.052806 4.23E-05 
5 0.17496 0.000136 0.066128 7.15E-06 
6 0.209384 2.34E-05 0.081382 1.23E-06 
7 0.246631 4.14E-06 0.098645 2.18E-07 
8 0.286331 7.50E-07 0.117948 3.95E-08 
9 0.328078 1.40E-07 0.139306 7.38E-09 
10 0.37145 2.71E-08 0.162728 1.42E-09 
11 0.416026 5.42E-09 0.188225 2.85E-10 
12 0.461393 1.13E-09 0.215808 5.93E-11 
13 0.507152 2.45E-10 0.245499 1.29E-11 
14 0.552917 5.56E-11 0.277326 2.92E-12 
15 0.598321 1.33E-11 0.311326 6.98E-13 
16 0.643006 3.34E-12 0.347545 1.76E-13 
17 0.686626 8.89E-13 0.386036 4.68E-14 
18 0.728837 2.52E-13 0.426855 1.33E-14 
19 0.769299 7.63E-14 0.470053 4.01E-15 
20 0.807664 2.48E-14 0.515669 1.31E-15 
21 0.843578 8.72E-15 0.563711 4.59E-16 
22 0.876672 3.33E-15 0.614126 1.75E-16 
23 0.906561 1.40E-15 0.666757 7.34E-17 
24 0.932847 6.45E-16 0.721259 3.39E-17 
25 0.955123 3.32E-16 0.77696 1.75E-17 
26 0.973012 1.92E-16 0.832634 1.01E-17 
27 0.986241 1.25E-16 0.886153 6.59E-18 
28 0.994866 9.29E-17 0.934118 4.89E-18 
29 1 7.79E-17 0.972241 4.10E-18 
30 1 7.24E-17 1 3.81E-18 
 
From table 4 we notice that the optimal number of guard channel for type 1  is g = 5, which 
satisfy the condition above, when setting  V =  0.18 comparing this value with the blocking 
probability column, and taking the corresponding value in the handoff probability column, 
this minimizes the value of handoff probability less than 0.00014.                                           
                                        
From table 4 we notice that the optimal number of guard channel for type 2  is g = 5, which 
satisfy the condition above, when setting  V =  0.066 comparing this value with the 
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blocking probability column, and taking the corresponding value in the handoff probability 
column, this minimizes the value of handoff probability less than 7.15E-06.                           
 
Table 5: Number of guard channels with the blocking and handoff probabilities of 
customers type 1 and type 2, when total number of channels C=40.  
g Pb1 Ph1 Pb2 Ph2 
0 0.000546 0.001555 0 0.000546 
1 0.001303 0.001303 0.000294 0.000294 
2 0.002271 0.000607 0.000607 2.43E-05 
3 0.003731 9.42E-05 0.001056 3.77E-06 
4 0.005902 1.46E-05 0.001712 5.85E-07 
5 0.009089 2.27E-06 0.002694 9.09E-08 
6 0.013635 3.54E-07 0.004131 1.42E-08 
7 0.019933 5.53E-08 0.006175 2.21E-09 
8 0.028398 8.66E-09 0.009001 3.46E-10 
9 0.039447 1.36E-09 0.012798 5.45E-11 
10 0.053457 2.16E-10 0.017764 8.64E-12 
11 0.070738 3.45E-11 0.024089 1.38E-12 
12 0.091499 5.57E-12 0.031951 2.23E-13 
13 0.11583 9.10E-13 0.041502 3.64E-14 
14 0.143702 1.51E-13 0.052866 6.04E-15 
15 0.174969 2.55E-14 0.066138 1.02E-15 
16 0.209386 4.40E-15 0.081384 1.76E-16 
17 0.246632 7.77E-16 0.098645 3.11E-17 
18 0.286331 1.41E-16 0.117948 5.64E-18 
19 0.328078 2.63E-17 0.139306 1.05E-18 
20 0.37145 5.09E-18 0.162728 2.03E-19 
21 0.416026 1.02E-18 0.188225 4.07E-20 
22 0.461393 2.12E-19 0.215808 8.47E-21 
23 0.507152 4.60E-20 0.245499 1.84E-21 
24 0.552917 1.04E-20 0.277326 4.18E-22 
25 0.598321 2.49E-21 0.311326 9.97E-23 
26 0.643006 6.27E-22 0.347545 2.51E-23 
27 0.686626 1.67E-22 0.386036 6.68E-24 
28 0.728837 4.73E-23 0.426855 1.89E-24 
29 0.769299 1.43E-23 0.470053 5.73E-25 
30 0.807664 4.66E-24 0.515669 1.86E-25 
31 0.843578 1.64E-24 0.563711 6.55E-26 
32 0.876672 6.26E-25 0.614126 2.50E-26 
33 0.906561 2.62E-25 0.666757 1.05E-26 
34 0.932847 1.21E-25 0.721259 4.85E-27 
35 0.955123 6.23E-26 0.77696 2.49E-27 
36 0.973012 3.60E-26 0.832634 1.44E-27 
37 0.986241 2.35E-26 0.886153 9.42E-28 
38 0.994866 1.75E-26 0.934118 6.99E-28 
39 1 1.46E-26 0.972241 5.85E-28 
40 1 1.36E-26 1 5.44E-28 
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From table 5 we notice that the optimal number of guard channel for type 1  is g = 6, which 
satisfy the condition above, when setting V =  0.014 comparing this value with the blocking 
probability column, and taking the corresponding value in the handoff probability column, 
this minimizes the value of handoff probability less than 3.54E-07.                                         
 
From table 5 we notice that the optimal number of guard channel for type 2  is g = 9, which 
satisfy the condition above, when setting  V =  0.0128 comparing this value with the 
blocking probability column, and taking the corresponding value in the handoff probability 
column, this minimizes the value of handoff probability less than 5.45E-11.                           
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Figure (5-5): Number of guard channels with the blocking and handoff probabilities of 
customer of type 1 
 
From Figure (5-5) we notice that the optimal number of guard channel for type 1 is g = 60, 
which satisfy the condition above, when setting V = 0.00082 comparing this value with the 
blocking probability column, and taking the corresponding value in the handoff probability 
column, this minimizes the value of handoff probability less than 3.87E-78.                           
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Figure (5-6): Number of guard channels with the blocking and handoff probabilities of 
customer of type 2 
 
From Figure (5-6) we notice that the optimal number of guard channel for type 1 is g = 70, 
which satisfy the condition above, when setting V = 0.00022 comparing this value with the 
blocking probability column, and taking the corresponding value in the handoff probability 
column, this minimizes the value of handoff probability less than 6.35E-80. 
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6.1 Comments and Conclusions: 
       In this work, the problem of optimal number of guard channels was tackled. Optimal 
number of guard channels was taken to mean the number of guard channels to give a 
certain blocking probability of new calls while at the same time having an acceptable 
values for handoff call blocking probability i.e. decrease Pdi  as much as possible as long 
as Pbi  is kept below a certain threshold. The program that was developed can be used to 
find the optimal number of G for different values traffic and number of channels. 
 
6.2 Future work: 
       For future work, the thinning technique can be future modified so that there will be 
no need for calculating factorials (limiting factor of the total number channels). 
 
       Another area of research can be making the number of guard channels dynamic, i.e. 
they can change during the execution of the CAC algorithm.                      
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The Appendix A  
 of steady state equations of guard channelsDerivation  
 
State 0, 0  
(4.1)........P00(λ2+α2) + P00(λ1+α1) = P01(µ1+θ1) + P10(µ2+θ2)   
P00[(λ1+α1) + (λ2+α2)] = P01(µ1+θ1) + P10(µ2+θ2)  
 State 0, 1  
 P00(λ1+α1) + P11(µ2+θ2) + P02(µ1+θ1) = P01(µ1+θ1) + P01(λ1+α1) + P01(λ2+α2)   
P01[(µ1+θ1)  + (λ1+α1) + (λ2+α2)] =  P00(λ1+α1) + P11(µ2+θ2) + P02(µ1+θ1) ..(4.2) 
State 0, 2 
P02[α1 + α2 + (µ1+θ1)] = P03 θ1+ P12(θ2) + P01(µ1+θ1) ……………...(4.3)  
 State 0, 3  
 P02 α1 = P03 θ1 
 P03 = (α1 / θ1 )   P02……………(4.4) 
Eq. (4.4) into (4.3) 
P02[α1 + α2) + (µ1+θ1)]=α1 P02 + P12 ( θ2 ) + P01 (µ1+θ1) 
P02[ (α2) + (µ1+θ1)]= P12 ( θ2 ) + P01 (µ1+θ1)……(4.5) 
State 1, 0 
  P10 [(µ2 + θ2) + (λ1 + α1) + (λ2 + α2)]= P20(µ2 + θ2) + P11(µ1+θ1)+P00(λ2 + 
α2)…………………………………..(4.6) 
State 1, 1 
P11[α1 + (µ2 + θ2)+ (µ1+θ1)+ α2)]=P10(λ1 + α1) + P21( θ2)+P12 θ1 + P01(λ2 + 
α2)…………………………………..(4.7) 
State 1, 2 
P12[ θ1+ θ2] = P11 α1 + P02( α2)……………………………..(4.8)  
State 2, 0  
P20[(µ2 + θ2) + α2 ] = P30θ2 + P21θ1 + P10(λ2 + α2)…..(4.9) 
State 2,1 
P21[θ1 + θ2] =  P11( α2) + α1 P20…………………(4.10) 
State 3, 0 
θ2 P30 = P20 α2    
P = α2/θ2 P20…………………………………………..(11)  
P00[(λ2 + α2) + (λ1 + α1)] = P01(µ1 + θ1) + P10(µ2 + θ2) 
AP00 = BP01 + CP10…………………………………….(12) 
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Where A = [(λ2 + α2) + (λ1 + α1)] 
           B =  (µ1 + θ1) 
          C =  (µ2 + θ2) 
From equation (2) 
P01[(µ1 + θ1) + (λ1 + α1) + (λ2 + α2)] = P00(λ1 + α1) + P11(µ2 + θ2) + P02(µ1 + θ1)  
DP01 = EP00 + CP11 + BP02………………………………(13) 
 Where D = [(µ1 + θ1) + (λ1 + α1) + (λ2 + α2)]  
            E = (λ1 + α1)  
            B and C the same as above 
From (3) 
P02[α1 + (µ1 + θ1)] = P03 θ1 + P12θ2 + P01(λ1 + θ1)   
F P02 = G P03 + C P12 + E P01……………………………..(14) 
Where F = [α1 + α2 + (µ1 + θ1)]  
           G = θ1 
                
C and E as above 
From equation (4) 
P03 = α1/θ1 P02  
P03 = H P02       ………………………………………………(15)  
   Where H = α1/θ1 
From (6) 
P10[(µ2 + θ2) +( λ1 + α1) +(λ2 + α2)] = P20(µ2 + θ2) + P11(µ1 + θ1) + P00(λ2 + α2)  
J P10 = C P20 + B P11 + K P00……………………………….(16) 
    Where J = [(µ2 + θ2) +( λ1 + α1) +(λ2 + α2)]  
               K= (λ2 + α2)  
From (7) 
P11[(α 1+(µ2 + θ2) +(µ1 + θ1) + α2] = P10 α2 + P21θ1 + P12 θn +  P 01(λ2 + α2) 
L P11 = E P10 + C P21 + G P12 + K P01…………………………..(17) 
Where L = [(α 1+(µ2 + θ2) +(µ1 + θ1) + α2]  
           E,C,G and K are above 
From (8) 
P12[θ1 + θ2] = P11 α1 + P02 α2 
M P12 = N P11 + O P02 …………………………………………..(18) 
Where M = [θ1 + θ2]  
           N = α1 
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          O = α2 
From (9) 
P20[(µ2 + θ2) + α2] = P30 θ2 + P21 θ1 + P10(λ2 + α2) 
P P20 = Q P30 +G P21 + K P10……………………………………….(19) 
Where P = [(µ2 + θ2) + α2] 
           Q = θ2 
    
G and K as above 
From (10) 
P21[θ1 + θ2] = P11 α2 + α 1P20 
  R P21 = K P11 + N P20…………………………………………………(20) 
Where R = [θ1 + θ2]   
From (11) 
P30 = α2/θ2 P20 
P30 = S P20………………………………………………………….…..(21) 
Where S = α2/θ2  
Recall equation (14) here  
F P02 = G P03 + C P12 + E P01 ………………………………………….(22) 
 Substitute (15) into (22) then we gets 
FP02 = GHP02 + CP12 +EP01  ………………………………….………(23) 
Substitution (13) into (23) 
FP02 = GH P02 + CP12 + E/D(E P00 + CP11 + BP02) 
= GHP02 + CP12 +E2/DP00 + EC/DP11 +EB/DP02……………………..(24) 
Substitute (18) into (24) 
FP02 = GHP02 + C/M(NP11 + OP02) + E2/DP00 + EC/DP11 + EB/DP02 
= GHP02 + CN/MP11 + CD/MP02 + E2/DP00 + EC/DP11 + EB/DP02      
= GHP02 + P11(CN/M + EC/D) + CO/MP02 + E2/DP00 + EB/DP02……(25) 
P02(F-GH-CO/M-EB/D) = P11(CN/M + EC/D) + E2/DP00…………….(26) 
From (17) 
LP11 = EP10 + CP12 +GP + KP01 
= E(CP20 + BP11 + KP00) + CP21 + GP12 + KP01 
= ECP20 + EBP11 + EKP00 + CP21 +GP12 + KP01..…………………..(27)  
From(20) 
NP20 = RP21-KP11 
P20 = R/NP21-K/NP11………………………………………………….(28) 
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Substitute (28) into (27) 
LP11 =EC[R/NP21-K/NP11] + EBP11+EKP00 + CP21 + GP12 + KP01 
= ECR/NP21 –ECK/NP11 + EBP11 + EKP00 + CP21 + GP12 +KP01……..(29) 
Substitute (21) into (19) 
PP20 = QSP20 + GP21 + KP10 
P20(P-QS)=GP21+KP10 
P = (1/(P-QS))(GP21 + KP10)………………………………………….(30) 
P20 = aGP21 + aKP10…………………………………………………..(31) 
Where a =  (1/(P-QS)) 
Substitute (31) into (20) 
RP21 = KP11 + NaGP21 + NaKP10 
P21(R – NaG) = KP11 + NaKP10 
P21 = (1/(R-NaG))[KP11 + NaKP10] 
P21 = bKP11 + bNaKP10…………………………………………………(32) 
Where b = (1/(R-NaG))  
(29) Becomes 
LP11 = ECR/NP21 –ECK/NP11 + EP11 + EKP00 + CP21 + GP12 + KP01 
P11[L + ECK/N – E] = P21[ECR/N + C] + EKP00 + GP12 + KP01………..(33) 
Substitutes (32) into (33) 
dP11 = ebKP11 + ebNaKP10 + EKP00 + G[N/MP11 +O/MP02] + KP01   
Where d = [L + ECK/N – E]  
            e = [ECR/N + C]  
P11[d + ebK –GN/M] = ebNaKP10 +EKP00 + GO/MP02 + KP01 ………………….(34) 
From (12) 
P10 = (1/C)[AP00-BP01] 
      =A/CP-B/CP………………………(35) 
Substitutes (35) into (34) 
  gP11 = ebNaK[(A/C)P00-(B/C)P01] + EKP00 + (GO/M)P02 + KP01 
Where g = [d + ebK –GN/M]          
        =(ebNaKA/C)P00-(ebNaKB/C)P01 + EKP00 + (GO/M)P02 + KP01 
        = hP00-iP01 + EKP00 + (GO/M)P02 + KP01 
Where h =  (ebNaKA/C) 
            i = (ebNaKB/C)  
thus gP11 = h P00 + EKP00 + (GO/M)P02 + P01(K-i)………………(36)  
 63
substitutes (13) into (36) 
gP11= P00[h + EK] + (GO/M)P02 + (1/D)(EP00 + CP11 +BP02)(K-i) 
 P11(g-((K-i)C/D) = P00[m+((K-i)E/D)] + P02[GO/M+((K-i)B/D)]  
Where m = [h + EK]   
nP11 = qP00 + r P02 
where n=(g-((K-i)C/D)  
           q=[m+((K-i)E/D)]  
           r=[GO/M+((K-i)B/D)]  
Dividing by n  
P11 = (q/n)P00 + (r/n)P02    ………………………………………….(37) 
From (26) 
P02[F-GH-CO/M-EB/D] = P11[CN/M + EC/D] + E2/DP00 
tP02 = wP11 + E2/DP00………………………………………………(38) 
Substitute ((37) into (38), we get 
tP02=(wq/n)P00+(wr/n)P02+E2/DP00 
where t = [F-GH-CO/M-EB/D] 
           w = [CN/M + EC/D] 
P02(t-wr/n) = P00(wq/n-E2/d)  
P02 = (Z/X)P00………………………………………………………….(39) 
Where X = (t-wr/n)  
            Z = (wq/n-E2/d) 
Substitutes (39) into (15), we yields 
P03 = (HZ/X)P00…………………………………………………………..(40) 
From equation (36) 
P11 = (q/n)P00 + (r/n)P02 
Taking the equation obtained above of P11 , and substitutes it into (18) 
MP12 = NP11 + OP02 
          = N((q/n)P00 + (r/n)P02) +OP02 
          = (Nq/n)P00 + (Nr/n)P02 +OP02 
          = P02(Nr/n + O) + (Nq/n)P00 
          = uP02 + (Nq/n)P00 
                  
Where u = (Nr/n + O) 
Then P12 becomes, 
P12 = (u/M)P02 + (Nq/Mn)P00………………………………………(41) 
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Substitutes (39) into (41), yields  
P12 = (uZ/Mx)P00 + (Nq/Mn)P00 
P12 = (uZ/Mx + Nq/Mn)P00…………………………………………(42) 
Substitutes (37) into (13) 
DP01 = EP00 + C[(q/n)P00 + (r/n)P02] + BP02 
         = EP00 + (Cq/n)P00 + (Cr/n)P02 + BP02 
         = P00(E + Cq/n) + P02(B + Cr/n) 
Then 
 P01 = (E/D + Cq/nD)P00 + (B/D + Cr/nD)P02  
P01 = yP00 + vP02…………………………………………………………..(43)  
  Where y = (E/D + Cq/nD) 
              v = (B/D + Cr/nD) 
Substitutes (39) into (43) 
P01 =  yP00 + (VZ/X)P00 = (y + VZ/X)P00…………………………………(44) 
Substitutes (39) into (37) 
Thus, 
P11 = (q/n)P00 + (rZ/nX)P00  
P11 = (q/n + rZ/Xn)P00……………………………………..……………..(45) 
Substitutes (44) into (12) 
CP10 = AP00 – BP01 = AP00-B(y + VZ/X)P00 
P10 = 1/C[A-B(y + VZ/X)]P00………………………………………………(46) 
From (16) 
J P10 = C P20 + B P11 + K P00 
CP20 = JP10 –BP11-KP00……………………………………………………(47) 
Substitutes (45), (46) into (47) 
CP20 = J/C[A-B(y + VZ/X)]P00-B(q/n + rZ/Xn)P00-KP00 
P20 = J/C2[A-B(y + VZ/X)]P00-B/C(q/n + rZ/Xn)P00-K/CP00 
      = J' P00 – A' P00 – K/CP00 
Where J' =  J/C2[A-B(y + VZ/X)] 
           A' =  B/C(q/n + rZ/Xn) 
Thus, 
P20  = (J' – A' – K/C)P00…………………………………………………….(48) 
Substitutes (48) into (21) 
P30 = S(J' – A' – K/C)P00…………………………………………………….(49) 
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Substitutes (45) and (48) into (20) 
RP21 = K[(q/n + rZ/Xn)]P00 + N(J' – A' – K/C)P00 
Thus P21 becomes 
P21 = [K/R[(q/n + rZ/Xn)] + N/R(J' – A' – K/C)]P00………………………..(50) 
Summary of all equations are 
P02 = (Z/X)P00…………………………………………………………….….(39) 
P03 = (HZ/X)P00………………………………………………………….…..(40) 
P12 = (uZ/Mx + Nq/Mn)P00……………………………………………….…(42) 
P01 = (y + VZ/X)P00……………………………………………………….…(44) 
P11 = (q/n + rZ/Xn)P00……………………………………..…………….…..(45) 
P10 = 1/C[A-B(y + VZ/X)]P00………………………………………….……(46) 
P20  = (J' – A' – K/C)P00………………………………………………….…..(48) 
P30 = S(J' – A' – K/C)P00……………………………………………….…….(49) 
P21 = [K/R[(q/n + rZ/Xn)] + N/R(J' – A' – K/C)]P00………………………...(50) 
Putting all constants above in functions of λ, µ, α, and θ. In order to solve equations 
39, 40, 42, 44, 45, 46, 48, 49 and 50, we yields  
A = [(λn + αn) + (λw + αw)] 
B =  (µn + θn) 
C =  (µw + θw) 
D = [(µn + θn) + (λn + αn) + (λw + αw)]  
E = (λn + αn) 
F = [αn + (λw + αw) + (µn + θn)]  
G = θn  
H = αn/θn 
J = [(µw + θw) +( λn + αn) +(λw + αw)]  
K= (λw + αw)  
L = [(α n+(µw + θw) +(µn + θn) + (λw + αw)] 
M = [(µw + θw) + θn] 
 N = αn  
O =  (λw + αw) 
P = [(µw + θw) + αn + αw] 
Q = θw 
R = M = [(µw + θw) + θn]  
S = αw/θw  
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a =  (1/(P-QS)) 
b = (1/(R-NaG)) 
d = [L + ECK/N – E] 
e = [ECR/N + C]  
g = [d + ebK –GN/M] 
h =  (ebNaKA/C) 
 i = (ebNaKB/C)  
m = [h + EK] 
n = (g-((K-i)C/D)  
q = [m+((K-i)E/D)]  
r = [GO/M+((K-i)B/D)]  
t = [F-GH-CO/M-EB/D] 
w = [CN/M + EC/D] 
X = (t-wr/n)  
Z = (wq/n-E2/d) 
u = (Nr/n + O) 
y = (E/D + Cq/nD) 
v = (B/D + Cr/nD) 
J' =  J/C2[A-B(y + VZ/X)] 
A' =  B/C(q/n + rZ/Xn)  
Recall equation (40) 
P03 = (HZ/X)P00 
Substitutes all needed equation into the above 
H = αn/θn 
Z = (wq/n-E2/d) 
w = [CN/M + EC/D] 
C =  (µw + θw) 
N = αn 
M = [(µw + θw) + θn] 
E = (λn + αn) 
D = [(µn + θn) + (λn + αn) + (λw + αw)]  
Then w becomes 
w = [(µw + θw)αn]/ [(µw + θw) + θn]  +  
       (λn + αn)(µw + θw)/ [(µn + θn) + (λn + αn) + (λw + αw)] 
 67
)]()()][()[(
)())(()]()()[()( 2
wwnnnnnww
wwnwwnnwwnnnnnww
αλαλθµθθµ
θµθθµαλαλαλθµαθµ
+++++++
+++++++++++
=
q = m + (K-i)E/D 
m = h + EK 
h = ebNaKA/C 
e = ECR/N + C 
E
CD
ebNaKBKEKebNaKA
D
EiKEKh
DEiKmq
b
G
a
S
Q
P
QSPa
N
R
NaGR
b
nnwnnnnww
wnnn
n
wnww
nnww
n
wwnww
w
w
w
wnww
n
nww
n
nnwwnwwwwnn
)(
)(
/)(
])][()[(
])[(
)])[(
1(])[(
1
])[(
1
])[(
1
])(
1
])[(]))[()((
−++=
−
++=
−+=
−+++++
+++
=
+++
−++
=∴
=
−+++
=
=
=
+++=
−
=
=
++=
−
=
+++++++
=
θαααθµθθµ
ααθµ
θ
ααθµ
αθθµ
θ
αααθµ
θ
α
θ
ααθµ
α
θθµ
α
αθθµθθµθµαλ
 
××
−+++++
+++
×
+++++++
=
+−=
n
nnwnwwnww
wnww
n
nnwwwwnwwnnq
EK
CD
BEA
C
ebNaK
α
θαααθµθθµ
ααθµ
α
αθθµθµθθµαλ
])][()[(
])[(
])[()]())[((
2)(
2
 
 68
))((2
})()())[((
))((
)](){[()(
)(
])[(
1
wwnn
wwnnnnww
nnnn
wwnn
ww
ww
wwnww
αλαλ
αλαλθµθµ
αλθµ
αλαλ
θµ
αλ
αααθµ
+++
++++++
++
−
+++×
+
+
×
−+++
  
M
GN
ebKdg
D
CiKgn
−+=
−
−=
)(
 
 
   
 
        
 
 
 
 
    
 
 
 
 
 
 
 
 
 
 
 
 
   
  
  
  
 69
Appendix –B 
Program to compute the optimal number of guard channel 
#include<iostream.h> 
#include<fstream.h> 
#include<conio.h> 
#include<stdio.h> 
#include<stdlib.h> 
const int c=10; 
const int r=4; 
 
long double a[c+1][r+1]; 
long double fact(int n) 
{ 
   long double ft=1.0; 
   if(n==0) 
      return 1.0; 
   for(int i=n;i>=1;i--) 
      ft=ft*(long double)i; 
   return ft; 
}//factorial function 
void fill_a(int g) 
{ 
  float m[4]; 
 
  m[0]=c-g; 
  m[1]=(c-g)+1; 
  m[2]=c-1; 
  m[3]=c; 
 
  int i,j; 
   for( i=0;i<=c;i++) 
    for( j=1;j<=r;j++) 
     a[i][j]=0.0; 
   int k=0; 
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   for( j=1;j<=r;j++) 
   { 
    for( i=0;i<=m[k]-1;i++) 
       a[i][j]=1.0; 
    k++; 
   } 
}//fill_a 
long double lj[r+1]; 
void fill_arrival() 
{ 
  long double l; 
    lj[1]=1.0/20.0; 
    lj[2]=1.0/30.0; 
    lj[3]=0.1*lj[1]; 
    lj[4]=0.1*lj[2]; 
}//fill_arrival 
 
long double pj[r+1]; 
 
void fill_pj() 
{ 
  long double mm[r+1]; 
  mm[1]=1.0/200.0; 
  mm[2]=1.0/300.0; 
  mm[3]=1.0/400.0; 
  mm[4]=1.0/500.0; 
  for(int j=1;j<=r;j++) 
   { 
     pj[j]=lj[j]/mm[j]; 
   } 
}//fill_p 
long double p0; 
 
long double cal_p0() 
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{ 
  long double s; 
  long double sum; 
  long double product; 
  s=0.00; 
  for(int i=0;i<=c;i++) 
   { 
    product=1.0; 
 
    for(int k=0;k<=(i-1);k++) 
     { 
      sum=0.0; 
      for(int j=1;j<=r;j++) 
       sum+=a[k][j]*pj[j]; 
      product*=sum; 
     }//k for 
     if(i!=0) 
 { 
  product=product/fact(i); 
  s+=product; 
 }//end if 
    }//i for 
  return 1.0/s; 
} 
 
long double pi[c+1]; 
 
void cal_pi() 
{ 
  long double sum; 
  long double prodcut=1.0; 
 
  for(int i=0;i<=c;i++) 
   { 
 72
     prodcut=1.0; 
     for(int k=0;k<=(i-1);k++) 
      { 
  sum=0.0; 
  for(int j=1;j<=r;j++) 
    sum+=a[k][j]*pj[j]; 
  prodcut*=sum; 
      }//end for k 
      if(i!=0) 
 { 
  prodcut=prodcut/fact(i); 
  prodcut*=p0; 
  pi[i]=prodcut; 
 }//end if 
      else 
       pi[0]=p0; 
    }//end for i 
}//cal_pi 
 
double long pjb(int mm) 
{ 
 long double sum=0.0; 
      for(int i=0;i<=c;i++) 
       sum+=(1.0-a[i][mm])*pi[i]; 
 return sum; 
}//pjb 
 
void main() 
{ 
  clrscr(); 
 
  fill_arrival(); 
  fill_pj(); 
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  long double l1[c+1]; 
  long double l2[c+1]; 
  long double l3[c+1]; 
  long double l4[c+1]; 
  ofstream outfile("fdata.xls"); 
  outfile<<"g\tPb1\tPh1\tg\tPb2\tPh2\n"; 
 
  for(int g=0;g<=c;g++) 
  { 
  fill_a(g); 
  p0=cal_p0(); 
  cal_pi(); 
  cout<<"************** g =  "<<g<<endl; 
  cout<<"Prob. of first  level    ="<<pjb(1)<<endl; 
  l1[g]=pjb(1); 
  l2[g]=pjb(2); 
  cout<<"Prob. of second level    ="<<pjb(2)<<endl; 
  long double pjb3=pjb(3); 
  long double pjb4=pjb(4); 
  l3[g]=pjb3; 
  l4[g]=pjb4; 
  cout<<"Prob. of third  level    ="<<pjb3<<endl; 
  cout<<"Prob. of fourth level    ="<<pjb4<<endl; 
 
 
    outfile<<g 
    <<"\t" 
    <<l1[g] 
    <<"\t" 
    <<l3[g] 
    <<"\t" 
    <<g 
    <<"\t" 
    <<l2[g] 
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    <<"\t" 
    <<l4[g] 
    <<"\n"; 
 
  cout<<"\n\n"; 
 
  getch(); 
  } 
  outfile.close(); 
 
} 
 
 
