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Широкое развитие информационных технологий и искусственного 
интеллекта затронуло не только область технических и математических 
наук, но и подняло множество дискуссионных аспектов в гуманитарных 
науках. Спорным и сложным вопросом, широко обсуждаемым в рамках 
философии, психологии и педагогики, стал вопрос этической стороны 
развития искусственного интеллекта и его активного (иногда даже 
агрессивного) внедрения во все сферы жизнедеятельности человека. 
Следует отметить, что научный взгляд ушел далеко от идей о «бунте 
машин» и сосредоточился на аспектах проектирования и применения 
технических систем, оценки рисков и опасностей, возникающих в связи с 
использованием систем искусственного интеллекта.
В контексте оценки последствий широкого внедрения 
искусственного интеллекта актуальной остается проблема 
профессиональной этики. Применительно к психологической практике 
этическая дилемма искусственного интеллекта связана с пониманием 
интеллектуальной системы не только как когнитивной, но и как активной 
сущности, осуществляющей воздействие на окружающий мир. Важным 
акцентом в понимании ограничения использования искусственного 
интеллекта в психологии является исследование возможности 
искусственной системы реализовывать процессы планирования, 
целеполагания, выбора и осуществления того или иного поведения. 
Практикующий психолог осуществляет терапию согласно этическому 
кодексу, и кажется справедливым предъявлять такие же требования к
системе искусственного интеллекта. Этические императивы и нормы 
должны определять работу системы при совершении выбора того или иного 
действия, формирования системы оценок и целевых функций.
В.Э. Карпов, П.М. Готовцев и Г.В. Ройзензон в своей статье «К 
вопросу об этике и системах искусственного интеллекта» выделяют три 
основные проблемы исследования в области этики искусственного 
интеллекта. Первая касается конструктивной формализации этических 
норм в форме, пригодной для описания функционирования конкретных 
программно-аппаратных комплексов. Вторая проблема - это способность 
объективного контроля соответствия компонент искусственного 
интеллекта этическим нормам. Третья - это то, какое влияние окажут в 
дальнейшем эти стандарты и не будут ли они выполнять сугубо 
ограничительную роль, тормозящую развитие искусственного интеллекта 
[2].
Когда мы говорим о терапевтическом пространстве, мы 
подразумеваем, что психолог способен распознавать этическую дилемму 
вне зависимости от контекста обстоятельств ситуации. Примечательно, что 
решение дилеммы всегда осуществляется через личность психолога, через 
эмоциональное переживание неизбежности негативных последствий 
принимаемого решения, а также через осознание личной ответственности 
психолога за него. Этическая дилемма всегда больше, чем решение 
сложной профессиональной задачи в условиях обстоятельств ситуации. 
Существенным моментом, принципиально отличающим решение 
этических проблем терапевтом от решения задач искусственным 
интеллектом, является то, что выбор, психолога оценивается им как 
личностный и как определяющий его дальнейшее профессиональное 
развитие. Принятие решения сопровождается процессом самоопределения, 
рефлексии ценностей относительно обстоятельств данной конкретной 
ситуации.
Противоречие между необходимостью принятия специалистом 
этической дилеммы как личностного выбора с глубокой рефлексией своего 
эмоционального переживания в актуальной ситуации, с одной стороны, и 
рационально-прагматичными процессами системы искусственного 
интеллекта, с другой стороны, подчеркивала также А.Б. Армашова в своем 
диссертационном исследовании [1]. Она отмечает, что решение этической 
дилеммы требует ресурсного состояния от психолога, а рационально- 
прагматичное восприятие может являться следствием не только этической 
необразованности, но и аспектом профессионального кризиса или 
выгорания.
Таким образом, несмотря на доступную искусственному интеллекту 
информированность в принципах и алгоритмах действий в этически 
противоречивых ситуациях, пока остаются за гранью его возможностей 
развитие и поддержка этической зоркости практикующего психолога, 
способного распознать данную ситуацию в своей профессиональной 
деятельности.
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