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Rendiconti di Matematica 
(1-2) Vol. 26. 
Théorie des transformations 
des équations différentielles 
linéaires du deuxième ordre ( # ) 
par O T A K A R B O R U V K A (Brno) 
PREMIÈRE CONFÉRENCE. 
I . Je me permets de commencer ces conférences par indiquer 
et préciser l'objet de nos considérations. 11 s'agit, dans ce qui suit, 
d'une théorie des transformations des équations différentielles ordi-
naires linéaires et homogènes du deuxième ordre. Cette théorie 
étudie, on le sait, des effets provoqués par des procédés liés aux 
transformations des variables, sur les solutions des équations en 
question. D 'une manière plus précise, i l s'agit d'une théorie qual i -
tative dans le domaine réel et de caractère global . 
L 'o r ig ine de la théorie des transformations des équations dif-
férentielles linéaires du deuxième ordre remonte à l ' i l lustre géomètre 
allemand E . E . K U M M E R . Dans son Mémoire en latin « De gênerait 
quadam equatione differentiali tertii ordinis», inséré en 1834 dans un 
programme de cours à L iegn i t z et republié en 1887 dans le Journal 
de Crelle, K U M M E R s'occupe du problème suivant : 
Etant données deux équations différentielles du deuxième ordre 
(*) Le présent article constitue le texte des quatre conférences que j'ai 
eues l'honneur de donner sur l'invitation de l'Institut mathématique « Guido 
Castelnuovo» de l'Université de Rome, dans le Séminaire de l'Analyse mathé-
matique (Professeur G. Fichera). Les conférences en question avaient lieu le 
5, 7, 12 et 14 avril 1967. 
(a) 
(A) V" + P{2) Y' + e(*)Y=o, 
2 e 
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i l s'agit de trouver des fonctions w (x), z (x) de manière que, pour 
toute solution Y de l'équation (A) , par exemple, la fonction composée 
y (x) = w{x) Y [z {x)] 
soit une solution de l'équation (a.). E n d'autres termes, i l s'agit de 
transformer, les unes dans les autres, de la manière indiquée ci-
dessus, les solutions des équations (a), (A). 
A la base de ce problème de transformation, K U M M E R déve-
loppe une théorie gravi tant autour d'une certaine équation diffé-
rentielle non-linéaire d u troisième ordre, et indique d'intéressantes 
applications de ses résultats. 
E c r i v o n s , à titre historique l'équation de K U M M E R en question 
dans sa forme pr imit ive , sans insister, dans ce moment, sur les 
détails : 
(Aa) 2 - z z ? + x - 0 i 
Z et X sont des fonctions de la variable z resp. de x liées d'une 
certaine manière aux coefficients P, Q resp. p,q des équations ( A ) (a). 
L a théorie de K U M M E R a trouvé des extensions au cours du 
X I X e siècle dans le domaine des équations linéaires ordinaires 
d'ordres supérieurs. L e s successeurs de K U M M E R , surtout E . L A -
GUERRE, F . BRIOSCHI, G . H . H A L P H E N , A . R . F O R S Y T H , S. L I E et 
P . A P P E L L se sont occupé des transformations des équations linéaires 
ordinaires d'ordres supérieurs en relation avec le problème d'équi-
valence. C e problème consiste, rappelons-le, en étude des conditions 
nécessaires et suffisantes pour que deux équations différentielles 
linéaires d'ordre n (;> 2) puissent être transformées, dans le sens 
indiqué ci-dessus, l'une à l'autre. D a n s les t ravaux des auteurs 
dont nous venons de parler, on trouve par occasion des résultats 
particul iers sur les transformations des équations linéaires du deux-
ième ordre. R e m a r q u o n s , que précisément ces équations occupent 
dans la théorie des transformations une posi t ion privilégiée, car 
seulement dans ce cas n = 2 deux équations différentielles sont 
toujours mutuel lement équivalentes. 
L e s raisonnements o r i g i n a u x de K U M M E R n'ont pas été appro-
fondis de manière à former une théorie satisfaisante du point de 
vue moderne. Ces raisonnements reposent sur les seuls procédés 
de différentiation et sur certaines opérations algébriques, tandis que 
les questions plus profondes d'intégration, surtout les théorèmes 
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précis concernant l'existence et l'unicité des intégrales de l'équation 
du troisième ordre mentionnée plus haut, y sont entièrement négli-
gées . On peut naturellement concevoir, sans difficultés, la présence 
de lacunes et peut-être inexactitudes dans une théorie de l'époque 
de K U M M E R , époque, dans laquelle même la distinction nette entre 
des matières réelles et complexes n'était pas encore développée. 
2. Dans ces dernières dixsept années j'ai développé une théorie 
des transformations des équations ordinaires linéaires et homogènes 
du deuxième ordre dans le domaine réel, théorie, qui est — nous 
l'avons déjà dit — qualitative et de caractère global, et qui est 
basée dans une large mesure sur les notions nouvelles. Qu'il me 
soit permis d'indiquer tout d'abord la structure de la théorie en 
question, que voici ( [15 ] ) : 
Introduction 
T h é o r i e d e s p h a s e s 

















On voit bien que cette théorie des transformations consiste, 
au fond, en deux parties. L'une d'entre elles, théorie appelée d'après 
ses notions de base, à savoir les fonctions nommées dispersions, 
est la théorie des dispersions. Cette théorie s'applique aux équations 
linéaires du deuxième ordre aux intégrales oscillatoires et son déve-
loppement procède à partir de ses fondements jusqu'une intégra-
tion constructive de l'équation de K U M M E R correspondante. L'autre 
partie de la théorie en question consiste en la théorie générale des 
transformations. Cette théorie est applicable aux équations diffé-
rentielles linéaires du deuxième ordre quelconques et elle ne se 
préoccupe, par conséquent, pas du caractère oscillatoire des intégra-
les des équations considérées. Un segment de cette théorie est 
consacré à l'étude des transformations appelées complètes, notion qui 
est l iée au caractère global de nos considérations et dont nous 
parlerons en détail plus tard. 
4 O T A K A K B O K U V K A [190] 
L e s ra i sonnements que j ' a i e m p l o y é s p o u r déve lopper l a théorie 
des t rans format ions en ques t ion ont montré q u ' i l était a v a n t a g e u x 
d 'é larg i r et d ' appro fond i r cer ta ines no t ions b i e n connues p rovenan t 
de l a théorie c lass ique des équat ions différentielles l inéaires d u 
dex i ème ordre . C e c i concerne sur tout l a n o t i o n des phases d 'une 
équat ion différentielle l inéaire d u deux ième ordre , no t ion , q u i s'est 
montrée , d u po in t de vue méthodique , d 'une impor t ance p r i m o r d i a l e 
p o u r toute l a théorie des t ransformat ions considérées. C 'es t a lors de 
cette ra i son que l a théorie des phases cons t i tue une ouver tu re de 
l a théorie des t rans format ions en ques t ion . P o u r t e rminer ces g é n é -
ra l i tés je me pe rme t s encore d'ajouter que, dans l a théorie des 
d i spe r s ions nous aurons occas ion d ' a p p l i q u e r l a rgemen t des métho-
des a lgéb r iques et su r tou t l a théorie des g roupes don t les théorè-
mes condu i sen t à de p rofonds résul tâ tes au sujet des t ransforma-
t ions considérées . 
3. D a n s l a théorie que nous a l lons déve loppe r nous prenons 
à l ' o r d i n a i r e les équa t ions (a), ( A ) dans l a forme j acob ienne 
(q) f' = q{t)y, (Q) Y"=Q(T)Y, 
ce q u i ne res t re in t pas l a généra l i té et compor te q u a n d même cer t -
a ines s impl i f i ca t ions . N o u s supposons que les coefficients g, Q sont 
des fonc t ions con t inues dans des i n t e rva l l e s ouve r t s j = (a, 6), 
J = (A, B), les cas a, A = — 0 0 , â, B = 0 0 n 'é tant pas e x c l u s . P o u r 
s i m p l i f i e r l e l a n g a g e nous appelons les fonc t ions q, Q, pa r occas ion , 
porteurs des équat ions (q), (Q) correspondantes . 
L ' équa t ion de K U M M E R déterminée par les équat ions différen-
t ie l les en ques t ion , p r i ses dans u n ce r t a in ordre , pa r e x e m p l e (Q), (q), 
est l a s u i v a n t e ([3]) : 
(Qq) - \X, i) + Q {X) X'* = g (i), 
l e s y m b o l e [X, i] dés ignan t l a dé r ivée s c h w a r z i e n n e de l a fonc t ion 
X au p o i n t / : 
[Xt t) = X'"l{iX') - 3 ^ " 2 A 4 ^ '
2 ) . 
O n appe l l e l es équat ions (QQ) et (qq) l a première et l a seconde 
équation associée à l ' équat ion (Qq) ([14]). 
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4. D u point de vue de la théorie considérée i l paraît utile de 
dis t inguer les équations différentielles linéaires (q) d'après le nombre 
de zéros de leurs intégrales ([5]). 
L'équation (q) est dite du type (;;/), pour un nombre naturel 
m { ^ . 1 ) quelconque, si elle admet des intégrales s'annulant dans 
l ' intervalle j précisément m fois, mais si elle n'en admet pas qui 
s'annulent m -{- 1 fois. 
S i m= 1, l'équation (q) n'admet pas, dans l ' intervalle / , de 
nombres conjugués (*). 
S i m^>2, elle en admet. D a n s ce cas, i l y a dans l ' intervalle 
j deux suites privilégiées formée chacune de m — 1 nombres mu-
tuellement conjugués, suites, dont l'une, constamment croissante, 
ai <C a2 *C ••• <C am—1 s'appelle la suite fondamentale à gtiache, l'autre, 
constamment décroissante £_! > > ... > &—m+i s'appelle l a suite 
fondamentale à droite. L a nombre a± est le p lus g r a n d nombre dans 
j pour lequel i l n'y a pas de valeurs conjuguées à gauche, le nombre 
à son tour est le plus petit nombre dans j pour lequel i l n'y 
a pas de valeurs conjuguées à droite. O n a toujours les inégalités 
suivantes : 
a < £>—m+i ax < ô-„,+2 ^ a2 < £ _ » / + 3 ^ a3 < ... 
D a n s ces formules ou bien tous les signes = sont valables, de 
sorte que les deux suites fondamentales de nombres conjugués 
coïncident, et alors l'équation (q) s'appelle spéciale ; ou bien aucun 
s igne = n'est valable , de sorte que les deux suites en question 
sont différentes l'une de l'autre, et alors l'équation (q) s'appelle 
générale ou bien non-spéciale. 
A coté des équations de type fini, dont nous venons de parler, 
on dist ingue trois espèces d'équations de type infttit, suivant que la 
seule extrémité gauche ou la seule extrémité droite ou bien les 
deux extrémités de l ' interval le j sont des points d'accumulation 
des zéros des intégrales de l'équation correspondante. 
(*) E n cours de nos considérations nous aurons l'occasion de revenir à 
la notion de nombres conjugués. Ici nous appelons conjugués deux nombres 
a', b' E j («' =J= b') s'il existe des intégrales de l'équation (q) qui s'annulet simul 
tanément en a' et b'. 
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5. N o u s allons maintenant indiquer rapidement les notions et 
quelques propriétés des amplitudes et des phases de l'équation 
(q) ([5]. [12]). 
So i t u, v une base de l'équation (q), c'est à dire un couple 
ordonné d'intégrales linéairement indépendantes de l'équation (q), 
et désignons par w (= uv' — u'v) le wronskien correspondant. 
O n appelle la première resp. la deuxième amplitude de la base 
u, v la fonction, r resp. s, définie et constamment posit ive dans 
l ' interval le j : 
r = lu* + v*, s = in'* + t/*. 
O n appelle première resp. deuxième phase de la base u, v, toute 
fonction, a resp. qu i est continue dans l ' intervalle j et vérifie, 
dans cet intervalle, à l 'exception des zéros de la fonction v resp. 
v', la relation : 
t g a = u/v, tg fi = u'/v'. 
E n considérant les deuxièmes phases de la base u, v, on sup-
pose que les zéros de la fonction v' sont isolés. Cec i a l ieu si , par 
exemple, la fonction q est toujours différente de zéro. 
O n voit qu' i l y a précisément un système dénombrable de 
premières et de même de deuxièmes phases de la base u, v et que 
les fonctions de chaque système ne diffèrent l'une de l'autre que 
par des mult iples entiers de n. 
Soi t a resp. $ une première resp. deuxième phase de la base u,v. 
Ces fonctions jouissent, dans l ' intervalle j, des propriétés 
suivantes : 
a € Cs, a' 4= o pour / 67 ; € Ci, 
et satisfont, en particulier, aux relations 
«' = _ wj, 2, 0' = ( _ w) (— ç)/s*. 
O n se rend compte facilement que, les intégrales u, v et leurs 
dérivées, u', v't s 'expriment dans l'intervalle j, par les formules 
(1) u = e | w/a.' 1 2 sin a, v = e | w/af 1 2 cos a, 
M ' = e' {wqlpyt* sin 0, v' = e' {wç/pyl* cos /S (/S' 4= o), 
e, e' étant ± 1, suivant le choix des phases a, /S. 
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Ces formules expriment, évidemment, les intégrales u,v et leurs 
dérivées, u\ v't en coordonnées polaires. 
La fonction 
définie dans l'intervalle j , s'appelle fonction polaire de la base u, v. 
On démontre que cette fonction & satisfait à la relation 
Finalement, ajoutons la remarque importante que, par la pre-
mière phase a se trouve univoquement déterminé le porteur q de 
l'équation (q) d'après la formule 
En comparant cette formule avec l'équation de K U M M E R (Qq) on 
voit que la fonction a satisfait à l'équation de K U M M E R (— i,?). 
Nous avons parlé jusqu'ici des amplitudes, phases et fonctions 
polaires d'une base u, v de l'équation (q). Il convient d'introduire à 
côté de ces notions, les amplitudes, phases et foctions polaires de 
Véquation (q), de manière à ne pas spécialiser les bases correspon-
dantes. On appelle alors, par exemple, première phase de l'équation 
(q) une première phase d'une base quelconque de l'équation (q). 
Avec ce langage on peut dire que, toute première phase de l'équa-
tion (q) est une solution de l'équation de K U M M E R (— i.y). 
6. Cela étant, nous sommes en mesure d'indiquer un procédé 
qui paraît d'ouvrir la voie la plus directe et en même temps la plus 
simple à la théorie des transformations en question. C'est une espèce 
de route royale au coeur de la théorie considérée ([6], [7]). 
Soient / 0 £ j \ T0Zf des nombres arbitraires. 
D é s i g n o n s par r, R les espaces linéaires formés des intégrales 
des équations (q), (Q). 
Nous choisissons à volonté, dans chacun de ces espaces, une 
base u, v£r, U, VE R de manière que l'intégrale u de l'équation (q) 
resp. U de l'équation (Q) s'annule au point / 0 resp. T0 : 
*e) = 0 ( o - « M . 
0(/) = Arc cotg(i/2 a' (/))'. 
(2) -{a,/} - a ' 2 ( 0 = 7(0-
(3) u(t0) = o, U(T0) = o. 
Nous dés ignons par w, W les wronskiens correspondants, w=uv'— 
—u'v, W = UV — U' V. A u moyen de ces bases nous définissons 
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une correspondance linéaire entre les espaces r, R, en associant 
l'une à l'autre deux intégrales quelconques y£r, YER, formées 
avec les mêmes coordonnées constantes, y 4 , y 2 par rapport aux bases 
en q u e s t i o n : y = yA u -j- y2 v, Y=yxU-\-y2V. P a r la fonction 
y —y Y se trouve définie une appl icat ion p de l'espace r sur l'espace 
R ; le nombre x = w\W s'appelle la caractéristique de l 'application p. 
D e même, par la fonction Y—y y se trouve définie une applicat ion 
P de l'espace R sur r à la caractéristique T. = W\w. L e s applica-
tions p, P sont évidemment inverses l'une de l'autre et leurs caracté-
ristiques possèdent la même propriété: rrC= i . 
Considérons à présent le système dénombrable formé par les 
(premières) phases de la base u, v resp. U, V. O n se rend compte 
facilement, en vertu des formules (3), qu ' i l y a précisément une 
phase a resp. A de la base u, v resp. Ut V, telle que 
a (/0) = 0 , A{T0) = o. 
A u moyen de ces phases a, A nous expr imons les intégrales 
u, v et U, V en coordonnées polaires par des formules telles que 
(1) et nous obtenons pour deux intégrales correspondantes quelcon-
ques y, Y les formules suivantes 
(4) y (/) = 6 kt | w/a,' (0 I1'2 sin [a (/) + kt], 
Y(T) = Eki \ tV!À(T)\Wsm[A(T) + k2) (e, E = ± 1), 
les k i f k z étant des constantes arbitraires. 
C e l a étant, envisageons l'équation 
(5) a(t) = A(T). 
Cette équation est vérifiée, évidemment, par les valeurs / 0 6J, 7"06 Y, 
Pui sque chaque phase a, A va constamment en croissant ou en 
décroissant, i l existe précisément une fonction T—X{t), définie 
dans un vois inage ic j de tQ, q u i prend pour / = t0 la valeur TQ 
et satisfait identiquement, dans l ' intervalle i à l'équation (5) ; nous 
avons en vue le p lus large intervalle / jouissant de cette propriété. D e 
même, i l existe précisément une fonction t=x(T)t définie dans un 
vois inage I\ J de T0, qu i p r e n d pour T= T0 la valeur t0 et vérifie 
identiquement, dans / , l'équation (5) ; / désigne le p lus large inter-
valle ayant la dite propriété. L ' in terva l l e / représente, évidemment, 
[195] Théorie des transformations des équations etc. 9 
l'ensemble des valeurs de la fonct ion X dans l ' intervalle i, 1= X (/), 
et on a de même, i = x(I). O n voit que les fonctions X, x sont 
inverses l'une de l'autre, et s 'expriment par les formules 
X(/) = ^ - i [a (01, x{T) = a" 1 [A (T)]. 
Finalement , en comparant les dérivées schwarziennes des fonc-
tions figurant dans (5) et tenant compte des formules telles que (2), 
on trouve que les fonctions X, x satisfont aux équations de K U M M E R 
(Qq) -[X,i\ + Q{X)X'* = q{f)t (qQ) - ( * , T) +ç(x)x*= Q{T). 
A j o u t o n s , que ces équations (Qq), (qQ) peuvent être rempla-
cées par l'équation unique suivante 
i (xV) ) " + Ô W J f ' w = 7 f e ) " + ? w i ( r ) ' 
les valeurs /, T étant homologues , c'est à dire liées l'une à l'autre 
par les formules 7"= «V (/)£/, t = x(T)£i. 
Cela étant, revenons aux formules (4). N o u s voyons que les 
intégrales y, Y se transforment l'une dans l'autre, moyennant des 
fonctions x, X d'après les formules 
y{t) = e£(\r\.\A[X (/)]/«' (/) | )V» Y [X (/)]. 
Y{T) = Ee[\Z\-\a'[x{ T)]/Â ( T) | )V» y[x(T )]. 
qui , à leur tour, peuvent être mises, en vertu des relations A{X)X'= 
a', a' {x) x ( T) = A, sous la forme 
e\Z\lly{*) = E\x I1/4 Y [X (i)] | X' (/) I"1/2, 
^ | T | ' / 4 y ( r ) = e | î : p / v [ ^ ( r ) ] | ^ ( r ) . 
P o u r simplifier ces formules normons les intégrales y, Y en les 
4 4 
mul t ip l iant par les quantités e F | T | . ^ ^ p r ] , et conservons pour 
les intégrales normées les mêmes notations y, Y. L e s formules 
ci-dessus sont alors 
(6) y{i)=Y[X{t)]\X'{t)\-V\ Y(T)=y\x{T)}\x{T)\-", 
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et elles peuvent être remplacées par la relation symétrique suivante 
(7) \X'{t)\Vty{/) = \x{T)\" Y(T); 
les quantités /, T intervenant dans cette relation sont, naturellement 
les valeurs des fonctions x, X définies plus haut, l=x(T)£i, 
T = X(t)tl. 
Pour terminer ces considérations i l reste seulement à préciser 
la position des intervalles / dans les intervalles j, J \ i, I sont, 
rappellonsie, les intervalles de définition des fonctions X, x. Sans 
entrer dans les détails, nous nous contentons de remarquer que la 
position des intervalles / dans les intervalles j,J dépend des 
relations existant entre les quantités 
(8) ci = lim a ( 0 , c% = lim a (0 ; C± = lim A (T), C 2 = lim A(T). 
f — a+ t — b— T-+A+ T^-B— 
On démontre que les courbes définies par les fonctions X, x vont 
toujours de frontière à frontière du rectangle correspondant j X J 
ou bien / X j. S ' i l s'agit, par exemple, des fonctions X croissantes, 




Nous sommes arrivés au résultat suivant: 
Étant donnés des nombres arbitraires / 0 £ j, T0 £/il existe des 
fonctions mutuellement inverses, T= X{t),t= x (T), définies dans 
certains intervalles (les plus larges) (/0e )i c / , (T0Z )I c / et des 
correspondances linéaires entre les espaces r, R qui jouissent des 
propriétés suivantes : 
On a X(fQ)= T0, x{TQ) = t0 et deux intégrales correspondan-
tes quelconques des équations (q), (Q), convenablement normées, 
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ytr, YtR, se t ransforment l ' une dans l ' au t re , dans les i n t e rva l l e s 
i, I, s u i v a n t l a fo rmule (7). L e s fonct ions X, x sont définies par 
l a r e l a t ion a (/) = A {T), a, A étant des phases convenab les des équa-
t ions (q), (Q), et sat isfont a u x équat ions de K U M M E R (Qq), (qQ) ; 
l eurs i n t e r v a l l e s de définition z, I, s 'étendent toujours , dans u n 
cer ta in sens d u mot , a u x ex t rémi tés des i n t e r v a l l e s , / , Jet peuven t 
se confondre , dans des cas pa r t i cu l i e r s , avec ces de rn ie r s . 
7. N o u s nous t r ouvons main tenan t au coeur de l a théorie des 
t rans format ions considérées , en face de p lu s i eu r s problèmes sé r ieux 
q u i concernent su r tou t le rôle des équat ions de K U M M E R (Qq), (qQ) 
dans l a théorie en q u e s t i o n . O n a, a ce sujet, les résul ta ts s u i . 
van t s ([3]) : 
P o u r chaque s o l u t i o n X {t) de l 'équat ion (Qq), l a fonc t ion i n -
verse x(7*) représente une so lu t i on de l 'équation (qQ) ; inversement , 
p o u r chaque s o l u t i o n x {T) de l 'équation (qQ). l a fonc t ion inverse 
X {t) cons t i tue une s o l u t i o n de l 'équat ion (Qq). 
P o u r chaque in tégra le Y{T) de l 'équat ion (Q), et chaque 
s o l u t i o n X {/) de l 'équat ion (Qq), l a fonc t ion composée 
y{t)=Y[X{t)]\X'{t) 
représent une in tégra le de l 'équat ion (q) ; en même temps on a 
l a fo rmule inve r se : 
y(T)=y[x(T))\x(T) |-»2, 
x (T) étant l a fonc t ion i n v e r s e de X(l). O n a na tu re l l ement des 
résul tats ana logues p o u r chaque in tégra le y {t) de l 'équation (q). et 
chaque s o l u t i o n x(T) de l 'équat ion (qQ). 
L e théorème s u i v a n t sur l ' ex i s t ence et l 'unici té des so lu t ions 
de l 'équat ion (Qq) joue u n rôle impor t an t : 
S o i e n t / 0 € / , X0£ J, ^„(4=o), XQ des nombres a rb i t ra i res . I l 
ex i s t e préc isément une in tégra le X{() de l 'équation (Qq), définie 
dans u n in t e rva l l e o u v e r t i, q u i sat isfai t a u x c o n d i t i o n s in i t i a l e s 
de C a u c h y 
X{f0) = X0, *'(/ 0 ) = * J p X"(l0) = XS, 
et q u i est en même temps l a p l u s l a r g e en ce sens que, toute 
s o l u t i o n de l 'équation (Qq), vérif iant les mêmes cond i t i ons in i t i a l e s , 
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en fait partie. L'intégrale X(t) et sa fonction inverse x (T) s'ex-
priment par les formules 
X(0 = A-i (oc (0]f x(T) = a-» [A (T)] 
les a, étant les phases s'annulant en tQ,XQ, déterminées par 
des bases convenables des équations (q), (Q). L a courbe déterminée 
par la fonction X va de frontière à frontière du rectangle j X J. 
8. Nous allons indiquer, à titre d'exemple, une application de 
la formule de transformation (7) dans l'étude des mouvements recti-
l ignes dans les espaces physiques, mouvements, gouvernés par 
des équations différentielles linéaires du deuxième ordre ([15]). 
Considérons deux espaces physiques / resp. II, c'est-à-dire des 
espaces dans lesquels on peut effectuer des mesures du temps et 
des longuers. Imaginons que, dans l'espace / resp. II le temps soit 
mesuré pendant un intervalle i resp. / sur un chronomètre [I] resp. 
[II]. Nous supposons que les temps indiqués soient dans une cor-
respondance biunivoque déterminée par deux fonctions mutuel-
lement inverses, T = X (f) resp. t = x{T), et définies dans les in-
tervalles i resp. I. Cela veut dire que, dans chaque instant / £ / 
indiqué sur le chronomètre [/] on li t sur [II] le temps T=X(t) 
(£ I) et de même, dans chaque instant TEl indiqué par [II] le 
chronomètre [/] montre le temps t=x{T) (E t). Nous appelons X 
resp x fonction-temps pour l'espace II resp. / et nous supposons 
que ces fonctions X, x soient de la classe Cs et aient leurs déri-
vées X', x toujours différentes de zéro, par exemple positives. I l 
est alors légitime de parler de la vitesse X'{t) et de l'accélération 
X"(t) du temps dans l ' e s p a c e / / à l 'instant tti et de même de l a 
vitesse x(T) et de l'accélération x(T) du temps dans l ' e s p a c e / à 
l ' instant 7 ' 6 / . Deux instants (homologues) T=X(t)Ç.I et / = 
= x ( T) E i sont appelés simultanés. 
Cela étant, envisageons dans l'espace / resp. II une droite 
orientée, Dj resp. DII% et choisissons sur chaque droite un point 
fixe, 0/ resp. On, comme l 'origine d'un système de coordonnées. 
Considérons alors un point mobile, Pj resp. Pn, qui se dé-
place sur la droite Dr resp. Dn, et dont le mouvement est gouverné 
par une équation différentielle linéaire du deuxième ordre (q) resp. 
(Q). Cela veut dire ceci : L a coordonnée paramétrique y {t) resp. 
Y(T) du point Pt resp. Pu est une intégrale de l'équation (q) resp. 
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(Q). Nous supposons que les points Pj, Pn passent à certains in-
stants / 0(ey), 7^(6/) par les points respectifs O/, On\ cela s'ex-
prime, évidemment, par j / ( / Q ) = Y (T0) = o. 
D'après l a théorie précédente, i l existe des fonctions mutuel-
lement inverses, X{t), x(T), qui sont définies dans certains intervalles 
i c j, I c J et qui vérifient la formule 
ci\X'{t)\^y{t) = cn\x{T) p /4 Y(T), 
c/ et c// étant des constantes convenables que l 'on peut supposer 
positives. Rappelons que les fonctions X(/), x {T) sont des solutions 
des équations de K U M M E R (Qq), (qQ). 
Or , choisissons X resp. x pour fonction-temps pour l'espace 
II resp. / et prenons pour l'unité instantanée de longueur dans 
l'espace / resp. II la quantité cj\X' {1)^1* resp. cH x(T)\
lé. A l o r s 
la formule ci-dessus exprime que les mouvements considérés des 
points Pj, Pu sont les-mêmes. 
O n arrive ainsi à la conclusion que, deux mouvements recti-
l ignes dans les espaces physiques, gouvernés par des équations 
différentielles linéaires du deuxième ordre, sont toujours les-mêmes 
quand on s'arrange à mesurer convenablement le temps et les 
longueurs dans les espaces en question. 
9. Les raisonnements précédents constituent, en grandes lignes, 
cette partie de la théorie générale des transformations considérées 
qu i est indiquée, dans le schéma ci-dessus, sous le nom « Trans-
formations générales ». L 'autre partie est formée par la théo-
rie des transformations appelées complètes, théorie que je me 
propose maintenant de passer en revue rapidement ([5], [6], [7], [8], 
[9]. [15]). 
C'est précisément le théorème sur l 'existence et l'unicité des 
solutions de l'équation (Qq) indiqué plus haut qui fournit le point 
de départ pour la théorie des transformations complètes. E n effet, 
l ' intervalle de définition z, de la plus large solution X (/) de l'équa-
tion (Qq) dont i l est la question dans le théorème mentionné, ne 
coïncide en général pas avec l ' intervalle j et de même, les valeurs 
de cette solution ne recouvrent pas l ' intervalle / tout entier. Ceci 
entraîne que, l a transformation correspondante des intégrales y, Y 
des équations (q), (Q) suivant les formules (6), ne concerne toujours 
pas les intégrales y, Y toutes entières, mais seulement leurs pièces 
définies dans certains voisinages des valeurs / 0 ,X0. 
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On appelle complète une solution de l ' équat ion (Qq), X {t)t qui 
est définie dans l ' intervalle j et dont les valeurs recouvrent l ' i n -
tervalle J tout entier. O n appelle par le m ê m e nom les transfor-
mations des é q u a t i o n s (q), (Q), réa l i sées suivant les formules telles 
que (6) par les solutions complè t e s des équa t ions (Qq), (qQ) : X {t), 
x{T), Remarquons que les solutions complè t e s X de l ' équa t ion 
(Qq) sont ca rac té r i sées par la p rop r i é t é suivante : L e s courbes dé-
t e rminées par ces solutions vont à partir d'un sommet du rectangle 
j X / au sommet diagonalement opposé . 
A v e c cette terminologie on peut dire que, l a théor ie des trans-
formations complè t e s consiste en é tude des conditions nécessa i res 
et suffisantes imposées aux équa t ions , (q), (Q) pour qu ' i l existe de 
solutions complè t e s de l ' équat ion (Qq) et en é tude de la géné ra l i t é 
de ces solutions. 
L ' idée fondamentale qui fait l 'or igine de la théor ie cons idérée 
consiste en ceci, qu'une solution X{1) de l ' équa t ion (Qq), géné rée 
moyennant les phases a, A par la formule a, (i) = A [X(()], r é su l t e 
complè t e alors et alors seulement si les q u a n t i t é s l imites ct, c2\ 
C 4 , C2 définies par les formules telles que (8), vérifient les éga l i t é s 
c i = Cit c2 = C2 ou bien cx = C2, c2 = C±. Pour déve lopper la 
théor ie en question on a par conséquen t à é tud ie r l 'existence et 
la géné ra l i t é de phases a, A vérifiant ces éga l i t é s . 
Q u ' i l me soit permis de donner un court appe rçu des résu l t a t s 
de la théor ie des transformations complè tes . Pour ne pas compl i -
quer la situation par des cons idé ra t ions de plusieurs cas pouvant 
se p résen te r , je me borne au cas où les équa t ions (q), (Q) sont de 
types finis 2> 2 . 
V o i c i d'abord les r é su l t a t s fondamentaux concernant l 'exis-
tence et la géné ra l i t é des transformations complè t e s en question : 
Les conditions nécessa i res et suffisantes pour que les équa t i ons 
(q), (Q) de types finis, admettant des points conjugués , soient com-
p l è t e m e n t transformables l 'une dans l'autre consistent en ceci que 
les é q u a t i o n s en question soient du m ê m e type et toutes les deux 
non-spéc ia les ou toutes les deux spécia les . 
S i ces conditions sont vérifiées, i l existe toujours des solutions 
c o m p l è t e s constamment croissantes et en m ê m e temps d'autres cons-
tamment décro i ssan tes , X (/), de l ' équat ion (Qq), qui réa l i sen t l a trans-
formation et qui prennent, pour un nombre / 0 6 j choisi arbitrai-
rement, une valeur T0£ J donnée d'avance ; cette valeur TQ peut 
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être prise dans l ' intervalle / , dans une certaine mesure, arbitrai-
rement. 
O n obient toutes les solutions complètes constamment crois-
santes et de même toutes celles qu i sont constamment décroissantes, 
X (i), en choisissant à volonté une phase de l'équation (Q), A (T), 
s'annulant en T0, et en prenant les différentes phases a (/) de l'équa-
tion (q), s'annulant en f0 et vérifiant les conditions d'égalité entre 
les quantités cx, t2 et C 4 , C% mentionnées plus haut. L e s solutions 
en quest ion sont alors données par la formule X (/) = [ a (/)]. 
D a n s le cas des équations (q). (Q) non-spéciales i l existe, en 
somme, une famille de oo 1 solutions complètes de l'équation (Qq) 
constamment croissantes et autant de solutions complètes constam-
ment décroissantes. S i , par contre, les équations (q), (Q) sont spé-
ciales, i l existe, en somme, une famil le de oo 2 solutions complètes 
de l'équation (Qq) constamment croissantes et, de même, une fa-
mil le de la même puissance de solutions constamment décroissantes. 
O n peut même aller plus lo in et analyser la structure de l'en-
semble formé par toutes les solutions complètes de l'équation (Qq). 
A ce sujet je me contente ici de constater que toutes les courbes 
déterminées par des solutions complètes X (/) de l'équation (Qq) pas-
sent par certains points fixes dont les coordonnées figurent entre 
les membres des suites fondamentales de points conjugués des 
équations (q), (Q). A i n s i par exemple, dans le cas des équations 
(q), (Q) non-spéciales toutes les courbes X croissantes passent par 
les 2 {m — i) points fixes (aVt Av)t (<£_„, Z?_v) tandis que les courbes 
X décroissantes passent par les points (av, B_v), (£_„, Av) ; r = 
= i , . . . , m— i . L e s av, b_v et Avt B_v désignent, naturellement, 
les membres des suites fondamentales correspondantes de points 
conjugués. 
10. Je voudrais terminer la présente conférence par donner 
une appl icat ion de la théorie précédente, application, q u i consiste 
en détermination des formes canoniques des équations (q) d'un 
type fini (w), m"^>z, quelconque ([7]). 
Soit alors m ^ 2 un nombre naturel quelconque. 
O n voit aisément que, l'équation 
(Q) Y" = -v, 
prise dans l ' intervalle / = (o, m — 1/2 71) ou bien / ' = (o, nm) est 
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O r , soit (q) une équation non-spéciale d u type {m). D'après la 
théorie ci-dessus, les équations (q), (Q) peuvent être transformées 
complètement l 'une dans l'autre. I l existe, par conséquent, une 
fonction X[t) constamment croissante, qu i réalise une appl icat ion 
de l ' intervalle j sur l ' intervalle J et satisfait, par conséquent, aux 
condit ions 
(9 ) l i m X(t)=o, l i m X(l) = m— 1 / 2 7 1 , 
n—a + t-+b — 
en représentant, en même temps, une solution de l'équation (Qq) : 
( 1 0 ) q(t)=-{X, t)-X'*{t). 
Inversement, on démontre : S i l 'on prend dans l ' intervalle j 
une fonct ion arbitraire X{t) telle que i° sont valables les formu-
les (9 ) , 2 0 X' (l) > o, $°X(/)£CSt et qu'on forme la fonction q (t) 
d'après la formule (10) et à l'aide de la fonction X(/), alors l'équa-
tion (q) correspondante est précisément du type (m). 
O n arr ive ainsi au théorème suivant : 
Pour que Véquation (q) soit du type (m), m ^> 2, et non-spéciale, 
il faut et il suffit que la fonction q puisse être mise sous la forme (10) 
X £ C3 étant u?ie fonction qui vérifie les relations ( 9 ) et X' (t) > o. 
U n résultat analogue a l ieu s'il s'agit de l'équation (q) spéci-
ale : Dans ce cas la fonction X £ C a est assujettie à vérifier les relations : 
l i m A'(/) = o, l i m X(l) = mn, X' (/) > o. 
t--a+ t -+ b — 
D E U X I È M E C O N F É R E N C E . 
1. N o u s nous sommes occupés dans la première conférence, 
de la théorie générale des transformations des équations différen-
tielles linéaires du deuxième ordre, théorie qui s'applique aux équa-
tions en question quelconques et qu i , par conséquent, ne se préoc-
cupe pas du caractère osci l latoire des intégrales de ces équations. 
L a conférence d'aujourd'hui sera consacrée à la théorie des dispers-
ions et, p lus précisément, aux dispersions centrales. R a p p e l o n s 
que la théorie des dispersions concerne seulement les équations 
différentielles linéaires d u deuxième ordre dont les intégrales ont 
caractère oscil latoire. 
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2. N o u s allons commencer nos considérations par envisager 
un problème de la géométrie différentielle centro-afïine des courbes 
planes ([12]). 
E t a n t donné un faisceau des droites, F, appelons courbe (F) 
toute courbe plane qui est liée au faisceau F de la manière sui-
vante : 
Chaque droite du faisceau F coupe la courbe en au moins 
deux points et de telle façon que, les tangentes de la courbe, 
dans les différents points d'intersection, sont mutuellement paral-
lèles. 
P o u r la commodité de langage, une courbe {F) est dite at-
tachée au faisceau F. Sous pôle d'une courbe {F) nous entendons 
le centre du faisceau F. 
E n vue des méthodes appliquées dans la suite, nous ne con-
sidérons que les courbes {F) régulières, c'est-à-dire localement con-
vexes et sans points d'inflexion. N o u s supposons de plus que, toute 
courbe (F) peut être déterminée par des coordonnées paramétriques 
U, V, les fonctions U, V appartenant à la classe C2 dans un in-
tervalle ouvert , J. 
F i g u r e n t p a r m i les courbes (F) : les ellipses, dont dont chacune 
est attachée au faisceau des droites passant par son centre ; les 
spirales logar i thmiques qui possèdent la même propriété par rap-
port aux pôles correspondants. 
So i t C une courbe (F) définie par les coordonnées paramétri-
ques U, V dans l ' intervalle / . 
D ' a b o r d , i l est évident, en vertu de la définition même des 
courbes (F), que les fonctions Uy V sont linéairement indépendan-
tes. Ce la entraîne qu ' i l existe une équation différentielle linéaire 
du deuxième ordre 
(A) Y" + AY' + B Y = o, 
à coefficients A, B continus et pour laquelle les fonctions U, V 
forment un système d'intégrales. 
D e plus, on voit que les propriétés de définition des courbes 
{F), indiquées ci-dessus, sont invariantes du point de vue de la 
géométrie centro-afline, c'est-à-dire par rapport aux transformations 
centro-aflfines et aux changements du paramètre de la courbe. I l 
en résulte, en part icul ier , que l'équation différentielle (A) est une 
équation de définition de la courbe C, les courbes intégrales de 
cette équation déterminant la courbe C à des déplacements centro-
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affins près. Quant aux changements du paramètre, on en peut 
choisir pour réduire l'équation (A) à la forme jacobienne 
le coefficient q étant continu dans un intervalle ouvert j = (a,ô) 
(borné ou non). 
On voit, en définitive, que la courbe C, rapportée à un para-
mètre convenable, /, peut être définie, à des déplacements centro-
affins près, par une équation jacobienne (q). Nous appelons, natu-
rellement, l'équation (q) Véquation de définition de la courbe C. 
Convenons d'appeler fonction (F) toute fonction réelle, q, dé-
finie et continue dans un intervalle ouvert, j = (a, 6), et qui jouit 
de la propriété que l'équation différentielle correspondante (q) est 
une équation de définition d'une courbe (F). 
Cela étant, on peut énoncer le problème mentionné ci-dessus de 
la façon suivante : 
Caractériser les fonctions (F) par des notions empruntées de la thé-
orie des équations différentielles linéaires {ordinaires) du deuxième ordre. 
Déterminer toutes les fondions (F) par des expressions explicites et 
indiquer les équations finies des courbes [F). 
Remarquons que ce problème est de l'intérêt pour les géomè-
tres à cause de son caractère global. Une autre remarque à ce 
sujet consiste en ceci que, parmi les courbes (F) subsiste une classe 
de courbes bien connues appelées courbes de R A D O N . Celles-ci sont 
caractérisées par la propriété supplémentaire suivante : S i des deux 
droites ditd2 quelconques du faisceau F la droite d2 est parallèle 
aux tangentes de la courbe C aux points d'intersection avec la 
droite d±, alors les tangentes prises aux points d'intersection de 
la courbe C avec la droite d2 sont parallèles à d,. 
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C e l a étant, posons nous l a ques t ion su ivan te : 
Q u e l l e s sont les not ions figurant dans l a théorie des équat ions 
différentielles l inéaires d u d e u x i è m e ordre q u i permet ten t d ' e x p r i -
mer les données géomét r iques dans l a définition des courbes (F)} 
T o u t d ' abord , une courbe (F) étant une courbe régul iè re , l e 
coefficient q de l 'équation de définition cor respondante , (q), est tou-
jou r s différent de zéro : q (/) =j= o p o u r / E j. 
O r , en ana ly san t p l u s profondément le problème en ques t ion 
on t rouve que les no t ions répondant à notre ques t i on sont ce l les 
de nombres (points) con jugués de différentes espèces . 
V o i c i l a définition des nombres conjugués p o u r une équat ion 
(q) : 
E t a n t donnés d e u x nombres différents l ' u n de l 'aut re , /i, / 2 6 j, 
on d i t que 
i° les n o m b r e s / 4 , A g sont mu tue l l emen t con jugués de pre-
mière espèce , s ' i l y a une in tégra le y de l 'équation (q) s ' annulan t 
en / 4 et / 2 ; 
2 0 les nombres / 4 , t2 sont mu tue l l emen t con jugués de deux-
ième espèce, s ' i l y a une in tégra le y de l 'équat ion (q) dont l a dé-
rivée, y \ s ' annule en / i et / 2 ; 
3 0 le nombre / 2 est con jugué avec ti de t rois ième espèce , 
s ' i l y a une in tégra le y de l ' équat ion (q) qu i s ' annule en tx et dont 
l a dér ivée , y', s ' annule en / 2 ; 
4 0 le nombre / 2 est con jugué avec / t de quat r ième espèce , 
s ' i l y a une in tégra le y de l 'équat ion (q) q u i s ' annule en / 2 et dont 
l a dér ivée s 'annule en tx. 
Ces quat re espaces de nombres c o n j u g u é s sont représentées 
sur l a figure su ivan t e : 
F i g . 3 a) F i g . 3 b) 
L ' i m p o r t a n c e de l a n o t i o n de nombres con jugués p o u r le pro-
b lème q u i nous occupe se manifes te pa r le r a i sonnement su ivan t . 
S o i t C une courbe in t ég ra l e de l 'équat ion (q), courbe régu l iè re 
et donnée par les coordonnées paramétr iques u (/), v (t), rapportées 
à u n s y s t è m e de coordonnées ayan t p o u r o r i g i n e le p o i n t O. N o u s 
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dés ignons par P(t), t£j, l e po in t de l a courbe C de t e rmine pa r l a 
v a l e u r / d u parametre et de méme pa r T ( / ) l a t angente de l a courbe 
C au po in t P(l). 
O n démontre a lors l a p r o p o s i t i o n s u i v a n t e : 
D e u x po in t s Pi^), P(f%) de l a courbe C, de termines par de 
différentes va leu r s ti, / 2 d u parametre , sont s i tués su r l a m é m e 
dro i te passant p a r le po in t O a lors et a lo rs seulement , s i les va l eu r s 
sont mu tue l l emen t con juguées de i-ěre e spěce . 
D e u x tangents t ^ ) , T ( / 2 ) de l a courbe C, dé terminées p a r 
de différents va l eu r s fltf2 d u paramet re , sont para l lě les 1'une á 
1'autre a lo r s et a lors seulement , s i les va l eu r s / 4 , / 2 sont m u t u e l ­
l ement con juguées de 2-iěme espěce . 
L a t angente T ( / 2 ) de l a cou rbe C résul te para l lě le á l a d ro i t e 
OP{t^) a lors et a lors seulement , s i l a v a l e u r / 2 est conjuguée avec 
/ 4 de 3-iěme espéce , o u b i e n , c'est ce q u i r e v i e n t au méme, s i l a 
va leur / 4 est con juguée avec / 2 de 4-iěme espěce . 
O n en t i r e l a c o n c l u s i o n : 
P o u r que les t angents T , x (/2) de l a courbe C, tt =}= / 2 , en 
d e u x p o i n t s ď in te r sec t ion P^J, P{/2) de ^ a courbe C avec une 
dro i te passant pa r O, résul tent para l lě les 1'une á 1'autre, proprietě 
q u i caractér ise préc isément les courbes (F), i l faut et i l suffit que 
les va l eu r s ti, / 2 so ient m u t u e l l e m e n t con juguées de i-ěre et de 
2-iěme espěce en méme t emps . 
P o u r que l a courbe C so i t une courbe de R A D O N i l faut et 
i l suffit que , pou r d e u x va leu r s / , , / 2 6 j don t 1'une, pa r e x e m p l e 
/ 2 , est conjuguée avec 1'autre, ti, de 3-iěme resp . de 4-iěme espěce , 
cet te v a l e u r it soi t e l le auss i conjuguée avec / 2 de 3-iěme resp. de 
4-iěme espěce . 
A v e c ces résultats , cette pa r t i e de notre p robléme q u i concerne 
l a caractér isa t ion des fonc t ions {F) pa r de convenab les no t ions de 
l a théorie des equat ions différentielles l inéaires d u d e u x i ě m e o rd re 
est, au fond, résolu. L e res te cons i s t e en r a i sonnement s p l u s par -
t i cu l i e r s et nous y r ev i end rons p l u s t a rd . 
3. C e s t préc isément l a n o t i o n de p o i n t s con jugués de diffé­
rents espěces q u i fou rn i t l e p o i n t de depar t ď u n e théor ie assez 
étendue et q u i fait une pa r t i e impor tan te de l a théorie des transfor­
m a t i o n s don t nous nous occupons . II s ' ag i t de l a théorie des disper­
sions centrales. 
Je va i s ma in tenan t donner un bref apercu de cette théorie des 
d i s p e r s i o n s centra les ( [2]) . 
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D a n s ce but je considère une équation (q) dont je suppose 
qu'elle soit oscillatoire, c'est-à-dire que ses intégrales s'annulent 
infiniment de fois dans les deux directions vers les extrémités de 
l ' intervalle y. Je suppose de plus, ce qu i n'est pas, en général, es-
sentiel, que l ' intervalle j coïncide avec l ' intervalle j = {—00,00). 
L'équation y" ——y considérée dans l ' intervalle J=(—00, 00) 
en fournit un exemple. P o u r quelques circonstances qu i se présen-
teront au cours de nos considérations, i l est utile de supposer 
davantage, c'ést-à-dire que la fonction q soit toujours négative. 
Soi t / 6_/ un nombre arbitraire et soit u ou v une intégrale 
de l'équation (q) qui s'annule ou dont la dérivée s'annule en /. 
Soit n = 1, 2 et désignons par 
<p„(t) ou <p—n(t) le M-ième zéro de l'intégrale u qui suit ou qu i 
précède le zéro / ; 
xpn (/) ou xp_n{i) le tt-ième zéro de la fonction v' qui suit ou qu i 
précède le zéro / ; 
Xn if) ou %_n (t) le «-ième zéro de la fonction u' qui suit ou qu i 
précède le nombre 
œn (/) ou eo_„ (t) le w-ième zéro de l'intégrale v qu i suit ou qui 
précède le nombre /. 
So i t v = ± i , ± 2 , . . . , N o u s appelons la fonction <pv, xpv, Xv> 
œv la dispersion centrale de première, seconde, troisième, quatrième 
espèce d'indice v, et en particul ier, la fonction <pif y>it %lt coi la 
dispersion centrale fondamentale de l'espèce correspondante. Ces 
définitions ne dépendent manifestement pas d u cho ix particulier 
des intégrales u et v. L a dénomination «dispersion» est justifiée 
par ceci, que les fonctions correspondantes décrivent, en quelque 
sorte, la dispersion des zéros des intégrales de l'équation (q) et 
de leurs dérivées; l 'attribut «centrale» sera justifié, au moins 
dans le cas des dispersions de première espèce, par nos considéra-
tions ultérieures. 
O n voit bien les relations existant entre les nombres conju-
gués de différentes espèces considérés ci-dessus et les dispersions 
centrales en question : 
P o u r tout nombre / 6j, 
la valeur q>y (t) est le | v |-ième nombre conjugué de première 
espèce avec / , supérieur ou inférieur à / suivant que v > o ou 
v < o ; 
e 
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la valeur y>v (t) est le | v |-ième nombre conjugué de deuxième 
espèce avec /, supérieur ou inférieur à / suivant que v > o ou 
v < o; 
la valeur %v (t) est le | v |-ième nombre conjugué de troisième 
espèce avec /, supérieur ou inférieur à / suivant que v > o ou 
v < o ; 
la valeur a>r (/) est le | v |-ième nombre conjugué de quatrième 
espèce avec /, supérieur ou inférieur à / suivant que v > o ou 
v < o. 
L a situation est indiquée dans la figure suivante : 
A v e c la notion des dispersions centrales le problème de carac-
térisation des fonctions (F), ou bien, si l 'on veut, de détermination 
des courbes (F), par des notions empruntées de la théorie des 
équations différentielles linéaires du deuxième ordre s'exprime d'une 
manière élégante et très simple. Bornons-nous , pour ne pas com-
pl iquer l'énoncé correspondant, au cas des équations oscil latoires 
dans un intervalle j quelconque. O n démontre la proposit ion sui-
vante : 
Toutes les courbes (F), définies par les équations (q) oscillatoires 
et à coefficients q négatifs, sont caractérisées par l'égalité des dispersions 
centrales fondamentales de première et deuxième espèce : q>l (/) = y>{ (/) 
pour t£j. S'il s'agit des courbes de R A D O N , elles sont caractérisées par 
l'égalité des dispersions centrales fondamentales de troisième et quatrième 
espèce : Xi (0 = cOj (/) pour t 6 j . 
4. L e s dispersions centrales que nous avons définies sont ac-
cessibles à une analyse détaillée et jouissent de remarquables pro-
priétés analytiques. N o u s nous contenterons d'en indiquer quel-
ques-unes : 
F i g . 4 
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Les dispersions centrales de première espèce, auxquelles on 
ajoute la fonction tp0 (/) =̂  /, forment un groupe cyclique infini qui 
est engendré par la dispersion centrale fondamentale ç>t et dont 
l'élément-unité est l'identité <pQ (/) = /. L'opération algébrique cor-
respondante, c'est-à-dire la multiplication, est définie, naturellement, 
moyennant de composition de fonctions. Les dispersions centrales 
de première espèce d'indices pairs forment un sous-groupe dans 
le groupe cyclique en qnestion. On a des résultats analogues en 
ce qui concerne les dispersions centrales de deuxième espèce. 
Toutes les dispersions centrales possèdent partout des dérivées 
continues du premier ordre qui s'expriment par des formules sim-
ples et é légantes . On a, par exemple, pour toute dispersion cen-
trale de première espèce, <p, et pour toute dispersion centrale de 
troisième espèce, Xi les formules suivantes, dans lesquelles u dési-
gne n'importe quelle intégrale de l'équation (q) : 
u% \a> U\\ u'z (t) 
* W = J{t) P ° U r 11 ( 0 =*= °' V ' ( / ) = «'»[?(/)] P ° U r U ( ' ) = ° ; 
( l )
/ ( 0 = _ ' + m resP.xV) = - ' ^ 
Ç [%{*)] * 2(0 g[x{t)} ««[*</)] 
pour u (/) =[= o resp. pour u (t) = o. 
Ces formules entraînent que chaque dispersion centrale de 
première espèce appartient à la classe C3. Plus généralement, si 
la fonction q appartient à la classe Ck{k=o, i,...), toutes les dis-
persions centrales de première espèce appartiennent à la classe 
Ck+s et les dispersions centrales d'espèces plus élevées à la classe 
Les valeurs des dérivées des dispersions centrales peuvent 
s'exprimer à l'aide de valeurs de la fonction q. On a par exemple, 
pour les dispersions centrales fondamentales de première et de troi-
sième espèce, q> et %, les formules 
les quantités tx, f3 vérifiant les inégalités 
' < ' i < Z (')< >3 < ? (')• 
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N o u s allons maintenant établir les relations existant entre les 
dispersions centrales et la théorie des transformations des équa-
tions différentielles linéaires d u deuxième ordre, (q). 
D a n s ce but revenons aux formules (i) q u i expriment les dé-
rivées du premier ordre des dispersions centrales, et envisageons, 
par exemple, l a première de ces formules. N o n s écrivons cette der-
nière en termes de la dispersion centrale d'indice v ( = o , ± r , + 2 ,...), 
O n en tire la formule 
(2) ( - iYu(f) = n[<pv(t)] 
valable pour toute valeur / 6 ( — 0 0 , oo). N o u s voyons que chaque 
intégrale u de l'équation (q) se transforme, complètement, à l'aide 
de toute dispersion centrale de première espèce cpv (/% en elle-même, 
au sens de la formule (2). O n trouve ainsi une solution particulière 
d u problème de transformation de K U M M E R dans le cas spécial où 
i l s'agit de transformations de l'équation (q) en elle-même, solution 
donnée par les fonctions 
» ( ' ) = ( - 0 V : M M. X{t) = <pv{t). 
L a solution en question est particulière dans ce sens qu'elle trans-
forme toute intégrale u{t) de l'équation (q) dans la même intégrale 
«(0-
I l en résulte, que toute dispersion centrale de première espèce, 
<p*(t\ satisfait à l'équation de K U M M E R 
(qq) - [X% t\ + q {X) X'* = q (/). 
qui , à son tour, peut être mise sous la forme symétrique suivante : 
T (w )"+^w^w = T f e ) + ? w ^ < r ) -
D a n s cette formule / , T désignent des valeurs homologues, c'est-à-
dire, liées l'une à l'autre a i n s i : T=X(t), t — x{T), les fonctions 
X, x étant mutuel lement inverses. 
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R e m a r q u o n s que, conformément au théorème général sur l'exis-
tence et l'unicité des solutions de l'équation générale de K U M M E R 
(Qq), dont nous avons parlé dans la première conférence, i l existe 
précisément une solution X de l'équation (qq), définie dans l'inter-
valle j=(—oo, oo), qui est déterminée par les valeurs initiales 
données arbitrairement : / 0 . XQ = X (/0), XJ = X' (/0) (4= o), XJ' = 
= X"{f^. T o u t e solution X transforme chaque intégrale v (/) de 
l'équation (q) dans une intégrale v {t) de la même équation suivant 
la formule v {t) = u [X (/)] : | X' {t) | * 2 , et on obtient de cette façon 
toutes les transformations en question. O n démontre que toutes 
les solutions X de l'équation (qq), définies dans l ' intervalle 
y = ( — o o , oo), forment un groupe continu g dépendant de trois 
paramètres. L'opération algébrique (multiplication) dans ce groupe 
Ç est définie, naturellement, à l'aide de composi t ion de fonctions. 
N o u s venons de parler seulement des dispersions centrales de 
première espèce. O n a des résultats analogues au sujet des disper-
sions centrales des autres espèces. E n grandes l ignes on peut dire 
ceci ([15]): 
L e s dispersions centrales de deuxième espèce transforment la 
dérivée u' (/) de chaque intégrale u (/) de l'équation (q) dans la mê-
me dérivée «'( / ) . L e s dispersions centrales de troisième espèce 
transforment la dérivée u' (i) de chaque intégrale u (/) de l'équation 
(q) dans cette intégrale u (/), tandis que les dispersions centrales 
de quatrième espèce transforment u (/) dans sa dérivée u' (/). R e -
marquons que les dispersions centrales de chaque espèce satisfont 
à une certaine équation de K U M M E R et que, dans le cas des disper-
sions centrales de deuxième espèce apparaît encore un groupe con-
tinu à trois paramètres formé par les solutions de l'équation de 
K U M M E R correspondante. Je n'insisterai pas sur ce sujet afin de 
pouvo ir dire encore quelques mots sur la structure algébrique du 
groupe Ç, c'est-à-dire, répétons-le, du groupe cont inu à trois para-
mètres, qu i est formé par les solutions X de l'équation (qq), définies 
dans l ' intervalle / = (— 00, 00) ([2]). 
O n démontre que toutes les solutions X de l'équation (qq) con-
stamment croissantes forment un sous-groupe invariant 9C dans le 
groupe Ç, sous-groupe d'indice 2, tandis que toutes les solutions 
constamment décroissantes forment l'autre classe du groupe-quo-
tient g / % 
Désignons par Q le groupe formé par toutes les dispersions 
centrales de première espèce et par c$ son sous-groupe formé de 
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toutes les dispersions centrales de première espèce d'indices pairs 
O n a alors les relations 
g 3 se 3 e 3 c5. 
Soient XtÇ un élément quelconque et u, v deux intégrales 
arbitraires linéairement indépendantes de l'équation (q). O n a alors 
les formules 
u(X)\X'\-i* = cilu + ci2v, v{X)\X'\-
 2 = c2iu + c22v, 
où les coefficients ciif ci2, c2l, c22 sont bien déterminés. L e déter-
minant de la matrice C de ces coefficients est égale à sgn X'. E n 
faisant correspondre à tout élément XEÇ la matrice respective C, 
on obtient une représentation homomorphe d du groupe Ç sur le 
groupe J2 formé des matrices carrées unimodulaires du deuxième 
ordre. E n se servant de cette représentation d on démontre que 
le groupe c5 est un sousgroupe invariant dans Ç et le groupe-quo-
tient Ç/<3 est isomorphe au groupe J2. O n démontre même que le 
groupe 6 est le centre du groupe 9C; ceci justifie l a dénomination 
des dispersions centrales. 
5. A p r è s cette excurs ion dans le domaine de l'algèbre qu i 
donne, évidemment, de grandes espérances pour appl icat ion des 
méthodes algébriques, nous allons revenir à la partie analyt ique 
de la théorie des transformations qu i nous occupe. 
L e s notions fondamentales de cette théorie dont nous avons 
parlées jusqu' ic i , à savoir les phases, fonctions polaires, disper-
sions centrales et leurs dérivées, se montrent d'être liées les unes 
aux autres par de nombreuses relations qui donnent naissance à 
un puissant apparei l analyt ique permettant d'envisager de diffé-
rents problèmes au sujet des équations différentielles linéaires d u 
deuxième ordre, problèmes qu i peut-être étaient souvent inattaqua-
bles jusque-là. L ' importance des dispersions centrales pour l a théo-
rie en question consiste, au fond, en ceci, que ces fonctions relient 
d'une certaine manière les valeurs des intégrales des équations 
considérées et celles de leurs dérivées en points mutuellement 
conjugués et par suite éloignés, en ouvrant ainsi la voie de traiter 
des problèmes de caractère g lobal . 
N o u s allons maintenant donner un bref aperçu de quelques 
problèmes résolus par application des méthodes en question (]i 1]). 
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i . Prolongement des solutions des équations (q). Considérons 
une équation (q) qui est oscillatoire dans l ' intervalle / = (— oo, oo). 
Soi t y une intégrale quelconque de l'équation (q) et x 6 / un nombre 
arbitraire, différent de chaque zéro de y. 
O n sait que la fonction 
représente, pour des valeurs t assez proches du nombre xt une 
solution de l'équation (q). Cela s'applique au voisinage du nombre 
x qui s'étend à gauche jusqu'au premier zéro de l 'intégrale y et 
une situation analogue subsiste à droite de x. I l s'agit alors de 
prolonger la fonction yQ dans tout l ' intervalle j et à l 'aide des 
valeurs de l'intégrale y de manière que la nouvelle fonction, y% 
satisfasse dans cet intervalle J, à l'équation (q). 
Désignons par ... < £_ 2 < £-i < c0 < ct < c% < ... les différents 
zéros de l 'intégrale y, les notations étant choisies de façon que 
l 'on ait ^ 0 < ^ < C ^ i « Soi t pour v = o, ± i , + 2 , . . . , xv = <pv {x)y 
j'y = {cv , cv+1), de sorte qu'on a xy £/„ {xQ = x). 
O n démontre alors le 




lorsque / = 
lorsque / E jv 
y » 
représente dans Vintervalle j une intégrale de Véquation (q), intégrale 
qui est, évidemment, le prolongement de la solution yQ (t). 
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P o u r faire la démonstration de ce théorème, on constate d'abord 
la continuité de la fonction y dans tout l ' intervalle j . P u i s , on 
envisage l'intégrale de l'équation (q), K, déterminée par les valeurs 
initiales égales à celles de la solution yQ: Y(xQ)=y0{xQ) = o\ Y'(x0) = 
yQ (x0) = i : y(x0). E n se servant de la formule (2) on démontre que 
les valeurs des fonctions Y resp. Y' et celles de y resp. y' dans 
chaque point xy sont les mêmes. I l en résulte l'égalité des fonctions 
Y, y dans chaque intervalle jy et, en vertu de leur continuité, dans 
l ' interval le j tout entier. 
2. L'égalité des dispersions fondamentales <p, xp et %, œ. N o u s 
revenons à notre problème or ig ina l au sujet des courbes (F). N o u s 
nous bornons aux équations (q) oscillatoires et à coefficients q néga-
tifs, définies dans un interval le j quelconque. 
N o u s avons dit que les équations de définition (q) des courbes 
(F) sont caractérisées pas l'égalité des dispersions centrales fonda-
mentales de première et de deuxième espèce, <pt (t) = \px (1) pour 
/ E / , et, dans le cas des courbes de R A D O N , par l'égalité des dis-
persions centrales fondamentales de troisième et quatrième espèce : 
%i{t) = (/) pour / E / . D a n s la suite nous écrivons, pour s impl i -
fier, <p, y>, x, a) au lieu de q>x, \pi » %i, co 4. 
O r , partons de la formule suivante, valable pour toute équa-
tion (q) oscillatoire à coefficient q négatif ([12]): 
a+ejr a 
(3) <P M = t + ^7 J(exp 2 Jcotg H{Q) d^j do . 
D a n s cette formule H(<x) est une fonction polaire de l'équation (q), 
fonction rapportée à la première phase correspondante a : H{cf) = 
#(/) = /?(/) — a [t), et définie, en vertu du caractère oscillatoire de 
l'équation (q), dans l ' intervalle (—00, 00) ; a 0 ,aà(={=o) sont des 
nombres arbitraires , £ = sgnao* 
O n déduit de la formule (3) par differentiation 




(4) y^j= 2«ô [cotg- ̂ ( a + CTT) — cotg/ f (a)] .exp^— 2 J c o t g / / ( e ) f l ^ . 
ao 
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D ' a u t r e par t on démontre que l a c o n d i t i o n nécessaire et suffi-
sante p o u r l ' éga l i t é des d i spe r s ions cent ra les fondamentales <p et y> 
de l 'équat ion (q) consis te en cec i que l a fonc t ion po la i r e H so i t pério-
d ique de pér iode n. 
O n en conclût , en tenant compte de l a fo rmule (4) q u e : l 'équa-
t ion (q) admet les d i spers ions centra les fondamentales 9? et xp é g a l e s 
l ' une à l ' au t re a lors et a lors seulement , s i l a fonc t ion q>" s ' annule 
iden t iquemen t . O n a par conséquent le résul tat s u i v a n t ([17]. [12]): 
Les équations de définition des courbes (F), (q), sont caractérisées 
par linéarité de leurs dispersions centrales fondamentales op\ ç? (/) = et -f-
-|- k (ct k = Const., c > o). 
L e t emps p r é v u p o u r m a conférence ne me pe rme t p l u s 
d ' ins i s t e r su r d 'aut re résul ta ts p a r t i c u l i e r s concernant les courbes 
(F). C 'es t p o u r q u o i je me borne seulement à i n d i q u e r une e x p r e s s i o n 
e x p l i c i t e p o u r les coefficients q des équat ions de définition (q) cor re -
spondantes et ensui te l 'équat ion finie des courbes (F). 
O n t r o u v e cette e x p r e s s i o n e x p l i c i t e pour les fonc t ions (F) : 
a 
- ' M - ' s i ^ ( ï e x p ( - 4 / c o t g / / < f f ) , ' e ) ' 
0 
e x p r e s s i o n v a l a b l e p o u r d ' a rb i t r a i r e s v a l e u r s h o m o l o g u e s / € j , 
a É (— 00 , 00), 
/ / " d é s i g n e une funct ion définie dans l ' i n t e r v a l l e (— 0 0 , 0 0 ) et sa t isfa i -
sant a u x c o n d i t i o n s s u i v a n t e s : i° H^.Ci, 2 0 o < / / < n , 3
0 H{a.-\-7i)-= 
= & ( * ) . 4 0 / / ' > — 1. 
R e m a r q u o n s , que le coefficient c dans l a fo rmule 97 (/) = cl - j - k 
s ' e x p r i m e a lors p a r l a f o rmu le 
c = e x p 2 
0 
Jcotg H {Q) dg. 
Q u a n t à l 'équat ion finie des courbes {F), e l le est donnée en 
coordonnées po la i r e s pa r l a f o rmu le su ivan te : 
r = Ca'F(a), 
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C > o étant une constante et . F u n e fonction définie dans l ' intervalle 
(— oo, oo) et jouissant des propriétés suivantes : 
R e m a r q u o n s qu'on peut faire de même une analyse détaillée 
au sujet des courbes de R A D O N ( [ 1 6 ] , [ 1 5 ] ) . D a n s ce cas on a tou-
jours C = 1 de sorte que, toutes les courbes de R A D O N sont fermées. 
3. Equat ions (q) qui ont la même dispersion centrale fonda-
mentale q>. Q u ' i l me soit permis de dire encore quelques mots sur 
u n complexe de questions gravitant autour des équations (q) qu i 
ont la même dispersion centrale fondamentale de première espèce, cp. 
N o u s considérons dans la suite encore les équations (q) oscil latoires 
dans l ' interval le j — (— 00, 00). 
E t a n t donnée une équation (q) i l existe toujours infiniment 
beaucoup d'équations (q) dont les intégrales ont les mêmes zéros 
que les intégrales de (q). Ce la veut dire ceci : S i deux intégrales 
quelconques, y resp. y de (q) resp. (q) ont u n zéro en c o m m u n , alors 
elles s'annulent toujours simultanément. O n peut dire, en termes de 
la théorie des dispersions, qu' i l y a infiniment beaucoup d'équations 
(q) dont la dispersion centrale fondamentale <p coïncide avec celle 
de l'équation (q). N o u s verrons plus tard, que la puissance de 
l'ensemble formé de ces équations (q) ne dépend point du cho ix 
part icul ier de l'équation (q) et résulte toujours égale à la puissance 
du cont inu, & Il s'agit alors d'étudier les propriétés et surtout 
les relations mutuelles des intégrales des équations (q) qu i ont la 
même dispersion centrale fondamentale <p et de déterminer toutes 
ces équations. 
Dés ignons par {Q<p) l'ensemble formé par toutes les équations 
(q) qu i ont la même dispersion centrale fondamentale <p. So i t c un 
nombre quelconque. 
L e point de départ de l'étude en question fournissent les deux 
formules suivantes ( [ 1 1 ] ) : 
2 0 F£ G 2 ' 3° F(* + „) = F(a), 
do = 
c — x (p (x) — c 
X 
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d a = i + ç>' (c) i v*[c) 
y (a) (a-cf {o-<p{c)Y\ <p{c)-c 2 <p'(c)' 
x é tant u n n o m b r e a rb i t r a i r e t e l que x < c < cp (x). Ces fo rmules 
subs is ten t p o u r chaque fonc t ion y q u i s 'annule au po in t c et q u i 
est une in tégra le d 'une équat ion (q) que lconque contenue dans 
l ' ensemble {Q<p) O n vo i t , pa r conséquent , que les in tégra les définies 
figurant dans les p r emie r s membres des fo rmules (5) restent i n v a -
r ian tes par r appor t a u x in tégra les des équa t ions de l ' ensemble {Q<p), 
in tégra les , q u i s ' annulen t au po in t c. 
O r , j ' o m e t s les considérat ions commençant par les formules 
(5) p o u r p o u v o i r d i re que lques mots au sujet des résul ta ts corres-
pondants . 
1. O n a d ' abord le résul ta t s u i v a n t : L e s coefi iciets q, q de d e u x 
équat ions que lconques (q), {q)Z(Q<p) prennent dans chaque i n t e r v a l l e 
[/, q>{t)) au m o i n s quat re fois l a même va l eu r . E n d'autres 
t e rmes : I l y a dans chaque i n t e r v a l l e [/, <p (/)) au m o i n s quat re p o i n t s 
A , t e l s que q (xt) = q (x,) ; i— r , 2 , 3 , 4 . R e m a r q u o n s que ce théorème 
ne peut pas être amél ioré car on connaî t des e x e m p l e s dans 
lesquels l a borne inférieure en ques t ion , 4, est a t teinte . 
2 . T o u t e s les équat ions (q) avec l a même d i spe r s ion centra le 
fondamenta le 9? sont données p a r l a fo rmule ( [11]) 
? = ? + - r + 2 - r - - — • 
P P y 
y étant une in tégra le de l 'équat ion (q) s ' annulan t au p o i n t c, et p 
une fonc t ion a rb i t r a i r e définie dans l ' i n t e r v a l l e j et j ou i s san t des 
propr ié tés su ivan te s : 
i°p±o pou r ttj, 2 0 p[<p(*)]=p{t) p o u r ttj, $0ptC2, 
4° P' (0 = o, 
do 
5° WPHO) p*i M. 
= o. 
3. S i l ' o n a p p l i q u e ce résul ta t à l ' équat ion y" = —y dont l a 
d i s p e r s i o n cent ra le fondamenta le est, év idemment , <p (f) = t -\- n, et 
q u ' o n c h o i s i t y(i) = s in (/ — c) et pose p (/) =/ (c) • e x p / ( / ) , on obt ien t 
le résul ta t s u i v a n t : 
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Toutes les équations (q) dont les intégrales ont leurs zéros 
consécutifs placés en distances égales, n, sont données par la formule 
q (/) = - I + / " (/) (/) + 2 / ' (0• COtg (t-c), 
f étant une fonction arbitraire définie dans l'intervalle / = (—oo, oo) 
et jouissant des propriétés suivants : 
/(' + ») =/(') Pour t £J, fi C2 , f{c) = / ' (c) = o, 
exp (— if (q)) — i 
sin 2 (o — c) 
do = o. 
Cela est une formule de M . F . N E U M A N ([I8]). On trouve, par exem-
ple, pour / ( O = — log les coeffi-i sin 2 (/ — c)• sin- (/ — c) 
- , 3 , -1 
cients q (i \ c) d'un système d'équations différentielles à un paramè-
tre, c, équations dont les intégrales ont leurs zéros consécutifs placés 
en distances égales, n\ 
? ( ' l < ) = - i + 
sin 4 (t — c)-\ sin 4 (/ —c) 
i sin 2(1 — c) sin 2 (/ — c) 
3 
6. Je voudrais terminer ma conférence par la remarque qu'on 
a utilisé la théorie des dispersions centrales pour la solution de 
quelques problèmes aux limites, pour l'élargissement de la théorie 
de F L O Q U E T dans le cas de la fonction q non-périodique et pour 
plusieurs problèmes de différente nature au sujet des équations 
différentielles linéaires d'ordres plus élevés. 
TROISIÈME CONFÉRENCE. 
I . Les deux conférences précédentes sur la théorie des trans-
formations des équations différentielles linéaires ordinaires du deux-
ième ordre ont été consacrées à la théorie des transformations géné-
rales et celle des dispersions centrales. La théorie des transforma-
tions générales s'applique, rappelons-le, aux équations en question 
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que lconques , t and i s que l 'autre , l a théorie des d i spe r s ions centra les , 
concerne les équat ions osc i l l a to i r e s . L a conférence d ' au jourd 'hu i 
sera composée de d e u x par t ies , l iées d u reste l 'une à l ' au t re . D a n s 
l a première pa r t i e je va i s donner u n apperçu d ' u n e théorie que 
j ' a p p e l l e , d 'après sa no t ion fondamenta le , théorie des d i spe rs ions 
généra les . Ce t te théorie représente, au fond , u n procédé cons t ruc t i f 
d ' intégrat ion de l 'équation de K U M M E R (Qq), dans le cas osc i l l a to i r e . 
L a seconde par t i e de l a présente conférence sera conçue de manière 
à s e r v i r d ' i n t r o d u c t i o n dans les méthodes a lgébr iques dans l a théo-
r ie des t rans format ions considérées . Ces méthodes, que nous déve-
loppe rons en p le ine mesure dans l a conférence p rocha ine , sont 
basées su r les résul ta ts empruntés de l a théorie des g roupes 
abs t ra i t s et e l les fournissent , dans les recherches e n v i s a g é e s , u n 
m o y e n pu i s san t et de l o n g u e portée. 
2. Cons idérons deux équa t ions différentielles l inéaires d u deux-
ième ordre , 
(q) y" = q{t)y, (Q) Y = P ( T ) Y 
dans les cond i t i ons hab i tue l l e s . N o u s supposons , par conséquent , 
que les coefficients q, Q sont des fonct ions cont inues dans des 
in t e rva l l e s o u v e r t s / = ( a , à), J = (A, B), bornés ou non. N o u s savons 
que l 'équation de K U M M E R co r re spondan te s 'écrit 
(Qq) -{X,i} + Q(X)X'* = q(t). 
[X,t\ étant l a dér ivée s c h w a r z i e n n e de l a fonc t ion X au po in t /. 
D a n s l a su i te nous faisons l a suppos i t i on supplémentai re que, 
les équat ions (q), (Q) sont osc i l l a to i res , ce q u i veu t d i re , rappelons- le , 
que les in tégra les des équat ions en ques t ion s 'annulent in f in imen t 
de fo i s dans les d e u x d i rec t ions vers les ex t rémi tés des i n t e rva l l e s 
cor respondan ts j,J. Ce t te s u p p o s i t i o n est p o u r l a théorie des 
d i spe rs ions généra les , que nous a l l o n s main tenan t déve lopper , 
d ' impor tance essent ie l le . 
I l paraît u t i l e d ' i n t rodu i r e l a théorie des d i spe rs ions généra les 
par i n d i q u e r que lques propr ié tés des cor respondances l inéaires entre 
les espaces formés pa r les in tégra les des équat ions (q), (Q). Que lques -
unes de ces propr ié tés se sont déjà présentées au cours de m a 
première conférence ([4], [6], [7], [13]). 
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Désignons par r, R les espaces linéaires formés des intégrales 
des équations (q), (Q). 
N o u s choisissons à volonté, dans chacun de ces espaces, une 
base ?/tv£r, U, V£R et désignons par w, W les wronskiens cor-
respondants, w = uv' — u'v, W= UV— U'V. A l'aide de ces bases 
nous définissons une correspondance linéaire entre les espaces t, R 
en associant l'une à l'autre deux intégrales quelconques y E r, Y£ R, 
formées avec les mêmes coordonnées constantes, yif y2, par rapport 
aux bases en question : y = yt u -f- y2 v, Y = y± U -\~ y2 V. P a r la 
fonction y —y Y se trouve définie une applicat ion p de l'espace r 
w 
sur l'espace R ; le nombre T = s'appelle la caraciêristiqiie de 
l 'application p. D e même, par la fonction Y—y y se trouve définie 
W 
une appl icat ion P de l'espace R sur r à la caractéristique rC = — . 
L e s applications p, P sont, évidemment, inverses l'une de l'autre 
et leurs caractéristiques possèdent la même propriété: r T = I . 
O n se rend compte facilement que, la même application p peut 
être définie de manière qu'on prend n'importe quelle base «, v 6 r et 
la base pu, pv 6 R, ou encore, qu'on choisit n'importe quelle base 
U, VER et la base PU, PVZr. O n désigne, naturellement, p a r p y 
resp. PY l ' image de l'intégrale y resp. Y dans l 'application p 
resp. P. R e m a r q u o n s que les caractéristiques x, <C des applications 
P, P ne dépendent point du cho ix des bases définissant ces appl i -
cations. 
So i t a resp. A une (première) phase quelconque de la base u, v 
resp. U, V. N o u s savons que, deux intégrales correspondantes quel-
conques y£r, YtR, s 'expriment par les formules suivantes 
y{t) = eki\ w/at' (/) I 1 2 sin [a (/) + k2], 
( i ) (e,E=± i) 
Y{T)= Ekx | W/À(T)\il*sin[A{T) + k2] 
les , k% étant des constantes arbitraires, les mêmes dans les deux 
formules. 
Ajoutons que, pour définir la même appl icat ion p, on peut 
prendre, dans les formules ( i ) , n ' importe quelle phase a resp A de 
l'équation (q) resp. (Q) à condit ion de chois ir convenablement l'autre 
phase A resp. a p a r m i celles de l'équation (Q) resp. (q). 
C e l a étant remarqué, nous allons dire quelques mots sur les 
applications p appelées normées qu i jouent un rôle important dans 
la théorie qu i nous occupe. 
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C h o i s i s s o n s d e u x nombres a rb i t ra i res / 0 £ j\ T0 6/ . 
C o n v e n o n s d 'appeler l ' a p p l i c a t i o n p normèe pa r rappor t à / 0 , TQ 
s i e l le fait co r re spondre à toute in tégrale y € r s ' annulant p o u r /„ 
une in tégrale {f>y =) Y£ R q u i s 'annule pou r TQ. E n d 'autres termes, 
l ' a p p l i c a t i o n p est nonnée s i l a relationy{fQ) = o entraînepy{T Q) = o 
(yti). I l est év iden t que, s i l ' a p p l i c a t i o n p est normée pa r r appor t 
à / 0 , T0 a lors l ' a p p l i c a t i o n inverse , P, résulte normée par r appor t 
Q u e l l e s sont les propriétés des bases u, v£r, U, VtR définissant 
l ' a p p l i c a t i o n p pou r que cette a p p l i c a t i o n soi t normée par r appor t 
a 'o • ^ 
L a réponse à cette ques t ion cons i s te en ceci que, l ' a p p l i c a t i o n 
p est normée par r appor t à fQ, T0 a lo r s et a lors seulement , s i les 
va l eu r s des in tégra les u, v resp. U, V pou r / 0 resp. T0 son t l iées 
par l a r e l a t i on su ivan te : 
O r , en met tant cette fo rmule sous l a forme u {/0)/v (/Q) = 
= U(T^/V(T0) on se r end compte fac i l ement que, l ' a p p l i c a t i o n p 
est normée précisément dans le cas, s i les va leurs d ' a rb i t ra i res pha-
ses a resp. A de l a base u, v resp. U, V p o u r / 0 resp . TQ ne diffè-
r en t l 'une de l ' au t re que d ' un m u l t i p l e ent ier de n. O n peut profi ter 
de ce résul tat pou r m o n t r e r que, l ' a p p l i c a t i o n p é tant normée par 
r appor t à / 0 , T0, les phases a resp. A figurant dans les fo rmules 
(1) peuven t être supposées nu l l e s p o u r / 0 resp. T0: 
(2) *(tQ) = A(TQ) = o. 
C o n v e n o n s d 'appeler base canonique de l ' a p p l i c a t i o n p supposée 
normée pa r r appor t à / 0 , T0, tout coup le de phases a resp. A q u i 
s ' annulen t p o u r / 0 resp . T0 et définissent l ' a p p l i c a t i o n p dans le 
sens der formules (î). N o u s v o y o n s que toute a p p l i c a t i o n p normée 
admet des bases canon iques et, inversement , tout coup le de phases 
a , A sa t i s fa isant a u x équat ions te l les que (2) rep iésente une base 
canon ique d 'une a p p l i c a t i o n p normée p a r r appor t à / 0 , TQ. 
N o u s s o m m e s ma in tenan t en mesure de procéder à l a définition 
de cer ta ines fonc t ions définies dans l ' i n t e r v a l l e j et nommées dis-
pers ions généra les . 
P a r t o n s des nombres / 0 £ j, T0 £ /, cho i s i s , rappelons- le , a rb i -
t r a i rement . Ces nombres joueron t , pou r les fonc t ions à définir, le 
rôle de va l eu r s i n i t i a l e s . 
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Désignons par tv le r-ième nombre conjugué (de première 
espèce) avec / 0 par rapport à l'équation (q) : 1V = cpv (f0) ; v = 
= o, ± i , + 2 , . . . ; cpQ = t0. tv est dit le v-ième nombre fondamental 
associé à t0 ; l ' intervalle jv = fy+i) resp.y, = {tv-\, /,], à son tour, 
est dit le v-ième intervalle fondamental à droite resp. à gauche associé 
à t0. O n a de même, par rapport à l'équation (Q), les nombres et 
les intervalles fondamentaux associés à T0: Tv,fv = [Tv, T^), 
Remarquons que, en vertu du théorème sur l a séparation de 
zéros des intégrales d'une équation linéaire du deuxième ordre, 
tout intégrale de l'équation (q), y, a dans chaque intervalle jy ou jv 
précisément un zéro. U n énoncé analogue s'applique, naturellement, 
à chaque intégrale de l'équation (Q), Y, et aux intervalles fy ou fv. 
Cela étant, soit p une application linéaire de l'espace r sur R 
qui est normée par rapport à / 0 , 7J,, est soit x sa caractéristique. 
Nous définissons une fonction X (/), pour l£j\ de la manière 
suivante : 
Soi t / £ / un nombre quelconque et jv cet intervalle fondamental 
à droite associé à / 0 qui contient t : t£j'v. Choisissons une intégrale 
de l'équation (q ) , ^ s'annulant pour / : y (/) = o. A l o r s l a valeur 
X (t) est le zéro de l'intégrale py contenu dans l ' intervalle fv ou 
bien dans y _ v , suivant que T > O ou bien t < o . 
L a fonction X(t), /£ J, que nous venons de définir est nommée 
dispersion générale des équations (q), (Q), ou bien, plus précisément, 
l a dispersion générale des équations (q), (Q), générée par les valeurs 
initiales tQ, T0 et l 'application linéaire p. 
Remarquons que la construction de la fonction X {t) donnée 
plus haut dépend de trois paramètres arbitraires, dont l 'un, T0 , fixe 
l a valeur de X au point / 0 , tandis que les deux autres déterminent 
l 'application linéaire normée correspondante, p. 
3. Nous allons maintenant indiquer les propriétés fondamen-
tales des dispersions générales et surtout préciser leur rôle dans la 
théorie des transformations qui nous occupe ([13]). 
Soit X(t), tEj, la dispersion générale des équations (q), (Q) 
générée par les valeurs initiales / 0 , T0 et l 'application linéaire p. 
P o u r l'étude des propriétés de la fonction X(t) le théorème 
suivant est fondamental : 
a, A étant une base canonique de Inapplication linéaire p par rappoit 
aux nombres tQ, T0, la fonction X (t) vérifie identiquement la relation 
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suivante : 
(3) a{t) = A[X{i)] ( /E» . 
P o u r ne pas combler les grandes l ignes de nos raisonnements 
je n'insiste pas à la démonstration de ce théorème et je préfère de 
me contenter de la remarque suivante : L ' importance du théorème 
en question consiste en ceci , que la formule (3) exprime une rela-
t ion très s imple existant entre la fonction X (/) et les phases a (/), 
A (T) des équations (q), (Q), phases, dont les propriétés on con-
naît très bien. 
V o i c i alors en revue les propriétés de la dispersion générale X{t): 
i ° L a fonction X{t) s 'exprime à l'aide des phases a, A de 
la manière suivante : 
(4) X(f) = A~i [*(<)]. 
20 L a fonction X {t) v a constamment en croissant de A à B 
ou en décroissant de B à A suivant que T > o ou bien x •< o. 
3° L a fonction inverse de X, X~l, est la dispersion générale 
des équations (Q), (q) générée par les valeurs initiales T0, tQ et 
l 'application linéaire p~1 inverse de p. 
4 0 L a fonction X{1) appartient à la classe C3. S a dér ivée ,^ ' (/), 
est toujours posit ive ou b ien négative et on a sgn X ' = s g n a / - s g n ^ . 
5 0 L a fonction X transforme les dispersions centrales (pv, <Py 
des équations (q), (Q) d'après la formule suivante : 
X[cpv{t)) = $VBgaX, [X(i)] (v = o , ± i , ± 2,...). 
6° L a fonction X(t) est une solution complète de l'équation 
de K U M M E R 
(Qq) - 1 * ') + Q {X) x'2 = 9 (0-
L a fonction inverse de X{t)t x(T), est en même temps une solu-
tion complète de l'équation de K U M M E R 
(qQ) T) + ç{x)x*=Q(T). 
7 0 T o u t e solut ion complète de l'équation de K U M M E R (Qq) 
est une dispersion générale des équations (q), (Q). 
8° L a fonction X(t) et son inverse x [T) transforment, l'une 
dans l'autre deux intégrales correspondantes quelconques ytr, 
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(py =) YtR d 'après les f o r m u l e s : 
cy(l) = Y[X(i)]\X'{t)\-", Y(r) = c.yl*(T)]\x{r)\-i> 
c(^=o) étant une costante q u i ne dépend pas des in tégra les y, Y. 
V o i c i a lors le résultat p r i n c i p a l de l a théorie des d i spe r s ions 
généra les : 
Les dispersions générales des équations (q), (Q) so?it toutes et seules 
les solutiotis complètes de Véquation de K U M M E R (Qq)-
A j o u t o n s enfin cette r emarque q u i nous sera u t i l e dans l a s u i t e : 
S o i t / (Q, q) l ' ensemble composé de toutes les d i spers ions géné-
ra les des équat ions (q), (Q) ou b i en , en d 'autres termes, de toutes 
les so lu t ions complè t e s de l 'équat ion de K U M M E R (Qq). L ' e n s e m b l e 
I {Q> Ç) cons is te en toutes les fonc t ions X (/) te l les que (4), formées 
de manière qu 'une phase, a où A a été cho i s ie p a r m i les phases 
de l 'équat ion (q) ou (Q) a rb i t r a i r emen t et une fois pou r toute, t and is 
que l 'aut re , A o u a, parcour t toutes les phases de l 'équation 
(Q) o u (q). 
C 'es t avec cette remarque que nous t e rminons l a première 
par t i e de l a présente conférence. 
4. Théor ie a lgébr ique des d i spe r s ions généra les . Je passe m a i n -
tenant à l a seconde par t ie de cette conférence q u i est conçue de 
manière à s e r v i r , nous l ' avons déjà d i t , d ' i n t r o d u c t i o n dans les 
méthodes a lgéb r iques dans les théorie des t rans format ions c o n s i -
dérée. C e s méthodes seront déve loppées et app l iquées en p l e ine 
mesure dans l a p rocha ine conférence. R e m a r q u o n s dès le début que 
les méthodes en ques t ion s ' app l iquen t a u x équat ions différentielles 
l inéaires o sc i l l a to i r e s et définies dans l ' i n t e r v a l l e j=(—00,00). 
C e c i étant pré levé , l a v o i e q u i condu i t a u x méthodes en que-
s t ion consis te dans l 'étude de l ' ensemble formé de cer ta ines fonc t ions 
appe lées fonct ions-phases ([10]). 
N o u s dénommons fonction-phase toute fonc t ion a, définie dans 
l ' i n t e r v a l l e J = (— 00, 00), q u i j o u i t de l a propriété d'être inférieure-
ment et supér ieursment non-bornée et d ' appar ten i r à l a c lasse Cz ; 
on suppose en outre que l a dér ivée a ' est toujours différente de zéro : 
i ° a E f 3 , 2
0 a'=|=o, 
3 0 l i m a (/) = — 00 • s g n a ' , l i m a (/) = 00 • s g n a ' . 
/ —• — 00 l-»ao 
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O n voit que toute (première) phase d'une équation oscillatoire 
quelconque (q) définie dans l ' intervalle j = (— oo, oo), est une fonc-
tion-phase. Inversement, toute fonction-phase, a représente une 
phase d'une équation oscillatoire (q) définie dans l ' intervalle j, le 
porteur qa de cette équation étant donné par la formule, rencontrée 
déjà dans la première conférence, 
(5) <7«(0 = - M ) - a ' 2 ( / ) . 
Nous parlons, par conséquent, plus brièvement, des phases au l ieu 
des fonctions-phases. Remarquons que la formule (5) peut être écrite 
dans la forme plus condensée : 
(6) Ça(l) = -[tg*j). 
1. Soit Q l 'ensemble formé pas toutes les phases. 
O n voit facilement que l'ensemble Ç contient la phase-identité 
ç?0 (/?) = / et que, pour deux phases quelconques, a, £ Ç, la fonction 
composée a/3 et de même la fonction inverse a - 1 appartiennent 
encore à Ç. I l en résulte que l'ensemble Ç, dans lequel on a défini 
l'opération binaire (multiplication) à l 'aide de composition des fonc-
tions, représente un groupe, avec l'élément neutre <p0 {l). Nous 
appelons Q le groupe des phases. 
Les raisonnements suivants consistent, au fond, en recherches 
sur la structure algébrique du groupe Ç. 
2. Pour commencer, remarquons que le sous-ensemble 9C du 
groupe Ç, composé de toutes les phases croissantes est un sous-
groupe de Ç d'indice 2. I l en résulte que 9C est un sous-groupe 
invariant dans Ç âe sorte qu'on a, pour chaque phase a 6 ^ la relation 
suivante : a 9C = 9C a. O n voit que le groupe-quotient QI°K. consiste 
en deux classes dont l 'une est 9C tandis que l'autre, £>, est formée 
par toutes les phases décroissantes. 
3. Pour aller plus lo in , nous allons définir dans le groupe Ç 
une relation d'équivalence de la manière suivante : 
Etant données deux phases a, /S 6 Ç quelconques, on définit l a 
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cu< ctz, c2it c22 étant des constantes convenables telles que | ctJ\ =}= o. 
O n suppose la relation vérifiée pour toutes les valeurs / e y à l'ex-
ception des points singuliers des fonctions tg a (/). t g fi (/). 
L a relation en question étant, évidemment, reflexive, symétri-
que et transitive, elle représente, en effet, une relation d'équiva-
lence que nous désignons par 92. 
L e groupe Q se décompose, par conséquent, en différentes 
classes mod 92. Toute classe consiste en phases qu i sont équiva-
lentes par paires, tandis que deux phases appartenant à des classes 
différentes ne sont jamais équivalentes l'une à l'autre. 
Désignons par J cette classe mod 92 qui contient l'élément 
neutre du groupe Ç, <p0 (t). 
L a classe 7 consiste, par conséquent, en phases, e, telles que 
' 2 1 + '22 
les constantes ctJ prenant toutes les valeurs pour lesquelles | c,j | =f= o. 
Or , on voit que pour deux classes ei,E2£
(3: quelconques la 
fonction composée « t e2 et de même la fonction inverse ej
- 1 appar-
tiennent encore à 7. Cela montre que la classe 9- représente un 
sous-groupe du groupe Ç Je Ç. Nous appelons 7 le sous-groupe 
fondamental du groupe Ç}. 
4. Insistons pour un instant sur ce sous-groupe J et envisa-
geons l'ensemble formé par les phases croissantes et contenues 
dans 7. I l s'agit, par conséquent, de l ' intersection 9C^ 7. Cherchons 
le centre, ££, de ce groupe 9C n % Rappelons , que le centre d'un 
groupe quelconque est un sous-groupe invariant dans ce dernier et 
consiste en tous les éléments échangeables avec chaque élément du 
groupe en question. L e centre consiste, par conséquent, en phases 
croissantes contenues dans 7 et qui sont échangeables avec chaque 
phase ayant ces propriétés. Or , en se servant de la formule (8) on 
trouve que le centre en question, ££, est formé par les phases 
fr (0 = ' + v n (v = o, ± 1, zb 2, ...). 
L e centre i £ est, par suite, dénombrable et représente le groupe 
cycl ique infini généré par l a phase ci(t) = l -\- 71 : 
L e groupe X est naturellement invariant dans le groupe 9C o 7. 
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L a décomposition du groupe Ç en classes latérales à droite 
par rapport au groupe ££. décomposition que nous désignons par 
Ç//di2!» consiste en classes SEa, a parcourant les différentes phases 
a £ ^ . O r , pour toute phase a 6 Ç, la classe correspondante ££a 6 Ç/dZ 
est formée par les phases 
( v a (/) = a (/) -f- vn (v = o, ± i , ± 2 , ...) 
et coïncide, par conséquent, avec le système dénombrable des phases 
déterminées par la même base u (/), v (/) à laquelle appartient a (/) : 
t g a (0 = u (/) : v (/). 
N o u s trouvons ainsi cette signification de la décomposition 
Ç/ÙZ: L e décomposition en question consiste piécisément en sys-
tèmes des phases dont chacun est déterminé par la même base 
d'une équation (q). 
5. Soit a 6 Ç une phase arbitraire. Désignons par a la classe 
mod 92 qui renferme a, a 6 a. E n remplaçant dans la formule (8) t 
par a (/) on voit que, pour tout élément s 6 J la phase ex résulte 
équivalente à a. Ce la entraîne a 3 7a, 7a étant la classe latérale à 
droite de l'élément a par rapport au sous-groupe 7 D'autre part, 
en remplaçant dans la formule (7) / par a - 1 (/)• o n voit que, pour 
toute phase /S équivalente à a la fonction / S a - 1 ( = s) appartient au 
sous-groupe 7, de sorte que /J = « a E Ce la entraîne a c T a . O n 
a par conséquent a = 7a. 
N o u s voyons que les classes des phases mutuel lemet équiva-
lentes m o d 92, représentent précisément les classes latérales à droite 
par rapport au sous-groupe fondamental 7. O n peut dire aussi que, 
la décomposition du groupe Q en classes mod 92, Et coïncide avec 
la décomposition en classes latérales à droite par rapport au sous-
groupe fondamental 7 : E— ^/d7 
6. A s s o c i o n s à toute phase a la fonction qa définie d'après la 
formule (5) ou (6), fonction que nous appellerons le porteur de a. 
L a fonction qa est par conséquent le porteur de l'équation (qa) dont 
a est une phase. E n particul ier , le porteur ç v o associé à l'élément 
neutre du groupe Ç, cpQ(/) = /, résulte égale à — 1 : çVo=— 1. 
Subsiste, pour deux phases quelconques, a, /S 6 Ç, l a formule : 
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Nous omettons la démonstration de cette formule que s'effectue à 
partir de la formule (5) ou (6) par des calculs formels. 
L ' importance des porteurs justement définis pour la théorie 
algébrique qui nous occupe, consiste en leur relation avec l a décom-
position E. E n effet, on peut démontrer que les porteurs qa>Çp 
de deux phases arbitraires a ,/Ô6^ coïncident si et seulement 
si les phases en question sont mutuellement équivalentes, ou bien, 
en d'autres termes, si elles appartiennent au même élément de la 
décomposition E. Nous voyons, par conséquent, que toutes les 
phases appartenant à la même classe quelconque 7a 6 E, possèdent 
toujours le même porteur qa, tandis qu'à des phases appartenant à 
des éléments différentes de la décomposition E se trouvent associés 
les porteurs différents. 
Toute classe 7 a 6 E détermine, par conséquent, précisément 
une équation (q) oscillatoire, à savoir celle avec le porteur qa ; les 
phases de cette équation (qa) sont précisément les différents élé-
ments de la classe 7a. Inversement, à toute équation (q) oscil-
latoire correspond précisément un élément de la décomposition E, 
à savoir l'élément constitué par les phases qui déterminent le por-
teur q de l'équation (q). 
Désignons par sfl. E l 'ensemble formé par les porteurs de tou-
tes les équations oscillatoires (q). L 'applicat ion en question (si) de 
l'ensemble E sur si E, faisant correspondre à toute classe 7 a E E 
le porteur ça£s£E, résulte, évidemment, biunivoque. 
Remarquons que, en particulier, le porteur déterminé par le 
sous-groupe fondamental 7es t la fonction qtpo(l) = — 1, st&= — 1. 
V o i c i une application des résultats que nous venons d'obte-
nir consistant en la démonstration de la proposition suivante : 
Les ensemble formés par les phases de deux équations oscil-
latoires quelconques, (q), (Q), ont toujours la même puissance égale 
à celle du continu, E n effet, nous avons v u que les ensembles 
en question sont des classes latérales à droite figurant parmi les 
éléments de la décomposition E. Or , d'après un théorème bien 
connu dans la théorie des groupes, tous les éléments de l a décom-
position d'un groupe en classes latérales à droite, par rapport à 
un sous-groupe du groupe en question, ont la même puissance. 
P a r conséquent, les ensembles des phases des équations (q), (Q) 
ont la même puissance qui est égale à celle du sous-groupe fon-
damental 7. Or , la puissance de ce sous-groupe 7 est égale à X , 
ce qu i résulte de l a formule (8). 
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U n e autre obse rva t i on permet de m o n t r e r que l a pu i s sance de 
l a décomposi t ion E est éga l e , e l le auss i , à X- E n effet, l a corres-
pondance si fai t représenter d 'une manière b i u n i v o q u e l a décom-
p o s i t i o n E s u r l ' ensemble formé pa r les fonc t ions con t inues , ç, 
pour l e sque l l e s les équat ions (q) résul tent osc i l l a to i res . O r c o m m e 
cet ensemble cont ien t les fonct ions-constantes —k2(k=^o), i l a l a 
pu i s sance d u c o n t i n u , & 
L e s propriétés de s t ruc ture d u g r o u p e Ç dont nous venons de 
pa r l e r sont indiquées dans le schéma s u i v a n t : 
Fig. 6 
5. N o u s a l l ons nous arrêter , pou r au jourd 'hu i , dans l 'é tude des 
propriétés de s t ruc tu re d u g roupe Ç afin de r e v e n i r a u x d i spe r s ions 
généra les et d ' a p p l i q u e r les résultats obtenus à ces fonc t ions . 
Cons idérons d e u x équat ions (q), (Q) osc i l l a to i r e s dans l ' in ter-
v a l l e _ / = / = ( — 0 0 , 00) et so i t X{f) une d i s p e r s i o n générale des 
équa t ions (q), (Q). 
N o u s savons que l a fonc t ion X appar t i en t à l a classe Cz et 
sa dérivée, X', est toujours différente de zéro ; de p lu s , l a fonc t ion 
X(/) est définie dans l ' i n t e r v a l l e / = ( — 00, 00) est ses va leu r s re-
couv ren t l ' i n t e r v a l l e / = ( — 0 0 , 0 0 ) . I l en résul te immédia tement 
que X est une fonct ion-phase et se t rouve par conséquent contenue 
c o m m e élément dans le g roupe Ç. I l est du reste faci le à mon t re r 
que le por teur de cette d i spe r s ion générale X, çx » est lié a u x fon-
c t ions ç, Q de l a manière su ivan te : 
gx {t) = ç{t)-[i + Q(X)].x'*(t). 
D é s i g n o n s par I{Qt q) l ' ensemble formé par toutes les disper-
s ions généra les des équat ions (q), (Q). Cet ensemble const i tue , nous 
v e n o n s de le v o i r , un sous-ensemble du g roupe Ç. P o u r le déter-
m i n e r , r appe lons que, l ' ensemble I{Q , q) cons is te en fonc t ions 
A~1 a (/), A étant une phase de l 'équation (Q) cho i s i e a rb i t r a i r emen t 
et une fois p o u r toute, tandis que a pa rcour t toutes les phases de 
e 
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l'équation (q). Or , en tenant compte des propriétés de structure du 
groupe Ç, établies plus haut, nous voyons que l'ensemble des 
phases de l'équation (q) est identique avec la classe latérale à droite 
par rapport à 7, 7 a a étant une phase arbitraire de l'équation 
(q). Nous trouvons ainsi l a formule 
A, a étant, rappelons-le, des phases des équations (Q), (q), choisies 
arbitrairement et une fois pour toutes. L e second membre de la 
formule ( 9 ) s'appelle expression canonique des dispersions générales 
des équations (q), (Q). 
Nous allons appliquer l a formule ( 9 ) à l'étude des propriétés 
des ensembles tels que I(Q, q), I{Q, g). Rappelons, que l'ensemble 
/ {Q, q) par exemple, coïncide avec l'espace intégrale de l'équation 
de K U M M E R (Qq). 
Considérons d'abord d'arbitraires équations de K U M M E R , (Qq), 
Soient X £ I {Q, q), Xî /(Q, q) les dispersions générales des équa-
(q), (Q) resp. (q), (Q), déterminées, dans le sens de la formule ( 9 ) , 
par la même phase e 6 qui est d'ailleurs arbitraire : X = A-1 e a, 
X — A—1 e a. E n éliminant l a fonction £ on obtient AXotr1 = 
— A X a - 1 , et puis 
( 1 0 ) X = Z - 1 Xz , 
où l 'on a posé Z = A-1 A, z = a - 1 a. Or , la fonction Z resp. z est 
évidemment, une dispersion générale des équations (Q), (Q) resp* 
(q)» (q)* O n trouve ainsi le résultat su ivan t : 
Les ensembles 1(Q, q) et I{Q, q) sont mutuellement équivalents 
et peuvent être représentés l 'un sur l'autre suivant la formule ( 1 0 ) 
et l 'aide des diespersions générales Z resp. z des équations (Q), 
(Q) resp. (q), (q). O n choisit ces fonctions Z, z arbitrairement et 
une fois pour toutes. 
Considérons, en second l ieu , les équations de K U M M E R , (QQ), 
(qq), associées à l'équation (Qq). L a formule ( 9 ) entraîne 
( 9 ) 
HQ, Q) = A-* <7A, J{7> Ç) = « _ 1 7 a -
Nous voyons que l'ensemble I{Q, Q) resp. I{g, q) est le groupe 
conjugué avec le groupe fondamental J par rapport à une phase 
[231] Théorie des transformations des équations etc. 45 
arbitraire A resp. a de l'équation (Q) resp. (q). O n en conclût que 
ces groupes 7{Q, 0). I{q, g) sont isomorphes. O n obtient un iso-
morphisme du groupe 7 (g, g) sur f(Q, Q) en faisant correspondre 
à chaque élément x 6 /(g, q) l'élément X£ I(Q, Q) d'après la formule 
X = z~l xz ; 
z désigne une dispersion générale des équations (Q), (q), qui est fixe. 
6. Je voudrais terminer la présente conférence par la remarque 
suivante : 
Dans l 'algèbre moderne on rencontre souvent certaines structu-
res à une opération binaire, appelées groupoïdes de B R A N D T (2). 
U n e telle structure, 93, est un ensemble non-vide chargé d'une 
opération binaire, nommée encore la mult ipl icat ion, qui , contraire-
ment à ce qui se passe en groupes, n'est nécessairement pas défi-
nie pour toutes les paires d'éléments de 93. D 'une manière plus 
précise, pour certaines paires d'éléments a, b 6 93 i l existe le pro-
duit ab qui est encore un élément de 93, ab = c E 93 , tandis que, 
pour d'autres paires d'éléments de 93 i l n'en existe pas. L a mult i -
plication en question est soumise, naturellement, à remplir certains 
postulats; i ls concernent surtout la validité d'une espèce de lo i 
associative, l 'existence des éléments-unités à droite et à gauche 
ainsi que Pexistence des éléments inverses. E n particulier, on existe 
pour tout élément a E 93 des éléments bien déterminés, appelés l'élé-
ment-unité à droite, e , l'élément-unité à gauche, e', et l'élément 
inverse de a, a*, qui vérifient les relations suivantes : ae = e' a = a, 
a* a = e. 
Cela étant remarqué, considérons dans le groupe des phases, 
Ç, l 'ensemble, 93, formé par tous les sous-ensembles /(£?, g) du 
groupe Ç, déterminés par les différentes équations (q), (Q). E n 
d'autres termes, i l s'agit de l'ensemble dont les éléments sont les 
sous-ensembles de Ç, A - 1 7 a 6 93, formés à l 'aide d'arbitraires élé-
ments A , a £Ç. 
Définissons dans 93 une mult ipl icat ion de manière que, pour 
deux éléments arbitraires I(Q,q), 7(Q, y) E 93 le produit I(Q,q) 
e 
(*) V . par ex. O . B O K U V K A : Grundlagen der Gmppoid-und Gruppen-
iheotie. Deutscher Ver lag der VVissenschaften, Berlin i960. 
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I(Q> 9) existe dans le cas Q = 9, et alors i l est égal à I{Q, g) : 
/(£, 9)1(9. ~9)=/{Q, 9)-
O n démontre que l'ensemble 03 chargé de cette mult ip l icat ion 
est un groupoïde de B R A N D T . P o u r tout élément I(Q, 9) € 93, l'élé-
ment-unité à droite resp. à gauche et l'élément inverse sont les 
s u i v a n t s : 1(9, g) resp. I(Q, Q) et I(g, Q). O n a, en effet, 
l iQ. 9) 1(9, 9) = I(Q, 9\ / ( £ . Q) i(Q. 9) = i(Q. 9\ 
1(9, Q)I(Q, 9) = 1(9* 9). 
O n voit par conséquent que, dans le groupoïde de B R A N D T 
en question, clô, les éléments-unités sont les différents sous-groupes 
de Ç, conjugués avec le sous-groupe fondamental 5> tandis que 
deux éléments mutuellement inverses consistent en dispersions 
générales qu i sont par paires inverses l'une de l'autre. 
C'est avec cette remarque que je termine m a conférence 
d'aujourd'hui. 
Q U A T R I È M E C O N F É R E N C E . 
1. D a n s la conférence précédente nous nous sommes occupés des 
éléments algébriques dans l a théorie des transformations des équa-
tions différentielles linéaires du deuxième ordre. N o u s avons intro-
duit la notion du groupe des phases, G}, groupe consistant en fonc-
tions-phases définies dans l ' intervalle j = (— 00 , 00), et nous avons 
étudié les propriétés de structure de ce groupe. L e résultat final 
de nos considérations était donné par une formule expr imant l'en-
semble des dispersions générales de deux équations (q), ( Q ) en 
termes de phases de ces équations et du sous-groupe fondamental 
7 d u groupe Ç. R a p p e l o n s que nous avons aussi parlé du grou-
poïde de B R A N D T formé par les ensembles des dispersions généra-
les, I(Q, 9), appartenant à de différentes paires d'équations (q), ( Q ) . 
L a conférence d'aujourd'hui est conçue à former une suite des 
raisonnements précédents afin d'approfondir nos connaissances sur 
la structure d u groupe Ç et d'en tirer des conséquences pour les 
méthodes algébriques et leurs applications. Quant à celles-là, nous 
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avons en vue de déterminer la puissance de l'ensemble formé par 
toutes les équations (q) oscillatoires, dont les intégrales ont les 
mêmes zéros, et de donner une caractérisation des dispersions gé-
nérales de deux équations (q), (Q) par leurs relations aux groupes 
formés par les intégrales des équations de K U M M E R (qq)i (QQ)« A 
l a fin de cette conférence je me propose de donner un apperçu 
de quelques problèmes ouverts de la théorie des transformations 
considérées, problèmes qui indiquent, peut être, en grandes lignes, 
le futur développement de l a théorie en question. 
2. Nous allons commencer nos raissonnements par deux remar. 
ques concernant les (premières) phases d'une équation (q). Dans ce 
but, considérons une équation (q) définie, comme d'habitude, dans 
un intervalle ouvert j = (a, b). 
Rappelons qu'on appelle (première) phase d'une base v {/), v (/) 
de l'équation (q), toute fonction, a, définie et continue dans l ' in -
tervalle j, et qui satisfait, à l 'exception des zéros de l'intégrale 
v (/), à la relation t g a (/) : v (/). Rappel ions en plus, qu'on parle 
d'une phase de l'équation (q), quand la base correspondante ne se 
trouve pas spécifiée, ou bien, en d'autres termes, s ' i l agit d'une 
phase appartenant à une base quelconque de l'équation (q). 
Cela étant rappelé, la première remarque à faire consiste en 
ceci que, par d'arbitraires valeurs initiales du deuxième ordre, 
/ 0 6 j ; <x0, aô =f= °>
 a ô ' s e trouve définie précisément une phase de 
l'équation (q), a (/), qui admet ces valeurs initiales : 
a (/0) = a 0 , a' (/0) = a j , a" (/0) = a J ' . 
Nous ommettons l a démostration qui est une conséquence immé-
diate du théorème générale sur l 'existence et l'unicité des solutions 
de l'équation de K U M M E R , (Qq), théorème, dont nous avons parlé 
dans la première conférence. 
L a deuxième remarque à faire s'applique à l'équation (q) dans 
le cas, ou elle admet la dispersion fondamentale de première espèce, 
q>i (f). Pour ne pas être géné par des particularités sans importance 
nous allons supposer que l'équation (q) soit oscillatoire et donnée, 
dans l ' intervalle / = (—oo, oo). Dans ce cas se trouvent définies, 
nous le savons, les dispersions centrales de première espèce et de 
différents indices, <pv(t) {v = o, Hh i , + 2 , . . . ) . Rappelons que toute 
dispersion q>v (/) s 'exprime à l'aide de la dispersion fondamentale 
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(pi (/) (= (p (/)) ou b i e n son inverse , <p_i (/), de l a façon su ivan te : 
i qxp ... q> (/) (|v facteurs) p o u r v > o. 
ç ? _ i <p_i... ç>_i ( / ) » » v < o . 
/ » v = o. 
C e l a étant, l a r emarque en ques t ion consis te en cec i , q u ' i l subs is te 
dans l ' i n t e r v a l l e j, p o u r toute phase de l 'équat ion (q), a (/). l a 
re la t ion su ivan te , d i te abelienne, 
(2) a<p (/) = a (/) + w s g n a ' , 
ou b i en , p l u s généra lement , 
(3) <xq>y (/) = a (/) + V T i ' S g n a ' (v = o, + 1, + 2 ...). 
L a fo rmu le (3) est, manifes tement , une conséquence immédia te des 
formules (1) et (2). I l suffit, pa r conséquent , de donner une démons-
t r a t i on de l a fo rmule (2), c'est ce que nous a l lons faire rap idement . 
S o i n t a (/) une phase que lconque de l 'équat ion (q). N o u s savons 
que l ' in tégra le généra le y de l 'équation (q) s ' e x p r i m e à l ' a ide de l a 
fonc t ion a pa r l a fo rmule 
-y(>) = * i | a ' 0 | - 1 2 s i n [«(«) + * , ] , 
kt, k2 étant des constantes a rb i t r a i r e s . S o i t x£J u n n o m b r e 
a rb i t r a i r e et e n v i s a g e o n s une intégrale de l 'équation (q), yQ (/), q u i 
s 'annule pou r l a v a l e u r x : y0 (x) = o . E n app l iquan t l a f o rmu le 
précédente on obt ient l ' in tégra le yQ(t) sous l a forme yQ (/) = £ t *sin 
f a ( / ) — a (x)] : ]/\cc ( ) | O n v o i t que le p remie r zéro de l ' in tégrale 
yQ (/), suppér ieur à x, c'est-à-dire l a v a l e u r <p (x), vérifie l a r e l a t ion 
a<p(x) — a (x) = T f S g n a ' . I l en résulte immédia tement l a for-
m u l e (2). 
3. N o u s a l l ons main tenan t r e v e n i r à l 'étude de l a s t ruc ture d u 
g r o u p e des phases , Ç. N o u s avons déjà d i t que le g r o u p e Ç est 
formé par les fonct ions-phases, c'est-à-dire par les fonct ions définies 
dans l ' i n t e r v a l l e j = (— 0 0 , 0 0 ) q u i sont inférieurement et supérieu-
rement non-bornées, appar t iennent à l a c lasse Cs et dont les déri-
v é e s d u p r e m i e r o rdre ne sont j ama i s nu l l e s . O n pa r l e p l u s briè-
vemen t des phases au l i e u des fonct ions-phases . R a p p e l o n s que le 
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groupe Q se décompose en deux classes dont l'une, 9C, est un sous-
groupe invariant dans le groupe Ç et consiste en phases croissan-
tes, tandis que l'autre, D, constitue le second élément du groupe-
quotient Ç/1C et consiste en phases décroissantes. Nous avons 
défini dans le groupe Ç une relation d'équivalence, 92, et nous 
avons montré que, cet élément de la décomposition R du groupe 
Ç mod 92, qui contient l'élément neutre <p0 (/) = / du groupe Ç est 
un sous-groupe de Ç, sous-groupe, 7, appelé fondamental. Nous 
avons introduit le centre ££ = {/-{- vn) (v = o, + i , + 2 ...) du grou-
pe 9Cn7quiest, évidemment, dénombrable. Pu i s , nous avons mon-
tré que la décomposition R coïncide avec la décomposition Q\^f{—E) 
et que toute classe 7a £ E consiste précisément en phases d'une 
équation différentielle (q). Finalement, nous avons introduit l a cor-
respondance biunivoque, srt, faisant correspondre à toute classe 
7a 6 E le porteur q de cette équation (q) dont les phases consti-
tuent la classe en question. Evoquons nos raisonnements au sujet 
de la structure du groupe Q sur la figure que nous avons donnée 
dans la conférence précédente ( F i g . 6). 
4. Nous allons maintenant introduire dans la théorie qui nous 
occupe une nouvelle notion, à savoir celle des fonctions-phases 
élémentaires. Nous parlerons encore, pour abréger, des phases élé-
mentaires au l ieu des fonctions-phases élémentaires ([10]). 
Nous entendons sous phase élémentaire une phase, X (/), qui 
vérifie, dans l ' intervalle / , l'équation 
A i n s i , par exemple, la phase-unité du groupe Ç, q?Q {l) = t, est élé-
mentaire. 
O n démontre facilement que les phases élémentaires sont don-
nées par l a formule 
g étant une fonction périodique de n, appartenant à la classe C s 
et vérifiant l 'inégalité g' (/) + s g " n A' >» o resp. < o suivant que 
X' (/) > o resp. < o. O n voit , en particulier, que les phases élémen-
taires dépendent d'une fonction périodique qui est largement ar-
bitraire. 
(4) A( /4-7r) = A(/) + 7 i . sgn A'. 
(5) A ( / ) = / . s g n r + £ ( / ) , 
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Cela étant, soit X {l) une phase élémentaire. Envisageons un 
arbitraire élément c„ (/) = t -\- vn du centre SE considéré ci-dessus 
(r = o, + i , +• 2 , . . . ) . La formule (5) entraîne Xcv = <vsgn X' + g 
et puis 
(6) Xcv (/) = c,.agaX. X (/). 
On voit que la phase X transforme tout élément cv.&gïiy suivant 
la formule 
(7) X-1 Cr.BgBx> X(l) = cy{t). 
Par conséquent, toute phase élémentaire laisse dans la transforma-
tion telle que (7) chaque élément cv£SE invariant ou bien le trans-
forme dans son inverse, c—v £ «,£, suivant qu'elle est croissante ou 
bien décroissante. 
Dés ignons par c5 l'ensemble formé par toutes les phases élé-
mentaires. E n se servant de la formule (4) on démontre que l'en-
semble c5 est un sous-groupe du groupe Ç: 
6 c g. 
c$ est dit le groupe des phases élémentaires. Ce groupe engendre, 
naturellement, deux décomposit ions du groupe ^ en classes laté-
rales. Nous dés ignons par i / l a décomposit ion consistant en classes 
latérales à droite : H= Ç/dé. 
Nous savons que, toute fonction-phase a £ Ç détermine préci-
sément une équation (q) admettant la fonction a pour phase. Pour 
la commodité du langage nous disons, par occasion, que, le por-
teur q et les dispersions centrales q>y de l'équation (q) appartien-
nent ou bien correspondent à la phase a. Nous parlons aussi, pour 
abrévier, d'intégrales, de phases et de dispersions centrales du por-
teur q au lieu d'intégrales, phases et dispersions centrales de Yéqua-
tion (q). 
Cela étant, nous allons d'abord montrer q'une phase X £ Q est 
élémentaire si et seulement si la dispersion fondamentale corres-
pondante 93 est linéare et de la forme 9? (/) = / -}- n. En effet, soit 
X £ Ç une phase quelconque et 99 la dispersion fondamentale corres-
pondante. Si la fonction <p est linéaire et de la forme en question, 
la relation abelienne correspondante a la forme (4), ce qui montre, 
que la phase X est élémentaire. Inversement, si la phase X est 
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élémentaire alors la formule ( 4 ) , confrontée avec la relation abe-
lienne correspondante, conduit à la formule ç> {() = t -\- 71, ce qu i 
achève la démonstration. 
E n second l ieu nous montrerons que toute phase a e Ç qui est 
équivalente (mod 92) à une phase élémentaire X est aussi élémen-
taire. E n effet, s i les phases a, X sont équivalentes (mod 92), elles 
sont des phases de l a même équation (q). O r la phase X étant 
élémentaire, la dispersion fondamentale <p de (q) a la forme <p (/) = 
= / -f- 71. I l en résulte que la phase a, elle aussi, est élémentaire. 
Ces raisonnements entraînent que, pour chaque équation (q) 
ou bien toutes les phases sont élémentaires ou bien aucune d'entre 
elles. Dans le premier cas et alors seulement, la dispersion fon-
damentale 93 de l'équation (q) est linéaire et de la forme <p {t) = 
= t-\-n\ autrement dit dans le cas en question, les zéros consé-
cutifs de chaque intégrale de l'équation (q) sont placés à distance 
égale, n. 
Nous venons de voir que toute classe A E £ qui renferme une 
phase élémentaire consiste en seules phases élémentaires. E n par-
ticulier, la phase-unité <pQ{l) = t du groupe Ç étant élémentaire, le 
sous-groupe fondamental 7 est constitué entièrement par des pha-
ses élémentaires. Pa r conséquent, le sous-groupe S- est un sous-
groupe dans c5. Nous arrivons ainsi aux relations 
(1) c 7 c 6c g, 
[ 1 } étant le plus petit sous-groupe en Ç, constitué par l'élément 
unique <p0 (/) = /. 
L a relation 7 c c5 entraîne E<,H, ce qui veut dire que toute 
classe c 5 « E / ^ est l a réunion de certaines classes-éléments de la 
décomposition E. Or , d'après un théorème bien connu dans la théo-
rie des groupes, la puissance de l'ensemble formé par les classes-élé-
ments de la décomposition E qui sont contenues dans la même 
classe c 5 a E ^ et constituent, par conséquent, par réunion cette 
classe c5a, résulte pour toutes les classes de la décomposition H 
l a même. Ce fait s 'exprime par la formule 
(8) card ( £ n c5a) = card (JFj-j cîfl (a, /S £ Q). 
Revenons à présent à la correspondance sfl. définie plus haut 
et qui fait correspondre à toute classe a£E le porteur q = s%a de 




par (g)a l'ensemble formé par les porteurs g = sft.a> associés aux 
différents éléments a £ E faisant partie de la même classe c5a (a € G}). 
Alors, en particulier, (g)t est l'ensemble des porteurs dont les phases 
forment par réunion le sous-groupe c5. La correspondande si étant 
biunivoque, on a en vertu de (8) 
card (g)a = card (g)t. 
Cette formule exprime le fait que la puissance de l'ensemble formé 
par les porteurs dont les phases constituent un élément quelconque 
c5a £ H ne dépend point du choix de cet élément et résulte , par 
conséquent, éga l e à la puissance de l'ensemble (g)t. Cela se trouve 
i l lustré dans la figure suivante : 




Or les éléments de l'ensemble (g)t sont précisément les différents 
porteurs g, dont les phases sont élémentaires et qui ont, par con-
séquent , la même dispersion fondamentale ç? (/) = /-[- ji. Les élé-
ments de l'ensemble en question étant des fonctions continues, on 
a card (ç)t <. X . D'autre part, nous avons trouvé, dans la deuxième 
conférence, un sys t ème de porteurs g (i | c) à un paramètre , c, por-
teurs dont les intégrales ont leurs zéros consécutifs placés en dis-
tances éga le s , 7i. Ces porteurs font, naturellement, partie de l'en-
semble (g)i. On en conclut : card (g)t ;> & et puis : card (g)t = 
Nous voilà arr ivé à la conclusion que la puissance de l'en-
semble des porteurs dont les phases constituent une classe quelcon-
que cSa de la décomposition H, c5a 6 H, ne dépend point du choix 
de cette classe et résulte toujours la même et éga le à la puissance 
du continu, & 
Cela étant établi posons-nous la question suivante : 
Comment se trouvent-ils caractérisés les porteurs dont les 
phases sont contenues dans la même classe c5a 6 H~i 
On trouve la réponse à cette question en partant de la rela-
tion abelienne (3). Soit cttÇ une phase arbitraire et g resp. <p¥ le 
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porteur resp. la v-ième dispersion centrale correspondante (v = 
= o, + i , + 2,...). On alors la relation (3) qui peut être mise, évi-
demment, sous la forme 
a q?y (t) = cv.aglia> a (0, 
ou encore 
(9) 9V (0 = « - 1 ^ - sgua ' a (0-
Cette formule montre que la phase a 6 Ç transforme, dans le sens 
exprimé par la formule en question, tout élément cv.sgna'£3i en la 
dispersion centrale q>y. 
Remarquons que la formule (9) entraîne 
[<pv] = a
- 1 ££a 
\<py) étant le groupe cyclique infini consistant en toutes les disper-
sions centrales de l'équation (q). Le groupe [q>v] est, par conséquent, 
conjugué avec le centre ££ par rapport à la phase a qui est, rap-
pelons-le, une phase quelconque de l'équation (q). 
Or, revenons à la formule (9). Soit q un arbitraire porteur 
dont les phases sont contenues dans la même classe c3a E H et soit 
a resp. <py une phase resp. la v ième dispersion centrale de q. On 
a alors a = Aa, étant une convenable phase élémentaire et, par con-
séquent, en vertu de la formule (9) 
V* M = â" 1 W a , « M = ^
 X ) a ( / ) 
= a - 1 cv.6gna' a (0 = <Pv (0« 
Nous arrivons ainsi à la conclusion que les porteurs, dont les 
phases sont contenues dans la même classe c5a 6 . / /ont les mêmes 
dispersions centrales <pv. On démontre aussi facilement que, inver-
sement, pour deux porteurs q, q, dont les phases se trouvent dans 
deux classes différentes de la décomposition H, les dispersions cen-
trales 9?,,, çpv correspondantes sont, elles aussi, différentes. 
Rappelons que, en vertu de la formule (1), deux porteurs q, q 
ont les mêmes dispersions centrales <pv si et seulement si leurs dis-
persions fondamentales (v = 1) sont les mêmes. Nous pouvons par 
conséquent énoncer la réponse à notre question ci-dessus ainsi : 
Les porteurs q dont les phases se trouvent contenues dans la 
même classe cSa 6 H sont caractérisées par la propriété d'avoir la 
même dispersion fondamentale <p. 
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E t voic i le résultat final ([10]): 
La puissance de Vensemble des équations (q) qui ont la même dis-
persion fondamentale <p ne dépend point de cette dernière et résulte tou-
jours égale à la puissance du continu, 
Ajoutons à ce résultat encore la remarque suivante : L a coïnci-
dence des dispersions fondamentales q>, q> de deux équations (q), 
(q) signifie, d'après la définition même de la dispersion fondamentale, 
que les intégrales des équations en question ont les mêmes zéros. 
Cela veut dire ceci : L'égalité <p = q> entraîne que, d'arbitraires 
intégrales y resp. y de l'équation (q) resp. (q) qui ont un zéro en 
commun coïncident en tous leurs zéros : 
F i g . 8 
L e résultat ci-dessus exprime par conséquent le phénomène, q u ' i l 
y a pour toute équation (q) j $ beaucoup d'autres équations (q) dont 
les intégrales ont les mêmes zéros que celles de l'équation (q). Ce 
fait sugère l'idée suivante qu i aurait, peut-être, d'applications dans 
les calculs numériques : Pour calculer les zéros d'une intégrale y 
d'une équation (q) donnée, i l n'est point nécessaire de faire le calcul 
pour l'équation (q) elle-même ; au contraire, on peut remplacer 
l'équation (q) par une autre, (q), dont les intégrales ont les mêmes 
zéros que celles de (q) et qui serait plus commode pour le calcul . 
Voi là un problème ouvert de l 'analyse numérique des équations 
différentielles. 
5. Nous allons maintenant procéder à établir une autre pro-
priété de structure du groupe Q qui permettra de caractériser les 
dispersions générales de deux équations (q), (Q) par leurs relations 
aux groupes formés par les intégrales des équations de K U M M E R 
(qq). (QQ) ([14]). 
L e point de départ fournit l 'expression canonique des disper-
sions générales des équations (q), (Q), donnée par la formule 
(10) I(Q,q) = A-i<3k, 
qui a été établie dans la conférence précédente. Ic i le premier 
membre désigne l'ensemble des dispersions générales des équations 
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(q), (Q), ou bien, en d'autres termes, l'ensemble formé par les inté-
grales de l'équation de K U M M E R (Qq) ; a resp. A est une phase 
quelconque de l'équation (q) resp. (Q), et, naturellement, 71e sous-
groupe fondamental de Ç. 
Or, le second membre a un sens bien déterminé si l'on fait 
abstraction du fait qu'il s'agit du groupe des phases et qu'on envi-
sage, plus généralement, un groupe abstrait entièrement arbitraire. 
Soit alors Ç un groupe quelconque et 3 un arbitraire sous-
groupe en Q. Considérons d'arbitraires éléments a, A £ G} et les sous-
groupes conjugués avec 7 par rapport à a et A : 
% = a - i Ja, 9JA = A-i JA. 
Soit enfin Ç/g 9/ a resp. Ç a la décomposition du groupe Çj en 
classes latérales à gauche resp. à droite par rapport à 9/ a resp. O/j. 
On voit d'abord facilement que l'ensemble K(A, a)c Ç défini 
par la formule 
(11) K{A, a) = A~i Ja 
se trouve contenu comme élément dans l'une et l'autre décompo-
sition Ç/g , Ç d y A t de sorte qu'on a 
Cela résulte immédiatement des formules 
K {A, a) = {A-i a) % = 9JA (A~i a). 
I l se pose alors la question suivante : L'ensemble K{A, a) est-il 
l'élément unique commun aux deux décompositions en question 
ou bien en existe-t-il d'autres ? 
Or, subsiste à ce sujet le théorème que nous allons énoncer 
sans en donner la démonstration et que voici ([14]): 
L'ensemble K{A, a) est l'élément unique commun aux deux 
décompositions Ç/g 'T/,, Ç/d 9/j alors et alors seulement, si le norma-
lisateur du sous-groupe J en Ç, 92, se confond avec J\ 92 = 7. 
Rappelons qu'on entend sous normalisateur 92 le plus grand 
sous-groupe en Ç qui consiste en éléments xtÇ transformant le 
sous-groupe 3- dans lui-même : x~1 = 9-. 
Une conséquence immédiate de ce théorème et qui est impor-
tante en vue de nos raisonnements ultérieurs est la suivante: Soit 
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9£=9-. D a n s ce cas, u n é lément x 6 Gj est contenu dans l ' ensemble 
K{A, a) précisément a lors , s ' i l t ransforme le g r o u p e dans 'T/a 
d'après l a fo rmu le 
x - i < y A X = l j a . 
V o i l à une caractér isat îon des é léments de K{A, a) pa r l eu r s re la-
t ions a u x groupes Q/a, "T/^. 
C e l a étant établ i , r evenons au g roupe des phases et e x a m i n o n s 
l a s i t u a t i o n dont nous venons de par le r , dans le cas d u sous-groupe 
fondamenta l . 
N o u s a l lons mont re r que, dans le g roupe des phases, Çt le 
norma l i sa t eu r d u g roupe fondamenta l 7 en Ç, 9£, se confond 
avec 7 : 9£ = % 
S o i t , en effet, a 6 9£ u n a rb i t ra i re é lément d u normal i sa t eu r 9£. 
I l ex i s t e a lors p o u r tout é lément s E ^ u n convenab le é lément e£ 7 
vérifiant l a r e l a t ion ae = ea. Cet te r e l a t i on entraîne l ' éga l i t é des 
por teurs cor respondan ts qat, q~sa\ gas = gia' O r , on a, en se se rvan t 
des s y m b o l e s dont l a s i gn i f i c a t i on est év iden te : 
= Ml *'2 + > tu = ll + r.(«)] «'2 + *a • 
D ' a u t r e part , subs is tent , manifestement , les identi tés g e = g- = — i 
et e l les conduisen t , en v e r t u des re la t ions précédentes , à l a fo rmule 
(12) [ i +ga(e)]s*= i + g a . 
C e l a étant, so i t / 0 6y u n nombre que lconque c h o i s i une fois p o u r 
tout. N o u s savons que, étant donnés des nombres a rb i t ra i res , 
x, x' (=f= o), ex i s t e de phases e £ 9 admet tant p o u r / = fQ les va l eu r s 
in i t i a l e s e(/ 0) = x, e' (tQ) = x'. A p p l i q u o n s l a formule (12), en p r e m i e r 
l i e u , p o u r / 0 , s (/0) = x, e' (t0) = 1 et p u i s pou r / 0 , e(tQ) = o, e ' ( / 0 ) = 2. 
N o u s obtenons d ' a b o r d ga (x) = qa (tQ), ce q u i mon t r e que l a fonc-
t ion ga ga rde une v a l e u r cons tante ( = ga (fQ)), et p u i s l a r e l a t i on 
qa (t) = — 1. Cet te r e l a t i on entraîne a 6 J et ce la a c h è v e l a 
démonstrat ion. 
N o u s vo i l à a r r ivés à une n o u v e l l e propriété de s t ruc tu re d u 
g roupe des phases Ç, propriété cons i s tan t en cec i , que le n o r m a l i -
sateur en Ç d u sous-groupe fondamenta l 9- se confond avec ce 
sous-groupe J. S e t r o u v e par conséquent ouver te l a v o i e pou r ap-
p l i q u e r le théorème généra l énoncé p l u s haut . D a n s ce but , cons i -
dérons d e u x équat ions (q), (Q) que lconques et chois i ssons d ' a rb i -
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traires phases a, A de ces équations. L e sous-ensemble de Q, K{A,a), 
défini à l 'aide des phases a, A et du sous-groupe fondamental J 
par une formule telle que (i i), coïncide d'après (10) avec l'ensemble 
I{Q,q) des dispersions générales des équations (q), (Q). Les sous-
groupes Q/A, Q/J , à leur tour, se confondent avec les ensembles 
formés par les intégrales de la première resp. seconde équation 
associée à l'équation de K U M M E R (Qq), c'est-à-dire, de l'équation 
(QQ) resp. (qq). L e résultat obtenu plus haut entraîne, par consé-
quent, le théorème suivant ([i], [14]): 
Une fonction-phase, £, est une dispersion générale des équations 
(q), (Q) si et seulement si elle transforme le groupe I{Q, Q) consistant 
en intégrales de la première équation associée à (Qq), l'équation (QQ), 
dans le groupe I{q,q) formé par les intégrales de la seconde équation 
associée à (Qq), (qq) : 
(13) S-xi{Q. Q)t = nq,q)> 
Ce théorème exprime la caractérisation cherchée des dispersions 
générales des équations (q), (Q) par leurs relations aux groupes 
/(£, Q\ I{q> q). 
Ajoutons la remarque su ivante : L a formule (13) entraîne, 
évidemment, 
( f - 1 ) xi{q,q)S-x = i{Q,Q). 
O n en tire la conclusion que, la fonction inverse £ _ 1 d'une intégrale 
£ de l'équation de K U M M E R (Qq) est une intégrale de l'équation 
(qQ). Voi là un résultat qui a été déjà indiqué dans la conférence 
précédente, résultat, qui découle de la construction même des disper-
sions générales que nous avons donnée. 
6. C'est par cette remarque dont je viens de parler, que je suis 
arrivé à la fin de mes conférences, dans lesquelles j ' a i essayé de 
donner un apperçu de l'état actuel de la théorie des transformations 
des équations différentielles linéaires du deuxième ordre dans le 
domaine réel. Q u ' i l me soit permis de dire encore quelques mots 
au sujet de l'écho que la théorie en question a trouvé dans les 
travaux d'autres mathématiciens et surtout dans ceux de mes colla-
borateurs, et, ensuite, d'indiquer quelques problèmes ouverts qui 
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D a n s p lus i eu r s d i x a i n e s de t r a v a u x , l a théorie dont j ' a i parlée 
a été complé tée , en r ich ie , app l iquée o u é la rg ie pa r des résul ta ts 
p l u s ou m o i n s p a r t i c u l i e r s concernant l a théorie en ques t ion . O n 
s'est occupé de d iverses proprié tés des phases et sur tout de deux-
ièmes phases, de p lu s , des d i spe r s ions centrales , dont les propriétés 
ont été ut i l isées en d ive rses ques t ions , par e x e m p l e en problèmes 
des l i m i t e s , et dont l a no t i on a été é la rg ie pou r être a p p l i c a b l e à 
cer ta ines équat ions différentielles d 'ordres supér ieurs . O n a encore 
fait usage de l a théorie en ques t ion pou r déduire de n o u v e a u x c r i -
tères d ' o s c i l l a t i o n p o u r les in tégra les des équat ions différentielles 
l inéaires d u d e u x i è m e s ordre et auss i pou r t r ouve r de t rès géné-
ra les fo rmules a s y m p t o t i q u e s pour le compor tement des in tégra les 
en ques t ion , etc. (3). 
Q u a n t a u x prob lèmes ouver ts , q u i semblen t de l o n g u e portée, 
i l se pose d ' abo rd l a q u e s t i o n de l ' ana lyse numérique de l a théorie 
considérée q u i est pu remen t qua l i t a t i ve . I l s ' ag i t sur tou t des mé-
thodes rapides pou r le c a l c u l numérique des phases, dont l ' i m p o r -
tance dans théorie considérée est p r i m o r d i a l e . U n autre problème 
cons is te en cec i , q u ' o n peut essayer d 'é largir le g r o u p e des phases 
pa r des fonc t ions appar tenant à l a c lasse Ct, afin de réunir dans 
u n ensemble les premières et en même temps les deux ièmes phases 
des équat ions différentielles considérées . O n aura i t à é tudier l a 
s t ruc ture de cet ensemble en r e l a t i o n avec les t rans format ions 
considérées. F i n a l e m e n t , se pose le problème d 'é la rg i r l a théorie 
considérée dans le doma ine c o m p l e x e , et, na tu re l l ement , d ' a x i o m a -
t iser les théories obtenues. 
E n te rminant , j e me permets de r emarquer qu 'une m o n o g r a p h i e 
écrite en a l l e m a n d et dont je su i s l ' au teur , contenant u n e x p o s é 
sys témat ique de l a théorie étudiée dans ces conférences, se t rouve 
sous presse et v a paraî t re dans que lques mo i s . L a m o n o g r a p h i e en 
ques t ion paraî tra sous le t i t re « L i n e a r e Di f fe ren t i a l t r ans format ionen 
2. O r d n u n g » chez le D e u t s c h e r V e r l a g der W i s s e n s c h a f t e n à 
B e r l i n ([15]). 
C 'es t avec cette remarque que je t e rmine mes conférences. 
( 3) V . l a b i b l i o g r a p h i e indiquée d a n s [15]. 
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