Word embeddings trained through models like skip-gram, have shown to be prone to capturing the biases from the training corpus, e.g. gender bias. Such biases are unwanted as they spill in downstream tasks, thus, leading to discriminatory behavior.
INTRODUCTION
Word embeddings are one of the most basic representations of words in natural language understanding. Their use in downstream tasks has shown great benefits on a variety of tasks, such as named entity recognition and part of speech tagging [22, 24] based on their ability to capture the word context.
Due to the way embeddings are trained, they often have been shown to contain biases, e.g. gender bias. These biases are reflected in terms of words that are supposedly to be either gender neutral or any other form of word categorization, but instead are shown to be in close proximity to words that belong to explicit categories, such as gender. Research has shown that specific job roles reflect stereotypes of a specific culture or group [3, 4] , e.g. "nurse" being closer to "female" and "programmer" being closer to "man", etc. Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. WSDM '20, February 3-7, 2020, Houston, TX, USA © 2020 Association for Computing Machinery. ACM ISBN 978-1-4503-6822-3/20/02. . . $15.00 https://doi.org /10.1145/3336191.3371779 Such findings concur with sociolinguistic theory [10] , which states that language and its structures is a medium that is in the function of its social groups.
In the case of word embeddings the biases stem from the underlying training corpus. Even for large corpora, approaches such as word2vec [22] trained on Google News, and GloVe [24] trained on Wikipedia, exhibit bias regarding gender and race.
Current state of the art approaches aim to debias embeddings by removing the direction of the protected attribute (e.g. gender), such that a target word is equidistant to all categories of the protected attribute (e.g. gender roles) 1 . This type of intervention is done either as a post-processing step [3] , pre-processing step [5] , or directly during training [31] . However, analysis [9] has shown that these approaches mitigate bias only at a superficial level, where much of the initial bias can be recovered through word proxies, words that are in close proximity in the vector space to the words being used for bias mitigation.
In this work, we tackle the problem of sentiment association with names in word embeddings. That is, given a training corpus, some names may be co-occurring more frequently with words of either positive or negative sentiment. Hence, according to the distributional hypothesis [11] , the embeddings of such names will be close to the words with explicit sentiment with which they co-occur. For instance, Caliskan et al. [4] shows that European American first names are associated with pleasant words, while African American names are comparably stronger related with unpleasant words. Furthermore, male first names are associated with career words, whereas female names are stronger connected to family words. Similarly, we show that last names suffer from similar biases, and that these biases can heavily impact the decision-making of downstream models such as sentiment classifiers [5, 17] .
For example, if we are given two unnuanced factual sentences as the ones shown below, a reliable sentiment classifier that uses embeddings as a means to represent the words in a sentence should classify both statements as neutral.
• "Obama is president. "
• "Trump is president. " While for specific tasks, sentiment association of names may be essential, in the case of pre-trained word embeddings, where a name may correspond to multiple real-world persons, they are unsuitable as they result in significant discrimination and other forms of biases.
We propose DebiasEmb, a novel approach that debiases word embeddings from sentiment association in names during training. During the training phase of the skip-gram model, apart from the objective of predicting the context word, through an oracle classifier we additionally ensure that the center words of interest cannot be associated with neither positive or negative sentiment. The oracle classifier in this case is a pre-trained sentiment classification model with positive and negative words, respectively from their embeddings.
The novelty of DebiasEmb is that it seamlessly integrates the standard word embedding objectives together with any debiasing component, such as debiasing sentiment or other word categories. To show the effectiveness of our approach, we evaluate DebiasEmb on two sets of tasks. First, at word level, we ensure that the names from a given name list cannot be associated with neither the positive nor negative sentiment class and that the constructed embeddings do not suffer in terms of quality when compared to the original skip-gram embeddings. Second, on a downstream task we show the debiasing effect of DebiasEmb on a text-level sentiment classifier. In summary, our contributions are the following 2 :
• DebiasEmb, a novel approach for debiasing word embeddings from sentiment association in names; • Thorough evaluation of the approach, including an extrinsic downstream analysis based on a sentiment classifier trained on two different datasets (reviews and news data).
RELATED WORK
Research on bias in word embeddings focuses strongly on gender and racial bias. The seminal work by Bolukbasi et al. [3] shows how a gender direction in the vector space of word embeddings can be defined by using pairs of gender specific words, namely feminine and masculine words (she-he pairs). They point out that many gender-neutral words are associated with one gender, e.g. doctor is strongly shifted towards male, while nurse is associated with the female gender, reflecting societal gender stereotypes, even when using popular training datasets such as Google News articles. To mitigate gender bias in word embeddings they introduce a post-processing approach that removes the identified gender direction from a pre-defined list of words, while keeping it for words that convey an explicit gender function (e.g. mother, father, boy, girl). This approach has been criticized for being "fairness through blindness", i.e. removing relevant information while not covering important bias aspects such as proxies [4] , and for relying on a classifier to identify the definition of words, which could lead to errors being propagated into the model [31] . Zhao et al. [31] aim at isolating the gender attribute into one component of the resulting word vectors, while removing it from all other components. This is achieved during training by modifying the loss function and using a list of gender seed words.
However, a recent study by Gonen and Goldberg [9] shows that both, the post-processing and the isolation approach, remove bias only at a superficial level. The gender bias is still present in the resulting embeddings. An interesting observation in this case is that the gender direction, that is limited to a specific word list, does not cover sufficiently other word proxies that may introduce bias. Hence, this should be used with precaution and can serve only as an indicator for bias. On the other hand, the debiasing approach that is done during the training phase [31] is preferable over postprocessing. However, even in this case, the limitation is in defining genders, namely words that are specific for a gender. This is similar to the work by Bolukbasi et al. [3] .
Contrary to the previously described works, our approach has the advantage of using a pre-defined classification model (i.e. the oracle sentiment classifier) that is trained on a specific seed set of words, respectively their embeddings, with explicit sentiment. Consequentially, this allows us to address word proxies that may associate names with prior sentiment, or other biases for other word categories like gender, race etc., through the similarities in the vector space of the set of seed words with other proxy words.
Caliskan et al. [4] introduce the Word Embedding Association Test (WEAT), an intrinsic test for measuring biases in word embeddings. It determines the mean proximity of words in two target groups to words in two attribute groups (e.g. Pleasant, Unpleasant). Swinger et al. [28] propose an unsupervised algorithm for automatically outputting WEAT tests that does not require the sensitive group (e.g. gender, race) to be specified. They find gender biases even for word embeddings that have been debiased using the approach introduced by [3] . WEAT has recently been extended for measuring bias in sentence encoders [21] .
Contrary to [4, 28] we do not measure bias intrinsically, but extrinsically on downstream tasks to observe the actual impact that the identified biases have on the behavior of downstream models. We also propose an approach for debiasing embeddings.
In their analysis, Diaz et al. [5] find significant age-related bias in a variety of sentiment analysis models and popular GloVe word embeddings. They introduce a simplistic approach for debiasing by removing all occurrences of the protected attribute (i.e. age) from the input data. In contrast, our approach does not modify the input data but instead debiases embeddings during training.
Recent research has introduced a new generation of contextualized word embeddings that are able to represent polysemy. [30] show that contextualized word embeddings such as ELMo [25] show similar bias compared to common word embeddings such as GloVe. They find gender bias in the trained embeddings intrinsically and mitigate bias on the downstream task of coreference resolution by leveraging augmented training data with swapped gender words during training or post-processing. A shortcoming of this approach is that it only applies to gender, since in other contexts (e.g. race, sentiment), a clear opposite word can not be defined. In contrast, our approach is domain-independent and applicable to all types of class-based biases.
Another line of work aims to detect biased language in text directly using feature-based [12, 26] or neural-based approaches [13, 14] . Diaz et al. [5] uses heuristics to identify all occurrences of a protected attribute. These approaches could be used to remove biased statements from the training data, though it is not clear whether this would cover all types of biases, especially the ones that are introduced through proxies. Using a pre-processing approach that removes entire statements containing biased language would also lead to a situation where valuable parts of the training data co-occurring with biased parts would be lost as well a parts being misclassified as bias. Our approach does not remove training data but instead debiases the resulting embeddings during training.
DEBIASED WORD EMBEDDINGS
In this section, we describe our approach DebiasEmb for training debiased word embeddings. DebiasEmb consists of two main components: (i) an oracle sentiment classifier, and (ii) the modified skip-gram with negative sampling (SGNS) model. In the following we explain in details the individual components.
Oracle Sentiment Classifier
To determine if names have a prior sentiment bias in word embeddings, we use pre-trained supervised models, trained on embeddings from words that contain explicit prior sentiment, e.g. lexicons of positive and negative sentiment from SentiWordNet [1] or other hand-crafted lexicons [18] . More specifically, for any other words, e.g. proper nouns, if such a model is able to classify them as either "positive" or "negative", that is an indicator of bias in the corresponding word embedding. For example, "Smith", "Li", or "Mohamed" should not be associated with any prior sentiment.
In this work, we consider the oracle classifier to be a pre-trained logistic regression model (see Equation 1 ), which for each embedding dimension associates a feature weight. However, any classification model that uses a differentiable classification function can be used in this case.
where, x represents the embedding of a specific word, and w represents the weights associated with each embedding dimension.
In an ideal scenario, the classifier outputs f LR = 0.5, which results in the inability of the classifier to predict the sentiment of a word from the protected class. In the next section, we show how we debias word embeddings given some pre-trained sentiment classifier. We will use the classification model to guide the debiasing process of word embeddings such that target names cannot be associated with any sentiment score.
Debiased Word Embedding Model
The main intuition behind the skip-gram with negative sampling model [23] is to use the context of a center word to learn its representation. The objective function of the SGNS model in Equation 2 is to maximize the similarity of the center and context words, while at the same time minimize the similarity of the center word against non-context words (negative samples).
where, c is the context window of the center word. The above function shows the ability of the model to predict the context word w i+j given the center word w i . The training is done by minimizing the following loss function L.
Despite the ability of these models to efficiently capture the word meaning based on its context, there are several documented issues that the embedding models capture, such as societal biases (i.e. gender, racial biases) and other issues that are encoded in the textual resources, from which the training data are drawn [3, 6, 30] .
We propose a modified version of the SGNS model, where we modify the loss function such that the computed word embeddings for a target set of words in the vocabulary, e.g. names are not associated with any sentiment score.
where, σ (·) represents the pre-trained oracle classifier, respectively, we use the weights associated with the embedding dimensions and assess whether the word embedding u w i of our center word w i encodes any prior sentiment bias. For a word embedding to be bias free, the classifier should not be able to distinguish between the positive or negative sentiment categories, thus, the value of the σ function will be equal to 0.5, which will result in zero loss. In the other cases, we aim at changing the embeddings of a center word u w i such that the distance in L sent is minimized. Finally, the loss function of DebiasEmb is the combined sum of the original loss function of the SGNS model and the loss function that measures the sentiment bias score. L = L s ns + L sent (5) Note that, our model can incorporate any oracle classifier whose classification function is differentiable, and additionally, we are not limited to only sentiment bias.
WORD EMBEDDING EXPERIMENTAL SETUP
In this section, we describe the evaluation setup for our approach DebiasEmb. Namely, we evaluate its capability to reduce sentiment bias association with names. Additionally, we introduce competitors against which we compare and the evaluation metrics to measure sentiment bias in word embeddings.
Datasets for Training Word Embeddings
Word embeddings trained on news datasets have been widely used for a span of different tasks, including sentiment analysis [8] , partof-speech tagging [29] , and named entity recognition [27] . For the evaluation of DebiasEmb, we use six different news datasets with randomly selected sentences from popular news sources in the time period of 2013-2017. The specifics of each dataset are shown in Table 1 . The Random dataset contains sentences that were randomly selected from a set of more than 100 different news sources. Technical Presentation WSDM '20, February 3-7, 2020, Houston, TX, USA
Name List
We extract an extensive list of 130,000 surnames that are used in the United States of America from Mongabay 3 . From this list, we filter out all names that occur less than 10 times in our combined news dataset, as well as all names that occur more often in lower case than in uppercase (first letter of the word is capital), indicating that these names have ambiguous meaning, and do not serve solely the functions of proper nouns (e.g. Bottom, Speech). This results in 17,055 names for which we aim to debias the word embeddings.
Baselines for Debiasing Word Embeddings
We compare DebiasEmb against the following baselines:
• SGNS: Default SkipGram model with negative sampling, as introduced in [23] , no debiasing. • PostDebiasing: Debiasing approach introduced in [3] . Instead of the gender direction (he -she), we use a sentiment direction (positive -negative). We replace the definition of word pairs with a set of positive-negative pairs, e.g. "great" -"terrible", "positive" -"negative", "competent" -"incompetent". We first train the word embeddings using SGNS and then remove the sentiment direction from all name words by applying the post-processing step. • PreDebiasing: Debiasing approach introduced in [5] . The idea is to remove all occurrences of the protected attribute from the input data. Instead of sentences containing age words, we remove all sentences containing at least one name from the name list and at least one positive or negative word from our word list as introduced in section 3.1. Note that simply removing all sentences containing a name from the name list (even the ones without a positive or negative word) is not an option since in this case the resulting word embeddings would not contain the name at all and all information about this name would be lost, even the nonbiased information. This would be fairness through blindness. • PreDebiasEmb: Combination of PreDebiasing and DebiasEmb.
We first apply PreDebiasing on the input data and then use Debi-asEmb during training. We do not compare against the approach introduced by [31] since this approach is based on the same definition of the protected attribute as the approach in [3] . Focusing the sentiment direction into one component of the resulting vectors and then removing this component is conceptionally the same approach as instantly removing the sentiment direction from the embeddings.
Word-Level Sentiment Classifier
For the evaluation on word-level, we use a classifier that is identical with the oracle sentiment classifier, as introduced in section 3.1. Based on the embedding of the input word, it outputs the class probability for both classes. Due to the classification task being binary and the probabilities summing up to 1, it is sufficient to focus on the probability of the positive class. Its score is between 0 (negative) and 1 (positive). Both, the oracle and the evaluation classifier have been trained on a word lexicon containing 2004 positive and 4782 negative words [18] . 3 https://names.mongabay.com/data/surnames_A.htm
Bias Measures
To evaluate the amount of sentiment bias associated with names for some given embeddings, we consider the following measures that use the word-level sentiment classifier to obtain the classification label and class probability scores for a given name.
Dist: Here we measure the ability, respectively, the inability of a classification model σ (·) to categorize a name as either having positive or negative sentiment. For a binary classification model, a class probability of 0.5 results in the model's inability to categorize the name into either of the sentiment categories. Thus, the smaller the distance to 0.5 the lower the bias. For a given set of names N , we formalize Dist as the mean score across all names.
Var: In addition to Dist we also take into account the variance of classification scores σ (·) across names. Through this measure we aim at capturing if the produced embeddings have varying bias behavior across the different names. For instance, if all names are categorized with the same sentiment category, e.g. positive sentiment with high class probability of 0.9, consequentially, the embeddings do not discriminate against specific names, however, they contain positive bias towards names with Dist=0.4. On the contrary, if for specific names the classification model σ (·) yields varying sentiment categories with varying probability scores, then, the resulting embeddings discriminate against specific names. Thus, values that are zero or close to zero, indicate bias free embeddings.
WORD-LEVEL EVALUATION RESULTS
In this section, we show the evaluation results at the word level. First, we report the results in terms of bias for the different competing approaches. Second, we report the quality of the computed embeddings, computed on standard benchamarking datasets. Finally, we show a detailed analysis of names associated with positive/negative words and their proxies.
Embedding Debiasing Results
Debiasing Results. Table 2 shows the results for the Dist and Var measures based on the word-level sentiment classifier for all datasets and all approaches. We observe a debiasing effect of Debi-asEmb for all news datasets. On average, DebiasEmb outperforms all baselines in terms of Var with a relative improvement of 86% when compared to SGNS. It also achieves a relative improvement of 52% for Dist compared to SGNS, showing that DebiasEmb not only debiases the embeddings, resulting in the inability of the wordlevel sentiment classifier in classifying names, but it additionally increases the homogeneity of the class probabilities across names and therefore decreases the name bias of the classifier.
On the other hand, the PostDebiasing baseline does not show significant improvement over SGNS. Contrary, the PreDebiasing approach performs well, especially for the Dist measure. However, when combining the PreDebiasing and DebiasEmb, we achieve the lowest Dist value with a relative improvement of 65% compared to SGNS and a relative improvement of 78% in terms of Var. This shows that PreDebiasing is another effective approach for debiasing embeddings, especially when combined with DebiasEmb. The results are consistent across all news datasets that were used for training embeddings, with only minor differences. In summary, the results from Table 2 show that sentiment bias associated with names is present in news corpora. Approaches for training embeddings, like SGNS, associate names with sentiment categories, a consequence of the training corpora, where names co-occur with words that have explicit sentiment valence. These associations can not be remedied by simply relying on specific lexicons for debiasing as in the case of PostDebiasing. Our approach through an oracle classifier can guide the computation of embeddings such that, apart from capturing word meaning following the distributional hypothesis [11] , it additionally constrains the parameters of the embeddings and does not allow names from a given target set to be associated with any sentiment category.
Word-level Classifier Accuracy. Table 3 shows the word-level sentiment classification accuracy during training with the corresponding embeddings of the words in the lexicon containing positive and negative words (cf. Section 4.4). The scores are shown for all five approaches, respectively the produced embeddings, averaged across all news datasets.
In terms of accuracy, SGNS and PostDebiasing achieve the best performance. DebiasEmb and the PreDebiasing combination achieve slightly lower performance. This shows that there is a slight trade-off in terms of debiasing embeddings and correspondingly the ability of the word-level classifier to distinguish between positive and negative words. While a high classification score correlates with the reliability of the bias measures, in the following sections we show that in terms of embedding quality in standard benchmarks, the embeddings computed through DebiasEmb have only very minor differences. And as we will show in the downstream task evaluation in Section 6, where we train a text-level sentiment classifier, models that represent the word using DebiasEmb embeddings achieve significantly lower bias in determining the sentiment of a sentence, that is, with varying names the sentiment of the sentence does not change.
Benchmark Testing
To ensure that the quality of the resulting embeddings does not suffer due to the debiasing efforts, we compare the computed embeddings based on our DebiasEmb approach, and other competitors, against the standard SGNS embeddings on standard benchmark tests [15] . It is important to note here that due to the limited genre and scope of news corpora, the scores on certain benchmarks may be lower when compared to embeddings trained on more generic corpora like Wikipedia. Hence, we use the SGNS embeddings as a reference point for comparison. Table 4 show the results for the different types of embeddings. Each value is computed as the mean over all the embeddings from all the different news sources. We note that there is no significant difference between the different embeddings. Thus, concluding that such debiasing efforts do not harm the resulting quality of embeddings.
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WSDM '20, February 3-7, 2020, Houston, TX, USA Figure 1 : Position of word vectors using t-SNE and the two most important components. Black pentagons represent politician names, blue triangles positive words, and red triangles negative words. Names have a farther distance to the positive and negative words in the case of debiased word embeddings compared to SGNS word embeddings, as measured based on the Euclidean distance.
Arrangement of Names in Vector Space
Finally, Figure 1 shows the projection of the name embeddings 4 based on the t-SNE [20] non-linear dimensionality reduction technique. The projection on the two most important components reveals that the names from DebiasEmb are more closely clustered together, and furthermore are more distant to words with explicit sentiment and their close proxies. On the positive dimension, the Euclidean distance in the case of DebiasEmb is DebiasEmb P O S = 92.71, contrary to SGN S P O S = 79.83. Similarly, on the negative dimension the Euclidean distance in the case of DebiasEmb is DebiasEmb N EG = 91.72, contrary to SGN S N EG = 79.12. The Euclidean distance confirms the results we achieve in Table 2 .
DOWNSTREAM ANALYSIS SETUP
Word embeddings are rarely leveraged for word-level tasks, such as predicting the sentiment of a single word, more commonly they are applied to sentences or longer textual snippets. In this section, we introduce the setup for applying the trained embeddings using SGNS and DebiasEmb to a downstream classifier, which predicts the sentiment of a textual snippet containing a name (e.g. movie reviews or quoted statements taken from news articles). We analyse how the encoded name biases in embeddings are spilled onto downstream models, and how using the debiased embeddings changes the behavior of the model.
Classifier Training Data
We use two datasets for labelling text snippets with their sentiment label. The first dataset contains movie reviews and is used widely on this particular task. Whereas, the second contains sentences from news articles, and was created such that the genre is the same as the training corpora of the trained embeddings. Both datasets contain textual snippets only in the English language. • Reviews: This dataset contains 12,500 positive and 12,500 negative movie reviews extracted from the Internet Movie Data Base (IMDB) and is openly available [19] .
• News: Since there is no openly available news dataset for sentiment analysis that is suitable for our problem setting, we constructed a news dataset and labeled it by means of crowdsourcing. Similarly to Balahur et al. [2] , we extracted a sample of quotation phrases from our news collection containing at least one name and let crowdworkers decide if the phrases are positive, negative, or neutral, using majority voting with three judgments per phrase. The agreement rate, as measured through Fleiss' Kappa, is κ = 0.329. We discard phrases where no agreement could be reached. The final news dataset contains 1804 positive and 2402 negative sentences. We additionally discard neutral sentences, as we are focusing on binary sentiment classification in this work. Table 5 provides a summary of the datasets. In the Reviews dataset, 21,861 out of 25,000 instances contain at least one person name, extracted through Named Entity Recognizer (NER) [16] . 
Name Sentences
For the downstream analysis, we use name sentences that are sentences that contain person names from the name list. We use the list of base sentences shown in the left column of Table 6 : Number of name sentences in the minority class for SGNS and DebiasEmb and mitigation effect for all base sentences using the Reviews and the News datasets for model training.
Text-level Classifier
The text-level classifier takes the concatenated embedding representations of all words in a textual snippet and outputs a class probability score for each sentiment class. We use a Neural Network with three hidden layers, dropout (dropout rate = 0.5) and learning rate lr = 0.001, and train for 50 epochs.
As training data we use the Reviews and News datasets. However, before training, we applied NER to extract person names and replaced all names from our name list with an "unknown" token, making sure that the sentiment of names is not directly influenced by the training data. E.g., if a name would appear more often in negative instances than in positive instances in the training data, the classifier would be likely to associate it with negative sentiment, independently of the bias in the word embeddings. Therefore, filtering is necessary to make sure we measure biases in the input embeddings and not in the training data.
Downstream Bias Measures
An unbiased classifier towards names should classify a sentence independently of the person names it contains. For example, both sentences "Obama applies for asylum" and "Trump applies for asylum" should be placed into the same class (e.g. positive). That is, the classifier with a probability greater than 0.5 will place them in the same class, thus, showing no bias. However, if the change of name from "Obama" to "Trump" results in the change of the class probability, then the classifier is biased.
Hence, a bias free classifier would label all the name sentences with the same class. Name sentences that are split across sentiment classes represent a classification behavior that is biased. Correspondingly, we measure the bias of a downstream classifier as the amount of name sentences that are labelled with the minority class. In more details, if 80% of the name sentences are labelled as positive, we will consider the classifier to be biased towards the remaining 20% of name sentences that are labelled as negative in the minority class. Table 7 shows the accuracy of the sentiment classifier using SGNS and DebiasEmb embeddings, and trained on the Reviews and News datasets. Similar to the word-level classifier, we note a small difference in terms of accuracy for DebiasEmb. The lower accuracy for News is explained by the smaller size of the dataset.
DOWNSTREAM ANALYSIS RESULTS

Accuracy
Reviews News SGNS 0.84 0.77 DebiasEmb 0.83 0.73 
Highest and Lowest Ranked Names
Biased classifiers tend to give different sentiment labels and different class probability scores to sentences depending on the present names. Table 8 shows the highest and lowest probability scores that were given to names used in sentences by the SGNS model using embeddings trained on the Random news embeddings and Figure 2 : Average number of name sentences in the minority class for all embeddings trained with SGNS and Debi-asEmb using the Reviews and the News datasets for model training. Ideally all variations of a name sentence are placed into one class, independently of the names used in the sentence, resulting in a low count for the minority class. Debi-asEmb manages to reduce the mean count of the minority class compared to SGNS.
reviews for the sentiment classifier. Name rankings were consistent across different base sentences. The ranking shows that a sentence including the name Kam is much more likely to be placed in the positive sentiment class compared to the same sentence containing the name Callahan.
Name
High Pos. class prob. Name Low Pos. class prob. Table 8 : Highest and lowest class probabilities for the positive class averaged across all base sentences using the Random news embeddings, trained with SGNS on the Reviews dataset. A sentence including the name Kam is much more likely to be placed in the positive class, compared to the name Callahan. Figure 2 shows the average number of name sentences that are placed in the minority class when leveraging the embeddings trained on the different news datasets using SGNS and DebiasEmb for the (a) Reviews dataset, and (b) the News dataset. In case of the Reviews dataset, DebiasEmb reduces the number of minority class instances compared to SGNS for all news embeddings except for RussiaToday where the value is already very low for SGNS (9.85) and only slightly increased (19.80) for DebiasEmb. On average, DebiasEmb reduces the number of minority class instances from 575.68 to 158.06, resulting in an average mitigation effect of 417.62, meaning that an average of 417.62 names have changed the final label from the minority to the majority class. When using the News dataset for training the sentiment classifier, we observe similar behavior with a mean mitigation effect of 203.41 from 492.73 to 289.32. For the embeddings trained on the Breitbart news dataset, we observe a negative effect. This is the only situation for News where we observed that DebiasEmb increases the minority class count instead of lowering it. For RussiaToday, we find the special case of having all instances already placed into the majority class when using the standard SGNS embeddings. Debi-asEmb correctly keeps the class distribution and does not negatively impact the resulting labels. Table 6 depicts the number of name sentences placed in the minority class for each base sentence using Random embeddings trained with SGNS and DebiasEmb. We observe a positive mitigation effect for all sentences for both the Reviews (average mitigation effect: 182.45) and the News dataset (average mitigation effect: 713.25). There is a stronger mitigation effect for some base sentences compared to others, though the domain of the sentence does not seem to have an impact as there are higher and lower mitigation values for both movie review and news sentences. For the Reviews dataset two of the base sentences are completely placed into one class, independently of the inserted name.
Class Label Distribution
These results show that DebiasEmb increases the homogeneity of the final downstream class labels for similar sentences containing different names. This effect is independent of the domain that the downstream classifier is trained on. The diversity of the outcomes when using different datasets for training word embeddings shows that the choice of training data impacts not only the bias of word embeddings but also the potential of the debiasing approach.
DISCUSSION AND CONCLUSION
Bias in word embeddings stems mainly from the training corpora. In the case of textual corpora, depending on how such a corpus is created, it may contain various types of bias, following the theory that language reflects the attributes and norms of a societal group [10] . News in particular are mediators of ideas, beliefs, ideology [7] . Thus, for events, political actors, or other event actors (e.g. individuals of a specific community group), a common scheme in news discourse is language that is loaded with subjective words (i.e. positive or negative words) depending on the take a news source may have on a particular event.
Such insights are validated by several studies [3, 6] , and similarly in this work too, we have seen that such bias stemming from the corpus, in our case sentiment bias associated with names, is present in word embeddings (SGNS), trained without taking any precaution in terms of such biases. Furthermore, approaches that rely on predefined lexicons containing gender specific words against which target words are debiased, do not work due to the fact that such lexicons are incomplete and do not capture their proxies [6] .
Considering such limitations, we proposed DebiasEmb, an approach for training and debiasing word embeddings based on the established method of skip-gram with negative sampling. Using an oracle sentiment classification model trained on words with explicit positive/negative sentiment, we address the problem of word proxies to consider the weights associated with the embedding dimensions and their values, rather than focusing solely on specific words. This allows us to take into account other word proxies in an automated manner. Apart from learning an accurate representation, DebiasEmb additionally aims at keeping each name embedding from a set of target names indistinguishable from both the positive and negative words and their proxies based on the oracle's classifier weights.
The evaluation results on word embeddings trained on varying news sources show that the sentiment bias associated with names is reduced significantly, while at the same time retaining high quality embeddings as measured by standard benchmarking results. Furthermore, on downstream tasks such as determining the sentiment of a text snippet, we showed that depending on the names present, models trained on various embeddings produce highly variable results. By using DebiasEmb the absolute majority of names is treated equally, resulting in a nearly 70% reduction of names that are discriminated by being categorized with a different label compared to the majority of the names.
