This paper applies splitting techniques developed for set-valued maximal monotone operators to monotone a ne variational inequalities, including as a special case the classical linear complementarity problem. We give a uni ed presentation of several splitting algorithms for monotone operators, and then apply these results to obtain two classes of algorithms for a ne variational inequalities. The second class resembles classical matrix splitting, but has a novel \under-relaxation" step, and converges under more general conditions. In particular, the convergence proofs do not require the a ne operator to be symmetric. We specialize our matrix-splittinglike method to discrete-time optimal control problems formulated as extended linear-quadratic programs in the manner advocated by Rockafellar and Wets. The result is a highly parallel algorithm, which we implement and test on the Connection Machine CM{5 computer family.
The a ne variational inequality problem is to nd a vector x lying in a closed convex set B such that hMx + q; w ? xi 0 8 w 2 B ; (1) where M is a given n n matrix and q is a vector from < n . We denote this problem avi(M; q; B). A common and important special case occurs when B is a box, that is, B = n Y i=1 fx i 2 < j`i x i u i g ; (2) with`i 2 ?1; 1), u i 2 (?1; 1], and`i u i . It is well known that when` 0 and u 1, the problem reduces to the linear complementarity problem (LCP) 5, 6, 24] of nding some x 2 < n satisfying x 0 Mx + q 0 hx; Mx + qi = 0 : (3) This paper is restricted to the monotone case of avi(M; q; B), where M is positive semide nite, although not necessarily symmetric.
We propose to solve such problems with algorithms derived from the splitting theory of maximal monotone operators. Section 1 reviews relevant portions of this theory in a tutorial manner, although it contains some minor new results that are used later in the paper. It is distinguished from prior expositions (e.g. 20] and 11, Chapter 3]) in that it emphasizes the fundamental connection between monotone operators and nonexpansive mappings, inspired by 17]. We feel this approach is more intuitive than treatments based on proximal mappings, and it serves to unify the treatment of \Douglas-Rachford" and \Peaceman-Rachford" schemes 20, 12] .
Section 2 applies the theory in two di erent ways to monotone a ne variational inequality (MAVI) problems and derives two classes of MAVI algorithms. The rst class is quite simple and is not entirely new, overlapping with special cases of the dual methods proposed in 14] . Despite their simplicity, these methods have remained virtually unknown; for example, they are absent from recent reference works such as 6]. We show that they take a very simple form indeed in the case of the LCP (3); see (27) below.
The second class of MAVI methods we derive appears to be entirely new, although it resembles classical matrix splitting 26, 27, 28] , with the usual under-relaxation step replaced by the solution of a certain linear system. The new class of methods has a stronger convergence theory that does not depend on symmetry.
Section 3 takes an algorithm from this latter class and applies it to discrete-time optimal control problems formulated as extended linear-quadratic programs 40, 41] (see also 7, Section 3.6]). The purpose of this exercise is twofold: rst, to demonstrate the methods of Section 2 are not merely theoretical, but can be successfully applied to di cult, large-scale problems; second, to provide an example of how splitting methods can be used to produce parallel algorithms. Essentially, if one can express a problem as the superposition of two structures, each by itself amenable to parallel computing, then splitting will furnish an iterative parallel algorithm that deals alternately with one structure and then the other.
We then describe a massively data-parallel implementation of our proposed splitting method for extended linear-quadratic programming on the CM{5 family of parallel computers. Computational results show that the parallel splitting implementation greatly outperforms standard serial codes on all but the smallest test problems. Section 4 gives some concluding remarks.
1 Summary of Monotone Operator Splitting Theory
Monotone Operators
In this paper, an operator T on < n is simply some subset of < n < n . For every such T, we let T(x) : = fy j (x; y) 2 T g, thus de ning a point-to-set mapping on < n ; in fact, we make no distinction between this point-to-set mapping and its graph T. Thus, the statements y 2 T(x) and (x; y) 2 T are completely equivalent.
The inverse of any operator T is the operator T ?1 = f(y; x) j (x; y) 2 T g, which will always exist. The sum T 1 + T 2 of two operators T 1 and T 2 is de ned by T(x) = (T 1 + T 2 )(x) = T 1 (x) + T 2 (x) : = fy + z j y 2 T 1 (x); z 2 T 2 (x)g ; (4) and for any c 2 <, cT : = f(x; cy) j (x; y) 2 T g. We de ne dom T : = fx j T(x) 6 = ;g and im T :
= dom(T ?1 ) = fy j 9 (x; y) 2 T g. When T(x) is necessarily a singleton set fyg for all x, that is, T is the graph of a function < n ! < n , we say that T is single-valued, and we may write T(x) = y instead of T(x) = fyg.
An operator T is said to be monotone if x ? x 0 ; y ? y 0 0 8(x; y); (x 0 ; y 0 ) 2 T : (5) A monotone operator T is said to be maximal if no strict superset of T is monotone, that is, T T 0 < n < n with T 0 monotone implies that T 0 = T. Finding a zero of a maximal monotone operator T, that is, some x 2 < n with 0 2 T(x), is a fundamental problem 1, 30, 39] that generalizes not only all of lower semicontinuous convex optimization, but also monotone variational inequalities.
Some salient facts regarding monotone and maximal monotone operators on < n are collected below.
Proposition 1 1 . For any scalar c > 0, cT is (maximal) monotone if and only if T is (maximal) monotone; T and cT have the same set of zeroes. 2. Suppose T is monotone, then T is maximal monotone if and only if im(I + T) = < n . 3. Given any monotone operator T on < n and z 2 < n , z can be written in at most one way as x + y, where y 2 T(x). If T is maximal, then such a representation must exist. 23] for an equivalent result). The next statement is standard and can be found in 35, 36] . The result about the maximality of sums of operators is proven in 37]. Statement 6 can be established directly or may be found in 11, Proposition 3.1(iv)].
2
We now consider another, more familiar class of operators. An operator N on < n is said to be nonexpansive if w ? w 0 z ? z 0 8(z; w); (z 0 ; w 0 ) 2 N : (6) Considering the case z = z 0 , it is immediate that nonexpansive operators must be single-valued, and (6) may be simpli ed to N(z) ? N(z 0 ) z ? z 0 8z; z 0 2 < n :
It is also immediate that nonexpansive operators are Lipschitz continuous, and a composition of nonexpansive mappings is nonexpansive. We now develop some observations from 17, 23] This equivalence suggests that an iteration of the form z k+1 = N T] (z k ) might be able to locate the zeroes of T. Unfortunately, the nonexpansiveness of N T] does not guarantee convergence of such a fz k g, but only that it will remain within a bounded distance of any solution point. Furthermore, N T] (z) may be di cult to evaluate, since it involves nding the unique (x; y) 2 T with x + y = z, which is in many cases as hard as solving T(x) 3 0. Fortunately, it is possible to apply the following proposition, where a b is a shorthand for ka ? bk : Proposition 3 Let N be any nonexpansive mapping de ned on all of < n , possessing at least one xed point. Let the sequence fz k g < n conform to the recursion z k+1
where f k g is a sequence of scalars with 0 < k 1. If 0 < inff k g 1 k=0 supf k g 1 k=0 < 
Since > 0, it follows that the denominator in (13) : (14) Take any (x; y); (x 0 ; y 0 ) 2 T. Multiplying both sides of (14) (16) By the strong monotonicity of T, (16) Thus, nding a xed point of N is tantamount to nding a zero of T = T 1 + T 2 . As N is nonexpansive, we can directly apply Proposition 3. For simplicity of notation, suppose that k 0. The iteration suggested by Proposition 3, (19) can be e ciently carried out as follows. Let (x k ; b k ) 2 T 2 be such that z k = x k + b k for all k and iterate using the ensuing two steps:
(i) Find the unique (y k+1 ; a k+1 ) 2 T 1 such that y k+1 + a k+1 = x k ? b k : (20) (ii) Find the unique (x k+1 ; b k+1 ) 2 T 2 such that which implies by the nonexpansiveness of N 2 that z k+1
First, consider case 1. Since f k g and f k g are summable, and f k g is bounded, f k + k k g is also summable. Therefore, Proposition 3 implies that fz k g converges to a xed point of the nonexpansive map N 1 N 2 = N, that is, some x + b such that b 2 T 2 (x ), ?b 2 T 1 (x ), and thus 0 2 T 1 (x ) + T 2 (x ). Now, x k = (1=2)(N 2 (z k ) + z k ) for all k; since N 2 is nonexpansive, it is Lipschitz continuous, and hence lim k!1 x k = lim k!1 
Relating Monotone A ne Variational Inequalities to Monotone Operators
We now relate the monotone operator theory we have just presented to monotone a ne variational inequality problems. Recall the problem avi(M; q; B) given in (1), with M positive semide nite but possibly asymmetric, and let sol(M; q; B) denote its solution or, if there is more than one, the set of all solutions. The feasible region of avi(M; q; B) is de ned as feas(M; q; B) : = fx j Mx + q 2 (rec B) ; x 2 Bg; where rec C denotes the recession cone of a set C de ned by rec C : = fd 2 < n j x + cd 2 C 8 x 2 C; c 0g ;
and \ " denotes the dual cone operation de ned by K : = fy j hy; vi 0; 8 v 2 K g : By way of illustration, in the special case of the LCP (3) the feasible set is fx j Mx + q 0; x 0g, while the solution set consists of all elements of the feasible set that also satisfy the complementarity condition hx; Mx + qi = 0.
Simple Splitting Schemes
We now introduce two operators that constitute splitting of avi(M; q; B). Let We may therefore envision solving MAVI's by applying one of the splitting schemes outlined in Section 1, setting T 1 (x) = W(x) = fMx + qg 8x 2 < n ; T 2 = N B : Generalizing slightly, we introduce a positive scalar multiplier c: T 1 (x) = cW(x) = fcMx + cqg 8x 2 < n ; T 2 = cN B = N B : (24) Consider applying Proposition 6 to the identi cations (24) . For simplicity, we will let k = k = 0 for all k. Proposition 7 Consider the problem avi(M; q; B) of (1), where M is positive semide nite, q 2 < n and B is a closed convex set, and assume feas(M; q; B) 6 = ;. Take any scalar c > 0 and sequence f k g < n with 0 < inf f k g 1 k=0 sup f k g 1 k=0 < 1. Then any sequence fz k g < n conforming to (26) will converge to some z such that x : = (z ) B solves avi(M; q; B), and (?1=c)(z ? x ) = Mx + q. If sup f k g 1 k=0 = 1, the same convergence is guaranteed provided M is positive de nite.
We further note that by letting k > 0 in Proposition 6, the iteration (26) will still converge even if (I + cM) ?1 (r B (z k ) ? cq) is computed inexactly, provided the accuracy improves su ciently with k.
Consider brie y the special case of the LCP (3), where B = < n + . It is clear that r B (z) = jzj, the component-wise absolute value of z. Setting k 1=2, we obtain the very simple method z k+1 = (I + cM) ?1 z k ? cq + z k ? ; (27) where z k ? is the component-wise negative part of z k . Proposition 7 shows this recursion converges to some z = x ?c(Mx +q), where x solves (3), subject only to positivity of c and positive semide niteness of M. From such a z , one can compute x as the component-wise positive part of x , x = (z ) + .
Matrix Splitting Schemes
Another possibility is to take two n n positive semide nite matrices M 1 However, we will consider a generalization of (28) with the same change of variables applied simultaneously to T 1 and T 2 :
8x 2 < n ; (29) where Q is an arbitrary nonsingular matrix. In this case,x is a zero of T 1 +T 2 if and only if x = Qx solves avi(M; q; B). The identi cations (29) will give di erent algorithms than those arising from (24) unless M 1 = 0 and Q = I. 
If feas(M; q; B) 6 = ; and 0 < inf f k g 1 k=0 sup f k g 1 k=0 < 1, then fx k g converges to a solution of avi(M; q; B). The same convergence is also guaranteed if feas(M; q; B) 6 = ;, 0 < inf f k g 1 k=0 sup f k g 1 k=0 1, and M 2 is positive de nite. The nonexpansiveness (and hence Lipschitz continuity) of the operator (I + T 1 ) ?1 can be used to show that the auxiliary sequence fy k g converges to the same limit x as fx k g. Applying (30)- (31) and simplifying, we immediately obtain y k+1 = sol B; Cx k + q; B (33) x k+1 = (2 sym(B) + C) ?1 2 sym(B) k y k+1 + (1 ? k )x k + Cx k : (34) These recursions cause fx k g to converge to a solution of (1) subject only to positive de niteness of B, positive semide niteness of M = B + C, and f k g being bounded away from 0 and 1. The method may be construed as standard matrix splitting (see e.g. 26, 27, 28] ), with the computation (34) replacing the usual under-relaxation step. Proposition 8 also guarantees convergence when f k g is allowed to approach 1, so long as M, and hence M 2 = M ? skew(B), is positive de nite.
To close this section, we note that the calculations in (30)- (31) or (33)- (34) may be performed approximately in the manner described in Proposition 6. Also, although it is beyond the scope of this paper, the techniques employed here may also be applied to produce splitting methods for nonlinear monotone variational inequalities.
Parallel Application to Optimal Control
We now present a case study indicating that splitting methods can be an e ective computational tool for di cult MAVI problems. In particular, one can use splitting to dissect a problem into comparatively simple substructures that can be solved using highly parallel techniques. We draw an example of this kind of decomposition from the eld of discrete-time optimal control. Our formulation is based on the notion of extended linear-quadratic programming as introduced by Rockafellar 40, 41] .
Discrete-Time Optimal Control as an Extended Linear-Quadratic Problem
Many optimal control problems have essentially linear dynamics that evolve over a xed time subject to the constraints (35)- (38) .
In order to solve such a problem, we consider a discretization of (35)- (39) We generated test problems having precisely this structure using techniques already developed for MCPLIB 7] , which is based on the code written by Wright 50] at the University of Washington. This procedure generates a ne variational inequalities of the form (42)- (47) Thus, all of out test problems have the dynamical structure that is described in 43]. Only the parameters referred to within this structure have been randomized. Furthermore, the assumed structure is very general, and includes many standard problems occurring in optimal control.
Parallel Application of Splitting
Consider the application of splitting algorithms to MAVI's with the structure described in (42)- (47) .
If the P t] and Q t] are all positive de nite, then algebraically eliminating the free variables yields a more compact positive de nite AVI of dimension (N ?1)(h+m)+h L +m R . However, the resulting matrix no longer has the block tridiagonal structure of (42), but is instead block lower triangular, and very much denser. Instead, we chose to maintain the original problem structure, and adopt the approach of (30)- (31), with sup f k g 1 k=0 < 1. An approach based on forward-backward splitting is also possible 4], but is subject to relatively stringent stepsize restrictions. Our approach is motivated by the existence of parallel solvers for block-tridiagonal systems of linear equations having structure like (42) . Unfortunately, these techniques do not generalize directly to variational inequality problems, because it is no longer always possible to use one row to \eliminate" another. However, one can isolate the block tridiagonal structure of the problem by taking the approach of Proposition As a heuristic acceleration technique, we propose checking whether^ k+1 < k , where 2 0; 1) is a parameter. If so, we rede ne y k+1 ŷ k+1 before proceeding to step (31) .
We are now ready to state a complete algorithm for an AVI with the structure (42)- (47) Now suppose that we have a computer system consisting of V N processors; if we have more than N processors available, we only use the rst N. We allocate the time steps t = 1; : : :; N to the processors in contiguous groups of roughly N=V . Each processor stores all data associated with the rows of M and q corresponding to its allocated time steps. All working vectors in the algorithm are partitioned similarly.
Given this simple data distribution, we now describe, step by step, how to construct a dataparallel implementation of the algorithm 0-8: 0. If < 1, we must factor H + M 2 , which can be done using standard parallel techniques (e.g. i ; g k+1 i ;`i; u i ) (see (52) ) for the indices i that it \owns". Then a single scalar interprocessor \reduction" operation nds and broadcasts the global maximum. 6. Since k+1 has just been broadcast in the previous step, no communication is required.
7. Computing q k+1 again requires an exchange of data between consecutive processors. Forming M k requires a similar data exchange. Solving M kỹ k+1 = ?q k+1 requires a factor and backsolve using standard parallel block cyclic reduction techniques. Finally, formingŷ k+1 using (55) requires only local computation. 8. Computing^ k requires some local computation and a single reduction/broadcast operation, as in step 5. After the broadcast of^ k , no further communication is needed.
The communication requirements of the algorithm are those implicit in the block tridiagonal factor and solve operations (steps 0, 3, and 7), along with global scalar reduction (steps 2, 5, and 8) and simple one-dimensional \shift" operations (steps 0, 3, 4, and 7) for data exchange between consecutive processors. The computation and communication requirements of the algorithm are highly regular, with the possible exception of nding y k+1 t] in step 1.
Implementation for the CM{5 Family
We implemented the algorithm on the CM{5 family of parallel computers 46]. The modi ed \fat tree" communication topology of the CM{5 is well-suited to parallel tridiagonal factorization, shift operations, and global reductions.
Due to the algorithm's computational and communication regularity, we chose to implement it using the global data-parallel CM Fortran (CMF) language 47] and the CMSSL collection of numerical/scienti c subroutines 48], which already contains sophisticated block-tridiagonal routines based on 16] . Under the global CMF/CMSSL programming environment, the CM{5 functions essentially synchronously, like a giant array processor or SIMD computer 13]. The elemental processing units are not the \processing nodes", but the individual vector arithmetic units (VU's). Each processing node has four of these vector units. The vector units function synchronously, each performing similar operations on di erent data. The environment is \tuned" principally for speed of operations on long vectors.
CMF and CMSSL do not support \ragged arrays" in which the valid extent of one subscript depends on the value of another. This restriction limits our implementation to the case that all the M t] have the same dimension, namely h L = h and m R = m. Thus the dimension of the square matrix M simpli es to n = N(2s + h + m).
The implementation also assumes that the matrices P t] and Q t] are diagonal, as are the scaling/stepsize matrices H CMF and the CMSSL made most of the implementation straightforward. The CMSSL already contained the necessary block tridiagonal routines, and most of the local calculations were easily written in CMF or were simple applications of the CMSSL's \multiple instance" dense linear algebra functions. CMF's ANY, MAXVAL and EOSHIFT intrinsic functions provided the required global reductions and data exchanges between consecutive processors.
The main di culty was in solving the local subproblems avi(H t] + M t] ; t] ; B t] ) in step 1.
Our approach was to rst algebraically eliminate each subproblem's unbounded variables, transforming it into a fully dense AVI of dimension h+m on a bounded box U t] V t] . To this collection of problems, we then applied our own special, multiple-instance, synchronous implementation of Lemke's algorithm, written in CMF, with calls to the CMSSL. Essentially, we synchronously perform Lemke pivots on every subproblem instance t = 1; : : :; N. Instances that have already located a complementary solution perform trivial basis-preserving pivots until all instances have reached termination. We use explicit representations of the basis inverses, with outer-product updates and periodic reinversion.
This approach was the easiest available to us, but has two potential drawbacks. First, after each pivot, the code must perform a fundamentally unnecessary global communication operation to determine whether all instances have terminated. Fortunately, these operations are extremely e cient on the CM{5. Second, when N > V , the algorithm may perform a large number of unnecessary ops, since each processor pivots on all its instances at each Lemke iteration, as opposed to only those that have not terminated. In a less inherently synchronous programming environment, both these ine ciencies could be removed; however, implementing the rest of the algorithm might prove considerably more complicated.
Computational Results on CM{5E Systems
For purposes of comparison, we attempted to solve the problems using standard serial codes for a ne variational inequalities on a SPARCStation 10/51 workstation with 32 megabytes of RAM.
The serial codes consisted of PATH 8] , which implements a generalization of the SQP method with a piecewise-linear path search, SMOOTH 3], a di erentiable approximation method, and MILES 45], which implements a standard pivotal algorithm of the Lemke class. All the above codes are designed for nonlinear box-constrained variational inequalities, but can be applied to linear problems. By reformulating the test problems as quadratic programs 42], we also attempted to solve some of the problems with the generalized reduced gradient nonlinear programming code CONOPT 10] . The generated quadratic programs are convex, but they are guaranteed not to be strictly convex.
Other techniques for the parallel solution of ELQP problems arising in optimal control have been described in the literature. Wright 51] develops an interior point SQP approach with special adaptation of the (banded) linear algebra for solving the generated subproblems. Pantoja and Mayne 29] also use an SQP approach, but exploit the structure at a higher level. Both of these techniques are essentially comparable to the PATH method, but with special implementation to exploit the problem structure. None of these authors report results on the structured ELQP's outlined in Section 3.1.
Zhu and Rockafellar 52, 53] consider the problem as an ELQP and apply forward-backward splitting techniques exploiting the underlying duality structure. Although they report results for problems similar to the well-conditioned ones that we consider, their implementation is serial. No parallel implementations of the above methods available for the CM-5, so we report only representative serial times for those codes that were accessible within GAMS.
We ran the parallel code on three di erent CM{5E con gurations, with a total of 16, 128, and 256 vector units, respectively. The CM{5E is a variant of the basic CM{5 in which each processing node consists of a 40-MHz SPARC{10 and four 40-MHz vector units. In all cases, each vector unit had access to 32 megabytes of local RAM.
We created two sets of test problems. To conform with the assumptions of our CM{5 implementation, we restricted the MCPLIB procedure (as described in Section 3.1) to the case h L = h and m R = m and limited the scope of our experiments by considering only the case h = m = s. The dimension of the problems simpli es to n = 4Ns and within each set of problems, the data is parameterized by N and s. The GAMS source le that was used to generate the test problems is available by anonymous ftp from ftp://ftp.cs.wisc.edu/math-prog/mcplib/gams/opt cont.gms.
In the rst set, the condition numbers of the matrices P t] and Q t] are in the range of 2 to 3. We generated such problems with s = 8, 16, 24, 32, and 40. In the second set, the condition numbers of P t] and Q t] were much higher, in the range of 10 Only (and hence H) varies with the problem to be solved. Since M 2 is not positive de nite, we were constrained to keep k bounded away from 1. Thus, the algorithm implemented is a form of \Douglas-Rachford" (DR) splitting as described in 12] .
We set to be fairly large because the e ort involved in factoring the block tridiagonal matrix M k is considerable, and in particular much greater than that needed in the block tridiagonal backsolves of step 3. In practice, the algorithm always terminates in step 8. There were typically between 1 and 4 heuristic \jumps" (when the test^ k k was passed), and they tended to be concentrated towards the end of each run.
For well-conditioned problems with small s, = 1 worked very well, cutting the time per iteration approximately in half without much penalty in iteration count. For more di cult problems, however, the algorithm is very sensitive to the value of . Values of near 1 in ated iteration counts by an order of magnitude or more; in general, it seemed important to use a value of at or near 0.
The sensitivity of the algorithm to the other parameters is much milder. Setting to within a factor of 4 or so of the value speci ed in (59) resulted in only modest run time variations. Similarly, sensitivity to k is limited as long as it is not close to 0, although values near 1 do tend to work best. Sensitivity to the termination tolerance is minimal unless the parameter is very large, since the algorithm always terminates with a step 8 \jump" to a solution that is accurate to at least 10 digits of precision. Table 2 gives run times for the well-conditioned test problems. The solutions obtained by all our methods agreed to seven signi cant digits. In Table 2 , \Memory" means that a given problem would not t in physical memory, and \Time" indicates that the speci ed code could not solve the problem within 14,400 seconds (4 hours). The results are also plotted graphically in Figures 1 through 5 . It should be noted that the per-timestep memory requirements of the CM{5 implementation are considerably higher than the serial implementations'. This disparity is partly due to the large temporary data structures allocated by CMSSL, and partly to our decision to use dense linear algebra in our CM{5 Lemke subroutine. The latter choice made implementation considerably easier, and probably did not require any sacri ce in speed, due to the CM{5's preference for long vector operations.
Of the serial codes, PATH appears to be the most e cient for these problems, followed (somewhat distantly) by SMOOTH. CONOPT and MILES could only solve the easiest instances. However, the parallel splitting implementation is markedly faster than any of the serial codes for almost all the problems. The exceptions are that PATH is competitive with the parallel code when N = 16, and also for the s = 8 problems that have N 256. Depending on s, the parallel code could solve problems 2 to 8 times larger than PATH.
Comparison of the timings for the 16, 128, and 256 vector unit con gurations illustrate how the splitting approach is able to take advantage of parallelism. Our code can use at most N vector units, even if more are available, so the 128-and 256-VU timings are essentially the same for N 128.
In fact, the 128-VU system gives slightly better performance in these cases, because it is controlled by a SPARC{10 \front end" processor, whereas other systems are controlled by SPARC{2 front ends. For N = 16, all the CM{5E con gurations yield similar timings, except for the e ects caused by front end performance. Table 3 gives run times for the more ill-conditioned problems. The format is the same as for Table 2 , except that there are some \Failure" entries in the CONOPT column. These entries indicate that, once the problems were converted to quadratic programs, CONOPT rejected them as having no feasible solution. Figures 6 through 8 show the same data graphically. The relative performance of the various codes remains quite similar to the well-conditioned problems, except that parallel implementation's advantage over PATH is even more dramatic for s 16 . For the same values of s, N, and number of vector units V , the splitting method does take longer to solve the ill-conditioned problems than the well-conditioned ones, apparently due to a slowing in the convergence rate of the underlying splitting procedure. There was an increase in the number of splitting iterations, mitigated by decrease in the number of Lemke pivots per iteration. Table 3 : Elapsed CPU time in seconds for the ill-conditioned problems.
to draw empirical conclusions about our algorithm's abstract speedup potential from the runtime data in Tables 2 and 3 . For example, suppose that we wish to compare the 16-and 256-VU data for N = 256. One must keep in mind that, even though all the VU's are occupied in both cases, the 16-VU con guration is operating on much longer vectors, and so runs more e ciently. Another way of looking at the situation is that the implementation continues to extract a kind of parallelism from the algorithm even as N increases past the number of processors V , because increasing vector length allows it to increase its use of pipelining internal to each processor. This phenomenon leads to an appearance of sublinear speedup, especially for small s. Larger values of s lead to larger average vector lengths, and thus tend to mitigate the e ect somewhat.
Conclusion
Sections 1 and 2 have presented a uni ed approach to set-valued monotone operator splitting theory, and applied it to generate two classes of iterative algorithms for monotone a ne variational inequalities. The analysis of these methods does not depend on symmetry, and creates a number of theoretical connections to existing matrix splitting methods. In particular, the iteration (33)- (34) resembles standard matrix splitting interspersed with solutions of certain systems of linear equa-tions, and converges under quite general conditions. Section 3 has demonstrated that splitting methods are interesting for more than their theoretical connections alone. Splitting allows one to \pull apart" the structure of some problems so they can be attacked in a highly parallel manner. This approach is consonant with the general philosophy of splitting methods, dating back at least to 1950's alternating direction methods for banded systems of linear equations 9, 32]: one expresses the structure of ones problem as a composition of two less complicated structures, each simple enough to be attacked with the technology at hand.
Finally, with careful implementation aimed at circumventing \tail convergence" di culties, we have demonstrated that these techniques can lead to parallel algorithms that signi cantly outperform state-of-the-art general solvers on a class of di cult, large-scale a ne variational inequality problems. There are many other application areas for which the techniques described in this paper would be appropriate. A particular class of applications for future research is the eld of linear-quadratic problems arising in stochastic programming 42, 44]. 
