Data used to train models for semantic segmentation have the same spatial structure as the image data, are mostly densely labeled, and thus contain contextual information such as class geometry and cooccurrence. We aim to exploit this information for structured prediction. Multiple structured label spaces, representing different aspects of context information, are introduced and integrated into the Random Forest framework. The main advantage are structural subclasses which carry information about the context of a data point. The output of the applied classification forest is a decomposable posterior probability distribution, which allows substituting the prior by information carried by these subclasses. The experimental evaluation shows results superior to standard Random Forests as well as a related method of structured prediction.
INTRODUCTION
Contextual information plays a major role within the human vision system (Hock et al., 1974; Biederman et al., 1982) and enhances results in a variety of computer vision tasks. However, the specific role of context in image understanding and how to embed contextual information in corresponding methods is still an open research question. We aim to improve semantic segmentation results using semantic context information and gain insights about how this information contributes to the learning and inference process. To gather these semantic contextual relations we leverage the spatial structure of pixelwise labeled training data.
The basis of most machine learning approaches on semantic segmentation is a sliding window classification. These classifiers usually use features that expose textural context information but do not attempt to induce a meaningful structure in the output space in an explicit manner. Recent work tackles this mostly by topping the output of the classifier with a second model to capture the structural information (Shotton et al., 2006; Mottaghi et al., 2014) . These additional processing modules are probabilistic graphical models which represent the spatial relationship of classes either as a Markov Random Field (MRF) or as the pairwise potential of a Conditional Random Field (CRF) (He et al., 2004) . Using such a sophisticated model allows to learn the structure of the output space in every conceivable detail, including smoothness assumptions, class context, or geometrical relations and location priors. Inference on these models is NP-hard in general and requires algorithms that find approximate solutions like spatially limited inference (Nowozin and Lampert, 2011) . Our work provides an alternative approach that integrates classification and structured prediction in a single learner. This is accomplished by employing a Random Forest (RF) that allows to combine both concepts in an intuitive and comprehensible way. In contrast to our work, most current work is based on deep learning in the form of convolutional networks (ConvNets) (Long et al., 2015; Lin et al., 2016) . Their astonishing performance is rooted in successive transformations of the input data into feature spaces with increasing abstraction and meaningfulness. In terms of deep learning, the ability to learn the parameters of a split function adds one layer of feature transformation and makes RFs a rather shallow learner with a depth of two, while ConvNets usually consist of ten and more layers. However, this large number of layers makes huge amounts of training data necessary and requires extraordinary computing capabilities, whereas our work aims to improve segmentation results through a more efficient use of training data. Besides this, the natural handling of multi-class problems, the probabilistic output, and their almost ideal statistical properties (Hastie et al., 2009 ) make RFs an attractive method for semantic segmentation. To use contextual information in a way that allows efficient learning and inference, our work uses domain specific assumptions about relevant spatial scales and the corresponding types of context. Label information is categorized in four spatial classes: Local, small-scale, large-scale, and global (Fig. 1) . Our work evaluates if and how these types of information can be predicted from local appearance to allow their integration into a simple patch-based semantic segmentation method. All categories are evaluated separately and are subsequently integrated into one model. The details of the proposed method are explained in Section 3. The first kind of information, called local label information, is the atomic class label that corresponds to an image patch. The second, the small-scale information, is harnessed using a method introduced in (Kontschieder et al., 2011; Kontschieder et al., 2014) . It uses label patches centered at the same point as the image patch and represents regional class geometry and regional class cooccurrences. This regional information does not capture relationships between distant object parts. To incorporate the relations of image regions on an object level, which are referred to as large-scale information, object shape is modeled using the implicit shape model (ISM) from (Leibe et al., 2004) . The Generalized Hough transform, which is part of the ISM, is integrated into RFs in a series of publications (Gall and Lempitsky, 2009; Gall et al., 2011; Kontschieder et al., 2012; Gall et al., 2012; Kontschieder et al., 2014) . Since RFs allow to combine classification and regression, these so called Hough Forests are often utilized to approach combined classification and detection tasks. Our work extends this concept and uses the detector activations of Hough Forests to refine the segmentation. Object detection as an intermediate step to refine semantic segmentation has already proven to be successful. One example is the usage of detector outputs in (Ladický et al., 2010) as additional potentials for a CRF to refine a semantic segmentation and allow differentiation between object instances. In (Yang et al., 2012 ) the generative model from (Felzenszwalb et al., 2010 ) is used to improve segmentations with the aid of detector activations. The works in (Gu et al., 2009; Arbeláez et al., 2012) use region-based object detectors and combine the region proposals to a semantic segmentation using the generated object hypotheses. Our work integrates a discriminative approach on object detection and semantic segmentation. Already (Leibe et al., 2004) does not only introduce the ISM, but also use the predicted object hypotheses for a figure-ground segmentation. Both of these parts are adopted in our work and extended for the use in multi-class semantic segmentation. However, the closed probabilistic formulation for the segmentation in (Leibe et al., 2004 ) is limited to pixels that were involved in the voting process of the Hough transfrom. We propose an alternative probabilistic method that allows to propagate evidence given by object hypotheses into a convex hull formed by the voters of a hypothesis. On a fourth spatial scale, global context is introduced by learning the statistical relation between local appearance and the global, image wide class distribution.
As it is possible to train a Random Forest model on multiple label spaces, the model allows multiple simultaneous predictions each representing an aspect of contextual information corresponding to one of the above mentioned categories. The different predictions are combined using the maximum a posteriori formulation of the classification problem: y y y = f (x x x) = argmax y y y p(x x x|y y y)p(y y y).
(1)
The posterior contains semantic context as the joint probabilities of the label variables y y y = (y 1 , ..., y n ). Hence, likelihood and prior of the Bayesian decomposition of the posterior can be interpreted as appearance and context as in (Tu, 2008) . Random Forests allow to decompose the posterior and to adopt this view. Summarizing the contribution of this work:
• We incorporate the prediction of large-scale and global context information into the Random Forest framework.
• A comparison of small-scale, large-scale, and global context information shows similar performance improvements for all evaluated spatial scales.
• Combining predictions on different spatial scales leads to a significant improvement compared to the reference method.
RANDOM FORESTS
Random Forests (RFs) are ensembles of decision trees that are hierarchical structures of leaf-and splitnodes used for classification and regression (Breiman, 2001) . While the leaves contain the actual predictions, the split nodes are binary test functions f θ with parameter vector θ ∈ T , propagating a data point x ∈ X to one of two sub-trees:
Here τ is a threshold value. A common choice for φ(x) is the (absolute) difference of two pixels around the pixel coordinates u:
which is an approximation of the gradient on the connecting line between a and b and thus a simple edge detector. In this example, the additional parameter c describes the color channel of the image x x x resulting in θ = (a, b, c, τ). For this work φ is drawn randomly from a set of four different functions (see supplementary material 1 ).
To generate a tree, the training data S 0 is split successively. Each split is chosen in a way such that the resulting subsets S 0 and S 1 are as pure as possible regarding the class label. This purity is measured with an objective function such as the information gain I H using the Shannon entropy H:
For an optimal split at node k, the second term of the information gain, the sum of the weighted entropies of the resulting subsets, must be minimized. While an entropy-based objective function for regression is possible, regression forests usually choose a split that minimizes the variance within the resulting subsets for simplicity and to lower the computational costs Gall et al., 2012) . The objective function for the regression label spaces is defined as
where Y is the set of labels and d the mean of the target variable for regression (e.g. offset vectors) in S i y . The normalization with the sample size usually found in the variance equation is missing since the subsets are weighted with their size to avoid unbalanced splits. As it is not necessary to reduce the variance between data points belonging to different classes, this formula is extended to only consider intraclass variance for forests in which classification and regression are combined as in (Gall et al., 2011) . The use of variance minimization implies a unimodal data distribution. This assumption is often invalid. As in most works this objective is chosen in the absence of a computational tractable alternative for multimodal distributions.
A leaf node is created if there are less than a certain number of samples in the subset left, the maximum tree depth is reached, or the subset is pure. Each leaf stores a representation of the remaining data samples. Forests used for semantic segmentation usually store the class frequency of the subset. As an approximation of the posterior, this distribution includes the prior distribution of the training data according to the Bayes' theorem. To allow to train the model with unbalanced data the distribution gets re-balanced with the reciprocal prior distribution |S | /|S y |.
All trees are trained independently and their output is averaged for inference. The single trees are randomized by choosing the optimal split only from a relatively small subset of created split candidates by randomly sampling split parameters θ. This procedure leads to a very efficient training on high dimensional data.
METHOD
This work aims to exploit topological information from the label space with the aid of Random Forests (RFs). Therefore, information on local, small-scale, large-scale, and global level is incorporated into different structured label spaces, used as split criteria for the tree nodes, stored in the leaf nodes, and combined into a consistent pixelwise class prediction. A detailed description of implementation decisions and parameter choices can be found in the supplementary material 1 .
Structured Labels in RFs. The first step of the proposed approach is to define a representation of the context information contained in the structure of the pixelwise labeled data. Local information is the atomic label y = (u, y y y) corresponding to the center of a data point (image patch) x = (u, r, x x x). Here u is the patch center, r the patch shape, x x x the image, and y y y the label image. This label representation does not contain any topological information. Small-scale information denotes a small region r y in y y y around u corresponding to a data point x (Fig. 2 middle) . Note that the region r y has not necessarily the same size as region r x , the image patch in x x x, but is centered at the same position u. This label type is introduced in (Kontschieder et al., 2011) and (Kontschieder et al., 2014) . As labels on the large-scale level, the well known Hough features are deployed (Leibe et al., 2004) (Fig. 2 middle) . Here, a Hough feature is an offset vector d describing the displacement between u and the object center and thus depicts the geometrical structure of the label information on an object level. Global, image level information is incorporated by assigning the same label to every image patch, namely the image wide class distribution (Fig. 2 right) .
Training Objective. RFs can be utilized for classification and regression. A single RF can be trained using multiple different label spaces from both problem classes by randomly selecting a label space in each split-node. The split-nodes split the data set using an objective function appropriate to the selected label space. The concept from Eq. 4 can be directly applied for the local labels. The small-scale label is handled by randomly choosing two atomic labels for each split node and separate the data by maximizing the joint information gain. As suggested in (Kontschieder et al., 2011) , choosing the center pixel as one of the compared pixels ensures the separation of the data by local information. Large-scale and global labels are handled as a regression problem. The histograms for the global labels are therefore interpreted as data points with dimensions of the number of classes.
Leaf Nodes. To leverage the topological information in the label space a representation of the structured labels which are used to split the data sets must also be preserved. Of the small-scale label patches which set up a leaf node Kontschieder et al. use only the one that represents the set of labels best. The best representation is determined with an approximation of the joint probability assuming independence between pixels. This approach allows to keep the memory consumption of the tree acceptable despite the high dimensional label. This work adopts this method. The large-scale information is preserved in the leaf nodes as a non-parametric spatial density distribution p(v|x). A sparse representation of the occurring coordinates (non-zero densities) describes the distribution in a simple and detailed way, even if the distribution is multimodal. The global label is an additional histogram which is the average of the histograms of class densities. Output distributions of different trees are combined by averaging. The predictions of the small-scale labels are unified over multiple trees by maximization of the joint probability.
Prediction from Structured Labels. After a RF instance is trained on one or more label spaces, the predictionsŷ about class distributions and label structure must be fused into a meaningful result. This work evaluates several prediction processes based on different label types. The normalized local class distribution, inferred from the prediction based on the local label, is referred to with p lh as it is proportional to the likelihood term of the Bayes' formula. Small-, largescale, and global information are used to generate distributions which are supposed to enforce a regional resp. global compliance to the predicted structural properties of the image patch. The large-scale and global distributions are combined with p lh in the hope of achieving a posterior distribution which expresses a per pixel class prediction consistent with large-scale and global structure of the image. As the small-scale label already contains local information, there is no need for a combination with a distribution generated from local information.
The small-scale information is transformed into a position dependent distribution p(y, u) by fusing predictions from neighboring pixels to encourage a regional consensus. The neighborhood is defined as the set of pixels in the region r u y which is the label patch centered at u. The distribution at u generated from the small-scale labels is a voting of all labels corresponding to pixels in r u y : 2
2 This procedure is referred to as simple fusion process in (Kontschieder et al., 2011) .
The attempt to reach a consistent prediction on large-scale level is based on the idea that patches, which belong to the same object, should make a mostly coinciding prediction about the objects centers position. Therefore, an estimate about the position of the object center for all patches of an image is collected. The object hypotheses the most patches agree on are used to encourage a classification of the single patches which is conform to these hypotheses. Note, that the actual position of the hypothesis is not important as it is not used for object detection or objectwise segmentation. For the generation of the large-scale prior two different methods are evaluated and compared. First, the forest is trained on the atomic and the Hough labels and thus associates a class distribution p(y|x) and a spatial distribution p(v|x) with each image patch x. The joint distribution p(y, v|x) of both describes the hypothesis of the position v of an object center and corresponding object class y. These distributions are used for a voting in a Hough space for which all hypotheses of all image patches are summed up:
The n most prominent maxima h 1...n in the voting space are selected using the maximum of the class distribution for each pixel position. Given this list of hypotheses all voters V 1...n that voted for one of the peaks are identified (see supplementary material 1 ).
The first of the two evaluated methods generates a convex hull from these voters for each hypothesis and assigns the average local class distribution of the voters to each pixel within the hull:
Pixels outside the convex hull are treated as having an uniformly distributed class prior. A weighted and re-normalized sum of these distributions results in the final prior distribution:
The second method is supposed to integrate smallscale and large-scale information and therefore adopts the probabilistic formulation from (Leibe et al., 2004) to combine Generalized Hough Transformation and semantic segmentation. The implicit shape model (ISM) described in (Leibe et al., 2004 ) uses a codebook inferred from the training data for the Hough voting. Image patches trigger a number of codebook entries which pass votes into the voting space. Additionally, a set of segmentation masks is stored with the codebook entries. The segmentation masks implement the small-scale influence, i.e. p(y|h l , u, x) reflects if u lies within the mask associated with x. We adopt this part through a small-scale prediction, using a model that is additionally trained on a binarized small-scale label. As binary matrix it marks all pixels of y y y in the region r that have the same class label as position u and describes the spatial distribution of the class in the region.
For this method the prior is formulated as distribution conditioned on an object hypothesis and marginalized over image patches x:
The first term describes the small-scale influence of the image patch x on the class distribution at pixel u. It is weighted with the contribution of the patch to the object hypothesis h l . As only patches containing u have small-scale influence p(y|u, x) > 0 and only patches that voted for h l have non-zero weight p(x|h l ) > 0, the sum reduces to the intersection of these subsets.
Assuming a uniform distribution for the priors p(x) and p(h) one can substitute the term p(x|h l ) with p(h l |x) = p(y l , v l |x) from Eq. 7. Finally the priors generated for each hypothesis are combined as in Eq. 9. The global probability density describing the image wide class occurrence is independent of the image coordinates u. It is defined as the mean of the global labels estimated for the patches of an image x x x. This prior encourages an image wide consensus about which classes are likely to appear in the scene.
EXPERIMENTS
The forests are trained and evaluated on MSRCv2 (Shotton et al., 2006 ) data set, which contains 276 training, 59 validation, 256 test images and 21 object classes. Images are fed into the RF using LAB color space and with nine additional HOG-like feature channels (see supplementary material 1 ). Due to the grid sampling strategy (5×5), the resulting set of data points is unbalanced. Three metrics are listed for each experiment to evaluate the results besides a qualitative analysis. These are the global recall (GR), the average recall (AR), and the average intersection over union or average Jaccard index (AJ) (Everingham et al., 2010) . The baseline for the experiments is a standard Random Forest model without modifications. The forest parameters are: Number of trees T = 10, maximum tree depth D = 99, and minimum number of samples S min = 5. All data points from the training set are used for the training of all trees (i.e. no bagging). We fixed the feature patch size for all experiments to 21 × 21 and the small-scale label patch size to 11 × 11. As a baseline, additional to the classification results based on the local label, the results for three posterior distributions are given: Consensus (smallscale), consensus (global), and consensus (both). These three posterior distributions are generated with three uninformed prior distributions. They enforce a consensus in the classification result but incorporate no knowledge inferred from the training data. They are defined as an average of the local class distributions p lh :
For the consensus (small-scale) posterior, r u is a region around the pixel coordinates u with the same size as the small-scale label patch to enforce a consensus of the class distributions on this spatial scale. A global consensus is encouraged with the mean of all patchwise predictions throughout the image r u = x x x. The combination of the consensus (small-scale) and consensus (global) priors is denoted with consensus (both). These posterior distributions are intended to allow a more meaningful interpretation than a comparison to an arbitrary CRF model.
Results.
The results for the integration of smallscale information are very similar to those published in (Kontschieder et al., 2014) . They are slightly better than the results achieved with the uninformed smallscale consensus prior ( Table 1 ). Note that this comparison concerns only the simple fusion process suggested by Kontschieder et al.. Large-scale information is exploited using two different approaches: Convex hull & ISM. The first method surpasses the results achieved with the smallscale label (for the AR and AJ score), the small-scale, and the global baseline-priors. It even outperforms the combination of both baseline-priors wrt. AR. Figure 3 emphasizes how a weak signal in the localappearance-based classification can lead to a robust and correct classification of a region. This confirms previous findings that object detection can improve semantic segmentations and shows that the proposed method is effective. The second method leads to an improvement too, but cannot compete with the convex-hull-based method. One reason for the comparably low performance is the property of the approach to propagate the knowledge about object hypot- heses in a local region around the voters. The prior formulated using the patch-based predictions about the global class distribution outperforms the uninformed prior. Furthermore, it outperforms the results achieved by incorporating smallscale and large-scale information. This shows that it is possible to infer global image properties from local appearance and to use this knowledge to improve semantic segmentations. The qualitative analysis in Figure 4 shows significantly better results for the informed global prior compared to the uninformed global consensus prior.
The convex-hull-based large-scale and the global prior are combined and evaluated two times: On basis of local information and using small-scale information as a basis for the large-scale prior. The combination of large-scale and global information shows to be hardly redundant. It leads to remarkable results with a relative improvement of 40% for AJ compared to the standard model. Even the slight decrease of the GR score, comparing the baseline priors and large-scale prior, is compensated by the combination of both information levels. An additional combination with small-scale information improves the results further, but at the cost of memory footprint computational load.
CONCLUSION
We leverage the spatial label structure of densely labeled image data to support the learning and inference process of RFs for semantic segmentation. Different structured labels are introduced that exploit contextual information encoded at different spatial scales: Small-scale, large-scale, and global. While the smallscale level is based on (Kontschieder et al., 2011; Kontschieder et al., 2014) , the large-scale information is introduced by a Hough-voting-based object detector. This leads to enhanced segmentations compared to the baseline and performes on par with the reference method (Kontschieder et al., 2014) . Similar results are achieved through incorporation of global context information. A combination of both introduced methods and of all three spatial scales improves the results considerably, with a relative improvement of 40% for the average Jaccard index compared to the standard Random Forest model and 20% compared to the reference method. Our work shows how to harness the structure of the label space, to integrate context information on different scales and demonstrates that the potential of RFs is not yet exhausted.
Future Work. This work leaves multiple ways to counteract the shortcomings of the ISM-based method to integrate large-scale information to further evaluation. One way is to increase the size of the used small-scale label. Another is to use a less restrictive voter identification process. Further development to refine this approach would be worthwhile because it has the potential to overcome the weak-point of the convex-hull-based method: Using the convex hull as basis for the top-down distribution of the detector activations leads to an overestimation of the object size, i.e. false positive classification of background classes as "thing" classes. A further way to improve the results would be to use a non-convex hull, i.e. a polygon. Additionally both methods could profit from a substitution of the standard Hough voting, which needs the fine tuning of many parameters, with the closed probabilistic formulation from (Barinova et al., 2012) .
