The chemical abundances for five metal-poor stars in and towards the Galactic bulge have been determined from H-band infrared spectroscopy taken with the RAVEN multi-object adaptive optics science demonstrator and the IRCS spectrograph at the Subaru 8.2-m telescope. Three of these stars are in the Galactic bulge and have metallicities between -2.1 < [Fe/H] < −1.5, and high [α/Fe] ∼+0.3, typical of Galactic disk and bulge stars in this metallicity range; [Al/Fe] and [N/Fe] are also high, whereas [C/Fe] < +0.3. An examination of their orbits suggests that two of these stars may be confined to the Galactic bulge and one is a halo trespasser, though proper motion values used to calculate orbits are quite uncertain. An additional two stars in the globular cluster M22 show [Fe/H] values consistent to within 1 σ, although one of these two stars has [Fe/H] = -2.01 ± 0.09, which is on the low end for this cluster. The [α/Fe] and [Ni/Fe] values differ by 2 σ, with the most metal-poor star showing significantly higher values for these elements. M22 is known to show element abundance variations, consistent with a multi-population scenario (i.e. Marino et al. 2009 Marino et al. , 2011 AlvesBrito et al. 2012) though our results cannot discriminate this clearly given our abundance uncertainties. This is the first science demonstration of multi-object adaptive optics with high resolution infrared spectroscopy, and we also discuss the feasibility of this technique for use in the upcoming era of 30-m class telescope facilities.
INTRODUCTION
The metallicity distribution function (MDF) of the Milky Way (MW) Galaxy is varied and can differ drastically from one Galactic component to the next. Prime examples of this are the differences in the mean and metal-poor extension of the MDF of the Galactic Based [in part] on data collected at Subaru Telescope, which is operated by the National Astronomical Observatory of Japan.
† E-mail: masen@uvic.ca halo (Schörck et al. 2009; Yong et al. 2013) compared to that of the Galactic bulge (Hill et al. 2011; Bensby et al. 2013; Howes et al. 2014) . The metal-poor stars in both components are important and can reveal a wealth of information about these environments, i.e. characterization of the Galaxy at earlier stages in its evolution, and constraints on Population III stellar models and chemical yields (Beers 2005; Salvadori et al. 2007; Ekström et al. 2008) . Even though most metal-poor stars are found in the halo, it has been proposed that evidence of the most metal-poor stars (even the First Stars) could in fact be located within the Galactic bulge (Diemand et al. 2005; Salvadori et al. 2010; Tumlinson 2010; Gao et al. 2010) . Furthermore, the bulge exhibits evidence of multiple components (Babusiaux et al. 2010; Hill et al. 2011; , chemically distinct from one another, thus in this paper we have used a new method to search for and examine metal-poor stars in the Galactic bulge, and investigate their locations and orbits. The discovery and characterization of metal-poor stars in the bulge has been approached through a variety of techniques. Bensby et al. (2013) discovered a [Fe/H] = -1.9 dex star based on high resolution spectroscopy from a gravitational microlensing event. García Pérez et al. (2013) found two stars at [Fe/H] ∼ -2.1 dex from nearinfrared (NIR) APOGEE 1 spectroscopy. More recently, the EM-BLA Survey (Howes et al. 2014 (Howes et al. , 2015 (Howes et al. , 2016 , Casey et al. (2015) , and Koch et al. (2016) have used photometric indices as metallicity indicators to identify and spectroscopically observe bulge metal-poor stars at high resolution; as a result they have shown the metal-poor tail end of the bulge MDF extends much further than has previously been observed, showing a sample of 23 stars with -2.3 < [Fe/H] < -4.0. In addition, the ARGOS survey have identified ∼20 stars with [Fe/H] < -2 at medium resolution.
There have been two notably unique features regarding bulge metal-poor stars to date. The first is that out of the 23 stars observed by Howes et al. (2015) , none of the stars were observed to be significantly enhanced in carbon, which is contrary to that found by Placco et al. (2014) in the halo at these metallicities. Second, is a sample of stars observed in NGC 6522 -a bulge cluster with one of the oldest known ages in the Galaxy -show anomalously high s-process elements given their metallicities ([Fe/H] ∼ -1.0), a feature only seen in halo stars with [Fe/H] < -3.0 (this feature however has been argued to be a false detection, e.g. see Ness et al. 2014) . Discovering and accounting for these unique features within bulge metal-poor stars is inherently interesting; Howes et al. (2015) and Chiappini et al. (2011) draw links between these unique features and First Star remnants. As such, filling in the metallicity gap between these two works (i.e. -1.0 < [Fe/H] < -2.3) with a sample of bulge stars with detailed chemical abundances is compelling.
To date, detailed spectroscopic observations of metal-poor bulge stars have been observationally difficult due to (i) the stellar obscuration from dust, (ii) the stellar crowding of the highly dense region, and (iii) the rare nature of metal-poor stars within the entire sample (∼1 in 5000, ). The aforementioned observing techniques (i.e. Bensby et al. 2013; García Pérez et al. 2013; Howes et al. 2015 , amongst others) hold advantages and disadvantages over one another, with each technique mitigating one or two of the issues, however none capable of simultaneously correcting all three. In this paper, we employ a new approach that can significantly mitigate all three issues simultaneously; this method uses the new RAVEN multi-object adaptive optics (MOAO) instrument Ono et al. 2015) with the Infrared Camera and Spectrograph (IRCS, Kobayashi et al. 2000) at the Subaru 8.2-m telescope.
RAVEN employs the technology of MOAO -a flavour of adaptive optics (AO) that allows for multiple windows of correction over a wide field of regard (i.e. on the order of arcminutes). Each window is provided by a mirror on a 'pick-off' arm, which patrols the astronomical field and is placed over scientifically in-teresting objects. Bright stars within the field of regard act as guide stars (including a laser guide star), which is then used to reconstruct the volume of turbulence above the telescope.
RAVEN demonstrates this technology with 2 pick-off arms on an 8-m class telescope, however there may be many more arms on future extremely large telescope (ELT) instruments. ELTs will also employ MOAO to a greater effect; a larger diameter pupil will in turn have a meta-pupil that does not de-correlate as quickly as an 8-m class telescope as a function of altitude. This results in the capability of a larger field of regard for ELTs, which in turn allows for a larger availability of guide stars (and therefore sky coverage). In addition, ELT-MOAO will use many laser guide stars and will only rely on natural guide stars for tip/tilt/focus measurements; these measurements can use the full aperture of the telescope and therefore sensitivity (and sky coverage) is increased for an ELT compared to an 8-m telescope. However, demonstrating MOAO on a telescope such as Subaru is important to gain technological insight and test scientific observing strategies for these future MOAO applications.
The RAVEN instrument operates in the near-infrared, allowing relief from dust obscuration. In addition, AO performance improves with respect to increasing wavelengths, allowing for higher Strehl ratios compared to the optical. Traditional stellar spectroscopy is usually practiced in optical regions, however the nearinfrared has shown to be an excellent complementary resource to optical stellar abundances, (e.g. Mészáros et al. 2015; Holtzman et al. 2015; Cunha et al. 2015; Smith et al. 2013; Lamb et al. 2015) . This wavelength region is spectroscopically accessible to many of the light elements, with more numerous C, N, and O features than the optical, where the continuum is formed in the deepest layers of the stellar atmosphere (Alves-Brito et al. 2012) . Furthermore, the near-infrared is an excellent regime to examine Fe features, where typical Fe lines have high excitation potential and are thus less sensitive to variations in Teff (e.g., see Alves-Brito et al. 2012) . Finally, light elements such as Si are readily available in the infrared, whereas they can be more elusive in the optical (e.g., see Lamb et al. 2015) .
In this paper, we use the AO instrument RAVEN coupled with infrared spectroscopy to determine stellar abundances. Thus, the goals of this paper are to demonstrate MOAO, discuss its unique observing strategies for future applications, and to observe metalpoor stars in and towards the centre of our Galaxy.
OBSERVATIONS AND DATA REDUCTION

RAVEN technical details
RAVEN features two pick off arms, each selecting a 4"x4" region over a field of regard, which can be up to ∼ 3.5 arcminutes in diameter. The field of regard is defined by an asterism of three guide stars: either 3 natural or 2 natural and 1 laser (using the existing sodium LGS at the Subaru facility, Hayano et al. 2010) . The limiting magnitudes on the guide stars are R∼13 2 . Each guide star utilizes a wavefront sensor (WFS), from which a tomographic representation of the atmosphere is constructed within the asterism (for more details see Jackson et al. 2014; Correia et al. 2015) . Any region selected by a pick off arm within the asterism can project this Figure 1 . Example configuration of RAVEN's WFS and science channel pick off arms on a field used during an engineering run. The 3 WFS arms are outlined in red, green, and blue while the science channels are outlined in yellow. Also shown is the arrangement of the two channel targets on the IRCS slit. tomographic model onto its own deformable mirror (DM), thus providing an AO correction. The two deformable mirrors are custom 145 actuator ALPAO DMs, with 11 actuators spanning the pupil. MOAO features open-loop control as opposed to the closed-loop control of a classic AO system (otherwise known as SCAO), meaning the system will command the DM using WFS data of the full turbulence as opposed to the residual turbulence. In other words, the WFS does not see the DM correction, because the DM is located after the WFS. However, RAVEN is also capable of employing SCAO and ground layer adaptive optics (GLAO). GLAO is a technique that corrects for ground layer turbulence only, and is employed by averaging the measurements of all three WFSs to drive the DMs. GLAO can be particularly useful when the RAVEN SLO-DAR showed the majority of the turbulence to be in the ground layer. Figure 1 shows a typical asterism, defined by the green dashed boundary, as well as two potential science targets within the asterism shown in red. An image of the M22 field used in this work showing the arrangement of suitable guide stars (blue), the adopted asterism (green dashed) and the two science targets (red). The two black circles correspond to 60 and 120 arcseconds. This image was taken from the DSS survey archive (http://archive.eso.org/dss/dss).
RAVEN re-images the two channels onto the slit of the IRCS on the Subaru Telescope. The IRCS includes two 1024 2 ALADDIN III arrays side by side with a wavelength coverage of 0.9-5.6 µm. With one target in each pick off arm, then both stars are directed to opposite sides of the IRCS slit, such that two spectra are gathered simultaneously. All observations were obtained using the echelle mode of the IRCS with the 0.14 arcsec slit, yielding R ∼ 20000 spectra. The H-band wavelength region was chosen (H+ filter 3 ), with intermittent coverage from 15000 -17000 Å. This region was selected to take advantage of the linelist and techniques for analysing this region developed by the SDSS-III APOGEE project (Smith et al. 2013; García Pérez et al. 2013; Shetrone et al. 2015) .
Performance and science observations
Three engineering runs took place between May 2014 and June 2015 at the Subaru Telescope, during which several AO tests were carried out, and the observations of our metal-poor star candidates. The details of the observations are summarized in Table 1 . Over the four nights where the science observations were taken, the mean seeing of no-AO, SCAO, GLAO, and MOAO was 0.47", 0.09", 0.26", and 0.26" respectively; this shows a general improvement of at least 0.20" in FWHM and demonstrates the AO performance of the instrument. As a result, 2-3 times more flux passed through the slit of our observations, depending on the night and observing mode (MOAO or GLAO) . Figure 3 demonstrates the quality of the psf for MA8 (prior to incidence on the slit) with no AO correction, and with MOAO and GLAO correction. The PSF of MA8 with no AO (left), and with MOAO and GLAO corrections (middle, and right respectively). MOAO is shown to outperform GLAO, however there is substantial improvement from the two corrections. The ensquared energy of the PSFs are 7.29%, 24.4%, and 16.19% for no-AO, MOAO, and GLAO respectively.
Target selection
Galactic Centre targets
Three RGB stars were selected for their low metallicity and proximity to the Galactic Centre, based on both SkyMapper photometry and low resolution spectroscopy (from the EMBLA survey, Howes et al. 2014 Howes et al. , 2016 . When targeting metal-poor stars in the Galactic Centre, pre-selection is necessary considering that the vast majority of the stars in this region are metal-rich (i.e. Hill et al. 2011) . Furthermore, observations of these targets in the infrared with AO exploits the issues involved with a crowded and dust-ridden field. These pre-selected targets were observed with RAVEN during two engineering runs (in August 2014, and June 2015) . Each pointing involved a simultaneous observation of an additional star of similar brightness to demonstrate the multiplexing capabilities of RAVEN; these additional stars were found to be relatively metal-rich and will be presented in a companion paper. The targets were observed in different AO modes (i.e. MOAO, GLAO, SCAO) depending on the turbulence profile of the evening (further described in Section 2.4.3).
M22 targets
Two metal-poor stars in the globular cluster M22 were selected for our program. This cluster is directly in front of the Galactic bulge but still subject to crowding, with reddening variations of 0.10 mag in E(B-V) across the face of the cluster , thus an ideal target for our MOAO demonstrations. This cluster also has evidence for a spread in iron, a characteristic found in only a few globular clusters within the Milky Way (i.e. M54, Omega Cen, etc.). It has been argued that M22 is host to multiple stellar populations, with one of the key indicating factors being a significant spread in iron, calcium, A(C+N+O), and s-process elements between stars (e.g. Marino et al. 2009 Marino et al. , 2011 Alves-Brito et al. 2012 ). However there is also evidence claiming the contrary (Mucciarelli et al. 2015) , where it is argued the Fe spread can be explained by the large systematics involved with deriving surface gravities spectroscopically. We have selected two targets in M22 from Lane et al. (2011) , who determined Fe abundances for stars in M22 from low resolution spectra (part of the RAVE survey). Our targets include a metal-poor and a metal-rich RGB star from this sample; the spread in Fe between the two stars is ∆ ∼ 0.3 dex. In addition, we required the stars exist within a 3.5' vicinity of each other. Our goal is to determine detailed abundances of the two stars and search for element abundance differences. This demonstration can show the advantage of the multiplexing capabilities of RAVEN and the AO correction available in a crowded field, provide homogeneous observations mitigating potential systematic differences in derived abundances, and utilize the infrared to overcome extinction from scattering by dust. An image of the M22 field used in this work, along with a footprint of the asterism, is shown in Figure 2 .
Standard star
One standard RGB star in M15 with known low metallicity ([Fe/H] ∼ -2.3, Mészáros et al. 2015) was observed to track the precision and accuracy of our methods. This star is well described in the literature (Carretta et al. 2009; Sobeck et al. 2011; Mészáros et al. 2015) , providing a comparison sample for all of the the lightelement abundances derived in this work. Furthermore, the comparison sample is derived from both optical and infrared spectroscopic methods, providing an excellent framework to determine the validity of our methods. The comparison is drawn in Section 4.1.
Observing strategies with MOAO
Given that RAVEN observations are made with both a new instrument and a new technology, we had to develop unique observing strategies prior to the engineering runs to manage the complexity of MOAO. In some circumstances, it was still necessary to adjust the observation strategy on the fly, while in others we found adjustments were necessary for future observing runs. Since this paper is also intended to provide insight for future MOAO developments, then we discuss these observing strategies here.
Pick-off arm limitations and arm swapping
Although the telescope tracks the sidereal rotation, the beam delivered to the Nasmyth focus has a rotating field of view, and was not corrected by Subaru's derotator for several reasons (i.e. degraded image quality). Therefore the field rotation was tracked by the pickoff arms of RAVEN. As a pick-off arm tracks an object across the field of regard, the optical path length of its respective channel is altered; to conserve this path length, a trombone in the channel translates along the optical axis to compensate for optical path differences created by the varying pick-off arm positions. During the M22 observation, one of the pick-off arms moved beyond the allowable travel of the trombone as it tracked a target throughout the observation. For this reason, we were forced to switch the two targets (and thus pick-off arms) mid observation. Fortunately, this was trivial given that there are two pick off arms, however when an instrument has many pick off arms (such as the TMT IRMOS design), this could be more complicated and something to consider for more complex MOAO systems. 
ABBA nodding
To alleviate sky emission lines, dark current and bias effects, spectral data were gathered at two positional configurations projected onto the IRCS slit (referred to as A and B positions), and then subsequent A minus B image pairs are computed. Although this technique is fairly standard for traditional spectroscopic observations, extra care was needed when determining the A and B positions because of the MOAO techniques. For example, typical ABBA nodding involves moving the telescope itself to provide the A and B offset positions. With RAVEN, moving the telescope would knock off a WFS out of its loop, and so the nodding was achieved by moving the pick-off arms instead. When only one star is fed to the spectrograph slit, a subsequent (A -B) image will produce alternating 'bright' and 'dark' lines corresponding to the positive and negative residual dispersion signals, and the separation between these lines is determined by the size of the nod. However, with RAVEN there are two targets fed to the slit (see the bottom of Figure 1 ), resulting in a much more crowded (A -B) residual dispersion signal image as can be seen by Figure 4 (bottom image). The total slit length is 5.17", and the typical FWHM of the AO-corrected PSFs are 0.2-0.35" (see Table 1 ); considering the ABBA nodding should be sufficiently large such that signals do not overlap (i.e. ∼1-2") and that two PSFs occupy the slit (taking ∼2" in total when considering the signal beyond the FWHM), very little slit space is leftover. During our first engineering run (May 2015), even after predetermining suitable A and B nodding configurations, there was slight overlap between signals where the spectra are more closely packed; these spectra were subsequently trimmed where there was signal overlap. From the experience of our first run we were able to improve on the (A -B) configurations for our future engineering runs. (A -B) positioning needs careful consideration in more complex MOAO systems, unless such systems send each channel to an independent IFU.
Choice of GLAO
Maunakea is known to have most of it's turbulence confined to the ground layer (i.e. Chun et al. 2009) . Averaging the WFS measurements from all 3 guide stars during MOAO allowed us to estimate the ground layer turbulence, and we found the performance of GLAO was nearly as good as this averaged MOAO mode when most of the turbulence was observed in the ground layer (through SLODAR measurements). Thus during the nights where we observed MA11 and MA14, there was a significant level of ground layer turbulence and we chose to observe these targets in GLAO mode only.
Acquisition
During our first two engineering runs, we had problems setting the tracking offsets of the ABBA nodding sequence, which resulted in a significant amount of overhead time (∼20-30 min.). Since RAVEN's primary purpose is to demonstrate MOAO our science observations were not optimized and the limited testing of the AO system (once installed on the telescope) was dedicated to engineering items. As a result, the overheads were progressively reduced as we became more familiar with the science observation requirements. By the third engineering run the target acquisition times were reduced to ∼10 minutes (similar to standard AO acquisition times on workhorse instruments such as GNIRS on Gemini North). This problem can also be translated to future ELT MOAO systems, where careful foresight will undoubtedly be required to accommodate the increased complexity of more pick off arms when trying to track many simultaneous targets. A field de-rotator may help improve this issue.
Guide star strategies
Scientific observations with MOAO are tightly correlated to the availability of guide stars in the field. The guide star asterisms required careful planning a priori, including back-up asterisms in case any NGSs are unrecognized binary systems. A back-up asterism was used during our observations of the bulge target MA11, where the LGS proved to be too faint on one particular night (this could have been due to the beam output power, the particular sodium profile that evening, or a combination of factors). The back-up asterism included fainter NGSs (R>14.5, which is technically within the limits of RAVEN's capabilities but reduces the AO correction and performance). We further note that during the first two engineering runs, we had difficulty guiding at R∼14.5, however it worked during the third engineering run. We attribute this to two factors: i) the Moon was not in the sky, as opposed to the . ABBA nodding for M22 MOAO spectra: MOAO allows multiple targets in the cluster to be projected onto the same slit and cross-dispersed side-by-side (labelled as channel #1 and #2 on the top-most image above) over several orders. Bottom: Subtracting the top two images from each other yields spectra free of sky lines, dark current and bias; A and B configurations with MOAO were carefully pre-determined to ensure their subtraction did not contain overlapping signals.
first two runs, reducing the background signal on all of the WFSs, and ii) a newly developed centroid correlation technique for the WFSs (see Andersen et al. 2014) . The latter point effectively reduces the photon noise by correlating the well-sampled PSF with a reference image. These points summarize the importance of quality (i.e. bright) asterisms, and the necessity of having a back-up asterism (or multiple back-ups), even though this requirement greatly limits the total observable targets on the sky. This can be alleviated if an asterism of LGSs are used. Future ELT MOAO systems will employ multiple LGSs, and thus allow for much greater sky coverage; this is made possible because of the availability of NGSs for Tip/Tilt/Focus correction due to the wide field.
Telluric standard
Telluric standard stars are used to divide out the spectral imprint of the atmosphere. These observations did not require AO, since the targets are bright and isolated. Nevertheless, both MOAO pick off arms were used; one arm for the telluric standard star and the other on a region of sky only. This observing strategy alleviated the need for ABBA nodding, i.e., traditional sky subtraction.
Data reduction
ABBA nodding (as described in Section 2.4.2) was used to obtain the spectra of our targets. Equal exposures of the targets were taken at alternating A and B slit positions, producing a set of N A/B pairs, where N was the number of images required to obtain a final spectrum with signal to noise of ∼ 100. The A and B positions were selected such that subtraction of one from the other would remove the thermal and sky emission lines, bias, and dark current, but not contain overlapping target signals. Exposures were taken in 200 second intervals to avoid saturation of the detector. Each image subtraction creates an 'A -B' pair (B subtracted from A) from which the pairs were then median combined using IRAF 4 . We chose median combining in order to reduce cosmic ray incidents on the images. The median combined image was fixed for bad pixels using a bad pixel mask (located on Subaru's echelle website as cam badpix.coo), an example of such an image is shown at the bottom of Figure 4 . Flat fields were created each night with a uniform lamp set to 'on' and 'off'; the flat 'off' images were subtracted from the 'on' images and then median combined. This flat image was normalized using the IRAF task apnormalize. Each science image was divided by the normalized flat and the A spectra were extracted separate from the B spectra. The remaining reduction steps were applied to the A and B spectra separately.
The wavelength solution was determined from the OH lines and using IRAF's ecid. To find accurate OH lines covering the full spectral range of each aperture, an observation of the sky was used (one of our observations had a misplaced slit alignment where no stars fell on the slit, thus it contained only sky lines such as OH). An OH atlas (Rousselot et al. 2000) was used, and the sky spectrum was fit with a high-order Chebyshev polynomial (x=5, y=3). The OH atlas reports spectral lines with vacuum wavelengths, which we shifted to air wavelengths for the remainder of the analysis. In certain cases the OH emission lines were unresolved doublets, and for these we adopted the brighter of the two lines.
Telluric subtraction was done with the spectrum of a hot star (late B-type or early A-type) with broad spectral lines (vsini >100 km/s) observed at roughly the same airmass as our targets (within 0.1 air masses). The specific stars used are listed in Table 2 .
Radial velocities were determined from a cross-correlating with the H-band, zero-shifted spectrum of Arcturus (Hinkle & Wallace 2005) . The final A and B spectra were combined to increase the total signal-to-noise ratio. Figure 5 shows all of the metal-poor spectra plotted in a region with multiple spectral features used in this analysis.
MODEL ATMOSPHERES ANALYSIS
Spherically-symmetric, LTE model atmospheres generated by OS-MARCS (Gustafsson et al. 1975 (Gustafsson et al. , 2008 , also see Mészáros et al. 2012 ) are adopted. These models are used with the LTE radiative transfer code MOOG (Sneden 1973) , along with the DR10 APOGEE line list . This abundance analysis follows that in our previous work (Lamb et al. 2015) .
Stellar parameters
The stellar parameters (T eff , log g) of the standard star in M15 were determined through the infrared flux method (IRFM) using calibrations by Ramìrez & Meléndez (2005) along with standard stellar structure equations. This method requires optical and infrared photometry of the star, as well as the distance modulus, reddening, and metallicity of the cluster. Microturbulence was determined following the methodology of Gratton et al. (1996) for K-type stars. A consistency check shows that the derived M15 stellar parameters agree well with those of the literature (see Table 4 ). Stellar parameters for the two M22 targets were also computed with the IRFM. A discrepancy in log(g) of ∼ 1 dex was found for M22-MA4 compared to Lane et al. (2011) (RAVE pipeline), however our gravity value is in good agreement with that from the EMBLA survey (Howes et al. 2014 (Howes et al. , 2016 . For the three Galactic bulge targets, we adopt stellar parameters from the EMBLA survey, which infers stellar parameters from the tool known as sick (The Spectroscopic Inference Crank; Casey 2016). This tool minimizes over all parameters using a Markov chain Monte Carlo approach, sampling the posterior probability distributions to yield best fit stellar parameters along with their uncertainties. We note that for M22-MA4, the parameters from the EMBLA survey and our IRFM results were in good agreement (although this would not take into account significant reddening effects for the bulge stars). Table 4 summarizes the final stellar parameters for all stars used in this paper.
Stellar parameter uncertainties
Stellar parameter uncertainties for our M15 and M22 targets were determined by altering the input variables associated with the IRFM (reddening, distance modulus to cluster, stellar mass, photometry and metallicity). Results for one star, M22-MA4.1 are shown in Table 6 , and adopted for the rest of the M15 and M22 targets. The reddening error was taken as the total reddening variation (0.10 mag) across the face of M22 from Marino et al. (2011) , an error in the distance modulus of 0.2 mag is taken from Monaco et al. (2004) , the stellar mass uncertainty was taken as 3%, and the metallicity uncertainty as 0.10 dex, following Lamb et al. (2015) . Photometric errors are typically 0.2 mag (following errors reported in the 2MASS survey), however these had negligible impact on the stellar parameter determinations. The mean uncertainties, ∆T eff and ∆log(g), were determined to be ± 123 K and ± 0.15 respectively; we conservatively adopt ∆T eff = ± 150 K and ∆log(g) = ± 0.20 dex to include systematic uncertainties in the calibrations themselves. We adopt an uncertainty in microturbulence of ∆ξ = 0.5 km/s. For the Galactic bulge targets, we adopt the uncertainties from the EM-BLA survey (Howes et al. 2014 (Howes et al. , 2016 . The survey inferred stellar parameter uncertainties calculated with the tool sick, as discussed in Section 3.1. All stellar parameter uncertainties are presented in Table 4 .
ABUNDANCE ANALYSIS
Elemental abundances are determined using the LTE 1D radiative transfer code MOOG 5 . The first step in the infrared spectral analysis of a red giant is to determine its Fe and CNO abundances, and potentially refine the model atmosphere adopted.
Iron has been determined from the spectrum syntheses of 23-50 relatively isolated Fe I lines (see Appendix A). Measurement errors were estimated from each synthetic fit by visual inspection. Spectral broadening parameters were determined from the instrumental resolution, where we adopted Gaussian broadening with FWHM = 0.85 Å, and made slight adjustments to the local continuum (typically < 1%) for the best fits. The mean Fe abundance is determined, and its measurement error is the weighted mean of the individual measurements. This measurement error technique is applied for every element and throughout this paper.
The C and O abundances were determined by following the procedures in Lamb et al. (2015) and Smith et al. (2013) . C was determined from CO features (which are weakly sensitive to O), mainly from features in the band heads starting at 15578, 15775, 15978, 16185, 16398, 16613 , and 16835 Å. In most cases C features at these metallicities are difficult to discern from the continuum, and while upper errors are not difficult to determine the lower errors in some cases are not possible. Therefore we adopt upper limits for C; however to determine O and N, a C value must still be adopted (since OH and CN features depend on C) and so we set the C abundance to its upper limit value.
O was determined (using the same method as Fe) from a large sample of OH lines; typically 30-40 features which spanned the entire spectrum and had no CN contamination. With the new O abundance, C was re-determined from the CO features, although our stars are sufficiently metal-poor that the CO features are weak. With this new C abundance (upper limit), then O was re-calculated from the OH lines. This procedure usually required only 1 iteration before the C and O abundances converged. Nitrogen was determined from the CN features between 15100-16100 Å, although Harris (1996; 2010) . To test the impact of adopting the upper limit value of C on the derived O and N abundances, we perform a simple analysis. Using MA14 (chosen arbitrarily), we decrease the upper limit C abundance by it's upper error (0.25 dex); as previously stated the upper error can easily be determined while the lower error is extremely difficult. We re-compute the O and N abundances using this shifted C value and we find O is unchanged while N is increased by 0.22 dex (approximately the value of how much C was decreased). We therefore caution the values of our N abundances may be higher than what is reported here, and for this reason our final N abundances are derived as lower limits. We note however, any [(C+N)/Fe] or [(C+N+O)/Fe] calculations should remain relatively unchanged, regardless of these upper and lower limit variations.
New model atmospheres were interpolated from the OS-MARCS atmosphere grid given the new CNO and Fe abudances for each star and the analysis repeated. With the Fe, C, N, and O fixed, the abundances of the remaining elements were determined from individual line syntheses (summarized in Appendix A, and discussed in Section 5). A spectral region of MA14 is shown in Figure 6 along with a best fit spectrum synthesis, and ±1σ total errors (in the case of C we use its upper error for both upper/lower errors). The abundance errors due to the stellar parameter uncertainties are reported in Table 7 .
Standard star comparison
A red giant in the metal-poor globular cluster M15 was observed and analyzed as a standard star. This star has been analyzed by the APOGEE survey Mészáros et al. (2015) , therefore a similar analysis of the H-band infrared spectral region, but from fitting of template spectra through the ASPCAP pipeline. As seen in Table  5 , our stellar temperature and gravity are slightly lower than from the APOGEE analysis, however the differences are within 1σ. The metallicity and element abundances are in good agreement, with only Si showing a difference of up to 2σ. This star has also been analyzed from optical spectra by Sobeck et al. (2011) and Carretta et al. (2009) . The stellar parameters from these optical analyses are in better agreement with our results, although the Fe and C abundances determined by Sobeck et al. (2011) are significantly lower than ours, and this may imply our C abundance should be lower than it's upper limit. Their C result is from a synthetic fit of the 4300 Å, G-band, with little discussion of the errors. Throughout their analysis, Sobeck et al. (2011) report line abundances, from which we infer their mean abundances and error by adopting σ/ √ N (unless the error was below 0.05 dex, in which case 0.05 dex was adopted). The Fe result from Carretta et al. (2009) is in good agreement with ours, however their [α/Fe] ratios are larger by 1σ (O) to 4σ(Si). To ensure a uniform comparison, we convert the results from each of these papers to absolute log abundances.
Abundance uncertainties
The sensitivities of the elemental abundances (including elements other than Fe, C, N, and O) are shown in Table 6 . While M15-K341 is the standard star for this analysis, we computed these abundance sensitivities for M22-MA4.1 because this star has a temperature and metallicity that is more representative of our sample. The surface gravity of M22-MA4.1 is slightly higher than the mean of our sample, however this has a smaller impact on the precision in the elemental abundances.
The abundances in M22-MA4.1 were derived using our best model atmosphere parameters, and again with models that vary by . Sample spectral region for MA14; observed spectra are shown as black data points. Also shown is the synthetic spectra computed with the final adopted abundances for this star (solid red line). The syntheses from shifting each element by its adopted upper and lower error is also plotted for reference (shown in blue); the description of how these errors are computed is in Section 4. For C, the upper error is adopted as the lower error as well (also see Section 4) for visual purposes. ± 1σ in temperature, gravity, and metallicity. The mean errors in each of the element abundances have been determined per parameter, and adopted for the other stars in this paper, as reported in Table  6 . The errors in metallicity show negligible effects on the other element abundances (<0.2 dex), and are thus not reported here. The total errors for each species are calculated per star by combining these in quadrature with the measurement errors in Table 6 .
ABUNDANCE RESULTS
Elemental abundances have been determined from H-band infrared spectra for three stars in the Galactic bulge and two stars in M22, as a scientific demonstration of the new RAVEN instrument and MOAO methodologies. Through the analysis of a standard star in M15, we have demonstrated that the quality of our spectra and analysis methods do reproduce previous published results. Here we discuss the abundance results for our main science targets, also summarized in Table 7 
Iron
M22:
The mean Fe abundances for our two M22 targets is [Fe/H] = −1.95 ± 0.05. This is ∼ 0.2 dex lower than the cluster average determined from the optical analyses of larger numbers of stars by Marino et al. (2011) and Mucciarelli et al. (2015) . M22 has been found to have a spread in Fe Alves-Brito et al. 2012) , though the cause of this spread is debated; Mucciarelli et al. (2015) reproduce the spread only when deriving abundances from spectroscopic gravities, and show that the use of photometric gravities erases the signature. Mucciarelli et al. (2015) also argue that photometric gravities are less sensitive to systematic effects, and suggest that the spread in Fe in this cluster is not astrophysical, but a systematic effect. In this paper, we adopt photometric gravities, which would be consistent with our finding of no spread in the Fe abundances. Galactic Centre candidates: Based on the classifications by Beers (2005), our sample includes two metal-poor and one very metal-poor star. Before considering whether these targets are bonafide bulge members (see orbit calculations in Section 6), we note that they fall on the metal-poor tail of the bulge MDF. Furthermore, these stars have metallicities between those studied by Howes et al. (2015) and those by Chiappini et al. (2011) , where each study suggests that the stars at these metallicities can provide d Error derived by adding C, N, and O abundance errors in quadrature. C is adopted here as the upper limit and its error taken as its upper error (see Section 4).
For simplicity we adopt this as the A(C+N+O) error as well.
links to the First Stars. Our bulge candidates also fall within the metallicity range of two other works (García Pérez et al. 2013; Koch et al. 2016 ), contributing to the total sample of metal-poor stars studied in/towards the bulge. We note the discrepancy from the original EMBLA Fe abundances (determined from low resolution optical spectroscopy), which may be due to the different resolution and wavelengths between the two works; however we are confident in our abundances based on the results of our standard star comparison.
Carbon and nitrogen
The C and N abundances were determined from the best synthetic fits to the features as described in Section 4 and are derived as upper and lower limits, respectively. M22: Both stars in M22 show elevated N abundances coupled with slightly enhanced C relative to scaled-solar abundances. It is evident from Figure 7 the derived C abundances are slightly elevated with respect to Marino et al. (2011) while the N abundances between the two works agree. These abundances are consistent with mixing of CN-cycled gas if the initial abundances were slightly elevated and not simply scaled-solar (see Table 7 ); e.g., if the initial [C/Fe] ∼ [N/Fe] ∼ +0.3 in M22 in general, then a small N enrichment is observed in our two stars with a small C depletion. This is discussed further in Section 7.1.
Galactic Centre candidates: The C abundances in our metalpoor bulge candidates show [C/Fe] < +0.35, relative to scaled-solar abundances. C has been determined in other metal-poor bulge candidates by (Howes et al. 2015; Koch et al. 2016; Casey et al. 2015) . Similar to Howes et al. (2015) and Casey et al. (2015) , none of our bulge candidates are very carbon-rich, which is a common feature seen in metal-poor halo stars Placco et al. (2014) . Only one bulge candidate star has been found which satisfies the CEMP criteria, as well as one that is above the halo average (Koch et al. (2016) ; see Figure 7 ). The average C abundance of the metal-poor stars from Howes et al. (2015) and Casey et al. (2015) appears to be similar to scaled-solar ([C/Fe] ∼ 0), slightly lower than the mean C abundance in the halo stars at similar metallicities (see Figure 7) .
We report the first N abundances in metal-poor bulge candidates. They appear to be enhanced, consistent with mixing of CNcycled gas on the RGB. Since one of these stars has a slightly elevated C abundance, then it is unclear if they all share the same initial C and N abundances before mixing. This is discussed further in Section 7.
α-elements
The individual elements that form through α capture processes during hydrostatic He-core burning or subsequent α-rich freeze out in He-rich burning layers include O, Mg, Si, S, Ca, and Ti. The results from our infrared H-band analysis are shown in Table 7 , where it can be seen that measurement errors for Mg and Si are much smaller than the other elements primarily due to the larger number of lines available. We calculate a mean <[α/Fe]> as a weighted average of Mg, Si, Ca, and Ti. Our [O/Fe] measurements are also sufficiently precise, however we do not average it into our α index. Figure 9 reveals this is in slight contrast to the higher α abundances reported by Casey et al. (2015) ; Koch et al. (2016) , and the metal-poor stars taken from Johnson et al. (2014) .
Oxygen:
Most O abundances derived in the literature have been inferred from optical spectroscopy, usually from either the forbidden line (∼6300 Å) or from the triplet region between 7770-7777 Å. . Similar to previous results, this averaged value is higher than metal-poor stars in the halo, but in good agreement with the thick disk stars (e.g., Roederer et al. 2014; Johnson et al. 2014 ) (we caution however that the thick disk stars should generally agree with the halo stars, and the offset between the two in Figure 8 may merely be a systematic effect).
Magnesium:
Magnesium is measured from several prominent lines in the IR, the most notable of which are the 3 at 15025-15050Å, and the 3 at 15740-15770Å, and several weaker lines spread throughout the H-band. We find <[Mg/Fe]> = 0.24 ±0.14 for our two M22 targets. (2013) and Howes et al. (2015) , these Mg abundances are lower than the optical results for stars of similar metallicity in the halo. This is also in contrast to results by Koch et al. (2016) and Johnson et al. (2014) , who found higher [Mg/Fe] from optical analyses of stars in the bulge and thick disk. Howes et al. (2014) report a large spread of Mg ∆[Mg/Fe] = 0.69, while Casey et al. (2015) find little to no Mg variation in their sample. Our data would support a dispersion in the bulge star Mg abundances.
Silicon:
We derive Si abundances from numerous lines of varying strength (≥10 lines per star). The average <[Si/Fe]> = 0.20 ±0.09 for our two M22 stars which, similar to oxygen, is lower than (where <[Si/Fe]> = 0.44 ± 0.01 dex); this is readily seen by inspection of Figure 8 . Our M22 Si abundances agree with other Galactic globular clusters at this metallicity (see Figure 8 ). We find <[Si/Fe]> = 0.23 ±0.09 for our three bulge candidates, in agreement with most other bulge studies (García Pérez et al. 2013 , Johnson et al. 2013 , and Howes et al. 2015 ; only Koch et al. (2016) and Casey et al. (2015) find higher Si results (see Figure 8 ).
Calcium:
Calcium is measured from the 4 features located between 16150-16200 Å. It is clear from Table 7 that our infrared Ca abundances have large uncertainties, due to a large line-to-line scatter. We were unable to measure the Ca lines in the M15 standard star, thus it is difficult to critically evaluate the 4 individual spectral lines used in this analysis. The resulting abundances are plotted in Figure 9 Koch et al. (2016), and Casey et al. (2015) find slightly higher Ca for bulge stars (<[Ca/Fe]>∼ 0.4), though all of these analyses are within 1σ errors. We note that Howes et al. (2015) find lower Ca in their bulge sample than halo stars at the same metallicities, though the source of this discrepancy is unclear.
Titanium:
Titanium is measured from two features in our IR spectra, 15335 Å(which is very close to a strong Fe feature) and a weak line at 15544 Å. Inspection of Figure 9 indicates that our Ti abundances for the two M22 stars are quite high, with <[Ti/Fe]> = 0.48 ±0.31, compared with Marino et al. (2011) , however with a large uncertainty. These results are also consistent with the Galactic sample of globular clusters. Ti is measured in only one Galactic bulge candidate (MA8), and determined with upper limits for the other two. The abundances we report in Table 7 are consistent with those for other bulge stars, as well as the thick disk and halo stars which overlap at this metallicity (see Figure 9 ).
Sulphur:
We examine three S I features that span the range 15400-15480 Å. These three features yield significantly different results, and without detections of these lines in our M15 standard star then it is difficult to critically evaluate these results. We report the mean abun- dance for [S/Fe] here, however the unrecognized blends or poor atomic data could be affecting these infrared S I abundances. We calculate <[S/Fe]> = 0.56 ± 0.48 dex from two stars in M22; this is similar to Kacharov et al. (2015) , who find <[S/Fe]> = 0.57 ±0.21 from an average of 6 stars in the same cluster (also with comparably large errors). Sulphur is measured in 2 out of 3 of our Galactic bulge candidates, where <[S/Fe]> = 0.51 ±0.32. These are the first S I abundances reported for Galactic bulge candidates, but the uncertainties are too high to discuss the nucleosynthesis or S I compared with Galactic halo stars. Detailed analyses of S I measurements have been carried out by Nissen et al. (2007) ; Jönsson et al. (2011) and find <[S/Fe]> = 0.20 ± 0.07, and 0.40 ± 0.11 respectively, which is within the 1σ errors of our S I abundances.
Other elements
Three more elements are available in our H-band spectra: the oddelements Al and Mn, and Ni. Odd-elements typically are affected by hyperfine splitting, which is not yet available for these IR lines. Elemental abundances for these three elements are shown in Figure  8 .
Aluminum:
In the H-band, there are three prominent Al features, located between 16718 -16765 Å, from which we derive our Al abundances. Shetrone et al. (2015) ; Smith et al. (2013) chose to not include the strongest feature at 16750 Å, because of potential HFS effects. However we found no significantly large abundance difference with the weaker Al features. In M22, we search for a MgAl anti-correlation in the discussion. We find <[Al/Fe]> = -0.27 ± 0.20, which may be anti-correlated with our slightly elevated [Mg/Fe] results. High Al was found in Marino et al. (2011) which we do not reproduce, and we attribute our low Al abundances as evidence of these stars being of the first generation in the cluster. Inspection of Figure 10 reveals that the galactic sample at these low metallicities is slightly lower than the abundances of both our M22 and Galactic bulge targets. We report <[Al/Fe]> = -0.10 ± 0.29 for our three Galactic Centre candidates, where most of the spread is attributed to the higher Al abundance in MA11 (however MA11 agrees with the Al trends of other stars at its metallicity). Only Johnson et al. (2013) have measured Al in a galactic bulge star at our target metallicities, for which we find excellent agreement (see Figure 10 ).
Manganese:
Three 
Nickel:
There are several Ni features in the H-band. We determine Ni abundances from ≤6 lines spanning across the spectrum (from 15555 -16996 Å). In M22, our two stars yield very different [Ni/Fe] results, but with large uncertainties; <[Ni/Fe]> = 0.14 ±0.28. This is consistent with Marino et al. (2009) 
STELLAR ORBITS
The Galactic bulge candidate stars may be transient in nature (i.e. foreground disk/halo, or halo stars with orbits that pass through the bulge); therefore they need to be identified as bonafide bulge members if they are to be used to study the evolution of the bulge stellar population. To affirm their bulge membership, we determine their orbital parameters by calculating orbits from stellar distances, proper motions, positions on the sky, and radial velocities.
Distances
The distances to our target stars are determined from the absolute magnitudes of each star, based on their stellar parameters (T eff and log g), bolometric magnitudes, and bolometric corrections (BC V ), following Buzzoni et al. (2010) . The bolometric magnitudes were calculated assuming a stellar mass of 0.8 M . These distances are corrected for reddening using the maps of Schlegel et al. (1998) ; the computed heliocentric distances are listed in Table 8 . Upper and lower errors on the calculated distances are determined by varying the uncertainties in both the stellar parameters and the reddening values; we adopt the absolute lowest and highest values as our errors. As a comparison, the distance to M22 is determined from the distance modulus of Monaco et al. (2004) , D M22 = 3251
pc. This is consistent with our two stars, D MA4 = 3479 Table 8 .
Proper Motions and Stellar Kinematics
Assuming a Milky Way potential, the stellar kinematics of the bulge candidates can be calculated from their distances, radial velocities, proper motions, and positions on the sky. Using the distances and radial velocities derived in this work, along with the positions of the stars, we examine the proper motions from both UCAC4 (Zacharias et al. 2012 ) and SPM4 (Girard et al. 2011) ; and orbits are represented by their apocentre and pericentre distances. For this calculation, heliocentric parameters are transformed to Galactocentric distances and velocities assuming the LSR circular motion of 220 km/s, the Sun location of 8.5 kpc from the Galactic centre, and (U ,V ,W ) 7 =(10.1,4.0,6.7) km/s (Hogg et al. 2005 ) for peculiar motion of the Sun. Uncertainties in the LSR and solar motion measurements are negligible compared to the uncertainties in the distance and velocities of our stars. It should be noted that the error bars on the proper motions can be quite large, and can differ significantly from one catalogue to the next (see Table 8 ). These discrepancies translate to large orbit uncertainties, and highlight the need for more reliable proper motion measurements (i.e. GAIA), and we caution the reader about the orbits calculated with these proper motions. The apocentre and pericentre of each star are computed using both proper motion catalogues, using two different methods; each method is described below.
Method 1: APOSTLE Potential Models
For the potential of the Milky Way, we adopt spherically averaged potentials of Milky Way-size haloes from the APOSTLE 8 project 7 (U,V,W) is a right handed system, with U pointing towards Galacticcentre, V to the direction of Galactic rotation, and W to the North Galactic Pole. 8 A Project Of Simulating The Local Environment 113.06 ± 0.45 -5.22 ± 2.62 -7.86 ± -2.64 -3.4 ± 2.1 -13.6 ± 2.1 MA14 4.5 +1.9 −1.4 -136.66 ± 0.58 -1.23 ± 4.08 -5.67 ± 4.11 0.1 ± 4.5 -2.9 ± 4.6 Sawala et al. 2016 ), a suite of high resolution hydrodynamical zoom-in simulations of twelve volumes resembling the Local Group. The simulations were performed using the EAGLE galaxy formation code . The interested reader is referred to Fattahi et al. (2016) and Sawala et al. (2016) for the details of the runs and the selection of Local Group candidates. Simulations have been set up at three different resolutions. In this paper, we use six Milky Way-size haloes from the three highest resolution simulations (AP-1, AP-4, and AP-11 in Fattahi et al. 2016 ) of APOSTLE. No other haloes were simulated at this resolution and so only these six were used in this study. Given the potentials and Galactocentric distances and velocities of bulge candidate stars, we compute the apocentre and pericentre of their orbits. Uncertainties in apocentre and pericentre were obtained using 1000 Monte Carlo experiments, assuming Gaussian errors in observed heliocentric distances and velocities. For distance measurements with asymmetric errors, we assume Gaussians of different widths on either side of the mean value. Table 9 summarizes the results, where 6 rows for each star correspond to 6 Milky Way analog hosts, and lower/upper errors represent ±1σ errors.
Method 2: Galpy
bulge candidate orbits were also computed using Galpy, a python and c-based code made freely available 9 by Jo Bovy. We adopt the standard Milky Way potential described in Bovy (2015) , consisting of a power-law profile bulge, Miyamoto-Nagai disk, and NavarroFrenk-White halo (Miyamoto & Nagai 1975; Navarro et al. 1996) . Median apocentres and pericentres of each star are computed by integrating their orbits using the aforementioned 3D potential model and orbital parameters in Table 8 ; these results assume the same galactic circular velocity, radius, and (U,V,W) as in our APOSTLE calculations (see Section 6.2.1). The results are presented in Table 10 . Finally, 1000 orbits were computed (following Howes et al. 2015) , using a Monte Carlo simulation along with the uncertainties from Table 8 to determine 1-sigma errors. These orbital errors are in Table 8 .
Orbits
A recent study using 2MASS data (Robin et al. 2012 ) find a two component model best fits the shape of the Galactic bulge: one component is physically smaller and more metal rich, with a majoraxis scale length of 1.46± 0.25 kpc, while the second component 9 https://github.com/jobovy/galpy is less massive, more metal-poor, and physically larger, with scale length of 4.44 ± 0.25 kpc. While the first component is attributed to the main boxy bar of the Galactic Centre, they suggest the second component may represent a flattened classical bulge, driven to this shape by the potential of the bar. If we consider our bulge candidates as potential members of the latter metal-poor component (given their metallicities) and we find their orbit apocentres are within one scale length, or 4.44 ± 0.25 kpc, then they can be safely assumed as bulge members. Robin et al. (2012) also find the bulge cutoff radius of ∼ 6 kpc.
• MA8: In no calculation does the bulge candidate MA8 show an orbit constrained to the Galactic bulge; this suggests MA8 is a transient halo member temporarily passing through the centre of the Milky Way.
• MA11: Lower bound apocentres calculated using both the SPM4 proper motions and Method 2 (using Galpy) show an apocentre of 3.2 kpc -well within the Galactic bulge. The smallest lower bound apocentres for Method 1 (MW1 and MW4 potentials), yields 4.8 and 5.5 kpc (respectively) -marginally outside one scale length yet still within the bulge cutoff radius. Neither method yields realistic bulge orbits when considering the UCAC4 proper motions, emphasizing the need for high quality proper motions to alleviate this discrepancy (e.g. soon to be available from GAIA Perryman 2012) . We conclude the kinematics of MA11 suggest it may be a potential bulge member, however the majority of the orbit calculations do not support this.
• MA14: Using SPM4 proper motions, a lower bound apocentre is found within one scale length using Method 1 (MW1 potential) and Method 2 (found to be 4.5 and 3.6 kpc, respectively). Lower bound apocentres for five out of the six MW-like potentials are found to be < 6 kpc -within the bulge cutoff radius. Method 2 calculated with the UCAC4 proper motions suggests MA14 is a bulge member, with a lower bound apocentre of 4 kpc; however Method 1 produces a larger lower bound apocentre of 5.5 kpc (but still within the bulge cutoff radius). Therefore, the kinematics of MA14 show roughly half of the calculated orbits have lower bound apocentres consistent with bulge membership, and we conclude this star is a potential bulge member.
Comparison of the two methods
The two methods used here to compute orbits are complementary, and we briefly comment here which method may be better suited for this work. The potential chosen in Galpy is fit to the observations of the MW, which works well for small to intermediate Galactic radii and beyond large radii (i.e. 50 kpc), the potential is less well known. The method using APOSTLE haloes, however, is less Table 9 . bulge Candidate Orbits using APOSTLE MW-like Potentials SPM4 (Girard et al. 2011) proper motions UCAC4 (Zacharias et al. 2012) a Each potential is a MW-like, taken from the APOSTLE project. See Section 6.2.1 for a more detailed description. sensitive to the inner regions of the Galactic Centre, where multiple stellar components can influence the local potential. Therefore, when computing orbits within the inner regions of the Galaxy, a method such as Galpy might be more desirable. For this work we consider each method equally reliable for the MA8 halo trespasser due to the large orbital radius, however we believe MA11 and MA14 are better represented by orbits calculated with Galpy.
DISCUSSION
7.1 M22
CNO mixing
Stars above the RGB bump exhibit signs of mixing with CN-cycled material from the hydrogen burning shell, as has been seen in many globular clusters, e.g. Sweigart & Mengel (1979) ; Suntzeff & Smith (1991); Charbonnel (1995); Charbonnel et al. (1998) Smith & Briley (2006) . Both of the stars in M22 analysed in this paper are above the RGB bump (see Figure 11 ), and do show enhancements of N; however, this is also accompanied by enhancements in C and O. While both may be AGB stars (having also undergone the third dredge-up of gas from the H and He burning shells), it is also possible that the initial abundances of CNO are simply not scaled-solar. The higher [O/Fe] value is consistent with halo stars at this metallicity, indicating initial abundances primarily from SNe II, unlike scaled-solar values which would include yields form SNeIa from a more extended galactic chemical evolution history. If the initial C and N are also more pristine, then possibly [C/Fe] i ∼ [N/Fe] i ∼ +0.1 would be consistent then with mixing of CN-cycled gas; this is confirmed with CN-cycle calculator 10 as described in Placco et al. (2014) . Marino et al. (2011) and Alves-Brito et al. (2012) find two groups of stars in M22; one group that has A(C+N+O) ∼ 7.9 (and enhancements in s-process elements by [s/Fe]∼0.35) and a second group that has A(C+N+O) ∼ 7.5 (and no s-process enrichment, thus [s/Fe]∼0). The two M22 stars in this paper have <A(C+N+O)> = 7.46 (± 0.25 for MA4, and ± 0.16 for MA4.1), consistent with the lower A(C+N+O) value. Note here the sum of C, N and O should be unaffected by the upper limit of C as discussed in Section 4. This would imply that both are s-poor; unfortunately, there are no s-process element spectral features in our H-band spectra.
Anti-correlations
The Mg-Al anti-correlation in M22 may be evident in our stars, where we find enriched Mg and depleted Al relative to scaled-solar abundances. This anti-correlation was not evident in the work of Marino et al. (2011) . However, they do find a strong Na-O anticorrelation; this implies our M22 targets (with enhanced O abundances) are primordial, suggesting Al should be also be low since the Mg-Al cycle has not yet initiated. Indeed we find low Al (with enhanced O); this agrees with Marino et al. (2011) , who also find a strong Al-Na correlation, consequently implying an Al-O anticorrelation.
The bulge Candidates
CNO-cycling
The physical gravities of our three bulge candidates would place them above the RGB bump on a stellar evolution track, and therefore they are likely to have undergone mixing with CN-cycled gas. As discussed in Section 7.1.1 for our M22 targets, their high [O/Fe] implies that these stars do not simply have scaled-solar abundances for their metallicities, consistent with Galactic chemical evolution models. Similarly with MA8, we find elevated C and N values that imply that each of [(C,N,O) /Fe] are above scaled-solar values. However, for MA11 and MA14, the elevated [N/Fe] and reduced [C/Fe] are consistent with scaled-solar CN-cycled gas (e.g., as found 11 with the interactive CN-cycling calculator as described in Section 7.1.1).
10 http://www3.nd.edu/∼vplacco/carbon-cor.html 11 The carbon correction yields ∆[C/Fe] = +0.51, +0.65 for MA11 and MA14 (respectively). (2016) considers 8.1 ± 0.1 kpc as the best distance estimate; MA8 is then 3.6 kpc from the Galactic Centre. Uncertainties in its proper motion result in orbits with a wide range in r apo values as shown in Tables  9 and 10 , but all are larger than the size of the bulge. This would imply that it is a halo star that is just passing through the Galactic bulge at this time.
The elemental abundances of MA8 are interesting when compared to halo stars, since the C, N, O, and Al abundances are slightly enhanced, while Mg and Si appear to be slightly depleted (see Figures 7 and 8) . The Ni abundance is also unusual, although it has a large uncertainty. These unusual chemical abundances may suggest that it is associated with a disrupted dwarf galaxy, that had a unique chemical evolution history (e.g., Tolstoy et al. 2009; Venn et al. 2004) , particularly when given the low [Mg/Ca] (e.g., Lemasle et al. 2012; Venn et al. 2012; Jablonka et al. 2015) .
7.2.3 MA11: [Fe/H] = -1.5, r apo > 3.2 kpc, possible bulge member
The stellar parameters for MA11 imply that it is currently 11.0
kpc from the Sun towards the Galactic Centre; at b = 8.9 o , it would be directly above the Galactic Centre at a height of ∼ 5 kpc (consulting z max in Table 10 computed with SPM4 proper motions); given it's metallicity, it is possible MA11 may be a disc star, how-ever this vertical orbital distance suggests this may not be the case. The lowest permitted apocenter value places MA11 in a bound orbit, however the majority of orbit calculations suggest it is a halo trespasser.
Its elemental abundances are consistent with halo, thick disk stars, and bulge stars in the literature, with the exception of perhaps Al. Al appears to be ∼2σ higher than the halo stars, although there are very few halo stars at this metallicity (see Figure 10 ). Our Al is entirely consistent, however, with a bulge star from Johnson et al. (2013) at its metallicity. From these abundances and orbital kinematics, we argue that it is possible MA11 may be a bulge member. o ; this places the object is 3.6 kpc from the Galactic Centre (again using the distance adopted in ?). As previously discussed in Section 6.3, the orbit is sufficiently small that this could be a bulge member.
The elemental abundances for MA14 are consistent with those of halo stars, thick disk stars, and bulge stars at its respective metallicity, as indicated by Johnson et al. (2011 Johnson et al. ( , 2013 ), who suggest that the thick and metalpoor bulge populations have alpha-element abundances that are very similar and that the homogeneity between the two may indicate the bulge and the disk formed in situ. Based on these kinematic and elemental findings, we suggest that MA14 is a potential bulge member.
SUMMARY AND CONCLUSIONS
A detailed chemical abundance analysis has been performed on the H band IR spectra for metal-poor stars in and towards the Galactic Centre. These spectra were taken with the newly developed technology of MOAO, using the RAVEN science demonstrator and IRCS detector at the Subaru 8.2-m telescope. In this analysis, we have found:
(i) The technical feasibility of MOAO on an 8-m telescope has been a success for high resolution spectroscopy. We report the first use of MOAO with high resolution spectroscopy, which is a crucial step in the science demonstration of this technology for the future ELT era. We demonstrate the benefits of MOAO and GLAO on the uncorrected PSF, yielding an on-average improvement of 0.2" in seeing, along with a 2-3 times flux gain through the spectroscopic slit. We also demonstrate these observations are successful when observing dusty, crowded regions within the MW.
(ii) Five metal-poor stars in and towards the Galactic Centre have been identified and their chemical abundances were derived for 12 elements. Two of these stars belong to the globular cluster M22, while three of these stars are currently situated in the bulge.
(iii) The two M22 stars have metallicities and element abundance ratios in common with other spectroscopic analyses Alves-Brito et al. 2012) . Our CNO abundances are in common with the more metal-poor subpopulation in M22 and CNO-mixing, although we suggest the initial abundances may have been slightly higher than scaled-solar.
(iv) The three metal-poor bulge candidates in this paper are in a metallicity regime with little to no previous high-resolution measurements (-1 < [Fe/H] < -2.5 dex). One out of three of our bulge candidates (MA8) has an orbit that suggests its a transiting halo object; its chemistry shows some unique abundance characteristics that could imply it was captured from an accreted dwarf galaxy. Our two other stars (MA11 and MA14) may be bulge members based on both their kinematic and elemental properties. We note the large variation in orbit calculations when using two different proper motion catalogues. Future work on bulge members will benefit from the improved precision in the GAIA proper motions.
(v) The future of MOAO, and even GLAO, can benefit from the strategies developed for our observations, and from the lessons learned; we have summarized these strategies in order to facilitate the future use of this technology, which to date has had very little to no documented use. We anticipate that in the coming ELT-era many interesting science cases will be developed specifically for the use of MOAO.
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