Abstract. Let G be a complex Lie group and ΛG denote the group of maps from the unit circle S 1 into G, of a class and with a topology which makes ΛG a Banach Lie group. A differentiable map F from a manifold M into ΛG, is said to be of connection order ( b a ) if the the Fourier expansion in the loop parameter λ of the S 1 -family of Maurer-Cartan forms for F , namely F −1 λ dF λ , is of bottom degree a and top degree b. The DPW method used a Birkhoff type splitting to reduce a harmonic map into a Lie group, which is of order ( 1 −1 ), into a pair of simpler maps of order ( −1 −1 ) and ( 1 1 ) respectively; conversely, one could construct such a harmonic map from any pair of ( ∞ −1 ) and ( 1 −∞ ) maps. This allowed a Weierstrass type description of harmonic maps into symmetric spaces. We extend this method to show that, in general, a connection order ( b a ) map, for a < 0 < b, splits uniquely into a pair of ( −1 a ) and ( b 1 ) maps. This splitting applies to all of the integrable systems in geometry that the authors are aware of. As an application, we show that constant non-zero curvature submanifolds with flat normal bundle of a sphere or hyperbolic space split into pairs of flat submanifolds, reducing the local classification problem to the flat case. To extend the DPW method sufficiently to handle this problem requires a more general Iwasawa type splitting of the loop group, which we prove always holds at least locally.
1. Introduction 1.1. Limited connection order maps into loop groups. Let G be a complex Lie group, with Lie algebra g, and ΛG the group of maps from the unit circle S 1 into G, with a topology that makes ΛG a Banach Lie group. For a matrix group G, absolutely convergent power series in λ ∈ S 1 with the Wiener topology has this property, and includes all applications the authors are aware of.
Let M be a smooth manifold and F a smooth function from M into ΛG. Denote the group of such maps by ΛG(M ). F is often regarded as a family of smooth maps F λ from M into G, parameterized by λ ∈ S 1 . The Maurer-Cartan form for F is the family A λ := F −1 λ dF λ of Maurer-Cartan forms for F λ . The integrability condition for A λ is the Maurer-Cartan equation
If we expand A as a Fourier series in λ,
where each a i is a g-valued 1-form on M , then the equation (1) is equivalent to the system of equations
By assuming that F is a map into a particular subgroup ΛG s of ΛG, for some particular group G, and that only a few a i are non-zero, it has been found that certain maps of interest in geometry, such as harmonic maps into symmetric spaces, [18] , [21] , [15] , [28] , [8] , [7] , isometric immersions of space forms into space forms [14] , [13] , [6] , Hamiltonian stationary Lagrangian surfaces in C 2 [17] , can be characterized by such an F , where the the special equations defining the particular type of map are precisely (2) . A recent survey which catalogues most of the known examples is given by Terng [24] .
We will say that an element F ∈ ΛG(M ) is of connection order ( 
) τ maps, where b ≥ 0, which map into a subgroup ΛG τ , the fixed point set of a negative holomorphic involution τ on ΛG. The negative holomorphic property is characterized essentially by the substitution λ → 1/λ. In the applications that the authors are aware of, one seeks to construct maps into a real form GR of the complex Lie group G, and this leads to consideration of loops (actually maps from from C * into G) which are real along either a line through the origin or along S 1 . The S 1 reality condition leads to type ( b −b ) τ maps, but these are not the only examples.
1.2.
Examples without a negative holomorphic involution. The (b, j)'th flow of the G-hierarchy [24] originating in the well known ZS-AKNS construction [29] , [1] , is associated to an order ( j 0 ) map. The −1-flow and the hyperbolic Usystem [24] are ( 1 −1 ) maps. Some known examples of geometrical problems are pseudospherical surfaces in R 3 [25] , [26] , [27] , and affine spheres [11] , both of order ( 1 −1 ), and curved flats [13] , which are order ( 1 0 ). Particular examples of curved flats are flat isometric immersions into a sphere or hyperbolic space [6] and isothermic surfaces [9] .
1.4. The generalized DPW method. Let Λ + G and Λ − G denote the subgroups of ΛG consisting of loops which extend holomorphically to the unit disc and its complement in the Riemann sphere respectively. Recall that the Birkhoff factorization theorem (Theorem 3.1) for ΛG states that, on the big cell BΛG, which is an open dense subset of ΛG, any element has a decomposition g = g + g − , where g ± ∈ Λ ± G; the decomposition is unique, subject so some normalization. We will call a group on which this theorem holds Birkhoff decomposable, and use the same term for a subgroup ΛG s of ΛG which has the property that for any element in ΛG s ∩ BΛG, the factors g ± in the Birkhoff decomposition are also in the subgroup. In that case, we define the big cell of the subgroup by BΛG s := ΛG s ∩ BΛG, and, in the examples we discuss, this is also an open dense subset of ΛG s . Well known examples of Birkhoff decomposable subgroups of a Birkhoff decomposable group are the σ-twisted subgroups, ΛG σ , defined as the fixed point set of a finite order positive holomorphic automorphism σ of ΛG.
The theme of this paper is to use Birkhoff decompositions to break down connection order ( 
maps. This generalizes the DPW method [12] , where the idea was applied to harmonic maps, an order ( 1 −1 ) τ example. In fact the pair of ( [25] , where they were proved for a loop group associated to pseudospherical surfaces in R 3 . In that case, the resulting pair of ( −1 −1 ) and ( 1 1 ) maps were each a function of one variable only, in asymptotic coordinates, which enabled a simplified "Weierstrass-type" characterization of pseudospherical surfaces. A similar outcome was obtained in [11] for affine spheres.
As noted above, many of the known applications are of order ( b −b ) τ , that is they map into a subgroup ΛG sτ , where τ is negative holomorphic, and this subgroup is not Birkhoff decomposable: this makes the converse part of the splitting tricky. What one needs is that ΛG s is τ -Iwasawa decomposable, that is, any element of the identity component of ΛG s has a unique factorization
where F τ is an element of ΛG sτ and g + is in Λ + G s . For such a situation, we prove (Proposition 4.3) that in fact there is a correspondence between connection order ( b −b ) τ maps and single order ( b 1 ) maps. We also prove a similar result for subgroups which are the fixed point sets of more than one negative holomorphic involution (Corollaries 4.3 and 4.4).
We then show (Theorem 3.7) that, locally, ΛG s is always τ -Iwasawa decomposable, for any Birkhoff decomposable subgroup ΛG s , and that the result holds globally (subject to remaining in the big cell) in the case that the subgroup of constant loops, (ΛG s ) 0 , is compact and the restriction of τ to (ΛG s ) 0 is inner.
In Section 5 we discuss finite type solutions, as they have been defined previously, for example in harmonic map theory, based on a method from Adler-Kostant-Symes (AKS) theory [2] , [3] , [19] , [23] , [10] , for producing families of (and in some cases all) solutions for a particular ΛG(M ) In Section 6 we include a short discussion on how dressing defines a natural local action by Λ 
In applications, as was the case in [12] , [25] and [11] , one may expect that by applying the splitting results to a connection order ( b a ) map, the corresponding pair of ( −1 a ) and ( b 1 ) maps may be easier to produce. On the other hand, given that one side of the correspondence is some known geometrical problem, one can ask what the interpretation is of the other side. In this paper we demonstrate the latter application by proving that there are bijective correspondences among local isometric immersions of various constant curvatures into either a sphere or hyperbolic space: let n ≥ 2, and k ≥ 1. It was shown in [14] that n-dimensional constant non-zero sectional curvature submanifolds with flat normal bundle of an (n + k)-dimensional sphere or hyperbolic space come in natural families, where, for maps into the sphere, the constant curvature of the submanifold varies (within the family) over one of the following three intervals: I 1 := (−∞, 0), I 2 := (0, 1] and I −1 := (1, ∞), and for maps into hyperbolic space the constant curvature varies over one of −I 1 , −I 2 or −I −1 . Denote the set of such local families of submanifolds of S n+k and H n+k by S I and H I respectively, where I is the relevant interval. Note that for the cases where the extrinsic curvature is negative, namely S (−∞,0) , S (0,1] and H (−∞,−1) , it is well known that k ≥ n − 1, and in the critical codimension, that is, k = n − 1, the normal bundle is automatically flat [20] .
We first show, via an isomorphism between complexifications of the isometry groups of S n+k and H n+k , that there are natural identifications between S (−∞,0) and H (−∞,−1) and likewise between S (1,∞) and H (0,∞) (Proposition 7.2). This correspondence is unrelated to the DPW splitting, and in fact holds globally.
In [6] and [24] it was shown that flat submanifolds S m or H m with flat normal bundle also come in natural families and we denote the sets of these by S 0 and H 0 respectively. In this paper we show that these are just the ( Table 1 . Table 1 . Local correspondence between non-flat and flat immersions
This result reduces the problem of classifying all local isometric immersions with flat normal bundle of space forms into a sphere or hyperbolic space to the problem of finding all flat immersions. It is interesting to note that in [13] it was also shown that non-flat isometric immersions (in codimension k = n − 1) correspond to certain order ( 1 1 ) maps in a completely different way, via an umbilic inclusion into a higher dimensional space form. The loop group formulation for those ( 1 1 ) maps gives many other maps as well, however, and one then has to distinguish which of these correspond to isometric immersions by satisfying additional conditions.
The structure of the paper is as follows: Section 2 discusses the problem of isometric immersions of space forms, which may be viewed as a model example for the more general discussion of loop group decompositions and the generalized DPW method, given in Sections 3-6. In Section 7 we apply the splitting results to the space forms example, to obtain Table 1 .
Isometric immersions of space forms into a sphere
Here we introduce the loop group formulation for the problem of isometric immersions of space forms into a sphere. The formulation for immersions into hyperbolic space is analogous, replacing the group SO(n + k + 1) with the Lorentz group SO −1 (n + k + 1), and we describe that in Section 7.1 below. In this section we are primarily summarizing results from [14] and [6] ; the key results are Proposition 2.1 and Lemma 2.13.
2.1.
Extended frames and connections. Let U ⊂ R n be a simply connected open set, and fix some point t 0 ∈ U . If f : U → S n+k is a smooth map, then we will say F : U → SO(n + k + 1) is an adapted frame for f if the (n + 1)'th column of F is f and if the derivative df has no component in the directions given by the last k + 1 columns. This means that if f is an immersion and
(where ξ 1 = f ), then {e i } and {ξ i } are orthonormal bases for the tangent and normal spaces respectively of f (U ) ⊂ R n+k+1 . In general, there is no canonical choice of adapted frame for a given map f . The freedom is characterized as follows: consider the order two automorphisms of SO(n + k + 1, C) given by
for the matrices
Let SO(n + k + 1, R) στ denote the elements of SO(n + k + 1, R) fixed by both σ 2 and τ 2 .
Lemma 2.1. If F : U → SO(n + k + 1, R) is an adapted frame for f : U → S n+k , then any other adapted frame for f is given by
Proof. A change of oriented orthonormal bases for the tangent and normal frames, keeping the (n + 1)'th column (which is the map f ) fixed, amounts to right multiplication by a matrix of the form
with T 1 ∈ SO(n, R) and T 2 ∈ SO(k, R). But these are precisely the elements of SO(n + k + 1, R) which are fixed by both σ 2 and τ 2 .
Let Ω 1 (U ) be the space of real-valued one-forms on U and denote by A = F −1 dF ∈ so(n + k + 1) ⊗ Ω 1 (U ) the pull-back by F of the left Maurer-Cartan form of SO(n + k + 1). More explicitly,
where ω ∈ so(n) ⊗ Ω 1 (U ) and η ∈ so(k + 1) ⊗ Ω 1 (U ). If f is an immersion, then ω, η andβ are the Levi-Civita connection form, the normal connection and the second fundamental form respectively of the immersion f , considered as a local submanifold of R n+k . The requirement that df has no component in the direction of any of the last k + 1 columns is equivalent to the statement that the first row and first column of η consist of zeros.
If g is the Lie algebra of a Lie group G, and A is any 1-form in g ⊗ Ω 1 (U ), then the condition for the local existence of a map F into G with connection 1-form A is the Maurer-Cartan equation
Thus adapted frames are in one-to-one correspondence with 1-forms A ∈ so(n + k + 1) ⊗ Ω 1 (U ) which satisfy the Maurer-Cartan equation and have the property that the first row and column of η in (6) are zero. We will call such one-forms adapted connection forms.
If we writeβ = θ β , where θ is the column vector [θ i := e T i df ] and β is the second fundamental form of the map into S n+k , then f will be immersive precisely when the 1-forms θ i are all linearly independent. At such a point, if the induced sectional curvatures on the immersed submanifold are of constant value c, then we have the equation (7) dω
For the case c < 1, the smallest possible codimension for even the local existence of such an immersion is k = n − 1, and in this case it is known [20] that the normal bundle is flat:
We will impose the condition (8) for all cases, as it comes naturally with the integrable system described below. Since we are going to discuss methods to produce adapted frames (without necessarily satisfying the immersion condition), we define a slight generalization of an isometric immersion with flat normal bundle of a space form into S n+k ; generically, and in the appropriate codimension, these will be isometric immersions: Definition 2.2. A constant curvature c map with flat normal bundle into S n+k is a map f : U → S n+k corresponding to an adapted frame as described above, and where the equations (7) and (8) hold.
It was shown, in [14] for the case c = 0 and [6] for the case c = 0, that one can insert a complex auxiliary parameter λ into the 1-form A, such that the assumption that the Maurer-Cartan equation holds for all λ is equivalent not only to the local existence of F mentioned above, but also to the equations (7) and (8), where c will depend on λ in general. The relevant facts are outlined below.
Extended frames for flat immersions.
Lemma 2.3. Suppose that 
Remark 2.4. Lemma 2.3 is verified by writing out the Maurer-Cartan equation for
Note that a type A extended connection yields a family of adapted connection forms parameterized by λ ∈ R * . These integrate to give adapted frames whose (n + 1)'th columns are constant curvature 0 maps with flat normal bundle, or flat maps. Assuming the initial condition
the family of adapted frames F (λ, t) corresponding to the extended connection A λ is unique.
Conversely, given a flat map f into S n+k , one can choose an adapted frame for f with parallel frames for both the tangent and normal bundles, so that ω = η = 0. Given an initial condition F (t 0 ) = I, this parallel frame is unique. Multiplying the corresponding connection form by a parameter λ gives a unique type A extended connection.
It is worth noting here that "parallelizing" of an adapted frame for a flat map can be done independently of λ, and this argument applies to any connection order ( b 0 ) map, gauging it to an order ( 
) is a family of adapted frames whose Maurer-Cartan forms satisfy all the conditions of Definition 2.5 with the exception of (3), then then there is a unique map
Since this holds for all λ, the 1-form A 0 itself satisfies the Maurer-Cartan equation and there exists a map H : U → SO(n + k + 1) such that
Since A 0 is of the form ω 0 0 η , H has the form
, and therefore
which is a type A extended connection.
Extended frames for immersions of non-flat space forms.
Here we summarize results from [14] .
Lemma 2.7. Suppose that (10) 
Remark 2.8. In the case of isometric immersions, θ is an n × 1 column matrix and the coframe for the immersion f will bê
so we will need that λ = ±i (for an immersion) and the condition at item 2 of the lemma means constant sectional curvature
Definition 2.9. A type B j extended connection on R n is a family of so(n+k+1,C)-valued 1-forms B λ of the form (10), where
the first row and column of η are zero, (4) B λ satisfies the Maurer-Cartan equation for all λ and (5) the matrix coefficients of B λ satisfy the reality condition R j , chosen from the following three possibilities: 
Definition 2.11. Type A and type B j extended frames are the families of adapted frames obtained from the type A and type B j extended connections defined above, by integrating them with the initial condition F (t 0 , λ) = I for each λ.
Also as in the flat case, any constant curvature c map, for c = 0, corresponds to a type B 1 , B 2 or B −1 extended frame depending on the value of c. Unlike the flat case, where we could choose a parallel frame, here, even with the normalization F (t 0 ) = I, the extended frame is only determined up to a right multiplication by a matrix in SO(n + k + 1, R) στ .
2.4.
Type A extended frames with the reality condition R 2 . We defined extended frames of type A as certain families of maps into the Lie group with reality condition R 1 . However we could also have used the second reality condition as follows: if A λ = A 0 + A 1 λ, with A i real and dA + A ∧ A = 0, define
ThenÂ also satisfies the Maurer-Cartan equation and, for λ = r 0 ∈ R, one has
SoÂ λ integrates to a family of adapted frames of flat maps for λ ∈ iR * . We therefore define extended frames of type A1 and A2 accordingly.
Let {e k } be the standard basis for R n+k+1 . If I is one of the intervals I 1 = (−∞, 0), I 2 = (0, 1], or I −1 = (1, ∞), let S I (U, t 0 ) be the set of families of constant curvature c ∈ I maps with flat normal bundle f : U → S n+k such that f (t 0 ) = e n+1 , and S 0 (U, t 0 ) the analogous set for flat maps.
We summarize the preceding discussion as: 
If H is any algebra of Laurent series in λ, then let us define H b a to be the vector subspace consisting of elements whose lowest power of λ is a and highest power of λ is b.
Suppose we are given commuting Lie algebra automorphisms σ k and τ 2 of g of order k and 2 respectively, where k ≥ 2. Using these, define commuting automorphisms σ and τ of the same order on g as follows:
where ζ k is a primitive k'th root of unity. Let g σ be the subalgebra of g consisting of elements fixed by σ, and define g στ to be the subalgebra whose elements are fixed by both automorphisms. We further define g σ R j and g στ R j to be the corresponding real subalgebras with the reality condition R j , given by (11), (12) and (13) . Now consider the case g = so(n + k + 1, C) and the inner automorphisms σ 2 = AdP and τ 2 = AdQ defined earlier by (3) and (4) .
It is straightforward to verify the following:
Lemma 2.12. We now describe the groups in which extended frames take their values. Let G be a matrix Lie group, with the matrix norm · , and with Lie algebra g. Define the loop group ΛG := {g :
Equipped with the topology induced by the norm g := g i , ΛG is a Banach Lie group whose Lie algebra, Λg, contains g as a subalgebra.
Suppose σ k and τ 2 are commuting automorphisms of G, of order k and 2 respectively, and denote the corresponding Lie algebra automorphisms with the same notation. Extend σ k and τ 2 to automorphisms σ and τ of ΛG by (15) and (16), and define ΛG σ and ΛG στ to be the subgroups of ΛG consisting of elements which are fixed by σ, and by both σ and τ respectively. Similarly we have the real subgroups ΛG σ R and ΛG στ R where R is one of the reality conditions defined previously, with Lie algebras Λg σ R and Λg στ R respectively. Thus Lemma 2.12 can be rephrased as: Lemma 2.13. Type A j and type B j extended frames are smooth maps into ΛSO(n+ k + 1, C) σ R j and ΛSO(n + k + 1, C) στ R j respectively, which have the special property that their connection 1-forms 
These have the subgroups Λ The Birkhoff factorization theorem, as stated here, is proved in [22] for GL(n, C) as well as for any complex semisimple Lie group. In [4] it is shown to hold for the complexification of any connected Lie group which admits a faithful finite dimensional continuous representation. 
Suppose ΛG is a Birkhoff decomposable Lie group together with an order k automorphism σ. Since the fixed point set ΛG σ is a subgroup of ΛG, we can Birkhoff factorize its elements with factors in the larger group. One might like the factors to be in ΛG σ themselves, in other words, for ΛG σ to be Birkhoff decomposable, and we will now consider this question. Evidently σ and τ defined by (15) and (16) are positive and negative holomorphic respectively. Definition 3.3. If G is a subgroup of GL(n, C), a reality condition for ΛG is a conjugate linear involution ρ of ΛG. The reality condition is called positive holomorphic or negative holomorphic in accordance with Definition 3.2. We will also write ΛGR = ΛG ρ . Proof. R 1 and R 2 are given by the involutions R 1 (X(λ)) := X(λ) and R 2 (X(λ)) := X(−λ) respectively. By expanding as a power series in λ, one sees that if f (λ) is holomorphic in λ on some region then so are f (λ) and f (−λ), and thus R 1 and R 2 are positive holomorphic. A similar argument applies to R −1 .
Define the central big cell, BΛG to be the intersection of the left and right big cells of ΛG. Proof. We give the proof for the right factorization here, the left being analogous. Since g is fixed by ρ, we have
We have assumed that g + (0) = I, so
for any x 0 ∈ (ΛG s ) 0 , the subgroup of constant loops. Applying ρ to both sides, we have
for any x 0 ∈ (ΛG s ) 0 , implying that ρ(g + (0)) = I. This means that the right hand side of (19) is also a right Birkhoff factorization for g, and so, by uniqueness, the corresponding factors are equal.
Remark 3.5. This shows, for example, that ΛG σ R is Birkhoff decomposable if σ is a finite order positive holomorphic automorphism and R is a positive holomorphic reality condition commuting with σ.
3.2. τ -Iwasawa factorization. For a negative holomorphic involution τ , since τ : Λ + G s → Λ − G s and vise versa, one cannot expect the factors in the Birkhoff factorization to be fixed by τ . What is needed instead is a more general version of the Iwasawa factorization, which states that if U is a compact real form of G, then any element of ΛG can be written as a product ug + , where u ∈ ΛU and g + ∈ Λ + G. In applications, one can generally normalize an element of ΛG s (M ) so that it passes through the identity at some point, and so we do not lose much by considering a factorization on the identity component of ΛG s : Definition 3.6. Let (H) I denote the identity component of any group H. An element x ∈ (ΛG s ) I is called τ -Iwasawa decomposable if it can be factorized (20) x = z τ y + ,
with z ∈ (ΛG sτ ) I and y + ∈ (Λ + G s ) I . A subgroup ΛG s of ΛG is τ -Iwasawa decomposable if (ΛG s ) I consists only of τ -decomposable elements.
ΛG s is locally τ -Iwasawa decomposable if some neighbourhood of the identity consists only of τ -decomposable elements. Proof. Let x(t) be a path in (ΛG s ) I which passes through the identity at some point. Now a τ -Iwasawa decomposition for x, (20), with τ (z τ ) = z τ , can be written as xy
, so the factorization (20) for x is equivalent to the factorization
, where y + ∈ Λ + G s , and we will consider this equivalent problem. In either situation of the theorem, we may assume that x −1 τ (x) is in the right big cell, since the big cell is a neighbourhood of the identity. Thus we can Birkhoff factorize
∓ G s and the normalized factors in the Birkhoff factorization are unique, this means that b
for some constant (with respect to λ) element k. Because the Birkhoff factorization is a diffeomorphism between RightBigΛG and Λ + 1 G × Λ − G, the assumption that x varies continuously with t implies that the same holds for both factors b + and b − , and hence k depends continuously on t. Now
and
+ . Equating these last two quantities, we obtain
It follows from (22) , the normalization of b + and the fact that x passes through the identity at some point, that k also passes through the identity. Now for the local version of the theorem, case 1, we may assume that k lies in a normal neighbourhood of the identity in (ΛG s ) 0 ,
for some ξ in the Lie algebra of (ΛG s ) 0 . Then the equation (23), together with the bijectivity of the exponential map, implies that τ (ξ) = −ξ, and τ (exp(ξ/2)) = exp(−ξ/2). Using this, the equation (22) + has the required uniqueness property then we are done. We know that the left factor, g + , in any factorization
is unique up to right translation by a constant element in ΛG s , since a normalized Birkhoff factorization is unique. Suppose we have a different factorization
, then, comparing with (21), we must havê
0 . Substituting into the right hand side of (24), and then using (21) again, we have y
from which it follows that Bτ (B) −1 = I, which is to say that B ∈ ΛG sτ .
We saw in the proof of Theorem 3.7 that τ -Iwasawa decomposability boils down to being able to write any family of elements k in (ΛG s ) 0 which has the property τ (k) = k −1 and which pass through the identity, as a product k = bτ (b) −1 . To prove the second case of the theorem, we will examine this condition for a compact group. Definition 3.8. Let H be any Lie group and τ an involution of H. Define
Proposition 3.2. If H is a compact semisimple group and τ is an inner involution of H then every element in the component of H τ −1 containing the identity is τ -factorizable.
Proof.
(1) If H is compact and the inner involution τ is given by
then let T be a maximal torus containing Q. Now for any element k ∈ H τ −1 , there exists an element r ∈ T such that
for some a ∈ H. This follows from the fact that every element in H is conjugate to some element in T , so we can find an a in H and an x in T such that x = a −1 kQa.
Then set r = xQ −1 , which is also in T , and we have r = a −1 kQaQ −1 , as claimed.
Now apply τ to (25), and we see that τ r = r −1 , and since T is Abelian and Q ∈ T , we also have τ r = QrQ −1 = r, so r lies in the set
Since T is a maximal torus, we can write
where p is the rank of the Lie group H, and we see that the only possibilities are r = (±1, ..., ±1). Let r i , i = 1, ..., 2 p , be some ordering of these possible elements, with r 1 = (1, 1, ..., 1) = Id. Let φ i : H → H τ −1 be the continuous map
We showed above that H τ −1 is the union of the sets φ i (H), where each φ i (H) is closed because H is compact. Now if k ∈ φ i (H) then k is clearly τ -factorizable if and only if r i is, and this holds if and only if r i = r 1 = Id, since τ fixes r i . Thus the set of τ -factorizable elements of H τ −1 , is precisely φ 1 (H), and H τ −1 is a disjoint union of two closed sets
Hence if k(t) is a continuous path in H τ −1 passing through the identity of H, it must remain in the left summand for all t. 
for any t ∈ U . Define BΛG(U, t 0 ) to be the subset of ΛG(U, t 0 ) consisting of elements F such that F (t) ∈ BΛG for any t in U , and BΛG(U, t 0 ) b a analogously. Similar notation applies to subgroups and quotients of ΛG in the obvious way.
Any subgroup ΛG s of ΛG has itself a canonical subgroup (ΛG s ) 0 consisting of constant loops. We will be concerned with the quotient space ΛG s /(ΛG s ) 0 , where x ∼ y if and only if x = yh for some h ∈ (ΛG s ) 0 . The quotient is not a group in general, because (ΛG s ) 0 is not a normal subgroup. Note that multiplication by a constant element does not affect the big cell condition, so it also makes sense to talk about BΛG s /(ΛG s ) 0 .
Splitting without a negative holomorphic involution.
Proposition 4.1. Let G be any complex Lie group, ΛG s any Birkhoff decomposable subgroup of ΛG, and a and b extended integers with a < 0 < b. To every
there corresponds a unique pair
Proof. G − and F + are just the left factors given by the left and right Birkhoff decompositions respectively for any representative of the equivalence class [F ] . Note that if H is a constant loop, then F and F H have the same left factor in their Birkhoff decomposition, so this is well defined. Let us check that F + ∈ ΛG s (U, t 0 ) b 1 : For fixed t ∈ U , the Birkhoff factorization theorem states that the map (F + , F − ) → F is a diffeomorphism, so we can deduce that the map t → F (t) → F + (t) is also differentiable. Hence F + ∈ ΛG s (U, t 0 ). Now by definition, F + has the Fourier expansion
is of bottom degree 1 in λ. For the top degree, note that F + also has the expression (26)
− , and we are given that
Now comparing the Maurer-Cartan forms of both sides of (26),
− ), and using the fact that both F − and F −1 − are in Λ − G, the conclusion is that both sides are of top degree b in λ.
The proof that
The following result is a little stronger than a converse to the last proposition: 
which satisfies the equations
for some F − and
Proof. By assumption, for each t ∈ U there is a unique Birkhoff factorization
+ , where F − and G + are maps from U to Λ − G s and Λ + G s respectively, and F − (t, −∞) = I. Rearranging this, we see that the definition for F given by equations (27) and (28) is consistent. Since F + and G − are normalized to the identity at t = t 0 , we have
and this must be a constant function of λ by holomorphicity. Since F − (t, −∞) = I, this constant is the identity, and so F is normalized at t 0 . Now calculate the Maurer-Cartan form for F , using (27) :
b −∞ and F − has only powers of 1/λ, this expression has top degree at most b in λ, and, using (28), we similarly deduce that F −1 dF also has bottom degree a in λ. In other words, F ∈ ΛG s (U, t 0 ) b a .
4.2.
Splitting with a negative holomorphic involution. Clearly Proposition 4.1 applies to the case F ∈ BΛG sτ (U, t 0 ) b a , where τ is a negative holomorphic involution, although G − and F + will not be fixed by τ themselves. In fact, if
and we can conclude from the normalization that
With this in mind, we can state the analogue of Proposition 4.2 for a loop group with a negative holomorphic involution τ . The result depends on the τ -Iwasawa factorization result, Theorem 3.7, which we only proved locally in general, so we will state it locally, but observe that the result holds globally in the compact case, for involutions which are extensions to ΛG of inner involutions of G, provided we remain in the relevant big cells. 
where the union is over all neighbourhoods U of t 0 , and f ∈ ΛG s (U 1 , t 0 ) b a is equivalent to g ∈ ΛG s (U 2 , t 0 ) b a if they agree on some neighbourhood U of t 0 . Note that germs can always be regarded as Birkhoff decomposable, if ΛG s is Birkhoff decomposable, as the big cell is a neighbourhood of the identity. 
there corresponds a unique element
satisfying the equations
Proof. In the proof of Proposition 4.2, substitute τ (F ± ) for G ∓ . The initial factorization (29) is then F −1
which we know is possible by Theorem 3.7. We cannot normalize F − at infinity, however, as we only have the freedom to postmultiply it by an element of (ΛG sτ ) 0 , and F − (∞) might not be in that subgroup. Thus our map F is determined up to postmultiplication by (ΛG sτ ) 0 (U, t 0 ). The rest of the argument is the same as for Proposition 4.2.
Splitting with two negative holomorphic involutions.
If τ andτ are a pair of commuting negative holomorphic involutions, then we may need to discuss splitting in ΛG sττ . In our application with space forms, this happens whenτ is a negative holomorphic reality condition. Together with the fact that Birkhoff factorization descends to the fixed group of a positive holomorphic involution, the following Lemma, which is easy to verify, says that we only ever need deal with the case of one negative holomorphic involution. 
there corresponds a unique element 
Finite type solutions
If ΛG s is any subgroup of ΛG, there is a natural decomposition of the corresponding Lie algebra, Λg s = Λg such that the function X : U → Λg s , defined by
takes it values in (Λg s ) N −N for all t, (2) there exist n Ad-invariant polynomials V i : Λg → Λg such that the MaurerCartan form for F has the expression and has left and right Birkhoff decompositions 
for all t. Conjugating by F − , we have For the second condition, we can write
where A − (X) takes its values in (Λg s ) 0 a and, using the assumption that F is of finite type,
− dF − , and rearrange this, using (30):
Since the first two terms on the right hand side are of top degree at most zero in λ, and, by Proposition 4.1, F + is in (Λg s ) b 1 , it follows that
The last step follows from the Ad-invariance of V i and the computation
Thus we have shown that F + is of finite type, and the proof for G − is precisely analogous.
Case 2 If F is an element of ΛG sτ (U ) b a , we go through the argument for the first case: the only problem we encounter is that in the Birkhoff splitting of F , the factors are not in ΛG sτ , but only in ΛG s . However, closer inspection of the argument shows that we only require that Λg 
Dressing solutions
One of the methods for producing solutions of connection order ( b a ) maps has been the dressing action of Zakharov and Shabat [29] . It was first discussed in terms of harmonic maps into Lie groups by Uhlenbeck [28] . See [16] and [24] for more details and references. In the case of Harmonic maps, a more general dressing action by subgroups of ΛGL(n, C) is treated in [5] . 1 G s , then, for each t ∈ U (which we assume is a sufficiently small neighbourhood of t 0 ), define a new elementF + (t) in Λ + G s given by the Birkhoff factorization
where h − (t) is some element of Λ − G s . Applying Proposition 4.1 to the map F = g − F + , which is clearly of type ( for someF − andĜ + . In fact this is the same action which one obtains by applying the action described above of g − to F + and g + to G − separately, as the reader may easily verify.
7.
Correspondence between constant positive, negative and zero curvature maps into a sphere or hyperbolic space
We now specialize once again to the case G = SO(n + k + 1, C) with the involutions σ 2 and τ 2 given previously, and show how the above results can be used to reduce the local problem of constant curvature immersions with flat normal bundle into S m and H m to the flat case. ) maps applied to immersions of space forms into the sphere lead naturally to immersions into hyperbolic space, in the case of the negative holomorphic reality condition R −1 . We need the following discussion to explain this. Define the Lie group SO −1 (n + k + 1, C) to be the subgroup of GL(n + k + 1, C) consisting of matrices satisfying the equation
Extended frames for constant curvature isometric immersions into hyperbolic space H n+k are defined analogously to those for the sphere in Section 2.2, replacing the Lie group SO(n+k +1) with SO −1 (n+k +1). See [14] for a discussion of this in the non-flat case. Define H 0 (U, t 0 ) and H I (U, t 0 ) analogously to their S counterparts, replacing the sphere with hyperbolic space. The analogues of the results in Section 2 hold, replacing S with H and G = SO(n+ k + 1, C) with H = SO −1 (n+ k + 1, C); in addition, the formula for the induced curvature c λ is changed by a minus sign, so that one must also replace I with −I, for statements involving curvature in the interval I. Thus the analogue to Lemma 7.1 is: Lemma 7.2.
(1) The elements of H 0 (U, t 0 ) are in one to one correspondence with the elements of ΛH σ R j (U, t 0 ) Moreover, maps into ΛG σ with a particular reality condition can be interpreted as maps into ΛH σ with a different reality condition via the next proposition. In order to state the result more symmetrically, we introduce one further negative holomorphic reality condition: R −2 : X(λ) = X(−1/λ). Proof. LetF := φ(F ).
(1) Since Ad T is a homomorphism, and clearly bijective, it is enough to verify that F T F = I is equivalent toF T JF = J which is straightforward. (2) Let F be an element of ΛG σρj (U, t 0 ) 1 1 . To show thatF is an element of ΛH σ R j (U, t 0 ) 1 1 , we need to show (a)F is of connection order ( 1 1 ), (b) R j (F (λ)) =F (λ), and (c) σ(F (λ)) = PF (−λ)P −1 =F (λ). All of these follow in a straightforward manner from the corresponding properties of F . We verify the reality conditions here using the fact that F is fixed by both τ and ρ j , that is: =F (λ) (3) This is also straightforward, the main work being to check that if F ∈ ΛG στ R j thenF := T F T −1 is fixed by both σ and R −j .
Item ( we obtain the required correspondence.
Finally, the analogue of Theorem 7.4 for immersions into hyperbolic space, whose proof is essentially the same is: Theorem 7.5.
(1) There are canonical bijections H (0,∞) (t 0 ) ←→ H 0 (t 0 ) ←→ H [−1,0) (t 0 ).
(2) There is a canonical bijection H (−∞,−1) (t 0 ) ←→ S 0 (t 0 ). 
