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Gaining a detailed understanding of the energetics of the proton pumping process in cytochrome c oxidase (CcO) is one of the challenges of
modern biophysics. Although there are several current mechanistic proposals, most of these ideas have not been subjected to consistent structure–
function considerations. In particular most works have not related the activation barriers for different mechanistic proposals to the protein
structure. The present work describes a general approach for exploring the energetics of different feasible models of the action of CcO, using the
observed protein structure, established simulation methods and a modified Marcus' formulation. We start by reviewing our methods for evaluation
of the energy diagrams for different proton translocation paths and then present a systematic analysis of various constraints that should be imposed
on any energy diagram for the pumping process. After the general analysis we turn to the actual computational study, where we construct energy
diagrams for forward and backward paths, using the estimated calculated reduction potentials and pKa values of all the relevant sites (including
internal water molecules). We then explore the relationship between the calculated energy diagrams and key experimental constraints. This
comparison allows us to identify some barriers that are not fully consistent with the overall requirement for an efficient pumping. In particular we
identify back leakage channels, which are hard to block without stopping the forward channels. This helps to identify open problems that will
require further experimental and theoretical studies. We also consider reasonable adjustments of the calculated barriers that may lead to a working
pump. Although the present analysis does not establish a unique and workable model for the mechanism of CcO, it presents what is probably the
most consistent current analysis of the barriers for different feasible pathways. Perhaps more importantly, the framework developed here should
provide a general way for examining any proposal for the action of CcO as well as for the analysis of further experimental findings about the
action of this fascinating system.
© 2007 Elsevier B.V. All rights reserved.Keywords: Cytochrome c oxidase; Coupled electron transfer-proton transfer; Protonpumps; Dielectric of proteins; Computer simulations; Electrostatic effects1. Introduction
Cytochrome c oxidase (CcO) couples the four electron
reduction of O2 to water and transmembrane proton transfer,
e.g. [1–3], which results in an electrochemical proton gradient
that drives ATP synthesis. The elucidation of the structure of
CcO [4,5] and mutational studies (e.g. [3,6–8]) as well as other
important studies (for recent reviews see Refs. [9,10]) provided⁎ Corresponding author. Tel.: +1 213 740 4114; fax: +1 213 740 2701.
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doi:10.1016/j.bbabio.2007.01.015the opportunity to analyze on a molecular level coupled electron
transfer/proton transfer (ET/PT) in one of the most intriguing
molecular machinery, which has presented longstanding con-
ceptual challenge in the field of bioenergetics.
In trying to obtain a detailed structure–function correlation
for CcO it is important to understand the energetics and the time
dependence of the pumping process. This challenge can be
addressed by computer modeling approaches and some elements
of the CcO reaction have already been examined by simulation
methods [11–15]. However, the relationship between the protein
structure and the proton translocation (PTR) energetics and
directionality has not been established. For example, the
calculations of Olkhova et al. [12] have provided important
insight about the electrostatic coupling but did not address the
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recently studied by detailed quantum mechanical calculations
[16], but this instructive study did not explore the energetics of
pumping the protons across the membrane. The studies of
Stuchebrukhov et al. [17] andWikström et al. [11] considered the
possibility of PTR through water molecules in the hydrophobic
region between heme a and heme a3, and the study ofWikström et
al. [11] provided an insightful attempt to establish a gating
mechanism by considering the orientation of these water
molecules. Although this study did not explore the actual PTR
process, it nevertheless raised a crucial question about the identity
of the gates that controls the uphill PTR. The nature of the
pumping process was considered by Mills and Ferguson-Miller
[18] who assessed the evidences for direct and indirect coupling
mechanisms, where the indirect mechanism involves conforma-
tional and pKa changes. The details of a conformationalmechanism
have been considered by Brzezinski and coworkers [10,19].
Although this proposal has appealing aspects, it cannot be verified
without specific tools of converting structures to pKa values.
It seems to us that further advances in obtaining a detailed
mechanism of CcO requires a molecular modeling approach that
can convert the structure of CcO to an effective potential with
well defined activation barriers and to a time-dependant
description of the coupled ET/PT process. In order to move in
this direction we start by presenting a systematic analysis of the
experimental constraints on the energetics of CcO. We then
review our general approach for obtaining general energy
diagrams for coupled electron transfer/proton transfer processes
[20,21]. Next we use this approach to explore the energetics for
different feasible pathways and use the discrepancy between the
calculated diagrams and the experimental and conceptual
constraints to identify key open questions. Finally, we provide
a discussion of the open problems in the field and the likelihood
of different alternative mechanisms.
2. Introductory considerations of energy diagrams
The functional parts of CcO are described in Fig. 1. This
system reduces one molecule of oxygen to two water molecules,Fig. 1. Showing a schematic description of the key elements in the CcO system. The
(yellow arrows) pathways through the trans-membrane region of the enzyme, i.e. the
the conserved E286 residue, the O2 in the binuclear reaction center, intervening water
to leave the mechanistic pumping region. using four electrons and four protons in the cycle described
schematically in Fig. 2. The electrons are supplied by cytochrome
c located on the P-side of the membrane, and the protons are
taken up from the bulk solution at the N-side of the membrane.
Cytochrome c oxidase has four redox active metal centers, of
which two, heme a3 and CuB, constitute a binuclear center (BNC)
where the reduction of molecular oxygen to water takes place
(see Fig. 1). The electrons from cytochrome c enter the enzyme
via a di-copper complex, CuA, and is then transferred to the BNC
via a low-spin heme, heme a, located close to the BNC. In
addition, a tyrosine residue, which is covalently cross-linked to
one of the histidine ligands on CuB, is believed to be redox active
[5,22]. The protons enter the enzyme from the N-side of the
membrane, via two well characterized proton channels, the D-
and the K-channel, both ending in the vicinity of the BNC. All
translocated protons and two or three of the chemical protons use
the D-channel [23]. The exit path for the translocated protons has
not been identified. Molecular oxygen reacts with the two-
electron reduced state R (Fe(II) and Cu(I)), releasing the two
water molecules formed in the previous cycle, and forming the
spectroscopically characterized oxy-heme intermediate, labeled
compound A, see Fig. 2. In the next step the O–O bond is cleaved
with no further supply of electrons or protons from outside the
membrane, yielding the intermediate PM with Fe(IV)=O, Cu
(II)–OH and a neutral tyrosyl radical [22,24,25]. From this point
the rest of the catalytic cycle occurs in four steps, where in each
step one electron and one proton is transferred to the BNC for the
chemistry, and one proton is translocated from the N-side to the
P-side of the membrane [26]. The first electron goes to the tyrosyl
radical, while the following three electrons stepwise reduce the
two metal centers. The intermediates are usually labeled as F (Fe
(IV) and Cu(II)), O (Fe(III) and Cu(II), E (Fe(III) and Cu(I) and R
(Fe(II) and Cu(I)) (see Fig. 2). It should be noted that the exact
protonation state of the different intermediates has not been
determined experimentally, and different possibilities have been
tested in calculations [27,28].
From the redox potentials of cytochrome c and molecular
oxygen it can be concluded that the reduction of one O2
molecule is exergonic by about 2 eV (46 kcal/mol) if there is nofigure considers the pumping elements and the electron (red arrows) and proton
CuA, the heme a, and the heme a3-CuB binuclear reaction center for the ET; and
molecules, and the D-propionic and R481 pair where the pumped H+ are believed
Fig. 3. Illustrating the notation used in our state diagrams. The figure depicts the
groups included in the present study and the label used for each group. The
boxes in the lower part illustrate our shorthand notation where we arrange our
diagram according to the order of each element and designate each state by its
charged state. The upper row depicts the electron population on the redox
centers (heme a, heme a3 and CuB centers), the middle row shows the
protonation state of the vectorial pKa groups from the N-side to the P-side, and
the lower row shows the protonation state of the pKa groups to the bound
oxygen.
Fig. 2. Showing schematically the overall cycle of CcO. The enzymatic CcO
reaction goes through a 4-step cyclic reaction where in each step the reaction
center is reduced and one of the O atoms is protonated, and the energy is at each
step used to pump an H+ across the membrane. Other studies suggest that the
pumping actually occurs concomitantly with enzyme reduction.
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the redox chemistry and the proton translocation together
correspond to the motion of 8 charges across the membrane per
O2 molecule reduced, a gradient is built up when the reaction
proceeds. From experiments it is known that for the working
enzyme the gradient across the membrane is about 200 mV. This
gradient can be established by a pH difference or by
electrostatic gradient. Thus, with full gradient the exergonicity
of the overall reaction is reduced to 2.0–8×0.2=0.4 eV (9 kcal/
mol). The R to PM step has to be exergonic, since the compound
PM has been observed in experiments on the mixed valence
form of the enzyme. Calculations indicate that a reasonable
value for this exergonicity is 5 kcal/mol. This leaves 41 kcal/
mol for the four steps from PM to R without gradient, and 4 kcal/
mol with full gradient. It is normally assumed that the pumping
mechanism is the same in all four steps, and the most reasonable
assumption for the energetics is that the exergonicity is equally
partitioned between the steps. Thus, it is assumed here that each
of the pumping steps is exergonic by 10.2 kcal/mol with no
gradient across the membrane, and by only 1 kcal/mol with full
gradient.
In this work we will try to explore the detailed mechanism of
CcO focusing on one quarter of the overall cycle, namely, on the
O→R step.
In order to analyze the details of the pumping of the steps
considered in Fig. 2, it is essential to have reasonable estimates ofthe rate constants of the individual elementary steps that lead from
the initial to final configurations. Obviously this is an extremely
challenging task since there are many feasible ways ofmoving the
protons and the electrons. Thus it is important to start by labeling
the feasible configurations of the system using a clear notation.
Here it may be convenient to use the notation demonstrated in Fig.
3, which was used in our earlier studies [20,21]. However, in the
present work we found it is useful to have a simpler shorthand
notation for the purpose of dealing with more complex analysis
and more general discussions. Thus we also introduce here a
simplified state description of the type shown in white in Fig. 3.
This energetics of the system will be evaluated by the
method described below, considering explicitly different
barriers that correspond to different elementary PTR and ET
steps. The resulting diagrams (see below) can be overwhelming
by the complexity of the options presented. However, these
diagrams can serve as an introduction for the challenge posed
by a complete energy based analysis of CcO. The real challenge
is of course, to verify the heights of the different barriers and to
reach a consensus diagram. Some necessary steps in this
direction will be described below.
3. Estimating the free energy profiles
In order to quantify the energy profiles discussed in the
previous section it is important to have a way to evaluate the
energetic of the different configurations and the barriers between
theses configurations. Our strategy for accomplishing this task is
based on using Marcus' type state diagrams in the quantitative
framework of the empirical valence bond (EVB) approach [29].
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[30] and PT [31,32] and obtain a general expression for the free
energy of each feasible state of the system by
DGm ¼
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where m designates the vector of the charged states of the given
configuration i.e. m=(q1
(m), q2
(m) ⋯ qn(m)). i runs over the site of
proton donors and acceptors, k over the sites of electron donor
and acceptors and j runs over both the i and k series. Here qi
(m) is
the actual charge of the ith group at the mth configuration. This
can be 0 or − 1 for acids and 0 or 1 for bases (where we for
simplicity restrict our formulation to mono ions).ΔIk,q
w is the free
energy of taking the kth group in solution, and changing its
charge from zero to the actual value when this group is ionized
(this free energy is obtained from the corresponding reduction
potential). The Wijqiqj term represents the charge–charge
interaction effect. The intrinsic pKa (pKint) is the pKa that the
given ionizable group would have if all other ionizable groups
were kept at their neutral state (the evaluation of this term is
described in Ref. [33]). The u(m)-term represents the interaction
of the membrane potential with the transferred charges. The
ΔN(m) is the number of protons transferred from the N-side of the
membrane to the P-side. The actual effect of the membrane
potential can be complex and thus we focus on cases where the
membrane potential is zero and the gradient is established by a
pH gradient. In this case the electrostatic potential from the H+
ions at a concentration of 10− 4 M is negligible especially
considering counter ions. In other words, our main point is to
provide estimates for the pumping times and a basis for
simulations. Now as shown in our study of ion channels, e.g.
Ref. [34] we can simulate cases with both concentrations and
potential gradients, but the case with concentration gradient is
more straightforward.
Eq. (1) can also be expressed in terms of the energy of
forming the given configuration in a reference state (in this case
in aqueous solution) at infinite separation of the ions and then
transforming it into the protein. This gives, see e.g. Refs.
[30,31].
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w→p (qi))0 represents formally the energy of
moving qi from water to its actual protein site when all other
ionizable groups are neutral and ΔVQQ is the charge–charge
interaction term. In the actual calculation we also include in
ΔΔGsol the solvation of the neutral form of the given group
[33].
The activation free energy for a transfer from state m to state
m′ can now be evaluated by the EVB concepts and Eq. (2). This
allows us to describe any system and its dependence on the
general solvent coordinate.
In principle we can evaluate the free energy functions for
each transfer by the EVB microscopic simulations and run time-
dependent simulations by using a simplified EVB/LD model
[35]. Here, however, we are mainly interested in the energetics
and thus we can use a semi quantitative estimate for each step.
For example, when the transfer from m to m′ involves only one
PT or one ET the activation energy is given by [21]:
Dgzm;mV¼
ðDGm;mVþ km;mVÞ2
4km;mV
 Hm;mV
þ H
2
m;mV
ðDGm;mVþ km;mVÞ ð3Þ
whereΔGmm′ is the free energy change for transfer between state
m and m′, and λmm′ is the corresponding reorganization energy
(that can be evaluated as described elsewhere [29]). Hmm′ is the
off-diagonal element that mixes the states m and m′. This term is
taken as the EVB coupling term for PT between a donor and
acceptor and the relevant coupling term (the tunneling matrix
element) for an ET step. The proper coupling can also be
evaluated for a concerted PT and for an ET/PT process (for a
related treatment see Ref. [36]).
The rate constant for each step is obtained by using transition
state theory (see e.g. Ref. [29]) for adiabatic PT steps and the
semi classical treatment of diabatic ET theory (see e.g. Ref.
[37]) for the ET steps. That is, we use for the PT steps the
relationship and for ET steps the relationship
kPTmmV¼
kBT
h
exp Dg
z
mmV
kBT
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9=
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and for ET steps the relationship
kETmmV¼
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 2 pℏ
kBTk
 1
2
exp Dg
z
mmV
kBT
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:
9=
; ð5Þ
with the above picture in mind we can focus on the ΔGmm′,
which determine the trend in the corresponding Δg‡mm′ term.
The evaluation of this term depends, as is clear from Eq. (2), on
the relevant reduction potentials and pKa values as well as on
the ΔΔGsolv and the Wjj′ terms. The most crucial term is the
ΔΔGsolv solvation term. This term is evaluated by the linear
response approximation (LRA) version of the semi macroscopic
protein dipoles Langevin dipole model (PDLD/S). Since this
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values and reduction potentials in proteins and discussed
extensively elsewhere, e.g. Refs. [33,38,39], it will not be
addressed here. The Wjj′ interaction term is evaluated using
DVjjV¼ 332dqjdqjV
ejj Veff ðrjj VÞdrjjV
ð6Þ
where is given in kcal/mol, rjj′ is the distance between the
groups i and j, while εjj′(rjj′) is an effective dielectric function
for charge–charge interaction given by
ejjVeff ¼ 1þ eVð1 expflrjjVgÞ ð7Þ
where we use ε′ values between 40 and 10 (we used these
values to establish the upper and lower limits of our
conclusions), while we used μ=0.18 Å−1. The physical
justification of Eq. (6) and the reliability of our εij are discussed
in previous extensive studies, e.g. [33,40].
The pKa values and reduction potentials of the ionizable
groups in Eq. (2) were obtained (see Table 1) with the PDLD/S-
LRA approach according to standard protocol using the
MOLARIS program [41,42] (see also Ref. [43]and references
therein). Starting from the X-ray structure of CcO (pdb entry
1M56 in the Brookhaven protein database [44]), the pKa values
and reduction potentials were averaged over 50 protein
configurations that were obtained at each 1 ps from a 50 ps
molecular dynamics simulation. The simulations used the
ENZYMIX force-field [42] and a step-size of 0.5 fs. The effect
of the low dielectric of the membrane was not considered since
the distance of the membranes region from most of the groupsTable 1
Relative energies for different states a
State Expression ΔG(m) ε′=60
0 HHaP−B−a3H ΔG(6)
(I) −0.55
I HHa−P−B−a3H 0 0.00
II Ha−P−B−a3HH ΔG(1) 2.76
II′ Ha−PHB−a3H ΔG(2)
(II′) 9.70
III Ha−P−BHa3H ΔG(3)
(III) 0.64
IV′ HH a−PH B−a3 ΔG(2)
(II′) 6.94
V′ HHaPHB−a3
− ΔG(2)
(II)+ΔG(4)
(V) − ΔG(1) 4.02
VI H aP−B−a3
−HH ΔG(4)
(V)+ΔG(1) 0.05
VII H aP−BHa3
−H ΔGX−ΔG(1) −4.72
VIII a−P−BHa3HH ΔGIII +ΔG(1) 3.40
IX aPHBHa3
−H ΔGX+ΔG(2)
(X) 5.55
X aP−BHa3
−HH ΔG(3)
(I)+ΔG(4)
(III) +2·ΔG(1) −1.96
XI HHaP−B−a3
−H ΔG(4)
(I) −2.71
XII HHHaP−B−a3 −ΔG(1)−ΔG(6)(I) −3.31
a Energies in kcal/mol. P designates Prd, B− designates the iron bound OH−
and BH designates the iron bound water. The variousΔG(i) are given byΔG(1)=
−1.38(pHP–pHN)), where we used here values of 6 and 4 for pHN and pHP,
respectively, ΔG(2)
(α) = 1.38(pHN–pKa(PH))(α); ΔG(3)
(α) =1.38(pHN−pKa
(BH))(α); ΔG(4)
(α) =ΔI(a−a3→a a3
−)α; ΔG(5)
(α) =1.38(pKa(PH)−pKa(BH))(α)
and ΔG(6)
(α) =ΔI(D−a→Da−), where D is Cua. The occupancy of two of the
electron sites, heme a and heme a3 here denoted by ‘a’ and ‘a3’, are indicated by
the negative charge, whereas the occupancy of key proton sites, the α-propionic
group on heme a3 and the water bound to Fe on heme a3 here denoted by ‘P’ and
‘B’, are indicated by ‘H’. In the initial state we have 2 protons on the N side of
the membrane and 1 on the P side (the ‘H’s to the left of ‘a’ and right of ‘a3’),
whereas the two proton acceptors are unoccupied as indicated by the ‘−’ charge.studied is relatively large (a more systematic study will be used
in the future).
While the classical electrostatic simulations provide prob-
ably the most effective current way for studying the energetics
of different states in the protein, it is also essential to establish
the chemical energy of the different cofactors in their different
state. This is done by quantum mechanical (QM) calculations.
The general strategy for these calculations has been to use the
smallest possible, but still reasonably adequate, model of the
active site. This means keeping first sphere ligands but avoiding
outer sphere ligands that do not form strong hydrogen bonds to
a group involved in the reaction. Second sphere charged ligands
should in general be kept. The peptide chains and parts
connecting the peptide to the functional groups can in general
be avoided. These important reductions of the models have been
tested in a number of studies [45]. Still, the models are not
always small by conventional standards, but each extension of
the model has been carefully motivated. The largest model
contains about 155 atoms, all described quantum mechanically.
The QM models were chosen to give as reliable relative
electron and proton affinities as possible for the different redox
and protonatable sites in the BNC, and therefore a fully
substituted heme was used in the model of the heme a3 part of
the BNC. Furthermore, the immediate surrounding of the heme
propionates were included, i.e. Arg438 saltbridging to Prd and
Asp364 which is hydrogen bonding to the α-propionate, and
also a few water molecules surrounding the heme. The CuB part
of the BNC was described as a copper complex with three
imidazoles (modeling the three histidine ligands) and a phenol
(modeling Tyr244, which is covalently linked to one of the
histidine ligands, and which is thought to be redox active).
The quantum chemical models of the BNC were built
starting from the crystal structure in Ref. [5]. One aspect of the
modeling procedure is to freeze a few atoms from the crystal
structure to mimic the strain from the surrounding protein.
Essentially one atom in each amino acid model, the one closest
to the backbone, was frozen. Apart from the frozen atoms the
geometries of the models were fully optimized using Becke's
[46–48] three parameter hybrid exchange functional combined
with the Lee–Yang–Parr [49] correlation functional (B3LYP).
The calculations were performed with the JAGUAR program
[50]. The optimizations were performed with the lacvp double-
zeta quality basis set using an effective core potential (ECP) on
iron and copper. The open shell systems were treated using
unrestricted B3LYP.
The final energies for the optimized geometries were
evaluated using the B3LYP functional and the lacv3p* basis
set of JAGUAR, which is a triple-zeta basis set with an ECP on
the metals, and which includes one polarization function on the
heavy atoms. The dielectric effects from the surrounding
environment were obtained for all stationary points using the
Jaguar self-consistent reaction field method [51,52], using the
lacvp basis set and with the dielectric constant set equal to 4.
The probe radius of the solvent was set to 2.5 Å. Obviously this
dielectric treatment does not provide a realistic description of
the effect of the protein/solvent environment and its screening
effect (e.g. see Ref. [33,40]). Thus we will leave cases that
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environment to the PDLD/S-LRA treatment. However, for
states that do not involve a major charge separation we will
consider the QM results as reasonable estimates.
The accuracy of the B3LYP functional has been tested in the
extended G3 benchmark set [53], which consists of enthalpies of
formation, ionization potentials, electron affinities and proton
affinities for molecules containing first- and second-row atoms.
The B3LYP functional gives an average error of 4.3 kcal/mol
[53] for 376 different molecules. Due to the lack of accurate
experimental data for transition metals there are no benchmark
tests. Normal metal–ligand bond strengths indicate that the
errors are in the 3–5 kcal/mol range [54], and this is the expected
accuracy of the present calculations for cases where the
dielectric effect of the environment does not play a major role.
Considering the difficulties of obtaining absolute redox
energies and pKa's by QM calculations we only considered the
redox potentials relative to the electron donor, cytochrome c,
with E0 =0.3 V, and the pKa values relative to a proton donor in
solution with pH=7. The parameters that determine the redox of
cytochrome c and the proton affinity of the reference donor in
pH=7, where chosen so that they will reproduce the
experimentally known overall reaction energy discussed in
Section 2 (−10.2 kcal/mol for each step of the cycle). As will be
discussed below, we also used independent experimental
estimates to actually establish the limits on the pKas and
redox values that were estimated by the QM considerations.
4. General constraints
While the above approaches can in principle provide the
correct energetic for the PT and ET paths in CcO, it is essential
to base any reasonable analysis on as many as possible
experimental constraints. Thus we will start to examine and
compile key experimental constraints.
4.1. Energies of states
In considering the energetics of CcO it is useful to start with
the constraints imposed by Table 1. For simplicity we designate
the Prd (the Δ-propionic) group by P (P− for the deprotonated
form and PH for the protonated form) and the iron-bound
oxygen molecule in the BNC by B (B− for the deprotonated Fe–
OH and BH for the protonated Fe–H2O). Some specific
examples are given in Eq. (8). Obviously the different energy
requirements should be related to the effective pKa values and
redox potentials of the relevant groups. Thus we have the
relationships
DGIYIIV¼ 1:38ðpKaðPHÞint  pHN Þ þ V ðIIVÞQQ  V ðIÞQQ
þ DuIYIIV
¼ 1:38ðpKaðPHÞI  pHN Þ þ DuIYIIV ð8aÞ
DGIIVYIII ¼ 1:38ðpKaðBHÞint  pKaðPHÞÞ
þ V ðIIIÞQQ V ðIIVÞQQ þ DuII VYIII
≅ 1:38ðpKaðBHÞIII  pKaðPHÞIIVÞ ð8bÞwhere VQQ
(α) designates the charge–charge interaction of the
given state and the designated pKa values are the intrinsic pKa
values of Eq. (1) (which include the effect of those ionizable
groups that are not involved directly in the ET or PT processes.
As discussed in Section 3 we will focus on cases where Δu=0
and where the gradient is due to the pH difference. We also try
to satisfy the constraint that the overall pumping process will go
downhill and satisfy (see Section 2)
DGoIYX≃ 1:0kcal=mol ð9Þ
The values of the energies of the states considered in Table 1
depend of course on the pKa values of PH and BH in the
different redox states. In estimating these pKa values we
considered the estimates summarized in Table 2. In doing so we
rely on the pKa values for PH evaluated by the PDLD/S-LRA
approach taking into account the effect of Arg 481. That is, we
performed two sets of calculations. The first include Arg481
explicitly in the PDLD/S region I and treated the different
ionization states of the Prd Arg ion pair. This treatment gave pKa
(PH)=−1. The other treatment included Arg481 implicitly
through Eqs. (6) (7). This gave pKa(PH)=2. The charges on the
heme and binuclear groups were handled by Eq. (6). The
evaluation of pKa(BH) (the pKa value of the water bound to Fe)
presented a more challenging task. Here we recognize that the
quantum calculations of this pKa value [16] miss the screening
by the environment in the case when Prd is ionized and perhaps
overestimate the interaction with CuB as is evidence from the
large calculated changes (from −2 to 7.6) upon deprotonation of
Prd. Here it is useful to note that the typical pKas of water bound
to oxidized irons in proteins is 10–7 units [14]. In addition, it
was estimated in Ref. [55] that this pKa is around 9. Thus, it
would be very useful perform reliable QM/MM calculations of
the type reported before [43], which will provide a reliable
estimate of both the effect of CuB and the overall protein
environment, but this is left to a subsequent study. Here we took
a compromise and assumed that the pKa of BH in state I is
around 6. We also assumed that the interaction between the
bound hydroxide and the heme iron system changes by about
3 kcal/mol upon oxidation of heme a3, based in part on
experimental studies [56]. Here again it would be very useful to
perform reliable QM/MM calculations. The pKa values and
reduction potentials considered are summarized in Table 2.
4.2. Activation barriers
The constraints on the activation barriers can be separated
roughly to constraint on ET and PT. Starting with the ET
process we note that the rate of ET from heme a to heme a3 has
been the subject of some controversy. The estimate varies from
∼50 μs [58] to ∼1 ns [59,60]. More specifically, rewriting Eq.
(5) as
kET ¼ AdexpfDgz=kBTg
Dgz ¼ ðDGo þ kÞ2=4k ð10Þ
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agreement about the finding that A≈109–108 s− 1. The value
of λ is quite unclear. Estimates vary from λ∼17 kcal/mol, e.g.
Refs. [60,61], to λ<5 kcal/mol [59]. The first estimate means
that we have a barrier of about 4 kcal/mol when ΔG=0, and
gradually smaller barrier for ΔG °<0. On the other hand, the
second estimate corresponds basically to a barrierless ET
process as long as ΔG °≤0.
Unfortunately, the estimates of λ are based on very
tentative approach, e.g. temperature dependence [59]. Thus,
it seems to us that resolution of the difference between both
mechanisms require one to calculate λ by simulation ap-
proaches (see e.g. Ref. [62]). Our preliminary exploration of
this issue gave us λ∼25 kcal/mol. However, the considera-
tions of the results of Vos and coworkers [59] seem to be quite
compelling for the system they studied. Thus, the proper value
of A remain an open issue that will not be resolved unless one
is able to reproduce the observed rates of Ref. [59] by
microscopic simulations of the actual experiment, which
might be different than the ET steps in the reaction of CcO
(different A and λ). Exploring this crucial problem is left to
subsequent studies.
Regardless of the estimate used we will present the activation
barrier for the ET steps in a way that allows us to use the same
preexponential factor as for the PT reaction (see Ref. [21]). With
this we have an effective activation barrier of about 4 kcal/mol
when the Δg‡ of Eq. (10) is zero and when A=108 s− 1.Table 2
Key parameters and their origin a
Parameter Previous estimates b Intrinsic c Apparent d
pKa(BH)I (−2; 7) e, (7 to 10) f, 9 g 5.00 5.54
pKa(BH)X 7.20 7.47
pKa(PH)I −1 h, 2 i −1.00 −1.03
pKa(PH)III −1.00 −1.59
pKa(PH)X −4h, 0 i −1.00 −1.44
pKa(EH)I 9.4
j, 10 k 9.00 9.42
ΔI ([a− a3]→ [a a3
−])I −2.50 k −2.71
ΔI ([a− a3]→ [a a3
−])III −1 l, −4m −5.54 −5.63
a The pKa values are given in pKa units whereas the reduction potential is in
kcal/mol.
b Previous estimates from the literature.
c Evaluated by the PDLD/S-LRA method where the interactions with the
protein ionizable groups in the active space (those included in the state diagrams)
are not included, except the Heme(Fe) ⋯ OH− interaction and the interaction
between Arg 481 and Prd, which are included explicitly.
d Includes VQQ interaction with other residues (excluding the interactions that
were already considered in (c)). The calculations were done with ε′=60.
e See text and Ref. [16].
f Based on an assumed effect of the iron bound to OH− and the reduction
potential of the heme.
g Taken from the estimate of Ref. [55].
h The pKa value of Prd is evaluated by PDLD/S-LRAwhere the effect of Arg
481 is included explicitly.
i Evaluated by the PDLD/S-LRA where the effect of Arg481 is included
implicitly with Eq. (7) and ε′=60.
j Taken from the most quoted experimental estimate (Ref. [10]).
k Obtained by PDLD/S-LRA calculations [20].
l Taken from the estimate of Ref. [57].
m Estimated by PDLD/S-LRA calculations.The constraints on the PT barrier reflect the following
considerations: first it is clear that the highest PT barrier cannot
exceed 13 kcal/mol since the overall PT should be faster than
∼1 ms [10,63]. Thus,
DgzNYPV13kcal=mol ð11Þ
We must also have constraints on the barriers regardless if they
are due to PT or ET. Thus, for example we must have
DgzIYII < DgzIYVII ð12Þ
That is, the PT from the N side to Prd must be faster than ET or
ET/PT to the BNC, since otherwise the system will be trapped
as BHa3
− and could not pump anymore (although, as will be
discussed below, it is also important to consider path that start
with the I→VII process).
Another fundamental requirement, that was introduced in
Ref. [20], is the condition ‡‡
DgzIIYX < DgzXYVII ð13Þ
which means that after placing protons on P− and proton+
electron in the BNC we have to block back PTR from PH or the
P-side to the D-channel.4.3. pH considerations
The effect of the pH on the N side should also serve as a
constraint on our energy considerations. Here, the simplest
option is to start with a Michaelis–Menten type kinetics (see
Ref. [64] for related consideration). In this model we can choose
a given entrance site (e.g. Wx=W8) and consider k
PT
X→ prd and
KPTX→ bulk(N) as the equivalent of kcat and KM and write
ratePTbulkðNÞYðPÞ ¼ kPTXYðPÞd½Hþ=ðKPTXYbulkðNÞ þ ½HþÞ
c6d1012d½Hþ
d expf1:38ðpKa;X  pKza Þ=kBTg
=ð10pKa;X þ ½HþÞ
where pKa
‡ is the pKa value of the H3O
+ at the point with the
highest ΔG on the profile for H+ transport (we neglect here the
small difference between ΔG and Δg‡). In the common case,
when pH > pKa,X, we obtain
ratePTNYPi6d10
12d½Hþdexpf1:38ðpKza =kBTÞg
¼ 6d1012dexpf1:38ðpH pKza Þ=kBTg ð15Þ
As will be shown below it is not simple to satisfy the above
constraint.
5. Examining different options
With the above approach and constraints we may start to
examine the implications of our energy considerations. This will
be done in the subsequent sections.
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In the first step of our analysis we evaluated the
energetics of a subset of the available paths, restricting
ourselves to concerted PTR through E286, where this acidic
residue is not allowed to become fully ionized, in view of its
high pKa (pKa=9) (see Ref. [20] for more details). This
restriction will be removed in the subsequent section. We
also do not consider explicitly some states with protonated
Prd since with the current estimate of pKa(PH) ∼−1.0 the
system will be more stable with the proton on the P side
even with a reduced heme a3. The resulting set of state
energies and barriers are depicted in Fig. 4 for two limiting
dielectric models. The model of Fig. 4A (which gives much
more reasonable barriers) will be used as a demonstration of
our considerations.
We would like to clarify at this point that Fig. 4 (or related
diagrams) can include pathways that are completely unaccep-
table as a way of establishing a pump. However, our point is to
try to consider all the possible paths with the lowest barriers for
the given assumed system (e.g. the current system with only
concerted paths through E286). With this set of barriers one can
follow the ‘deterministic’ kinetics of the system and see if it
pumps or does not pump. It is important to note in this respect
that some mutants of CcO do not pump so that evidently small
changes in the energetics of some protonation sites can change
the pumping. Thus, we cannot determine if a given model will
pump without evaluating the corresponding energetics. Basi-
cally our aim is to go from structure to energetic and then to
kinetics, without imposing the knowledge on forbidding paths
on the model. In this way if the model does not pump it is
because its energetics does not satisfy the experimental and
conceptual constraints.
Obviously the Fig. 4 presents an overwhelming complexity
and thus we start by highlighting in Figs. 5 and 6 the main
features of the forward and backward reactions and the
requirement of blocking some of the back PTR (Eq. (13)). As
can be seen from Figs. 5 and 6 there are two forward paths with
reasonable forward barriers, namely (I→ II→VI→X) and
(I→XI→ VI→X). The first forward path has a somewhat too
high barrier unless we use pHN<5; as discussed in Section 4.3
we are limited by Δg‡I→ II ∼1.38 (pHN−pKa‡) where pKa‡ is the
pKa value of a H3O
+ in the hydrophobic region (i.e. W10 in Fig.
3). Unfortunately, each of these paths suffers from major (and in
hindsight clear) leakage problems that will be discussed below.
However, as a demonstration of our approach we will first
consider some specific problems. The first problem with the
(I→ II→VI→X) path is the trap at the BNC by the (VI→VII)
step (PT from the P side to B−). The barrier for this step should
be higher than the (VI→X) barrier. It is also crucial to block the
(XI→VI′→VI→VII) path. Without blocking this path we
have the problem that the (XI→VII) absolute barrier will
always be lower than the (VI→X) barrier (XI and VI are
identical systems except that in the first one the proton is at the
N side and in the second the proton at the P side). Similar
problems occur for other branching points where the system
always ends at the traps.Interestingly, the back reaction, which is considered in Fig. 5,
includes a PTR from the P side to Pro and to the D channel
(X→VII), may be blocked reasonably well by the protonation
of B− (since with a low εeff the (VI→X) barrier is smaller than
the (X→VII) barrier(see Refs. [20,21])). Unfortunately, the
crucial problems that will be further discussed below cannot be
resolved.
SinceΔg‡I→ II seem to be somewhat too high in the model of
Fig. 4B (which corresponds to the high dielectric limit), it is
important to consider some options to reduce this barrier.
Apparently, using a lower dielectric (Fig. 4A) we find that the
barrier becomes reasonable. However, if we restrict ourselves to
ε′=60, then the contribution of pHN also poses a problem. That
is, with pH=7 it is extremely hard to satisfy Eq. (11). However,
the observed pH dependence of the rate seems to stay constant
between 7 and 5 [63] and this might mean that we have to
modify Eq. (15). One option is that we have an “antenna effect”
[65–69] that increases somehow the effective pHN (note that
changing the identity of the proton acceptor does not change Eq.
(15)). This issue will have to be examined in the future by
explicit simulations with stochastic boundary condition of the
external concentration (as was done in Ref. [34] for ion
channels).
At this stage it is crucial to examine some backward channels
that should be blocked for an effective pumping. Such an
examination can be done even with the help of Fig. 4 where we
start by pointing out that the back PT from the P side to Prd and
then to the D-channel should be blocked before the reduction of
heme a. This condition could be satisfied by the 0 to XII barrier,
which reflect the fact that the pKa of a proton on W10 is quite
negative unless heme a or heme a3 is reduced (the negative
charge on the heme stabilizes the transferred proton).
Unfortunately, because of the pH gradient we find it hard to
produce a higher backward barrier than the corresponding
forward barrier. That is, a working pump requires that the
(XI→VII′) barrier would be lower than the (I→X) barrier.
However, the two barriers are determined by the energetics of
V‡ and VID, and in view of the fact that the energy of H
‡ is only
slightly higher than the energy of HD, the main effect is that for
V‡ we have two protons on the N side and in VID we have two
protons on the P side. Thus, Δg‡(XI→VII′)<Δg‡(I→X). This
point can also be seen by comparing the XI→VII′′ profile in
Fig. 4 to the I→X profile in Fig. 5.
Considering the complexity of the above considerations it is
useful to represent them by a two-dimensional connectivity
diagram of the type used in Fig. 7. This diagram simplifies the
visualization of the back reactions and thus allow for a relatively
clear discussion of the ability of the system to provide a
reasonable pump. The best way to look at such a diagram is to
consider the absolute energies of the top of the barriers and to
look for paths with the lowest absolute heights, while
considering carefully deflections and backward paths. Now, as
seen from Fig. 7 (and the equivalent Fig. 4), while we have
reasonable forward barriers and some useful gating, we still
have here major problems since the back reactions do not have
sufficiently high barriers. Thus it is almost impossible to resolve
the problems presented in Fig. 7.
Fig. 4. Showing the energy diagram for some of the key states that may be involved in the overall CcO pumping mechanism. The notation HD and H
‡ refers to having
H3O
+ at the highest energy site in the D-channel and hydrophobic region, i.e. (H2O)6 and (H2O)10. Note also that the preexponential effect is included in the ET
barriers. The figure considers two limiting case; (A) with εeff=13 for all the interactions with the protonated water molecules and the εeff of Eq. (7) with ε′=60 for all
other interactions, and (B) the εeff of Eq. (7) with ε′=60 for all interactions.
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Fig. 5. Highlighting the states and paths from Fig. 4 that leads forward from N to P. The figure focuses on the process that accounts for pumping protons against the
proton gradient.
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In view of the problems associated with the paths
considered in Figs. 4–7, and in particularly the difficulties in
blocking the back reactions, it is important to consider other
options. One of the promising options is provided by moving
from the concerted PTR through E286 to a stepwise PTR that
involves a full deprotonation of this residue. The stepwise
option was found to be problematic in our previous study, Ref.Fig. 6. Illustrating some of the steps important in[20], where we explored the possibility of moving a proton to
W8 and then deprotonation of E286. This path was found to
have a very high barrier and was not considered any further.
However, it appears that if we first deprotonate E286, without
moving a proton to the D-channel, and if we use a relatively
low εeff (e.g. εeff=13) for the interaction of E286 and other
key residues with the protonated water molecules, we can have
a reasonably low energy barrier for the E− W10H
+ configura-
tion. Thus, we examine in Fig. 8 the energetics of paths thatleading to “leakage” through back reactions.
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that move through E286. Now, it appears that with this
stepwise mechanism we can also have a promising gating
mechanism that does not suffer from the early leakage problem
of Fig. 7 (see below).
To see the above point we have to relate the diagram of Fig. 8
to the kinetics of the system. Of course, this requires one to
describe the overall time dependence of the system by say the
Monte Carlo approach developed in Ref. [21], or at least to
solve the rate problem with the given barriers. However, a
significant insight can be obtained by looking at the absolute
height of the main barriers along each path and to do so also for
possible back reactions.
Nowwith the above consideration in mind and with Fig. 8 we
can examine some instructive paths (which are however, not
without problems). One option is the (I→XIII→XIII′→
VI→XIV→X) path, that involves a PTR from E286 to Prd
and then to the P side (EP), followed by an ET from heme a to
heme a3, a PTR from the N side to E286 (NE) and from E286 to
B− (EB) and then PTR from the N side to E286 (NE).
Apparently, this path is problematic because of the height of the
(XIII→XIII′) barrier and some leakage problems that will be
considered in the next section. The second option involves the
(I→XI→XIII′′→VI′→XIV′→XIV→X) path. This path can
become reasonable only with the lowest limit of the dielectric
function for the interaction between heme a3 and Prd and also
suffers from some leakage problems (see below). Other possible
paths appear to present major problems.
At any rate, although in the case of the landscape of Fig. 8 we
have problems with back reactions, they are less serious than
with the landscape of Fig. 4 (or Fig. 7), where we could not block
the initial back reaction. The limitations and possible improve-
ments of this landscape will be discussed in the next section.Fig. 7. An alternative two dimensional representation of the energetic of Fig. 4A. Th
gives in the middle of each arrow the absolute height of the top of the barrier relati5.3. Possible refinements and open problems
As should be clear from the above discussion, in order to
have of a working pump it is essential that the forward barrier
will be lower than those for the back reactions. The fulfillment
of this requirement is far from trivial and has not been
accomplished yet by any explicit energy-based model. Thus it is
important to explore what are the hints that have been provided
by our calculations. As is obvious from the previous section it is
very hard to obtain a workable pump from the model of Fig. 4
(or Fig. 7); unless perhaps we have a very strong interaction
between the reduced a3 and Prd so that state VI′ is drastically
stabilized. But even in this case the back reactions still present a
major problem. Fortunately, the landscape of Fig. 8 seems to
have more promising (but still problematic) options than in Fig.
7. Here we will consider some of these options.
The option of using the (I→XIII→XIII′→VI→XIV→X)
path is problematic because of the relatively high absolute
energy of the (XIII→XIII′) barrier and some leakage paths.
This path can still provide a reasonable pump if we can satisfy
the following requirements: (i) the effective ET barrier for the
(I→XI) step should be increased to its upper limit of say
13 kcal/mol (ii) the top of the (XIII→XIII′) and the (XIII′ →
VI) forward barriers should decreases to about 13 kcal/mol and
(iii) the (XIII′→XIII′′→XI) and (XIV→XIV′→VII) (PE)
barriers should increase. (iv) The (I→XV) (EB) barrier should
be increased. The requirement of reduction of the forward
barriers can be satisfied if the pKa of E286 in state I would be
around 8 (instead of around 9.5). In this case the energy of state
XIII and state XIII′ will be reduced by about 3 kcal/mol. This is
not impossible, since the experimental estimate of the pKa of
E286 was obtained based on titration conditions when the pH
in the bulk solution is around 10 and different protein groupsis diagram makes it easy to see the problems with the back reactions. The figure
ve to the energy of state I. The figure also gives the free energy of each state.
Fig. 8. A two dimensional representation of the energetics of the PT/ET in CcO with actual deprotonation of E286 and without concerted PTR through this residue. The
energies reported were obtained with ε′=60 for all interactions, except for protonated water molecules in the D channel and the paths between E 286 to Prd and B for
which we used εeff=13 (see text). The figure gives the absolute height of the top of the barrier relative to the energy of state I. The barrier for the ET to heme a is
estimated from experimental studies.
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The requirement that the ET rate will be quite different in
state XIII and state I is feasible if the preexponential factor (A
in Eq. (10)), which is included in our effective barrier,
changes upon ionization of E286 and leads to some change in
the relative orientation of heme a and a3. The requirement
that the (PE) back reaction in state XIII′ is blocked implies
that the energy for the proton on the site with the lowest pKa
(e.g. W11 or Prd) is very different in the case when the
electron is on heme a and heme a3. The last requirement of a
higher (PE) back reaction at state XIV is, in fact, easy to
satisfy since now we have a protonated BH that increases the
energy of a protonated W11. This ‘gating’ mechanism already
existed in our earlier papers and it also exists here since thebarrier for the (XIII→ I) (PE) step is about 7 kcal/mol, while
the barrier for the (XIV′→VII) (PE) step is about 9 kcal/mol,
even with the current dielectric constants and will increase
with a lower dielectric constant. This illustrates the possible
importance of the electrostatic coupling between BH and W11
or Prd. Finally, having a higher (I→XV) than (I→XIII)
barrier is feasible with the water penetration effect that will be
discussed below.
The interesting option of the (I→XI→XIII′′→VI′→
XIV′→XIV→X) path depends strongly on the dielectric used.
With sufficiently low εeff for the interaction between the reduced
heme a3 and prd, as well as the interaction between E286 and
Prd, the pKa of Prd can change from about zero to about 6 in
moving, for example, from state I to state XIII′′. In this limit we
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Prd and open the (I→XI→XIII′′→VI′→XIV′→XIV→X)
path as well as the (I→XI→XIII′′→VI′→XIV′→ IX→X)
path. To demonstrate the above considerations we present in Fig.
9 the energetics of the system where the pKa of Prd in state I is
changed to 2 and the pKa of E286 is changed to 7.5 (see the
discussion above) and εeff is changed to the values specified in
the caption of Fig. 9. Now the system facilitates the transfer
through the paths with early ET and protonated Prd but suffers
from some of the back reactions considered in the discussion of
the first option, and these leakage problems may be reduced in
the ways mentioned above.
Some of the changes considered above may look as arbitrary
changes of key parameters (that can be presumably used to get
any desire result). However, the competition between differentFig. 9. A modification of the landscaper of Fig. 8, using ε′=20 for all interactions, exc
to Prd and B, for which we used εeff=13. In addition, the apparent pKa of E286 andpaths depends clearly on the effective interactions between the
relevant charged groups and since this study was restricted to
reasonable values of low εeff, the options considered here are
still feasible. It is also possible that the water penetration effect
(see below) will change the estimated results by a few kcal/mol
and help to change the energetic in a way that will lead to
reasonable pumping. Finally, as discussed in Section 4.2 the ET
barriers still present an open issue. At any rate, at present we
need to apply adjustments of as much as 3 kcal/mol in a few
barriers to generate a reasonable pumping system.
In view of the difficulties of obtaining consistent pumping by
the mechanisms considered above, it may be useful to have a
significant barrier for PT from the P side to Prd and to the N-
side. The main reason for the need of such a barrier is the fact
that the early ET barrier (e.g. I→XI) is not likely to beept for protonated water molecules in the D channel and the paths between E 286
Prd in state I were changed to 7.5 and 2.0, respectively (see text).
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backward rate. Thus it is important to try to explore the nature of
the exit channel and to examine whether a higher (IX→V)
barrier is supported by the structural constraints.
It is also important to examine the energetics of placing the
neutral water molecules in the nonpolar region. In particular, it is
necessary to consider the possibility that this energy is different
for the W9→W11 chain than the W12→W14. That is, our
calculations ignored the energetics of placing water molecules in
the interior and assumed implicitly that the water chains are
already in reasonable positions. Although in general the energy
of orienting and displacing water molecules is much smaller than
the energetics associated with protonating these molecules in
nonpolar sites (e.g. see Ref. [70]). It is important to examine the
energetics of bringing water molecules to the branches that
connect W8 with Prd and with B
−. This challenging study is left
for a future work.
In addition to the options considered here one must be open
to other possibility. It is possible that some of the pathways
considered here are not those used by CcO. For example, A
recent careful study of bacterial RC by Okamura and coworkers
[64] demonstrated quite conclusively that the PTR in this
system involves groups with relatively high pKa (rather than
protonated water molecules) and thus is not limited by the pKa
of H3O
+ ion (in this case the equivalent of the pKa
‡ in Eq. (15) is
relatively high).
As is obvious from a comparison of Fig. 4A and Fig. 4B, the
results of our modeling depend to some extent on the assumed
value of εeff. Although the range of 8–40 covers the most feasible
range it is important to attempt to explore by microscopic
simulations and other approaches the actual dielectric effect. For
example the εeff for interactions between groups at the beginning
and end of the D-channel (see Ref. [21]) may be even as small as
8, due to the possibility of a transfer of orientational polarization
across the channel without sufficient compensation by the change
in solvation effect by the surrounding environment (see Fig. 2 in
Ref. [71]). Similarly, although εeff usually reflects correctly the
effect of possible charged induced conformational changes; it is
still possible that configurational change during different steps of
the cycle would bring us out of the range of current εeff. Here, of
course, it would be very useful to have some experimental
information about structural changes.
In considering other options it would be useful to examine
the possibility that the proton moves first to the BNC [72].
Unfortunately this (I→XI→VII) early path can serve as a trap
unless we have some special slow relaxation mechanism where
the initial pKa of BH is relatively slow and it eventually
increases due to some conformational relaxation. At present it is
hard to rationalize such a mechanism.
Another potentially promising option is to have a proton
acceptor site on the P side, which somehow interacts more
strongly with the BNC than Prd does. Such a site might have a
stronger coupling to the “chemistry” and help in obtaining an
effective pump.
As should be obvious at this point we have not “solved” the
pumping problem in CcO, but instead pointed out what is the
kinetics expected from the reasonable energy considerations.6. Concluding remarks
The elucidation of the mechanism of CcO on a molecular
level presents a major challenge in view of the complexity of
this system and the availability of several different mechanistic
options for the coupled PT/ET processes. Although experi-
mental studies have provide major insights on the nature of
different steps, we deal here with a problem that seems to
require a tight connection between experimental and theoretical
studies. Not only that the bookkeeping of the different options
can be considered to be a theoretical endeavor but, more
importantly, the conversion of structural information to
energetics and pathways require some type of computer based
molecular modeling. This is also applied to systematic studies
of mutation effects.
This work has been built on our early theoretical studies
[16,20,21,27], but it focuses more on the attempt to provide a
systematic analysis of the theoretical and experimental
constraints on the possible pathways and intermediates in the
action of CcO. While other theoretical studies, e.g. Ref. [12],
have made significant contributions to the elucidation of
possible PTR and ET pathways in CcO, the present study puts
much more effort in exploring the detailed barriers and the
attempt to quantify the energetics of different mechanistic
proposals. In fact, we believe that having a clear idea about the
heights of specific barriers is essential for testable models of
the pumping process. That is, there is a major difference
between discussing different pumping options in terms of
somewhat arbitrary assumptions about the rates of different
processes and the use of an actual formulation of the given
model in terms of well defined and thus verifiable barriers. For
example, instructive mechanistic proposals that involve a
transient state with unprotonated E286 (e.g. Ref. [10]) or
suggestions that some steps are faster than other [73] cannot be
examined theoretically without defining or estimating the
relevant barriers. Obviously the actual evaluation of the
barriers in our specific analysis might turn out to provide
only a part of the story (e.g. it is possible that other paths play
a crucial role). However, the energy based method considered
here is arguably the first attempt to subject the mechanistic
proposal for the pumping of CcO to consistent energy based
analysis.
The present analysis provides a semi quantitative analysis
of different possible pathways and highlights the difficulties of
obtaining a workable pump and the corresponding challenge
of having higher barriers for the backward than for the
backward reactions. It also analyzed the conditions that can
convert the set of activation barriers to an effective pump.
However, the uncertainties associated with the estimated
energetics leave several major open questions. In some
respects it seems that the connectivity diagrams of the type
presented in Figs. 7–9 should be best treated as a problem in
system biology, where the accumulation of enough experi-
mental information about the effect of different input and
output, as well as the effects of different mutations, should
hopefully allow us to estimate all the key barriers in the
network of reaction paths.
258 M.H.M. Olsson et al. / Biochimica et Biophysica Acta 1767 (2007) 244–260In view of the large energy changes associated with the lower
and upper limits of our dielectric models, it may be assumed that
it is easy to obtain a workable pump from any assumed set of
paths. However, the actual situation is quite different. First, it
was shown in Section 5.1 that some models cannot work
regardless of the dielectric used. Second, even at the lower limit
of the allowed dielectric they still present major problems.
Obviously an approach that involves arbitrary barrier adjust-
ment can easily provide a pump for basically any system, but
this is not the situation with barriers that follow consistently the
trend in the electrostatic coupling within the system.
Despite the above problems it seems to us that we can draw
several interesting and potentially useful conclusions from the
present study. First, it appears that the electrostatic interactions
between the conducted protons and the different charge groups
plus redox centers provide the major control on the pumping
process. The change in theses electrostatic interactions as a result
of the transfer between different redox and protonation states has
been probably evolved to provide the functional CcO system.
This view is supported by the following observations: (i) the
relative height of the EP and the EB barriers seem to change
significantly between the different redox states, where the EB
barrier is reduced upon ET to a3. (ii) The protonation of B−
provides (with a reasonable dielectric constant) a “gate” for the
back PTR as was already pointed out in our early studies [20].
(iii) The use of E286 as the initial proton donor can be controlled
by the electrostatic potential from heme a (which can modulate
the energy of the transfer proton in the hydrophobic channel).
(iv) Amodel where the proton passes through E286 in a stepwise
mechanism provides a simple way of blocking the early back
PTR. (v) It is possible to design a systemwhere the barrier for the
(EP) PTR is higher than the (NE) PTR. Unfortunately, at present
we cannot be sure about the actual situation, nor can we generate
with the current simple set of dielectric constants a set of barriers
that will reproduce reasonable forward barriers without having
competing backward pathways with lower barriers. This issue
will be addressed in subsequent studies, which will be guided
nevertheless by the present analysis.
The elucidation of the mechanism of CcO should, of
course, benefit greatly from mutational studies, as is already
clear from the available findings (e.g. Refs. [3,6–8]).
However, even the mutational studies might not provide
unique models. In this respect it is useful to point out that both
paths considered in Section 5.2 are consistent with the effect
of the N139D mutation which blocks the N to P PTR and
opens an early ET to a3 and a PTR to B− [6,21]. Here the
presence of a negative charge at the beginning of the D-
channel is expected to stabilize the transferred proton in the D
channel (see Ref. [21]) and to reduce the (NE) barrier, while
increasing the (EP) barrier (due to some moderate increase in
the pKa of E286). It is also expected to leave the EB barrier
relatively unchanged (the change in energy at E286 and W12 is
expected to be similar). Now, if the native CcO satisfies the
conditions for using the (I→XIII→ III′→VI→XIV→X)
path then the above changes in the mutant may allow the
system to start with the (I→XV′) (EB+ ET) step. instead of
the (I→XIII;) (EP+ET) step. Similarly, if CcO uses the(I→XI→XIII′′→VI′→XIV′→XIV→X) path then the
mutant may open the (I→XV) cannel and slow the EP
cannel. Unfortunately, the mutational effects are also consis-
tent with very different mechanisms (e.g. Ref. [21]).
As stated in Section 5.3 we have not considered all the
options and all possible PTR paths. For example, a barrier
between Prd and the P side may help in blocking the back
reactions (a possible relevant region is discussed in Ref. [74]).
However the exploration of this and other issues is left to
subsequent works. In fact, we would like to view the present
work as a systematic review of the energetics of the most
obvious paths and as a demonstration of the need for clear
energy considerations for defining and examining different
mechanistic proposals. We hope that the present analysis can be
used as a springboard for subsequent studies following more
specific experimental findings and also more theoretical studies.
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