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Noncollinear spin textures, such as skyrmions, magnetic bobbles, and merons, in low-dimensional 
magnetic systems have been studied for decades because of their extraordinary properties and 
promising applications derived from the chirality and topological nature. However, material 
realizations of topological spin states are still limited. Employing first-principles and Monto Carlo 
simulations, we propose that an emerging two-dimensional van der Waals magnet, monolayer 
chromium trichloride (CrCl3), can be a promising candidate to observe the vortex/antivortex types 
of topological defects, which are so-called merons. Moreover, our simulation demonstrates that 
magnetic merons always form vortex/antivortex pairings. These characters agree with the 
expectation from Yang-Mills theory, in which meron-type solitons only carry half topological unit 
(skyrmion number) and, thus, they must be stabilized via forming pairs. Beyond “dipole-like” 
meron pairs, higher-order states, such as “quadrupole-like” excitations, are also discovered in 
simulations. Finally, by applying an in-plane or out-of-plane external magnetic field, we show the 
robustness of meron-like pairings and a rich phase space to tune the hybridization between 
ferromagnetism and meron-like defects. These signatures under external field also provide crucial 
information for experimental justifications of topological excitations. Therefore, we predict that 
magnetic van der Waals materials with weak spin-orbit coupling can be a promising family for 
realizing and studying of novel noncollinear spin textures of 2D structures.  
 
The quest for low-dimensional (𝑑 ≤ 2) magnetic materials and their unique topological spin 
textures can be traced back to last century. Particularly, for two-dimensional (2D) magnetic 
systems, different ways to break the continuous rotational SO(3) spin symmetry may induce 
different spontaneously magnetic orderings by violating the Mermin-Wagner theorem. [1–11] For 
example, by the presence of a specific easy axis in 2D structures, the long-range ferromagnetic 
(FM) ordering can sustain at finite temperature via opening a magnon gap to resist thermal 
agitations. [3,6–12] This is evidenced by recent realizations of numerous Ising-like 2D magnets, 
such as monolayer (ML) ferromagnetic (FM) insulator CrI3 and Cr2Ge2Te6, multilayer magnetic 
topological insulator MnBi2Te4, etc. [7,8,13–16], which have ignited tremendous research interest 
to date. 
 
Unlike the easy-axis anisotropy, an easy-plane anisotropy yields a residual SO(2) symmetry that 
usually prohibits the spontaneously long-range magnetic ordering at finite temperature. [1,2,4,5] 
On the other hand, such a residual in-plane symmetry provides ample space for realizing quasi-
ordered states evolving with various topological defects. A known example is the topological 
vortex/antivortex pairs with an algebra decay of correlations, which can be describe by the 
Berezinskii-Kosterlitz-Thouless (BKT) theory based on the 2D XY model. [15–18] However, 
spins of realistic materials own a three-dimensional (3D) degree of freedom, making them different 
from the ideal XY model, in which the spin is confined within the 2D easy plane. Such an extra 
degree of freedom gives hope to many nontrival topological spin states, such as skyrmions, bubbles, 
and 3D vortices/antivortices. [6,17–22] 
 
These noncollinear spin textures can be induced by many mechanisms, such as antisymmetric 
exchange interactions (Dzyaloshinskii-Moriya (DM)), magnetic anisotropy, and magnetic dipolar 
couplings. [6] Paticularly, in-plane anisotropy and isotropy exachange interactions can create 
magnetic vortices and antivortices. This type of topological defects were predicted to have curling 
magnetisitions lying within the easy plane but pointing out of plane around the core region of 
vortices/antivortices. [6] In condensed matter physcis, such a topological structure is refered to as 
a meron which corresponds to a “half skyrmion”. [23–26] Meron-like spin defects have already 
been observed in coupled magnetic discs and magnetic interface. [19,24,26–29] However, a 
pristine “single-atomic” thin magnetic material platform for observing such topological defects is 
still lacking. More importantly, the understanding of these topological defects, their interactions, 
and their profound relations with fundamental quantum phenomena, such as superfluidity and 
superconductivity, are yet clear. [30–34] 
 
In this work we find that, because of the weak spin-orbit coupling (SOC), the magnetic dipole 
interaction induced magnetic shape anisotropy (MSA) can overcome the magneto-crystalline 
anisotropy (MCA) to evince an easy-plane, isotropic magnetic polarization in ML CrCl3. 
Employing a Heisenberg model with magnetic dipole-dipole (D-D) interactions and exchange 
interactions extracted from first-principles simulations, we explore the existence of meron-like 
pairings, which are topological defects formed by magnetic vortex/antivortex pairings at low 
temperature (less than 5K). Moreover, beyond pairings of topological defects, higher-order 
couplings between two meron pairings are also observed in our simulations, forming “quadrupole-
like” topological excitations. Finally, in order to provide guidance to experiments, we show that 
meron pairings are robust to external field, and a rich hybridization between meron pairings and 
FM ordering can be tuned by external magnetic field.  
 
Easy-plane anisotropy in ML CrCl3: The easy-plane anisotropy is crucial for the formation of 
topological defects. [6,35] The anisotropy is usually described by the magnetic anisotropy energy 
(MAE) which is characterized by the dependence of energy on the orientation of magnetization. 
There are two origins of MAE owing to the relativistic effect. The first is MCA that is usually 
determined by SOC. The second is the shape anisotropy related to MSA. It is originated from the 
Breit modification of the relativistic two-electron energy, which is usually ascribed to the classical 
magnetic D-D interactions: [36,37] 
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where 𝜇0 is the vacuum permeability, ?⃗⃗? 𝑖 and ?⃗⃗? 𝑗 are the local magnetic moments with a spatial 
separation of 𝑟 𝑖𝑗 . Such a D-D interaction usually favors magnetization along the elongated 
direction of materials, i.e., the in-plane anisotropy.  [6,36] This shape anisotropy can be added as 
a posterior term after first-principle electronic calculations.  [37] Compared with MCA interactions, 
this magnetic D-D interaction is usually small in most materials. [38] However, it may play an 
important role in 2D magnets with weak SOC. This leads us to study ML CrCl3 that is known for 
its weak SOC,  [37] and its 2D structures have been recently fabricated.  [39–41] 
 
According to Eq. (1), the MSA energy is calculated by 𝐸𝑀𝑆𝐴 = 𝐸∥
𝐷−𝐷 − 𝐸⊥
𝐷−𝐷  with the 
magnetization rotating from the in-plane direction (∥) to the out-of-plane one (⊥). The MCA 
energy is calculated by 𝐸𝑀𝐶𝐴 = 𝐸∥
𝑆𝑂𝐶 − 𝐸⊥
𝑆𝑂𝐶 , which are obtained from first-principles 
calculations. Because of the competition between MCA and MSA, the overall MAE of ML CrCl3 
is about -35 𝜇𝑒𝑉 (the negative sign means a preferred in-plane polarization). The schematic plot 
of the FM anisotropy energy (referring to the out-of-plane direction) is presented in Figure 1 (a). 
The in-plane MAE is nearly perfectly isotropic, and the variation is less than 0.1 𝜇𝑒𝑉. Thus, the 
zero-temperature ground-state magnetization is in-plane (Figure 1 (c)). These results agree with 
recent calculations and measurements [37,39–41] Particularly, Ref [39] measured a nearly 
perfectly in-plane isotropy in 2D CrCl3.  
  
For the comparison purpose, we have calculated ML CrI3 which has a large SOC. Its MAE is 
around 305 𝜇𝑒𝑉, resulting in a known Ising-like out-of-plane magnet. [3,7] The corresponding 
anisotropy energy and preferred zero-temperature out-of-plane magnetization are schematically 
plotted in Figures 1 (b) and (d). The detailed values of magnetic couplings and anisotropy are listed 
in Table I for these chromium trihalides. Moreover, the relationship between MCA energy and 
SOC strength is discussed in the supplementary information. In this work, we choose the Hubbard 
U and Hund exchange J as 2.7eV and 0.7eV, respectively, which are widely used in published 
literatures and provide good agreements with measurements of magnetic properties. [3,28,42,43] 
We have checked other choices of U and J within a reasonable range and confirmed that they do 
not affect our conclusions (see the supplementary information). 
 
Low temperature magnetic phase: To explore the magnetic phase at low temperature, we have 
employed a classical Monto Carlo (MC) simulation based on an anisotropic Heisenberg model 
with parameters from first-principles simulations. This Heisenberg Hamiltonian is essentially an 
approximation to the many-body electronic Hamiltonian in localized basis which only contain the 
spin degree of freedom. This method provides good agreements of the Curie temperature (Tc) of 
ML CrI3 and CrBr3 comparing with experiments.  [3,11,43,44] More specifically, we add the 
magnetic D-D interaction (𝐸𝐷−𝐷) from Eq (1): 
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where A describes the easy-axis single-ion anisotropy, 𝜆1,2 and  𝐽1,2 represent the anisotropic and 
isotropic exchange couplings up to the next nearest neighbors, and ?⃗?  is the external magnetic field.  
The details about extracting those coefficients from first-principles simulations are presented in 
the supplementary information. [45–47]  
 
We begin with the intrinsic magnetization of ML CrCl3 without external field. To show the crucial 
role of D-D interactions, we first turn it off. Consequently, ML CrCl3 is dominated by the SOC 
induced the easy-axis MCA. As shown in the inset of Figure 2 (a), it exhibits a significant out-of-
plane magnetic polarization (the blue-dot line Mz), and there is no in-plane magnetization (the red 
diamond Mxy ≈ 0). However, after including the D-D interaction (MSA) energy, we find that the 
out-of-plane magnetization (Mz) is almost completely quenched. Surprisingly, the in-plane 
magnetization (Min) with large fluctuations emerges. Figure 2 (c) further addresses the substantial 
fluctuations of the statistically averaged in-plane magnetization comparing with a single-round 
simulation. Importantly, for a single-round simulation, there is no intuitive regulation of the in-
plane polarization even between adjacent temperatures. Such remarkable randomness strongly 
indicates the existence of a weak polarized state or a quasi-ordered phase, e.g., the 
vortex/antivortex states described by BKT physics.  [5,48,49] In contrast to CrCl3, ML CrI3 
exhibits a normal Ising-like magnetism. As shown in Figure 2 (b), with and without including the 
D-D interaction, the easy-axis MCA energy from strong SOC always dominates the out-of-plane 
magnetic ordering. The D-D interaction turns out to be negligible, [50] and a sharp phase transition 
is observed around 42 K for ML CrI3, which is close to the measured Curie temperature of 45 
K.  [7] 
 
In the following, by analyzing the real-space arrangement of local magnetic moments obtained 
through MC simulations, we confirm the topological vortex/antivortex defects with a 3D spin 
space. As shown in Figures 3 (a1) and (b1), which plot the real-space magnetic moments, we can 
clearly find vortex/antivortex types of topological spin defects for temperature below 5 K. More 
importantly, these defects always form vortex/antivortex pairings. Their chirality is highlighted by 
the blue (vortex type) or red (antivortex type) part of ovals, which are used to guide the reader’s 
eyes. Figure 3 also shows the evolution of topological defects with temperature. At low 
temperature (0.25K) in Figure 3 (a1), the vortex/antivortex types of topological defects are well 
defined, and they are bounded to form pairs via a spin flux closure. These topological structures 
can be better visualized with the enlarged Figure 3 (a2). Interestingly, unlike the strictly XY model 
that is a spin rotator constrained in the 2D XY plane, the topological structures in ML CrCl3 contain 
3D information and this 3D spin effect is particularly significant around the core region of 
topological structures. As we can observed from the side view in Figure 3 (a3), magnetic moments 
around the cores of topological structures point out off the material plane and form alterable “spin 
hills”.  [29,51–53] Comparing with vortices and antivortices in the 2D XY model, whose main 
part of free energy comes from the core regions [4,5], the benefit of forming that 3D texture around 
core regions in Figure 3 is manifest. It should be pointed out that our simulation does not find 
correlation between eddy’s swirling and the central “spin hill” directions. This is because our 
system does not contains cross-product interactions between magnetic moments. [54,55] 
 
Such topological solitons have been referred as merons which have a ±1/2  skyrmion 
charge  [6,24,56]. This is a material analogy to a solution of the Yang-Mills theory, in which 
merons have been described in the context of quark confinement and can only exist in pairs owing 
to only half of topological charge carried. [23,24,56,57] This character agrees with the 
vortex/antivortex pairings observed in our simulations. These meron-like vortices/antivortices 
were observed and discussed in coupled magnetic discs and magnetic interface. [19,24,26–29] 
Particularly, because of the binding character of these topological spin defects, it is expected that 
the doped free carriers could be intrinsically spin polarized, and the transport of charged meron 
pairs might be dissipationless at low temperature. [58,59]  
 
Beyond meron-like pairings, our MC simulations reveal more complicated spin textures, which 
have not been observed before. An important result is the higher-order interactions of merons. As 
indicated in Figure 3 (a1), the pairs of vortex/antivortex merons are always found to align 
themselves “anti-parallel” to each other at low temperature, forming “quadrupole-like” topological 
excitations. The presence of such hierarchy excitations indicates that, although the classic MC 
treatment does not take into account the quantum nature of spins, it does include correlation effects 
from the Heisenberg model.  [11] 
 
As temperature increases, the interaction among meron pairs, e.g., the “quadrupole-like” 
excitations, are firstly annihilated by thermal fluctuations as indicated by Figure 3 (b1), which is 
snapshot at 3.25 K. On the other hand, the relatively robust pairings between vortex/antivortex 
merons still persist, although thermal energy blurs the appearance of topological structures and 
makes them harder to be recognized in Figures 3 (b1) and (b2). Finally, at high temperature (~ 12 
K), the paired vortex/antivortex merons are melted, as shown in Figures 3 (c1, c2). Ultimately, the 
system becomes a disordered, paramagnetic phase with an exponentially decay of correlation.  
 
In above simulations, we truncate the D-D interaction with a cutoff radius around 31 Å. Such 
truncated interactions were used in previous simulations of studying topological spin 
textures.  [52,60] To clarify this truncation effect, we checked it in Figure 2 (d). It is known that 
the D-D interaction complicates system behaviors due to its nonlocal character and weakened 
singularities of the longitudinal model of spin waves. [50,61,62] In the typical XY model, such 
dipole interactions tend to stabilize the polarized order and suppress the unbinding procedure of 
vortex and antivortex although they do not rule out the formation of topological excitations. [50] 
For our system within the studied temperature range, where the merons are distinguishable, the 
unbinding of merons is not observed. This agrees with the fact that merons are always paired to 
stabilize themselves by forming an integer skyrmion charge. Thus, the D-D interaction does not 
exhibit an obvious effect on the overall system behavior except for introducing the anisotropy. As 
shown in Figure 2 (d), with different truncation radius from 15Å to 52 Å, the statistical value at a 
certain temperature (T=3K) does not show a dependence on the cutoff value. Moreover, we find 
that the residual D-D interaction beyond 31 Å truncation contributes less than 5% of the MSA 
energy. The total D-D interaction energy is, at least, an order magnitude smaller than the energy 
from the isotropic exchange interaction J. Therefore, except at the extremely low temperature, the 
residue energy due to truncation shall not affect the main spin textures of our studied systems. 
Although our simulation cannot give the asymptotical behaviors approaching zero temperature due 
to the exponentially decreased simulating efficiency, this limit does not affect the main results of 
this work. 
 
The finite-size effect is also discussed in our simulations. As Bramwell and Holdsworth realized, 
a spontaneous magnetization can show up in a finite-size XY model owing to the suppression of 
Goldstone modes, which usually destroy ferromagnetism. [50,63] The similar behavior can happen 
in 3D spin cases. While the system size increases, more meron pairs can be held. Owing to 
corresponding geometric features of merons, the averaged magnetization will gradually decrease. 
This is the observation shown in Figure 2 (e): the decreasing trend of the averaged in-plane 
magnetic polarization with large fluctuations of ML CrCl3 when the system size increases. In 
contrast, the magnetic polarization of ML CrI3 (light blue spots) does not depend on the system 
size, showing a normal FM state. Finally, our study indicates that the simulation size must contain 
at least 100x100 unit cells for ML CrCl3 to observe meron pairings. Otherwise, the simulation will 
exhibit a uniform in-plane alignment of all magnetic moments. This is evidenced by Figure 2(e), 
in which the average magnetic polarization does not exhibit large fluctuations if the system size is 
less than 100x100. Such a finite-size effect induces the in-plane FM-like state but without a 
preferred direction. This agrees with previous simulations based on the Heisenberg 
model. [60,63,64] 
 
Response to external field: It is highly motivated to further investigate the response of the above 
topologically paired merons to an external static magnetic field which has been widely employed 
to study magnetic properties in experiments. [7,8,39,41] As discussed above, the out-of-plane or 
in-plane preference of polarization is crucial for observing meron pairings. As a result, applied 
magnetic field along different orientations is expected to induce qualitatively different responses. 
First, we apply a small in-plane magnetic field (70 Gs), and the results are shown in Figure 4 (a1). 
At low temperature (below 2K), the fluctuation is substantially quenched, and the magnetic 
moment is close to the saturated value (3𝜇B/Cr), indicating a well-defined FM order. This is 
confirmed in Figure 4 (a2), in which both real-space magnetic moment distribution (the upper 
panel) and projected magnetic component along external field (the lower panel) show a FM order: 
the applied in-plane magnetic field breaks the in-plane isotropy, forming a preferred polarization 
direction. Interestingly, as temperature goes up, the magnetic polarization decreases accompanying 
with larger fluctuations. In the real-space snapshot (Figure 4 (a3)), paired merons emerge. Those 
thermally excited topological defects are embedded in the aligned spin sea tilted along the direction 
of the external field. Figure 4 (a3) provides such a physics picture through real (upper panel) and 
projected (lower panel) space analogy to experimentally observed map figures. [51,55] 
 
Finally, we discuss the case of applied magnetic field perpendicular to the material plane. If the 
out-of-plane magnetic field is below a critical filed (𝐵⊥
𝑐𝑟𝑖𝑡 ≈ 0.2𝑇), which is not strong enough to 
govern the preferred magnetism direction, the local magnetic moments tilted by the magnetic field 
are no longer perfect within the material plane. Consequently, we observe a net averaged 
magnetization along the out-of-plane direction. In this weak magnetic field situation, the 
topological pairings may be preserved. Take 𝐵⊥= 0.1T shown in Figure 4 (b1) as an example. At 
low temperature, an averaged out-of-plane magnetization shows up with the help of external field 
(the orange-dot curve Mz). Meanwhile, the in-plane magnetic curve (the red-dot curve Mxy) 
exhibits larger fluctuations, indicating the existence of excited meron pairings. This is evidenced 
by the both real-space and projected component plots of magnetic moments in Figure 4 (b2). The 
“hot spots” in the projected-component figure indicates the core regions of merons, which are our 
discussed “spin hills”. When temperature reaches 10K, the averaged in-plane magnetization 
approaches zero. On the other hand, the out-of-plane magnetization is still preserved, as shown in 
Figure 4 (b3). This is another type of hybridization between FM and meron pairs. Moreover, the 
abnormal elevation of such an out-of-plane FM polarization accompanying with temperature is 
because the D-D interaction is more sensitive to the arrangements of adjacent magnetic moments 
than the on-site Zeeman energy provided by the external field. 
 
Finally, it is worth mentioning that other 2D chromium trihalides with weak SOC, such as CrF3, 
may also exhibit meron-like pairings. These meron-like topological spin defects may also shed 
light on understanding the recently observed suppression of magnetic ordering in ML NiPS3, an 
AFM easy-plane anisotropy material. [65] Moreover, these meron-like pairings may provide an 
alternative way to study exotic relations between topological spin textures with quantum critical 
phenomena, such as superfluidity and superconducting behaviors, in pristine 2D vdW structures 
other than previous Josephson junction arrays or superfluid helium system. [31,49,58] Finally, 
beyond our discussed isotropic exchange interactions, the off-diagonal symmetry-broken 
interactions, e.g., the Kitaev and DM interactions, may also lead to noncollinear spin textures and 
couplings with material patterns, e.g., skyrmions formed in moire patterns or other large scale spin 
textures. [20–22] 
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Tables: 
Table I Anisotropy energies and magnetic coupling strengths of ML CrX3 (X=I, Br, Cl). 
 
Materials 
MSA 
(𝜇𝑒𝑉) 
MCA 
(𝜇𝑒𝑉) 
MAE 
(𝜇𝑒𝑉) 
𝐴(meV) 𝜆1(𝑚𝑒𝑉) 𝐽1(𝑚𝑒𝑉) 𝜆2(𝑚𝑒𝑉) 𝐽2(𝑚𝑒𝑉) 
ML CrI3 -34 349 305 -0.087 -0.085 -2.12 0.02 -0.35 
ML CrBr3 -43 91 48 -0.020 -0.016 -1.35 -0.001 -0.153 
ML CrCl3 -54 19 -35 -0.007 -0.002 -0.79 0.0004 -0.071 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figures: 
 
 
Figure 1 (a) and (b) Magnetic anisotropy energy (MAE) map referring to the energy of the out-
of-plane FM state for ML CrCl3 and CrI3, respectively. The figures in the middle panel are 
produced from (a) to amplify the variation and show the nearly perfect in-plane isotropy. The 
insect figure is atomic structure of chromium trihalides. The red hexagon indicates honeycomb 
lattices formed by Cr atoms. (c) and (d) are schematic plots of the preferred magnetization 
directions for ML CrCl3 and CrI3, respectively. 
 Figure 2 (a) and (b) are the MC simulated magnetization versus temperature of ML CrCl3 and 
CrI3, with and without D-D interaction. (c) The averaged and single-round in-plane magnetic 
polarization of ML CrCl3. (d) and (e) The averaged in-plane magnetic polarization at T=3K for 
different D-D interaction truncations and different system sizes. The larger triangular symbols 
indicate the actual truncation radius and system size used in this work. The error bar indicates the 
standard deviation. 
 
 
 
 
 Figure 3 (a1), (b1), and (c1) Top views of the real-space magnetic moments from snapshots of 
MC simulations under different temperatures. (a2), (b2), and (c2) Zoomed area marked in (a1), 
(b1), and (c1), respectively. (a3) Side view of (a2) with an enlarged z-axis ratio (10:1). 
 
 
 
 
 
 
 
 Figure 4 (a1) and (b1) Magnetic polarization under parallel and perpendicular external magnetic 
field, respectively. The different colors in (a1) indicate the regions with different magnetic 
orderings. (a2), (a3), (b2), and (b3) Real-space magnetic moments according to the marked 
temperature. The lower panels are the corresponding projection components of local magnetic 
moments along external field directions.  
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