We analyze the quantum query complexity of sorting under partial information. In this problem, we are given a partially ordered set P and are asked to identify a linear extension of P using pairwise comparisons. For the standard sorting problem, in which P is empty, it is known that the quantum query complexity is not asymptotically smaller than the classical information-theoretic lower bound. We prove that this holds for a wide class of partially ordered sets, thereby improving on a result from Yao (STOC'04).
Introduction
Sorting by comparison is a well-studied computational problem in which a permutation σ of n elements is to be identi ed by asking questions of the form "is σ(i) ≤ σ(j)?". e complexity of a sorting algorithm is the number of such comparisons it performs in the worst case as a function of n. Optimal algorithms are known, solving the problem using O(n log n) comparisons. We consider a generalization of the sorting problem, called sorting under partial information, in which we are given a partially ordered set P , and the goal is to identify a permutation σ such that i ≤ P j =⇒ σ(i) ≤ σ(j). Such a permutation is called a linear extension of P . Here P is a given partial information on the sought permutation, and can be thought of as a set of comparisons whose outcomes are already known. An illustration is given in Figure 1 . We denote this problem by S P . It generalizes many standard comparison-based problems such as insertion in a sorted list, merging sorted lists, and sorting elements from a static data structure such as a heap.
e problem has a long history, dating back to a seminal 1976 paper from Michael Fredman [12] , and has found practical applications [10, 19] . ere exist optimal algorithms performing O(log(|∆(P )|)) comparisons, where ∆(P ) is the set of linear extensions of P . is is a consequence of the existence of so-called balanced pairs in partial orders [15, 4, 3] . It is also known that an optimal sequence of comparisons can be found in polynomial time [14, 8] . e expression log(|∆(P )|) is o en referred to as the information-theoretic lower bound.
We study the quantum query complexity of S P , the minimum number of comparisons performed by any quantum decision tree solving S P . We refer the reader to the survey of Buhrman and de Wolf [5] for the de nition of quantum decision trees.
For the standard sorting problem, Høyer, Neerbek, and Shi [13] proved that the quantum query complexity is bounded from below by a constant times the information-theoretic lower bound log 2 (n! ). Hence when P is empty, no asymptotic quantum speedup is achievable for S P . ey also showed that the information-theoretic lower bound holds for the ordered search problem, another special case of S P in which P is composed of a chain and an isolated element. e analysis of the quantum lower bound for ordered search was further re ned by Childs and Lee [9] .
At STOC'04 [20], Yao gave the following lower bound for S P .
eorem 1 (Yao [20] ). e quantum query complexity of sorting under partial information, given a poset P on n elements, is at least c log(|∆(P )|) − c n, for some universal constants c, c > 0.
is lower bound is clearly useless when log(|∆(P )|) < c n/c. erefore, some asymptotic quantum speedup could still be achievable in cases where the information-theoretic lower bound is o(n). Our main result rules out this possibility and improves on eorem 1 for a wide class of posets.
A poset is said to be series-parallel when it can be obtained by a series or parallel composition of smaller posets.
e S P problem restricted to seriesparallel posets includes multiway merging, insertions of multiple elements, and sorting heap-ordered data as special cases. ere are families of arbitrarily dense series-parallel posets P on n elements with log(|∆(P )|) = o(n). eorem 2. e quantum query complexity of sorting under partial information, given a series-parallel poset P , is at least c log(|∆(P )|) for some universal constant c > 0. eorem 2 is proved by relating a quantum adversary lower bound to the partial order entropy, re ning an elegant connection established by Yao. He conjectured that the information-theoretic lower bound holds for any partial order P (up to a constant factor). As a further step in this direction, we show that our result does not crucially relies on P being series-parallel. We generalize eorem 2 to a wider class of posets obtained by series and parallel compositions of posets that are in some precise sense far from being series-parallel.
e next section presents several instrumental notions from partial order combinatorics and information theory. In Section 3, we formulate a lower bound on the quantum query complexity of S P and discuss the relation between our ndings and the developments of Yao. Finally, Section 4 gives the proof of our main result.
2 Sorting and partial order entropy roughout this paper, we denote a poset by a pair P = (A, ≤ P ) composed of a ground set A of n elements and a partial order ≤ P on A, de ned as a re exive, antisymmetric, transitive binary relation. For convenience in indexing, we o en let A = [n], where [n] = {1, 2, . . . , n}. e set ∆(P ) of linear extensions of P is the set of permutations σ of A corresponding to total orders extending ≤ P , hence such that i ≤ P j =⇒ σ(i) ≤ σ(j). Here σ(i) denotes the rank of element i ∈ A in the total order. e information-theoretic lower bound for sorting under a partial information P is the logarithm of the number of linear extensions of P . For convenience, we use natural logarithms, and refer to this lower bound as: ITLB(P ) := ln(|∆(P )|).
Partial order entropy.
e notion of entropy of a partial order plays a central role in recent advances on sorting problems [7, 8, 6, 11] . We introduce the necessary background. Consider a poset P = ([n], ≤ P ). A chain in P is a sequence e point realizing the minimum in the de nition of the entropy in Equation (1) is z = (1/2, 1/2, 1), and the entropy is 
e chain polytope C(P ) of P is the subset of R n de ned by the points y such that:
An example is given in Figure 2 . e entropy of P is de ned as
ln z i .
e underlying optimization problem consists of maximizing the volume i z i of an axis-aligned box contained in C(P ), having one of its corner at the origin and z as opposite corner. e entropy of a poset is a special case of graph entropy, where the graph is the comparability graph of P . For further insights and applications of the notion of graph entropy, the reader is referred to the survey of Simonyi [16] .
Kahn and Kim [14] showed that the information-theoretic lower bound for S P is closely approximated by the following function of the entropy of P :
Namely, they proved that ITLB(P ) ≤ LB(P ) ≤ c · ITLB(P ) for some constant c > 1. Cardinal, Fiorini, Joret, Jungers, and Munro [8] later showed that one can take c = 2, which is best possible. eorem 3 (Kahn and Kim [14] , Cardinal et al. [8] ).
Chain and order polytopes. We let P = ([n], ≤ P ). A point y ∈ R n such that ∀i, j : i ≤ P j =⇒ y i ≤ y j is said to be consistent with P . e order polytope O(P ) of P is the set of points in [0, 1] n that are consistent with P . With a slight abuse of notation, we also let O(σ) be the order polytope of the total order de ned by a permutation σ. We have O(P ) = σ∈∆(P ) O(σ). From this decomposition of the order polytope into |∆(P )| simplices, we can deduce that O(P ) has volume |∆(P )|/n!. From the following development, we will conclude that the chain polytope C(P ) has the same volume.
With a point y ∈ R n consistent with P , we can associate a vector d(y) ∈ R n as follows. If i is a minimum in P , then d i (y) := y i . Otherwise, we de ne d i (y) as the minimum of y i − y j over all j = i such that j ≤ P i. For a point y ∈ O(P ), it can be seen that d(y) ∈ C(P ). is mapping between the order polytope and the chain polytope was de ned by Stanley [17] , and is referred to as Stanley's transfer map.
eorem 4 (Stanley [17] ). e transfer map d is a bijective, piecewise linear map between O(P ) and C(P ).
antum sorting under partial information
We now consider the problem of sorting under partial information in the quantum decision tree model. We rst formulate the lower bound technique used by Høyer et al. [13] and Yao [20] in the adversarial framework developed by Ambainis [1] and Barnum, Saks, and Szegedy [2] . en we provide a simple formula for the obtained lower bound, involving a variant of the partial order entropy.
antum query lower bound. We consider a real symmetric matrix Γ ∈ R ∆ 2 (P ) indexed by pairs of permutations in ∆(P ). Furthermore, for each pair of elements i, j, we de ne a new matrix
, hence if the result of the comparison between i and j is the same in both permutations. Otherwise, Γ ij στ = Γ στ . e adversary lower bound is, up to a constant:
where the maximization is over all such real symmetric matrices, and · denotes the spectral norm.
An adversary matrix. Given a permutation σ, we denote by σ (k,d) the permutation obtained from σ by moving the element in position
With a permutation σ ∈ ∆(P ), we associate a point (σ(1), σ (2), . . . , σ(n)) ∈ R n that is consistent with P .
We use the notation
1 q denote the q-th harmonic number.
e proof of the following upper bound is given in appendix.
e following adversary lower bound for S P follows from Lemmas 1 and 2.
Lemma 3. Adv(S P ) ≥ c · QLB(P ), for some universal constant c > 0.
From QLB to the entropy. We rst rewrite the harmonic number involved in the above expression of QLB.
Lemma 4. For every poset P on n elements, σ ∈ ∆(P ) and 1 ≤ i ≤ n, we have
Proof. We prove that d i (y) has a probability density
We then have
e details are given in Lemma 12 and Lemma 13 in appendix.
We now give an exact rewriting of the quantum lower bound QLB. Let
e reader is encouraged to compare this expression with the one for the entropy in Equation (1) .
e following result provides the quantum analogue of Equation (2). eorem 5. QLB(P ) = n(H n − QH(P )).
Proof.
ln z i fi fl‚ (from eorem 4)
= n(H n − QH(P )).
Discussion.
e quantity QH(P ) is an averaged version of the entropy H(P ) which can be shown to lie in the interval [1, H n ]. Yao [20] already established a relation between the adversary lower bound and QH(P ). Precisely, he proved that QLB(P ) ≥ Ω(n(ln n − QH(P ))).
is inequality is not su cient to get rid of the linear term −c n in eorem 1. eorem 5 strengthens the relation to an equality when ln n is replaced by H n in the right-hand side. is exact reformulation allows us to analyze the bound on a wide class of posets.
A proof of Yao's conjecture for series-parallel posets
Given two posets P and Q with disjoint element sets, the series composition, or ordinal sum P ⊕ Q is the poset on the union of the element sets of P and Q such that x ≤ P ⊕Q y if and only if one of the following holds:
3. x belongs to P and y to Q.
Given two posets P and Q with disjoint element sets, the parallel composition, or direct sum P + Q is the poset on the union of the element sets of P and Q such that x ≤ P +Q y if and only if either x ≤ P y or x ≤ Q y. A poset is a series-parallel poset if and only if it is a singleton, or it can be obtained by a series or parallel composition of two series-parallel posets. e de nition is illustrated in Figure 3 .
We consider the behavior of QLB and QH under the two composition operations.
Lemma 5 ( antum lower bound & series compositions). Let P and Q be two disjoint posets. en
QLB(P ⊕ Q) = QLB(P ) + QLB(Q).
Proof. Let P be de ned on {1, . . . , n 1 }, Q on {n 1 + 1, . . . , n 1 + n 2 }, and set n := n 1 + n 2 . We use the original formulation of the quantum lower bound given in (3), and the fact that any linear extension of P ⊕Q consists of a linear extension of P followed by a linear extension of Q. Furthermore, the value of d i (σ) for an element i ∈ P and a linear extension σ ∈ ∆(P ⊕ Q) is the same as the one for the corresponding σ in ∆(P ). erefore,
= QLB(P ) + QLB(Q).
Analyzing parallel compositions using the quantum lower bound as formulated in (3) seems di cult. However, our reformulation as a function of QH makes this case particularly easy.
Lemma 6 (QH and parallel composition). Let P and Q be two posets with element sets {1, . . . , n 1 } and {n 1 + 1, . . . , n 1 + n 2 } respectively, and let n := n 1 + n 2 . en
Proof. A chain in the poset P + Q is always fully contained in either P or Q. erefore, z ∈ C(P +Q) if and only if (z 1 , . . . , z n 1 ) ∈ C(P ) and (z n 1 +1 , . . . , z n ) ∈ C(Q). Hence,
Lemma 7 ( antum lower bound & parallel compositions). Let P and Q be two posets with element sets {1, . . . , n 1 } and {n 1 + 1, . . . , n 1 + n 2 } respectively, and let n := n 1 + n 2 . en
Proof. Here we consider the reformulation of QLB given in eorem 5.
Before proving our main result, we need the following technical lemma, obtained from Stirling's formula. Lemma 8. ere exists a constant c > 0 such that for all integers n 1 , n 2 ≥ 1,
Lemma 9. For a series-parallel poset S, we have QLB(S) ≥ c · ITLB(S) for some universal constant c > 0.
Proof. We prove the result with the constant c from Lemma 8, by induction on the number n of elements of S. For n = 1, we can check that both bounds are equal to zero. For n > 1, we know that S is obtained via a series or a parallel composition of two posets P and Q with respective element sets [n 1 ] and {n 1 + 1, . . . , n}. We let n 2 = n − n 1 and suppose that the statement holds for P and Q. Let us rst consider the case of the series composition, where S = P ⊕ Q. We have |∆(P ⊕ Q)|= |∆(P )|·|∆(Q)|.
We can apply Lemma 5 and the induction hypothesis:
For the case where S = P + Q, we have
We can apply Lemma 7 and the induction hypothesis:
Combining Lemmas 3 and 9 yields eorem 2.
Extending the result to a wider class of posets. e N poset on four elements a, b, c, d is such that a ≤ b, c ≤ b, c ≤ d, and all the other pairs are incomparable. Its name comes from the shape of its Hasse diagram. It is wellknown that series-parallel posets are exactly the posets that forbid the N poset as induced subposet [18] .
We now show that the inequality in Lemma 9 also holds for posets that are far from series-parallel, in the sense that they have Ω(n 4 ) induced N subposets. Let N k , k ∈ N be the poset on n = 4k elements obtained by replacing each of the four elements of an N poset by a chain of length k. We denote these chains by
Proof. We have
Proof. First note that if a poset Q extends a poset P , then QLB(P ) ≥ QLB(Q).
A poset is an extended series-parallel poset if and only if it is either (i) a singleton, (ii) isomorphic to N k for some k, or (iii) it can be obtained by a series or parallel composition of two extended series-parallel posets. e two lemmas directly imply the following analogue of eorem 2 to extended series-parallel posets. Corollary 1. e quantum query complexity of sorting under partial information, given an extended series-parallel poset P , is at least c log(|∆(P )|) for some universal constant c > 0.
Conclusion e analyses of S
P in the classical and quantum cases rely on the following quantities, where h(z) = − 1 n i∈[n] ln z i .
Classical antum H(P ) = min z∈C(P ) h(z) QH(P ) = E z∈C(P ) rh(z)s LB(P ) = n(ln n − H(P )) QLB(P ) = n(H n − QH(P ))
Our ndings support the conjecture that the two lower bounds LB(P ) and QLB(P ) are within a constant factor of each other for all posets P . Proving this would require to be er understand how the quantities H(P ) and QH(P ) behave relative to each other. However, we seem to be lacking tools to analyze the quantity E z∈C rh(z)s de ned on an arbitrary convex corner C. In particular, unlike the entropy, it is not monotone with respect to inclusion of C.
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We rst note that for τ = σ (k,d) , and assuming σ(j) > σ(j ) the matrix element Γ jj στ is non-zero only if
Indeed, in that case we have σ(j) > σ(j ) and τ (j) < τ (j ). erefore,
where the last term covers cases where σ(j) < σ(j ). Manipulating this expression, we obtain
where the second equality follows from the change of variables l = d−i and m = i+1, and in the last line we have used the notation σ (l,m) = σ (σ(j)−l−m+1,l+m−1) . Note that when σ runs over all permutations such that σ(j ) = σ(j) − l, then τ = σ (l,m) runs over all permutations such that τ (j ) = τ (j) + m.
By de nition, we have Γ jj = max |v | v|Γ jj |v |, where the maximization is over all unit vectors |v . For any such vector, let v σ = σ|v , and α l and β m be de ned as
where in the rst inequality we have used the fact that B ml ≥ 0, and the second inequality follows from Cauchy-Schwarz.
B Order statistics
For 0 ≤ k < n, we de ne the probability density f n,k for random variable z ∈ [0, 1] as
Note that f 1,0 is the density of a uniformly distributed random variable over [0, 1] . e following integrals will be useful.
Lemma 12.
I n,k (s) = kˆn k˙
C Proof of Lemma 12
Proof. For Equation (4), let us rst evaluate I n,1
For k > 1, integration by parts leads to For Equation (6), we rst evaluate H k+1,k .
H k+1,k = (k + 1)
For n > k + 1, we need to evaluate H n,k = (n − k)ˆn k˙ 1 0 dt t k (1 − t) n−k−1 ln t, which we integrate by parts by se ing (n − k)t k (1 − t) n−k−1 ln t = u · v with u = −t n+1 ln t u = −t n r1 + (n + 1) ln ts v =ˆ1 − t t˙n
which leads to H n,k = −ˆn k˙" t k+1 (1 − t) n−k ln t 
